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One of the major challenges in science is the analysis of complex systems.
Recent advances in computing and measurement technologies made it possible
to simultaneously observe a large amount of variables as well as to analyse the
obtained data, which are being collected in many areas of application. High-
dimensional data structures cause traditional methods no longer to be directly
applicable for statistical learning. Most prominently, research in systems biology
has stimulated the development of new methods for learning in complex systems.
However, similar problems arise in various areas of scientific research like eco-
nomics, finance, astronomy and medicine. Often these high-dimensional data
structures have underlying network or graph structures. Generally, all networks
contain two elementary components: a) nodes or vertices that are basic units of
systems and b) edges or links that are connections between the nodes. Depending
on the area of research, nodes and edges have different meanings. For instance,
in social networks nodes might be human and edges might be friendship, in bi-
ology nodes are molecules, genes or neurons and edges are alliances, reactions or
synapses.
Networks have been studied from a number of different aspects in the literature.
One important problem in network analysis is to model the underlying generating
mechanism of networks based on data structures and then establish the nature
of the dependence. Inferring causal relationship among the nodes from observa-
tional sample data or a mixture of observational sample and experimental data,
particularly in the area of graphical causal modeling, is challenging. For example,
understanding the structure of biological networks and elucidating networks of
gene interactions underlying complex human phenotypes represents a major chal-
lenge in systems biology.
2 Introduction
Interaction experiments are the gold standard for finding causal relationships
among nodes in such networks. In some situations, however, it is not possible
to do an intervention experiment for ethical, financial or other reasons. The
question arises therefore, whether it is at all possible to identify cause and effect
relationships by observations alone. One of the main goals of this thesis is to
answer this question. In Chapter 2, we focus on answering to this question with
the development of an effective statistical approach for causal learning from ob-
servational data.
One of the interesting subjects after constructing the network is detecting the
dynamics of the network. Ordinary differential equations (ODE) provide an at-
tractive class of models for the dynamics of these networks. There are three main
decisions to be made when developing and fitting an ODE model for network
construction: first, the model class; second an approach to parameter estimation
for the model, and finally a variable selection method for the actual network con-
struction. In Chapter 3, 4 and 5, we develop new statistical approaches for fitting
ODE models to gene regulatory networks based on these three decisions.
The rest of this chapter is organized as follows: Section 1.2 prepares some major
background information for causal structure learning from observational data. In
Section 1.3 we present a brief introduction to the scientific background of general-
ized Tikhonov regularization. Section 1.4 highlights the importance of this thesis.
Section 1.5 outlines the organization of the remainder of this thesis.
1.2 Causal Inference in Causal Graphs
In this section we describe the background needed in order to define the notion
of a total causal effect (Pearl, 2009). We begin by defining causal models through
directed graphical models. We then shortly summarize the intervention calculus
to connect causal interventions with conditional probabilities, which leads to a
natural definition of a total causal effect.
Directed Graphical Models and d-Separation
A graph is a pairG = (V,E), where V is a finite set of vertices V = {1, 2, . . . , p},
also called nodes, of G and E is a subset of (V × V ) of ordered pairs of vertices,
called the edges or links of G. We consider p random variables X1, . . . , Xp, associ-
ated to the vertices. Graph G can be used to define the conditional independence
structure among the random variables, that can be read off from G. We make
this more precise in the following. We now introduce graph terminology that we
require later, whereby we associate the random variables with the nodes. Most of
1.2 Causal Inference in Causal Graphs 3
the definitions can be found in Spirtes et al. (2000) and Lauritzen (1996).
If edge (Xi, Xj) ∈ E but (Xj, Xi) /∈ E, we call the edge directed or an arrow,
denoted by Xi → Xj. In that case, we also say that Xi is a parent of Xj,
and that Xj is a child of Xi. The set of parents of a vertex Xj is denoted by
pa(j). We use the short-hand notation Xi Xj that is undirected edge to denote
(Xi, Xj) ∈ E and (Xj, Xi) ∈ E. Two vertices Xi and Xj are adjacent if there is
a directed or undirected edge between them. The adjacency set of a vertex Xi,
denoted by adji(G), is the collection of all vertices that are adjacent to Xi in G.
A graph is called complete if every pair of vertices is adjacent. A graph containing
only directed edges (→) is directed, one containing only undirected edges ( ) is
undirected, and one containing directed and undirected edges is partially directed.
The skeleton of a partially directed graph is the undirected graph that results when
all directed edges are replaced by undirected edges. A v-structure in a graph G is
an ordered triple of vertices (Xi, Xj, Xk) such that G contains the edges Xi → Xj
and Xk → Xj, and Xi and Xk are not adjacent in G. A directed cycle graph is
a directed version of a cycle graph, with all the edges being oriented in the same
direction.
A path in G is a sequence of (at least two) distinct vertices X1, . . . , Xp, such
that there is an edge between Xk and Xk+1 for all k = 1, ..., p− 1. If Xk → Xk+1
for all k we speak of a directed path from X1 to Xp and call Xp a descendant of X1.
A directed graph is called a directed acyclic graph (DAG) if it does not contain
directed cycles. In a DAG, a path between X1 and Xp is blocked by a set S (with
neither X1 nor Xp in S), if for at least one node Xk, k = 2, ..., p − 1, one of the
following two possibilities holds:
(i) Xk ∈ S and Xk−1 → Xk → Xk+1 or Xk−1 ← Xk ← Xk+1 or Xk−1 → Xk ←
Xk+1
(ii) Xk−1 → Xk ← Xk+1 and neither Xk nor any of its descendants is in S.
We say that two disjoint subsets of vertices A and B are d-separated by a third,
also disjoint subset S if every path between nodes in A and B is blocked by S.
Causal Models and Faithfulness
We will show how one now can interpret the directed arrows, introduced in the
previous section, probabilistically. A Structural Equation Model (SEM) describes
a stochastic system by a set of equations (Pearl, 2009; Wright, 1921). Each equa-
tion explains one variable of the system in terms of the variables, which are its
direct ‘causes’. Moreover, some random noise might be involved. The equations
are assumed to be autonomous: if the generating process of one variable, i.e. one
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equation, is changed, then this has no effect on the generating process of the other
variables, i.e., on the other equations. For example, the graph shown in Figure
1.1 can be used the visualize the structural equation model given in (1.1),
X1 = ϵ1
X2 = X1 + ϵ2 (1.1)
X3 = X1 +X2 + ϵ3
with independent noise variables ϵ1, ϵ2 and ϵ3.
X1
X2 X3
Figure 1.1: The causal graph corresponding to the structural equation model shown in
equation (1.1).
In (1.1) the symbol “=” should be interpreted in an asymmetric way, whereby
the right hand side is interpreted as ‘causing’ the left hand side. In this way, the
graph as presented in Figure 1.1 is called a causal graph or causal model: X1 is
a direct cause of X2, i.e. X1 is on the right hand side of the equation defining
X2, then there is an arrow from X1 to X2 . By convention, the noise variables
are not added to this graph. Given a causal structure, the implied conditional
independencies can be read off by assuming the local Markov property: every
node is independent from its non-descendants given its parents (Lauritzen, 1996,
Chapter 3). For example, in Figure 1.2a, the local Markov property tells us that









Figure 1.2: The DAG shown in (a) is one of the three DAGs in the Markov equivalence
class represented by the CPDAG shown in (b).
It turns out that each structural equation model has certain invariance proper-
ties, which only depend on the causal structure, but not on the functional details
of the structural equation model. The most prominent example of such an in-
variance property is conditional independence. The conditional independencies
found with d-separation hold for every structural equation model with this given
causal structure, no matter the details of the functional relationships or error
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distributions. However, specific structural equation models might imply even
more conditional independence statements. As a simplifying assumption, this is
in practice often ruled out. Thus, we assume that the conditional independence
assumptions implied by applying d-separation on the causal structure are exactly
the same as the ones in the distribution described by the structural equation
model. This assumption is known as faithfulness (Pearl, 2009; Wright, 1921). A
probability distribution P on Rp is said to be faithful with respect to a graph G if
the conditional independencies of the distribution can be inferred from so-called
d-separation in the graph G and vice-versa.
For a probability distribution P which is generated from a DAG G, there is
a Markov equivalence class of DAGs with corresponding distribution P (Chick-
ering, 2002, Section 2.2). Without additional assumptions, we can only identify
this Markov equivalence class of DAGs, even when having infinitely many obser-
vations. Using Verma and Pearl (1990), we can characterize equivalence classes
more precisely: two DAGs are equivalence if and only if they have the same skele-
ton and the same v-structures. A common tool for visualizing equivalence classes
of DAGs are completed partially directed acyclic graphs (CPDAG). A CPDAG
is a partially directed, acyclic graph, such that (1) every directed edge exists also
in every DAG belonging to the Markov equivalence class of the DAG and (2) for
every undirected edge Xi Xj there exists a DAG with Xi → Xj and a DAG
with Xi ← Xj in the Markov equivalence class. Causal relationships between ran-
dom variables can be modelled by DAGs, where an arrow between two random
variables, X → Y , reveals the former, X, as a direct cause of the latter, Y . A
total causal effect is defined as the change in Y when X is increased by means
of intervention by one unit. Given a set of conditional dependencies from obser-
vational data and a corresponding DAG model, one can compute causal effects
using intervention calculus (e.g. Pearl, 2009). From observational data alone, that
is passively observed data from the undisturbed system, directed graphical models
are only identifiable up to Markov equivalence and certain arrow directions, which
are crucial for the causal interpretation, are in general not identifiable.
Intervention Calculus
We consider a framework with a univariate response variable Y and a (p− 1)-
dimensional covariate X = (X1, ..., Xp−1), which we sometimes, out of symmetry,
refer to as X1, ..., Xp, where Y = Xp. We would like to quantify the total or causal
effect of Xi on Y , including all other indirect effects which arise because these
other variables potentially change as a result of changing Xi. In this subsection,
we assume we know the structural equation model, or equivalently, the causal
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diagram without directed cycles given in terms of a DAG G where the nodes
correspond to the random variables X1, ..., Xp−1, Y and the directed edges encode
direct effects between the variables. We assume that the probability distribution
P of X1, ..., Xp−1, Y obeys the Markov property with respect to the diagram G,
such as in Fig 2.1 (a), and can be factorized as




where pa(k) denote the parental sets of the node Xk. Pearl (2009) defined causal-
ity through intervention, whereby variables were externally manipulated to take
certain values. This intervention changes the underlying distribution P and can
be expressed by adapting the DAG. The new distribution is called the intervention
distribution and we say that the variables, whose structural equations we have re-
placed have been “intervened on.” The intervention distribution of Y when doing
an intervention and setting the variable Xi to a value x′i is denoted by
P (Y | do(Xi = x ′i)). (1.3)
The intervention on variable Xi is characterized by a truncated factorization, in
which an intervention DAG G′, arising from the non-intervention DAG G can be







X2 = x X3
Y
(b) G′
Figure 1.3: (a) A DAG G and (b) its corresponding intervention graph G′. The inter-
vention is do(X2 = x), described by the red label in the graph. The parental set of
i = 2 is pa(2) = {1} which appears in (1.9) for computing a total causal effect β2 of
X2 on Y .
Using the Markov property of P with respect to the DAG G and applying it to
the intervention graph G′, whereby we require that Markov property is inherited
for P (Y | do(Xi = .)) with respect to G′, we obtain the unique distribution
PY (y| do(Xi = x ′i)) =

P (y) Y ∈ Xpa(i)
∫
P (y|x′i, xpa(i)) P (xpa(i)) d(xpa(i)) Y /∈ Xpa(i)
(1.4)
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This relationship shows that the intervention distribution can be inferred from
the observational distribution P and the corresponding DAG G.
Causal Effect
Pearl (2009) defines the causal effect of Xi on Y at a point xi by the way Y is
expected to change as a result from a small interventional change of Xi at xi,
CE(Y |Xi = xi) = ∂
∂x
E[Y | do(Xi = x)]|x=xi , (1.5)
where from the previous section we have that
E(Y |do(Xi = xi)) =

E(Y ) if Y ∈ Xpa(i)
∫
E(Y |xi, xpa(i)) P (xpa(i)) d(xpa(i)) if Y /∈ Xpa(i)
(1.6)
Let’s assume that the random variables or nodes, (X1, ..., Xp−1, Y ), have a multi-




Y |Xi = xi;Xpa(i) = xpa(i)
)
= β0 + βixi + βTpa(i)xpa(i), (1.7)
and is linear in xi and xpa(i), for some β0, βi ∈ R and βTpa(i) ∈ R|pa(i)|, where |pa(i)|
is the cardinality of the set pa(i). Therefore, plugging (1.7) into (1.6), we have
E(Y |do (Xi = xi)) = βixi +
∫
βTpa(i)xpa(i)P (xpa(i)) d(xpa(i)), (1.8)
is linear in xi, if Y /∈ Xpa(i) and, therefore, the intervention effect, or total causal
effect, becomes
CE(Y |Xi = x) = ∂
∂x
E[Y | do(Xi = x)]|x=xi = βi . (1.9)
From (1.9), it follows that the total causal effect of Xi on Y with Y /∈ Xpa(i) is
given by the regression coefficient of Xi in the regression of Y on Xi and Xpa(i).
Note that if Y ∈ Xpa(i), the total causal effect from Xi to Y is, obviously, zero.
1.3 Generalized Tikhonov regularization
In this section we provide a brief introduction to some general concept in reg-
ularization theory. We start with a short discussion of ill-posed problems and we
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will continue with introducing generalized Tikhonov regularization as an approxi-
mation to the solution of ill-posed problems. In Chapter 3 we start the analysis of
Generalized Tikhonov regularization methods and formulate the main result for
parameter estimation for ODEs.
The following definition is introducing the definition of ill-posed problems
which will be used in Chapter 3.
Definition 1.1. (Hadamard) A problem is called well-posed if 1) there exists
a solution to the problem (existence), 2) there is at most one solution to the
problem (uniqueness), 3) the solution depends continuously on the data (stability).
A problem which is not well-posed is called ill-posed.
Let’s consider X and Y to be two linear normed spaces and F : X → Y a
linear bounded operator. Consider the equation
F (x) = y, (1.10)
If the solution of Equation (3.5) exists and it is unique and continuous with re-
spect to y, then we call problem (3.5) well-posed on the pair of normed spaces X
and Y . If at least one of the three conditions of Definition 1.1 does not hold, then
the problem (3.5) is ill-posed on the pair of normed spaces X and Y .
For solving ill-posed equations numerically, we need to making an effort to over-
come the ill-posedness. Otherwise very small discretization or rounding errors
can lead to arbitrarily large deviations of the calculated solution from the exact
solution. Equation (3.5) can be solved on a set S ⊂ X by finding the minimum
of the objective functional
J (x) = ∥F (x)− y∥2, (1.11)
on S. This idea dates back to the works of A. M. Legendre and C.F. Gauss from
the beginning of the 19th century, who proposed the least squares method for
solving systems of linear algebraic equations (Kabanikhin, 2011). Numerical min-
imization of J can only be implemented on some finite dimensional subspace of
X . Moreover, the finite dimensional subspace of X needs to be chosen from a se-
quence of approximating spaces X1 ⊂ X2 ⊂ . . . ⊂ X such that their union is dense
in X . In statistics, these approximating spaces are called sieves (Chen, 2007;
Grenander, 1981). When regularization is achieved by a finite dimensional ap-
proximation alone it is called self-regularization (Vainikko and Khyamarik, 1985)
or regularization by projection (Engl et al., 1996).
The idea of Tikhonov regularization methods is to stabilize the minimization prob-
lem by adding an appropriate regularizing or stabilizing functional Ω : X →
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(−∞,∞]. To control the influence of the stabilizing functional we introduce the
regularization parameter α ∈ (0,∞). Thus, we consider the minimization problem
Tα(x) = J (x) + αΩ(x− x0), (1.12)
where x0 is a trial solution and Tα is referred to as Tikhonov functional. The
stabilizing functional can incorporate a priori information on the smoothness or
the size of the solution x. One possible choices is the square of the norm Ω(x) =
∥x∥2.
A priori information on values of the solution may be available, which helps to
single out solutions that satisfy certain data requirements. This information can
be incorporated by adding an additional functional S in (3.7) (Pöschl, 2008; Vasin
and Ageev, 1995) that measures the closeness of the solution to the aforementioned
a priori information:
Tα,γ(x) = J (x) + αΩ(x− x0) + γS(x), (1.13)
where γ ≥ 0 is the penalty parameter. In the noise-free case, Vasin and Ageev
(1995) treated information given via equality or inequality constraints; the func-
tional S was termed the penalty functional and the resulting method was called
the generalized regularization method. In the presence of noise, Pöschl (2008)
used the term similarity functional for S and named the resulting method multi-
modal Tikhonov regularization. We will use the terms similarity functional and
generalized Tikhonov regularization. Thus, the generalized Tikhonov regulariza-
tion finds an approximation to the solution of (3.5) by minimizing (3.8) over some
finite-dimensional subspace of X . We will refer to the functional Tα,γ(x) as the
generalized Tikhonov functional and to its minimizer as the generalized Tikhonov
regularizer.
In Chapter 3 we study the analysis of Generalized Tikhonov regularization
methods as main framework for providing a general framework for estimating
parameters in ODEs, which can handle partially observed systems.
In Chapter 4 and 5, we will apply this framework for estimating the state variables
in ODEs.
1.4 Contribution of the thesis
The focus of this thesis is concerned with two general strategies for statistical
learning that would work for linear and also nonlinear models in non-standard ap-
plications and complex structured data. In our first project we have constructed
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methods for estimating underlying causal interactions for complex systems. The
results of this project emerge in Chapter 2. In the second project we made a
general statistical framework for parameter estimation for ordinary differential
equations, the results of which can be found in Chapters 3, 4, 5. Below we briefly
outline the four articles and manuscripts which are presented as chapters in this
thesis.
1. Estimating Causal Effects from Nonparanormal Observational Data
Unraveling the chain of cause and effect in complex systems is one of the basic
aims in many areas of science. Especially for large systems this can be a daunting
task. Detailed interventional and randomized data sampling approaches can be
used to resolve the causality question, but for many systems such interventions
are impossible or too costly to obtain. In Chapter 2, we have derived an explicit
formula for describing a causal effect for a flexible class of distributions, the non-
paranormal. These distributions are especially useful for real-life observational
studies, where normality assumptions are often not warranted. We presented a
simple method, NCE, to estimate these causal effects nonparametrically, based
on a first order approximation of the general causal effect formula. It is able to
capture a large range of non-linear causal effects. We show that under certain
circumstances the estimator is consistent. We have also applied the method to an
Arabidopsis Thaliana circadian clock network.
2. Generalized Tikhonov Regularization in Estimation of Ordinary Dif-
ferential Equations Models
Many networks and systems in different fields of science are modelled by systems
of ordinary differential equations. Various estimation methods based on smooth-
ing have been suggested to bypass numerical integration of the ODE system. In
Chapter 3, we have presented a framework for estimation of parameters in dif-
ferential equations, which is based on the generalized Tikhonov regularization.
Several of the well-known methods fit into the proposed framework. Although
our aim was to present the framework for ODEs, clearly, the same idea can be
applied to partial differential equations as well. The framework also gives clear
insight into the computational complexity of the estimation procedures.
3. Network Reconstruction via Additive Ordinary Differential Equa-
tions Models
Networks play a critical role in learning and extracting the meaningful informa-
tion from large quantities and different type of data in biological research. So a
key task in biomedical research is learning, modeling and analyzing these biologi-
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cal networks. Therefore, networks in many fields including chemical engineering,
genomics, neuroscience can be fundamentally described by means of ordinary dif-
ferential equations. This deductive modelling is rarely matched by empirical,
inductive approaches: exploratory statistical modelling of dynamic processes has
rarely taken the underlying differential equation as starting point. In Chapter 4
our aim is to learn dynamic processes from high-dimensional ODEs. We model
dynamical processes non-parametrically as a system of additive ordinary differ-
ential equations. We proposes a new approach that does not need to estimate
the derivative from noisy observations as well as using the linear nature of the
model to derive fast explicit estimators, without the need of explicitly solving the
Ordinary differential equations.
4. Stability Estimation of Autoregulated Genes under
Michaelis-Menten Type Kinetics
Feedback loops are typical motifs appearing in gene regulatory networks (GRN).
In some wellstudied model organisms, including Escherichia coli, autoregulated
genes, i.e., genes that activate or repress themselves through their protein prod-
ucts, are the only feedback interactions. For these types of interactions, the
Michaelis-Menten (MM) formulation is a suitable and widely used approach, which
always leads to stable steady-state solutions representative of homeostatic regu-
lation.
However, in many other biological phenomena, such as cell differentiation,
cancer progression, and catastrophes in ecosystems, one might expect to observe
bistable switch-like dynamics in case of strong positive autoregulation. To capture
this complex behavior we use the generalized family of MM kinetic models. In
Chapter 5, we give a full analysis regarding the stability of autoregulated genes.
We introduce a statistical framework to estimate the kinetics parameters and
probability of different stability regimes given observational data. Empirical data
for the autoregulated gene SCO3217 in the SOS system in Streptomyces coelicolor
are analyzed. The coupling of a statistical framework and the mathematical model
can give further insight into understanding the evolutionary mechanisms toward
different cell fates in various systems.
1.5 Organization of the chapters
The remainder of this thesis includes four chapters. In Chapter 2 we introduce
an explicit form for total causal effects for a flexible class of distributions, either
known as the Gaussian copula or the nonparanormal distribution, and proposing a
simple estimator for this total causal effect. In Chapter 3 we show that our intro-
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duced Generalized Tikhonov regularized estimator can be successfully employed
to construct a new framework for ordinary differential equations. In Chapter 4
we introduce a dynamical process non-parametrically as a system of additive or-
dinary differential equations. We derive fast explicit estimators, without the need
of explicitly solving the Ordinary differential equations. In Chapter 5 we applied
the model to typical noisy time-course expression data involving autoregulated
genes. Our statistical analysis about the dynamical behaviour of these autoregu-
lated genes reveals that its kinetic parameters lie well in the bistability region of
the generalized MM model.
Chapter 2




Inferring cause-and-effect relationships between variables is of primary im-
portance in many fields of science. The classical approach for determining such
relationships uses randomized experiments where a single or few variables are per-
turbed. Such intervention experiments, however, can be very expensive, unethical
(e.g. one cannot force a randomly selected person to smoke many cigarettes a
day) or even infeasible. Hence, it is desirable to infer causal effects from so-
called observational data obtained by observing a system without subjecting it
to interventions. Although some important concepts and ideas have been worked
out (Mooij et al., 2011; Richardson, 1996; Spirtes et al., 1995), causal inference
allowing for cyclic graphs is still in its infancy.
Pearl (1995, 2009) described a do-calculus of causal effects, if the underlying
causal diagram is known. In practice, though, the influence diagram is often
not known and one would like to infer causal effects from observational data
together with the influence diagram. Spirtes et al. (2000) introduced methods to
estimate causal graphs from observational data. Verma and Pearl (1990) found
that typically groups of causal graphs give rise to the same distribution of the
data, which implies that the generating causal DAG is typically unidentifiable
from the data. This Markov equivalence class of causal DAGs has been called
completed partially directed acyclic graph (CPDAG). A CPDAG can be estimated
in various ways, including the PC-algorithm (Spirtes et al., 2000), search and score
methods (Chickering, 2002, 2003; Verma and Pearl, 1990) and Bayesian methods
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(Heckerman and Geiger, 1995; Spiegelhalter et al., 1993).
The PC-algorithm is one of the methods for inferring of causal graphs. It uses
conditional independence tests to infer a CPDAG from data (Spirtes et al., 2000).
Sample partial correlations derived from independent normal observations have
favourable distributional properties (Anderson, 2003, Chapter 4), which form the
basis for the work of Kalisch and Bühlmann (2007), who treat the PC-algorithm in
the Gaussian context with conditional independence tests based on sample partial
correlations. They prove the high-dimensional consistency of the PC-algorithm,
when the observations form a sample of independent normal random vectors that
are faithful to a suitably sparse DAG. Maathuis et al. (2009) propose a method
that combines the estimation of the causal structure and the interventional dis-
tribution in the Gaussian case. Due to the Gaussian structure, they find that the
causal effect can be described by a set of constants. Harris and Drton (2013) show
that the PC-algorithm has high-dimensional consistency properties for a broader
class of distributions, when standard Pearson-type empirical correlations are re-
placed by rank-based measures of correlations in tests of conditional independence,
such as Spearman’s rank correlation and Kendall’s tau. The broader class they
consider includes continuous distributions with Gaussian copula, or, in the termi-
nology of Liu et al. (2012), the so-called “nonparanormal distributions.” Nandy
et al. (2014) applied joint-IDA to nonparanormal distributions, and summarize
the causal effects among the underlying Gaussian random variables. Teramoto
et al. (2014) estimated causal effects with a non-paranormal method for the de-
sign of efficient intervention experiments.
In the remainder of the paper, we assume the us e of the Rank PC (RPC) al-
gorithm (Harris and Drton, 2013), i.e. the PC-algorithm in the nonparanormal
context. Based on the estimated CPDAG, it is our aim to derive the concept of a
causal effect of x on y as a collection of functions of x and to find a consistent way
to estimate them. In Section 2.2, we introduce the causal graph terminology, a
short description of the intervention calculus and the definition of a causal effect.
In Section 2.3, we derive the structure of a causal effect of a nonparanormal causal
effect and in Section 2.4, we define an convenient estimator. In Section 2.5, we
evaluate the performance of our method in a simulation study. In Section 2.6, we
illustrate the method in a real data example.
2.2 Causal effects in causal graphs
In this section we describe the background needed in order to define the notion
of a causal effect. We begin by defining causal models through directed graphical
models.
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A graph is a pairG = (V,E), where V is a finite set of vertices V = {1, 2, . . . , p},
also called nodes, of G and E is a subset of (V × V ) of ordered pairs of vertices,
called the edges or links of G. We consider p random variables X1, . . . , Xp, asso-
ciated to the vertices. If edge (Xi, Xj) ∈ E but (Xj, Xi) /∈ E, we call the edge
directed or an arrow, denoted by Xi → Xj. In that case, we also say that Xi is
a parent of Xj, and that Xj is a child of Xi. The set of parents of a vertex Xj
is denoted by pa(j). We use the short-hand notation Xi Xj that is undirected
edge to denote (Xi, Xj) ∈ E and (Xj, Xi) ∈ E. A graph containing only directed
edges (→) is directed, one containing only undirected edges ( ) is undirected.
A directed graph is called a directed acyclic graph (DAG) if it does not contain
directed cycles. A common tool for describing Markov equivalence class of DAGs
are completed partially directed acyclic graphs (CPDAG).
Pearl (2009) defined causality through intervention, whereby variables are ex-
ternally manipulated to take certain values. This intervention changes the un-
derlying distribution P and can be expressed by adapting the DAG. The new
distribution is called the intervention distribution and we say that the variables,
whose structural equations we have replaced have been “intervened on.” The in-
tervention distribution of Y when doing an intervention and setting the variable
Xi to a value x′i is denoted by P (Y | do(Xi = x ′i)). The intervention on variable
Xi is characterized by a truncated factorization, in which an intervention DAG
G′, arising from the non-intervention DAG G can be defined by deleting all edges
which point into the node Xi. Consider the example graph below, a DAG G and






X2 = x X3
Y
(b) G′
Figure 2.1: (a) A DAG G and (b) its corresponding intervention graph G′. The inter-
vention is do(X2 = x), described by the red label in the graph. The parental set of
i = 2 is pa(2) = {1} which appears in (2.4) for computing the causal effect β2 of X2 on
Y .
The total causal effect of Xi on Y at a point xi by the way Y is expected to
change as a result from a small interventional change of Xi at xi,
CE(Y |Xi = xi) = ∂
∂x
E[Y | do(Xi = x)]|x=xi , (2.1)
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where we have that
E(Y |do(Xi = x)) =
∫
E(Y |x, xpa(i)) P (xpa(i)) d(xpa(i)) if Y /∈ Xpa(i). (2.2)
If (X1, ..., Xp−1, Y ) has a multivariate Gaussian distribution, it is very simple to
compute the total causal effects as defined in (2.1). Therefore, we have
E(Y |do (Xi = xi)) = βixi +
∫
βTpa(i)xpa(i)P (xpa(i)) d(xpa(i)), (2.3)
is linear in xi, if Y /∈ Xpa(i) and then the intervention effect, or total causal effect,
becomes
CE(Y |Xi = xi) = ∂
∂x
E[Y | do(Xi = x)]|x=xi = βi . (2.4)
From (2.4), it follows that the total causal effect of Xi on Y with Y /∈ Xpa(i) is
given by the regression coefficient of Xi in the regression of Y on Xi and pa(i).
Note that if Y ∈ Xpa(i), the total causal effect from Xi to Y is, obviously, zero.
Our aim is to generalize this to a wider class of distributions.
2.3 Causal effect for nonparanormal graphical models
Kalisch and Bühlmann (2007) use the PC-algorithm in a Gaussian setting for
estimating the causal skeleton and, subsequently, the Markov equivalence class of
high-dimensional causal graphs. The algorithm is based on a clever hierarchical
scheme for testing conditional independences among pairs of variables Xj, Xk (for
all j ̸= k) in the DAG. In Gaussian models, tests of conditional independence can
be based on Pearson correlations, and high-dimensional consistency results have
been obtained for the PC-algorithm in this setting.
Building on this work, Maathuis et al. (2009) are interested in estimating the
total causal effect of a covariate Xi on a response Y in a Gaussian causal graph.
After obtaining the Markov equivalence class of the causal DAG, they apply for
each DAG Gj in this class the intervention calculus to obtain the total causal
effect βij of Xi on Y , which can easily be shown to be the regression coefficient in
E
[
Y |Xi = xi;Xpa(i) = xpa(i)
]
= β0j + βijxi + βTpa(i),jxpa(i), (2.5)
where pa(i) is the parental index set of Xi in graph Gj, and then summarize this
information for i = 1, . . . , p and j = 1, . . . ,m in a p ×m matrix Θ, where each
row corresponds to a covariate and each column corresponds to a DAG in the
equivalence class. Since the ordering of the DAGs in the Markov equivalence class
is arbitrary, the columns of this matrix can be permuted in any order. In other
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words, they define multi-sets Θi = {βij}j∈{1,...,m} containing the estimated possible
causal effects of Xi on Y . We note thatΘ contains slightly more information than
the multi-sets Θi (i = 1, ..., p), since the columns of Θ tell us which possible total
causal effects originate from the same DAG, while this information is lost in the
multi-set notation.
Harris and Drton (2013) proved high-dimensional consistency properties for
a broader class of nonparanormal models when using rank-based measures of
correlation. They showed that the Rank PC-algorithm (RPC) works as well
as the Pearson PC-algorithm for normal data and considerably better for non-
Gaussian data. If one assumes to know all conditional independencies exactly,
then the RPC-algorithm yields the “true” CPDAG, i.e. the Markov equivalence
class of DAGs that contains the true causal DAG.
In this section, we prove how based on this CPDAG we can derive the anal-
ogous multi-set of causal effects for Gaussian copula, also called nonparanormal,
distributed data. In practice, the conditional independences have to be inferred
from the data as well and we show how using our main result in combination
with the RPC-algorithm we are able to define an convenient estimator for the
causal effect for such data, which stops being linear and needs to be estimated
functionally.
2.3.1 General expression of nonparanormal causal effect
Liu et al. (2012) define the nonparanormal distribution. Let f = (fi)i∈V be
a set of monotone, univariate functions and let Σ ∈ RV×V be a positive definite
covariance matrix. We say a p-dimensional random variable X = (X1, ..., Xp)T
has a nonparanormal distribution,
X ∼ NPN(µ,Σ, f),
if f−1(X) = (f−11 (X), . . . , f−1p (X)) ∼ N(µ,Σ). If X ∼ NPN(µ,Σ, f), then the
univariate marginal distribution for a coordinate, sayXi, can have any distribution
Fi, as we can take fi = F−1i ◦Φµi,σ2i , where Φµi,σ2i is the normal distribution function
with mean µi and variance σ2i = Σii. Note that fi need not be continuous. In this
paper, we deal with monotone and differentiable f . Liu et al. (2012) show that in
that case the nonparanormal distribution NPN(µ,Σ, f) is a Gaussian copula. In
the remainder of the paper, we consider that (X1, . . . , Xp−1, Y ) ∼ NPN(0,Σ, f),
where Σ is a correlation matrix. We will refer to the latent standard normally
distributed variables as Zi = f−1i (Xi) = Φ−1 ◦ Fi(Xi) and Z = f−1y (Y ) = Φ−1 ◦
Fy(Y ). We are interested in the total causal effect of Xi on Y for i ∈ (1, . . . , p−1).
We know from Section (2.2) that for Gaussian data it is very simple to compute
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the total causal effect, since Gaussianity implies that E(Y |Xi = xi;X−i = x−i)
is linear in xi. Unfortunately, this is no longer true for non-Gaussian random
variables. In Theorem 2.1 we derive the explicit functional form for the total
causal effect in the entire class of nonparanormal distributions.
Theorem 2.1. Let (X1, . . . , Xp−1, Y ) ∼ NPN(0,Σ, f) and fi (i = 1, . . . , p− 1) is
differentiable and fy is infinitely differentiable, then the total causal effect of Xi
on Y in causal graph G is given by


















× (−z0 + βizi)s−1E[(βTpa(i)Zpa(i))k−2r−s]
× (2r − 1) . . . 3.1× [(1− ρ2)]r(f−1i )′(xi), (2.6)
for every z0 ∈ R, where f (k)y is the kth derivative of fy, zi = f−1i (xi),
Zpa(i) = f−1pa(i)(Xpa(i)), (βi, βpa(i)) = Σp,(i,pa(i))Σ−1(i,pa(i)),(i,pa(i)) and
ρ = Σp,(i,pa(i))Σ−1(i,pa(i)),(i,pa(i))Σ(i,pa(i)),p.
Proof. We follow three steps for proving this theorem. First, we find a closed form
expression for E
[
Y |Xi = xi;Xpa(i) = xpa(i)
]
. After that we connect this to the do-
operator as is done in (2.2). Finally, taking the derivative in the way that the total
causal effect is defined in (2.1) will complete the proof. From the differentiability of
fi it follows that the marginal distributions Fi are one-to-one, where f−1i (xi) = zi




Y |Xi = xi ;Xpa(i) = xpa(i)
]
= E(F−1y (Φ(Z))|Xi = xi;Xpa(i) = xpa(i))
= E(F−1y (Φ(Z))|Zi = zi;Zpa(i) = zpa(i))













∗k|Zi = zi;Zpa(i) = zpa(i)),
(2.7)
where Z∗ = Z − z0 for any z0 ∈ R. From the conditional normal distribution,
we know that
Z∗|Zi = zi;Zpa(i) = zpa(i) ∼ N(−z0 + (βi, βpa(i))(zi, zpa(i))T , (1− ρ2)).
where (βi, βpa(i)) = Σp,(i,pa(i))Σ−1(i,pa(i)),(i,pa(i)) and
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ρ = Σp,(i,pa(i))Σ−1(i,pa(i)),(i,pa(i))Σ(i,pa(i)),p.
Following Lehmann and Casella (1998) page 132, we get for k ∈ N







(−z0 + βizi + βTpa(i)zpa(i))k−2r
× (2r − 1) . . . 3.1× [(1− ρ2)]r. (2.8)
Plugging (2.8) into (2.7), we have












× (−z0 + βizi + βTpa(i)zpa(i))k−2r
× (2r − 1) . . . 3.1× [(1− ρ2)]r. (2.9)
Now we use (2.9) for finding the intervention effect for nonparanormal variable.
That is,
E(Y |do(Xi = xi)) =
∫













































(−z0 + βizi)sE[(βTxpa(i)Zpa(i))k−2r−s]. (2.10)
We get the following expression for the total causal effect,
∂
∂xi
E[Y |do(Xi = xi)] = ∂
∂zi





= (f−1i )′(xi). Therefore, with plugging (2.10) into (2.11), the proof is
completed. ■
We have obtained the general expression (2.6) for a nonparanormal causal
effect. The value of this theorem is that it gives us insight in how higher order
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moments of the effect Y , captured in the higher order derivatives of fy, affect the
causal effect, whereas higher order moments of the cause Xi do not. In practice,
this formula is not very helpful as it contains information about the system that
we typically do not possess, such as the correlation structure of the latent normal
variable. However, this formula can inspire practical estimation procedures of the
causal effects in nonparanormal systems. Whereas this is in principle possible,
we restrict our attention in this paper to a lower order Taylor approximations in
section (2.4), since they tend to be more stable.
2.3.2 Special case
We consider the special case of the above theorem for the situation that only
Y is normally distributed, and the Xis are still nonparanormal.
Corollary 1. Let (X1, . . . , Xp−1) ∼ NPN(0,Σ, f) and fi (i = 1, . . . , p − 1) is
differentiable and Y ∼ N(µ, σ2), then the total causal effect of Xi on Y in causal
graph G is given by
CE(Y |Xi = xi) = σβi(f−1i )′(xi), (2.12)
where βi is defined as in Theorem 2.1.
The result simply follows from fy(Y ) = µ + σZ for Z standard normal. This
special case both inspires an estimator for the causal effect and gives some hope
for obtaining some consistency results.
2.4 NCE: nonparanormal causal effect estimator
In this section, we propose a simple estimator for the causal effect that is
able to capture non-linear effects for a wide-ranging collection of distributions.
Furthermore, we show that under some conditions, this estimator is consistent.
2.4.1 First order estimator
In the special case of the general causal effect theorem, we derived a one-term
expression that can be used as inspiration for a first-order Taylor estimator of the
general causal effect of Xi = x on Y , i.e.,
N̂CEz0(x) = f̂ ′y(z0) β̂i (f̂−1i )′(x), (2.13)
for some z0, x ∈ R and where β̂i is the linear regression coefficient of f̂−1y (Y ) on
f̂−1i (Xi), while controlling for the parents f̂−1pa(i)(Xpa(i)) of i. In order to obtain















Figure 2.2: (a) the derivative of monotone increasing spline F̂−1Y,sm for estimate ∂∂xF
−1
Y .
(b) the derivative of the monotone increasing estimating spline F̂i,sm for estimate ∂∂xFi.
consistency, we trim the data for each variable below its α/p and above 1 − α/p
quantiles, where p is the number of random variables (X, Y ). When an observation
has been trimmed for one variable, it is removed in its entirety for all variables.
This means that in the worst case scenario, 1− 2α of the observations remain. In
practice, we will often use α = 0.05.
We can simplify expression (2.13) by considering the case that z0 = 0. Note













where ϕ is the density function of a standard normal distribution. Considering
Figure 2.2, F−1Y will be estimated via a monotone increasing smoother F̂−1Y,sm,
which gives us direct access to its derivative. Similarly, ∂
∂x
Fi will be estimated
by taking the derivative of the monotone increasing estimating smoother F̂i,sm.
In particularly, we will make use of kernel smoothers, as explained in the next
section in order to prove consistency. Finally, f−1i (x) will be estimated as ẑ =
Φ−1(F̂i,sm(x)). Putting this together, we obtain a simplified and explicit estimator
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In the following section, we will show that under certain conditions the above
estimator is consistent.
2.4.2 Consistency
In this section we will be concerned with the asymptotic behaviour of our es-
timator in (2.14) under the assumption of normality of Y . We first show that the
random, but not necessarily independent, sampling scheme of (X1, . . . , Xp−1) ∼
NPN(0,Σ, f) and Y ∼ N(µ, σ2) combined with our lower and upper α/p trim-
ming scheme will eventually fill up the p-dimensional cube [Lα, Uα], where Lα =
(L1α, . . . , Lp−1α , Lyα) and Uα = (U1α, . . . , Up−1α , Uyα) are the lower and upper quantiles,
respectively, for each of the variables (X1, . . . , Xp−1, Y ). From the original sample
size n approximately (1 − 2α)n will fall in this cube. Then we show that the
kernel estimators of the functions used in the NCE estimators and their deriva-
tives converge fast to their true values in probability. Together with the fact that
products of consistent estimators are consistent, this proves the consistency of the
estimator N̂CE0(x).
Proposition 2.1. Consider any absolutely continuous random variable X with
lower α quantile Lα and upper α quantile Uα. For the N ≍ (1 − 2α)n ordered
observations of X in the finite interval [Lα, Uα], the following property holds
max
2≤i≤N
|X(i) −X(i−1)| = OP (1/N).
The symbol ≍ denotes that two sequences of real numbers are asymptotically of
the same order. The proof of this Proposition is a simple exercise and will not be
given here.
Our goal is first to estimate the function Fi and its derivative ∂∂xFi. Simi-
larity, we aim to estimate F−1i and its derivative. In order to derive asymptotic























u− (α + j(1−2α)N )
bn
xi(j), (2.16)
for x ∈ [Liα, U iα] and u ∈ [α, 1 − α], where K is a kernel function, bn > 0 denotes
the bandwidth that we take to depend on the sample size n in such a way that
bn → 0 as n→∞ and xi(1), xi(2), . . . , xi(N) denote the order statistics of that part
that for the i variable that falls within [Liα, U iα]. We define an estimator of ∂∂xFi
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by taking the derivative of the kernel smoother ∂̂
∂x
Fi,n = ∂∂x F̂i,n = F̂
′
i,n.
Proposition 2.2. If the kernel K is symmetric and twice continuously differ-
entiable with support in [−1, 1], and if it satisfies the integrability conditions (a)∫ 1
−1K(u) du = 1 and (b)
∫ 1
−1 u
ℓK(u) du = 0 for ℓ = 1, . . . , γ − 1, then for a fixed
number δ, such that α < δ < 1/2 :




|F̂i,n(x)− Fi(x)| = OP







|F̂−1i,n (u)− F−1i (u)| = OP









|F̂ ′i,n(x)− F ′i (x)| = OP









(u)− F−1i ′(u)| = OP





In particular, F̂i,n(x) and F̂ ′i,n(x) are consistent on [Liα, U iα] and F̂−1i,n (x) and F̂−1i,n
′
(x)
are consistent on [δ, 1− δ], if nb3n/ log n→∞ holds additionally.
The proof is given in Gugushvili and Klaassen (2012, Proposition 3.1). The
estimator N̂CE0(x) in (2.14) contains four terms. Based on Proposition 2.2 we
showed the consistency of two terms, F̂ ′i,n(x) and F̂−1i,n
′
(x). As any continuous func-
tion of a consistent estimator is consistent (Lehmann, 2004), also ẑ = Φ−1(F̂i,n(x))
is consistent. In order to proof consistency of N̂CE0(x) we still need to show that
β̂i is consistent, where β̂i is the linear regression coefficient of f̂−1y (Y ) on f̂−1i (Xi),
while controlling for the parents f̂−1pa(i)(Xpa(i)) of i. In the following Proposition
we show consistency of β̂i.
Proposition 2.3. Let β̂i be the linear regression coefficient of f̂−1y (Y ) on f̂−1i (Xi),
while controlling for the parents f̂−1pa(i)(Xpa(i)) of i, then
β̂ni
P−→ βi, (2.17)
where βi is the true regression coefficient as defined in Theorem 2.1.




ẑ1,i ẑ1,pa(i)1 · · · ẑ1,pa(i)k
ẑ2,i ẑ2,pa(i)1 · · · ẑ2,pa(i)k
... ... . . . ...
ẑN,i ẑN,pa(i)1 · · · ẑN,pa(i)k
 ,
such that ẑj,l = Φ−1(F̂l,n(xjl)) where xjl is the non-ordered jth sample of variable
l and pa(i) is the index set of k parents of i.Let
Υ̂Tn =
(
Φ−1(F̂y,n(y1)),Φ−1(F̂y,n(y2)), · · · ,Φ−1(F̂y,n(yN))
)
.
The coefficient β̂ni is defined as the first element of the vector,
β̂n = (ẐtnẐn)−1ẐtnΥ̂n.
We can also define the oracle estimator B̂ni as the first element of
B̂n = (ZtnZn)−1ZtΥn,
where Zn and Υn are obtained by replacing the marginal F̂ s by the true F s.
Consider an arbitrary ϵ, δ > 0,
P (|β̂ni − βi| > ϵ) = P (|β̂ni − B̂ni + B̂ni − βi| > ϵ)
≤ P ((|β̂ni − B̂ni |+ |B̂ni − βi|) > ϵ)
≤ P ((|β̂ni − B̂ni | > ϵ/2) + P (|B̂ni − βi|) > ϵ/2). (2.18)


















P (|β̂ni − B̂ni | >
ϵ
2) ≤ P (∥ Â
−1
n b̂n − A−1n bn ∥2>
ϵ
2)
≤ P (∥ Â−1n (b̂n − bn) ∥2
+ ∥ (Â−1n − A−1n )bn ∥2>
ϵ
2)
≤ P (∥ Â−1n (b̂n − bn) ∥2>
ϵ
4)
+ P (∥ (Â−1n − A−1n )bn ∥2>
ϵ
4). (2.19)
By the consistency of ẑ, we have that both b̂n and bn converge in probability
to some b = Σ(i,pa(i)),p and both Â−1n and A−1n converge in probability to some
A−1 = Σ−1(i,pa(i)),(i,pa(i)), where Σ is defined in the body of Theorem 2.1. Therefore,
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there is a n∗, such that for all n ≥ n∗, both terms on the right hand side of (2.19)
are less than δ/4. So for all n ≥ n∗,





For the second term of the right hand side of (2.18), it is sufficient to use the fact
that in the latent normal space a regression estimate is consistent and therefore,
there exist a n⊥, such that any n > n⊥,
P (|B̂ni − βi| > ϵ/2) < δ/2.
Putting both results together, we now have that for any n ≥ max{n∗, n⊥},
P (|β̂ni − βi| > ϵ) < δ.
Thus we get the desired result. ■
The following Proposition provides a result that our estimator in (2.14) is
consistent.
Proposition 2.4. Consider the estimator of NCE0(x) in (2.14), for which we
consider the component estimators (2.15), (2.16) and (2.17). For the kernel es-
timators, we assume that the conditions of Proposition 2.2 are satisfied and, fur-
thermore, the bandwidth bn → 0, but not too fast so that nb3n/ log n → ∞. We
have
N̂CE0,n P−→ NCE0.
Proof. For two sequences of random variables Zn and Wn and two random vari-
ables Z,W , such that Zn converges in probability to Z and Wn converges in
probability to W , then it is a standard result that ZnWn converges in probability
to ZW (Lehmann, 2004). As all the components of N̂CE0(x) have been shown to
be consistent, then the estimator is consistent. ■
2.5 Simulation studies
In this section, we test our estimation method for two different types of dis-
tributions, to wit, Gaussian and nonparanormal with exponential margins. For
Gaussian data, the method should find constant causal effects and can be com-
pared directly with the IDA method (Maathuis et al., 2009). We consider two
scenarios: (i) in which the underlying causal graph is known and (ii) where it is
unknown and needs to be estimated via the RPC-algorithm. In the latter case, the
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IDA method has some additional advantages of being able to use the somewhat
more powerful PC-algorithm. For the nonparanormal simulation with exponential
margins, calculating the explicit causal effect is very involved in general. There-
fore we apply the method to a network with two nodes for which the true causal
effect can be evaluated numerically.
2.5.1 Gaussian data
Following Kalisch and Bühlmann (2007), we simulate random DAGs and sam-
ple from probability distributions faithful to them. For convenience, we fix an
increasing ordering of the variables {X1, ..., Xp}, meaning that for a vector of
independent Gaussian variables ε = (ε1, ..., εp)
X = AX + ε, (2.20)
where the coefficient matrix A has entries Aij that are zero for i < j and Aji ̸= 0
if the corresponding DAG has a directed edge from node i to node j for some
i > j. The DAGs and skeletons thereof that are created in this way have the
following property: E[Ni] = s(p− 1), where Ni is the number of neighbours of a
node i. With probability one, the vector X solving (2.20) is Markov and faithful
with respect to G.
We consider two different size graphs: a small graph with ten vertices and
a larger graph with fifty vertices, both with an expected vertex degree of three.
For each n ∈ {100, 1000} and each of the two types of graphs, we repeat each
simulation 100 times.
Causal DAG known
If we assume that the causal DAG is known, then for estimating the causal
effects we apply both our NCE algorithm and the IDA algorithm, described in
(2.5). Given that the IDA algorithm is made for these Gaussian data, the method
should outperform the NCE method, which is agnostic about the underlying dis-
tributional assumptions. We apply the methods to the four data scenarios and
the results are presented in the last column of Table 2.1. It shows that when
the number of observations are increasing, the mean absolute value deviation for
causal effect estimates for both IDA and NCE methods are decreasing. Further-
more, the NCE method, as expected, is more variable. This variation is mostly
the result from the poorer estimates of the distributional shape in the tails of the
distribution.
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Causal DAG unknown
If the underlying causal DAG is considered unknown, then the CPDAG and
associated DAGs need to be estimated. For each simulation, we run both the
standard PC-algorithm and the robust RPC-algorithm on a grid of significance
levels α ranging from 10−10 to 0.5. For each estimated DAG, we compute the
causal effects of each node according to the NCE method and the compare the
results with the IDA method.
Figures 2.3 show the causal effects between the chosen nodes for small graph on
ten vertices, i.e. p = 10, with n = 100. In these figures the red line show the real
causal effect between 2 chosen nodes. The blue line shows the average estimated
causal effect from the IDA method. The black line show the functional causal
effect estimate from (2.14), proposed by our method. The dashed lines express
the average standard deviation of our functional causal effect estimate. A clear
message emerges from plots: whereas the IDA method is exactly matched for this
simulation scenario, our nonparanormal causal effects estimates are quite stable.
Moreover, the confidence intervals calculated by our method typically contain the
true effect.
In Table 2.1 provide numerical comparisons of both methods on data sets with
different transformations, where we repeat the experiments 100 times and report
the mean absolute value deviation for causal effect on each pair nodes in both
IDA and NCE methods.
α = 0.01 α = 0.1 DAG Known
n IDA NCE IDA NCE IDA NCE
p= 10
100 0.101 0.576 0.144 0.554 0.118 0.455
1000 0.033 0.385 0.029 0.283 0.031 0.303
p= 50
100 3.732 2.515 2.261 3.759 2.004 2.677
1000 1.175 2.100 0.964 1.378 0.724 2.281
Table 2.1: Results of mean absolute value deviation causal effect for comparison NCE
and IDA methods for small graph (p = 10) and large graph(p = 50) when the data is
Gaussian.
2.5.2 Exponential data
Only in a few special non-Gaussian distributional examples can we calculate
the causal effects (2.6) exactly. This is particularly relevant in a simulation study,
where we want to show the efficiency of our estimation method. We consider the
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Figure 2.3: Simulation study for Gaussian data from a causal graph (ten vertices p = 10,
with n = 100 observations). The red lines are the true (constant) causal effects. The
blue lines are the causal effect estimates from the IDA methods and black lines show
the functional causal effect estimates from our NCE method. The dashed lines show
the confidence intervals for functional causal effect estimates.
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causal effects in a bivariate exponential distribution. We assume only two nodes
with exponential marginal distributions and then apply Crane and Hoek (2008) to
find the closed form for conditional expectation formula for Gaussian copula. We
derive the causal effect for the bivariate Gaussian copula. If we have a bivariate
Gaussian copula, with dependence parameter ρ, we have








1− ρ2 )dy. (2.21)
If both marginal distributions F and G were N(0, 1), the copula would revert
back to the bivariate normal distribution. The Gaussian copula, however, gives
us more flexibility, as it can accommodate any type of univariate distributions, F
and G. In (2.21), we choose two marginal distributions that are exponential with
parameter λx, λy > 0. Thus, Equation (2.21) reduces to




−1(1− exp(λyy))− ρΦ−1(1− exp(λxx))√
1− ρ2 ) (2.22)
× exp(−λyy)
ϕ(Φ−1(1− exp(λyy)))dy
Therefore, for a bivariate nonparanormal with exponential marginals, we obtain
the following causal effect,








where t = Φ
−1(1−exp(λyy))−ρΦ−1(1−exp(λxx))√
1−ρ2 .
In the simulation study we assume that node X affects node Y , in the following
fashion,








where F is the CDF of an Exponential(1) distribution and Z1, Z2 i.i.d.∼ N(0, 1).
This falls under the usual nonparanormal scenario. The explicit expression for the
causal effect in Theorem 2.1 is very involved, but we derived in (2.23) a simplified
expression. We evaluated this expression numerically to obtain the true causal
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effect, expressed as the solid black line in Figure 2.4. Then we simulated n = 1, 000
observations from the above model for inferring the causal effect.
We assume that the underlying causal graph, X −→ Y , is known and used the
NCE method to infer the non-linear causal effect. The blue line Figure 2.4 shows
the functional causal effect estimate from NCE method. It matches very well the
true causal effect. Clearly, had IDA been applied in this scenario, it would have
come up with a nonsensical constant causal effect.




















Figure 2.4: Exponential nonparanormal simulation: black line shows the true causal
effect and the blue line represents the causal effect estimated by our NCE method.
2.6 TiMet: circadian regulation in Arabidopsis Thaliana
In this section, we illustrate our proposed approach by applying it to a time
course gene expression dataset related to the study of circadian regulation in
plants. The data used in our study come from the EU project TiMet (FP7 245143,
2014), whose objective is the elucidation of the interaction between circadian
regulation and metabolism in plants.
The data consist of transcription profiles for the core clock genes from the
leaves of various genetic variants of Arabidopsis Thaliana. The transcription pro-
files of the core clock genes (Aderhold et al., 2014; Guerriero et al., 2012; Pokhilko
et al., 2010) were recorded: LHY, CCA1, PRR3, NI (PRR5), PRR9, TOC1,
ELF3, ELF4 and GI. The plants were grown in the following 3 light conditions:
a diurnal cycle with 12 hour light and 12 hour darkness (12L/12D), an extended
night with full darkness for 24 hours, and an extended light with constant light for
24 hours. An exception is the ELF3 mutant, which was grown only in 12L/12D
condition. Samples were taken every 2 hours to measure mRNA concentrations.
We consider the same group of nine genes, which from previous studies are known
to be involved in circadian regulation (Grzegorczyk and Husmeier, 2011a,b; Grze-
gorczyk et al., 2008; Jia and Huan, 2009). They consist of two groups of genes:
“Morning genes”, which are LHY, CCA1, PRR9, and PRR5, whose expression








Figure 2.5: The inferred causal network among the circadian clock genes for Arabidopsis
thaliana. Yellow nodes refer to morning genes and blue nodes to evening genes.
peaks in the morning, and “Evening genes”, including TOC1, ELF4, ELF3, GI,
and PRR3, whose expression peaks in the evening. The expressions for all the
genes are strictly positive and highly right-skewed.
In traditional analysis of microarray data, the data are typically log-transformed.
Especially when using the data for prediction, such transformations are sensible
as they typically stabilize variances and make down-stream analyses more robust.
In our case, however, our aim is to describe the system. We are not interested
in the causal effect of the log-transformed variables, but we are interested in the
causal effects of the original variables. For this reason, we consider the raw data
directly, since this is the scale on which we would like to evaluate the system.
For inferring the underlying causal CPDAG, we considered the RPC-algorithm
in the version that uses the Kendall’s tau - results using Spearman’s rho were
almost the same. The CPDAG contains three Markov equivalence DAGs. One of
these three causal networks among the genes is displayed in Figure 2.5. For all
three causal DAGs, we infer the causal effects between the genes and these are
shown as three lines in each of the plots in Figure 2.6. A striking feature is that
most of the causal effects shrink towards zero for large values of the cause.
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The morning gene CCA1 was found to repress the evening genes EFL3 and NI.
Among the evening genes, EFL4 and TOC1 have the strongest effect on both other
evening and morning genes. The evening gene ELF has positively affects CCA1.
It also has a negative effect on LHY. Moreover, the evening genes ELF3, GI and
TOC1 are involved in the activation of the morning gene PRR. The morning gene
LHY has a almost constant effect on the evening genes ELF4, TOC1 and EFL4.
In particular ELF4 interacts positively with NI and CCA1 and negatively with
LHY. Many of these results are consistent with the findings in Grzegorczyk and
Husmeier (2011a,b), Aderhold et al. (2014) and references therein, as well as with
the biological network referred to in Jia and Huan (2009).












































































































































Figure 2.6: Causal effects for the circadial gene interaction network in Arabidopsis
thaliana. Whereas ELF3 and ELF4 have almost constant causal effects, the some others
have a distinctive shrinkage in their causal effects for larger values of the cause.
2.7 Conclusion
In this paper, we have derived an explicit formula for describing a causal effect
for a flexible class of distributions, the nonparanormal. These distributions are
especially useful for real-life observational studies, where normality assumptions
are often not warranted. We presented a simple method, NCE, to estimate these
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causal effects nonparametrically, based on a first order approximation of the gen-
eral causal effect formula. It is able to capture a large range of non-linear causal
effects. In a simulation study, we have shown that the estimation method works
well, particularly away from the tails of the data. We have also applied the method
to an Arabidopsis Thaliana circadian clock network. The estimated causal effects
reveal a tendency for some of the causal effects to shrink to zero for large values
of the cause, which means that gene regulation shows effect saturation for high
levels of the regulator. This is in correspondence with simple Michaelis-Menten
kinetic models, often used to model gene regulation.
Appendix
If we have a bivariate Gaussian copula, with dependence parameter ρ, we have









We choose both marginal distributions F (y) and G(x) are exponential with pa-
rameter λy, λx > 0, respectively. Hence,
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Thefore, for a bivariate nonparanormal with exponential marginals, we find the
following causal effect.
Let assume t = Φ
−1(1−exp(λyy))−ρΦ−1(1−exp(λxx))√
1−ρ2 ,
CE(Y |Xi = x) = ∂
∂x



































Consider the system of ordinary differential equations of the form
{
x′(t) = f(x(t),θ), t ∈ [0, T ],
x(0) = ξ,
(3.1)
where x(t) takes values in Rd, ξ in Ξ ⊂ Rd, θ in Θ ⊂ Rp and f = (f1, . . . , fd)⊤ is a
known vector-valued function. Given the values of ξ and θ, we denote the solution
of (3.1) by x(t) = x(t,θ, ξ). For simplicity, assume that we have noisy observations
Yi(tj), j = 1, . . . , n of the first 1 ≤ d1 ≤ d states xi(t,θ, ξ), i = 1, . . . , d1 at time
points tj ∈ [0, T ], j = 1, . . . , n:
Yi(tj) = xi(tj,θ, ξ) + εi(tj), i = 1, . . . , d1; j = 1, . . . , n, (3.2)
where 0 ≤ t1 < · · · < tn = T < ∞ and εi(tj) is the unobserved measurement
error for xi at time tj. The problem is to estimate θ from the data Y, where
Y = {Yi(tj)}ij denotes the matrix that contains all the observations. The initial
condition ξ can be known or unknown. In the latter case, we assume for notational
simplicity that it is part of the parameter θ and in what follows, therefore, we will
suppress ξ in the notation. A general way to estimate the unknown parameter
IOriginal version is published in Stat 5 (1), 132-143(2016)
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is to minimize some objective function Mn of the parameters and the data; the
obtained estimator is called the extremum estimator (Amemiya, 1985). In the
problem we consider Mn depends on the solution of the ODE system. In general
the solution is not available, therefore an approximation is used. Approximations
can be deterministic or stochastic; those used in the literature include:
1. Numerical solution given by a numerical ODE solver (Xue et al., 2010).
2. Classical smoothers like cubic splines, kernel estimators, regression splines,
local polynomials, step function estimators (Brunel et al., 2008; Dattner and
Klaassen, 2015; Gugushvili and Klaassen, 2012; Varah, 1982; Vujačić et al.,
2015).
3. Specially designed smoothers that use the ODE model, like model based
smoothing (Ramsay et al., 2007) or reproducing kernel Hilbert space based
smoothers (González et al., 2013; Gonzaléz et al., 2014).
In this paper, we generalize and combine the ideas described above and define the









Here Tα,γ is a functional with tuning parameters α ≥ 0 and γ ≥ 0, which is
optimized over a certain finite-dimensional function space Xn. Mn is a criterion
function to be minimized, for example the negative log-likelihood criterion. Min-
imization of Mn involves starting from some initial guess θ0 and iterating over
the parameter θ, where at every iteration minimization problem (4.15) is solved.
The main goal of the paper is to show how to define the functional Tα,γ by us-
ing regularization theory. We will call Tα,γ the generalized Tikhonov functional
and its minimizer the generalized Tikhonov regularizer. The proposed framework
can handle fully and partially observed systems and is not based on numerical
integration of the system.
The rest of the paper is organized as follows. A review of regularization theory
is provided in Section 3.2. In Section 3.3 the described theory is used to define the
generalized Tikhonov functional for an ODE system. Section 3.4 provides some
examples of the estimators that fit into the proposed framework. A comparison
with the generalized profiling procedure of Ramsay et al. (2007) is also provided.
Section 3.5 contains theoretical results for the estimator defined by (4.16) with
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the Mn-criterion function being the negative log-likelihood. In Section 3.6 we
illustrate the theoretical results via simulations. The final section contains a dis-
cussion.
3.2 Ill-posed problems, quasisolutions and regularization
Let F : X → Y where X ,Y are linear normed spaces and consider the operator
equation
F (x) = y, (3.5)
x ∈ X , y ∈ Y . Problem (3.5) is well-posed in the sense of Hadamard on the pair
of normed spaces X and Y if the solution of (3.5) exists, it is unique and it is
continuous with respect to y. The problem (3.5) is ill-posed on the pair of normed
spaces X and Y if at least one of the three well-posedness conditions does not
hold.
Equation (3.5) can be solved on a set S ⊂ X by finding the minimum of the
objective functional
J (x) = ∥F (x)− y∥2, (3.6)
on S. This idea dates back to the works of A. M. Legendre and C.F. Gauss from
the beginning of the 19th century, who proposed the least squares method for
solving systems of linear algebraic equations (Kabanikhin, 2011). In this regard,
Ivanov (Tikhonov and Arsenin, 1977, Sec 1.2) introduced a concept of quasiso-
lution (or pseudosolution or least squares solution) of equation (3.5) on S ⊂ X
- quasisolution is any minimizer of (3.6) on S. Numerical minimization of J
can only be implemented on some finite dimensional subspace of X . Moreover,
the finite dimensional subspace of X needs to be chosen from a sequence of ap-
proximating spaces X1 ⊂ X2 ⊂ . . . ⊂ X such that their union is dense in X .
In statistics, these approximating spaces are called sieves (Chen, 2007; Grenan-
der, 1981). Using sieves as approximating spaces is the minimal assumption for
the sequence of minimum norm minimizers xn of (3.6) on Xn to converge to the
minimum norm minimizer x of (3.6) on X . When regularization is achieved by
a finite dimensional approximation alone it is called self-regularization (Vainikko
and Khyamarik, 1985) or regularization by projection (Engl et al., 1996).
Tikhonov regularization further involves regularization by minimizing the so-
called Tikhonov functional
Tα(x) = J (x) + αΩ(x− x0), (3.7)
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where x0 is a trial solution, α ≥ 0 is the regularization parameter and Ω is the
stabilizing functional, which is usually given by a norm or a semi-norm on X .
The stabilizing functional can incorporate a priori information on the smoothness
or the size of the solution x. One possible choice is the square of the norm
Ω(x) = ∥x∥2.
A priori information on values of the solution may be available, which helps to
single out solutions that satisfy certain data requirements. This information can
be incorporated by adding an additional functional S in (3.7) (Pöschl, 2008; Vasin
and Ageev, 1995) that measures the closeness of the solution to the aforementioned
a priori information:
Tα,γ(x) = J (x) + αΩ(x− x0) + γS(x), (3.8)
where γ ≥ 0 is the penalty parameter. In the noise-free case, Vasin and Ageev
(1995) treated information given via equality or inequality constraints; the func-
tional S was termed the penalty functional and the resulting method was called
the generalized regularization method. In the presence of noise, Pöschl (2008)
used the term similarity functional for S and named the resulting method multi-
modal Tikhonov regularization. We will use the terms similarity functional and
generalized Tikhonov regularization. Thus, the generalized Tikhonov regulariza-
tion finds an approximation to the solution of (3.5) by minimizing (3.8) over some
finite-dimensional subspace of X . We will refer to the functional Tα,γ(x) as the
generalized Tikhonov functional and to its minimizer as the generalized Tikhonov
regularizer.
3.3 Generalized Tikhonov regularization in ODE estima-
tion
If f is sufficiently smooth then the solution of (3.1) exists and is unique in some
neighbourhood of 0, and, also, the solution continuously depends on the initial
condition and the parameter (Agarwal and O’Regan, 2008). However, existence
and uniqueness on the whole interval [0, T ] is not guaranteed and, therefore, one
cannot claim that the problem (3.1) is well-posed. Often, some states may not
be observed, in which case the initial conditions are not known. In this case the
solution is not unique and the problem is ill-posed. Thus, to deal with this issue
regularization can be employed. For the system (3.1) without initial condition
we define a generalized Tikhonov regularizer by using the theory described in the
previous section. Throughout this section θ is fixed.
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3.3.1 Finite dimensional approximation
The first step in regularization is the finite-dimensional approximation. In
what follows it is assumed that the solution of the system (3.1) lies in (C1[0, T ])d.
For any fixed θ we assume that each component of x(·,θ) is approximated by
an element from, for simplicity, the same finite dimensional function space Xn ⊂
C1[0, T ] of dimension m = m(n) with basis {h1, . . . , hm}. For any approximation




βik(θ)hk(t) = β⊤i (θ)h(t), (3.9)
where βi(θ) = (βi1(θ), . . . , βim(θ))⊤ and h(t) = (h1(t), . . . , hm(t))⊤. Commonly
used basis functions are B-splines; they yield a sequence of spaces X dn whose union
is dense in (C1[0, T ])d.
3.3.2 Objective functional
For fixed θ the ODE system (3.1) without initial condition is equivalent to the
operator equation F (x(·,θ)) = 0, where F (x(·,θ)) = x′(·,θ)− f(x(·,θ),θ), and
0 is the d-dimensional zero vector. The corresponding objective functional is
J (x(·,θ)) = ∥x′(·,θ)− f(x(·,θ),θ)∥22,ω, (3.10)







is a weighted L2 norm on the space of d vector-valued functions.
3.3.3 Stabilizing functional
The stabilizing functional enforces smoothness conditions on the solution x. A
common choice is the total curvature on [0, T ]measured by the integral
∫ T
0 {x′′(t)}2dt.








where νi, i = 1, . . . , d are nonnegative constants. Other choices are possible,




0 {xi(t)}2dt, where again νi,
i = 1, . . . , d are nonnegative constants.
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3.3.4 Similarity functional
Let p(·|x(t,θ)) be the distribution of the data based on the model (3.2) and
g be the true distribution of the data. The observations {Yi(tj)}ij represent the
data for the problem of the estimation of θ but they can be thought of as a priori
information for the problem of finding the solution x(t,θ) of (3.1). The solution is
measured with noise therefore the distribution of the data should be close to the a
priori distribution of the solution - distribution based on the model. One measure
of closeness between distributions is the Kullback-Leibler (KL) divergence (Pöschl,
2008). Since the true distribution of the data g is not known, the KL divergence
can be estimated from the data by approximating it with its empirical density:







Because the true solution x(·,θ) is unknown using the approximation






log p(Yi(tj)|x̂i(tj, β̂(θ)). (3.12)
Here the scale 1/n is omitted because it can be subsumed in the penalty parameter
γ which multiplies S in (3.8). Therefore, S is simply the negative log-likelihood
where instead of the true solution its approximation is used. The weakness of this
approach is that the employed approximation ignores the statistical uncertainty
in the regularizer (Chkrebtii et al., 2013), but, as we show in Section 3.5, doing
so does not hurt the asymptotic behaviour of the method.
3.3.5 Generalized Tikhonov functional
From the previous subsections it follows that the generalized Tikhonov func-
tional for the equation F (x(·,θ)) = 0 is
Tα,γ(x(·,β(θ))) = J (x(·,β(θ))) + αΩ(x(·,β(θ))− x0) + γS(x(·,β(θ))), (3.13)
where the functionals J , Ω and S are defined in (3.10), (3.11) and (3.12), respec-
tively. The regularized solution is found by optimizing (3.13) over X dn parametrized
by β(θ) = (β⊤1 (θ), . . . ,β⊤d (θ))⊤. This can be achieved by optimizing (3.13) with







In this section we show how two well-known estimators fit into the described
generalized Tikhonov framework.
3.4.1 Smooth and match estimators
Suppose the system (3.1) is fully observed and let x̂ be an estimator of x. Then
for any t ∈ [0, T ] we have x′(t) − f(x(t),θ) = 0, where 0 is d-dimensional zero
vector. In view of this, the smooth and match estimator, used in Brunel et al.





with repect to θ, where w(·) ≥ 0 is a weight function and 0 < q ≤ ∞ . Gu-
gushvili and Klaassen (2012) also studied the estimator for q = 2. Dattner and
Klaassen (2015) considered the special case of systems linear in the parameters,
i.e. f(x(t),θ) = g(x(t))θ, where g : Rd → Rd×p. However, they based their
estimator on the system of integral equations x(t) − ξ − ∫ t0 g(x(t))dsθ = 0, i.e.








with respect to θ and ξ, allowing estimation of the initial value ξ as well. These
estimators fit into the described framework. Indeed, by setting x0 = x̂, α = ∞
and γ = 0 it follows that x̂ = argminx∈Xn Tα,γ(x|θ,Y), for every θ. This simply
means that for every θ in (4.15) we take the regularizer x̂(θ) to be equal to the
trial solution x0 = x̂. Then taking Mn in (4.16) to be defined as in (3.14) and
(3.15) yields the above estimators. Since x̂(θ) = x̂ for every θ, the minimization
in (4.15) is avoided.
3.4.2 Generalized profiling
The model-based smoother used in generalized profiling (Ramsay et al., 2007)
can be viewed as a generalized Tikhonov regularizer. Indeed, the inner fitting
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{x̂′i(t, β̂(θ))− fi(x̂(t, β̂(θ)),θ)}2dt. (3.16)





S(x) + J (x)
}
= λT0,1/λ(x), (3.17)
and consequently the model-based smoother is a minimizer of T0,1/λ. Combining
this regularizer with the negative log-likelihood extremum criterion function in






log p(Yi(tj)|x̂i(tj, β̂(θ))), (3.18)
we obtain the generalized profiling estimator of Ramsay et al. (2007).
The main difference between the regularization formulation and that of Ram-
say et al. (2007) is that we do not view the model-based smoother as a smoother
of the data but as a least squares solution of the ODE system which agrees with
the data. It can be seen from (3.16) and (3.17) that the roles of the penalty terms
and tuning parameters in T0,1/λ and J are reversed; the relationship between the
parameters is γ = 1/λ. For the solutions of the dynamic systems the fidelity to
the ODEs is of the major concern and data term is of secondary importance (Gu,
2007). In regard to this, the regularization formulation seems more natural since
the objective functional J , which measures the fidelity to the ODEs, is not the
penalty in Tα,γ but the main term. On the other hand, in J the ODE fidelity
term is the penalty. The consequence of this is that to force the penalty to zero
means that λ approaches∞, which can lead to ill conditioning in the optimization
(Biegler, 2007). This is avoided in the regularization formulation; here γ must ap-
proach zero.
3.5 Generalized Tikhonov regularizer with the log-likelihood
In the previous section, it was shown that the model-based smoother is a
particular generalized Tikhonov regularizer; the one that contains only J and S
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terms. In this section we study other regularizers combined with the negative
log-likelihood criterion (3.18).
In what follows, the functionals J and S are defined as in Section 3.3 and
Ω is the semi-norm given by the weighted integrated second derivative (3.11).
In a similar way like in Qi and Zhao (2010) it can be shown that combining
the generalized Tikhonov regularizer with the negative log-likelihood criterion we
obtain a consistent and asymptotically efficient estimator. For the proofs we need
approximation results similar to those provided by Lemma 1 and Theorem 3.1 in
Qi and Zhao (2010). Let xo and xu denote the observed and unobserved part of
x, respectively and let ξo and ξu be their corresponding initial conditions. Recall
that we suppress ξ in the notation by appending it to the parameter θ. Let
d2 = d − d1 denote the number of unobserved states. For any sequence of finite-
dimensional subspaces Xn of C1[0, T ] of dimension m = m(n), which depends on
the sample size n, and any compact subset Θ0 of Θ we introduce
rn = max
 supθ∈Θ0 infw∈X d1n ,w(0)=ξo {∥xo(·,θ)−w∥∞
∨
∥∥∥dxodt (·,θ)− dwdt ∥∥∥∞ ∨ ∥∥∥d2xodt2 (·,θ)− d2wdt2 ∥∥∥∞} ,
supθ∈Θ0 infv∈X d2n ,v(0)=ξu {∥xu(·,θ)− v∥∞
∨
∥∥∥dxudt (·,θ)− dvdt ∥∥∥∞ ∨ ∥∥∥d2xudt2 (·,θ)− d2vdt2 ∥∥∥∞}
.
The difference between the rn introduced here and that from Qi and Zhao
(2010) is that we also incorporate the difference in the sup norm between the
second derivatives of x(·,θ) and its approximation. This is done because the sta-
bilizing functional in (3.11) is defined via second derivatives. The rn measures
how good the elements of X dn can approximate x(·,θ) and its first two derivatives,
uniformly over θ ∈ Θ0. In order for the estimator θ̂n to be consistent, the approx-
imation error rn needs to go to zero when n→∞. Therefore, a natural question
is if there exists a sequence of finite dimensional subspaces Xn of C1[0, T ] such
that limn→∞ rn = 0. Under certain assumptions the answer is yes; for details see
Lemma 3.1 in the Appendix. Roughly, when n → ∞ then also the dimension
m = m(n) of the space Xn goes to infinity. Now fix a compact subset Θ0 of Θ
and choose a sequence Xn such that limn→∞ rn = 0. Under certain assumptions,
an upper bound on the uniform norm of the difference between the observed part
of the ODE solutions and their corresponding generalized Tikhonov regularizers
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where K > 0 is a constant that depends only on Θ0 and f . For details, see Lemma
3.2 in the Appendix. It follows that the minimal conditions for consistency are
rn → 0 and αn+γn → 0, as n→∞. Since αn, γn ≥ 0, this is equivalent to rn → 0,
αn → 0 and γn → 0, as n→∞. The meaning of these conditions is as follows. Let
r∞ denote the approximation error of the ODE solution space X d∞ = (C1[0, T ])d;
cleary r∞ = 0. If the solution x(·,θ) of the system (3.1) is unique then it is also
the unique global minimizer of the objective functional J = T0,0 on X d∞. In other
words, the solution of the ODE system is the global minimizer of Tα∞,γ∞ on X d∞,
where α∞ = γ∞ = 0. Therefore, the above conditions on rn, αn and γn simply
mean that as n → ∞ we require that rn → r∞, αn → α∞ and γn → γ∞. By
abusing notation, the above-mentioned conditions for consistency can be concisely
written as (X dn , rn, αn, γn) → (X d∞, r∞, α∞, γ∞) = ((C1[0, T ])d, 0, 0, 0). Below we
state the theorems concerning consistency and asymptotic efficiency.
Theorem 3.1. Let θ̂n be an estimator defined by (4.16) and let Tα,γ be defined
by (3.13), where Ω(x) = ∑di=1 νi ∫ T0 {x′′i (t)}2dt and νi, i = 1, . . . , d are nonnega-
tive constants.. Let Assumptions 1,2,3 and 5 from Qi and Zhao (2010) hold and
assume that θ̂n is uniformly tight. If rn → 0, αn → 0 and γn → 0, as n → ∞
then
θ̂n − θ = oP (1),
as n→∞.
Theorem 3.2. Let θn be the maximum likelihood estimator for the model (3.2)
and θ̂n be the estimator defined defined by (4.16). Let Assumptions 1,2, 3 and 6
from Qi and Zhao (2010) hold and assume that θ̂n and θn are uniformly tight. If
rn = o(n−1), αn = o(n−2) and γn = o(n−2) as n → ∞ then the estimator θ̂n is
asymptotically efficient.
Theorem 3.1 and Theorem 3.2 correpond to Theorem 3.2 and Theorem 3.3 of
Qi and Zhao (2010), respectively. Some details on the proofs of the above results
are given in the Appendix. The results of this section also hold when Ω is a
weighted L2 semi-norm (Section 3.3.3). In that case rn is defined in the same way
like in Qi and Zhao (2010) and no modification of their Lemma 1 is necessary.
The bound in (3.19) remains the same.
Table 3.1 gives a list of different regularizers for the ODE estimation problem.
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The first four regularizers in the table all satisfy the conditions of Theorems 1
and 2 when αn, γn → 0. Thus, they are all asymptotically efficient. Although
asymptotically these estimators perform the same this is not the case for a finite
sample size. Therefore, a practical issue is to determine the amount of regulariza-
tion in Tα,γ. In this regard, a good choice seems to be the model-based smoother
of (Ramsay et al., 2007). The objective functional J on the finite-dimensional
space Xn, in general, has multiple minima. Ivanov’s functional is a minimizer of
J , and as such, does not use any prior information to rule out the minima that
may not conform to the ODE solution. This means that Ivanov’s quasisolution
may be a poor approximation of the ODE solution, leading to biased and variable
estimates. The model-based smoother uses similarity functional S to exclude the
minima that are not consistent with the data. The functional S is more informa-
tive than Ω since the former gives information on the values of the ODE solution,
while Ω narrows down the class of functions to which the minimizer of J should
belong. Therefore, the model based smoother seems a better choice compared
to the Tikhonov regularizer. For small ODE systems, further regularization by
using both functionals S and Ω does not bring improvement in the estimates of
the parameters and therefore it is not necessary. We have confirmed these claims
via simulations. For larger systems the stabilizing functional Ω may be useful.
Parameters Tα,γ(x) x̂ = argminx∈Xn Tα,γ(x)
α > 0, γ > 0 J (x) + αΩ(x− x0) + γS(x), generalized Tikhonov regularizer
α = 0, γ = 0 J (x), Ivanov’s quasisolution
α > 0, γ = 0 J (x) + αΩ(x− x0), Tikhonov regularizer
α = 0, γ > 0 J (x) + γS(x) model based smoother of (Ramsay et al., 2007)
α =∞, γ = 0 J (x0)I(x) trial solution x0
Table 3.1: Generalized Tikhonov regularizer and its special cases. The last row should
be interpreted as Tα,0(x)→ J (x0)I(x) as α→ +∞, where I(x0) = 1 and I(x0) = +∞
for x ̸= x0.
3.6 Simulation study
In this section we illustrate consistency and asymptotic normality of the gen-
eralized Tikhonov estimator for the Fitz-Hugh-Nagumo system (Ramsay et al.,
2007):
{
x′1(t) = c{x1(t)− x1(t)3/3 + x2(t)},
x′2(t) = −1c{x1(t)− a+ bx2(t)}.
(3.20)
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We simulated data for 100 Monte Carlo simulations with sample sizes n ∈ {10, 100,
1000} at equidistant time points in the interval [0, 20]. Gaussian error with
standard deviation 0.5 was added to the solution of (3.20) for the parameters
(a, b, c) = (0.2, 0.2, 3) and initial conditions (x1(0), x2(0)) = (−1, 1). The initial
guess for the optimization of the Tα,γ criterion function was taken to be the true
value of the parameter. For the generalized Tikhonov regularizer we considered
γ = 1/n2 and α = 1/n2. Third-order B-splines with knots at each data point were
used. We used the nlminb optimizer (Pinheiro et al., 2016) for both the inner and
outer optimization. Figure 3.1 illustrates consistency and asymptotic normality
of the estimators. The average MSE across the 100 iterations for each of the three
parameters approaches zero with increasing n, suggesting consistency. We used
the Shapiro-Wilk test to study each of the estimators ân, b̂n, ĉn for each of different
sample sizes across 100 Monte Carlo simulations. The significance level is 0.05.
For n = 10 and n = 100 the normality of two of the parameter estimates are
rejected, whereas for n = 1000 the null hypothesis of normality of the estimators
















Figure 3.1: Simulation for Fitz Hugh-Nagumo systems shows that with increasing sam-
ple size the generalized Tikhonov estimators of the parameters a, b and c are consistent




In this paper, we have presented a framework for estimation of parameters in
differential equations which is based on the generalized Tikhonov regularization.
Several of the well-known methods fit into the proposed framework. Although our
aim was to present the framework for ordinary differential equations, clearly, the
same idea can be applied to partial differential equations as well. The framework
also gives clear insight into the computational complexity of the estimation pro-
cedures. For example, the smooth and match estimator avoids solving the ODE
system numerically and optimization in (4.15), iterating only over the parameter
θ in (4.16). The generalized profiling procedure avoids solving the ODE system
through numerical integration by “solving” it instead in the least squares sense,
which is achieved by numerical optimization in (4.15). This implies that the gen-
eralized profiling may be slower for large systems where optimization may be more
computationally expensive than numerical integration.
Appendix
Here we outline the proofs of the asymptotic results, which are adapted from
Qi and Zhao (2010). For simplicity we will refer to the aforementioned reference
as QZ. The proofs of Theorem 3.1 and Theorem 3.2 are exactly the same as the
proofs of Theorem 3.2 and Theorem 3.3 from QZ. However, the proofs of these
theorems fromQZ rely on their Lemma 1 and Theorem 3.1. Therefore, we provide
Lemma 1 and Lemma 2, which are analogues of their Lemma 1 and Theorem 3.1,
respectively.
Lemma 3.1. Under Assumption 2 ofQZ there exists a sequence of finite-dimensional
subspaces Xn of C1[0, T ] such that for any compact subset Θ0 of Θ it holds limn→∞ rn =
0, where rn is defined in (3.19).
Proof. The proof is the same as in QZ with the difference that Theorem 2 of
Hall and Meyer (1976) is also applied to the second derivatives of xo(·,θ) and
xu(·,θ). ■
Lemma 3.2. Assume that Assumptions 1-4 from QZ hold and that αn → 0,
γn → 0 and rn → 0 as n→∞. Then for any compact subset Θ0 of Θ
sup
θ∈Θ0
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Proof. Let θ ∈ Θ0 be arbitrary. From the definition of rn there exists un(·,θ) =
(wn(·,θ)⊤,vn(·,θ)⊤)⊤ ∈ X dn such that
∥xo(·,θ)−wn(·,θ)∥∞ ∨






∥∥∥∥∥∞ ≤ 2rn, (3.22)
∥xu(·,θ)− vn(·,θ)∥∞ ∨






∥∥∥∥∥∞ ≤ 2rn, (3.23)
and wn(0,θ) = xo(0,θ) = ξo, vn(0,θ) = xu(0,θ) = ξu. Recall that we suppress
ξ in the notation by appending it to the parameter θ. By the definition of the
generalized Tikhonov regularizer x̂n(·,θ) it follows that
Tαn,γn(x̂n(·,θ)) ≤ Tαn,γn(un(·,θ)),
whence by the definition of Tαn,γn and nonnegativity of the terms αn, Ω(x̂n(·,θ)),
γn and S(x̂n(·,θ)) it follows that
J (un(·,θ)) + αnΩ(un(·,θ)) + γnS(un(·,θ))
≥ J (x̂n(·,θ)) + αnΩ(x̂n(·,θ)) + γnS(x̂n(·,θ)) ≥ J (x̂n(·,θ)).
Therefore
J (x̂n(·,θ)) ≤ J (un(·,θ)) + αnΩ(un(·,θ)) + γnS(un(·,θ)). (3.24)
To obtain the upper bound for J (x̂n(·,θ)) we use:
(i) J (un(·,θ)) ≤ 8T (8K2 + 2)r2n.
(ii) Ω(un(·,θ)) = O(1).
(iii) S(un(·,θ)) = OP (1).
The proofs of (i) and (iii) are the same as inQZ while (ii) follows from compactness
of Θ0. Inequality (3.24) and (i)-(iii) imply that
sup
θ∈Θ0
J (x̂n(·,θ)) ≤ OP (αn + γn) + 8T (8K2 + 2)r2n. (3.25)
Let λn = 1/(αn + γn). Since αn, γn ≥ 0 and by assumption αn, γn → 0 as n→∞
it follows that λn → +∞. With this notation the bound (3.25) is the same as the
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one from the proof of Theorem 3.1 from QZ, page 460. Consequently the rest of







Networks play a critical role in learning and extracting the meaningful infor-
mation from large quantities and different type of data in biological research. So a
key task in biomedical research is learning, modeling and analyzing these biolog-
ical networks. For example gene regulatory networks explain how genes, proteins
and metabolites are able to interact with each other and also which type of pro-
teins are produced in a cell at a particular time. Each series of enzyme-mediated
reactions with a metabolic pathway can produce sequences of these regulations.
They can be represented as a directed graph with genes as the vertices and the
edges as their interactions. The interactions in such networks by high-throughput
data are of great interest.
Different types of approaches have been proposed in the literature with respect to
biological networks. Sima et al. (2009) used fitting a dynamical system to time
series expression data in order to obtain regulatory network reconstructions. A
clustering approach has been used by many researchers as a statistical tool in or-
der to obtain coexpression networks. Other statistical tools which have been used
in achievement of the simplest possible way to reconstruct a regulatory network
are conditional independence models, Bayesian networks, cause-effect inference
and regression-base approaches. So conditional independence models are another
method in this regard. This approach relied on expressing data in some sort of
learning networks. (Schäfer et al. (2005); Li and Gui (2006)).
In conditionally independent models, edges correspond to statistical dependencies.
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Edges indicate the expression level for two genes. These genes are conditionally
independent with the given expression level of their direct regulators. But it
should be noticed that undirected edges can be captured by this approach. So
it seems that Bayesian networks may be a more suitable model for the directed
biological network although these methods have drawbacks stemming from the
fact that they are acyclic directed networks. However, the mentioned weakness
can be overcome by dynamic Bayesian Networks. [Grzegorczyk and Husmeier
(2011a),Ong et al. (2002), Marbach et al. (2009)]
In the meantime applying time course data can solve some of the limitations of
two above mentioned methods. Using Time course data models which are based
on statistical model such as vector autoregressive conditional independences mod-
els causes cycles to be unfold over time. As an example, Shimamura et al. (2009)
and Fujita et al. (2008) applied time series models for non-linear gene regulatory
networks and a high-dimensional time series chain graphical models for recon-
structing genetic networks from time course data was proposed by Abegaz and
Wit (2013). So it can be deducted that using time-course data causes more detail
study of network restructuring from dynamic point of view. Differential equations
can express the network structure of time course data as dynamic systems.
4.2 System of ODEs linear in the parameters
Ordinary differential equations (ODE) are very popular in modelling dynamic
processes in physics, engineering, chemistry, biology, and so forth. Choosing the
appropriate model for parameter estimation and variable selection in a case of
using time course data in network reconstruction is critical. In recent statistical
literature, parameter estimation for such a system is known to be bottleneck of
dynamic process modeling. [Ramsay et al. (2007), Dattner and Klaassen (2015),
Gugushvili and Klaassen (2012), Vujačić et al. (2015)]
Generally this method is applied to describe the ecosystems such as species
in biology or cell regulatory systems. Signaling pathways and gene regulatory
networks are some examples of cell regulatory systems. The systems of Ordinary
Differential equations which considered in this paper for the state variables x(t)
consist of an initial value problem of the form
{
x′(t,θ) = F (t,x(t),θ) , ∀t ∈ [a, b],
x(a,θ) = ξ,
(4.1)
where x(t) = (x1(t), . . . , xp(t)) is a vector representing the state variables, and
the form of the functions F = (F1, . . . , Fp) may be known or unknown. θ ∈ Θ, Θ
being a subset of a Euclidean space. From (4.1) we obtain the system of integral
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equations
x(t,θ) = ξ +
∫ t
a
F (x(s),θ) ds, t ∈ [0, T ]. (4.2)
Furthermore, data are assumed to be noisy observations from the underlying
differential equation. In practice, the system (4.1) is often observed on discrete
time points subject to measurement errors. Let Yi ∈ Rp be the measurement of
the system at time ti such that
Y (ti) = x(ti;θ, ξ) + ϵi, i = 1, . . . , n, (4.3)
where ϵi, are the p-dimensional column vectors of measurement errors at time ti.
In what follows, for notational simplicity, we we sometimes deny the dependence
of x(t;θ) on θ, i.e., x(t) = x(t;θ, ξ). This assumption is common (Dattner and
Klaassen, 2015; Gugushvili and Klaassen, 2012; Ramsay et al., 2007), and by the
help of this many methods of parameter estimation have been developed in this
context. For an extensive survey of recent developments in parameter estimation
and structure identification of biochemical and genomic systems, (Chou and Voit,
2009).
Several classes for parameter estimation methods exist for ODE models. These
methods include nonlinear least-square (NLS) method (Hemker 1972; Bard 1974;
Li, Osborne, and Pravan 2005; Xue, Miao, andWu 2010), the two-stage smoothing-
based estimation method (Varah, 1982; Brunel, 2008; Chen and Wu 2008a,b;
Liang and Wu 2008; Wu et al., 2012; Ellner et al., 2002; Ramsay et al.,2007;
Cao and Zhao, 2008; Liang and Wu, 2008; Cao et al., 2011; Lu et al., 2011; Gu-
gushvili and Klaassen, 2012; Brunel et al., 2014; Hall and Ma, 2014; Henderson
and Michailidis, 2014; Wu et al., 2014; Dattner and Klaassen, 2015; Zhang et al.,
2015; chen et al., 2016), the principal differential analysis (PDA) and its exten-
sions (Ramsay 1996; Heckman and Ramsay 2000; Ramsay and Silverman 2005;
Poyton et al. 2006; Ramsay et al.2007; Varziri et al. 2008; Qi and Zhao 2010), and
the Bayesian approaches (Putter et al. 2002; Huang, Liu, and Wu 2006; Donnet
and Samson 2007).
However we are more interested in the two-stage smoothing-based estimation
method. The two-stage collocation procedure, proposed by Varah (1982), where
in the first stage, a nonparametric smoothing approach is used to obtain the es-
timates of both the state variables and their derivatives from the observed data,
x̂(t, λ), x̂′(t, λ), which is observed from (4.3) with a smoothing parameter λ, and
then plugging x̂(t, λ) and its derivative with respect to t into (4.1) in order to
estimate unknown parameter θ. This θ is estimated by solving the optimization
problem
θ̂ := argminθ∈ΘM(t), (4.4)





∥x̂′(t, λ)− F (x̂(t), θ) ∥2 dt
and x̂′(t, λ) = argminu(t)∈U(λ)
∑n
i=1 ∥Yi − u(ti)∥2 which U(λ) denote a nonpara-
metric class of functions on [0,T] indexed by some smoothing parameters λ. Here
and subsequently, ∥ · ∥ denotes the Euclidean norm.
Generally the estimation method on the base of two-stage smoothing avoids
the numerical solving of the differential equation directly. In the meantime it
doesn’t need the initial or boundary conditions of the state variables. By the help
of this method the high-dimensional ODE are decoupled in order to make us able
to perform variable selection and also parameter estimation for each equation at
a time. (Voit and Almeida 2004; Jia et al. 2011; Lu et al. 2011; Wu et al.,
2014). The above upsides of the two stage-smoothing based estimation method
in addition to its computational efficiency over come its disadvantaged greatly in
comparison with high-dimensional nonlinear ODE models (Wu et al. 2014).
Mostly in two-stage smoothing-based estimation method it is supposed that the
function F (x(t), θ) in (4.1) can take a known form. But it should be noticed
that in many inductive sciences estimation of F (x(t), θ) from the data is a also
interesting. Modeling of large-scale dynamical systems from biology using ODEs
is considered by few authors. (Henderson and Michailidis, 2014; Wu et al., 2014;
Chen et al., 2016), it is assumed that the right hand side of (4.1) is additive:
x′j(t) = µj +
p∑
k=1
fjk(xk(t, λ)) j = 1, . . . , p, (4.5)
they approximate the unknown fjk with a truncated basis expansion. It is pro-
posed to solve the optimization problem through the following :

























for j = 1, . . . , p and x̂′(t, λ) = argminu(t)∈U(λ)
∑n
i=1 ∥Yi−u(ti)∥2. Recently Chen et
al., (2016) proposed an improvement to (4.7). They estimated a system of high-
dimensional additive ODEs that involves estimation of an integral rather than a
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derivative. They show that estimating the integral is superior to estimating the
derivatives both theoretically and empirically.
Extra l2 -penalty to the θjk’s in (4.7), was applied by Henderson and Michailidis
(2014) but Wu et al. (2014) applied tuning parameter selection which contain
Bayesian information criterion (BIC), an adaptive group lasso regression, and a
regular lasso. Chen et al. (2016), by mentioning the example of Dattner and
Klaassen (2015), they exploit this linearity by integrating both sides of (4.5) that
eliminate derivative estimation in (4.7).
Dattner and Klaassen (2015) proposed an improvement to (4.4) for a special
case of (4.1). In the meantime it was assumed that F (x(t), θ) in (4.1) is linear
function of θ, which leads to
F (x(t);θ) = g(x(t))θ, (4.8)
where g : Rd → Rd×p maps the d-dimensional column vector x into a d×p matrix.
By considering (4.2), the estimation of the parameters θ and ξ will be calculated





g(x̂(s)) dsθ∥2 dt, (4.9)
with respect to θ and ξ, where x̂(t), t ∈ [0, T ], is a specific estimator of x(t;θ, ξ).
As objective function which is displayed is quadratic in (θ, ξ), it has unique min-
imum (θ̂n, ξ̂n) which is given by:
ξ̂n =
(









0 Ĝ⊤(t){x̂(t)− ξ̂n} dt,
(4.10)




g(x̂(s)) ds, Â =
∫ T
0




If it is supposed that x̂(·) is a consistent estimator for x(·) in the sup norm, then
(θ̂n, ξ̂n) can be considered as the consistent estimator of (θ, ξ) under the certain
conditions (Vujačić and Dattner, 2016).
The optimization problem which was mentioned above has an analytical solution,
by the help of smoothing estimates on x̂(·). As compression with the two-step
procedure which is used in (4.4), the latest one requires an estimate of the integral∫ t
0 g(x̂(s)) ds whereas the derivative x̂′(·) is used in (4.4). This has an effect on the
asymptotic behavior of the estimators in (4.10). Gugushvili and Klaassen (2012)
have established
√
n- consistency of estimators in (4.9) under mild conditions.
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They found that the smoothing parameter horλ is less crucial than for other
methods.
The aim of this paper is to describe a so-called smooth-and-match procedure,
that can be written as a generalized Tychonov regularizer, to estimate the un-
derlying F (x(t), θ) component-wise. To reach this aim, instead of the smoothing
estimate x(·,θ, ξ) in (4.9), we use a Tychonov regularizer estimator to estimate
state variables that minimize the sum of data-fitting loss and then use objective
function in (4.9) with standard group LASSO penalty forcing all elements in θ to
be either zero or non-zero, then we derive the explicit form for parameters similar
to (4.10).
In Section 4.3, our aim is proposing a new structure-recovery procedure. In
section 4.4 we apply our proposed procedure to the simulated data. In section 4.5
we apply our method to the silico gene expression data which were generated by
GeneNetWeaver (Schaffter et al., 2011).
4.3 Spline-based estimation of ODEs
Let suppose that the function F (x(t), θ) in (4.1) takes a additive form just
as in Henderson and Michailidis (2014) and Wu et al. (2014), in (4.8). In this
article, we intend to extend the high-dimensional linear ODE models to a more





We want to consider a rich class of functions and therefore use an arbitrary set
of basis functions, Φ(x) = (ϕ1(x), . . . , ϕmn(x))T to approximate the additive com-
ponents fjk(·) as in (4.11), with a truncated basis expansion. Let t0 = ζ0 <
ζ1 < · · · < ζKn < ζKn+1 = T be a partition of the interval [t0, T ], where
Kn = O(nϖ) (0 < ϖ < 0.5) is a positive integer such that max0≤m≤Kn |
ζm+1 − ζm |= O(n−ϖ). Let Fn be the space of polynomial splines on [t0, T ] of
degree l ≥ 1 consisting of functions s satisfying: (i) s is a polynomial of degree l
on the subintervals Im = [ζm, ζm+1), m = 0, . . . , Kn − 1 and IKn = [ζKn , ζKn+1];
(ii) for l ≥ 2 and 0 ≤ l′ ≤ l− 2, s is l′ times continuously differentiable on [t0, T ].
Then there exists a normalized B-spline basis {ϕm, 1 ≤ m ≤ mn}on [t0, T ] for Fn,




θjkmϕm(u), k, j = 1, 2, . . . , p (4.12)
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where θkjm are spline coefficients. Here, we propose to conservatively choose
the number of basis functions, mn, as large as possible (more than enough or
undersmoothing). Note that it is computationally prohibited to select different
mn’s for different functions fjk(·) when p is large. To deal with this problem,
we will reapply the penalty approach to shrink unnecessary basis coefficients into
zero in (4.17). Replacing fkj by its B-spline approximation in (4.12), (4.2) can be
expressed as







Φk(t) = (Φk1(t), . . . ,Φkmn(t))T =
∫ t
a
ϕ(xk(s))ds , k = 1, ..., p.
Let θjk = (θjk1, . . . , θjkmn)T , (j, k = 1, . . . , p) and θj = (θTj1, . . . ,θTjp)T . Then we
have p groups of parameters and our purpose is to select nonzero groups, that is,
nonzero θjk, j, k = 1, ..., p. Moreover, mn grows with n such that ϕmn ∈ Fn and
approximating spaces F1 ⊂ F2 ⊂ . . .F such that their union is dense in F , where









Our method, called Network Reconstruction via Additive Differential Equations
(NRADE), propose a two-step variable selection procedure for the model (4.11).
In Step I, we use a Tychonov regularizer approach to estimate variables based on
the measurement model (4.3). In Step II, we use spline functions to approximate
each of the nonparametric additive components in the model (4.11), and then
substitute the estimated variables from Step I into the model (4.11) to form a
objective function with standardized group LASSO penalty. We apply the group
LASSO approach to obtain an initial estimator and reduce the dimension of the
problem. In Step II, we as usual, use a larger number of basis functions to ap-
proximate the nonparametric functions and some of these basis functions may not
be necessary.
Recently, Vujačić et al. (2016) introduced the following Tychonov regularizer
approach to estimating F inside Fn. Consider a set of approximating spaces
X1 ⊂ X2 ⊂ . . .X such that their union is dense in X , where the solution x of
the ODE is an element of X . In statistics, these approximating spaces are called
sieves. In step I, the ODE solution is estimated in the approximating space Xn,
x̂j(·, ν) = argminx∈XjTν(x|Y ). (4.15)
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where Tν(x|Y ) is the usual squared norm smooth estimation in a spline basis Xn
with smoothness penalty ν. In step II, the functional form of F is estimated
through matching by minimizing the empirical equivalent of (4.14),
θ̂j = argminθ∈ΘLj(θ | x̂j), (4.16)
where

















∥ θjkΦ̂k(t) ∥2 (4.17)
and
Φ̂k(t) = (Φ̂k1(t), . . . , Φ̂kmn(t))T =
∫ t
a
ϕ(x̂k(s; ν))ds k = 1, ..., p. (4.18)
where x̂j(t) is given by (4.15) in Step I. To determine νk on the objective (4.18), we
use the standard generalized cross-validation (GCV) method (Craven and Wahba
1979). In step II, for (4.17) where λj is a penalty parameter, which can be de-
termined by Bayesian information criterion (BIC) or extended Bayes information
criterion. Minimization of (4.17) results in an explicit form for the estimators θ̂j
and ξ̂j, will be derived in the next section, which is not the case with the clas-
sical approaches, such as non-linear least squares (NLS) or maximum likelihood
estimation (MLE).
In case of repeated measurements, using a step function estimator for x̂n(t)
yields a very simple and computationally fast estimator. The estimators of the
parameters are
√
n-consistent if, roughly speaking, the number of time points is
of order
√
n and for most time points the number of replicates is of the same order
(Dattner and Klaassen, 2015).
In this section we establish the results of (4.17) in an explicit form for the
estimators θ̂j and ξ̂j. As we mentioned in the previous section, in Step I, we
apply a Tychonov regularizer approache (Vujačić et al., 2016) to estimate the
state variables, x̂j(t), j = 1, . . . , p based on model (4.3). That is, for 1 ≤ j ≤ p
by xj(t) =
∑Kk
i=−γ cjiψj,i,γ+1(t) = ΨTj,γ+1(t)Cj, where Cj = (Cj,−γ, . . . ,Cj,Kk)T is
the unknown coefficient vector to be estimated from the data, and Ψj,γ+1(t) =
{ψj,−γ,γ+1(t), . . . , ψj,Kk,γ+1(t)}T is the B-spline basis function vector of degree γ
and dimensionKk+ν+1 at a sequence of knots t0 = τj,−γ = τj,−γ+1 = · · · = τj,−1 =
τj,0 < τj,1 < · · · < τj,Kk < τj,Kk+1 = τj,Kk+2 = · · · = τj,Kk+γ+1 = T on [t0, T ] (Schu-
maker, 1981). Define n×(Kk+γ+1)matrixΨj = {Ψj,γ+1(t1), . . . ,Ψj,γ+1(tn)}T ,Yj =
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k,γ+1(t)][Ψ′′j,γ+1(t)]Tdt. The penalized spline
(P-spline) objective function contains a penalized sum of squared differences with
a penalized term by the integrated squared second order derivative of the spline
function as
Tν(Cj; νj) = (Yj −ΨjCj)T (Yj −ΨjCj) + νjCTj DjCj (4.19)
The minimizer of (4.19) takes the form Ĉj = (ΨTj Ψj + νjxj)−1ΨTj Yj. Then we
have
x̂j(t) = ΨTk,ν+1(t)Ĉj. (4.20)
To determine νk , we use the standard generalized cross-validation (GCV) method





ϕm(xk(s))ds , k = 1, ..., p.




ϕm(x̂k(s; ν))ds k = 1, ..., p.
This is in principle a 9th order polynomial if we are using cubic splines which used
to describe both Fn and Xn. The answer is a 10 th order polynomial. Minimizing
the criterion function (4.17) with respect to ξ and θj yields explicit formulae for
the estimators of the parameters. Indeed, the objective function Ln can be written
as
Lj,λj(ω | x̂j) = ωT
∫ b
a











where ω = (ξ;θ)T , H(t) = ((b − 1)Id; Ĝj(t)), Sj = ∑pk=1 ∥ θjkΦ̂k(t) ∥2. Thus,










ÂTj B̂j + λjSj
−1 ∫ ba x̂j(t)dt∫ b
a Ĝj(t)T x̂n(t)dt
 ,










By using the matrix block inversion (Bernstein, 2009, Chapter 2) we obtain
ξ̂j =
(





Id − Âj(B̂j + λjSj)−1Ĝn(t)T
}
x̂j(t)dt, (4.21)




The integrals Âj, B̂j have explicit forms.
4.4 Simulation Studies
In this section it is aimed to describe the simulation method of our estimation in
ordinary differential equation systems. Our suggested method is computationally
inexpensive. In the meantime it doesn’t need any initial values for parameters.
This characteristic is very attractive as in other methods, Bayesian and likelihood-
based, initial estimation is highly critical. Therefore this method can be applied
as a quick way of obtaining an initial value for the MCMC.
The performance of our method is evaluated by simulation experiments. A true





x′2 = −0.01x2 + 0.5x1x3
x′3 = 10
√
x2 − 10x2sin(2x5) (4.23)




The assumed measurement model is :
Y
(r)
k (ti) = x
(r)
k (ti) + ϵ
(r)
k (ti) k = 1, 2, . . . , 5 r = 1, 2, . . . , 10
i = 1, 2, . . . , n
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σ2 n Eq.no. TP% FP% n Eq.no. TP% FP%
0.1 20 (1) 46(0.53) 40(0.61) 200 (1) 69(0.35) 25(0.23)
(2) 49(0.43) 38(0.32) (2) 72(0.22) 21(0.29)
(3) 55(0.51) 38(0.32) (3) 74(0.31) 17(0.36)
(4) 67(0.37) 34(0.44) (4) 88(0.18) 16(0.29)
(5) 69(0.57) 31(0.64) (5) 90(0.05) 13(0.12)
0.01 20 200
(1) 68(0.79) 26(0.17) (1) 85(0.18) 5(0.07)
(2) 70(0.46) 29(0.26) (2) 91(0.07) 8(0.11)
(3) 64(0.39) 21(0.2) (3) 90(0.12) 4(0.15)
(4) 75(0.44) 26(0.4) (4) 92(0.07) 7(0.08)
(5) 82(0.28) 22(0.78) (5) 94(0.01) 5(0.18)
Table 4.1: The simulation results for the group LASSO in NRADE. It contain true
positive rate (TP%) and false positive rate (FP%) from 100 simulation replicates for
different scenarios, sample size and errors and also the standard deviations are in paren-
thesis.
It should be considered that r and Y (r) show the number of experiments and the
observations in the rth experiment respectively. We use 10 replicates at each time
point and also n = 20 and n = 200 as the number of measurement time points for
the K different equations. By considering a set of initial conditions, the numerical
solutions of the non-additive ODEs in (4.23) are applied and the mean trajectory
of observational data from a normal distribution with mean zero and a standard
deviation 1 is obtained. We apply Tikhonov regularization to estimate x̂(t) in
(4.15), with bandwidth chosen by GCV and an additional smoothing penalty.
Following Wu et al. (2014), we assumed the real observational data should
be a random departure from the mean trajectory at time ti, (i.e bkj and also
the distribution is normal.) Other assumptions are considering the ϵk(tij) normal
with zero mean and σ2 variance which σ2 was taken 0.1 and 0.01 respectively. The
findings of this simulation based on the 5 mentioned equations in (4.23) are showed
in Table 4.1. The true positive rate of the variable selection varies from 46% to
69% when the chosen sample size is smaller and also the period of measurement
error is longer. However the increment of sample size causes TP increased and the
false positive rate decreased to 13%-25%. The result of this simulation indicates
that in a case of expanding the sample size and contracting the error measurement,
our suggested method is reasonably effective. It should be noted that the true
underlying model is considered non-additive. So the competitive advantage of our
method is considering the interaction of different populations.
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4.5 Application to mouse embryonic stem cells
In this section the application of the proposed method in order to identify a
six-gene regulatory network is evaluated. The main aim is illustrating the causal
processes of embryonic stem cells of mice. The network which is shown in Figure
4.5, exhibits some famous architectural ideas such as autoregulation and mutual
antagonism. These motifs provide interesting dynamics. But it should be noticed
that concentrated on visual inspection of the network is not sufficient to recog-
nize its function. We aim to provide an example to describe where mathematical
modeling can help to quantify instinct. The network description of an ODE’s sys-
tem based on a thermodynamic model for gene regulation resulted from sigmoidal
functional forms involving two- and three-way interaction terms. Previously Hen-
derson and Michailidis (2014) have studied this kind of networks . Therefore we
were motivated to investigate their method and also apply their method (NeRDS)
here and then compare it to our one. With respect to their model we designed a
simulation by data collected from 6 experiments from Voit et al. (2006). In order
to make the conditions of the nonparametric additive model more identifiable,
they used the altering initial abundance for each metabolite:x
(r)
k (0) = ξ0k if k ̸= r
x
(r)
k (0) =Mξ0k if k = r
The size of simulated small changes (M) is a simulation parameter which
corresponded loosely on the way the six experiments differ from one another. Nu-
merical integration is used to compute the noiseless trajectories for each simulated
experiment. The added noise to simulation measurement error is from a normal
distribution and also with zero mean and σ2x(r)k (ti) standard deviation. It was
planned to sample the trajectories at n = 100 times span and with a lesser dura-
tion (ti = i−1n 30 i = 1, 2, . . . , n). We do the simulation for σ
2 ∈ {0.1, 0.01} and
M ∈ {10, 5, 2, 1.5}. In the meantime NRADE was used with 4 interior knots and
also we choose λi’ through GCV searching {10z, z = −2,−1.5,−1}. In Table 4.2
the result of simulation for reconstructing the mouse network appears. The table
contains the mean areas under ROC curves of 100 repetitions.
Overall the best performance for this network is the NRADE and additive
ODEs. In the high-signal setting (M ≥ 5) NRADEs are the best performance.
NeRDS benefits from a slight advantage in low-signal (M ≤ 2) and high-noise
(σ2 = 0.1) settings. It should be considered that both of above methods are
distinguishable in low-signal (M ≤ 2) and low noise (σ2 = 0.01) settings. In a
case of Low signal and high noise NRADE and additive ODEs achieved perfect
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Figure 4.1: Network topology for the mouse embryonic stem cell system.
Method σ2 = 0.1 CI σ2 = 0.01 CI
M=10, NRADE 0.98 (.977, .981) 0.99 (.988, .991)
M=10, NeRDS 0.97 (.965, .967) 0.98 (.977, .979)
M=10, Additive ODE + LASSO 0.97 (.966, .968) 0.98 (.977, .979)
M=5, NRADE 0.98 (.976, .977) 0.98 (.979, .981)
M=5, NeRDS 0.96 (.966, .968) 0.96 (.963, .964)
M=5, Additive ODE + LASSO 0.96 (.965, .967) 0.96 (.966, .969)
M=2, NRADE 0.96 (.955, .957) 0.96 (.959, .962)
M=2, NeRDS 0.93 (.925, .932) 0.95 (.959, .962)
M=2, Additive ODE + LASSO 0.94 (.935, .939) 0.95 (.949, .952)
M=1.5, NRADE 0.95 (.949, .952) 0.96 (.958, .962)
M=1.5, NeRDS 0.91 (.891, .912) 0.95 (.946, .949)
M=1.5, Additive ODE + LASSO 0.94 (.939, .942) 0.95 (.948, .951)
Table 4.2: Area under the ROC curve for reconstructing the Mouse network. Confidence
intervals (CI) for the mean are in parenthesis. The parameter M corresponds to the
size of the perturbation used in generating the time series while the standard deviation
of the noise is proportional to σ2. Six time series, each with n = 100 observations, are
used in the reconstruction.
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reconstructions. However it was seen that NeRDS Performance was slightly better
on average due by considering its higher worst-case performance.
4.6 Discussion
In this chapter, we have presented a method for a functional estimation in
systems of ordinary differential equations via sieves. Our method is computation-
ally inexpensive and also does not need any initial values of the parameters. This
is very appealing, since in both Bayesian and likelihood-based methods, a good
initial estimate is essential. Thus, the method can be used as a fast way to obtain
an initial value for the MCMC in case of Bayesian methods or an initial guess for
optimization in case of likelihood-based methods.
The NRADE is similar to those estimators which were proposed by Brunel
et al. (2008), Gugushvili and Klaassen (2012) and Vujačić et al. (2015). The main
difference with respect to the first two papers is that by considering the system
of integral equations (4.2) we avoid the estimation of x′(·). This is important
because the assumption is that we only observe the noisy version of x(·). It is
well-known that estimating a derivative is less accurate than estimating the curve
itself (Loader, 2006, Section 6.1). On the other hand, avoiding the estimation
of the derivative induces a new parameter ξ. If ξ is identifiable, this does not
pose a problem, since we also have an explicit form of the estimator of ξ. In
contrast to other smooth-and-match procedure, this chapter does not require one
to know the functional form of the ODE. This comes at a cost of introducing a
smoothing parameter. The result is that we can reconstruct the functional form
of the ODE, rather than estimating individual parameters. For systems where







Feedback interactions are essential components in a genomic network to shape
cellular functions. There are many examples of important feedback loops in every
organism. Naturally occuring oscilators, such as Cdc2, have intricate feedback
mechanisms that allow a sustained oscillation Pomerening et al. (2003). The
p53−MDM2 feedback loop, in which the tumor suppressor protein p53 activates
the geneMDM2 is negatively regulated byMDM2 Batchelor et al. (2009); Lahav
et al. (2004). About 40% of the known transcription factors (TFs) in E. coli
regulate their own transcription Hornos et al. (2005); Rosenfeld et al. (2002).
Often only noisy data on sparsely spaced time points are available to make sense
of such systems.
In this paper, we focus on a special class of feedback loops in GRNs, the so-
called autoregulation loops. Autoregulated genes are the genes that are regulated
by the TF they encode. Interestingly, in E. coli no transcriptional feedback cycles
have been found besides autoregulation loops Milo et al. (2002); Thieffry et al.
(1998). In fact, the E. coli transcriptional network is loosely cross-connected; on
average, a TF regulates three genes and any gene is regulated by two TFs Thieffry
et al. (1998) only. The mean network connectivity gets even less at the level of
operon interactions Thieffry et al. (1998). One reason for low cross-regulation is
that it might be less expensive for a gene to control its regulation through its
protein product than by another protein.
Both positive and negative autoregulated genes have their own biological func-
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tions. Auto-inhibition, which is more common in E. coli, controls homeostatic reg-
ulation of the repressor gene and the genes it regulates. This stabilizes the GRN
against cellular perturbations. Positive autoregulated genes, on the other hand,
can switch between bistable states and lead to cell differentiation. This genetic
switch can, therefore, affect other genes controlled by such a gene especially when
it has a high degree of connectivity. In E. coli, for example, the positive autoreg-
ulated gene CRP, which regulates catabolic repression, has the highest degree of
connectivity despite low mean connectivity of the entire transcriptional network
Ishizuka et al. (1994); Thieffry et al. (1998). The effect of a genetic switch can
even be stronger if the activator gene jumps into an irreversible state (see section
5.2.3 and Figure 5.5).
To model autoregulation, one common approach is to consider linear activa-
tion models (e.g. Hornos et al. (2005)), where exact steady-state solution of an
autoregulated gene can be obtained. However, more realistic generalized MM or
Hill type of kinetic models produce a wider range of dynamic behavior and fit
better to available data. They are able to model a bistable reaction of autoreg-
ulated genes in response to changes in cellular conditions. Structural changes in
the kinetic parameters of the system can also lead to a hysteretic reaction, when
the state of the autoregulated gene depends not only on its current condition but
also on its past ones. Moreover, an irreversible genetic switch is possible in some
cases, when the transition between the bistable modes of the autoregulated gene
is unidirectional.
In Section 5.2 of this manuscript we use a coupled deterministic system of
differential equations to model over time the average quantitative behavior of gene
expression levels and protein abundances in a single cell. Although autoregulation
is very common it often involves modification and other forms of cooperativity by
other molecules, which are not included in our model. Cooperativity, nevertheless,
within an autoregulated system is possible, as shown in section 5.2.3, and the
model is also appropriate as a phenomenological model to describe allostery, as
discussed in section 5.2.4. Since our goal is to understand the stability behavior of
autoregulated genes measured with noise, in Section 5.3 we combine our analysis
with some aspects of modern statistical inference of dynamical systems. Although
our emphasis is on genomics, the phenomena of bistability and hysteresis are very
common at larger scales. Ecosystems, such as lakes, coral reefs, woodlands, deserts
and oceans, can shift between alternative stable states Scheffer et al. (2001).
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Figure 5.1: Illustration of the Trancription-Translation cycle of an autoregulated gene.
5.2 GRN stability dynamics
5.2.1 Gene autoregulation
According to the central dogma of molecular biology each mRNA molecule
produced in the nucleus of the cell encodes the genetic information to produce
a protein. Such proteins are the building blocks of life and may have structural
functions, such as enzymatic properties. Some of them, however, activate or
repress the transcription of other genes. These proteins are called transcription
factors and, together with the genes they regulate, form a GRN.
When a gene regulates itself, a loop appears in the GRN (See Figure 5.1).
By the principle of mass-action kinetics it is natural to assume that the gene
expression, on average, changes according to the following ordinary differential
equation,
x˙(t) = p(t; θ, z)− δx(t), (5.1)
where x(t) represents the mRNA concentration at time t, δ is the degradation rate
of mRNA and p(t; θ, z) is a transcription function that describes how the TF z
regulates the gene given some set of parameters θ. Reversely, the TF z is encoded
by the gene according to
z˙(t) = ρx(t)− τz(t), (5.2)
where τ is the protein degradation rate and ρ is the translational rate of the gene.
Several models have been considered in the literature to define p(t; z, θ) in (5.1)
ranging from linear approaches (Chen et al., 1999) to non-parametric methods
(Äijö and Lähdesmäki, 2009). In practice, experimental work suggests that the
response of the mRNA abundance to the concentration of a TF follows a Hill curve
(Jong, 2002). This response can be well described by the family of Michaelis-
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Hill coef. Stability Bistabiblity Hysteresis Irreversible shift
YES
m = 1 Unique equilibrium NO NO NO
YES YES YES YES
m=2 Unique equilibrium Alternative stable If β > 8φ, CP=γ If θ2 > 4γ
If ∆ < 0 states if ∆ > 0 If γ > 27θ′2, CP=β CP=φ
YES YES
YES YES If γ < θ4m(m− 1)
m−1
m (m+ 1)m+1m If γ < θm (m−1)
m−1
mm
m > 2I Unique equilibrium Alternative stable CP=φ






Table 5.1: Table summarizing the main results of this work. See Section 4 for details
and definitions of ∆, θ, θ′ as well as further considerations on the nature of the different
equilibria. CP is abbreviation for control parameter.
Menten (MM) models. In case of gene activation the transcription function is
assumed to satisfy
p+(t; θ, z) = β z
m
γ + zm + φ,
for θ = {φ, β, γ} and m ∈ IN. In this model the parameter φ is able to detect
possible non-specific activation. More precisely, the parameter φ is the basal
transcription rate - usually zero for most in vitro data. The parameter β describes
the maximum speed by which the TF regulates the gene Gonzalez et al. (2013);
Khanin et al. (2007). The parameter γ represents the dissociation constant of
TF from its DNA binding site Goutelle et al. (2008). Finally, the parameter m is
called the Hill coefficient. This parameter exhibits level of cooperativity, usually
less than the number of DNA binding sites (Weiss, 1997), in which a high Hill
coefficient is representative of a high degree of cooperativity. Similarly, in case of
gene repression, the response can be modelled by
p−(t; θ, z) = β 1
γ + zm + φ.
In this paper, our focus will be on the case of gene activation. The system is
always stable under gene repression and exhibits smooth behavior in response to
changes in the parameters. We refer the reader to the supplementary information
for all mathematical proofs. We will study the stability properties of a family of
MM kinetics models.
5.2.2 Stability of MM kinetics models
Under the MM kinetics the interaction between TF and mRNA in an au-
toregulated gene occurs according to the following planar system of differential
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Figure 5.2: Illustration of Theorem 1, stability of a system with Michaelis-Menten for-
mulation. The horizontal dotted lines represent the equilibrium point of the system. The
solutions of the system converge to the equilibrium point for different initial conditions.
equations
x˙ = β z
γ + z + φ− δx,
z˙ = ρx− τz, (5.3)
where we assume that all the parameters are positive and state variables x and z
lie in the positive quadrant (0,∞)2. We have the following result.
Theorem 5.1. System (5.3) has a unique equilibrium in the positive quadrant
and it is globally asymptotically stable.
Figure 5.2 illustrates Result 5.1, which shows various solutions of system (5.3)
for β = 6, ρ = 5, δ = 0.5, τ = 1, γ = 5 and φ = 0.2 when different initial
conditions x(0) and z(0) are considered. The equilibrium points, or values in which
constant functions are solutions of the system (5.3) (horizontal dotted lines), are
unique. Also, the solutions of the ODE for different initial points converge with t
to the equilibrium point due to the global asymptotic stability of the system.
5.2.3 Hill coefficient 2: hysteresis, bistability, and irreversible transi-
tion
In this section we deal with a more complicated family of MM kinetics models.
In particular we focus on cases where the transcription function takes the form
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Figure 5.3: Illustration of stability scenarios and hysteresis. Bifurcation diagram of
the mean gene expression (x¯) as the dissociation parameter varies. It describes how
autoregulated gene drops in expression level as the TF dissociates from promoter region.
(B) The same bifurcation diagram as in (A) for both state variables. (C) ODE solution
which is convergent to an equilibrium (γ = 2.5 is in the stable region). (D) ODE solution
can converge to two distinct equilibria (based on the choice of initial values) since the
system is bistable (γ = 7.5 is in the bistability region).
β z
2
γ+z2 +φ. We show that the corresponding system of ODEs exhibits a richer class
of dynamical behavior compared to the standard MM kinetics models. One “lim-
itation” of the approach taken is that to justify a generalized Michaelis-Menten
equation with a Hill coefficient m of 2 or more one needs cooperativity. If the
regulator protein binds DNA as a dimer, which is frequently the case in bacterial
signal transduction, then m = 2. Although it is more common in multiple species
systems, this can occur in autoregulated systems, such as the recently described
MARCH1 regulator (Bourgeois-Daigneault and Thibodeau, 2012). We will show
that the generalized family of MM equations have the capability to represent bista-
5.2 GRN stability dynamics 71
bility as well as hysteresis, which is a characteristic of positive feedback loops that
the standard family of MM models cannot represent.
For the generalized MM system with Hill coefficient 2,
x˙ = β z
2
γ + z2 + φ− δx,
z˙ = ρx− τz, (5.4)
the following result explains its core dynamics.
Theorem 5.2. Let A = (β + φ) ρ
δτ
, B = γφ ρ
δτ
, and
∆ = 18γAB − 4A3B + γ2A2 − 4γ3 − 27B2. (5.5)
Then, the equilibria of (5.4) lie only in the positive quadrant. Moreover:
(a) (Stability) If ∆ < 0 then (5.4) has a unique equilibrium and it is globally
asymptotically stable.
(b) (Alternative stable states) If ∆ > 0 then (5.4) has three equilibria: two
alternative stable equilibria separated by a saddle in between. Hence, system
(5.4) is bistable.
(c) (Tipping point) If ∆ = 0 then (5.4) has two equilibria: a stable equilibrium
and a non-hyperbolic one in which (5.4) undergoes a saddle-node bifurcation.
The model parameters are considered fixed in a standard analysis. However,
note that the model parameters, potentially even the model structure described
by the ODE can change under changing environmental conditions. The maximum
protein production rate β, the dissociation constant γ, which describes the inverse
transcription efficiency, or the basal transcription rate φ could change as a func-
tion of temperature, for instance. Hence, environmental changes can therefore
potentially bring the system close to a tipping point, where it is prone to abrupt
shifts between alternative states (see Figure 5.3A and Figure 5.5). It is also worth
noting that factors external to our model, such as the availability of component
molecules, or activity of other partially competing processes and binding targets,
can affect the process in vivo.
Consider Figure 5.3A. Imagine that system is rested at its upper branch and a
certain parameter (here γ) is continuously increased until at a tipping point (F2)
the system jumps down to the lower branch. If the parameter is then decreased
then system will jump back to upper branch at a different tipping point (F1). In
short, the system jumps to another stable branch and jumps back to its original
stable branch through the so-called “hysteresis loop”. Hysteresis is often associated
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Figure 5.4: A) Solutions of the steady-state equations in the examples of Sections 5.2.2
and 5.2.3. The MM model shows a positive root whereas the two GMM show one and
three roots respectively. B) Bistability at a single cell level induces bimodality at the
population level. In this figure we show the density plot of the abundance of a protein in
a population of cells following the with the kinetics parameters detailed in Figure 5.3D.
with bistability Pomerening et al. (2003) although this is not always the case for
any bistable system Guidi and Goldbeter (1997) including ours (see Result 5.3C).
Here, the quantity ∆ plays a central role in determining the stability dynamics
of system (5.4). We explain how changes in ∆ lead to hysteresis: In Figure 5.3A,
if ∆ is negative, then system is stable and can rest in only one stable brance
(for example, upper branch). Under a saddle-node bifurcation (F1), another sta-
ble equilibrium and an unstable saddle point bifurcate as certain parameters (for
instance, γ) change and ∆ crosses into positive values. However, the system con-
tinues to follow the upper branch. If the parameters continue to change and at
some threshold bounce the ∆ back to zero again (occurrence of second bifurca-
tion, F2), the upper branch and unstable dashed curve coalesce and turn into an
unstable equilibrium. If further changes in the parameters make ∆ to become
negative then this equilibrium disappears so that the system has to jump down
to the lower branch. Conversely, the system jumps back to upper branch at the
first bifurcation point once the parameters change in opposite direction. Note
that the system can not jump back to its original state at the second bifurcation
point. This means that further changes of the parameters in opposite directions
are necessary for the system to get back to its primary stable branch.
The bistable nature of the system (5.4) leads to a bimodal distributions of
protein abundance and gene expression levels. This gives rise to the coexistence
of two sub-populations of autoregulated genes: “low protein abundance and gene
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expression level” and “high protein abundance and gene expression level” (see
Figures 5.3 and 5.4).
In hysteresis, transitions between alternative stable states are reversible. How-
ever, there is an extra “cost”. Biologically speaking, once the cell transits from
one mode to the other one in response to changes in cellular conditions it is able
to restore its previous mode once we reverse the biological conditions. However,
the same amount of changes in cellular conditions which made a cellular switch
is not sufficient for the cell to regain its original mode. An extra cellular change,
or cost, is necessary (see Figure 5.3A and the first example after Result 5.3).
On the other hand, our model can also predict the irreversible transitions be-
tween stable states (see Figure 5.5 and the second example after Result 5.3). This
means that transitions are only possible from one stable state to the other one
and not the opposite. This may explain the existence of an interesting biological
phenomenon that autoregulated genes can exhibit: under hysteresis the autoreg-
ulated gene is able to switch between high and low expression levels while this
is not the case for transitions due to an irreversible genetic switch (transitions
are only possible from low expression levels to high ones but not the opposite).
Perhaps, under an irreversible genetic switch the gene behaves in a “conservative”
manner: when the cellular decision for transition is made the gene enters a state
with an everlasting fate.
The following result gives us two cases under which system (5.4) can exhibit
hysteresis as well as a case in which irreversible transition occurs.
Theorem 5.3. (a) (Hysteresis) Assume that all the parameters are fixed except
γ. Then (5.4) undergoes hysteresis provided that
β > 8φ. (5.6)
(b) (Hysteresis) Assume that all the parameters are fixed except β. Then (5.4)







(c) (Irreversible transition) Assume that all the parameters are fixed except φ.






We consider some examples. First, let β = 6, φ = 0.2, and choose the rest of
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Figure 5.5: Illustration of irreversible transition in which autoregulated gene shifts from
low expression to high one. System jumps up as basal transcription rate φ passes the
tipping point F but it can not jump down once φ decreases since the other tipping point
lies in the negative range of parameter space. It describes how an autoregulated gene
may be subject to an irreversible genetic switch which might, for instance, explain cell
differentiation.
parameters in which we have ρ
δτ
= 1. Then condition (5.6) simply holds. Some
calculations show that the first and second bifurcations happen at γ− ≈ 4.6340
and γ+ ≈ 10.2860 as we increase the parameter γ (see Figure 5.3A). Imagine
that the system starts at the begining of the upper leg of Figure 5.3A. Then as
we increase the dissociation parameter γ gradually the system follows the upper
branch. At γ = γ+ the system has to jump down to the lower branch and rests
there as we increase γ further. Reversely, if γ decreases the system jumps up
to the upper branch at the first bifurcation point γ = γ−. Biologically this may
mean that the autoregulated gene drops in expression gradually as the TF tends
to dissociate more and more from the promoter binding site. Then it switches
into a low expression regime as a certain dissociation threshold is passed.
However, if γ = 1, β = 20.5, and ρ
δτ
= 0.1, then condition (5.8) holds. By
Result 5.3(c) an irreversible transition occurs: as we increase φ the system jumps
up at φ ≈ 1.3100 to the upper branch but never jumps down if we decrease φ
(see Figure 5.5). Biologically speaking, as cellular perturbation φ increases the
autoregulated gene switches irreversibly. See Charvin et al. (2010) for a detailled
analysis of the passage from hysteresis to irreversibility in budding yeast.
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Figure 5.6: Illustration of critical transitions an autoregulated gene undergoes. The
upper surface (right hand side of (5.11)) distinguishes transitions between stable and
bistable modes of gene while lower surface (right hand side of (5.10)) distinguishes
transitions between bistable and irreversible modes.
5.2.4 Generalized MM kinetics with m > 2
Higher Hill coefficients in natural autoregulated systems are possible. Mitro-
phanov and Groisman (2008) report cooperativity in several E. coli autoregulated
genes with Hill coefficients of 3. The model can also be seen as a phenomeno-
logical model for describing allosteric cooperativity, which involves the binding of
exogenous ligands to the protein, which can result in fractional Hill coefficients
Edelstein and Le Novère (2013); Whitty (2008). Furthermore, the absence of feed-
back can be obtained by letting m → ∞. For the cases where m > 2 no closed
form solution exists for the analysis of the dynamical behaviour of the following
Generalized MM formulation
x˙ = β z
m
γ + zm + φ− δx,
z˙ = ρx− τz, (5.9)
Nevertheless, the same results hold as for the case m = 2. The following result
describes the dynamic scenarios, which holds for values of m in the interval (1, 2),
too.
76 Stability estimation of autoregulated genes
Figure 5.7: Simulated data and results of the four scenarios described in Table 5.2.
Plots A, B, C and D show the data generated data from stable, bistable and bifurcation
scenarios. Plot E shows the correspond to the estimated distributions of ∆̂ in the
simulation study. Vertical dotted white lines and black circles represent the true value
of ∆ for the different scenarios.
Theorem 5.4. Let m > 2, and consider the following polynomial
f(z) = zm+1 − (β + φ) ρ
δτ
zm + γz − φγ ρ
δτ
,
which has either one, two, or three positive roots. Moreover
(a) (Stability) If f has a unique positive root then (5.9) has a unique equilibrium
in (0,∞)2 and it is globally asymptotically stable.
(b) (Bistability) If f has three positive roots then (5.9) has three equilibria in
(0,∞)2: two alternative stable equilibria with a saddle in between. Hence,
(5.9) is bistable.
(c) (Tipping point) If f has two positive roots then (5.9) has two equilibria in
(0,∞)2: a stable equilibrium and a non-hyperbolic one in which (5.9) under-
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goes a saddle-node bifurcation.
Therefore, in the case of gene activation the generalized MM formulation also
exhibits bistability and hysteresis for m > 2. Using more advanced mathematical
methods we were able to extend some of the results of Result 5.3 to the case of
m > 2 as follows.
Theorem 5.5. (a) (Irreversible vs. hysteretic bistability) Assume that all the
parameters are fixed except φ and let θ = βρ
δτ
. Then (5.9) exhibits irreversible
transition if




In fact, this is the only case in which one can observe irreversible bistability.




(b) (Hysteresis) Assume that all the parameters are fixed except β and let θ′ =
φρ
δτ








See Figure 5.6 for a graphical illlustration of this result. For a summary of
this and other results of this paper see Table 5.1.
5.3 Experiments
5.3.1 Simulation study
The goal of this section is to illustrate how the results obtained in Section
5.2 can be used to gain some knowledge about the dynamical behaviour of real
systems.
In the sequel, we will focus on the parameter∆ defined in (5.5), since it contains
all the necessary information to know if a system is stable (∆ < 0), bistable
(∆ > 0) or if it has a bifurcation point (∆ = 0). Our goal is, therefore, to infer
∆ from noisy samples of gene expression and TF activity levels of autoregulated
genes.
Maximum likelihood inference of ∆ can be carried out through the estimation
of the parameters β, ρ, δ, τ , γ and φ and plugging them into (5.5) for obtaining
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Figure 5.8: A) Observed data for the autoregulated gene INO4 in S. serevisiae and
the obtained ODE solution after estimating the parameters of the system. The value
∆̂ < 0 suggests that the system is stable. B) Observed data for the autoregulated
gene SCO3217 in Streptomyces coelicolor and obtained ODE solution after estimating
the parameters of system (5.4). The value ∆̂ > 0 suggests that the system is bistable,
which may provoke bimodal effects at a population level.
∆̂. In order to obtain such estimators we use the method proposed in González
et al. (2014), which has been successfully applied in the identification of both the
parameters and hidden components of gene regulatory networks Gonzalez et al.
(2013). In the Supplementary Materials we have included a description of this
approach for the system in (5.4).
We analyze the dynamical behaviour of (5.4) with a simulation study where ∆
is estimated for different synthetically generated datasets. Motivated by Results
5.2 and 5.3, we work with four scenarios in which we fix the values of the param-
eters of system (5.4) in a way that stability, bistability or bifurcation occur. See
Table 5.2 for details.
We consider the first example right after Result 5.3. Given the solutions of
system (5.4) in the four previous scenarios we sample x and z in 100 equally spaced
points in the interval [0, 4] and we perturb the resulting vector with Gaussian noise
with mean zero and variance 0.01. Figures 5.7A– D show the obtained samples in
the four cases. Note that although the datasets look similar at a fist glance, they
correspond to three completely different dynamic scenarios.
We repeat the data simulation procedure 500 times and in each case we esti-
mate ∆ as mentioned above. Figure 5.7E shows the estimated density functions of
∆ for the 500 datasets in the four cases. The mode of the estimated distributions
is always close to the true value of ∆, which indicates the ability of the approach
to detect different dynamical behaviours. The noise in the data produces certain
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Dynamics γ ∆ ∆̂ (S.D.)
Scenario A Stability 2.5 -166.2 -164.6 (10.3)
Scenario B Bistability 7.5 239.5 251.1 (103.7)
Scenario C Bifurcation 4.6 0.0 2.8 (18.4)
Scenario D Bifurcation 10.3 0.0 30.9 (80.6)
Table 5.2: Four simulated scenarios. We generate data using system (5.4). The value
of dissociation constant γ changes in order to obtain different dynamic scenarios as
illustrated in Figure 5.3A. The rest of the parameters are fixed to β = 6, ρ = 0.5,
δ = 0.5, τ = 1, φ = 0.2, x(0) = 0 and z(0) = 10. The estimated stability coefficient ∆
significantly diverges from 0 in the first 2 scenarios and is consistent with 0 in the final
2 scenarios, showing that the dynamics can be inferred from noisy data on the system.
amount of variability in the estimates of ∆, which is reflected in the shape of the
distribution of ∆̂. In cases of stability (Figure 5.7A) the distribution is symmetric
around the true value of ∆. The results of this experiment show how the different
dynamics of an autoregulated gene can be estimated from noisy data. Notice that
this is done for data collected in an interval in which the system did not neces-
sarily converge to an equilibrium point, which shows the power of this approach
in scenarios where ability to sample in long intervals is limited.
5.3.2 Autoregulation of the yeast autoregulator INO4
We use the model to analyze the stability properties of the INO4 autoregulated
gene (Affymetrix probeset 1774516_at) in yeast. We use a synchronized ∆bar1
strain of S. cerevisiae observed in duplicate across 41 time points, separated by 5
minutes and totally covering 200 minutes after synchronization Eser et al. (2014).
This corresponds to approximately three cell cycle periods. We have only a par-
tialy observed system: we know the mRNA abundances but information about
the protein abundances is not available. Therefore, we treated protein abundance,
z, as a latent variable in parameter estimation. This means that the formulation
in (5.9) is potentially unidentifiable. Fortunately, we can cancel the parameter ρ
by rescaling the protein concentration z in (5.2) withough any need to rescale the
mRNA concentrations x. We apply the rescaling z = ρζ which gives
x˙ = β ζ
m
γ∗ + ζm + φ− δx
ζ˙ = x− τζ,
where γ∗ = γ/ρm. For notational convenience, we will drop the asterisk in γ∗.
We fit the autoregulatory model for Hill parameters from 1 to 5 using the gen-
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eralized Tikhonov regularization Vujačić et al. (2016) described in supplementary
materials Section 5.3.1. The minimum AIC is found for m = 2, suggesting that
the best fit kinetics is more complex than a simple MM model. The estimated
parameters are γ̂ = 0.841, β̂ = 0.133, φ̂ = 0.019, δ̂ = 0.012, τ̂ = 3.374. Using
that in the latent model ρ = 1, we obtain an estimate of the stability parameter
∆̂ = −46.4 < 0. This suggest that the INO4 autoregulation in the yeast system
is, in fact, stable. The fit of the system for m = 2 is shown in Figure 5.8A.
5.3.3 Autoregulated CdaR in Streptomyces coelicolor
Next, we consider an experiment involving gene SCO3217 of the Streptomyces
coelicolor bacterium. This is an autoregulated gene that produces the transcrip-
tion factor CdaR. This gene is an important trigger of a cascade of genes that
make Streptomyces coelicolor produce calcium dependent antibiotic. The protein
CdaR is an activator TF, so the generalized MM formulation in system (5.4) is
adequate to study its autoregulatory dynamical behaviour Khanin et al. (2006).
The experiment used 2-channel microarrays to sample, destructively, a Strep-
tomyces coelicolor wildtype strain at different times after chemical induction of
the CdaR TF Khanin et al. (2007). The Streptomyces coelicolor wildtype strain
was grown on a solid medium. At each time point two biological replicates were
collected. The original data set consists on a dataset with 10 measurements of
the mRNA expressions and the CdaR abundances collected at 16, 18, 20, 21, 22,
23, 24, 25, 39 and 67 minutes after starting of the experiment. At the first time
point we observed an increase in both protein and mRNA expression, which later
converge to a steady state situation. In this analysis we study such recovery so
we only consider the 7 data points collected after the first 20 minutes. We follow
the statistical approach described in Section 5.3.1 to estimate the parameters of
the system (5.4) from the collected data. In order to select the best model to fit
the data we use the Akaike information criterion (AIC) to choose between GMM
models with Hill coefficients m = 1, 2, 3, 4. Comparison between the values of the
AIC for the four models, shows that the model with m = 2 is preferred.
In Figure 5.8B we show the data points and the smoothed functions obtained
from the parameter estimation approach. The obtained parameter estimates are
β̂ = 1024.8, ρ̂ = 0.001, δ̂ = 1.08, τ̂ = 0.001, γ̂ = 976.2, and φ̂ = 0.001. From
these values we can infer the value of ∆ and therefore to gain some insight about
the stability properties the system. In particular, by plugging the parameter
estimates in (5.5) we obtain that ∆̂ = 8.5×1011, which indicates, following Result
5.2, that the system is bistable. A caveat about his result is the small size of
the data set used in the experiment. We think however, that this result should
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be taken into account in further analysis of this system since variations in the
initial conditions of the experiment may lead to different steady-state solutions
for mRNA concentration and protein level.
5.4 Conclusions and future directions
Autoregulation is a process common in biological systems, such as GRN. For
example, autoregulation is the only type of feedback loop existing in the tran-
scriptional network of the well-characterized model organism E. coli. The aim of
this paper has been to apply quantitative methods to unravel the implications
of this mechanism. We were able to manifest diverse cellular scenarios emerging
from autoregulation through a rather simple, but realistic dynamic system model,
which is analytically tractable. Although the model parameters are fixed in a
standard analysis, they can change due to environmental changes (for instance as
a function of temperature).
The generalized MM kinetics model is capable of predicting typical properties
of positive and negative autoregulated genes: it leads to steady state solutions
in the case of negative autoregulation, which represents homeostatic regulation.
It can exhibit bistability in the case of positive autoregulation, which represents
developmental differentiation. In the later case, the gene can shift between al-
ternative stable states (low and high gene expression levels). Furthermore, in
response to gradual changes in cellular conditions, the generalized MM is able to
show a discontinuous switch-like response, which is common in biological systems,
including cell cycle regulation and cell differentiation.
We applied the model to two typical noisy time-course expression data involv-
ing the autoregulated genes INO4 in S. cerevisiae and SCO3217 in S. coelicolor.
In the first case we find that the overall system is stable, whereas in the second
example the situation is more complicated. Our statistical analysis about the
dynamical behavior of this autoregulated gene, reveals that its kinetic parame-
ters lie well in the bistability region of the generalized MM model. Furthermore,
we found correlation between bistable behavior and bimodal distribution of gene
expressions using simulated data. The model is also capable of exhibiting irre-
versible shifts between bistable states. Such a phenomenon is representative of
an irreversible genetic switch. This can, perhaps, lead to so-called “conservative”
cellular decision making since the cell cannot restore its primary state. However,
more research is necessary to verify this through experimental data.
Each cell is always subject to non-constant cellular noise or perturbations,
which can alter cellular activities. Under rather high noise, the cell might alternate
between bistable modes with kinetic parameters far from bifurcation points. It
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is an intriguing question what the maximum cellular noise can be that the gene
can absorb without being tipped into an alternative state. Such a question could
perhaps be answered through Freidlin-Wentzell theory of random perturbations
Freidlin and Wentzell (1984) using a suitable potential function, which for gradient
systems always exist. However, many systems including GRN are not gradient
systems, so therefore it would be interesting if a quasi-potential landscape with
meaningful biological interpretations could be constructed Zhou et al. (2012). An
alternative approach would be to extend our deterministic model to the following





γ + zm + φ− δx
)
dt+ σ1dW1,
dz = (ρx− τz) dt+ σ2dW2, (5.13)
whereW1, W2 are wiener processes and σ1, σ2 are the corresponding noise intensi-
ties. Then, one can consider the corresponding backward Kolmogorov Kolmogorov
(1931) or backward Fokker-Planck Gardiner (1986) equation of (5.13) and calcu-
late the mean first exit time from the attraction basins.
Appendix
Proof of Result 1
The equilibrium (x¯, z¯) of the system (5.3) satisfies the system of equations
β z¯
γ+z¯ + φ− δx¯ = 0, ρx¯− τ z¯ = 0. Or equivalently, x¯ = δ
z
ρ
z¯ and f(z¯) = 0 where
f(z) = z2 +
(
γ − (β + φ) ρ
δτ
)
z − φγ ρ
δτ
,
Since f has only one positive root z¯ system (5.3) has a unique equilibrium (x¯, z¯)
in (0,∞)2. To investigate the stability of system (5.3) we first study local stability







λ2 + (δ + τ)λ+ δτ − γ βρ(γ + z¯)2 , (5.14)
as characteristic equation about the equilibrium. Define µ = detJ(z¯) = δτ −
γ βρ(γ+z¯)2 . Note that the equilibrium solution of system (5.3) is locally asymptoticly
stable if the real part of the roots of equation (5.14) are both negative, or equiv-
5.4 Conclusions and future directions 83
alently µ > 0. Define
F (z) = β z













′(z¯) = − δτ
ρ(γ + z¯)f
′(z¯), (5.16)
Equations (5.15) and (5.16) imply that µ > 0 is equivalent to f ′(z¯) > 0 which is
evident. This proves local asymptotic stability of (x¯, z¯).
Now, we proceed the global asymptotic stability of (x¯, z¯). First, note that since
trJ = δ+τ > 0 for all (x, z) in IR2 (hence in the positive quadrant) the divergence
of the vector field describing the system (5.3) is always positive. This rules out the
possibility of the existence of periodic orbits by the Bendixon’s criterion Poincaré
(1880).
Next, we apply the Poincaré-Bendixson Result. Based on this Result there are
only three possibilities for all trajectories starting in the positive quadrant, i.e.,
they either converge to an equilibrium point, a periodic orbit, or a homoclinic or
heteroclinic connection. The second possibility has just rejected by the Bendixon’s
criterion. The third possibility is also rejected due to the local asymptotic stability
of the unique equilibrium (x¯, z¯). Therefore, only the first possibility holds, i.e.,
(x¯, z¯) is globally asymptotically stable.
Remark 1. Note that in the case of gene repression we end up with the following
system
x˙ = β 1
γ + z + φ− δx,
z˙ = ρx− τz,
Hence, the equilibrium (x¯, z¯) of the above system satisfies the system of equa-
tions x¯ = δz
ρ
z¯ and f(z¯) = 0 where
f(z) = z2 +
(
γ − φ ρ
δτ
)
z − β ρ
δτ
,
which has obviously only one positive root. Using the same techniques we ap-
plied in the proof of Result 5.1 one can easily show that the system is globally
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asymptotically stable.
Proof of Result 2
Let (x¯, z¯) is an equilibrium for (5.4). Then it should satisfy the system of
equations β z2
γ+z2 + φ− δx = 0 and ρx− τz = 0. This yields x¯ = τρ z¯ and f(z¯) = 0
where
f(z) = z3 − (β + φ) ρ
δτ
z2 + γz − φγ ρ
δτ
,
Note that there is no sign differences between consecutive coefficients of f(−z).
As a result, Descartes’rule of signs imply that system (5.4) can not possess any
equilibrium outside positive quadrant. Moreover, the determinant ∆ of the cubic
polynomial f is as defined in this Result. So, by Cardano’s formula there are
three cases to consider as follows:
• Case I; ∆ < 0 : In this case system (5.4) has only one equilibrium (x¯, z¯) with
f
′(z) > 0. With an analysis precisely similar to that used in the proof of
Result 5.1 one can show that f ′(z) > 0 is equivalent to the statement that the
real parts of eigenvalues of the Jacobian matrix of system (5.4) evaluated at
(x¯, z¯) are negative. This proves the local asymptotic stability of (x¯, z¯). This
fact together with Bendixson’s criterion and Poincaré-Bendixson theorem
Result proves the global asymptotic stability of (x¯, z¯).
• Case II; ∆ > 0 : In this case system (5.4) has three distinct equilibria
(x¯1, z¯1), (x¯2, z¯2), and (x¯3, z¯3). Assume that z¯1 < z¯2 < z¯3. Then f
′(z¯1) > 0,
f
′(z¯2) < 0, and f
′(z¯3) > 0. Again, using an argument similar to that of
used in the proof of Result 5.1 (x¯1, z¯1) and (x¯3, z¯3) are sink while (x¯2, z¯2) is
a sadle. In fact, system (5.4) is in a bistable mode.
• Case III; ∆ = 0 : In this case system (5.4) has two equilibria (x¯1, z¯1) and
(x¯2, z¯2) with one of z¯1 and z¯2 being a multiple root of f . The equilibrium
corresponding to the multiple root is not hyperbolic and has a single zero
eigenvalue. As a result, system (5.4) alternates between Case I and Case II.
In other words, system (5.4) switches to a bistable mode from a stable mode
and vice versa based on the direction that the parameters (and thereby,
∆) vary. If these perturbations change the value of ∆ from 0 to a positive
value, this gives birth to a saddle point and a sink. If the opposite happens,
these two equilibria coalesce once ∆ = 0 is satisfied and then, they die out
once ∆ reduces to negative values. These facts illustrate the occurrence of
a saddle-node bifurcation at ∆ = 0.
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Remark 2. Non-hyperbolic systems constitute a singularity and their analysis
requires a special care. Any small perturbation of the parameters may substan-
tially change the qualitative dynamical behavior of the system; this is usually
referred to as bifurcation. To study singular systems and their associated bifurca-
tions, one usually uses a center manifold reduction and next considers parametric
(unfolding) normal forms of the reduced family. Parametric normal forms provide
a simplified parametric system that represents the qualitative behavior of all per-
turbations of the reduced systems. Indeed, ∆ here plays an unfolding parameter
for the fold (saddle-node) bifurcation; see Gazor (2008); Kuznetsov for a detailed
discussion and the unfolding of this singularity.
Remark 3. Note that in the case of gene repression we have the following system
x˙ = β 1
γ + z2 + φ− δx,
z˙ = ρx− τz,
Hence, the equilibrium (x¯, z¯) of the above system satisfies the system of equations
x¯ = δz
ρ
z¯ and f(z¯) = 0 where
f(z) = z3 − ρ
δτ
φz2 + γz − (β + φγ) ρ
δτ
,
Interestingly, the discriminant ∆f of the cubic polynomial f equals
−
(
(4γφ4 + 4βφ3)θ4 + (27β2 + 36βφγ + 8φ2γ2)θ2 + 4γ3
)
Where θ = ρ
δτ
. Clearly, ∆f < 0 and therefore by Cardano’s formula f should have
one single real root and it should be positive by intermediate value theorem. Con-
sequently, our system has a unique equilibrium which is globally asymptotically
stable again using the same techniques we used in the proof of Result 5.1.
Proof of Result 3
(a) The quantity ∆, defined in in Result 2, is a cubic polynomial in terms of γ as
follows
∆(γ) = γg(γ), (5.17)
where g(γ) = −4γ2+(18AB′+A2−27B′2)γ−4A3B′ and B′ = B
γ
. For system (5.4)
to exhibit hysteresis g should have two distinct positive zeros, i.e., the expression
(18AB′ + A2 − 27B′2) as well as the discriminant ∆g = (A− B′)(A− 9B′)3 of g
should be positive. It is easy to verify that these statements hold by (5.6) (note
that condition (5.6) is equivalent to A > 9B′). Suppose 0 < γ− < γ+ denote roots
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of g and let z¯(γ−) and z¯(γ+) are the iterative roots of the cubic polynomial f in
Result 5.2 for γ = γ− and γ = γ+, respectively.
On the other hand, we should check that the iterative root of f is a minimum
(maximum) point once the first bifurcation occurs and is a maximum (minimum)
point once the second bifurcation occurs, or equivalently
f
′′(z¯(γ−))f ′′(z¯(γ+)) < 0, (5.18)
Since f(z¯(γ∓)) = f ′(z¯(γ∓)) = 0 some algebra show that z¯(γ∓) = γ∓ 9B
′−A
6γ∓−2A2 .
Thus, some long but simple calculations show that the left hand side of (5.18)
equals to
−2AA
3 + 133A2B′ − 717A(B′)2 + 711(B′)3
(A− 9B′)2 ,
which is negative by condition (5.6), hence (5.18) is satisfied.
(b) ∆ is a cubic polynomial in terms of A as follows
∆(A) = (−4B)A3 + γ2A2 + (18γB)A (5.19)
− 4γ3 − 27B2,
By Descartes’rule of signs ∆(A) has either no positive root or, two positive roots.
For hysteresis to happen for system (5.4), therefore, the latter possibility should
occur. So, the discriminant ∆A = −16(27B2 − γ3)3 of ∆(A) should be positive,
i.e., γ3 > 27B2. And this is exactly condition (5.7). Next, by an argument
precisely similar to that of case (a) we should have f ′′(z¯(A−))f
′′(z¯(A+)) < 0
where A− < A+ denote the positive roots of ∆(A). This condition is met since
d(f(z))
dA
= −z2 < 0. (5.20)
Finally, since we vary the parameter β = A δτ
ρ
− φ we should make sure that




The fact that∆(A) is increasing on (0, A−) and decreasing on (A+,∞) implies that
(5.21) is satisfied if and only if ∆(B/γ) < 0 and ∆′(B/γ) > 0. By some algebra we
obtain that ∆(B/γ) = −4 (B2+γ3)2
γ3 which is negative and ∆
′(B/γ) = −4B 3B2−5γ3
γ2
which is positive by (5.7).
(c) ∆ is a quartic polynomial of φ. Some calculations show that the first three
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coefficients of ∆(φ) are all negative. Therefore, based on the sign of the last two
coefficients of ∆(φ), Descartes’s rule of signs implies that ∆ can have either two,
or one, or no root. For irreversible bistability to happen, therefore, the second
possibility should hold, i.e., either the last two coefficients should be both positive
(or one zero and the other one positive), or the fourth coefficiet is negative (or
zero) and the fifth one is positive. The later holds iff the left hand side of (5.8)
is greater than or equal to 5γ and the former holds iff the left hand side of (5.8)
lies in the interval [4γ, 5γ]. Hence, under (5.8) we have irreversible bistability.
Proof of Result 4
The proof is very similar to that of Result 5.2. We just give the main idea.
Suppose (x¯, z¯) is a an equilibrium point. Then x¯ = τ
ρ
z¯ and f(z¯) = 0 where
f(z) = zm+1 − (β + φ) ρ
δτ
zm + γz − φγ ρ
δτ
.
Since f has three sign differences between consecutive coefficients, by Descartes’
rule of signs f either has three positive roots or, it has only one single positive
root (note that in case m is not an integer one has to use Laguerre’s extension
of Descartes’ rule of signs for generalized polynomials Jameson (2006); Laguerre
(1884). The case of a single positive root is comparable with the case ∆ < 0 in
Result 5.2 in which system exhibits stability. Likewise, the case of having three
distinct roots is comparable with the case ∆ > 0 in Result 5.2 where system
exhibits bistability. Finally, when f has three positive roots it can happen that
two of them coincide and in fact f has two positive distinct roots, one of them
being an iterative root. In such a case system (5.9) has two equilibria, one being
a sink and the other one non-hyperbolic. This is comparable to the case ∆ = 0
in Result 5.2.
Proof of Result 5
(a) At equilibrium we have β z¯m
γ+z¯m + φ − δτρ z¯ = 0. In bifurcation diagrams,
normally the x-axis and y-axis are used to represent the parameters and the state
variables respectively (here, the bifurcation diagram represents z¯ versus φ). In
case of bistability, such a bifurcation diagram does not display a well-defined
function since for some parameter values there exist alternative states. However,
if we exchange the axes we come up with a function. To this end, we write φ in
terms of z¯, i.e.,
φ = φ(z¯) = δτ
ρ
z¯ − β z¯
m
γ + z¯m ,
88 Stability estimation of autoregulated genes
Transition between irreversibility and hysteresis occurs when one of the fold bi-
furcation points touches the y-axis in the bifurcation diagram. This is equivalent
to say that φ(z¯) touches the horizontal axis. In fact, we want to find the point
z¯0 > 0 so that
φ(z¯0) = φ
′(z¯0) = 0,
Some algebraic calculations show that z¯0 = [γ(m − 1)] 1m . Note that φ′′(z¯) > 0
for all z¯ ≥ z¯0, i.e., the upper branch in the bifurcation diagram touches the y-
axis at z¯0. At such a point, any small variation to other parameters other that
φ leads to a qualitative change of the bifurcation diagram. Irreversibility occurs
once φ(z¯0) < 0. This easily yields (5.10).
Transition between hysteretic and non-hysteretic (smooth) situations occurs
at a cusp bifurcation. To find the cusp point we should find z¯0 > 0 in which
φ
′′(z¯0) = 0,





m . Note that at the
moment of cusp bifurcation φ′(z¯0) = 0 and φ is increasing. Therefore, Once φ
′(z¯0)
gets negative the system exhibits hysteresis. This simply leads to condition 5.11.
(b) Similar to (a) we write










It is easy to check that it is not possible to find z¯0 > 0 in which fulfills the
relations β(z¯0) = β
′(z¯0) = 0. This simply proves that in this case one can not
observe the situation in which transition between hysteresis and irreversibility
happens. In fact, one can easily prove that (a) is the only case this can happen.
Now, we proceed to find the parameter values in which hysteresis happens. Some




m−1 . Again, at cusp bifurcation β
′(z¯0) = 0 and β is increasing. Therefore, our
system shows hysteresis once β ′(z¯0) gets negative which leads to condition 5.12.
Inference in Michaelis-Menten autoregulatory models
In this section we particularize the method proposed in Gonzalez et al. (2013);
González et al. (2014) to estimate the parameters of Michaelis-Menten autoregu-
latory models.
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Noise model
Consider an autoregulatory loop modeled by (5.3), (5.4) or (5.9). Let yx,i and
yz,i denote respectively the measured expression of the gene and the abundance
of the TF at time-point ti. We assume that
yx,i ∼ N (x(ti), σ2x), and yz,i ∼ N (z(ti), σ2z),
where N represents the Gaussian distribution with variances σ2x and σ2z . Let
Sx = {(yx,i, ti) ∈ IR × T}ni=1 be the set mRNA measurements across the time
points t1, . . . , tn. Similarly, denote by Sz = {(yz,i, ti) ∈ IR× T}ni=1 the set of mea-
surements of the TF and let S = {Sx, Sz} be the whole observed sample. Denote
by θ ≡ {β, ρ, δ, τ, γ, φ} the set of parameters of the kinetic model. Assuming fixed
variances, σ2x and σ2z , the system log-likelihood is given by











where both functions x and z satisfy the ODE in (5.9).
Regularization approach
In order to estimate the parameters of the system given S we follow the reg-
ularization approach proposed in Gonzalez et al. (2013). The starting point is to
maximize the penalized likelihood
lλ(S; θ, x, z) = l(S; θ, x, z) + λ[Ω1(x) + Ω2(z)] (5.23)




(x˙(t) + δx(t)− p(t; θ, z))2dt and Ω2(z) =
∫
T
(z˙(t) + τz(t)− ρx(t))2dt.
Note that Ω(x), Ω(z) are convex functionals that incorporate to the probabilis-
tic model the information provided by the kinetic model. By maximizing (5.23),
the fitness of x and z to the data and their closeness to be a solution of (5.23) is
balanced by means of the parameters λ.
To optimize (5.23) across θ requires to use a computational solver to obtain
values of x and z for each set of parameters. Instead, one can bypass this step in
two ways, either by writing (5.23) as a regularization problem in a reproducing
kernel Hilbert space as it is detailed in Gonzalez et al. (2013) or as a generalized
Tikhonov regularization problem as described in Vujačić et al. (2016).
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The reproducing kernel Hilbert space framework
Broadly, for La(D) = ddt + a, one needs to consider the functions x˜ = x −
Lδ(D)−1p(t; θ, z∗), z˜ = z − Lτ (D)−1ρx(t) where z∗ and x∗ are two data-based
estimators of z and x. Transforming S accordingly, the log-likelihood
lλ(S˜; θ, x˜, z˜) = l(S; θ, x˜, z˜) + λ[Ω1(x˜) + Ω2(z˜)], (5.24)
which it shares its maximum with (5.23), can be studied within the statistical
theory of regularization in reproducing kernel Hilbert spaces.
A reproducing kernel Hilbert space (RKHS) H is a Hilbert space of functions
uniquely characterized by a continuous, symmetric and positive definite function
K : X × X → IR named Mercer Kernel or reproducing kernel for H Aroszajn
(1950). The space H can be understood as the completion of linear combinations
of the form f(t) = ∑i αiK(t, ti) where αi ∈ IR and ti ∈ T with inner product
⟨f, g⟩ = ∑ij αiβjK(ti, tj) for g(t) = ∑i βiK(t, ti) ∈ H. (See Cucker and Smale
(2001); Wahba (1990) for details).
The maximization of (5.24) can be written as a regularization problem where
both x˜ and z˜ belong respectively to certain RKHSs Berlinet and C. (2005); Poggio
and Girosi (1990). In particular let Kx and Kz respectively the Green’s functions
of Lδ(D)∗Lδ(D) and Lτ (D)∗Lτ (D). Following Poggio and Girosi (1990) we can
replace in (5.24) ∥Lδ(D)x˜∥2 by ∥x˜∥2Kx and ∥Lτ (D)z˜∥2 by ∥x˜∥2Kz .
For fixed θ, the maximizer of (5.24) are the functions x˜(t) = ∑ni=1 α̂jKx(t, ti),
z˜(t) = ∑ni=1 β̂jKz(t, ti) where α̂i, β̂i ∈ IR and the vectors of coefficients α̂ =
(α̂1, . . . , α̂n) and β̂ = (β̂1, . . . , β̂n) are obtained by maximizing







+ λ[αTKα+ βTKzβ] (5.25)
where y˜x and y˜z are the transformed vectors of observations and Kx and Kz are
the matrices whose entries ij are (Kx)ij = Kx(ti, tj) and (Kz)ij = Kz(ti, tj). We
refer to Gonzalez et al. (2013) for details about the computation of these matrices.
Following standard methods of differential calculus it can be shown that the




Kx + 2λσ2xI 0





where In is the n-dimensional identity matrix.
Effectively, using the RKHS framework we obtain an explicit form for x˜ and
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x˜ for each value of the set of parameters θ. Replacing α̂ and β̂ in (5.25) we
obtain an expression of the penalized likelihood that only depends on θ and whose
computation does not requires of a solution of the ODE. In particular, it is easy
to obtain that
lλ(θ|S) = − y˜
T




z [I − (I + σ2xλK−1z )−1]y˜z
2σ2x
. (5.26)




In practice, a conjugate gradient algorithm can be used in this step. The choice
of λ can be addressed by using a model selection criteria as suggested in Gonzalez
et al. (2013).
Generalized Tikhonov regularization for ODE estimation
Recently Vujačić et al. (2016) introduced a general framework for parameter
estimation in ordinary differential equations. The framework is based on gener-
alized Tikhonov regularization and extremum estimation. They show that the
generalized Tikhonov functional for the equation F (x(., θ)) = 0 is
Tα,γ(x(·,β(θ))) = J (x(·,β(θ))) + αΩ(x(·,β(θ))− x0) + γS(x(·,β(θ))), (5.27)
where the functionals J , Ω and S are defined in Vujačić et al. (2016) as Objective
function, Stabilizing functional and Similarity function, respectively. The regular-
ized solution is found by optimizing (5.27) over function space X dn parametrized
by β(θ) = (β⊤1 (θ), . . . ,β⊤d (θ))⊤. This can be achieved in two steps. First, for
any fixed θ they assume that each component of x(·,θ) is approximated by an
element from the same finite dimensional function space Xn ⊂ C1[0, T ] of di-
mension m = m(n) with basis {h1, . . . , hm}. With applying the approximation




βik(θ)hk(t) = β⊤i (θ)h(t), (5.28)
where βi(θ) = (βi1(θ), . . . , βim(θ))⊤ and h(t) = (h1(t), . . . , hm(t))⊤. Commonly
used basis functions are B-splines; they yield a sequence of spaces X dn whose union
is dense in (C1[0, T ])d.
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Parameter estimates for INO4 yeast system
We are applying generalized Tikhonov regularization for INO4 yeast system
and results are shown in Table 5.4. Parameter names are as follows:
γ = half saturation constant
β = production rate
ϕ = basis production rate
δ = decay rate mRNA
τ = decay rate protein
Parameter λ is trade-off parameter which set up the similarity function in gener-
alized Tikhonov function. Parameter λ is varied from 20−1 to 205. There is large
bias for small values of λ, where smoothing is emphasized, but, as λ increases,
parameter estimates become nearly unbiased. We obtain good coverage properties
for our estimates in λ = 2000. As a practical matter, using this value for λ can
be considered sufficient.
Hill Coefs γ β ϕ δ τ AIC λ
m = 1 0.927 0.448 0.005 0.035 3.184 1.590 2000
m = 2 0.841 0.133 0.019 0.012 3.374 1.577 2000
m = 3 0.835 0.001 0.835 0.087 3.368 1.697 2000
m = 4 0.862 0.071 0.440 0.053 2.961 1.624 2000
m = 5 0.841 0.131 0.018 0.014 3.374 1.583 2000




One of the basic aims of science is to unravel the chains of cause and effect
of particular systems. Especially for large systems, this can be a daunting task.
Detailed interventional and randomized data sampling approaches can be used to
resolve the causality question, but for many systems such interventions are impos-
sible or too costly to obtain. By describing the causal network as a directed acyclic
graph it is a possible to estimate a class of Markov equivalent systems that describe
the underlying causal interactions consistently, even for non-Gaussian systems. In
non-Gaussian systems, causal effects stop being linear and cannot be described
any more by a single coefficient.
In Chapter 2, we derive the general functional form of causal effects in a large
subclass of non-Gaussian distributions, called nonparanormal. We also derive a
convenient approximation, which can be used effectively in estimation. We apply
the method to an observational gene expression dataset.
In Chapter 3, we consider estimation of parameters in models defined by systems
of ordinary differential equations (ODEs). This problem is important because
many processes in different fields of science are modeled by systems of ODEs.
Various estimation methods based on smoothing have been suggested to bypass
numerical integration of the ODE system. In this Chapter, we do not propose
another method based on smoothing, but show how some of the existing ones can
be brought together under one unifying framework. The framework is based on
generalized Tikhonov regularization and extremum estimation. We define an ap-
proximation of the ODE solution by viewing the system of ODEs as an operator
equation and exploiting the connection with regularization theory.
In Chapter 4 our aim is to learn the dynamic process from an unknown sys-
tem of ordinary differential equations. We model the dynamical process non-
parametrically as a system of additive ordinary differential equations. We propose
a new approach that uses the linear nature of the model to derive fast explicit
estimators, without the need of explicitly solving the ordinary differential equa-
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tions.
In Chapter 5, we use the generalized family of MM kinetic models. We give
a full analysis regarding the stability of autoregulated genes. We show that the
autoregulation mechanism has the capability to exhibit diverse cellular dynam-
ics including hysteresis, a typical characteristic of bistable systems, as well as
irreversible transitions between bistable states. We also introduce a statistical
framework to estimate the kinetics parameters and the probability of different
stability regimes given observational data. Empirical data for the autoregulated
gene SCO3217 in the SOS system in Streptomyces coelicolor and the autoregulated
gene INO4 in S.cerevisiae are analyzed. The coupling of a statistical framework
and a mathematical model can give further insight into understanding the evolu-
tionary mechanisms toward different cell fates in various systems.
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Samenvatting
Een van de fundamentele doelstellingen van wetenschap is het ontrafelen van
de keten van oorzaak en gevolg in bepaalde systemen. Vooral voor grote syste-
men kan dit een lastige taak zijn. Benaderingen met gedetailleerde interventionele
en gerandomiseerde data kunnen gebruikt worden om de causaliteitsvraag op te
lossen, maar voor veel systemen zijn zulke interventies onmogelijk of te kostbaar.
Wanneer we een causaal netwerk beschrijven als een gerichte acyclische graaf dan
is het mogelijk om een klasse van Markov-equivalente systemen te benaderen
die de onderliggende oorzakelijke verbanden consistent beschrijft, ook voor niet-
Gaussische systemen. In deze systemen zijn de causale effecten niet langer lineair
en kunnen ze niet meer beschreven worden door slechts een coefficient.
In hoofdstuk 2 leiden we een algemene functionaalvorm van causale effecten af in
een grote onderklasse van niet-Gaussische distributies, genaamd niet-paranormaal.
Ook leiden we een geschikte benadering af die effectief gebruikt kan worden in
schattingen. Deze methode passen we toe op een waarnemingen van genexpressie.
In hoofdstuk 3 beschouwen we de schatting van parameters in modellen die
gedefinieerd worden door gewone differentiaalvergelijkingen (ODE). Dit is een
belangrijk probleem omdat veel processen in verschillende gebieden van de weten-
schap gemodelleerd worden door systemen van ODE’s. Diverse schattings meth-
oden gebaseerd op smoothing zijn voorgesteld om numerieke integratie van het
ODE-systeem te vermijden. In dit hoofdstuk bieden we niet een andere methode
gebaseerd op smoothing, maar laten we zien hoe sommige van de bestaande meth-
odes samengebracht kunnen worden in een verenigend raamwerk. Dit raamwerk is
gebaseerd op gegeneraliseerde Tikhonov regularisatie en schatting van extremen.
We definieren een benadering van de oplossing van de ODE door het systeem van
ODE’s te beschouwen als een operatorvergelijking en de connectie met regular-
isatietheorie uit te buiten.
Het doel in hoofdstuk 4 is het vatten van het dynamisch proces van een onbek-
end systeem van gewone differentiaalvergelijkingen. Hiertoe modelleren we het
dynamisch proces niet-parametrisch als een systeem van additieve gewone differ-
entiaalvergelijkingen. We stellen een nieuwe benadering voor dat gebruik maakt
van het lineaire karakter van het model om snelle, expliciete schattingen af te
leiden, zonder dat we de differentiaalvergelijkingen expliciet hoeven op te lossen.
In hoofdstuk 5 gebruiken we de gegeneraliseerde familie van MM kinetische mod-
ellen. We geven een volledige analyse met betrekking tot de stabiliteit van zelf-
gereguleerde genen. We tonen aan dat het zelf-regulerende mechanisme de mogeli-
jkheid heeft om verschillende cellulaire dynamica te ondergaan, waaronder hys-
teresis (een typisch kenmerk van bistabiele systemen) en ook onomkeerbare tran-
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sities tussen bistabiele toestanden. Ook introduceren we een statistisch raamwerk
voor het benaderen van de kinetische parameters en de waarschijnlijkheid van ver-
schillende stabiliteitsregimes van gegeven waarnemingen. De empirische data van
het zelf-gereguleerde gen SOC3217 in het SOS-systeem van Streptomyces coelicolor
en het zelf-gereguleerde gen INO4 van S.cerevisiae is geanalyseerd. Het koppelen
van een statistisch raamwerk en een wiskundig model kan meer inzicht verschaf-
fen voor het begrijpen van evolutionaire mechanismen omtrent het verschillend
lot van cellen in diverse systemen.
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