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In-Place Sparse Suffix Sorting∗
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Abstract
Suffix arrays encode the lexicographical order of all suffixes
of a text and are often combined with the Longest Common
Prefix array (LCP) to simulate navigational queries on the
suffix tree in reduced space. In space-critical applications
such as sparse and compressed text indexing, only informa-
tion regarding the lexicographical order of a size-b subset
of all n text suffixes is often needed. Such information can
be stored space-efficiently (in b words) in the sparse suffix
array (SSA). The SSA and its relative sparse LCP array
(SLCP) can be used as a space-efficient substitute of the
sparse suffix tree. Very recently, Gawrychowski and Koci-
umaka [11] showed that the sparse suffix tree (and there-
fore SSA and SLCP) can be built in asymptotically optimal
O(b) space with a Monte Carlo algorithm running in O(n)
time. The main reason for using the SSA and SLCP arrays
in place of the sparse suffix tree is, however, their reduced
space of b words each. This leads naturally to the quest for
in-place algorithms building these arrays. Franceschini and
Muthukrishnan [8] showed that the full suffix array can be
built in-place and in optimal running time. On the other
hand, finding sub-quadratic in-place algorithms for building
the SSA and SLCP for general subsets of suffixes has been
an elusive task for decades. In this paper, we give the first
solution to this problem. We provide the first in-place al-
gorithm building the full LCP array in O(n log n) expected
time and the first Monte Carlo in-place algorithms building
the SSA and SLCP in O(n + b log2 n) expected time. We
moreover describe the first in-place solution for the suffix
selection problem: to compute the i-th smallest text suf-
fix. In order to achieve these results, we show that we can
quickly overwrite the text with a reversible and implicit data
structure supporting Longest Common Extension queries in
polylogarithmic time and text extraction in optimal time:
this structure is strictly more powerful than a plain text
representation and is of independent interest.
∗Part of this work was done while the author was a PhD
student at the University of Udine, Italy. Work supported by
the Danish Research Council (DFF-4005-00267).
†DTU Compute, Technical University of Denmark
1 Introduction
The suffix sorting problem — to compute the lexico-
graphic order of all suffixes of a text — has been the
subject of study of dozens of research articles since the
introduction of suffix arrays in [1, 13, 27], and is a fun-
damental step in most of the indexing and compression
algorithms developed to date. The algorithm originally
introduced by Manber and Myers in [27] sorts all suf-
fixes of a text of length n in O(n) words of space and
O(n logn) time. Even faster construction times can be
achieved by constructing the suffix tree in linear time
[34] and traversing it. Reducing the constants hidden
in the asymptotic linear running time and linear space
occupancy of suffix sorting algorithms has been one of
the main goals of subsequent works tackling the prob-
lem. The survey [29] gives a good overview of the main
suffix sorting techniques developed in the two decades
following the introduction of suffix arrays. Relevant to
our work are the results of Franceschini and Muthukr-
ishnan [8], Goto [15], and Li et al. [24]. The authors of
these papers showed that suffix sorting is possible within
the same space of the text and the final suffix array, that
is, in place. Parallel to the study of techniques to sort
all suffixes of a text, several authors started consider-
ing the problem of efficiently sorting only a subset of b
text’s suffixes [2, 3, 6, 11, 17, 19, 20], a fundamental step
in the construction of compressed and sparse text in-
dexes [20] and space-efficient compression algorithms.
Very recently, Gawrychowski and Kociumaka [11] gave
the first optimal time-and-space solution to the prob-
lem, showing thatO(b) working space andO(n) running
time are achievable with a Monte Carlo algorithm (they
also consider a Las Vegas algorithm with higher run-
ning time). Interestingly, to date no in-place (i.e. O(1)
working space) and sub-quadratic (i.e. o(n · b) time)
algorithm is known for the general sparse suffix sorting
problem. Such an algorithm should take as input a text
T and an array S of b text positions, and suffix-sort S
using O(1) words of working space on top of T and S.
The hardness of this problem resides — arguably — in
its generality: since the b text positions to be sorted
can be arbitrarily distributed in the text, it seems hard
to devise prefix-doubling or recursive techniques such as
the ones existing for the full suffix array or for equally-
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sampled sparse suffix arrays. It is well known (see,
e.g. [2]) that the Longest Common Extension problem
(LCE) — that is, to find the length of the longest com-
mon prefix between any two text suffixes — is closely
related to the suffix sorting problem. In this paper,
we exploit this relation and give the first in-place solu-
tion to the sparse suffix sorting problem. We tackle the
problem from a different standpoint with respect to the
in-place suffix sorting algorithms described in [8,15,24]:
instead of inducing in-place the ordering of S starting
from the already-defined ordering of a subset of S, we
devise a strategy to replace in-place the text with an im-
plicit data structure (i.e. of the same size of the text plus
a constant number of memory words) supporting fast
LCE and text access queries. To achieve this result, we
first show how to replace the text with the Karp-Rabin
fingerprints [21] of a subset of its prefixes. This text rep-
resentation supports fast computation of the fingerprint
of any text substring and optimal-time text extraction,
and therefore can be used to answer LCE queries with
a simple binary search strategy. By slightly modify-
ing Karp-Rabin’s technique, we are then able to com-
press these fingerprints to exactly the text’s size (plus
a constant number of memory words). Our transfor-
mation is fully reversible, implying in particular that
the text can be reconstructed (and efficiently accessed)
from it. More in detail, let w be the memory word size
(in bits), T ∈ {0, . . . , σ − 1}n be the input text stored
in n⌈logσ⌉ bits, and ℓ be the result of the LCE query.
We show that T can be replaced in-place and O(n) ex-
pected time with a data structure of size n⌈log σ⌉+O(w)
bits supporting O(log2 ℓ)-time LCE queries with high
probability and optimal O(m log σ/w)-time extraction
of any length-m text substring. LCE queries can be
speeded up to O(log ℓ) time using O(logn) additional
words of space. By allowing O(n) additional words of
working space and O(n logn) expected time during con-
struction, our structure can be made deterministic, i.e.
the returned LCE values are always correct.
As a first immediate result, we obtain the first
solution for the LCE problem that uses constant space
on top of the text while supporting polylogarithmic-
time LCE queries (see [3, 4, 18, 28, 32, 33] for other
space-efficient solutions). Our structure is strictly more
powerful than a plain text representation and is of
independent interest. Interestingly, our data structures
permit to circumvent a lower bound that holds in the
read-only model for LCE structures occupying at least
linear space. If we are not allowed to modify the text
(but only store additional structures on top of it), then
the relation s(n)t(n) ∈ Ω(n logn) must hold, where
s(n) ∈ Ω(n) and t(n) are the space (in bits) used on
top of the text and the time for answering LCE queries,
respectively [23]. Both our bounds satisfy, instead,
s(n)t(n) ∈ O(log3 n). This is possible because (i) we
use O(polylog(n)) space on top of the text, which is
in contrast with the requirement s(n) ∈ Ω(n) of [23],
and (ii) we allow the text to be overwritten. Our
LCE structure can be directly used to solve in-place the
sparse suffix sorting problem. We present an algorithm
sorting an arbitrary subset of b text suffixes in-place and
O(n + b log2 n) expected time. The algorithm returns
the correct result with high probability.
The second problem we consider is that of building
in-place the Longest Common Prefix array (LCP), that
is, the array storing the lengths of the longest common
prefixes between lexicographically adjacent text suffixes.
As SA construction algorithms, LCP construction algo-
rithms have been the subject of several research articles
(see [12,30] and references therein). As opposed to suffix
arrays, in-place algorithms for building the LCP array
have been considered only very recently [25]. The time-
gap between solutions for building in-place the (full) SA
and the LCP is considerable, as the fastest known al-
gorithm for the latter problem runs in O(n2) time [25].
The second contribution of this paper is the first sub-
quadratic in-place LCP array construction algorithm.
Our algorithm uses constant space on top of T and
LCP, runs in O(n logn) expected time on alphabets of
size nO(1), and returns always the correct result. On
more general alphabets whose elements fit in a constant
number of memory words, we provide an in-place LCP
construction algorithm running in O(n log2 n) expected
time. To achieve these results, we show how to de-
randomize our LCE data structure in n words of space
by applying multiple rounds of in-place integer sorting
to the text’s positions using Karp-Rabin’s fingerprints
as comparison values. We then build in-place the suf-
fix array with existing techniques [8] and convert it to
the LCP array using our LCE data structure. O(n logn)
running time is achieved using in-place radix sorting [10]
and compressing a portion of the suffix array to get the
extra space for supporting fast LCE queries. Applying
the same techniques to the sparse suffix array, we ob-
tain the first solution to the in-place sparse LCP array
(SLCP) construction problem. Our algorithm replaces
a set S of b text position with the SLCP array relative
to the SSA of S in O(n + b log2 n) expected time. The
algorithm returns the correct answer with high proba-
bility.
To conclude, we consider the suffix selection prob-
lem: to return the i-th lexicographically smallest text
suffix. It is known that this problem can be solved in
optimal O(n) time and O(n) words of space on top of
the text [9]. Considering that the output consists of only
one text position, this solution is far from being space-
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efficient. In this paper, we present the first in-place
solution for the suffix selection problem: our algorithm
runs in O(n log3 n) expected time, uses only constant
space on top of the text, and returns the correct result
with high probability. All our algorithms work under
the assumption that the text is re-writable. After exe-
cution, we restore the text in its original form.
2 Preliminaries
We work under the following model. We assume our
input T to be a text of length n drawn from an integer
alphabet Σ = {0, . . . , σ − 1}, stored using ⌈logσ⌉ bits
per character. We moreover assume that T is re-
writable. After execution, our algorithms restore T in
its original form. Even though these might seem to be
strong requirements, we note that the same assumptions
are often (implicitly) made when dealing with in-place
algorithms. For example, the assumption that the input
takes ⌈log σ⌉ bits per character is equivalent to the
one made when sorting in-place n integers of ⌈log σ⌉
bits each, where σ is the largest integer in the array.
It is known that the integers could be represented so
that they use overall ⌈n log2 σ⌉ + O(1) bits [5], and
better representations such as arithmetic or prefix-free
encodings achieve even compressed space. Standard
in-place sorting algorithms need to assume efficient
access to the array, which translates (implicitly) to
assumptions on the input format. Generalizing our
solutions to more efficient encodings represents therefore
a first line of improvement over the results described in
this paper. As far as the requirement of re-writable text
is concerned, the usual definition of in-place algorithm
is “an algorithm which transforms the input into the
output using constant additional working space” (where
“constant” is measured in computer memory words). In
the case of sparse suffix sorting, the input is represented
by the text T and the array of positions S, and the
output consists of T and the lexicographically-sorted S
(or even just S). It is also true that, in our case, we
cannot exclude that the same results described in this
paper could be obtain re-using only the space of S (as
done in [8] for the full suffix array). Also this represents
a possible line of improvement over our work.
w ≥ 1 is the memory word size (in bits). In our
proofs we assume n ∈ ω(1) (clearly, if n ∈ O(1) then
all considered problems can be trivially implemented
in constant time), logn ≤ w, and ⌈log σ⌉ ≤ w. Since
we make use only of integer additions, multiplications,
modulo, and bitwise operations (masks, shifts), we
assume that we can simulate a memory word of size w′ =
c · w for any constant c with only a constant slowdown
in the execution of these operations. Subtractions,
additions and multiplications between (c ·w)-bits words
take trivially constant time by breaking the operands
in 2c digits of w/2 bits each and use schoolbook’s
algorithms (i.e. O(c)-time addition and O(c2)-time
multiplication). The modulo operator a mod q (with
q fixed) can be computed as a mod q = a − ⌊a/q⌋ · q.
Computing ⌊a/q⌋ can be done efficiently using Knuth’s
long division algorithm [22]. Bitwise operations on
(c · w)-bits words can trivially be implemented with
c bitwise operations between w-bits words. Since we
can simulate words of size O(w) with no asymptotic
slowdown, our results are generalizable to the case
logn ∈ O(w) and log σ ∈ O(w). For some of the results
described in Section 5 we will require the stricter bound
σ ≤ nO(1).
For a more compact notation, with T [i, . . . , j] we
denote both T ’s substring starting at position i and
ending at position j, and the integer with binary
representation T [i]T [i + 1] . . . , T [j] (each T [i] being a
⌈log σ⌉-bits integer). If j < i, T [i, . . . , j] denotes the
empty string ǫ or the integer 0. The use (string/integer)
will be clear from the context. T.LCE(i, j) indicates the
length of the longest common prefix of T [i, . . . , n − 1]
and T [j, . . . , n− 1], i.e. the i-th and j-th suffixes of T .
φq : {0, 1}
∗ → [0, q − 1] indicates the Karp-Rabin
hash function [21] with modulo q on strings from the
binary alphabet {0, 1}. This function is defined as
φq(S) = S mod q, where ‘S’ has to be interpreted as a
binary string on the left hand-side of the equation, and
as a binary number of |S| digits on the right-hand side
of the equation.
W.h.p. (with high probability) means with proba-
bility at least 1 − n−c for an arbitrarily large constant
c. If not otherwise specified, logarithms are in base 2.
3 A Monte Carlo in-place LCE data structure
Our strategy to obtain a data structure supporting LCE
queries follows the one described by Bille et al. [3, 4].
Our improvements over this result regard space of
the structure and its construction time. First, we
describe an implicit data structure supporting efficient
computation of the Karp-Rabin fingerprint of any text
substring. Our original idea is to replace the text (not
just augment it) with the fingerprints of a subset of
its prefixes. The loss in space efficiency is avoided
by repeatedly picking the Karp-Rabin modulus q very
close, but above, a power of two until all residues
are below that power of two (thus saving 1 bit per
stored fingerprint). Using Karp-Rabin fingerprints,
LCE queries are then answered with a technique similar
to the one used in [3, 4] (i.e. exponential and binary
search on O(log ℓ) prefixes of the two text suffixes).
We start considering the binary case σ = 2, and
then extend the result to more general alphabets. We
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introduce two sources of randomness in our structure:
themodulus q and the seed s¯. First, we choose a random
prime q uniformly in the interval 1 [2, 2w−1]. We define
a block size τ = ⌈log q⌉. Without loss of generality, we
assume that n is a multiple of τ (the general case can
be reduced to this case by left-padding the text with
τ−(n mod τ) bits). At this point, we choose uniformly
a random number (the seed) s¯ in the interval [0, q − 1].
s¯ is an integer of τ bits (after a suitable left-padding
of zeros); we left-pad our binary text T with s¯ written
in binary. Clearly, LCE(i, j) queries on T can still be
solved using the padded text s¯T by simply adding τ to
the arguments of LCE (i.e. solving LCE(i + τ, j + τ)
on the padded text). To improve readability, in what
follows we assume that T is prefixed by s¯ (and thus write
just T and n instead of s¯T and n+ τ , respectively). Let
B,P ′ ∈ [0, q − 1]n/τ be the arrays defined as
B[i] = T [i · τ, . . . , (i+ 1) · τ − 1], i = 0, . . . , n/τ − 1
and
P ′[i] =
∑i
j=0 2
(i−j)·τ · B[j] mod q
= φq(T [0, . . . , (i+ 1) · τ − 1])
First, note that B[i] − q ≤ (2τ − 1) − 2τ−1 < 2τ−1 ≤
q, so ⌊B[i]/q⌋ ∈ {0, 1} holds. We build a bitvector
D[0, . . . , n/τ−1] defined asD[i] = ⌊B[i]/q⌋. To simplify
notation, let P ′[−1] = 0. At this point, B’s values can
be retrieved as B[i] = (P ′[i]− 2τ · P ′[i− 1] mod q) +
D[i] · q. Arrays P ′ and D take n + n/τ bits of space
and replace the text in that they support the retrieval
of any B[i]. First, we show how to compute efficiently
φq(T [i, . . . , j]) for any 0 ≤ i ≤ j < n by using P
′ and D.
We then show how to reduce the space usage to n+O(w)
bits while still being able to support constant-time text
extraction and Karp-Rabin fingerprint computation.
Let j = ⌊i/τ⌋. Then,
φq(T [0, . . . , i]) = φq(T [0, . . . , j · τ − 1]) · 2
i−j·τ+1 +
φq(T [j · τ, . . . , i]) mod q
= P ′[j − 1] · 2i−j·τ+1 +
⌊B[j]/2τ−i+j·τ−1⌋ mod q
We now have to show how to compute the finger-
print φq(T [i, . . . , j]), j ≥ i, of any text substring. This
can be easily achieved by means of the equality:
(3.1)
φq(T [i, . . . , j]) = φq(T [0, . . . , j]) −
φq(T [0, . . . , i− 1]) · 2
j−i+1 mod q
1Note that we can generate uniform primes from any interval
with the naive algorithm that picks a random integer from that
interval, tests it for primality, and returns it if prime (repeating
until a prime is found). See [7] for more efficient methods.
Computing 2e mod q takes O(log e) time with the fast
exponentiation algorithm, therefore the computation of
φq(T [i, . . . , j]) takes O(log(j − i + 1)) time with our
structure for all 0 ≤ i ≤ j < n.
3.1 Reducing space usage In order to remove the
n/τ -bits overhead, we build an auxiliary array S = 〈i :
⌊P ′[i]/2τ−1⌋ = 1, i = 0, . . . , n/τ − 1〉 storing all i’s
such that the most significant bit of P ′[i] is equal to
1. At this point, we replace P ′ with an array P of
n/τ integers of (τ − 1) bits each defined as P [i] = P ′[i]
mod 2τ−1, i = 0, . . . , n/τ − 1, i.e. we remove the most
significant bit from each P ′[i]. P takes n · (τ − 1)/τ bits
of space. Clearly, by using P and S we can retrieve any
P ′[i] in O(|S|) time with a simple linear scan on S. The
main idea, at this point, is to choose the prime q in such
a way that the expected size of S becomes constant (in
fact: equal to zero).
We reverse our strategy. We first choose a block size
τ ∈ Θ(w), pick a uniform prime q such that ⌈log q⌉ = τ ,
and then choose a uniform seed s¯ in [0, q−1]. Operations
on integers of size τ ∈ Θ(w) can still be performed
in constant time. In Sections 3.2 and 3.3 we show
how to choose τ . The key point is that each P ′[i] is
a uniform random variable taking values in the range
[0, q − 1]. To prove this statement, note that P ′[i]
can be written as P ′[i] = s¯ · 2i·τ + t¯i mod q, where
t¯i = φq(T [τ, . . . , (i + 1) · τ − 1]). Let P(P
′[i] = x),
x < q, be the probability that P ′[i] is equal to x. Then,
for any x < q,
(3.2)
P(P ′[i] = x) = P(s¯ · 2i·τ + t¯i ≡q x)
= P(s¯ ≡q (x− t¯i) · 2
−i·τ )
= 1/q
The fact that q is prime guarantees the existence of
the inverse of 2i·τ modulo q. Let x < q. Equation 3.2
implies, in particular, that
(3.3) P(P ′[i] < x) = x/q
Let 1¯i ∈ {0, 1} be the indicator random variable
taking value 1 iff the most significant bit of P ′[i] is equal
to 1. Equation 3.3 implies that 1¯i has a Bernoullian
distribution with success probability p = (q − 2τ−1)/q.
We want this probability to be at most 1/n in order
to get an expected constant size for S. By solving
(q − 2τ−1)/q ≤ 1/n and by adding the constraint
⌈log q⌉ = τ , we obtain that the interval Z from which
we have to uniformly pick q in order to satisfy both
constraints is
(3.4) Z =
[
2τ−1, 2τ−1
(
n
n− 1
)]
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At this point, S’s expected size E[|S|] can be computed
as
(3.5)
E[|S|] = E
[∑n/τ−1
i=0 1¯i
]
=
∑n/τ−1
i=0 E[1¯i]
= nτ E[1¯i]
= nτ ·
q−2τ−1
q
≤ nτ ·
1
n =
1
τ
Let b = ⌈log σ⌉. On a general alphabet size such
that b ≤ w, the text is processed as a binary sequence of
nb bits, and the validity of the above results is preserved
by substituting n with nb in Equation 3.4. In particular,
Z’s size becomes |Z| = 2τ−1/(nb − 1) ≥ 2τ−1/(nb) =
2τ−1−logn−log b. Since we assume w ≥ logn and w ≥
b ≥ log b, we get the lower bound
(3.6) |Z| ≥ 2τ−1−2w
Let π(x) denote the number of primes smaller than
x. Let moreover A = 2τ−1 and H = 2τ−1−2w be the
smallest element contained in Z and the lower bound for
|Z| stated in Equation 3.6, respectively. Our aim in this
paragraph is to compute a lower bound for the number
zp = π(A +H) − π(A) of primes contained in Z. This
will be needed later in order to compute the collision
probability of our hash function. Note that the Prime
Number Theorem can be applied to solve this task only
if H ≥ A · c, for some fixed c > 0, so we cannot use it in
our case. Luckily for us, Heath-Brown [16] proved (see
also [26]) that, if H grows at least as quickly as A7/12,
then π(A + H) − π(A) ∼ H/ logeA (for A → ∞. e is
the natural logarithm base). Solving H ≥ A7/12 we get
the constraint
(3.7) τ ≥ (24/5)w + 1
Later we will show how to choose τ (keeping (3.7) in
mind). Heath-Brown’s theorem gives us zp ≥
H
logeA
=
2τ−1−2w
loge(2
τ−1) ≥
2τ−1−2w
(τ−1) ≥
2τ−1−2w
τ .
3.2 Deterministic space With the above strategy,
our structure takes n⌈logσ⌉ + O(w) bits of space with
high probability only. We can assure that the space is
with certainty n⌈log σ⌉+O(w) bits by picking multiple
random pairs q, s¯ as described above and re-building the
structure until this requirement is satisfied (i.e. we move
the randomness into the construction algorithm). Our
goal in this section is to compute the expected number
R of pairs q, s¯ we have to randomly pick before obtaining
an empty S. Note that E[|S|] =
∑
k>0 k·P(|S| = k) and
P(|S| > 0) =
∑
k>0 P(|S| = k), so P(|S| > 0) ≤ E[|S|]
holds. From Equation 3.5, E[|S|] ≤ 1/τ , therefore
P(|S| > 0) ≤ 1/τ . This yields P(|S| = 0) ≥ 1 − 1/τ .
We choose
(3.8) τ = cw ≥ c logn
for any constant c ≥ 1 fixed at construction time, so the
above probability is at least 1 − 1/ logn. Later we will
show how to choose c keeping in mind also Constraint
(3.7). Finally, since we assume n ∈ ω(1), then logn ≥ 2
and we obtain P(|S| = 0) ≥ 0.5. Given that we repeat
the construction of our structure as long as |S| > 0
holds, the number R of times we repeat the construction
is a geometric random variable with success probability
p = P(|S| = 0) ≥ 0.5, and has therefore expected value
1/p ≤ 2. Note that, since τ ∈ Θ(w) and ⌈logσ⌉ ≤ w,
arrays P and D have O(n) entries each. We obtain the
following Lemma:
Lemma 3.1. In O(n) expected time we can build arrays
P , D, and S taking overall n⌈log σ⌉+O(w) bits of space
and supporting the computation of any B[i] and P ′[i] in
constant time.
3.3 Monte Carlo LCE data structure On a bi-
nary alphabet, we can easily answer LCE(i, j) by
comparing φq(T [i, . . . , i + k]) with φq(T [j, . . . , j + k])
for O(log n) values of k with binary search. We
can furthermore improve this query time by perform-
ing an exponential search before applying the binary
search procedure. We compare φq(T [i, . . . , i + k]) with
φq(T [j, . . . , j + k]) for k = 2
0, 21, 22, . . . until the two
fingerprints differ. Letting ℓ = LCE(i, j), this proce-
dure terminates in O(log ℓ) steps. We then apply the
binary search procedure described above on the interval
of size O(ℓ) obtained with the exponential search. Each
exponential and binary search step take O(log ℓ) time
(from the fast exponentiation algorithm).
On a more general alphabet, each character takes
b = ⌈log σ⌉ ∈ O(w) bits, and our structure is therefore
built over a binary text T ′ of length n · b. We can
make the query time alphabet-independent as follows.
First of all, while computing T.LCE(i, j) we perform
exponential and binary searches by comparing φq(T
′[i ·
b, . . . , (i+ k) · b]) with φq(T
′[j · b, . . . , (j+ k) · b]), i.e. we
compare T ′ substrings starting and ending at character
boundaries. This reduces the number of steps to be
performed from O(log(ℓ · b)) to O(log ℓ). At this point,
note that each step requires the computation of 2t·b
mod q with the fast exponentiation algorithm, t ∈
O(ℓ) being the length of the two compared substrings
(O(log(ℓ log σ)) time). Since b is a common factor in all
exponents, we can pre-compute Y = 2b mod q and—at
each step—compute Y t mod q instead of 2t·b mod q
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with the fast exponentiation algorithm. This reduces
the number of steps of the exponentiation algorithm to
O(log ℓ). Finally, note that extracting text corresponds
to reading array B (τ ∈ Θ(w) bits of the text per B
element).
Plugging the lower bound—computed in Section
3.1—for the number of primes contained in Z inside a
standard analysis for Karp-Rabin collision probability,
we can prove the following:
Lemma 3.2. If we choose τ ≥ (9+c)w for an arbitrarily
large constant c, then the probability that our LCE
structure returns a wrong result is upper-bounded by
n−c.
Proof. We start the analysis from the binary case σ = 2.
Let C be the random variable denoting the number of
pairs 〈X,Y 〉 of equal-length T substrings (|X | = |Y |)
that generate a collision, i.e. X 6= Y and φq(X) =
φq(Y ). Our goal is to compute an upper bound for
the probability P(C > 0). Clearly, P(C > 0) is an
upper bound to the probability of computing a wrong
LCE with our structure. Let Xki denote T ’s substring
of length k starting at position i. There is at least
one collision (C > 0) iff Xki ≡q Y
k
j for at least one
pair Xki 6= Y
k
j , i.e. iff q divides at least one of the
numbers |Xki − Y
k
j | such that X
k
i 6= Y
k
j . Since q is
prime, this happens iff q divides their product z =∏n−1
k=1
∏
i,j:Xk
i
6=Y k
j
|Xki −Y
k
j |. Since each |X
k
i −Y
k
j | has at
most n binary digits and there are no more than n2 such
pairs for every k, we have that z < 2n
4
. It follows that
there cannot be more than n4 distinct primes dividing
z.
Let b = ⌈log σ⌉. On a more general alphabet with
b ≤ w, each |Xki − Y
k
j | has at most nb binary digits,
and we obtain z < 2n
4·b. It follows that there cannot
be more than n4 · b distinct primes dividing z. The
probability of uniformly picking a prime q ∈ Z dividing
z is therefore upper bounded by n4 · b/zp, where zp is
a lower bound on the number of primes contained in
Z, see Section 3.1. Recall that zp ≥ 2
τ−1−2w/τ , so
n4 ·b/zp ≤ n
4 ·b·τ/2τ−1−2w = 24 log n+log b+log τ+1+2w−τ .
We choose
(3.9) τ = (9 + c)w
for an arbitrarily large constant c. Being w ∈ ω(1)
(because n ∈ ω(1) and w ≥ log n), we assume2 w ≥
log τ = log(9 + c) + logw. We obtain τ = (9 + c)w ≥
(4+ c) logn+log b+log τ +1+2w, therefore n4 · b/zp ≤
2Note that this inequality always holds after simulating a
memory word of size w′ = dw for a sufficiently large constant
d.
2−c logn = n−c. Note that this choice of τ satisfies
constraints (3.7) and (3.8). This leads to:
P(wrong LCE) ≤ P(C > 0) ≤ n−c
for an arbitrarily large constant c. 
Lemma 3.2 leads to our first core result:
Theorem 3.1. In O(n) expected time we can build a
data structure of n⌈logσ⌉+O(w) bits of space supporting
extraction of any length-m text substring and LCE
queries w.h.p. in O (m log σ/w) and O(log2 ℓ) worst-
case time, respectively.
Let b = ⌈log σ⌉ and let T ′ ∈ {0, 1}n·b be the concate-
nation of T ’s characters written in binary. We can avoid
the overhead introduced by the fast exponentiation algo-
rithm by pre-computing and storing (in O(log n) words)
values zi = 2
b·2i mod q, i = 0, . . . , ⌊logn⌋ and always
comparing text substrings whose length is a power of
two during binary search:
Theorem 3.2. In O(n) expected time we can build a
data structure taking n⌈log σ⌉+O(w logn) bits of space
and supporting extraction of any length-m text substring
and LCE queries w.h.p. in O (m log σ/w) and O(log ℓ)
worst-case time, respectively.
Proof. First, note that z0 = 2
b mod q and zi+1 = (zi)
2
mod q, so the values zi can be pre-computed in O(logn)
time. Let the notation 〈i, j, e, k〉, with 0 ≤ i, j, e, k < n
and e < k, denote that we already verified (w.h.p.) that
T [i, . . . , i + e − 1] = T [j, . . . , j + e − 1] and T [i, . . . , i +
k − 1] 6= T [j, . . . , j + k − 1]. We use this notation to
indicate the state of a binary search step, and start
from state 〈i, j, 0, n− j〉 (we assume for simplicity that
T [i, . . . , i + (n − j) − 1] 6= T [j, . . . , n − 1]; otherwise,
LCE(i, j) = n − j). We use a modified version of
Equation 3.1 by adding a parameter (exponential E)
to the Karp-Rabin hash function:
(3.10)
φ′q(T
′[i, . . . , j], E) = φq(T
′[0, . . . , j]) −
φq(T
′[0, . . . , i− 1]) ·E mod q
Note that φq(T
′[i, . . . , j]) = φ′q(T
′[i, . . . , j], 2(j−i+1)·b).
At binary search step 〈i, j, e, k〉 we still have to compare
the last l = k − e characters of T [i, . . . , i + k − 1]
and T [j, . . . , j + k − 1]. We split each of these two
substrings in the left part of length l′ = 2⌊log(l/2)⌋ (i.e.
the closest power of 2 smaller than or equal to l/2) and
the right part of length l − l′. Note that value 2l
′·b
mod q = zlog l′ = z⌊log(l/2)⌋ has been pre-computed, so
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we can compute and compare in constant time the two
values
φq(T
′[(i + e) · b, . . . , (i+ e+ l′ − 1) · b]) =
φ′q(T
′[(i + e) · b, . . . , (i+ e+ l′ − 1) · b], z⌊log(l/2)⌋)
and
φq(T
′[(j + e) · b, . . . , (j + e + l′ − 1) · b]) =
φ′q(T
′[(j + e) · b, . . . , (j + e + l′ − 1) · b], z⌊log(l/2)⌋)
If the two values differ, then we recurse on 〈i, j, e, e+ l′〉.
If the two values are equal, then we recurse on 〈i, j, e+
l′, k〉. Note that we always compare (fingerprints of)
strings whose lengths are powers of two. This will be
crucial in the next section in order to efficiently de-
randomize our structure. Since l/4 < l′ ≤ l/2, this
binary search procedure terminates in O(log n) steps,
each taking constant time. As done in the previous
section, we can perform an exponential search before
the binary search in order to reduce the size of the
binary search interval from O(n) to O(ℓ). Note that
with our sampling zi it is straightforward to implement
each exponential search step in constant time. Note
moreover that values zi need to be explicitly stored for
the binary search as this step might need access to a
zi with arbitrarily small i (and, while we can quickly
compute zi from zi−1, the opposite is not true). 
Note that, in Theorem 3.2, we might as well allocate
at most O(log ℓ) words during query time on top of the
n⌈log σ⌉ bits of the main structure. Note also that,
even if we assumed ⌈log σ⌉ ≤ w, it is easy to see that
our results are valid also for the more general case
log σ ∈ O(w) by simulating a larger word.
3.4 In-place construction algorithm In this sec-
tion we show that our data structure can be built in-
place, i.e. we can replace the text with the data struc-
ture and use only O(1) memory words of extra space
during construction.
We first consider the binary case σ = 2. First,
we pick τ , q, s¯ as described in the previous sections.
We consider the text as a sequence B[0, . . . , n/τ − 1] of
integers in the range [0, 2τ − 1] (again, we assume for
simplicity that τ divides n), and, for i = 1, . . . , n/τ − 1,
we compute P ′[i] and discard P ′[i − 1]. If the most
significant bit of P ′[i] is equal to 1 at any construction
step i, then we pick another random pair q, s¯ and repeat
the process from the beginning. From Section 3.2, we
need to pick at most O(1) pairs in the expected case
before the most significant bits of all P ′[i] are equal
to 0 (and, in particular, P ′ = P ). At this point, we
scan one last time the text and, for i = 1, . . . , n/τ − 1,
we replace the most significant bit of B[i] with the
bit D[i], and the remaining τ − 1 bits with the value
P [i] (clearly, this allows to retrieve any P [i] and D[i]
in constant time). Overall we spend O(n/w) time.
On a general alphabet with ⌈log σ⌉ ∈ O(w), we build
the structure on the binary representation of the text
and the construction algorithm terminates therefore in
expected optimal O(n log σw ) time (assuming that the
input text is already packed) while taking only O(1)
words on top of the space of the text.
As a final remark, note that the above process can
be easily reverted to restore the text. It is easy to see
that B[i] can be computed in constant time using P [i],
P [i−1], andD[i] (recall that B[i] has been replaced with
P [i] and D[i] during construction), so we can restore the
text in O(n/w) time using O(1) words of working space.
4 Exact LCE queries
The aim of this section is to show how to make sure
that our data structure always returns the correct
result. We achieve this by moving the randomization
in the construction process. We start by proving three
lemmas solving with different space/time trade-offs the
problem of checking whether φq generates collisions over
a specific subset of text substrings. The first lemma is
due to Bille et al. [4]:
Lemma 4.1. In O(n logn) expected time and O(n)
words of space we can check whether φq is collision-free
over all pairs of substrings of T having the same length
k = 2e, for all 0 ≤ e ≤ logn.
Proof. The idea is to check the property on strings
of length 2e by using the already-checked property
on strings of length 2e−1. First, we build a data
structure supporting the computation of φq(T [i, . . . , j])
in constant time. To this end, we can use the structure
described Section 3.4, augmented with n words storing
values 2⌈logn⌉·i mod q, i = 0, . . . , n − 1 (to guarantee
constant-time retrieval of powers of 2 modulo q). We
start with e = 0 and repeat logn+1 times the following
procedure, each time incrementing e by one. We use a
hash table H of size O(n) with associated hash function
h : [0, q − 1] → [0, |H| − 1] mapping Karp-Rabin
fingerprints of length-2e text substrings to numbers in
[0, |H| − 1]. H can be implemented with linear probing
in order to guarantee expected constant-time operations
(see, e.g. [14]). Each entry of H is associated with a
list of integers. We scan T left-to-right and, for each
0 ≤ i ≤ n − 2e, append the value i at the end of
the list H[h(φq(T [i, . . . , i + 2
e − 1]))]. Then, for each
0 ≤ t < |H|, we check that all i1, i2 ∈ H[t] are such that
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T [i1, . . . , i1 + 2
e − 1] = T [i2, . . . , i2 + 2
e − 1]. This task
can be performed in O(|H[t]|) time as follows.
Let H[t] = 〈i0, . . . , id−1〉. We only need to
perform d − 1 comparisons T [ij, . . . , ij + 2
e − 1] =
T [ij+1, . . . , ij+1 + 2
e − 1] for 0 ≤ j < d. If e = 0, then
each comparison takes constant time and can be done by
simply accessing the text. If e > 0, then T [ij, . . . , ij +
2e − 1] = T [ij+1, . . . , ij+1 + 2
e − 1] holds if and only if
both φq(T [ij, . . . , ij+2
e−1−1]) = φq(T [ij+1, . . . , ij+1+
2e−1 − 1]) and φq(T [ij + 2
e−1, . . . , ij + 2
e − 1]) =
φq(T [ij+1+2
e−1, . . . , ij+1+2
e−1]) hold (constant time
by using our structure to compute any φq(T [i
′, . . . , j′])).
Note that we already verified that φq is collision-free
over T ’s substrings of length 2e−1, so both checks never
fail. All lists in H store overall n − 2e + 1 elements,
therefore the procedure terminates in O(n) expected
time. Since we have to repeat this for every integer
0 ≤ e ≤ logn, the overall expected time is O(n logn).

This bound can be improved by replacing hashing
with in-place integer sorting:
Lemma 4.2. In O(n log2 n) expected time and n words
of space (on top of T ) we can check whether φq is
collision-free over all pairs of substrings of T having the
same length k = 2e, for all 0 ≤ e ≤ logn.
Proof. First, we build in-place and O(n) time the in-
place data structure supporting the computation of
φq(T [i, . . . , j]) in O(logn) time described in Section 3.4.
For e = 0, . . . , ⌊logn⌋ we repeat the following
procedure. We initialize an array (text positions)
A[0, . . . , n−2e] with A[i] = i. We use any O(n log n) in-
place comparison-sorting algorithm to sort A according
to length-2e fingerprints, i.e. using the ordering ≺
defined by A[i] ≺ A[j] iff φq(T [A[i], . . . , A[i] + 2
e −
1]) < φq(T [A[j], . . . , A[j] + 2
e − 1]). At this point,
we scan A and, for every pair of adjacent A’s elements
A[i], A[i+1], if φq(T [A[i], . . . , A[i]+2
e−1]) = φq(T [A[i+
1], . . . , A[i+1]+2e−1]), then we check deterministically
that the two substrings T [A[i], . . . , A[i] + 2e − 1] and
T [A[i + 1], . . . , A[i + 1] + 2e − 1] are indeed equal with
the same strategy used in the proof of Theorem 4.1 (i.e.
we compare the fingerprints of their two halves of length
2e−1, or we just access the text if e = 0). Finally, we
free the memory allocated for A.
Analysis. For every e ≤ logn we sort A (O(n log n)
comparisons). Note that fingerprints have all the same
length 2e, so we only need to pre-compute value 2b·2
e
mod q, with b = ⌈logσ⌉, in order to support fingerprint
computation in constant time. Each comparison in
the sorting algorithm requires the computation of two
fingerprints and takes therefore constant time. We
moreover need value 2b·2
e−1
mod q to perform the
deterministic collision checks. Since 2b·2
e
mod q can be
computed in constant time from 2b·2
e−1
mod q, we need
to reserve only two memory words for this sampling of
powers of 2 modulo q (updating these two values every
time e is incremented). 
If we limit the word size to w ∈ Θ(logn), then we
can use in-place radix sorting [10] to improve upon the
above result:
Lemma 4.3. If w ∈ Θ(logn), then in O(n logn) ex-
pected time and n words of space (on top of T ) we can
check whether φq is collision-free over all pairs of sub-
strings of T having the same length k = 2e, for all
0 ≤ e ≤ logn.
Proof. We need to show that we can sort in-place (i.e.
n logn bits of space) and O(n) time text positions i =
0, . . . , n− 2e using as comparison values φq(T [i, . . . , i+
2e − 1]). Then, we plug this sorting procedure in the
proof of Theorem 4.2 to obtain the claimed bounds of
the theorem.
A Karp-Rabin fingerprint takes τ = O(w) =
O(logn) bits of space. Let c′ be a constant such that
τ ≤ c′ logn. Let xi = φq(T [i, . . . , i + 2
e − 1])i be the
concatenation of the fingerprint of T [i, . . . , i+2e−1] and
of position i written in binary. xi takes (c
′ + 1) logn
bits of space (if less, left-pad with zeros). Note that
Karp-Rabin Fingerprints can be computed in constant
time using our Monte Carlo structure as the power 2e
mod q is fixed. We store x0, . . . xn/(c′+1)−1 in an arrayA
taking n logn bits of space. We sort x0, . . . xn/(c′+1)−1
in-place and O(n) time using in-place radix sort [10].
Then, we compact A by replacing each xi with the
integer i. As a result, the first n/(c′ + 1) entries of
A now contain text positions 0, . . . , n/(c′+1)−1 sorted
by their fingerprint. We apply recursively the above
procedure to text positions n/(c′ + 1), . . . , n − 1 using
the free space left in A (i.e. n logn − nc′+1 logn bits)
to perform sorting. Note that, at each recursion step,
the numbers we are sorting are always of fixed length
((c′ + 1) logn bits). We recurse on n − nc′+1 = n
c′
c′+1
text positions. Let d = c
′+1
c′ > 1. This gives us
the recurrence T (n) = O(n) + T (n/d) for our overall
procedure (with base case T (1) = O(1)), which results
in overall T (n) = O(n) time (since d > 1).
After terminating the above procedure, A contains
O(logn) sub-arrays of text positions sorted by their fin-
gerprints. Starting from the two rightmost such sub-
arrays, we repeatedly apply in-place merge sort [31]
until the whole A is sorted. Note that a single com-
parison of two text positions i and j requires comput-
ing φq(T [i, . . . , i + 2
e − 1]) and φq(T [j, . . . , j + 2
e − 1])
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(constant time with our structure and using the pre-
computed value 2e mod q). Boundaries of the sub-
arrays can be computed on-the-fly (i.e. 0, n− n/d, n−
n/d2, ...). Analogously to the above analysis, at the j-
th step, j ≥ 0, we merge in linear time two sub-arrays
of total size O(dj). The overall time spent inside this
procedure is therefore O(
∑logd n
i=1 d
j) = O(n). 
Note that we can always reduce the word size
to w ∈ Θ(logn). This, however, comes at the cost
of limiting the alphabet size to σ ≤ nO(1) (as we
assume alphabet characters fit in a constant number of
memory words). We can now use these results to build
with a randomized algorithm a deterministic LCE data
structure (i.e. that always returns the correct results).
We randomly pick pairs q, s¯ and keep re-building our
LCE structure until: (1) its total space usage is of
n⌈log σ⌉+O(w) bits, and (2) φq is collision-free over all
pairs of substrings of T having the same length k = 2e,
for all 1 ≤ e ≤ logn. Checking property (1) can be
done during construction. As described in Section 3.4,
by reversing the construction whenever S becomes non-
empty, the working space never exceeds n⌈log σ⌉+O(w)
bits. After successful construction, property (2) can be
checked with the space/time tradeoffs of Lemmas 4.1-
4.3. We are left to show what is the expected number R
of pairs q, s¯ we have to pick before both properties are
satisfied. Using the results stated in Lemmas 3.1 and
3.2, we prove the following:
Lemma 4.4. If we choose τ = 10w, then we need
to repeat the construction of our LCE structure O(1)
expected times until (1) its total space usage is of
n⌈log σ⌉+O(w) bits, and (2) φq is collision-free over all
pairs of substrings of T having the same length k = 2e,
for all 1 ≤ e ≤ logn.
Proof. Recall (proof of Lemma 3.2) that C is the
random variable denoting the number of pairs 〈X,Y 〉
of T substrings with |X | = |Y | that generate a collision,
i.e. X 6= Y and φq(X) = φq(Y ), and that S is the set
containing all positions i such that the most significant
bit of P ′[i] is equal to 1. We are interested in computing
a lower bound for the success probability
(4.11) P(C = 0 ∧ |S| = 0) = 1− P(C > 0 ∨ |S| > 0)
From the inequality P (C > 0 ∨ |S| > 0) ≤ P(C >
0)+P(|S| > 0), we obtain that the quantity in Equation
4.11 is greater than or equal to
(4.12) 1− P(C > 0)− P(|S| > 0)
We choose τ = 10w. This satisfies Constraints
(3.7), (3.8), and (3.9) and implies that—see Section
3.2—P(|S| > 0) = 1 − P(|S| = 0) ≤ 1 − 0.5 = 0.5.
It follows that quantity in Equation 4.12 is greater than
or equal to 0.5 − P(C > 0). Finally—see proof of
Lemma 3.2—the choice τ = 10w implies P(C > 0) ≤
n−1. This, plugged into the above inequalities, gives us
P(C = 0 ∧ |S| = 0) ≥ 0.5− n−1. Note that n−1 ≤ 0.25
holds for n ≥ 4, which is true by our assumption
n ∈ ω(1). We obtain: P(C = 0 ∧ |S| = 0) ≥ 0.25.
The number R of rounds of our construction algorithm
is a geometric random variable with success probability
p = P(C = 0 ∧ |S| = 0) ≥ 0.25, and has therefore
expected value 1/p ≤ 4. 
We use the technique exploited in Theorem 3.2—
i.e. we only compare substrings whose length is a
power of 2 during exponential and binary search—in
order to compute LCE queries with our structure, so
that we only need φq to be collision-free between text
substrings whose lengths are powers of two. If we
do not pre-compute values 2⌈log σ⌉·2
i
mod q, 0 ≤ i <
logn, at each binary/exponential search step we have
to compute one of them in O(log ℓ) time using the fast
exponentiation algorithm. Using the collision-checking
procedures described in Lemmas 4.1-4.3 we obtain:
Theorem 4.1. Within the following time-space bounds
(space is on top of T ):
• O(n logn) expected time and O(n) words of space,
or
• O(n log2 n) expected time and n words of space, or
• O(n logn) expected time and n words of space —
provided that w ∈ Θ(logn)
we can replace the text with a deterministic data
structure of n⌈log σ⌉ + O(w) bits supporting extrac-
tion of any length-m text substring and LCE queries
in O (m log σ/w) and O(log2 ℓ) worst-case time, respec-
tively. LCE queries are supported in O(log ℓ) time using
O(logn) additional words of space.
Note that our data structure replaces the text and
uses s(n) = Θ(logn) or s(n) = Θ(log2 n) bits of space
on top of the text (taking w to be logn) to support LCE
queries in time t(n) = O(log2 n) and t(n) = O(logn),
respectively. Very recently, Kosolobov showed [23] that
the relation s(n)t(n) ∈ Ω(n logn) must hold when the
text is read-only and s(n) ∈ Ω(n). Our results satisfy
s(n)t(n) ∈ O(log3 n), but do not break the above lower
bound in that (i) our space violates the requirement
s(n) ∈ Ω(n), and (ii) our model allows the text to be
overwritten.
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5 In-place LCP array, sparse suffix sorting, and
suffix selection
In this section we attack the problems of computing
in-place the LCP, the SSA, and the SLCP arrays. We
assume that each entry of these arrays is stored using
logn bits. We moreover describe the first in-place
solution for the suffix selection problem: to return the
i-th lexicographically smallest text suffix.
With slow LCE queries on our LCE data structure
we denote queries running in O(log2 n) time and O(w)
bits of space on top of the text’s space. With fast LCE
queries we denote those running in O(log n) time and
requiring τ · logn = 10w logn bits of space on top of
the text’s space (this space is needed to store values
2⌈log σ⌉·2
i
mod q, see Theorem 3.2). Note that the
lexicographic order of any two text suffixes can be easily
computed by comparing the two characters following
their longest common prefix (i.e. one LCE query and
one text access).
In some of our results below, we obtain the space
to support fast LCE queries by compressing integer
sequences as done in [8,10]: given a sequence S[1, . . . , k]
of logn-bits integers, with k ≥ 10w logn, we first sort
it in-place and in O(k log k) time using any in-place
comparison-sort algorithm. Then, we store in one word
the index of the first integer in the sorted sequence
starting with bit ‘1’ and compact S in k logn − k
adjacent bits by removing the most significant bit from
each integer. This saves k ≥ 10w logn bits of space. We
store values 2⌈log σ⌉·2
i
mod q in this space, so that our
structure supports fast LCE queries. When fast LCE
queries are no more needed, S can be decompressed
(i.e. pre-pending again the most significant bit to each
integer).
5.1 In-place LCP array In this paragraph we de-
scribe a sub-quadratic in-place LCP construction algo-
rithm. The result, stated in the following theorem, fol-
lows from a careful combination of our deterministic
LCE data structure, in-place suffix sorting [8], in-place
radix sorting [10], and compression of integer sequences:
Theorem 5.1. The Longest Common Prefix array
(LCP ) of a text T ∈ Σn stored in n⌈log σ⌉ bits can
be computed within the following bounds:
1. O(n log2 n) expected time and O(1) words of space
on top of the text and the LCP , provided that
|Σ| ≤ 2O(w), or
2. O(n logn) expected time and O(1) words of space
on top of the text and the LCP , provided that
|Σ| ≤ nO(1).
Proof. To get bound (1), we build and de-randomize
our LCE structure using Lemma 4.2. We store in O(1)
words the modulo q and the seed s¯ computed during
construction and restore the text. We build the suffix
array SA in-place and O(n logn) time using [8]. We re-
build our deterministic LCE structure using the values
q and s¯ computed above (in-place and O(n) time). We
convert SA to LCP using slow LCE queries to compute
LCE’s of adjacent suffixes (in-place and O(n log2 n)
time). To conclude, we restore the text inverting the
construction of our structure. To get bound (2), we
must be more careful. First of all, we limit the word
size to w = logn. Then:
• We build and de-randomize our LCE structure us-
ing Lemma 4.3. We store in O(1) words the modulo
q and the seed s¯ computed during construction and
restore the text (needed for the next step).
• We build the suffix array SA in-place and
O(n logn) time using [8]. Note that we cannot per-
form this step before computing q and s¯, as the de-
randomization procedures needs n words of space.
• We re-build our deterministic LCE structure using
the values q and s¯ computed in the first step. This
step runs in-place and O(n) time.
• We compress the integers in SA′ =
SA[1, . . . , n/ log2 n] with the procedure described
at the beginning of this section (in-place and
O(n/ logn) time). This saves n/ log2 n > 10 log2 n
bits of space (this inequality holds for n larger
than some constant). We store values 2⌈log σ⌉·2
i
mod q in this space, so that our structure now
supports fast LCE queries. Note that SA′ is no
more suffix-sorted.
• We convert SA′′ = SA[n/ log2 n + 1, . . . , n] to
LCP [n/ log2 n+1, . . . , n] by computing LCE values
of adjacent suffixes using fast LCE queries. This
step runs in-place and O(n log n) time.
• We decompress SA′. Now our LCE structure
supports only slow LCE queries.
• We suffix-sort in-place (comparison-based sorting)
SA′ using slow LCE queries. This step takes
O((n/ log2 n) log(n/ log2 n) log2 n) = O(n logn)
time.
• We convert SA′ to LCP [1, . . . , n/ log2 n] by com-
puting LCE values of adjacent suffixes using slow
LCE queries. This step runs inO
(
n
log2 n
· log2 n
)
=
O(n) time and in-place.
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5.2 In-place SSA and SLCP arrays By combin-
ing our Monte Carlo data structure with in-place com-
parison sorting, in-place comparison-basedmerging [31],
and compression of integer sequences we obtain:
Theorem 5.2. Any set S = {i1, . . . , ib} of b suffixes
of a text T ∈ Σn stored in n⌈log σ⌉ bits, with |Σ| ≤
nO(1), can be sorted correctly with high probability in
O(n+ b log2 n) expected time using O(1) words of space
on top of T and S.
Proof. We limit the word size to w = logn, with the
resulting requirement |Σ| ≤ nO(1). We first build
our Monte Carlo structure using the in-place construc-
tion algorithm of Section 3.4 (O(n) expected time). If
b < n/ log3 n, then we suffix-sort the b text positions
plugging slow LCE queries in any in-place comparison
sorting algorithm terminating within O(b log b) com-
parisons. This requires O(b log b log2 n) ∈ O(n) time.
If b ≥ n/ log3 n, then we divide S in two sub-arrays
S′ = S[1, . . . , n/ log3 n] and S′′ = S[n/ log3 n+ 1, . . . , b]
and:
• We compress S′ in-place and O(n/ log2 n) time as
described at the beginning of this section. This
saves n/ log3 n > 10 log2 n bits of space (note
that this inequality holds for n larger than some
constant). We store values 2⌈log σ⌉·2
i
mod q in this
space, so that our structure now supports fast LCE
queries.
• We suffix-sort in-place (comparison-based sorting)
S′′ using fast LCE queries. This step terminates in
O(b log b logn) ⊆ O(b log2 n) time.
• We decompress S′. Now our structure supports
only slow LCE queries.
• We suffix sort in-place (comparison-based sorting)
S′ using slow LCE queries. This step terminates in
O((n/ log3 n) · log(n/ log3 n) · log2 n) ∈ O(n) time
• We merge S′ and S′′ using slow LCE queries and
in-place comparison-based merging [31]. This step
terminates in O(b log2 n) time.
Note that we can add a further step to the above-
described procedure: after obtaining the SSA, we can
overwrite it with the SLCP by replacing adjacent SSA
entries with their LCE. This step runs in-place and
O(b log2 n) time using slow LCE queries. We obtain:
Theorem 5.3. Given a text T ∈ Σn stored in n⌈logσ⌉
bits, with |Σ| ≤ nO(1), and a subset S = {i1, . . . , ib} of b
suffixes of T , we can—with high probability of success—
replace S with the sparse LCP array relative to S in
O(n+ b log2 n) expected time using O(1) words of space
on top of T and S.
5.3 In-place suffix selection In this paragraph we
provide the first optimal-space sub-quadratic algorithm
solving the suffix selection problem: given a text T
and an index 0 ≤ i < n, output the text position
corresponding to the i-th lexicographically smallest text
suffix. Our idea is to use a variant of the quick-
select algorithm (i.e. solving the selection problem on
integers) operating with the lexicographical ordering of
text suffixes.
Theorem 5.4. Given a text T ∈ Σn stored in n⌈log σ⌉
bits, with |Σ| ≤ 2O(w), and an index 0 ≤ i < n,
we can—with high probability of success—find the i-
th lexicographically smallest text suffix in O(n log3 n)
expected time using O(1) words of working space on top
of T .
Proof. We build our Monte Carlo structure using the
in-place construction algorithm of Section 3.4 (O(n)
expected time). In our procedure below, we use slow
LCE queries to lexicographically compare pairs of suf-
fixes. We scan T and find the lexicographically smallest
and largest text suffixes imin, imax in O(n log
2 n) time3.
Then, we scan again T and count the number m of suf-
fixes inside the lexicographic range [imin, imax] (at the
beginning, m = n). We pick a uniform random number
r in [1,m], scan again the text, and select the r-th suf-
fix ir falling inside lexicographic range [imin, imax] that
we see during the scan. Finally, we recurse on [imin, ir]
or [ir, imax] depending on where the i-th smallest suffix
falls (as in quick select, we repeat the process of choosing
r until we recurse on a set with at most 3m/4 elements.
Since ir is uniform inside range [imin, imax], we need to
pick at most O(1) values of r until this condition is sat-
isfied). We perform at most O(logn) recursive steps,
therefore the expected running time of our algorithm is
O(n log3 n).
6 Conclusions and open problems
In this paper we have described the first in-place solu-
tions to the following problems: (i) sparse suffix-sorting,
(ii) sparse LCP array construction, and (iii) suffix selec-
tion. To achieve our results, we have introduced a novel
implicit LCE data structure whose space is only a con-
stant number of memory words higher than that of the
text. The text can be replaced in-place and linear time
with our data structure; this transformation is a general
and powerful tool that — in particular — can be used
to solve in-place problems (i-iii).
3i.e. for every 0 ≤ j < n we compare the j-th suffix with
the imin-th and imax-th suffixes and determine whether j is
the new imin or imax. At the beginning, we can start with
imin = minlex(0, 1) and imax = maxlex(0, 1).
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Interestingly, previous strategies solving in-place
the suffix sorting problem [8, 15, 24] re-use only the
space of the suffix array (through integer compression)
to achieve constant working space. In this work, we
re-use both the space of the text (replacing it with a
more powerful representation) and of the sparse suffix
array (through integer compression) to achieve the more
ambitious goal of sorting in-place any subset of text
positions. It is therefore natural to ask whether or not it
is possible to achieve the same goal without overwriting
the text.
Note that only our algorithms for computing in-
place the full LCP and suffix arrays return always the
correct result. Our other solutions return the correct
answer with high probability only. One important
improvement over our work could therefore be that
of obtaining Las Vegas versions of our algorithms.
Crucially, this should be achieved without increasing
working space (since asymptotically optimal solutions
are already known). One possible line of attack could
be to devise an in-place procedure for checking the
correctness of a sparse suffix array. Alternatively, one
could try to verify that the Karp-Rabin hash function
used in our LCE data structure is collision-free on text
substrings relevant to the suffix-sorting procedure. To
this extent, we note that the b input text positions could
be used to encode extra information needed in the de-
randomization process; we already showed that this is
possible if b = n. The case n − b = ω(1) remains an
intriguing open problem.
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