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Abstract
We introduce RP2K, a new large-scale retail product dataset for fine-grained
image classification. Unlike previous datasets focusing on relatively few products,
we collect more than 500,000 images of retail products on shelves belonging to
2000 different products. Our dataset aims to advance the research in retail object
recognition, which has massive applications such as automatic shelf auditing and
image-based product information retrieval. Our dataset enjoys following properties:
(1) It is by far the largest scale dataset in terms of product categories. (2) All images
are captured manually in physical retail stores with natural lightings, matching
the scenario of real applications. (3) We provide rich annotations to each object,
including the sizes, shapes and flavors/scents. We believe our dataset could benefit
both computer vision research and retail industry.
1 Introduction
Retailing is a vital commercial activity which plays an essential role in our daily life. The traditional
retail industry requires tremendous human labor for its entire supply chain, from product distribution
to inventory counting. In response to the rise of online shopping, traditional markets also quickly
take advantage of AI-related technology at the physical store level to replace the tedious human labor
by computer algorithms and robots. Many promising applications of applying AI to retailing are
considered to be widely realized in the near-term. For instance, by using computer vision techniques,
the retailers can audit the placement of products or track in-store sale activities from shelves images,
while the customers can obtain the product information by taking pictures of the shelf. To implement
these applications, one of the core problem is to apply object recognition techniques to recognize the
products on shelves.
Despite the recent advances in computer vision, the task of recognizing retail products on shelves,
which is a basic task for many important retailing events, is still considerably challenging in the
computer vision perspective. First, the number of product categories can be huge in a supermarket.
According to Goldman et al. [13], a typical supermarket could have more than thousands of different
products. Second, different products may have similar appearances. For example, products from
the same brand with different sizes or flavors usually have similar appearance, but they should
be recognized as separate products (see Fig. 1-a,b). Third, the camera angle of the product to be
recognized and lighting condition may vary a lot (see Fig. 1-c), so a reliable recognition algorithm
should able to handle the scene complexities.
To overcome these challenges, several retail product datasets have been proposed in the past decades
[42, 13, 28, 10, 15, 33]. However, most of the previous datasets either focus on a relatively small scale
(less than 200 categories), or collect data in a controlled environment (e.g., lab with sufficient light).
Thereby, we propose the RP2K dataset, which contains images of 2000 different products (stock
keeping units or SKUs), from real retail stores, to bridge the gap between research and real-life
applications.
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Figure 1: Sample images from our dataset. Precise retail product recognition on shelves is considered highly
challenging because (a) Products from the same line may have different sizes, and they usually have similar
appearances but different prices. The image size could not reflect the real size of the products. (b) The
manufacturer usually make multiple flavors for one product line, but their appearance only have subtle differences
on the labels. (c) Product images may be captured at different camera angles according to its placement location
on shelves. The image can also be stretched due to camera distortion.
It is worth noting that a full retail product recognition pipeline usually consists of two seperate
parts—an object detector for locating the potential objects of interests and a classifier to recognize the
object from a cropped image containing the object. Since the object detection task has been addressed
by many of the previous dataset [13, 42, 10], our dataset mainly focuses on recognizing objects on
retail shelves, namely, given a shelf image and bounding boxes of potential products on the shelf,
identifying the SKU ID for each bounding box1.
We highlight the contributions of our dataset as follows:
Large scale. Our dataset is large scale in terms of both the number of images and the number of
categories. We collect images of 2000 different SKUs, each containing 250 images on average,
rendering a dataset with more than 500k images. We also include the 10k original on-shelf images,
with an average resolution of 3024 x 4032.
Realistic retail environment. Unlike many of the previous datasets with images taken under the
laboratory environment or web images, our images are all manually captured in real retail stores. The
collection of our dataset matches the settings of realistic applications.
Hierarchical labels. Besides the individual SKU ID of each image, we also provide multiple levels
of hierarchical labels. The 2000 SKUs can be categorized into 6 meta-categories based on their
product types, or another 7 meta-categories based or their shapes. In addition, we provide the detailed
attributes of each SKU, including the brand, flavor/type, and size, which allows the users to evaluate
their algorithms on a customized fine-grained level. We will discuss this more in Sec. 3.
2 Related work
2.1 Fine-grained image classification
Fine-grained image classification is an extensively-studied field in computer vision, which refers
to the task of recognizing images from multiple subordinate categories of a meta-category. Those
subordinate categories usually share similar visual features, thus additional attention is required
to deal with them. To benchmark the performance of fine-grained image classification algorithms,
1We also release an auxiliary shelf object detection dataset, see Appendix C for details.
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Figure 2: Comparing to other datasets, our dataset shows considerably larger number of categories, while
maintaining a decent amount of images.
many datasets have been proposed in the past few years, including distinguishing different animal
species [43, 20, 3], car models [23] and clothes [26]. Comparing to traditional image classification,
fine-grained image classification is considered more challenging due to the similar appearance in
different subcategories. Furthermore, models trained on dataset with images captured under lab-
controlled environment may not perform well on natural images [11], so that additional domain
adaption techniques are required to resolve this gap.
Retail product recognition lies in the field of fine-grained image classification, as products from
different brands or with different flavors will look very similar even to human eyes.
2.2 Retail product dataset
Retail product detection/recognition has been widely-studied due to its basic role in automatic retailing
industry. Even before the deep learning dominant computer vision, researchers have investigated
recognition algorithms on various retail products datsets for decades. For example, SOIL-47 [4]
dataset contains only 47 categories and 987 images which were acquired under different geometry of
light sources. Grozi-120 [28] is proposed for recognizing groceries in physical retail store, which
contains 120 grocery product categories and 11,870 images. Similarly, the supermarket product
dataset [33] focuses on fruit and vegetable classification, containing 15 categories and 2,633 images.
There are many other similar datasets [12, 41, 18, 41], and we refer the reader to the survey [34] for
a comprehensive list of retail product datasets. Those early datasets usually have less than 20,000
images and may not work well on today’s data-demanding deep learning model. Thus, here we briefly
review some of the recently-released datasets that are most relevant to ours.
RPC dataset [42] is a large-scale dataset proposed for automatic checkout. It contains 200 categories
and 83,739 images. Each image includes different number of products, from 3 to 20, based on their
clutter mode. Since bounding boxes and labels are provided for each object in each image, it could
also provide more than 400k single-object images for object recognition task. However, since the
images were captured under controlled lighting and clean background, this dataset may not able to
reflect the real-life scenario of product recognition on shelves.
Take Goods from Shelves (TGFS) [15] dataset is a object detection/recognition dataset for automatic
checkout. Unlike RPC dataset captured in laboratory environment, TGFS dataset use images collected
from real self-service vending machines. Thus, the images are closer to the checkout system in
natural environment. Yet, it contains only 30K images from 24 fine-grained and 3 coarse classes, and
the resolution of each image is 480 x 640, which limit the usage of this dataset.
SKU-110K dataset [13] is so far the largest retail image dataset in terms of the number of images.
It contains more than 1M images from 11,762 images of store shelves. Since the main focus of the
dataset is retail object detection in densely packed scenes, they only provide bounding boxes of each
object in scene without further annotating the category of the bounding boxes. Thus, this dataset
cannot be used for object recognition purpose.
MVTEC [10] is an instance-aware semantic segmentation dataset for retail products. It provides
21,000 images of 60 object categories with pixelwise labels. It can also be served as additional
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Figure 3: Pipeline of our data collection process. Our photo collectors were first distributed in over 500 different
retail stores and collected over 10k high-resolution shelf images. Then we use a pre-trained detection model
to extract the bounding boxes of potential objects of interests. After that, our human annotators discard the
incorrect bounding boxes, including heavily occluded images and images that is not a valid retail product. The
remaining images are annotated by the annotators.
grocery relevant component to other semantic segmentation datasets [6, 8, 25]. Similar to RPC
dataset, MVTEC is also captured in laboratory environment with controlled camera settings. The
scale of this dataset in terms of images and categories is also relatively small. Thus, it may not be
suitable for the task of object recognition in real store.
3 Our dataset
In this section, we provide the details of our RP2K dataset.
Organizations. Our dataset contains two components: the original shelf images and the individual
object images cropped from the shelf images. The shelf images are labeled with the shelf type, store
ID, and a list of bounding boxes of objects of interest. For each image cropped from its bounding
box, we provide rich annotations include the SKU ID, product name, brand, product type, shape, size,
flavor/scent and the bounding box reference to its corresponding shelf image. Fig. 5 demonstrates
some sample attributes of the object images. Note that some attributes may not be applicable to
particular products.
We also provide meta category label for each object image, in two different ways. One is categorized
by its product type, which reflects the placement of the products, i.e., products with the same type
usually placed on the same or nearby shelves. We include 6 meta categories by product types: dairy,
liquor, beer, cosmetics, non-alcoholic drinks and seasoning.
Another categorization method is by its product shape. We include 7 shapes, bottle, can, box, bag,
jar, handled bottle and pack , which covers all possible shapes that appeared in our dataset. These
7 shapes are also used in training our pre-annotation detector. The sample images for different
meta-categories are shown in Fig. 4.
Besides these two meta categorization method, our rich labels provide an option for the users to
evaluate their algorithms on a customized fine-grained level.
Data collections. The shelve images were collected in 10 cities from 500 different general stores,
to increase the data diversity. The data collectors were instructed to make sure the shelf positioned in
the center of the image, and each image should only contain one shelf. Each shelf image is at least
3000 by 3000 pixels. The image collectors use different (smartphone) camera models to capture the
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Figure 4: Sample images from our dataset with different meta-categorizations. (top) Categorized by product
types. (bottom) Categorized by product shapes.
photos under natural in-store lighting environments, mimicking the realistic application scenarios.
We also make sure each individual object in the collected images is at least 80 by 80 pixels and clear
enough to be recognized by human eyes.
After collected from multiple stores, the shelves images were sent to a group of annotators to label
the products that appeared in those images. To reduce the workload of human labor, we first run a
pre-annotation step by using a pre-trained object detector to generate bounding boxes of potential
objects. We use RetinaNet [24] as the base structure of the object detector and train it on our auxiliary
object detection dataset; see Appendix C for details. The annotators then manually remove all
the unwanted bounding boxes (e.g., overlapped box or occluded box), before assigning labels and
attributes to each bounding box image. The data collection pipeline is summarized in Fig. 3.
Statistics. We collect 14,368 high-resolution shelf images in total, with, on average, 37.1 objects
in each images, resulting in a dataset with 533,633 images of individual objects. Each individual
object image represents a product from in total of 2000 SKUs. We split the train/test set by the ratio
of 0.85/0.15. The detailed statistics for different meta categories are illustrated in Table 1.
Auxiliary detection dataset. To encourage the development of a full pipeline solution, from on-
shelve product detection to recognition, we also provide our auxiliary object detection dataset. We
include 95,800 bounding boxes from 1400 shelve images with 7 different shapes described in Fig. 4
to train our object detector. We refer the audience for a detailed description of our detection dataset to
Appendix C. We want to emphasize that the object detection task for retail shelve has been targeted
Table 1: Statistics of our dataset.
Meta Category SKUs Train Imgs. Test Imgs. Total Imgs. Imgs./SKU
B
y
Pr
od
uc
t Dairy 325 117,597 20,753 138,350 425.7Liquor 167 17,394 3,069 20,463 122.53
Beer 238 57,875 10,213 10,213 236.4
Cosmetics 257 17,714 3,126 20,840 81.1
Non-Alcohol Drinks 354 46,147 8,143 54,290 153.4
Seasoning 609 196,887 34,745 231,632 380.3
B
y
Sh
ap
e
Bottle 1,063 257,254 45,398 302,652 284.7
Can 267 69,063 12,187 81,250 304.3
Box 201 42,193 7,446 49,639 247.0
Bag 109 9,814 1,732 1,1546 105.9
Jar 46 9,123 1,610 10,733 233.3
Handled Bottle 251 56,925 10,045 66,970 266.8
Pack 63 9,219 1,627 10,846 172.2
Total 2,000 453,614 80,049 533,663 266.8
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Table 2: Classification results for different categories. # images indicates the number of total images available
in the corresponding meta-category. MobileNetV1 shows better performance compare to InceptionV3. However,
neither of them achieved enough high accuracy for deploying real applications such as product placement
auditing.
Meta-Category # images MobileNetV1 InceptionV3Top-1 Top-5 Top-1 Top-5
Dairy 138,350 91.05% 98.69% 84.17% 97.15%
Liquor 20,463 86.59% 97.15% 73.07% 92.89%
Beer 68,088 93.30% 98.54% 85.86% 96.52%
Cosmetics 20,840 78.88% 95.95% 75.80% 93.83%
Non-Alcohol Drinks 54,290 86.80% 96.51% 76.74% 93.29%
Seasoning 231,632 88.08% 97.61% 75.46% 92.99%
All 533,663 87.05% 96.94% 54.94% 81.69%
by many other dataset [13], thus we do not target our dataset as an object detection dataset. Here we
provide the detection dataset for completeness’ sake.
4 Benchmarking our dataset
In this section, we provide our evaluations to benchmarking our RP2K dataset. We demonstrate our
results on the classification task. Yet, we would like to emphasize that our dataset is not limited to the
task. We will provide a further discussion on other potential use cases of our dataset in Sec. 5.
We report the experimental results by meta categories; specifically, we train independent models and
evaluate the performance for each meta-category. We also tested using a single model to predict 2000
SKUs. We use MobileNet [17] and InceptionV3 [39] as our base network structure to perform the
classification. Two fully connected layers are attached after the base structure. Each fully connected
layer are followed by a BatchNorm and a ReLU activation. Another fully connected layer with the
output dimension of the number of classes is set to be the final layer of the whole network. For
both MobileNet and InceptionV3, we use the ImageNet pre-trained model, i.e., we use the ImageNet
pre-trained model that available in the TensorFlow [1] library, and freeze the feature extraction
layers while only optimize the fully connected layer for 20 epochs with learning rate 0.1. Then
we unfreeze the feature extraction layers and train the entire network for another 5 epochs with
learning rate 0.01. We use Adam optimizer [21] for all experiments. All models are trained using the
TensorFlow framework on a single NVIDIA Tesla V100 GPU. We report both top-1 accuracies and
top-5 accuracies for our evaluation.
As shown in Table 2, MobileNetV1 outperforms InceptionV3 on all 6 meta-categories, as well as
using all images. However, higher accuracy is required to implement commercial applications such
as checking if the products on the shelf are placed in the correct way.
Training from scratch and data augmentation. Since images in our dataset are captured under
diverse view angles and lighting conditions, using data augmentation during training presumably
would increase the classification performance. In addition, we are also interested in evaluating the
performance between using a pre-trained model and training from scratch.
SKU id: 746
Size: 250mL
Type: Drinks
Brand: Starbucks
Flavor: Latte
Shape: Can
SKU id: 748
Size: 250mL
Type: Drinks
Brand: Starbucks
Flavor: Motcha
Shape: Can
SKU id: 450
Size: 1.8L
Type: Cosmetics
Brand: OMO
Flavor: N/A
Shape: Handled Bottle
SKU id: 1049
Size: 1L
Type: Dairy
Brand: Yili
Flavor: Original
Shape: Box
Figure 5: Sample data with attributes information.
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Table 3: Evaluation of different training protocols. We found that adding data augmentation does not necessarily
increase the recognition performance. We hypothesis it is due to our dataset already include lighting variance
and camera distortion, further augmenting data does not making our dataset more close to the real image.
Model Full Pre-trained Full + Aug. Pre-trained + Aug.
Top-1 Acc. 85.19% 87.05% 76.30% 86.84%
Top-5 Acc. 96.08% 96.94% 91.57% 97.60%
Thus, we further evaluate the MobileNetV1 using 4 different training schemes: training from scratch,
pre-training, training from scratch with data augmentation, and pre-training with data augmentation.
For all training scheme we use the Adam optimizer.
The training from scratch scheme refers to random initializing the entire network, and train it for a
fixed time. We first train the network with 0.1 learning rate for 30 epochs, and then we decay the
learning rate to 0.01 to train the network for another 10 epochs. The momentum is set to 0.9 all the
time.
To mimic the real scenario environment, we use the following data augmentation scheme in our
training:
• Adding a constant border with a width randomly chosen between 0 and 30px.
• Cropping randomly by up to 10px.
• Applying a randomly-parameterized perspective transformation.
• Darkening/Brightening the image ramdomly by up to 20%.
The results of evaluating 4 training protocols are shown in Table 3.
Besides reporting classification accuracy for each meta category, we also plot the relationship between
the number of instance image and classification accuracy for each individual instance. To analyze
this relationship, we first sort our entire 2000 product by its instance count, and then group each 10
nearby products. Then we calculate the average top-1 classification accuracy for each group. As
shown in Fig. 6, the prediction accuracy is decreasing with the number of instances available in the
dataset, and the variance of the accuracy increased. This suggest that future research should focus on
improving the prediction accuracy for the "long tail" part, since total accuracy could be high due to
instances with abundant training data usually have high prediction performance while contribute to
the statistics more. In contrast, the long tail part may still have low accuracies.
As we mentioned in Sec. 3, we also collect a object detection dataset for training the pre-annotator.
To give a reference of the real retail store application scenario, we evaluate the performance of the
detection using our auxiliary object detection dataset. Please refer to Appendix C for detailed results
and discussions.
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Figure 6: Long tail problem in fine-grained recognition. With the decreased number of available images, the
recognition accuracy is tend to decrease.
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5 Other potential research problems
Besides the classification and detection task, there are many other potential research problems on our
dataset. We list a few of them in this section.
Adversarial attacks and defenses. Adversarial attacks refer to adding deliberately crafted, imper-
ceptible noise to natural images, aiming to mislead the network’s decision entirely [14]. Adversarial
attacks pose serious threats to numerous machine learning applications, from autonomous drive to
face recognition authorization. Motivated by building a robust neural network model, a series of
adversarial attacks and defenses have been proposed, advancing the understanding of adversarial
examples [5, 36, 45, 27, 40].
However, most of the existing defense methods are evaluated on standard benchmarks such as
MNIST, CIFAR-10 or ImageNet. In those datasets, the visual difference between images from
different classes are often large. In contrast, due to the fine-grained characteristics, two images from
different classes in our dataset could also hold very similar visual features. Besides, the number of
total categories in our dataset (2000) is also considerably higher than traditional benchmarks like
CIFAR-10 (10) or ImageNet (200). These two factors could pose a much more challenging problem
in the adversarial defense task. Thus, it would be worthwhile to develop and evaluate new adversarial
defenses algorithm on our dataset.
Generative models on structured images. Image synthesis has achieved remarkable progress in
recent years with the emergence of various generative models [31, 2, 44, 29, 19, 22]. The state-of-
the-art generative models are capable of generating realistic high-resolution images of many distinct
objects and scenes.
Despite the success in generating natural images, generating images with structured layouts remains
challenging, as pointed out by many recent work [30, 16, 38]. Our original shelves image dataset
could be a practical dataset for evaluating generative models on structured image synthesis. The
bounding box combined with SKU labels in our dataset provides the ground truth of semantic layout
information. Once robust generative models are developed, it could also facilitate to pave a way for
generating more data for shelf objects detection and recognition.
Few-shot learning. The ability to learn from a few examples remains a challenge for modern
machine learning systems. This problem has received significant attention from the machine learning
community [9, 32, 37, 7, 35]. According to Fig. 6, the long-tail effect of our characteristics provides
more than 100 classes with the number of instance images less than 30. Thus, our dataset could
also serve the purpose of few-shot learning algorithm evaluation. Moreover, the large number of
categories reside in our dataset enables a broader range of choices to evaluate the algorithm. Besides
the research value of few-shot learning in our dataset, few-shot learning is also important in the retail
industry since some products may only have few placed in a retail store.
6 Conclusion
We introduce a new retail recognition dataset, RP2K. Our dataset is inspired by the task of retail
product recognition on store shelves, which has tremendous applications on AI-powered retail
industry—image-based product retrieval, empty shelf detection, and sales activity tracking, to name a
few. As a fine-grained classification dataset, our dataset has the so far largest amount of categories,
while maintaining a decent amount of images. In addition to the pre-defined meta-categories, we
also provide rich attributes information that allows the user to adjust the fine-grained level for their
evaluations. To bridge the gap between research and real-life applications, our data are all collected in
natural retail store environments. Our experiments show that there are many spaces of improvement
for current models to establish a robust recognition system. Besides object recognition, our dataset
could also be used for other important computer vision tasks such as few-shot learning and generative
model. We believe our dataset could further progress the revolution that is already occurring in the
retail industry.
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A Additional Samples of Shelf Images
(a) Beer. (b) Seasoning.
(c) Cosmetics. (d) Liquor.
Figure 7: Additional shelf images.
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(a) Dairy. (b) Seasoning.
(c) Non-Alcoholic Drink. (d) Cosmetics.
Figure 8: More additional shelf images.
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B Additional Samples of Object Images
SKU id: 54
Types: Dairy
Shape: Box
Size: 1L
Brand: Mengniu
Flavor: Original
SKU id: 126
Types: Drink
Shape: Can
Size: 250mL
Brand: Meco
Flavor: Peach
SKU id: 127
Types: Drink
Shape: Can
Size: 250mL
Brand: Meco
Flavor: Lime
SKU id: 360
Types: Cosmetics
Shape: Can
Size: 250mL
Brand: TJOY
Flavor: Oil Control
SKU id: 361
Types: Cosmetics
Shape: Can
Size: 250mL
Brand: TJOY
Flavor: Moisture
Figure 9: Additional images with different SKUs.
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SKU id: 589
Types: Beer
Shape: Pack
Size: 12x250mL
Brand: TUBORG
Flavor: Original
SKU id: 1724
Types: Seasonging
Shape: Bag
Size: 200g
Brand: Haidilao
Flavor: Pork
SKU id: 646
Types: Drink
Shape: Bottle
Size: 100mL
Brand: evian
Flavor: Original
SKU id: 1003
Types: Seasoning
Shape: Bottle
Size: 1L
Brand: Weidamei
Flavor: Fish
SKU id: 1345
Types: Seasoning
Shape: Jar
Size: 348g
Brand: Tantanxiang
Flavor: Original
Figure 10: More images with different SKUs.
C Auxiliary Detection Dataset
Here we provide the evaluation on the auxiliary detection dataset. We split the 95,800 bounding boxes
to 80,000 training boxes and 15,800 test boxes. We use the standard RetinaNet [24] to evaluate the
detection performance. We report the Average Precision (AP) for each shape, as well as mean Average
Precision (mAP) for the entire test set, with different IoU threshold, the results are summarized in
Table 4.
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Table 4: Performance of object detection. AP(x) indicates AP with IoU threshold=x.
Shape AP(0.5) AP(0.55) AP(0.6) AP(0.65) AP(0.7) AP(0.75) AP(0.8)
Box 0.3485 0.3475 0.344 0.3372 0.3195 0.3003 0.2670
Can 0.6886 0.6868 0.6837 0.6811 0.6766 0.6650 0.6314
Bottle 0.7525 0.7509 0.7487 0.7448 0.7365 0.7137 0.6545
Jar 0.2620 0.2559 0.235 0.2302 0.2191 0.1921 0.1748
Handled Bottle 0.4919 0.4896 0.4658 0.4505 0.4014 0.3804 0.3059
Bag 0.3449 0.338 0.3273 0.3151 0.2827 0.2518 0.1901
Pack 0.4643 0.4634 0.4634 0.4634 0.4634 0.4494 0.3789
mAP for All 0.6186 0.6164 0.6121 0.6069 0.5962 0.5739 0.3994
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