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Abstract
This thesis seeks to detect damped sinusoidal transients, specifically capacitor switching transients, buried in noise and to answer the following questions: 1.) Can the transient
s(t; q) be sparsely represented from sδ (t) = s(t; q) + (t) using sparsity methods, where (t)
is white Gaussian noise? 2.) Does computing the local auto-correlation of the signal around
the transient improve detection? 3.) How does the auto-correlation shell representation
compare to the wavelet representation? 4.) Which basis is ”best”? 5.) Which method and
representation is best? This thesis explores detection schemes based on classical methods and newer sparsity methods. Classical methods considered include reconstruction via
wavelets and reconstruction in the novel multi-resolution representation based on the autocorrelation functions of compactly supported wavelets. For simplicity, only four bases are
considered: Haar, Daubechies 2, Daubechies 4, and Symlets 2. Sparsity methods include
the iterative soft, hard, and combined thresholding algorithms.
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Chapter 1

Introduction
1.1

Motivation
Transient detection has many important applications including power line noise

analysis, speech and image processing, acoustics, and turbulent flow applications. Transient
detection also plays a major role in the area of communication because transients seem to
degrade not only the quality of a signal being communicated, but also the efficiency of
the communication system. Detection and classification of transients or disturbances in
general may lend understanding to the noise in a particular communication network and
understanding of how transients and disturbances degrade the signal of interest. Transients
found in many applications are typically sinusoidal in nature [18]. Detection of transients,
especially those buried in some sort of noise, is a relatively common problem in many
applications. Because of its commonality, there already exist many methods for detection.
Previous strategies have included continuous wavelet transforms, the fast pyramidal wavelet
algorithm [1], M-band extended translation-invariant (ETI) wavelet transforms [14], and
matching and basis pursuit algorithms based on dictionaries [5]. However, in previous
applications, efforts were mainly focused on the detection of wide-band, pulse-like transients
using standard binary hypothesis testing and did not take advantage of state of the art
inverse problem theory.

1

Traditional transient detection schemes are based on hypothesis testing. A simple
model would be to assume the signal is the transient of interest plus some sort of noise. Then,
the goal is to recover the original transient buried in the noise by using binary hypothesis
testing. While this problem seems simple enough, it can become quite complicated based
upon the type of noise present. Detection theory and hypothesis testing for signals with
additive white Gaussian noise are very well developed and well understood. However, the
theory available for non-Gaussian noise is more complicated and not as well understood.
For more information about detection in non-Gaussian noise, see [12].
There have been recent developments involving ”sparsity methods” in optimization
theory, statistical inverse problems, and many other fields. This is evident from the number
of papers and the growing amount of research in applied areas involving sparsity techniques
[5], [?], [4]. Researchers are currently developing these methods for signal detection and some
examples include [2], [15], or [9]. As Atto and Pastor point out in [15], sparsity methods are
advantageous in detection theory since sparse transformations make it possible to represent
signals by coefficients with small or null amplitudes, except for a few coefficients with large
amplitudes. Atto, Pastor, and Mercier suggest a non-parametric estimation of a signal in [2]
by applying an orthonormal transform to the noisy data, then applying a non-linear filter,
and finally reconstructing the signal on the basis of the filtered coefficients. This thesis
has the same goal and uses roughly the same steps as [2], but aims to take full advantage
of some of the deterministic sparsity methods available to mathematicians in order to find
a non-parametric estimation of a signal. Furthermore, this application focuses on those
transients which can be modeled as damped sinusoids and is motivated by applications in
the power line network.
This thesis makes the a-priori assumption that the damped sinusoidal transients are
sparse after some transformation, such as a time and frequency transformation, a short-time
auto-correlation transformation, etc. Here, ”sparse” means simply that the true transient
is made up of very few basis components. Taking this sparsity assumption into consideration, this thesis proposes a novel approach to sparse detection of transients based on the
2

auto-correlation functions of compactly supported wavelets. The use of wavelets is common
in detection problems, but it is difficult to gauge which type of wavelet will best detect
a given transient. This thesis proposes the use of the auto-correlation functions of compactly supported wavelets for detection. One reason for this choice is that auto-correlation
provides a better signature of the transients of interest and auto-correlation transformation makes the damped sinusoid transients symmetric. The auto-correlation functions of
compactly supported wavelets also have the convenient property that they will de-noise the
transient in the frequency domain. However, this thesis will also test representations based
on the standard wavelets bases since, like transients, wavelets are localized in both time
and frequency.

1.2

Problem Formulation
As noted previously, transients in power line systems are sinusoidal in nature. Such

transients may be described by s(t; q) = Ae−γt sin(ωt + α) where q = (A, γ, ω, α). However,
in any power line system, noise will always be present. As a consequence, anyone who seeks
to detect the transient s(t; q) in the system will not posses the true signal, but a distortion
of the signal blurred by the Gaussian noise (t). This approximation to the true signal may
be described by sδ (t) = s(t; q) + (t) where δ is the noise-level and ||sδ − s|| ≤ δ. The
inequality ||sδ − s|| ≤ δ, it is simply meant that the signal is not too noisy and detection of
a transient is possible.
In order to detect such a transient buried in noise, a suitable basis must be chosen.
This thesis will use the aforementioned auto-correlation functions of compactly supported
wavelets as a basis because auto-correlation provides a better signature of damped sinusoids.
Thus, given the transient s(t; q), find a suitable basis from the auto-correlation functions of

wavelets which can resolve s(t; q) with a sparse representation. Denote this basis ϕauto
.
i
i∈Z
Requiring the auto-correlation functions of wavelets basis to be able to resolve s(t; q) with a
sparse representation is logical since it is known a-priori that sinusoidal transients in power

3


line systems are sparse. Suppose ϕauto
i

i∈Z

is a basis in the auto-correlation functions of

wavelets library W auto , then a sparse representation of s(t; q) is the minimizer of:

δ

δ

min J(c, ϕ) = s (t) ∗ s (t) −
c,ϕ

n
X
i=1

2

ci ϕauto
i

+
L2

n
X

|ci |wi

i=1

where c represents the coefficients ci , ϕ represents the auto-correlation functions of wavelets
basis from the library W auto , and wi are weights for the coefficients. Note that ∗ represents
the convolution operator, i.e. for two functions f (x) and g(x),
Z

∞

f (y)g(y − x) dy.

f (x) ∗ g(x) =
−∞

Using this framework, suppose sδ (t) is a transient buried in some noise or signal, i.e. sδ (t) =
s(t; q) + (t), then this thesis will seek to answer several questions. 1.) Can the transient
s(t; q) be sparsely represented from sδ (t) = s(t; q) + (t), where (t) is white Gaussian noise?
2.) Does computing the local auto-correlation of the signal around the transient improve
detection? 3.) How does the auto-correlation shell representation compare to the wavelet
representation? 4.) Which basis is ”best”? 5.) Which method and representation is best?

4

Chapter 2

Background
Since a sparse representation of the signal, specifically transients, is of interest, it is
important to recognize that the signal may not be sparse in the time domain or as measured.
Thus, it is necessary to find a suitable transformation which makes the information sparse in
the signal. Therefore, this thesis shall first define the transformations and relevant methods
needed to transform the data to the chosen domain where the signal of interest is sparse.
In this section, the Fourier series transform, the wavelet transform, the multi-resolution
representation based on the auto-correlation functions of compactly supported wavelets,
sparsity, and inverse problems will be discussed. This will provide a starting point as well
as provide necessary background information for finding sparse representations after such
a transformation is performed.

2.1

Fourier Series and Wavelets
The Fourier transform and wavelet transform are two classical methods in signal

processing. The Fourier transform is derived from the Fourier series. Fourier series are
based upon the idea that



einx

∞
n=−∞

and

∞
{cos nx}∞
n=0 ∪ {sin nx}n=1
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are orthogonal bases for L2 [−π, π]. For a proof of this, see [3] or [10]. According to Folland
in [10], suppose f ∈ L2 [−π, π] is periodic with period 2π then
∞
X

inθ

cn e

or

a0 +

n=−∞

∞
X

an cos nθ + bn sin nθ

n=1

is called the Fourier series of f and cn or an and bn are called the Fourier coefficients. Notice
that the above are no more than the basis expansion of f in either the einθ basis or the
cos nθ ∪ sin nθ basis.
The Fourier series does not have to be defined only on [−π, π]. For an interval of
general length 2a over −a ≤ x ≤ a and a periodic function with period 2a, the Fourier
series of f ∈ L2 [−a, a] is given by
∞
X

cn einπx/a

or

∞
X

a0 +

n=−∞

n=1

an cos

nπx
nπx
+ bn sin
.
a
a

Given the definition of the Fourier series over an interval of general length, in [3], Boggess
and Narcowich state that the Fourier coefficients are given by
Z a
1
f (t) dt,
a0 =
2a −a
Z
nπt
1 a
f (t) cos
an =
dt, and
a −a
a
Z
nπt
1 a
bn =
f (t) sin
dt.
a −a
a
Similar to the Fourier series is the Fourier transform. Unlike the Fourier series, the
Fourier transform is valid for any integrable function f ∈ R. Then according to [3], if f is
R∞
a continuously differential function with −∞ |f (t)| dt < ∞, then
1
f (x) = √
2π

Z

∞

−∞

6

fˆ(λ)eiλx dλ

where fˆ(λ) (the Fourier transform of f ) is given by
1
fˆ(λ) = √
2π

∞

Z

f (t)e−iλt dt.

−∞

The Fourier transform may also be defined for the discrete case. [10] defines the N-point
discrete Fourier transform as the linear map FN : C N → C N such that

âm =

N
−1
X

e−2πimn/N an

n=0

and the inverse discrete Fourier transform as
N −1
1 X 2πimn/N
an =
e
âm .
N
m=0

The discrete Fourier transform is extremely useful in that it is often used as a numerical
approximation to the standard Fourier transform. However, the calculation of the discrete
Fourier transform requires N 2 elementary operations, which may be computationally difficult for large N . By using an adaptation of the Fourier transform called the fast Fourier
transform, or FFT, the computation required for even N where N = 2k is reduced from
N 2 = 22k to k2k+1 = 2N log2 N [10]. The FFT is the method most commonly used in
practice.
The Fourier series and Fourier transform have many useful applications. The Fourier
series is often used in partial differential equations to solve some boundary value problems
for the heat, wave and Laplace equations. The Fourier transform is used to solve similar
problems in the unbounded setting. The Fourier transform is also a vital tool in signal
processing and quantum mechanics and is becoming ever more useful in other fields of
science and mathematics. For more information on Fourier series and transforms, see [3]
and [10].
The idea of the Fourier series and Fourier transform motivated the creation of the
wavelet. To give a simple definition, a wavelet is a mathematical function used to divide a
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signal into scale components. A wavelet is essentially another basis for L2 which can keep
track of both time and frequency information. An advantage of wavelets is that they are
scalable, i.e. they may be used to zoom in or out on a signal. Further, the wavelet scaling
function φ(x) together with the wavelet function ψ(x) is called a“family.” Popular wavelet
families include the Haar wavelet and the Daubechies wavelets. The Haar wavelet is often
referred to as the “mother wavelet” and the Haar wavelet family is given by

φ(x) =




1,

if 0 ≤ x < 1



0,

elsewhere

and ψ(x) =





1,




−1,






0,

if 0 ≤ x < 1/2
if 1/2 ≤ x < 1.
elsewhere

A convenient property of the Haar wavelet scaling function is that φ(x) and φ(x − k)
have the same graph but the latter is translated to the right by k units for positive k.
Also, the wavelet function and the scaling function for Haar are related to each other by
ψ(x) = φ(2x) − φ(2x − 1). Now, construct a set, Vj , such that any function in Vj is a

linear combination of all φ(2j x − k), i.e. Vj = ..., φ(2j x + 1), φ(2j x), φ(2j x − 1), ... . This
construction is advantageous since for j = 0, 1, 2, ..., Vj has compact support, i.e. all f ∈ Vj
vanish at ±∞. Furthermore, since V0 ⊂ V1 ⊂ V2 ⊂ · · · , no information is lost as the resolu
tion becomes finer. Also, as Boggess and Narcowich prove in [3], 2j/1 φ(2j x − k) | k ∈ Z
is an orthonormal basis for Vj .
Similarly, construct Wj =

P

j
k∈Z ak ψ(2 x

− k) | ak ∈ R and notice that Wj is the

orthogonal compliment of Vj in Vj+1 and further that Vj+1 = Vj ⊕ Wj . A handy result is
that L2 (R) = V0 ⊕ W0 ⊕ W1 ⊕ · · · . Thus, any function in L2 may be represented as a unique
P
combination of wavelets from a particular wavelet family, i.e. for f ∈ L2 , f = f0 + ∞
j=0 wj
with f0 ∈ V0 and wj ∈ Wj . Take, for instance, the Haar wavelet. Then in order to represent
any function f ∈ L2 in terms of elements from V0 and Wj , [3] supposes

fj (x) =

X

ajk φ(2j x − k) ∈ Vj

k∈Z
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and gives the (Haar) decomposition formula for fj to be fj = wj−1 + fj−1 where

wj−1 =

X

fj−1 =

X

j−1
bj−1
x − k) ∈ Wj−1 and
k ψ(2

k∈Z
j−1
x − k) ∈ Vj−1
aj−1
k φ(2

k∈Z

with
bj−1
k

aj2k − aj2k+1
=
2

and

aj−1
k

aj2k + aj2k+1
=
2

for each level j. At this point in representing a signal as a wavelet, there are several options.
If the aim is to de-noise, then the Wj components of f corresponding to unwanted frequencies
may be discarded. If the aim is data compression, threshold the Wj components and discard
those that are “small”. After performing the desired operation(s), reconstruction may be
performed. According to [3] and still using the Haar wavelet, suppose f = f0 + w0 + w1 +
· · · + wj−1 with

f0 (x) =

X

a0k φ(x − k) ∈ V0

and wj (x) =

X

bjk ψ(2j x − k) ∈ Wj ,

k∈Z

k∈Z

then

f (x) =

X

ajl φ(2j x − l) ∈ Vj

l∈Z

where

ajl =




akj−1 + bj−1
k , if l = 2k is even


aj−1 − bj−1 , if l = 2k + 1 is odd.
k
k

Similar formulas exist for each wavelet family. For more information on wavelets, see [3].
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2.2

The Auto-correlation Functions of Compactly Supported
Wavelets
Next, this thesis shall examine the auto-correlation expansion of a transient s(t; q)

as presented by Saito and Beylkin in [16]. According to Saito and Beylkin, fully exploiting
the advantageous properties of wavelets in real-world applications can be difficult because
the orthonormal wavelet expansions are not shift invariant and redundant representations
are often necessary to simplify analysis between scales. Other difficulties with wavelets arise
when applied to image processing; mainly the asymmetric shape of compactly supported
wavelets is preferred in computer implementations while symmetric basis functions are
preferred to simplify finding zero-crossings.
Saito and Beylkin propose using symmetric filters for decomposition and the use
of auto-correlation functions of compactly supported wavelets, which behave like derivative
operators. Using orthonormal wavelets, Saito and Beylkin build a shift-invariant representation, or orthonormal shell:






∼
ψ jk (x)

∼

φn0 k (x)

and
1≤j≤n0 , 0≤k≤N −1

0≤k≤N −1

where
∼

φjk (x) = 2−j/2 φ(2−j (x − k))

∼

and ψ jk (x) = 2−j/2 ψ(2−j (x − k))

for φ(x) and ψ(x) from the given wavelet family. Notice the exponent is negative. Then,
let f (x) ∈ V0 and define
sjk

Z
=

∼

f (x)φjk (x)dx

and

djk

Z
=

∼

f (x)ψ jk (x)dx.

This representation is redundant but contains all orthonormal wavelet coefficients of all
circular shifts of the original signal.
However, as Saito and Beylkin point out, this representation may be inconvenient
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for signal analysis because of the asymmetric shape of the compactly supported wavelets.
Thus, instead of using wavelets φ(x) and ψ(x), Saito and Beylkin use their auto-correlations:
Z

∞

Φ(x) = φ(x) ∗ φ(x) =

φ(y)φ(y − x)dy and
Z−∞
∞

Ψ(x) = ψ(x) ∗ ψ(x) =

ψ(y)ψ(y − x)dy.
−∞

These auto-correlation functions have several useful properties. First, Φ(k) = δ0k and
Ψ(k) = δ0k , where δij represents Kronecker’s delta. Further, Ψ(x) = 2Φ(x) − Φ(x). Finally,
Φ(x) and Ψ(x) are symmetric. Saito and Beylkin define a multiresolution representation,
which they term an auto-correlation shell:




∼
Ψjk (x)

and


Φn0 k (x)
∼

1≤j≤n0 , 0≤k≤N −1

0≤k≤N −1

where
∼

Φjk (x) = 2−j/2 Φ(2−j (x − k))

∼

and Ψjk (x) = 2−j/2 Ψ(2−j (x − k)).

Saito and Beylkin relate the auto-correlation shell to the earlier orthonormal shell
as follows. First, define

fsj (x) =

N
−1
X

sjk φ(x − k)

and fdj (x) =

k=0

N
−1
X

djk φ(x − k)

k=0

then write
Ajs f (x) = fsj (x) ∗ 2−j φ(2−j x)

and Ajd f (x) = fdj (x) ∗ 2−j ψ(2−j x).

Finally, set

Ajs f (x)

=

N
−1
X

Skj Φ(x

− k)

and

k=0

Ajd f (x)

=

N
−1
X

Dkj Ψ(x − k).

k=0

Saito and Beylkin observe here that {Φjk } and {Ψjk } are not orthonormal bases of Vj and
11

Wj however, this representation is shift-invariant, convertible to the orthonormal shell, and
completely symmetric. In Figures 2.1 and 2.2, the auto-correlation functions Φ and Ψ for
the Daubechies 2 wavelet are compared with the Daubechies 2 wavelet. In these figures,
the magnitude of the auto-correlation function and the wavelet are also compared.

Figure 2.1: Top left: a plot of the auto-correlation function Φ(x), top right: a plot of the
Daubechies 2 scaling function ϕ(x) with L = 4, bottom left: the magnitude of the Fourier
transform of Φ(x), and bottom right: the magnitude of the Fourier transform of ϕ(x).
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Figure 2.2: Top left: a plot of the auto-correlation function Ψ(x), top right: a plot of the
Daubechies 2 wavelet function ψ(x) with L = 4, bottom left: the magnitude of the Fourier
transform of Ψ(x), and bottom right: the magnitude of the Fourier transform of ψ(x).

By re-writing the two-scale difference equations for the auto-correlation functions,
Saito and Beylkin compute the decomposition formulas to be

Skj =

L−1
X

j−1
pl Sk+2
j−1 l

and Dkj =

−L+1

L−1
X

j−1
ql Sk+2
j−1 l

l=−L+1

where

pk =





2−1/2




2−3/2







0

for k = 0,
for k = ±1, ±3, ..., ±(L − 1),
for k = ±2, ±4, ..., ±(L − 2)
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and qk =




2−1/2

for k = 0,



−pk

otherwise.

The reconstruction formula given by Saito and Beylkin is Skj−1 =

√1
2



Skj + Dkj



for j =

1, ..., n0 and k = 0, ..., N − 1.

2.3

Sparsity
Finally, this thesis shall make a few notes regarding sparsity. Generally speaking,

sparsity may be defined as using as few coefficients as possible in a representation. Sparsity can be thought of in terms of the L0 “norm.” Given {xi }i∈Z , define || · ||L0 := {n =
P
i∈Z i | xi 6= 0}. Then the sparsest representation satisfies min||x||L0 . Sparsity is a “natux

ral” method of data compression and lends itself easily to de-noising and inverse problems.
Sparse representations are also often preferable for applications where data storage is an
issue.
Recall that this thesis seeks to find the wavelet basis



ϕauto
i

i∈Z

in the auto-

correlation wavelet library W auto by the following functional

δ

δ

min J(c, ϕ) = s (t) ∗ s (t) −
c,ϕ

n
X
i=1

2

ci ϕauto
i

+
L2

n
X

|ci |wi .

i=1

Notice that the functional has components in L2 and in L1 . Let the second part of the
P
functional, ni=1 |ci |wi , be denoted B. Then the functional with B = 0 is in L2 . Recall that
L2 is a Hilbert Space and thus possesses many convenient properties, including least squares
minimums (see Appendix A). Thus, it is guaranteed that the first part of the functional, the
L2 norm, can be completely resolved. In fact, by applying methods from [16], the solution to
min J(c, ϕ) can be found. On the other hand, the second part of the functional, B, is in L1 .
Recall that L1 is a Banach Space and does not possess all the convenient properties of L2 .
P
2
So, in the case that B = 0, minJ(c, ϕ) = sδ (t) ∗ sδ (t) − ni=1 ci ϕauto
+ B is completely
i
L2
c,ϕ

resolved but when B 6= 0, the challenge is to resolve the L1 minimization. However, a
major hurdle is to compensate for the fact that achieving sparsity, i.e. minimizing the L0
norm is generally considered to be NP-Hard. To overcome the hurdles of the L0 norm,
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regularization methods such as the iterative soft, hard, and combined thresholding methods
may be employed. However, these methods require a basic understanding of inverse and
ill-posed problems, which are discussed in the next section.

2.4

Inverse Problems and Regularization
In the discussion that follows, the following notation will be used: X and Y are

Hilbert spaces, T : X → Y is a bounded linear operator, and K : X → Y is a compact
linear operator. For more information about these topics, see Appendix A, [13], or [7].
Inverse problems are quite common in many applications including medical imaging,
geophysics, remote sensing, and astronomy. More relevant to this thesis is the fact that
detecting s(t; q) from the noisy signal sδ (t) is an inverse problem. The goal of any inverse
problem is to find x ∈ X such that T x = y. However, there are some difficulties associated
with finding the x described above. One problem is that T −1 may not exist. Another is that
the null space of T may be equal to the empty set, in which case the problem is ill-posed.
[7] states that a problem is ill-posed if one or more of the following holds:
• a solution does not exist,
• the solution is not unique, and/or
• the solution does not depend continuously on the data.
Thus, in practice, the goal of an inverse problem is to find an approximate solution to
T x = y.
There are two common types of approximate solutions to inverse problems: leastsquares solutions and best-approximate solutions. x ∈ X is a least-squares solution to T x =
y if ||T x − y|| = inf {||T z − y|| |z ∈ X } and x ∈ X is a best-approximate solution to T x = y
if x is a least-squares solution and ||x|| = inf {||z|| |z is a least-squares solution of T x = y}
[7]. While the concept of a best-approximate solution enforces uniqueness, it does not
always give a solvable problem. Engl et al. in [7] state that for a compact linear operator
K with singular system (σn ; vn , un ) and y ∈ Y,
15

1. The Picard Criterion for existence of a best-approximate solution is that y ∈ dom(K† )
P
2
2
if and only if ∞
n=1 |hy, un i| /σn < ∞; and
P
2. for y ∈ dom(K† ), K† y = ∞
n=1 hy, un ivn /σn
where K† is the Moore-Penrose generalized inverse of K. For more information on the MoorePenrose generalized inverse, see [7]. Notice that in (1), if the sum is not finite, problems
will occur since σn2 and σn will both converge to 0 as n → ∞. The Picard Criterion allows
a quantification of the extent to which a problem is ill-posed. If σn = O(n−α ) for some
α ∈ R+ , the problem is called mildly ill-posed, otherwise the problem is called severely
ill-posed.
Since the Picard Criterion is not fulfilled in general, regularization may be used to
find a solution to the inverse problem. Recall that inverse problems seek to approximate
x† := T † y. Normally, only have an approximation of y, y δ , such that ||y δ − y|| ≤ δ is
available. In this case, y δ is called the noisy data and δ is called the noise level. In the
ill-posed case, T † y δ is not a good approximation of x† because of the unboundedness of
T † and since it often occurs that y 6∈ dom(T † ). Thus, regularization methods seek an
approximation xδα of x† such that
1. xδα depends continuously on the noisy data y δ ,
2. the noise level δ goes to 0, and
3. for appropriate α, xδα → xδ .
Notice that (1) allows for stable computation of xδα . In the following sections, this thesis
will discuss three regularization methods which will be used to solve min J(c, ϕ).
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Chapter 3

Proposed Algorithms
3.1

Algorithms using the Auto-correlation Functions of Compactly Supported Wavelets
In Section 2.2, the use of the auto-correlation functions of compactly supported

wavelets to create a multi-resolution representation was discussed. Recall that with this
method, functions may be expanded into either the orthonormal shell or the auto-correlation
shell and that it is possible to convert from one shell to the other. Furthermore, recall
that the orthonormal shell is inconvenient for signal analysis because of the asymmetric
shape of the compactly supported wavelets. For this reason, this thesis will only explore
representations in the auto-correlation shell.
To decompose a signal into the auto-correlation shell, Saito and Beylkin in [17] seek
to find the coefficients {Skj } and {Dkj } given by
Skj

=

Ajs f (k)

Z

fsj (y)2−j φ(2−j (y − k))dy and

Z

fdj (y)2−j ψ(2−j (y − k))dy.

=

Dkj = Ajd f (k) =

The simplest way to find these coefficients according to [17] is by the following steps:
1. Expand the function f ∈ V0 in the orthonormal shell to obtain the coefficients {sjk }
17

and {djk }.
2. Expand the unit impulse {δ0,k } in the orthonormal shell to obtain the coefficients {vkj }
and {wkj }.
3. For each scale j, correlate the coefficiens {sjk } and {djk } with the coefficients of the
unit impulse {vkj } and {wkj }, respectively and multiply the results by 2−j/2 .
Notice that decomposition in the auto-correlation shell involves decomposition in the orthonormal shell. To decompose a signal into the orthonormal shell, [17] assumes that
the original signal is given as the orthonormal wavelet coefficients of the finest scale,
P −1 0
{s0k }0≤k≤N −1 and then considers the function f = N
k=0 sk ϕo,k ∈ V0 . To obtain the orthonormal shell coefficients of f , [17] uses the quadrature mirror filters H = {hl }0≤l≤L−1 and
G = {gl }0≤l≤L−1 corresponding to the orthonormal basis of compactly supported wavelets
chosen to compute

sjk =

L−1
X

hl sj−1
k+2j−1 l

and djk =

l=0

L−1
X

gl sj−1
k+2j−1 l

l=0

for j = 1, ..., n0 and k = 0, ..., N − 1. Computations via these equations require 2N n0 ≤
2N log2 N operations. These coefficients are computed as in Figure 3.1. It is important to
notice here that in a traditional wavelet expansion, only the points marked with a • are
computed. However, in computing the coefficients for the orthonormal shell, all the points
are computed. This is due to the fact that the orthonormal shell representation is 2−j times
more redundant than the traditional wavelet expansion.
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Figure 3.1: A scheme illustrating the algorithm for expanding into the orthonormal shell.
Using the quadrature mirror filter H = {h0 , h1 , h2 , h3 }, all points are computed for the
orthonormal shell, whereas only points marked by • are computed for the orthonormal
wavelet expansion. Figure from [17].

Returning to the algorithm for decomposition in the auto-correlation shell, Figure
3.2, the expansion of two unit impulses in the auto-correlation shell. This figure shows the
decomposition for j0 = 5 levels. At the j = 0 level, S0 is shown. For j = 2, ..., 4, Dj is
shown. For j = 5, both S5 and D5 are shown.
To reconstruct a signal in the auto-correlation shell, in [17], Saito and Beylkin take
the auto-correlation shell coefficients {Skj } and {Dkj } and compute

1 
Skj−1 = √ Skj + Dkj
2
for j = 1, ..., n0 and k = 0, ..., N −1. This very simple formula produces the auto-correlation
shell reconstruction of the signal.
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Figure 3.2: The expansion of two unit-impulses in the auto-correlation shell using the
auto-correlation functions of the Daubechies 2 wavelet with L = 2M = 4.

3.2

Soft Thresholding
Soft thresholding, or iterative soft thresholding or iterative soft shrinkage, was first

introduced by Daubechies et al. in [6]. Soft thresholding is the first of the three regularization methods mentioned at the end of Section 2.4 and is essentially a type of Tikhonov
regularization. Like all regularization methods, soft thresholding seeks to solve the equation M f = h for f . Daubechies et al. assume that f ∈ BOBJECT and h ∈ BIM AGE where
BOBJECT and BIM AGE are appropriate spaces such as Banach or Hilbert spaces. For more
information about Banach and Hilbert spaces, see Appendix A or [13]. Furthermore, assume M is a bounded operator from BOBJECT → BIM AGE . Recall from previous sections
20

of this thesis that the available data is of the form g = h +  where  is the additive noise
or error term and it is assumed that the size of the noise is measurable by its L2 norm.
Henceforth, this thesis will assume that for any possible BOBJECT , BOBJECT is a subspace
of some Hilbert space H.
The goal of the soft thresholding method proposed by Duabechies et al. is to minimize the discrepancy between M f and g. In other words, minimize ∆(f ) = ||M f − g||2 ,
where functions which minimize ∆(f ) are called pseudosolutions of the inverse problem. If
M has a trivial null space, i.e. if M is injective (one-to-one), then [6] states there exists
∼

a unique minimizer given by f = (M ∗ M )−1 M ∗ g where M ∗ is the adjoint operator. However, if the null space of M is not trivial, then Daubechies et al. choose the unique best
approximate solution f † . This f † is called the generalized solution of the inverse problem
and M † : g 7→ f † is called the (Moore-Penrose) generalized inverse of M . As discussed
in Section 2.4, the generalized inverse operator may be unbounded, yielding an ill-posed
problem, or have a very large norm, yielding an ill-conditioned problem. Thus, Daubechies
et al. utilize regularization and replace the generalized inverse with approximates so that a
numerically stable solution may be obtained. For more on regularization, see 2.4 or [7].
So when (M ∗ M )−1 is unbounded, regularize the inverse problem to incorporate apriori knowledge. Specifically, Daubechies et al. add a regularization parameter to ∆(f ) as
follows:
∆(f ) + µ||f ||2H = ||M f − g||2 + µ||f ||2H

(3.1)

and show that the minimizer is
fµ = (M ∗ M + µI)−1 M ∗ g.

(3.2)

Note that in the above case, quadratic regularization (specifically Tikhonov regularization) was used; this will not always be the case. A weighted `p norm of the coefficients
of f with respect to a particular orthonormal basis in H with 1 ≤ p ≤ 2 may be used.
This will allow for regularization to encourage sparsity if p < 2 and especially for p = 1.
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In particular, this thesis will use p = 1. Denote (ϕγ )γ∈Γ to be an orthonormal basis and
denote the sequence of strictly positive weights by w = (ωγ )γ∈Γ . Then Daubechies et al.
gives the following functional for iterative soft thresholding:

Φw,p = ∆(f ) +

X

ωγ |hf, ϕγ i|p = ||M f − g||2 +

γ∈Γ

X

ωγ |hf, ϕγ i|p .

(3.3)

γ∈Γ

If p = 2 and ωγ = µ for all γ ∈ Γ (denoted w = µw0 , where w0 is a sequence of all
1s) is equivalent to (3.2). Now, consider all Φµw0 ,p (f ) keeping the weights fixed at µ. As
stated in 2.4, decreasing p from 2 to 1 increases the penalization for ”small” coefficients and
decreases the penalization for ”large” coefficients. This encourages sparsity of the expansion
of f with respect to ϕγ . Recall also from 2.4 that 0 < p < 1 are not considered since for
p < 1, Φw,p (f ) is no longer convex. One simple case for iterative soft thresholding is when
K is the identity operator, w = µw0 , and p = 1. This is the case where the data g are
simply a noisy version of f and the goal is to de-noise the data. For this case, [6] gives the
minimizer to be

f∗ =

X
γ∈Γ

fγ∗ ϕγ =

X

Sµ (gγ )ϕγ

where

γ∈Γ

Sµ (x) =





x+




0





x −

µ
2

if x ≤ − µ2
if |x| <

µ
2

µ
2

if x ≥ µ2 .

In general, given an operator M from H to itself and an orthonormal basis (ϕγ )γ∈Γ ,
[6] seeks to find minimizing f ∗ for the functionals Φw,p . Daubechies et al. obtain the
corresponding variational equations for all γ ∈ Γ
hM ∗ M f, ϕγ i − hM ∗ g, ϕγ i +

ωγ p
|hf, ϕγ i|p−1 sign (hf, ϕi) = 0.
2

(3.4)

Except for the special cases discussed in [6], this gives a coupled system of nonlinear equations which can be quite difficult to solve. Thus, a sequence of ”surrogate” functionals is
used in a process most commonly known as iterative soft thresholding.
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Next, Daubechies et al. define the surrogate functional to be
R
ΦSU
w,p (f ; a) =

X

fγ2 − 2fγ (a + M ∗ g − M ∗ M a)γ + ωγ |fγ |p + ||g||2 + ||a||2 − ||M a||2 .
γ∈Γ

(3.5)
R
The details behind the surrogate functional may be found in [6]. Further, ΦSU
w,p (f ; a) can be

shown to be strictly convex, so it has a unique minimizer for all a ∈ H. Thus, Daubechies
et al. obtain the minimizer of (3.3) by an iterative process. The algorithm for this iterative
soft thresholding process is given in [6]. First, choose f 0 arbitrarily. Next, determine the
minimizer f 1 of (3.5) by setting a = f 0 . Continuing on in this fashion, [6] establish the
iterative algorithm to be:


R
n−1
f 0 arbitrary; f n = argmin ΦSU
) ,
w,p (f ; f

n = 1, 2, ...

Daubechies et al. show in [6] that whenever the f n converge, the difference between (3.5) and
(3.3) goes to 0 as n → ∞, which suggests that the minimizer for (3.5) is also a minimizer for
(3.3). In the general case where p > 1, Daubechies et al. show that the minimizer satisfies
fγ = Sωγ ,p (aγ + [M ∗ (g − M a)]γ )

where Sω,p





x−





−1
ωp
p−1
sign(x)|a|
for p > 1 and Sω,1 (x) = 0
= x+

2





x +


ω
2

if x ≥

ω
2

if |x| <
ω
2

ω
2

ifx ≤ − ω2

for p = 1. Note here that the Sω,p are non-expansive.
Finally, Daubechies et al. introduce a theorem concerning the convergence of the
iterative soft thresholding algorithm, the proof of which may be found in [6]:
Theorem 3.1. Let M be a bounded linear operator from H to H0 with norm strictly
bounded by 1. Take p ∈ [1, 2], and let Sw,p be the shrinkage operator defined by Sw,p (h) =
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P

γ

Sωγ ,p (hγ )ϕγ where the sequence w = (ωγ )γ∈Γ is uniformly bounded below away from 0;

i.e., there exists a constant c > 0 such that ∀ γ ∈ Γ : ωγ ≥ c. Then the sequence of iterates

f n = Sw,p f n−1 + M ∗ (g − M f n−1 ) ,

n = 1, 2, ...,

with f 0 arbitrarily chosen in H, converges strongly to a minimizer of the functional

Φw,p (f ) = ||M f − g||2 + |||f |||pw,p ,
where |||f |||w,p denotes the norm
1


|||f |||w,p = 

p

X

p

ωγ |hf, ϕγ i|

,

1 ≤ p ≤ 2.

γ∈Γ

If either p > 1 or N S(K) = {0}, then the minimizer f ∗ of Φw,p is unique, and every
sequence of iterates f n converges strongly to f ∗ (i.e. ||f n − f ∗ || → 0), regardless of the
choice of f 0 .

3.3

Hard Thresholding
Hard thresholding, or iterative hard thresholding or iterative hard shrinkage, was

first introduced by Bredies et al. in [4]. Hard thresholding is the second of the three regularization methods this thesis will discuss. Like soft shrinkage and other regularization
methods, the goal of the iterated hard shrinkage algorithm is to find solutions to minimization problems with sparsity constraints in infinite dimensional Hilbert spaces. In [4],
Bredies et al. give the functional in a slightly different form than [6]. With hard shrinkage,
the functional is
X
1
min Ψ(u) = ||Ku − f ||2 +
wk |hu, ψk i|p
2
k
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where K : H1 7→ H2 is a compact operator, H1 and H2 are Hilbert spaces, {ψk } is an
orthonormal basis of H1 , wk ≥ w0 > 0 are weights, and 1 ≤ p ≤ 2. Note that uk will
be used as shorthand for hu, ψk i. Again, the goal is to solve Ku = f for u where K is a
compact operator and f is often not known exactly. Since K is compact, this problem is
ill-posed and regularization must be used to solve it.
Instead of soft shrinkage, Bredies et al. use a generalization of the conditional gradient method. Note that the fact that this method converges is well known, but its speed
of convergence is not. However, Bredies et al. show in [4] that the iterated hard shrinkage
algorithm converges linearly for p > 1 and similar to n−1/2 for p = 1. The iterated hard
shrinkage algorithm given in [4] seeks to
X
1
wk |hu, ψk i|p
min Ψ(u) = ||Ku − f ||2 +
u∈H1
2
k

with basis expansion
X1

min
u∈`2

k

2

(Ku − f )2k + wk |uk |p .

Note that above, u = {uk }, f = {fk }, and K : `2 7→ H2 by {uk } 7→ K
1/p
denotes S0 = ||f ||2 /(2w0 )
and defines

ϕp (x) =

Hp (x) =




|x|p

for |x| ≤ S0


 



 p2−p x2 + 2 − 1 S02
for |x| > S0
p
2S
 0
 1/(p−1)


 |x|
for |x| ≤ pS p−1
0

p

2−p


 S0 x

for |x| > pS0p−1

p

1

|x| 0 =




0

if |x| ≤ 1
.



∞ if |x| > 1
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P

k

uk ψk . Then, [4]

Notice that ϕp and Hp have ”normal” behavoir for small values and change outside of
[−S0 , S0 ]; ϕp becomes quadratic and Hp becomes linear. The iterated hard shrinkage algorithm given by Bredies et al. in [4] has four steps:
First, initialize by setting u0 = 0 and n = 0.
Second, for all un ∈ `2 ,
v n = Hp,w (−K ∗ (Kun − f ))
∗



n

where Hp,w (−K (Ku − f ))k = Hp

− (K ∗ (Kun − f ))k
wk


.

Third, calculate the step size sn by
P∞


sn = min

1,

k=1 wk

(ϕp (unk ) − ϕp (vkn )) + (K ∗ (Kun − f ))k (unk − vkn )
||K(v n − un )||2



when the expression makes sense. Else, set sn = 1.
Fourth, iterate by setting

un+1 = un + sn (v n − un )

n := n + 1

and then continuing to step 2.
Finally, Bredies et al. present a theorem summarizing the convergence of the algorithm, the proof of which may be found in [4]:
Theorem 3.2. If 1 < p ≤ 2, then un converges to the unique minimizer u∗ of Ψ(u) in `2
with linear convergence speed, i.e. ||un − u∗ || ≤ Cλn for 0 < λ < 1. If p = 1 and K is
injective, un → u∗ in `2 with convergence speed ||un − u∗ || ≤ Cn−1/2 .

3.4

Combined Thresholding
The final regularization method this thesis will discuss it the iterative combined

thresholding method. This method is based upon both the iterative soft shrinkage method
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put forth by Daubechies et al. in [6] and discussed in Section 3.2 and also on the iterative
hard shrinkage method introduced by Bredies et al. in [4] and discussed in Section 3.3.
Iterative combined thresholding simply alternates between using soft and hard thresholding
to produce a solution to Ku = f where f is the noisy data and K is a compact operator.

27

Chapter 4

Sparse Transient Representation in
Power Signals
4.1

Test Signals
For simplicity, this thesis focuses on only one type of transient: capacitor switching

transients. As described in [18] by Zhu, capacitor switching transients are a typical oscillatory transient found in power systems. Capacitor switching transient responses die off
rather quickly and result in the supposition of the overall voltage waveform on the fundamental frequency. This thesis uses Zhu’s description of capacitor switching transients to
create test signals which may be represented as damped sinusoids with frequencies ranging
from the mid-hundreds to a few thousand Hertz, damping factors between 460 and 500, and
phase angles between − π2 and

π
2.

The basic test signal is intended to be realistic in nature and to test the algorithms’
ability to not only detect transients, but also to detect transients which may occur very
near to each other. The test signal models a power system signal after it has been filtered
with a high-pass filter intended to remove the 60 Hz fundamental frequency and leave the
capacitor switching transients. In the data, the test signal is sampled at N = 512 points
on the interval [0, 0.1]. By the sampling theorem, the sampling frequency is 5120 Hz and
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frequencies up to 2560 Hz may be resolved. The “pure” test signal without noise may be
modeled by
f1 (t) =e−460(t−0.03) sin(2π850(t − 0.03))u(t − 0.03)
+ e−475(t−0.033) sin(2π2000(t − 0.033) + 0.5)u(t − 0.033)
+ e−500(t−0.08) sin(2π1100(t − 0.08) − 0.5)u(t − 0.08)

where u(t) is the unit impulse. Figure 4.1 illustrates the test signal f1 (t). Notice that the
first two frequencies occurr very near each other. This feature will help to better test the
algorithms discussed. Methods that work well will pick up both of these frequencies while
methods which work poorly will not.

Figure 4.1: The pure test signal f1 (t) sampled at N = 512 points from 0 to 0.1.
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The next test signal is the noisy signal; simply f1 (t) with noise added, i.e.

f2 (t) = f1 (t) + e(t)

where e(t) is white Gaussian noise ranging from −0.03 to 0.03 with a mean of 0. The test
signal f2 (t) is shown in Figure 4.2.

Figure 4.2: The noisy test signal f2 (t) sampled at N = 512 points from 0 to 0.1.
Furthermore, since the minimizer of

δ

δ

min J(c, ϕ) = s (t) ∗ s (t) −
c,ϕ
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is of interest, two additional test signals which are the auto-correlations of f1 (t) and f2 (t)
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will be needed, i.e.

F1 (t) = f1 (t) ∗ f1 (t)

and F2 (t) = f2 (t) ∗ f2 (t).

These signals are depicted in Figures 4.3 and 4.4, respectively. Notice how the autocorrelations of f1 (t) and f2 (t), both damped sinusoids, are indeed symmetric.

Figure 4.3: The auto-correlation of the pure signal F1 (t) sampled at N = 1023 points
from 0 to 0.1.
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Figure 4.4: The auto-correlation of the noisy signal F2 (t) sampled at N = 1023 points
from 0 to 0.1.

4.2

Modeling the Test Signals
One traditional method of signal detection is to model the data with wavelets. This

thesis will model the data with four different types of wavelets: 1.) Haar 2.) Daubechies 2
3.) Daubechies 4 4.) Symlets 2 The Haar wavelet, often known as the “mother wavelet”, is
shown in Figure 4.5. The Daubechies 2 wavelet is shown in Figure 4.6. The Daubechies 4
wavelet is shown in Figure 4.7. Finally, the Symlets 2 wavelet is shown in Figure 4.8.
These wavelets will be used to perform the standard wavelet decomposition and
reconstruction as described in Section 2.1 and also to create the multi-resolution representation of the auto-correlation functions of compactly supported wavelets as described in
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Sections 2.2 and 3.1.

Figure 4.5: The Haar wavelet.

Figure 4.6: The Daubechies 2 wavelet.
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Figure 4.7: The Daubechies 4 wavelet.

Figure 4.8: The Symlet 2 Wavelet

Additionally, the iterative soft, hard, and combined thresholding methods will be
used in conjunction with the standard wavelet bases and the auto-correlation functions of
wavelets bases to model the signal. This second method will find the minimizer of J(c, ϕ)
and is expected to de-noise the signal much better than the first method.
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Chapter 5

Results, Conclusions, and
Discussion
Recall that this thesis seeks to answer the following questions: 1.) Can the transient
s(t; q) be sparsely represented from sδ (t) = s(t; q) + (t), where (t) is white Gaussian noise?
2.) Does computing the local auto-correlation of the signal around the transient improve
detection? 3.) How does the auto-correlation shell representation compare to the wavelet
representation? 4.) Which basis is “best”? 5.) Which method and representation is best?
In view of these goals, Sections 5.1, 5.2, and 5.3 discuss the results of the algorithms and
seek to answer these questions. Furthermore, the following table will serve as a reference
for the signals and abbreviations used in this chapter.
Item
f1 (t)
f2 (t)
F1 (t)
F2 (t)
db2
db4
sym2

Description
The plain signal
The noisy signal
The local auto-correlation of the plain signal
The local auto-correlation of the noisy signal
The Daubechies 2 wavelet
The Daubechies 4 wavelet
The Symlets 2 wavelet

Table 5.1: A list of symbols, signals, and abbreviations used in this chapter along with
definitions and/or explanations.
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5.1

Results of Classical Methods
The results of the classical methods are simply the results of standard wavelet de-

composition and reconstruction and auto-correlation shell decomposition and reconstruction. Recall that each algorithm was tested with the four test signals (f1 (t), f2 (t), F1 (t),
and F2 (t)) and also the four bases (Haar, Daubechies 2, Daubecies 4, and Symlets 2).
Only the images for the representations with the Haar basis are included here. Images for
representations with the other bases are included in Appendix B. Figure 5.1 depicts the
auto-correlation shell and wavelet representations of the noisy signal f2 (t) using the Haar
basis on [0, 0.1]. Figure 5.2 depicts the auto-correlation shell and wavelet representations
of the auto-correlation of the noisy signal F2 (t) using the Haar basis on [0, 0.1].

Figure 5.1: The auto-correlation shell and wavelet representations of the noisy signal
f2 (t) using the Haar basis on [0, 0.1]. The pure signal is blue, the auto-correlation shell
representation is green, and the wavelet representation is red.
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Figure 5.2: The auto-correlation shell and wavelet representations of the auto-correlation
of the pure signal F2 (t) using the Haar basis on [0, 0.1]. The pure signal is blue, the autocorrelation shell representation is green, and the wavelet representation is red.

Images for the pure signal and the auto-correlation of the pure signal are similar and
can be found in Appendix B. Visual inspection of Figures 5.1 and 5.2 does not give much
insight into which representation is best. In each figure, the test signal, the auto-correlation
shell representation, and the wavelet representation all appear to be identical. In fact, visual
inspection of the images for the Daubechies 2, Daubechies 4, and Symlets 2 representations,
found in Appendix B lead to the same conclusion. Thus, some other method of comparison
is needed.
Another option to compare the auto-correlation shell and wavelet representations
to the test signal is to observe the time-frequency domain plot, or scalogram, for each
representation. This is an especially good test to see if the algorithms picked up on transients
which occurred very near to each other. In the test signals used, the first two transients are
merely 0.03 seconds apart, which may cause some methods to fail to detect both transients.
As with the previous images, only the images for the representations with the Haar basis
for the noisy signal are included here. Images for representations with the other bases
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are included in Appendix B. Figure 5.3 depicts the scalogram of the auto-correlation shell
representation of the noisy signal f2 (t) using the Haar basis on [0, 0.1]. Figure 5.4 depicts
the scalogram of the wavelet representation of thenoisy signal f2 (t) using the Haar basis on
[0, 0.1]. Figure 5.5 depicts the scalogram of the auto-correlation shell representation of the
auto-correlation of the noisy signal, F2 (t) using the Haar basis on [0, 0.1]. Figure 5.6 depicts
the scalogram of the wavelet representation of the auto-correlation of the noisy signal, F2 (t)
using the Haar basis on [0, 0.1].

Figure 5.3: The scalogram of the auto-correlation shell representation of the noisy signal
f2 (t) using the Haar basis on [0, 0.1].
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Figure 5.4: The scalogram of the wavelet representation of the pure signal f2 (t) using the
Haar basis on [0, 0.1].

Figure 5.5: The scalogram of the auto-correlation shell representation of the autocorrelation of the noisy signal, F2 (t) using the Haar basis on [0, 0.1].
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Figure 5.6: The scalogram of the wavelet representation of the auto-correlation of the
noisy signal, F2 (t) using the Haar basis on [0, 0.1].
Visual inspection of Figures 5.3, 5.4, 5.5, and 5.6 shows that each representation
picks up each of the three frequencies used in the test signals: 850, 2000, and 1100. This
clearly shows that all the algorithms work well in that they are capable of picking up all
the frequencies/transients present, even those which occurred very close together. The
results of visual inspection of the images for the Daubechies 2, Daubechies 4, and Symlets 2
representations, found in B, lead to the same conclusion. This indicates that the algorithms
used appear to work, but algorithm performance is still unknown.
In order to compare how good each representation of the data is, a metric is needed.
By computing the L2 norm of the original test signals and of each representation, the relative
error for each representation may be computed. The relative error provides a measure of
how well each method represents each of the original test signals. A smaller relative error
indicates that the representation more closely matches the original signal. Table 5.2 gives
the relative errors for each of the representations and all bases.
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Haar

db2

db4

sym2

AC Shell of f1 (t)

5.5150E-03

2.1072E-02

4.9966E-02

2.1072E-02

AC Shell of f2 (t)

6.6366E-03

2.1536E-02

5.0633E-02

2.3586E-02

Wavelet of f1 (t)

3.3986E-16

1.2508E-12

2.0274E-12

1.2508E-12

Wavelet of f2 (t)

3.9545E-16

1.2378E-12

2.0036E-12

1.2412E-12

AC Shell of F1 (t)

1.0720E-04

6.5103E-03

1.4368E-02

6.5103E-03

AC Shell of F2 (t)

1.5364E-04

6.3002E-03

1.4477E-02

6.4227E-03

Wavelet of F1 (t)

2.1116E-16

1.3690E-12

1.9416E-12

1.3690E-12

Wavelet of F2 (t)

3.7618E-16

1.3322E-12

1.9289E-12

1.3291E-12

Table 5.2: The relative error of each representation for the Haar, Daubechies 2, Daubechies
4, and Symlets 2 bases. Recall that f1 (t) is the pure signal, f2 (t) is the noisy signal, F1 (t)
is the local auto-correlation of the pure signal, and F2 (t) is the local auto-correlation of the
noisy signal. Further, ”AC Shell” denotes the auto-correlation shell representation of the
data and ”Wavelets” denotes the wavelets representation of the data.

Examining Table 5.2 gives a great deal of insight into the classical methods. In
all cases, the wavelet representations had significantly lower error than the auto-correlation
shell representations. Comparing the relative errors for each basis, the Haar basis performed
best for all representations. However, computing the local auto-correlation of the signal
significantly reduced the error for all representations. This is an early indication that
computing the local-auto-correlation of a signal may improve detection of transients.

5.2

Results of Sparsity Methods
The results of the sparsity methods, i.e. iterative soft, hard, and combined thresh-

olding, are the solutions to
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min J(c, ϕ) = s (t) ∗ s (t) −
c,ϕ
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where the basis ϕ is either the standard wavelet basis or the auto-correlation functions of the
wavelet basis. Recall that for the classical methods, each algorithm was tested with the four
test signals (f1 (t), f2 (t), F1 (t), and F2 (t)) and also with the four bases (Haar, Daubechies
2, Daubechies 4, and Symlets 2). For the sparsity method however, only the noisy versions
of the signal are used (f2 (t) and F2 (t)) since the goal of iterative thresholding is to use
the noisy data to find a sparse approximation of the pure data. Note that the sparse
approximation to f2 (t) actually solves a modified version of the functional J(c, ϕ) where
sδ (t)∗sδ (t) is replaced with sδ (t). Only the images for the representations based on iterative
hard thresholding with the Haar basis are included here. Images for representations with
the other bases are included in Appendix C. Figure 5.7 depicts the sparse approximation of
f2 (t) to f1 (t) using hard thresholding and the auto-correlation functions of the Haar wavelet
on the interval [0, 0.1]. Figure 5.8 depicts the sparse approximation of f2 (t) to f1 (t) using
hard thresholding and the Haar wavelet on the interval [0, 0.1]. Figure 5.9 depicts the sparse
approximation of F2 (t) to F1 (t) using hard thresholding and the auto-correlation functions
of the Haar wavelet on the interval [0, 0.1]. Figure 5.10 depicts the sparse approximation of
F2 (t) to F1 (t) using hard thresholding and the Haar wavelet on the interval [0, 0.1].
Visual inspection of Figures 5.7, 5.8, 5.9, and 5.10 does not give much insight into
which representation is best. It is clear that the iterative thresholding method does a
relatively good job of filtering out a good deal of the noise present and producing a signal
close to the pure test signal. Beyond this however, it is difficult to tell whether iterative soft,
hard, or combined thresholding did a better job. In fact, visual inspection of the images for
iterative soft and combined thresholding for Haar and for Daubechies 2, Daubechies 4, and
Symlets 2 representations, found in Appendix C, lead to the same conclusion. Thus, some
other method of comparison is needed.
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Figure 5.7: The Sparse approximation of f2 (t) to f1 (t) using hard thresholding and the
auto-correlation functions of the Haar wavelet on the interval [0, 0.1].

Figure 5.8: The Sparse approximation of f2 (t) to f1 (t) using hard thresholding and the
Haar wavelet on the interval [0, 0.1].
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Figure 5.9: The Sparse approximation of F2 (t) to F1 (t) using hard thresholding and the
auto-correlation functions of the Haar wavelet on the interval [0, 0.1].

Figure 5.10: The Sparse approximation of F2 (t) to F1 (t) using hard thresholding and the
Haar wavelet on the interval [0, 0.1].
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Like in Section 5.1, another option to compare the representations for the sparsity
methods is to observe the time-frequency domain plots, or scalograms, for each representation. Recall that this is an especially good test to see if the algorithms picked up on
transients which occurred very near to each other. This is especially important because the
first two transients in each test signal occur just 0.03 seconds apart. As with previous images, only the images for the representations based on iterative hard thresholding with the
Haar basis are included here. Images for representations with the other bases are included
in Appendix C. Figure 5.11 depicts the scalogram of of the sparse approximation of f2 (t) to
f1 (t) using Hard Thresholding and the Auto-correlation Functions of Haar Wavelets on the
interval [0.0.1]. Figure 5.12 depicts the scalogram of of the sparse approximation of f2 (t) to
f1 (t) using Hard Thresholding and the Auto-correlation Functions of Haar Wavelets on the
interval [0.0.1]. Figure 5.13 depicts the scalogram of of the sparse approximation of F2 (t) to
F1 (t) using Hard Thresholding and the Auto-correlation Functions of Haar Wavelets on the
interval [0.0.1]. Figure 5.14 depicts the scalogram of of the sparse approximation of F2 (t)
to F1 (t) using Hard Thresholding and the Auto-correlation Functions of Haar Wavelets on
the interval [0.0.1].
Visual inspection of Figures 5.11, 5.12, 5.13, and 5.14 shows that each represtion
picks up the three frequencies used in the test signals. However, it is interesting to compare
Figures 5.11 and 5.12 with Figure ??. Figures 5.11 and 5.12 have much more distorted and
less-intense frequencies than Figure ??. This indicates that while the sparsity methods do
significantly filter out noise, they will most likely have more error. However, this is not the
case in Figures 5.13 and 5.14, which depict the scalograms for the sparse representations
of the local auto-correlation of the signals. These figures appear to nearly match exactly
Figure ??. This evidence suggest that computing the local auto-correlation of the signal
helps in the detection of transients.
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Figure 5.11: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Hard
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]

Figure 5.12: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Hard
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]
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Figure 5.13: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Hard
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]

Figure 5.14: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Hard
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]
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As was the case in Section 5.1 for the classical methods, in order to compare how
good each representation of the data is, a metric is needed. By computing the L2 norm
of each of the test signals and each representation of the test signals, the relative error for
each representation may be computed. Recall that the relative error provides a measure
of how well each method represents each of the original test signals. Thus, a smaller
relative error indicates that the representation more closely matches the original test signal.
Further, recall that for the sparsity methods, the algorithm takes the noisy signal as input
and produces a representation more closely matching the pure signal. Table 5.3 shows
the relative error for those representations computed using the iterative soft thresholding
method. In the table, the entries labeled with “Identity” used the identity as a basis simply
for comparison. In the iterative soft thresholding algorithm, this is equivalent to de-noising
only.
Haar

db2

db4

sym2

f1 (t), Identity

4.7012E-01

4.7621E-01

4.7914E-01

4.7258E-01

f1 (t), AC Shell

4.7146E-01

4.8184E-01

4.8962E-01

4.7804E-01

f1 (t), Wavelets

4.7012E-01

4.7621E-01

4.7914E-01

4.7258E-01

F1 (t), Identity

1.9491E-01

2.0245E-01

2.0897E-01

1.9137E-01

F1 (t), AC Shell

1.9492E-01

2.0412E-01

2.1154E-01

1.9287E-01

F1 (t), Wavelets

1.9492E-01

2.0412E-01

2.1154E-01

1.9287E-01

Table 5.3: Relative error for soft thresholding for Haar, Daubechies 2, Daubechies 4, and
Symlets 2. Recall that f1 (t) is the pure signal, f2 (t) is the noisy signal, F1 (t) is the local
auto-correlation of the pure signal, and F2 (t) is the local auto-correlation of the noisy signal.
Further, “Identity” indicates that the identity was used as the basis, “AC Shell” indicates
that the auto-correlation shell was used as the basis, and “Wavelets” indicates that standard
wavelets were used as the basis.

In Table 5.3, for the case where the local auto-correlation of the signal was not
computed, the Haar basis had the smallest relative error and using the standard wavelets
as a basis produced smaller relative errors than using the auto-correlation shell as the
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basis. However, for the case where the local auto-correlation was computed, Symlets 2
had the smallest relative error and the standard wavelets and auto-correlation shell bases
had virtually equivalent errors. Similar to the classical methods relative errors, computing
the local auto-correlation in conjunction with using the iterative soft thresholding method
reduced the error significantly compared to not computing the local auto-correlation. This
suggests that computing the local auto-correlation is helpful when detecting transients.
Table 5.4 shows the relative error for those representations computed using the
iterative hard thresholding method. Again, the entries labeled with “Identity” used the
identity as a basis simply for comparison. In the iterative soft thresholding algorithm, this
is equivalent to de-noising only.
Haar

db2

db4

sym2

f1 (t), Identity

4.6088E-01

4.6775E-01

4.7087E-01

4.6328E-01

f1 (t), AC Shell

4.6228E-01

4.7315E-01

4.7984E-01

4.7005E-01

f1 (t), Wavelets

4.6088E-01

4.6775E-01

4.7087E-01

4.6328E-01

F1 (t), Identity

1.9054E-01

1.9863E-01

2.0733E-01

1.8869E-01

F1 (t), AC Shell

1.9061E-01

2.0084E-01

2.0877E-01

1.8945E-01

F1 (t), Wavelets

1.9061E-01

2.0084E-01

2.0877E-01

1.8945E-01

Table 5.4: Relative error for hard thresholding for Haar, Daubechies 2, Daubechies 4,
and Symlets 2. Recall that f1 (t) is the pure signal, f2 (t) is the noisy signal, F1 (t) is the
local auto-correlation of the pure signal, and F2 (t) is the local auto-correlation of the noisy
signal. Further, “Identity” indicates that the identity was used as the basis, “AC Shell”
indicates that the auto-correlation shell was used as the basis, and “Wavelets” indicates
that standard wavelets were used as the basis.

The results of iterative hard thresholding were nearly identical to those for iterative
soft thresholding. For the case where the local auto-correlation of the signal was not computed, the Haar basis had the smallest relative error and using the standard wavelets as
a basis produced smaller relative errors than using the auto-correlation shell as the basis.
However, for the case where the local auto-correlation was computed, Symlets 2 had the
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smallest relative error and the standard wavelets and auto-correlation shell bases had virtually equivalent errors. Similar to the classical methods relative errors, computing the local
auto-correlation in conjunction with using the iterative soft thresholding method reduced
the error significantly compared to not computing the local auto-correlation. This suggests
that computing the local auto-correlation is helpful when detecting transients.
Table 5.5 shows the relative error for those representations computed using the
iterative combined thresholding method. Again, the entries labeled with “Identity” used
the identity as a basis simply for comparison. In the iterative soft thresholding algorithm,
this is equivalent to de-noising only.
Haar

db2

db4

sym2

f1 (t), Identity

4.7012E-01

4.7621E-01

4.7914E-01

4.7258E-01

f1 (t), AC Shell

4.7146E-01

4.8184E-01

4.8962E-01

4.7804E-01

f1 (t), Wavelets

4.7012E-01

4.7621E-01

4.7914E-01

4.7258E-01

F1 (t), Identity

1.9491E-01

2.0245E-01

2.0897E-01

1.9137E-01

F1 (t), AC Shell

1.9492E-01

2.0412E-01

2.1154E-01

1.9287E-01

F1 (t), Wavelets

1.9492E-01

2.0412E-01

2.1154E-01

1.9287E-01

Table 5.5: Relative error for combined thresholding for Haar, Daubechies 2, Daubechies
4, and Symlets 2. Recall that f1 (t) is the pure signal, f2 (t) is the noisy signal, F1 (t) is the
local auto-correlation of the pure signal, and F2 (t) is the local auto-correlation of the noisy
signal. Further, “Identity” indicates that the identity was used as the basis, “AC Shell”
indicates that the auto-correlation shell was used as the basis, and “Wavelets” indicates
that standard wavelets were used as the basis.

The results for iterative combined thresholding were nearly identical to those for iterative soft and hard thresholding. For the case where the local auto-correlation of the signal
was not computed, the Haar basis had the smallest relative error and using the standard
wavelets as a basis produced smaller relative errors than using the auto-correlation shell as
the basis. However, for the case where the local auto-correlation was computed, Symlets 2
had the smallest relative error and the standard wavelets and auto-correlation shell bases
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had virtually equivalent errors. Similar to the classical methods relative errors, computing
the local auto-correlation in conjunction with using the iterative soft thresholding method
reduced the error significantly compared to not computing the local auto-correlation. This
suggests that computing the local auto-correlation is helpful when detecting transients.
Comparing the relative errors for all three iterative thresholding methods, iterative
hard thresholding has the lowest relative error in every case. However, in order to determine
which of the bases worked best for the sparsity methods, another method of comparison will
be needed. Since sparsity is one of the goals of this thesis and of the sparsity methods, a
metric to measure sparsity is needed. Calculating the compression ratio for each representation by dividing the L1 , or sparsity, norm of the data by the representation will provide
such a metric. The compression ratio will indicate how sparse a representation is compared
to the original data. Since sparsity is the goal, a higher compression ratio indicates that
the representation increased sparsity more.
Haar

db2

db4

sym2

f1 (t), Identity

2.3731E+00

2.4079E+00

2.4257E+00

2.3861E+00

f1 (t), AC Shell

2.3807E+00

2.4399E+00

2.4821E+00

2.4172E+00

f1 (t), Wavelets

2.3731E+00

2.4079E+00

2.4257E+00

2.3861E+00

F1 (t), Identity

1.4733E+00

1.5059E+00

1.5007E+00

1.4321E+00

F1 (t), AC Shell

1.4734E+00

1.5137E+00

1.5115E+00

1.4388E+00

F1 (t), Wavelets

1.4734E+00

1.5137E+00

1.5115E+00

1.4388E+00

Table 5.6: Compression ratios for soft thresholding for Haar, Daubechies 2, Daubechies
4, and Symlets 2. Recall that f1 (t) is the pure signal, f2 (t) is the noisy signal, F1 (t) is the
local auto-correlation of the pure signal, and F2 (t) is the local auto-correlation of the noisy
signal. Further, “Identity” indicates that the identity was used as the basis, “AC Shell”
indicates that the auto-correlation shell was used as the basis, and “Wavelets” indicates
that standard wavelets were used as the basis.

Table 5.6 gives the compression ratios for iterative soft thresholding. It clearly
shows that representations where the local auto-correlation was not computed increased
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sparsity more than those where the local auto-correlation was computed. However, sparsity
was increased significantly in both cases. For the case where the local auto-correlation
was not computed, Daubechies 4 produced the sparsest results. Unlike the case for the
relative errors, the auto-correlation shell basis performed better, i.e. increased sparser
results more than the standard wavelets basis. In the case where the local auto-correlation
was computed, Daubechies 2 produced the sparsest results. Similar to the relative errors, the
auto-correlation shell and standard wavelets bases increased the sparsity virtually equally
well. This suggests that the auto-correlation shell basis is a good choice to improve sparsity.
Haar

db2

db4

sym2

f1 (t), Identity

2.3188E+00

2.3560E+00

2.3759E+00

2.3300E+00

f1 (t), AC Shell

2.3265E+00

2.3857E+00

2.4201E+00

2.3678E+00

f1 (t), Wavelets

2.3188E+00

2.3560E+00

2.3759E+00

2.3300E+00

F1 (t), Identity

1.4096E+00

1.4445E+00

1.4313E+00

1.3681E+00

F1 (t), AC Shell

1.4103E+00

1.4522E+00

1.4410E+00

1.3749E+00

F1 (t), Wavelets

1.4103E+00

1.4522E+00

1.4410E+00

1.3749E+00

Table 5.7: Compression ratios for hard thresholding for Haar, Daubechies 2, Daubechies
4, and Symlets 2. Recall that f1 (t) is the pure signal, f2 (t) is the noisy signal, F1 (t) is the
local auto-correlation of the pure signal, and F2 (t) is the local auto-correlation of the noisy
signal. Further, “Identity” indicates that the identity was used as the basis, “AC Shell”
indicates that the auto-correlation shell was used as the basis, and “Wavelets” indicates
that standard wavelets were used as the basis.

Table 5.7 gives the compression ratios for iterative hard thresholding. The results
for this case are nearly identical to those for iterative soft thresholding. The table clearly
shows that representations where the local auto-correlation was not computed increased
sparsity more than those where the local auto-correlation was computed. However, sparsity
was increased significantly in both cases. For the case where the local auto-correlation
was not computed, Daubechies 4 produced the sparsest results. Unlike the case for the
relative errors, the auto-correlation shell basis performed better, i.e. increased sparser
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results more than the standard wavelets basis. In the case where the local auto-correlation
was computed, Daubechies 2 produced the sparsest results. Similar to the relative errors, the
auto-correlation shell and standard wavelets bases increased the sparsity virtually equally
well. This suggests that the auto-correlation shell basis is a good choice to improve sparsity.
Haar

db2

db4

sym2

f1 (t), Identity

2.3731E+00

2.4079E+00

2.4257E+00

2.3861E+00

f1 (t), AC Shell

2.3807E+00

2.4399E+00

2.4821E+00

2.4172E+00

f1 (t), Wavelets

2.3731E+00

2.4079E+00

2.4257E+00

2.3861E+00

F1 (t), Identity

1.4733E+00

1.5059E+00

1.5007E+00

1.4321E+00

F1 (t), AC Shell

1.4734E+00

1.5137E+00

1.5115E+00

1.4388E+00

F1 (t), Wavelets

1.4734E+00

1.5137E+00

1.5115E+00

1.4388E+00

Table 5.8: Compression ratios for combined thresholding for Haar, Daubechies 2,
Daubechies 4, and Symlets 2. Recall that f1 (t) is the pure signal, f2 (t) is the noisy signal,
F1 (t) is the local auto-correlation of the pure signal, and F2 (t) is the local auto-correlation
of the noisy signal. Further, “Identity” indicates that the identity was used as the basis,
“AC Shell” indicates that the auto-correlation shell was used as the basis, and “Wavelets”
indicates that standard wavelets were used as the basis.

Table 5.8 gives the compression ratios for iterative combined thresholding. The
results for this case are nearly identical to those for iterative soft and hard thresholding.
The table clearly shows that representations where the local auto-correlation was not computed increased sparsity more than those where the local auto-correlation was computed.
However, sparsity was increased significantly in both cases. For the case where the local
auto-correlation was not computed, Daubechies 4 produced the sparsest results. Unlike
the case for the relative errors, the auto-correlation shell basis performed better, i.e. increased sparser results more than the standard wavelets basis. In the case where the local
auto-correlation was computed, Daubechies 2 produced the sparsest results. Similar to the
relative errors, the auto-correlation shell and standard wavelets bases increased the sparsity
virtually equally well. This suggests that the auto-correlation shell basis is a good choice to
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improve sparsity. Overall, the compression ratios for both soft and combined thresholding
were nearly identical and higher than those for hard thresholding.

5.3

Conclusions and Comparisons
Recall that in Section 1.2, this thesis set out to answer the following questions.

1.) Can the transient s(t; q) be detected from sδ (t) = s(t; q) + (t), where (t) is white Gaussian noise? 2.) Does computing the local auto-correlation of the signal around the transient
improve detection? 3.) How does the auto-correlation shell representation compare to the
wavelet representation? 4.) Which basis is ”best”? 5.) Which method and representation
is best?
To answer the first question, it is possible to sparsely represent s(t; q) from sδ (t).
Using sparsity methods such as the iterative thresholding methods discussed in Sections 3.2,
3.3, and 3.4 it is possible to obtain a sparse approximation of f1 (t) and F1 (t) from the noisy
versions, f2 (t) and F2 (t). Here, the sparsity methods are preferred to the classical methods
because a representation of the noisy data obtained from classical methods will merely
approximate that same noisy data, whereas a representation of the noisy data obtained
from sparsity methods will approximate the pure data and thus reduce noise and increase
sparsity. Both reduced noise and increased sparsity are advantageous in many applications.
As for the second question, yes, computing the local auto-correlation of the signal
near the transient improves detection. This is clear from the fact that in all cases, computing
the local auto-correlation significantly de-noised the signal. Further evidence to support
this claim can be found in the sparsity methods results scalograms. The scalograms for the
representations obtained without computing the local auto-correlation had distorted and less
intense frequencies, indicating that the representation had more noise and/or was a poorer
representation than the classical methods. This was not the case for the scalograms for the
representations obtained with computing the local auto-correlation. These scalograms were
nearly identical to the original scalograms.
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There is no definitive answer to the third question.

In some cases, the auto-

correlation shell is a better representation, while in others wavelets provide a better representation. For classical and sparsity methods without the local auto-correlation, wavelets
had smaller relative error. For sparsity methods with the local auto-correlation, the relative
error of wavelets and the auto-correlation shell were the same. However, compression ratios
for the auto-correlation shell were higher than or equal to wavelets ratios for the sparsity
methods. So if the local-autocorrelation is computed, the data suggest that representations
based on the auto-correlation shell are better than those based on wavelets.
The answer to the fourth question, which basis is best, depends on the ultimate
goal. If classical methods are used, the standard Haar wavelet basis is best. If sparsity
methods are used without local auto-correlation and the goal is to reduce relative error,
the standard Symlets 2 wavelet basis is best. If sparsity methods are used with the local
auto-correlation and the goal is to reduce relative error, the auto-correlation shell based on
Symlets 2 and the standard Symlets 2 wavelet basis are equally good. If sparsity methods
are used without local auto-correlation and obtaining the sparsest solution is the goal, the
auto-correlation shell based on Daubechies 4 is best. If sparsity methods are used with local
auto-correlation and obtaining the sparsest solution is the goal, the auto-correlation shell
based on Daubechies 2 and the standard Daubechies 2 wavelet basis are equally good.
Finally, the overall best method is to compute the local auto-correlation then use
sparsity methods and the basis of the auto-correlation shell for Symlets 2 to find a representation. This is based on several of the results. Sparsity methods produce the best
results since they provide the most noise reduction. Computing the local auto-correlation
improves detection since the relative errors were much lower. Since compression ratios for
the auto-correlation shell were higher and transients are know a-priori to be sparse, the
auto-correlation shell is a natural choice. The choice of Symlets 2 was based on the relative
errors for the sparsity methods with the local auto-correlation.
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5.4

Future Research Directions
In light of the results of this thesis, future research directions will include repeating

the experiments with a wider variety of bases, test signals, noise levels, and damping parameters. Also, repeating the experiments with other sparsity methods such as the gradient
projection method in [8], the elastic net regularization method in [11], or one of the many
other sparsity methods available. Finally, a comparison of algorithm speeds would also be
interesting and helpful in determining a good method to use.
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Appendix A

Selected Topics in Functional Analysis

Many important concepts in transient detection and wavelet methods can only be
fully understood with a solid grasp of topics from Functional Analysis. Many methods assume a knowledge of mathematical spaces (such as Hilbert, Lp , and `p spaces), bases, and
linear operators. Mathematical spaces are typically abstract and are generally a ”set of (unspecified) elements satisfying certain axioms [13].” Only a brief discussion of mathematical
spaces relevant to this thesis is provided here. If the reader is unfamiliar with mathematical
spaces, [13] serves as an excellent foundation.
One of the simplest mathematical spaces is a metric space. According to [13], a
metric space is a pair (X, d) where X is a set and d is a metric on X. A metric is a distance
function defined on X × X such that for all x, y, z ∈ X,
• d is real-valued, finite, and nonnegative,
• d(x, y) = 0 if and only if x = y,
• d(x, y) = d(y, x), and
• d(x, y) ≤ d(x, z) + d(z, y).
Consider the simple example of the Euclidean plane R2 . An element in R2 is an ordered pair
(x1 , y1 ). Then, the natural metric on R2 is the familiar equation from high school geometry
p
for the distance between two points on a graph: d(x, y) = (x1 − x2 )2 + (y1 − y2 )2 .
Another simple mathematical space is a vector space, or linear space. A vector
space over a field K is a nonempty set X of elements where vector addition and scalar
multiplication are defined and some ”nice” distributive properties hold [13]. More precisely,
for x, y, z ∈ X and α, β ∈ K, the vector space X satisfies:
• commutativity of vector addition, i.e. x + y = y + x
• associativity of vector addition, i.e. x + (y + z) = (x + y) + z,
• existence of an additive identity, i.e. an i ∈ X such that x + i = x,
• existence of an additive inverse, i.e. a n ∈ X such that x + n = i,
• existence of a scalar multiplicative identity, i.e. a γ ∈ K such that γx = x,
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• distributivity of scalar multiplication with respect to vector addition, i.e. α(x + y) =
αx + αy,
• distributivity of scalar multiplication with respect to field addition, i.e. (α + β)x =
αx + βx, and
• distributivity of scalar multiplication with respect to field multiplication, i.e. α(βx) =
(αβ)x.
With the properties of vector spaces in mind, given a set of n vectors x1 , · · · , xn (n ≥ 1)
P
in a vector space X, the vectors are said to be linearly independent if ni=1 αi xi = 0 if and
only if α1 = · · · = αn = 0 [13]. Conversely, the vectors are said to be linearly dependent if
Pn
i=1 αi xi = 0 for at least one αi 6= 0.
The concept of linear independence motivates the concept of a basis. If X is any
vector space, finite or infinite dimensional, and B is a linearly independent subset of X
which spans X, then B is called a (Hamel) basis for X [13]. As an example, suppose that
X is an n-dimensional vector space and {e1 , ..., en } is a set of linearly independent vectors
in X. Then, {e1 , ..., en } spans X if, for all x in X,

x=

n
X

αi ei

i=1

where the αi are scalars. The previous form is often called an expansion, or basis expansion
and the αi are referred to as coefficients. It is important to note here that a given vector
space X may have many bases. Again, it may be useful to think of the example R2 . It is
simple to verify that R2 is a vector space and that a basis of R2 is given by {(1, 0), (0, 1)}.
Then, the expansion of the ordered pair (2, 3) is given by (2, 3) = 2(1, 0) + 3(0, 1) and the
coefficients are 2 and 3. Notice that another basis for R2 is {(2, 3), (5, 7)}.
Many useful mathematical spaces arise by defining a metric on a vector space by
way of a norm to create a normed space or a Banach space. A normed space (X, || · ||) is
a vector space with a norm defined on it and a Banach space is a complete normed space,
i.e. a normed space with the additional property that every Cauchy sequence in the space
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converges to an element of the space. According to [13], a norm || · || on a vector space X
is a real-valued function on X with the following properties for all x, y ∈ X and scalar α:
• ||x|| ≥ 0,
• ||x|| = 0 if and only if x = 0,
• ||αx|| = α||x||, and
• ||x + y|| ≤ ||x|| + ||y||.
Notice that norms induce metrics, i.e. a norm on X induces a metric d on X by d(x, y) =
||x − y||. The same example of R2 is also a normed space and a Banach space. So
p
|xi |2 + |x2 |2 and a metric is d(x, y) = ||x − y|| =
for x, y ∈ R2 , a norm is ||x|| =
p
|x1 − y1 |2 + |x2 − y2 |2 .
From the previous example, it is quite easy to motivate `p and Lp spaces. According
to [13], for 1 ≤ p < ∞, `p is a Banach space with norm

||x||p =

∞
X

!1/p
|xi |p

i=1

and metric
∞
X

dp (x, y) = ||x − y||p =

!1/p
|xi − yi |

p

.

i=1

While for p = ∞, the norm is

||x||∞ = sup|xi |.
i

The concept of Lp spaces is similar to that of `p spaces. [13] states that the vector space of
all continuous real-valued functions on [a, b] forms an incomplete normed space. However,
the completion of this same space is denoted Lp [a, b] and is a Banach space. Thus, [13]
defines Lp [a, b] for 1 ≤ p ≤ ∞ as the completion of the normed space of all continuous
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real-valued functions on [a, b] and has the norm
Z
||x||p =

b

1/p
|x(t)| dt
.
p

a

An interested reader will find the proofs of completeness of `p and Lp [a, b] spaces in [13].
Notice that taking p = 2 gives the common L2 [a, b] space often referred to as the set of
all square-integrable functions. This is quite a common space in many mathematical and
engineering applications, including Fourier series.
Up to this point, this thesis has frequently mentioned the concepts of functions and
mappings. In the cases of vector spaces and normed spaces, a mapping is referred to as an
operator. Of particular interest are linear operators. [13] defines a linear operator T as an
operator such that
1. the domain dom(T ) of T is a vector space and the range range(T ) of T lies in a vector
space over the same field, and
2. for all x, y ∈ dom(T ) and scalars α, T (x + y) = T x + T y and T (αx) = αT x.
Differentiation over the vector space of all polynomials on [a, b] onto the same set of polynomials is a common linear operator. Integration and multiplication by t from the set of
continuous functions on [a, b] onto the same set are two more common linear operators. A
concept that goes hand-in-hand with linear operators are the inverses of linear operators.
[13] states that if X and Y are vector spaces and T : dom(T ) → Y is a linear operator with
domain dom(T ) ⊂ X and range range(T ) ⊂ Y , then:
1. The inverse T −1 : range(T ) → dom(T ) exists if and only if T x = 0 implies x = 0.
2. If T −1 exists, it is a linear operator.
3. If dim (dom(T )) = n < ∞ and T −1 exists, then dim (range(T )) = dim (dom(T )).
A full proof of the above statements regarding inverse operators and more explanation of
linear operators is available in [13].
While linear operators and their inverses are quite useful, they are often more useful
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in application if the idea of a norm can be used in conjunction with them. For instance,
[13] states that If X and Y are normed spaces and T : dom(T ) → Y is a linear operator
with dom(T ) ⊂ X, then T is bounded if there exists a real number c such that for all
x ∈ dom(T ), ||T x|| ≤ c||x||.
All of the mathematical spaces discussed up to this point have many useful properties, but none of them have an analogue to the familiar dot product. An analogue to the
dot product is important since it gives rise to the concept of orthogonality. This analogue
is present in something called an inner product space. An inner product space (X, h·, ·i)
is a vector space X with an inner product h·, ·i defined on X [13]. In this case, an inner
product is a mapping h·, ·i : X × X → K where K is a scalar field of X and h·, ·i satisfies
the following for all x, y, z ∈ X and α ∈ K:
• hx + y, zi = hx, zi + hy, zi,
• hαx, yi = αhx, yi,
• hx, yi = hx, yi, and
• hx, xi ≥ 0.
Inner product spaces are quite useful in mathematics since inner products give rise to norms
p
and metrics. An inner product h·, ·i on X defines a norm on X given by ||x|| = hx, xi
[13], or equivalently ||x||2 = hx, xi. Similarly, the inner product h·, ·i on X defines a metric
p
on X by d(x, y) = ||x − y|| = hx − y, x − yi [13]. Consider now the previous example of
R2 . R2 is an inner product space with inner product hx, yi = x1 y1 + x2 y2 for x, y ∈ R2 .
As was the case with normed spaces and Banach spaces, a complete inner product
space is referred to as a Hilbert space. Notice that inner product spaces are normed spaces
and Hilbert spaces are Banach spaces. However, while Lp [a, b] is a Banach space, only
L2 [a, b] is a Hilbert space. Consequently, the inner product of L2 [a, b] is given by
b

Z
hx, yi =

d(t)y(t) dt
a

for x, y ∈ L2 [a, b]. It is quite common to remove the restriction that L2 [a, b] be only real62

valued functions in order to allow complex-valued functions. This opens the door to a wider
range of possible applications in mathematics and engineering and
b

Z
hx, yi =

d(t)y(t) dt
a

becomes the new inner product. As with L2 [a, b] spaces, the `2 space is the only `p space
which is a Hilbert space. Thus,

hx, yi =

∞
X

xi yi

i=1

for x, y ∈ `2 is the inner product of `2 .
As mentioned previously, inner products give rise to the concept of orthogonality.
According to [10], for x and y in the inner product space X, x and y are orthogonal if
hx, yi = 0. Further, the set {x1 , ..., xn } is called an orthogonal set if hxi , xj i = 0 for all
1 ≤ i, j ≤ n and i 6= j. If x and y are orthogonal and also have norm 1, i.e. ||x|| = 1 and
||y|| = 1, the vectors x and y are said to be orthonormal. The set {x1 , ..., xn } can also be
considered orthonormal if the set is orthogonal and ||xi || = 1 for all 1 ≤ i ≤ n. While these
properties may seem trivial, they lend themselves nicely to the concepts of Fourier series.
Take, for instance, an orthonormal set {αi }, 1 ≤ i ≤ ∞ in L2 [a, b], a Hilbert space. Then,
[10] states that the following are equivalent for f ∈ L2 [a, b]:
• If hf, αi i = 0 for all i, then f = 0.
• For every f ,
∞
X
f=
hf, αi iαi ,
i=1

where the series converges in the appropriate norm. This is called an expansion
formula.
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• For every f , Parseval’s equation holds, i.e.
||f ||2 =

∞
X

|hf, αi i|2 .

i=1

Any orthonormal set which possess the above properties is called a complete orthonormal
set, or an orthonormal basis for L2 [a, b]. Note that any orthogonal set will satisfy the above
properties by modifying the expansion formula and Parseval’s equation to state:

f=

∞
X
hf, αi i
i=1

||αi ||2

αi

and

2

||f || =

∞
X
|hf, αi i|2
i=1

||αi ||2

,

respectively.
The final topic from Functional Analysis this thesis will discuss is compact linear
operators. According to [13], if X and Y are normed spaces, an operator T : X → Y
is a compact linear operator if T is linear and if for every bounded subset M of X, the
image T (M ) is relatively compact, i.e. if the closure T (M ) is compact. Compact operators
actually possess many nice properties which make them extremely useful in application.
These properties include:
• Every compact linear operator T : X → Y is bounded and therefore continuous.
• A linear operator T : X → Y is compact if and only if it maps every bounded
sequencye (xn ) ∈ X onto a sequence (T xn ) ∈ Y which has a convergent subsequence.
• If a linear operator T : X → Y is bounded and dim(T (X)) < ∞, then T is compact.
• If dim(X) < ∞, then a linear operator T : X → Y is compact.
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Appendix B

Classical Methods Images

Figure 15: The auto-correlation shell and wavelet representations of the pure signal f1 (t)
using the Haar basis on [0, 0.1]. The pure signal is blue, the auto-correlation shell representation is green, and the wavelet representation is red.

Figure 16: The auto-correlation shell and wavelet representations of the auto-correlation
of the pure signal F1 (t) using the Haar basis on [0, 0.1]. The pure signal is blue, the autocorrelation shell representation is green, and the wavelet representation is red.
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Figure 17: The scalogram of the auto-correlation shell representation of the pure signal
f1 (t) using the Haar basis on [0, 0.1].

Figure 18: The scalogram of the wavelet representation of the pure signal f1 (t) using the
Haar basis on [0, 0.1].
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Figure 19: The scalogram of the auto-correlation shell representation of the autocorrelation of the pure signal, F1 (t) using the Haar basis on [0, 0.1].

Figure 20: The scalogram of the wavelet representation of the auto-correlation of the pure
signal, F1 (t) using the Haar basis on [0, 0.1].

67

Figure 21: The auto-correlation shell and wavelet representations of the pure signal f1 (t)
using the Daubechies 2 basis on [0, 0.1]. The pure signal is blue, the auto-correlation shell
representation is green, and the wavelet representation is red.

Figure 22: The auto-correlation shell and wavelet representations of the noisy signal f2 (t)
using the Daubechies 2 basis on [0, 0.1]. The pure signal is blue, the auto-correlation shell
representation is green, and the wavelet representation is red.
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Figure 23: The auto-correlation shell and wavelet representations of the auto-correlation
of the pure signal F1 (t) using the Daubechies 2 basis on [0, 0.1]. The pure signal is blue,
the auto-correlation shell representation is green, and the wavelet representation is red.

Figure 24: The auto-correlation shell and wavelet representations of the auto-correlation
of the pure signal F2 (t) using the Daubechies 2 basis on [0, 0.1]. The pure signal is blue,
the auto-correlation shell representation is green, and the wavelet representation is red.
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Figure 25: The auto-correlation shell and wavelet representations of the pure signal f1 (t)
using the Daubechies 4 basis on [0, 0.1]. The pure signal is blue, the auto-correlation shell
representation is green, and the wavelet representation is red.

Figure 26: The auto-correlation shell and wavelet representations of the noisy signal f2 (t)
using the Daubechies 4 basis on [0, 0.1]. The pure signal is blue, the auto-correlation shell
representation is green, and the wavelet representation is red.
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Figure 27: The auto-correlation shell and wavelet representations of the auto-correlation
of the pure signal F1 (t) using the Haar basis on [0, 0.1]. The pure signal is blue, the autocorrelation shell representation is green, and the wavelet representation is red.

Figure 28: The auto-correlation shell and wavelet representations of the auto-correlation
of the pure signal F2 (t) using the Daubechies 4 basis on [0, 0.1]. The pure signal is blue,
the auto-correlation shell representation is green, and the wavelet representation is red.
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Figure 29: The auto-correlation shell and wavelet representations of the pure signal f1 (t)
using the Symlets 2 basis on [0, 0.1]. The pure signal is blue, the auto-correlation shell
representation is green, and the wavelet representation is red.

Figure 30: The auto-correlation shell and wavelet representations of the noisy signal f2 (t)
using the Symlets 2 basis on [0, 0.1]. The pure signal is blue, the auto-correlation shell
representation is green, and the wavelet representation is red.
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Figure 31: The auto-correlation shell and wavelet representations of the auto-correlation
of the pure signal F1 (t) using the Symlets 2 basis on [0, 0.1]. The pure signal is blue, the
auto-correlation shell representation is green, and the wavelet representation is red.

Figure 32: The auto-correlation shell and wavelet representations of the auto-correlation
of the pure signal F2 (t) using the Symlets 2 basis on [0, 0.1]. The pure signal is blue, the
auto-correlation shell representation is green, and the wavelet representation is red.
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Figure 33: The scalogram of the auto-correlation shell representation of the pure signal
f1 (t) using the Daubechies 2 basis on [0, 0.1].

Figure 34: The scalogram of the wavelet representation of the pure signal f1 (t) using the
Daubechies 2 basis on [0, 0.1].
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Figure 35: The scalogram of the auto-correlation shell representation of the noisy signal
f2 (t) using the Daubechies 2 basis on [0, 0.1].

Figure 36: The scalogram of the wavelet representation of the pure signal f2 (t) using the
Daubechies 2 basis on [0, 0.1].
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Figure 37: The scalogram of the auto-correlation shell representation of the autocorrelation of the pure signal, F1 (t) using the Daubechies 2 basis on [0, 0.1].

Figure 38: The scalogram of the wavelet representation of the auto-correlation of the pure
signal, F1 (t) using the Daubechies 2 basis on [0, 0.1].
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Figure 39: The scalogram of the auto-correlation shell representation of the autocorrelation of the noisy signal, F2 (t) using the Daubechies 2 basis on [0, 0.1].

Figure 40: The scalogram of the wavelet representation of the auto-correlation of the noisy
signal, F2 (t) using the Daubechies 2 basis on [0, 0.1].
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Figure 41: The scalogram of the auto-correlation shell representation of the pure signal
f1 (t) using the Daubechies 4 basis on [0, 0.1].

Figure 42: The scalogram of the wavelet representation of the pure signal f1 (t) using the
Daubechies 4 basis on [0, 0.1].
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Figure 43: The scalogram of the auto-correlation shell representation of the noisy signal
f2 (t) using the Daubechies 4 basis on [0, 0.1].

Figure 44: The scalogram of the wavelet representation of the pure signal f2 (t) using the
Daubechies 4 basis on [0, 0.1].
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Figure 45: The scalogram of the auto-correlation shell representation of the autocorrelation of the pure signal, F1 (t) using the Daubechies 4 basis on [0, 0.1].

Figure 46: The scalogram of the wavelet representation of the auto-correlation of the pure
signal, F1 (t) using the Daubechies 4 basis on [0, 0.1].
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Figure 47: The scalogram of the auto-correlation shell representation of the autocorrelation of the noisy signal, F2 (t) using the Daubechies 4 basis on [0, 0.1].

Figure 48: The scalogram of the wavelet representation of the auto-correlation of the noisy
signal, F2 (t) using the Daubechies 4 basis on [0, 0.1].

81

Figure 49: The scalogram of the auto-correlation shell representation of the pure signal
f1 (t) using the Symlets 2 basis on [0, 0.1].

Figure 50: The scalogram of the wavelet representation of the pure signal f1 (t) using the
Symlets 2 basis on [0, 0.1].
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Figure 51: The scalogram of the auto-correlation shell representation of the noisy signal
f2 (t) using the Symlets 2 basis on [0, 0.1].

Figure 52: The scalogram of the wavelet representation of the pure signal f2 (t) using the
Symlets 2 basis on [0, 0.1].
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Figure 53: The scalogram of the auto-correlation shell representation of the autocorrelation of the pure signal, F1 (t) using the Symlets 2 basis on [0, 0.1].

Figure 54: The scalogram of the wavelet representation of the auto-correlation of the pure
signal, F1 (t) using the Symlets 2 basis on [0, 0.1].
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Figure 55: The scalogram of the auto-correlation shell representation of the autocorrelation of the noisy signal, F2 (t) using the Symlets 2 basis on [0, 0.1].

Figure 56: The scalogram of the wavelet representation of the auto-correlation of the noisy
signal, F2 (t) using the Daubechies 4 basis on [0, 0.1].
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Appendix C

Sparsity Methods Images

Figure 57: The Sparse approximation of f2 (t) to f1 (t) using soft thresholding and the
auto-correlation functions of the Haar wavelet on the interval [0, 0.1].

Figure 58: The Sparse approximation of f2 (t) to f1 (t) using soft thresholding and the
Haar wavelet on the interval [0, 0.1].
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Figure 59: The Sparse approximation of F2 (t) to F1 (t) using soft thresholding and the
auto-correlation functions of the Haar wavelet on the interval [0, 0.1].

Figure 60: The Sparse approximation of F2 (t) to F1 (t) using soft thresholding and the
Haar wavelet on the interval [0, 0.1].
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Figure 61: The Sparse approximation of f2 (t) to f1 (t) using combined thresholding and
the auto-correlation functions of the Haar wavelet on the interval [0, 0.1].

Figure 62: The Sparse approximation of f2 (t) to f1 (t) using combined thresholding and
the Haar wavelet on the interval [0, 0.1].
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Figure 63: The Sparse approximation of F2 (t) to F1 (t) using combined thresholding and
the auto-correlation functions of the Haar wavelet on the interval [0, 0.1].

Figure 64: The Sparse approximation of F2 (t) to F1 (t) using combined thresholding and
the Haar wavelet on the interval [0, 0.1].
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Figure 65: The Sparse approximation of f2 (t) to f1 (t) using soft thresholding and the
auto-correlation functions of the Daubechies 2 wavelet on the interval [0, 0.1].

Figure 66: The Sparse approximation of f2 (t) to f1 (t) using soft thresholding and the
Daubechies 2 wavelet on the interval [0, 0.1].
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Figure 67: The Sparse approximation of F2 (t) to F1 (t) using soft thresholding and the
auto-correlation functions of the Daubechies 2 wavelet on the interval [0, 0.1].

Figure 68: The Sparse approximation of F2 (t) to F1 (t) using soft thresholding and the
Daubechies 2 wavelet on the interval [0, 0.1].
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Figure 69: The Sparse approximation of f2 (t) to f1 (t) using hard thresholding and the
auto-correlation functions of the Daubechies 2 wavelet on the interval [0, 0.1].

Figure 70: The Sparse approximation of f2 (t) to f1 (t) using hard thresholding and the
Daubechies 2 wavelet on the interval [0, 0.1].
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Figure 71: The Sparse approximation of F2 (t) to F1 (t) using hard thresholding and the
auto-correlation functions of the Daubechies 2 wavelet on the interval [0, 0.1].

Figure 72: The Sparse approximation of F2 (t) to F1 (t) using hard thresholding and the
Daubechies 2 wavelet on the interval [0, 0.1].
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Figure 73: The Sparse approximation of f2 (t) to f1 (t) using combined thresholding and
the auto-correlation functions of the Daubechies 2 wavelet on the interval [0, 0.1].

Figure 74: The Sparse approximation of f2 (t) to f1 (t) using combined thresholding and
the Daubechies 2 wavelet on the interval [0, 0.1].
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Figure 75: The Sparse approximation of F2 (t) to F1 (t) using combined thresholding and
the auto-correlation functions of the Daubechies 2 wavelet on the interval [0, 0.1].

Figure 76: The Sparse approximation of F2 (t) to F1 (t) using combined thresholding and
the Daubechies 2 wavelet on the interval [0, 0.1].

95

Figure 77: The Sparse approximation of f2 (t) to f1 (t) using soft thresholding and the
auto-correlation functions of the Daubechies 4 wavelet on the interval [0, 0.1].

Figure 78: The Sparse approximation of f2 (t) to f1 (t) using soft thresholding and the
Daubechies 4 wavelet on the interval [0, 0.1].
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Figure 79: The Sparse approximation of F2 (t) to F1 (t) using soft thresholding and the
auto-correlation functions of the Daubechies 4 wavelet on the interval [0, 0.1].

Figure 80: The Sparse approximation of F2 (t) to F1 (t) using soft thresholding and the
Daubechies 4 wavelet on the interval [0, 0.1].
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Figure 81: The Sparse approximation of f2 (t) to f1 (t) using hard thresholding and the
auto-correlation functions of the Daubechies 4 wavelet on the interval [0, 0.1].

Figure 82: The Sparse approximation of f2 (t) to f1 (t) using hard thresholding and the
Daubechies 4 wavelet on the interval [0, 0.1].
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Figure 83: The Sparse approximation of F2 (t) to F1 (t) using hard thresholding and the
auto-correlation functions of the Daubechies 4 wavelet on the interval [0, 0.1].

Figure 84: The Sparse approximation of F2 (t) to F1 (t) using hard thresholding and the
Daubechies 4 wavelet on the interval [0, 0.1].
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Figure 85: The Sparse approximation of f2 (t) to f1 (t) using combined thresholding and
the auto-correlation functions of the Daubechies 4 wavelet on the interval [0, 0.1].

Figure 86: The Sparse approximation of f2 (t) to f1 (t) using combined thresholding and
the Daubechies 4 wavelet on the interval [0, 0.1].
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Figure 87: The Sparse approximation of F2 (t) to F1 (t) using combined thresholding and
the auto-correlation functions of the Daubechies 4 wavelet on the interval [0, 0.1].

Figure 88: The Sparse approximation of F2 (t) to F1 (t) using combined thresholding and
the Daubechies 4 wavelet on the interval [0, 0.1].
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Figure 89: The Sparse approximation of f2 (t) to f1 (t) using soft thresholding and the
auto-correlation functions of the Symlets 2 wavelet on the interval [0, 0.1].

Figure 90: The Sparse approximation of f2 (t) to f1 (t) using soft thresholding and the
Symlets 2 wavelet on the interval [0, 0.1].
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Figure 91: The Sparse approximation of F2 (t) to F1 (t) using soft thresholding and the
auto-correlation functions of the Symlets 2 wavelet on the interval [0, 0.1].

Figure 92: The Sparse approximation of F2 (t) to F1 (t) using soft thresholding and the
Symlets 2 wavelet on the interval [0, 0.1].

103

Figure 93: The Sparse approximation of f2 (t) to f1 (t) using hard thresholding and the
auto-correlation functions of the Symlets 2 wavelet on the interval [0, 0.1].

Figure 94: The Sparse approximation of f2 (t) to f1 (t) using hard thresholding and the
Symlets 2 wavelet on the interval [0, 0.1].
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Figure 95: The Sparse approximation of F2 (t) to F1 (t) using hard thresholding and the
auto-correlation functions of the Symlets 2 wavelet on the interval [0, 0.1].

Figure 96: The Sparse approximation of F2 (t) to F1 (t) using hard thresholding and the
Symlets 2 wavelet on the interval [0, 0.1].

105

Figure 97: The Sparse approximation of f2 (t) to f1 (t) using combined thresholding and
the auto-correlation functions of the Symlets 2 wavelet on the interval [0, 0.1].

Figure 98: The Sparse approximation of f2 (t) to f1 (t) using combined thresholding and
the Symlets 2 wavelet on the interval [0, 0.1].
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Figure 99: The Sparse approximation of F2 (t) to F1 (t) using combined thresholding and
the auto-correlation functions of the Symlets 2 wavelet on the interval [0, 0.1].

Figure 100: The Sparse approximation of F2 (t) to F1 (t) using combined thresholding and
the Symlets 2 wavelet on the interval [0, 0.1].
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Figure 101: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Soft
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]

Figure 102: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Soft
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]

108

Figure 103: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Soft
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]

Figure 104: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Soft
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]
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Figure 105: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Combined
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]

Figure 106: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Combined
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]
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Figure 107: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Combined
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]

Figure 108: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Combined
Thresholding and the Auto-correlation Functions of Haar Wavelets on the interval [0.0.1]
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Figure 109: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Soft
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]

Figure 110: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Soft
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]
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Figure 111: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Soft
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]

Figure 112: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Soft
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]
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Figure 113: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Hard
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]

Figure 114: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Hard
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]
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Figure 115: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Hard
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]

Figure 116: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Hard
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]
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Figure 117: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Combined
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]

Figure 118: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Combined
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]
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Figure 119: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Combined
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]

Figure 120: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Combined
Thresholding and the Auto-correlation Functions of Daubechies 2 Wavelets on the interval
[0.0.1]
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Figure 121: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Soft
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]

Figure 122: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Soft
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]
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Figure 123: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Soft
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]

Figure 124: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Soft
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]

119

Figure 125: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Hard
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]

Figure 126: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Hard
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]
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Figure 127: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Hard
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]

Figure 128: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Hard
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]
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Figure 129: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Combined
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]

Figure 130: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Combined
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]
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Figure 131: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Combined
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]

Figure 132: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Combined
Thresholding and the Auto-correlation Functions of Daubechies 4 Wavelets on the interval
[0.0.1]
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Figure 133: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Soft
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]

Figure 134: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Soft
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]
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Figure 135: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Soft
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]

Figure 136: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Soft
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]
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Figure 137: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Hard
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]

Figure 138: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Hard
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]
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Figure 139: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Hard
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]

Figure 140: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Hard
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]
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Figure 141: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Combined
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]

Figure 142: The scalogram of of the sparse approximation of f2 (t) to f1 (t) using Combined
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]
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Figure 143: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Combined
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]

Figure 144: The scalogram of of the sparse approximation of F2 (t) to F1 (t) using Combined
Thresholding and the Auto-correlation Functions of Symlets 2 Wavelets on the interval
[0.0.1]
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