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The origin of flexible rhythmic activity in brain circuits, or even in smaller neural networks, 
like central pattern generator (CPG) motor networks, is still not fully understood. The main 
unresolved questions are (i) what are the respective roles of intrinsic neuronal rhythms and 
network based dynamics in systems of coupled, heterogeneous, intrinsically complex, even 
chaotic, neurons? and (ii) what mechanisms are underlying the coexistence of robustness 
and flexibility in the observed rhythmic spatio-temporal patterns? 
One common view is that particular neurons provide the rhythmogenic component while 
the connections between different neurons are responsible for the regularization and 
synchronization of groups of neurons and for specific phase relationships in multi-phasic 
bursting patterns. The opposing view is that constituent neurons are by themselves non-
rhythmogenic and the emergence of rhythmic bursting behaviors is entirely due to the 
network interactions. The reality is more interesting and challenging, especially, when we 
are concerned about the brain. Usually, different mechanisms of rhythm generation coexist 
in the brain and rhythms from different sources and different levels of integration interact 
closely. It is important to emphasize that fast rhythms and slow rhythms need different 
levels of abstraction for describing and understanding them. It is reasonable to consider 
three such levels: (i) the neuronal level, (ii) the neuronal module or neuronal mass level, and 
(iii) the mental mode level. The analysis of low frequency (< 0.1 Hz) oscillations, for 
example, needs coarse-grained models of the interaction of mental modes, i.e., perceptional, 
cognitive and emotional modes. 
The chapter is organized in the following way. In the first part (neuronal level) we describe 
the results of computer simulations examining how spatio-temporal rhythmic patterns 
emerge in motif networks of Hodgkin-Huxley (H-H) neurons connected by slow inhibitory 
synapses with a non-symmetric pattern of coupling strengths. We demonstrate that the 
interplay between intrinsic and network dynamics can lead to either cooperation or 
competition, depending on three basic control parameters identified in the models: (i) the 
shape of intrinsic bursts, (ii) the strength of the coupling between neurons and (iii) the 
degree of asymmetry in the connectivity matrix. 
The cooperation of intrinsic dynamics and network mechanisms is shown to correlate with 
bistability, i.e., the coexistence of two different attractors in the phase space of the system 
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corresponding to different rhythmic spatio-temporal patterns. In contrast, if the network 
mechanism of rhythmogenesis dominates, monostability is observed with a typical pattern 
of winnerless competition between neurons. The analysis of bifurcations between the two 
regimes reveals how they provide robustness and flexibility to the network performance. 
In the second part of the chapter (neuronal module level) we discuss the interaction of 
different motif networks that produce rhythmic activities and analyze their (periodic or 
chaotic) cooperative dynamics. One of the promising applications of the general analysis is 
building a mathematical theory for hippocampal theta rhythms known to be crucial for 
spatial memory. It is interesting that the interaction of two or more core motif networks 
could generate chaotic rhythms with very specific dynamical features that we discuss in 
detail here. We also analyze here the interaction of network oscillations with external 
periodic fields. One aspect that we have investigated in detail is heteroclinic synchronization 
that can explain the coordination of different rhythms in the brain (see Fig 6). 
In the third part of the chapter (mental mode level) we describe rhythmic mental dynamics. 
In particular, based on an ecological model of cognitive and emotional modes that compete 
for energy and informational resources, we have discovered a new instability that can be the 
origin of low frequency oscillations in the brain. It is an envelope or modulation instability 
that is typical for the brain resting state. Our modeling has demonstrated the emergence of 
pulsations of brain activity with a time scale of about 25-30 s. The mathematical object that 
represents this rhythmic activity is a heteroclinic cycle that appears in the phase space of the 
three clusters of modes which we identify as the cognitive, emotional and resources clusters. 
2. Small neuronal motif networks 
Oscillatory neural circuits and, in particular, central pattern generators (GPGs) contain both 
basic rhythmogenic and pattern forming mechanisms. A question fundamental to such 
networks is how the specific intrinsic activity of individual neurons can be constrained by 
synaptic dynamics and network organization and, conversely, how the network output 
emerges from the cooperative activity of the network components. 
Over the last three decades, neurophysiologists have proposed two different mechanisms 
for the generation of neuronal network oscillations: rhythmogenesis by one or more 
pacemaker neurons and rhythm generation by network mechanisms. Pacemaker 
mechanisms are based on a single neuron, or a synchronized neural group, that generates 
bursting activity as a result of intrinsic cellular properties, while the rest of the network 
orchestrates the phase relationships between different principal cells (or cell groups) to 
generate a specific spatio-temporal pattern (Rabinovich, Huerta, Varona & Afraimovich, 
2006; Selverston & Miller, 1980; Yuste et al., 2005; Buzsaki, 2006; Kopell et al., 2005; Börgers 
et al., 2005). In network-based rhythm generation the spatio-temporal dynamics result from 
the excitatory and inhibitory synaptic connections between neurons, which do not have 
intrinsic rhythmic activity. In this case, networks of tonically spiking neurons are able to 
generate rhythmic bursts as a result of a cooperative, synapse-mediated, modulational 
instability (Nowotny & Rabinovich, 2007). 
Rhythmogenesis based on inhibition has been studied extensively in the past (see e.g., 
(Whittington et al., 2000) for a review). However, the existing theoretical work was often 
focused on networks with symmetric reciprocal inhibition. In this earlier work it has been 
well established that, depending on synaptic characteristics (e.g synaptic timescale, synaptic 
depression) and intrinsic neuronal characteristics (e.g. spike frequency adaptation) the 
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inhibition between two neurons can produce synchronous or anti-phase activity (Calabrese, 
1995; Wang & Rinzel, 1993; Skinner et al., 1994). Concurrent gap-junction coupling is, 
furthermore, known to complement burst generation through inhibition and its 
synchronization (in-phase or anti-phase) (Skinner et al., 1999; Mancilla et al., 2007). These 
ideas have shown a vast potential for modeling coordination, memory and decision-making 
tasks like artificial CPG design (Lewis et al., 2003) or the two-interval discrimination 
problem (Machens et al., 2005). Generalization to two competing neural populations in the 
context of explaining binocular rivalry yields essentially similar phenomena (Tong et al., 
2006). The emphasis was typically on the case of symmetrical coupling, because asymmetry 
seemed to add little qualitative change to the dynamics, if any. 
Another approach is analyzing symmetry breaking bifurcations and arising stable 
heteroclinic cycles (the image of alternating neural activity) in networks with ring topology 
(Buono et al., 2000; Golomb & Ermentrout, 2002). In this case the symmetry of coupling 
strengths was the key demand for the analytical treatment to be fulfilled. A step towards 
understanding the principal role of asymmetry in the rhythmogenesis in multi-cell motifs 
was made in a series of papers by (Rabinovich et al., 2001; Afraimovich et al., 2004; 
Rabinovich et al., 2008) and (Nowotny & Rabinovich, 2007). They revealed the origin of 
sequential bursting activity in inhibitory spiking neural ensembles (the minimal motif had 
three neurons). These oscillations were shown to bifurcate from stable heteroclinic 
sequences in the phase space of the network. Moreover, it was proved that sequences are 
uniquely determined by the given asymmetry of the network. 
Little is known about the dynamical principles that govern the interplay between intrinsic 
bursting and network mechanisms when both are found in a single system. There is 
growing experimental evidence suggesting that in some neural systems, like the respiratory 
CPG of mammals, the rhythm is generated by a combined pacemaker-network mechanism 
(Johnson et al., 2007; Rybak et al., 2004; 2007; Calabrese, 1998; Sohal et al., 2006), in this case 
operating on a distributed population of coupled, bursting pacemaker neurons. It has been 
suggested that such hybrid mechanisms of rhythmogenesis are potentially more robust, 
more reliable and more flexible than mechanisms based on pacemakers or network topology 
alone. They may, therefore, be more frequently at work in neuronal systems than previously 
assumed, which motivated us to examine their fundamental dynamical properties. 
2.1 From tonic-spiking neuronal activity to network bursting 
There is a growing body of evidence that slow brain rhythms are generated by simple 
inhibitory neuronal networks. Sequential switching emerging from a modulation instability 
of tonic spiking activity is a widespread phenomenon underlying such rhythms. A basic 
dynamical system demonstrating reproducible switching is a network or motif realizing the 
Winnerless Competition Principle (WLC) (Rabinovich et al., 2001; Afraimovich et al., 2004). 
Below we analyze a minimal, reciprocally connected motif of three spiking units and 
explore observable dynamical regimes and transitions between them. We show that a tonic 
spiking regime loses its stability due to a Neimark-Sacker bifurcation. As computer 
modeling suggests, a heteroclinic cycle appears at the moment of bifurcation. 
In general, the dynamical image of the bursting dynamics for the network-induced bursting 
is an attractor (limit cycle or strange attractor) in the vicinity of the heteroclinic manifold, 
which consists of saddle limit cycles and one-dimensional separatrix manifolds connecting 
them (see Fig. 1). The saddle limit cycles correspond to spiking in one of the neurons while 
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Fig. 1. Heteroclinic cycle (image of rhythmic bursting activity) in a 3D projection of the 
motif’s phase space. Modified from (Rabinovich et al., 2000) 
the others are silent. The sequential visits of the system to the neighborhoods of the saddle 
cycles is the origin of a periodic switching dynamics between silence and spiking in all 
neurons. The strength of the asymmetric inhibition between neurons determines the 
proximity of the attractor to the saddle cycles and the frequency of the network dynamics 
(Rabinovich, Huerta & Varona, 2006). The stronger the inhibition, the closer the attractor is 
to these saddles. To begin with, let us analyze the motif dynamics with a small network of 
simple spiking neurons described by the Bonhoeffer-Van der Pol model 
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which are connected by an inhibitory synaptic coupling described by 
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where xi(t) denotes the membrane potential of the ith neuron, yi(t) the variable 
corresponding to the action of all ionic currents, Si the external stimuli to each neuron, V the 
reversal potential, gij the coupling coefficients between the ith and jth neuron and F(xj) = 
1/(1+exp((0.5−xj)/20)). The values of the parameters are fixed in all simulations to a=0.7, b = 
0.8, τ1 = 0.08, τ2 = 3.1, and V = −1.5, and we chose the parameter Si > 0.35 which corresponds 
to the tonic spiking regime of individual uncoupled neurons. Depending on the level of 
asymmetry of the inhibitory coupling, this simple network demonstrates a variety of 
dynamical regimes. In particular, regimes in which (i) one of the neurons generates tonic 
spiking and two other neurons are suppressed, (ii) two neurons are active and one is 
suppressed, (iii) all three neurons exhibit synchronous in-phase spiking oscillations (x1 = x2 = 
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x3), and (iv) sequential bursting activity emerges. In terms of the dynamical system, a stable 
limit cycle (of tonic spiking) transforms after bifurcation into a saddle cycle. Local 
bifurcation analysis and computer modeling of the global network dynamics of the system 
described by (1)-(3) was performed in (Komarov et al., 2009). The local bifurcation that 
corresponds to a modulation instability was identified to be a Neimark-Sacker bifurcation. 
In a dynamical system with discrete time (an iterated map) this bifurcation is characterized 
by the birth of a closed invariant curve from a fixed point when the fixed point changes 
stability via a pair of complex eigenvalues with unit modulus. We are interested in a sub-
critical Neimark-Sacker bifurcation, which results in an unstable limit cycle (within an 
invariant two-dimensional manifold). When this happens in the Poincaré map of a limit 
cycle, the bifurcation generates an invariant two-dimensional torus in the corresponding 
dynamical continuous time model (Kuznetsov, 1998). The stable two-dimensional torus is a 
geometrical image of stable rhythmic burst oscillations. 
To analyze the emergence of such a regime it is necessary to investigate the dependence of the 
Floquet multipliers of the limit cycles which correspond to tonic spiking regimes on the control 
parameters αi = gij/gji, i.e., the degree of asymmetry of the inhibitory coupling strengths. In the 
absence of resonance the modulation appears when two conjugate complex multipliers reach 
the unit circle. Fig. 2 illustrates how multipliers change with increasing asymmetry of 
inhibitory connections. For the parameters of the system (1)-(3) a heteroclinic torus appears 
when the asymmetry of the connections becomes strong enough, i.e., αi 4  7.36 > 1. 
When considering biologically more plausible Hodgkin-Huxley neurons, the analysis of the 
global bifurcations of the phase portrait of the motif dynamics becomes quickly analytically 
and numerically intractable. Nowotny & Rabinovich (2007) demonstrated, however, that if 
no resonance between cooperative bursting and individual neuronal spiking dynamics 
exists, an elegant direct reduction of the H-H model to an average (rate) description of the 
activity of individual neurons can be used to analyze the bifurcations of the system. The 
results of this analysis, comparing the bifurcations of the model at the two different levels of 
description, are presented in Fig. 3. 
 
 
Fig. 2. The trajectories of two complex conjugate Floquet multipliers (red lines) as the system 
(1)-(3) approaches a Neimark-Sacker bifurcation. The bifurcation occurs when the 
multipliers reach the unit circle (dashed blue line). Modified from Komarov et al. (2009) 
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Fig. 3. Bifurcation towards rhythmic bursting in the Lotka-Volterra model, a biologically 
more plausible H-H type circuit model, and its average rate description. The Lotka-Volterra 
model with three units (a-c), undergoes a simultaneous saddle-node bifurcation in the three 
corners of the shown phase space simplex with increasing asymmetry of the connections 
(red points – stable fixed points (FP), blue points – saddles, green points – unstable FP). 
Numerical evidence for a similar bifurcation can be found in a system of realistic Hogkin-
Huxley neurons (g-i) (Nowotny & Rabinovich, 2007). This is confirmed by a systematic 
reduction of the biophysical Hodgkin-Huxley model to an equivalent rate model (d-f) and a 
subsequent numerical bifurcation analysis (red and black crosses in d-f denote the 
calculated FPs – red crosses are stable FP and black markers are FP with at least one 
unstable direction (saddles or unstable FP)). Modified from (Nowotny & Rabinovich, 2007) 
 
The modulation instability that is related to a sub-critical Neimark-Sacker bifurcation is a 
general mechanism of the emergence of Low Frequency Oscillation (LFO) on all levels of 
neural network complexity (see also below). The necessary condition for such an instability 
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is a non-symmetric competition between agents, i.e., neurons, oscillating neuronal masses, 
or mental modes. 
2.2 Competition-cooperation of bursting neurons in inhibitory networks 
Let us now analyze bifurcations between the pacemaker and network regimes and 
understand how they provide robustness and flexibility to the network performance. Based 
on a simple model network (a motif, see e.g., (Sporns & Kötter, 2004; Milo et al., 2002; 
Zhigulin, 2004)) of three conditionally bursting Hodgkin-Huxley (H-H) type neurons with 
reciprocal inhibitory coupling, we elucidate some of the important properties of pacemaker-
network interactions (Ivanchenko et al., 2008). The model network was inspired by the 
stomatogastric system of lobsters and we use the term conditional to signify that the 
biological bursting requires the presence of appropriate neuromodulators. In the model this 
corresponds to the presence of appropriate de- or hyperpolarization of the somatic 
compartment. The model neurons are similar to the lateral pyloric (LP) neurons in the 
lobster Panulirus interruptus, which normally burst irregularly when isolated. The model 
neurons also mimic real LP neurons in that being depolarized causes them to burst at higher 
frequencies and with longer bursts and being hyperpolarized slows the burst frequency 
down and decreases the burst duration (Nowotny et al., 2008). Furthermore, similar to the 
graded synapses in the lobster stomatogastric CPG, the model synapses are slow enough to 
implement an interaction between bursts rather than responding to single spikes. We are 
interested in the drastic changes (bifurcations) in the network dynamics which occur when 
the strength of intrinsic pacemaker activity is altered by passage of DC current and/or when 
the strength of the synaptic connections changes. The two-compartment neuron model used 
in this study was built based on voltage clamp recordings and extensive fits to data from 
isolated lobster LP neurons (Nowotny et al., 2008). The LP neuron plays an important role in 
the dynamics of the pyloric CPG of the lobster and is known to be a conditional burster with 
a wide range of dynamics from tonic spiking to irregular spiking, chaotic bursting, and 
regular bursting for polarizations ranging from depolarization to increasing levels of 
hyperpolarization. The LP neuron model is particularly well suited for our purposes 
because it replicates this wide range of dynamics. As we have already mentioned, burst 
generation in the circuit is based on two separate mechanisms. 
Intrinsic bursting: In this case the synaptic connections determine the relative phases and 
detailed timings of the bursting activity of the pacemaker-type neurons. Pacemaker neurons 
can drive single-phase rhythms, such as heartbeat, by themselves and in synaptically 
connected clusters they can produce multi-phase rhythms as seen in the pyloric CPG in 
lobster. It has generally been assumed that pacemaker neurons lend a degree of robustness 
to rhythmic systems and they have indeed been found in almost all small circuits that have 
been described. 
Network bursting: Here, the mechanism of rhythmogenesis is a modulation instability of the 
network (also known as winnerless competition). The constituent neurons of the circuit are 
tonic spiking neurons and the sequential bursting emerges due to synaptic interactions for 
sufficiently asymmetric connections between the neurons of the motif (Rabinovich et al., 
2001; Afraimovich et al., 2004; Rabinovich et al., 2008). The sequence of bursting is uniquely 
determined by the network structure: in our case the chosen asymmetry of the inhibitory 
synapses will usually select a clockwise sequence of bursts; a reversal of the asymmetry 
would produce an opposite temporal sequence by default. This mechanism does not depend 
on the details of the dynamics of the constituent neurons other than that they are 
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intrinsically active (Nowotny & Rabinovich, 2007). An example of a network bursting 
system of Hodgkin-Huxley neuron is illustrated in figure 4. In this particular example, the 
system undergoes a bifurcation with increasing intrinsic excitability of the neurons, in which 
the heteroclinic orbit underlying network bursting becomes stable and causes an infinite 
slowdown of the bursting dynamics (Fig. 4c and d). 
 
5000 10000 15000



























Fig. 4. Example of an entirely network driven rhythm in a model of biophysical Hodgkin- 
Huxley model neurons. When increasing the intrinsic neuronal excitability of the neurons in 
the 3-neuron circuit modeled (a to c), the heteroclinic orbit underlying the rhythmic bursting 
becomes attracting, leading to an infinite slowdown of bursting as the trajectory of the 
system approaches it (c). The corresponding phase space picture in terms of the synaptic 
activation (which can be used as a proxy for firing rate) is shown in d). The trajectory starts 
in the green point and then approaches the stable heteroclinic orbit. Modified from 
Nowotny & Rabinovich (2007) 
If the neurons can exhibit both intrinsic bursting and tonic spiking activity, network-
induced bursting and pacemaker-type bursting dynamics may coexist and interact. 
Numerical experiments reveal at least two types of dynamics resulting from the interaction 
of intrinsic and network mechanisms. 
When the neurons are hyperpolarized, network and intrinsic burst generation interact 
(cooperate) in forming network oscillations. Bursting is dominantly characterized by post-
inhibitory rebound (PIR) and spontaneous burst termination of the neurons. Interestingly, 
the cooperation of network and intrinsic bursting mechanisms leads to bi-stability: A 
clockwise bursting sequence and an anti-clockwise bursting sequence coexist and are both 
stable. This bistability exists for a wide range of coupling strengths. Figure 5 shows an 
example of this phenomenon. In the clockwise bursting sequence 1 → 2 → 3, the less  
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Fig. 5. A bifurcation towards bistability appears as a function of the “strength” of intrinsic 
bursting. A) face portraits of two co-existing attractors for strong bursting, i.e. for short 
bursts, (IDC = −6 nA): Sequences 1→2→3 (blue) and 3!2!1 (red) are both stable limit cycles. At 
weaker bursting, i.e. for long intrinsic bursts (IDC = －1.0 nA) only a 1→2→3 sequence exists 
(green). B) Example time series data for the 1 → 2 → 3 (top) and 3 → 2 → 1 sequence 
(bottom). Note how the less inhibited neuron escapes from inhibition first in the former and 
the more inhibited neuron escapes first in the latter. Modified from (Ivanchenko et al., 2008) 
 
inhibited neuron escapes first from inhibition and continues the cycle (Fig. 5c). In the other 
case, the most inhibited neuron escapes first due to PIR and the sequence is counter-
clockwise, 3 → 2 → 1 (Fig. 5d). 
With decreasing intrinsic hyperpolarization of the neurons, the system undergoes a 
bifurcation towards mono-stability, where the network mechanism of burst generation 
persists, leading to a single attractor of clock-wise bursting (green trace in Fig. 5b). 
Intuitively, we can understand this transition as a transition of the neurons from strong 
bursters with strong PIR to weak bursters with long bursts and short, comparatively weak, 
hyperpolarization episodes. Consistently with this interpretation the bifurcation towards 
mono-stability occurs approximately at the point where the length of the intrinsic bursts of 
the neurons starts to exceed the duration of bursts in the network. With respect to the 
network dynamics, the neurons then act essentially like tonically spiking neurons. 
With this model we are now also able to address some additional questions: i) What are the 
characteristics of the hybrid pacemaker-network mechanisms of bursting in the elementary 
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network? ii) What combination of neural circuit parameters, e.g., synaptic strengths or 
length of bursts, control the qualitative changes of the rhythmic patterns? iii) Do the 
concurrent mechanisms provide robustness and flexibility to the motif network, i.e., the 
ability to generate input-specific but reproducible responses under the action of an 
informational signal? 
In the monostable regime of long intrinsic bursts the network activity is based on a 
competitive interaction of neurons that essentially restructures (shortens) the bursts, when 
inhibition strengthens. This interaction yields the unique bursting pattern, with 
characteristics that sensitively depend upon the level of inhibition (as with a pure network 
mechanism of burst generation). 
Short intrinsic bursts on the other hand allow cooperative network oscillations, in which 
inhibitory interactions promote subsequent activity in inhibited neurons by PIR, in addition 
to the competition scenario. This leads to explained bistability of bursting patterns. Two 
parameters control the emergence of bistability: the asymmetry of reciprocal inhibition and 
the length of intrinsic bursts. Because of the interaction of intrinsic and synaptic dynamics 
both types of bursting patterns are highly robust, i.e., even if one of the neurons is changed 
to a tonic spiking regime, the other two neurons make it resume bursting and produce 
almost the same network patterns as if all neurons are identical (Ivanchenko et al., 2008). 
The hybrid pacemaker-network bursting does show a well-pronounced flexibility as well. 
The level of DC-input to the cells (interpreted as their intrinsic excitability) and synaptic 
plasticity can make the circuit switch between bistability and monostability, and modulating 
the overall synaptic strength can change the characteristics of bursting on a large scale. 
Thus the hybrid pacemaker-network mechanism has modes of cooperation or of 
competition between the cellular and network dynamics and demonstrates both robustness 
(stability of the produced patterns) and flexibility (the ability to produce different patterns 
in response to appropriate stimuli) concurrently. The consequence of cooperation or 
competition is the bistability or monostability of spatio-temporal bursting patterns, and the 
decisive factors for either cooperation or competition are the parameters underlying 
intrinsic bursting. The other basic control parameter to switch between cooperation and 
competition is the asymmetry of coupling. Surprisingly it has been found that bistability 
only disappears for strong asymmetry, which suggests that comparatively weak 
background synaptic interactions could still qualitatively change the overall network 
dynamics and give rise to new bursting patterns and therefore cannot be neglected a priori. 
3. Oscillatory motifs interaction 
In complex hierarchical neural systems like the brain the oscillatory motifs that we have 
considered so far can play the role of individual dynamical agents. The cooperation and 
competition between them are the origin of many phenomena observed in the brain such as 
synchronization, low frequency oscillations, chaotic modulation of brain rhythms and  
so on. 
3.1 Motifs activity clustering and synchronization. 
EEG recordings of brain activity exhibit multiple frequency peaks or rhythms in the range 
from < 1 Hz, up to > 100 Hz. These rhythms are able to synchronize with each other even 
when they have very different frequencies (Roopun et al., 2008). The functional roles played 
by these synchronized neuronal oscillations vary widely – synchronized rhythms can 
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facilitate synaptic plasticity (Buzsaki & Draguhn, 2004), correlate with attention 
(Womelsdorf et al., 2006), allow perceptual binding (Lachaux et al., 2005), and are involved 
in many others mechanisms (Palva & Palva, 2007). Recently, (Canolty et al., 2006) have 
observed robust coupling between the high- and low-frequency bands of ongoing electrical 
activity in the human brain. In particular, they indicated that the phase of the low-frequency 
theta (4 to 8 Hz) rhythm modulates the power in the high gamma (80 to 150 Hz) band of the 
electrocorticogram. The dynamical origin of such an interaction between rhythms with 
frequency ratios on the order of 15 − 20 is still unclear. We propose that the mechanism 
underlying this extraordinary phenomenon may be related to the heteroclinic modulation 
instability that we discussed above. It is well known that interneurons are able to cooperate 
in distinct local inhibitory networks (motifs) that are well-suited for generating synchronous 
gamma frequency rhythmic activity in the cortex (Whittington & Traub, 2003; Buzsaki, 
2006). Because of the synchronization, such inhibitory motifs form clusters that compete 
with each other through slow inhibitory interaction. Thus, it is reasonable to hypothesize 
that the low frequency theta rhythm is a result of cyclic competition of different “theta 
clusters”. As a result of such a competition the power of gamma oscillations has to be 
strongly modulated by the rhythmic slow switching, i.e., the low frequency theta rhythm. 
Another problem that is related to this subject is the synchronization of different low 
frequency theta-motifs by high frequency global brain rhythms. The existence of this type of 
synchronization supports the popular explanation of long-range coordination of distinct 
brain region’s activities (see (Fries, 2005) for review). 
To illustrate the dynamical origin of such disparate-frequency synchronization we suppose 
that the theta rhythm is generated by WLC motifs and that different theta-motifs have no 
other interactions except for a joint external oscillatory field. In this case we can focus the 
analysis on the entrainment of the oscillations of one motif under the action of an oscillating 
external field. 
The results of modeling the equations 
 1 ( ) ( , ),
N
i i i ij j i f i
j i
a a a a t t aρ ξ γϕ ω
≠
⎡ ⎤⎛ ⎞⎢ ⎥⎜ ⎟= − + + +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
∑$  (4) 
where ai(t) ≥ 0 represents the rate of the neural activity of the ith neural pool in the motif,  
0 < ρij < 1, ρii = 1 is an inhibitory connectivity matrix, ϕi(ωt, ai) ≥ 0 is a periodic function with 
period T = 2π/ω, ξ(t) is Gaussian white noise, and γ  2 1 is the coupling to the external field, 
are illustrated in Fig. 6. 
Similarly, when considering a motif of spiking H-H type neurons coupled asymmetrically 
with inhibitory synapses, we observe wide areas of synchronization to an external 
oscillation continuing to very high frequency ratios (see Fig. 7). Surprisingly, this sub-
harmonic synchronization already appears for fairly weak oscillatory drive, and even if only 
one of the neurons in the network is driven by it. 
3.2 Chaotically modulated ordered sequences. 
A related, but at first sight seemingly different, phenomenon is the emergence of 
reproducible but irregularly timed (chaotically modulated) sequences that have been 
proposed to underlie the chaotic hunting patterns by the marine mollusk Clione (Varona et 
al., 2002). In this work it was suggested, that the statocyst network, a small inhibitory micro- 
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Fig. 6. Devil’s Staircase and bands of heteroclinic synchronization between low- and 





























Fig. 7. Arnold tongues for a network of Hodgkin-Huxley model neurons. One of the 
neurons received the negative part of a sinusoidal external input. The oscillation frequency 
of the circuit was measured as the inverse of the average burst to burst period of all three 
neurons. 
circuit in the brain of Clione that normally is used to balance the mollusk’s body position, is 
driven by a global excitatory drive from the “hunting neuron” whenever the mollusk senses 
the vicinity of its prey. This global excitation causes the network of the statocyst receptor 
cells (SRCs) to generate a complex output due to the intrinsic network dynamics (winnerless 
competition). This output is directed to the cerebral ganglia to participate in forming a 
search motor program. The theoretical validity of this hypothesis was demonstrated in the 
model study of Varona et al. (2002). It was found that a simple network formed by neuron-
like elements with non-reciprocal inhibitory connections generated a complex switching 
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Fig. 8. Model for the statocyst network dynamics. A: architecture of the model network: 
color circles represent 6 model receptor neurons (MSRCs), and k circles represent inhibitory 
connections; thicker traces mean stronger connections. CHunINs are represented by H, and 
excitatory connections to the MSRCs are depicted with small white circles. B: firing rates of 
the MSRCs induced by activating the model CHunIN (H). Activities of the 1st MSRCs (units 
13 in A) are shown in the top panel; the bottom panel corresponds to the activity of units 4 6; 
the colors used correspond to the colors of MSRCs shown in A. Arrows show an example of 
the coordinated activation among units even when the neurons are silent for a long period. 
Firing rates and time scale are arbitrary. Modified from (Levi et al., 2004) 
 
activity in response to the excitatory input (H in Fig. 8), mimicking the effect of the Clione 
hunting interneurons (CHunINs). The excitation from the hunting neuron in the model was 
only used to trigger the activation of the receptor network dynamics. The model CHunIN 
activity did not require any temporal structure to produce the switching dynamics. In 
addition, the model showed that such a network can produce an ordered pattern of 
activation in otherwise irregular activity. This is a desirable feature to organize a complex 
but coordinated motion. The known anatomical connections suggest that the statocyst 
output can be reflected, at least partly, in the activity of tail motoneurons. Therefore, the 
model results are in correspondence with results obtained in electrophysiological 
experiments (Levi et al., 2004; 2005). 
4. Neuronal mass network oscillations 
The execution of cognitive functions and information processing in the brain in general are 
largely based on dynamic interactions within a complex network of neurons. Neuronal mass 
modeling is one of the approaches that play an important role in investigating these 
processes. It can, in contrast to single neuron activity, be supported by non-invasive 
measurements such as EEG, MEG and fMRI. The analysis of the dynamics of interconnected 
neural mass networks can help to understand the origin of some brain activity and to find 
the relationship of it with brain measurements and psychological functions. Below we 
illustrate the phenomenon of emergent network rhythms in systems with random 
excitatory-inhibitory synaptic connections based on the Wilson-Cowan model of excitatory 
and inhibitory neuronal mass interaction. The Wilson-Cowan formalism (Wilson & Cowan, 
1972; 1973) can be reduced to the following equations: 
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 ( )( , ) ( , ) (1 ( , )) ( , ) ( , ) ( , ) ( , ) ( , ) ,e ee ei eE x t E x t rE x t E y t w y x dy I y t w y x dy S x t
t
μ ∂ = − + − − +∂ ∫ ∫L  (5) 
 ( )( , ) ( , ) (1 ( , )) ( , ) ( , ) ( , ) ( , (  ) , ) ,i ie ii iI x t I x t rI x t E y t w y x dy I y t w y x dy S x t
t
μ ∂ = − + − − +∂ ∫ ∫L  (6) 
where E(x, t) and I(x, t) are the proportions of firing neurons in the excitatory and inhibitory 
populations, the coordinate x is a continuous variable that represents the position in the 
cortical surface, wee, wei , wie, and wii are the connectivity weights, and Se and Si are external 
inputs to the excitatory and inhibitory populations, respectively. The gain functions Le and 
Li reflect the expected proportions of excitatory and inhibitory neurons receiving at least 
threshold excitation per unit of time. One subtle trick used in the derivation of this model is 
that the membrane integration time is introduced through synaptic connections. The model 
expressed in this form attempts to eliminate the uncertainty of single neurons by grouping 
them according to those with reliable common responses. We are still left with the problem 
of what to expect in a network of neuronal masses connected randomly to each other. 
In a random network of excitatory and inhibitory neurons, it is not uncommon to find 
oscillatory activity (Jin & Seung, 2002; Huerta & Rabinovich, 2004). Huerta & Rabinovich 
(2004) showed, using the Wilson-Cowan formalism, that periodic sequential activity, i.e., 
limit cycles, is more likely to be found in regions of the control parameter space where 
inhibitory and excitatory synapses are slightly out of balance. They have analyzed the 
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where xi(t) and yi(t) represent the fractions of active neurons in cluster i of the excitatory and 
inhibitory populations, respectively. The numbers of excitatory and inhibitory clusters are 
NE and NI. The labels E and I are used to denote quantities associated with the excitatory or 
inhibitory populations, respectively. The external inputs SE,I are instantaneous kicks applied 
to a fraction of the total population at time zero. The gain function is Θ(z) = (tanh((z–b)/σ) + 
1)/2, with a threshold b = 0.1 below the excitatory and inhibitory synaptic strength of a 
single connection. Clusters are taken to have very sharp thresholds of excitability by 
choosing σ = 0.01. The time scale is set to μ = 10 ms as originally done by Wilson & Cowan 
(1972). The connectivity matrices Yij
Xw  have entries drawn from a Bernoulli process (Huerta 
& Rabinovich, 2004). The main control parameters in this problem are the probability of 
connections from population to population. 
Now we can answer the important question: What kind of activity can a network with many 
neurons and random connections produce? Intuition suggests that the answer has to be 
complex multidimensional dynamics. However, this is not the case. The results presented in 
Fig. 9 tell us that most observable stimulus-dependent dynamics are more simple and 
reproducible: periodic dynamics, transient dynamics, or low dimensional chaos. 
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Fig. 9. Three-dimensional projections of simulations of random networks of 200 neurons. For 
illustrative purposes we show three types of dynamics that can be generated by a random 
network: a) chaos, b) limit cycle, both regimes in the areas of parameter space that are close 
to balance and c) transient dynamics far from balance of excitatory-inhibitory connections. 
Modified from (Rabinovich, Varona, Selverston & Abarbanel, 2006) 
5. Mental mode network: Low frequency (< 0.1 Hz) rhythm generation 
Now let us consider the spontaneous rhythmic dynamics of mental modes in a stationary 
environment where the brain is not engaged in a particular cognitive function, i.e., the 
resting-state brain dynamics. Mental modes have been introduced in (Rabinovich & 
Muezzinoglu, 2010) in the following way: The cognitive cooperative activity at time t can be 
represented as 
1
( ) ( ),
N
ii
A t V i=∑  where V(i) is a fixed distributed neuronal set that forms the i-
th cognitive mode, and Ai(t) ≥ 0 is its level of activity, in particular, the average intensity of 
all voxels covering the spatial pattern U(i) in an fMRI image at time t. Some of the cognitive 
modes can be responsible for the interaction with emotion, i.e., valence, arousal and 
generation of any given coping strategy (see also (Damasio, 1994)). The number N of these 
cognitive modes depends on the level of detail that is necessary to describe the particular 
brain state. Emotional activity is represented in the same way, 
1
( ) ( ),
M
ii
B t U i=∑ where Bi(t) ≥ 0 
are dynamical variables and U(i) is the structure of the ith emotional mode. The ensemble of 
emotional modes includes both positive and negative emotions in the model. Resources are 
represented in a similar manner. 
Mental modes competition – Describing the interaction between mental modes, specifically 
cognitive and emotional modes that compete for the mental resources (memory, attention 
and so on), Rabinovich & Muezzinoglu (2010) have suggested a model of mental mode 
dynamics. This model is built for the variables, Ai(t), Bi(t), and Ri(t), which characterize 
mental resources, according to 
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As the authors proposed, this model reflects mutual inhibition and excitation within and 
among the three sets of modes (cognitive, emotional and resources). These modes depend 
on the external inputs through parameter S (e.g., stress, cognitive load, physical state of the 
body). Characteristic times of the cognitive and emotional activities are τA and τB, 
respectively. The variables iAR  and 
i
BR  characterize the KA and KB resource items that are 
allocated to cognition and emotion, respectively. The vectors RA and RB are the collections of 
these items that gate the increments of the cognitive and emotional modes in competition. 
The characteristic times θ of the different resources may vary. The coefficients Aφ  and  Bφ  
determine the level of competition between cognition and emotion for these resources. Each 
process is open to the multiplicative noise denoted by the η and d terms in the equations. 
We have chosen the control parameters of the model (9)-(12) in the area of the control 






Fig. 10. Anti-phase Low-Frequency Oscillation of mental activity in the resting state (no 
external stimuli) is a result of two groups of default modes competition – modulation 
instability (a), modified from Rabinovich et al. (2010). The black envelope on the middle plot 
(a) is the total cognitive activity as predicted by the model. Its competition with the emotion 
modes (top row) results in a pulsation as observed in many EEG and fMRI studies. The 
bottom figure, reconstructed based on the data presented in (b), adapted from Fox et al. 
(2005), shows one such observation in the brain’s resting state. (The resting state is related to 
the dynamics of the default-mode network (DMN), which is a set of specific brain regions 
whose activity is predominant during the resting state (Ben-Simon et al., 2008)). 
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demonstrate simple rhythmic activity (oscillations with the characteristic time of about 2 − 3 
s). Such “independent” emotional and cognitive activity has been observed during weak 
competition. When the competition becomes larger than a critical value, this simple 
rhythmic activity becomes unstable due to a modulation instability, whereby a stable limit 
cycle appears on the phase plane of the mean activity 
1 1
1 1( )  and ( ) .
N M
i ii iN M
A t A B t B= == =∑ ∑# #  
This modulation instability leads to a stable LFO, as shown in Fig. 10 (S is constant and N = 
M = 5 in the model (9)-(12)). The time-averaged oscillogram indicates that the observed 
robust modulation process is close to the quasi-periodic LFO. LFOs represent a fundamental 
component of brain activity. In particular, resting state fMRI measures show stable 
properties of LFO (see Fig. 10), the nature of which is only beginning to be uncovered and is 
producing numerous debates. For example, the LFO fluctuations observed with fMRI are 
not the same as the underlying neuronal fluctuations, because they have been passed 
through a hemodynamic response function. LFOs observed in fMRI could therefore simply 
be due to the band-pass filtering effect of this hemodynamic response function. However, 
some data (Tomasi & Volkow, 2010; Lörincz et al., 2009; Taylor et al., 2009; Buckner, 2010) 
support the hypothesis that LFOs are correlated with the network activity, i.e., the 
cooperative dynamics of network modes (e.g. due to their modulation or synchronization). 
The modulation instability that has been observed in the discussed computer experiments 
suggests a plausible dynamical origin of low frequency mental mode dynamics in brain 
resting states. 
6. Conclusion 
Integrating the results that have been discussed in this chapter, we can formulate some 
general statement, which sounds trivial enough: interactions between pacemaker and 
network mechanisms of rhythmic activity in neural systems are very diverse at all levels of 
the neuronal hierarchy. In complex systems, the role of the pacemaker can be played by 
neuronal clusters that are able to synchronize complex spatio-temporal patterns. However, 
what we can say more or less definitely is the following: Low frequency oscillations in complex 
systems, including the brain, are usually the result of cooperative activity of many neurons, 
brain centers, or modes. And, vice versa, (not necessary rhythmic) fast switching between 
different states is, as a rule, the result of activity of individual neurons. A recent report of Li et 
al. (2009) supports this point of view. In this study the authors showed that repetitive high-
frequency bursts in a single cortical neuron of a rat could trigger a switch between the 
cortical states resembling slow-wave and rapid-eye-movement sleep. 
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