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This paper deals with the construction of initial data for the
coupled Einstein–Euler system. We consider the condition where
the energy density might vanish or tend to zero at inﬁnity, and
where the pressure is a fractional power of the energy density. In
order to achieve our goals we use a type of weighted Sobolev space
of fractional order.
The common Lichnerowicz–York scaling method (Choquet-Bruhat
and York, 1980 [9]; Cantor, 1979 [7]) for solving the constraint
equations cannot be applied here directly. The basic problem
is that the matter sources are scaled conformally and the ﬂuid
variables have to be recovered from the conformally transformed
matter sources. This problem has been addressed, although in a
different context, by Dain and Nagy (2002) [11]. We show that
if the matter variables are restricted to a certain region, then
the Einstein constraint equations have a unique solution in the
weighted Sobolev spaces of fractional order. The regularity depends
upon the fractional power of the equation of state.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We consider the Einstein–Euler system which describes a relativistic self-gravitating perfect ﬂuid,
whose density either has compact support or falls off at inﬁnity in an appropriate manner.
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Rαβ − 1
2
gαβ R = 8π Tαβ, (1.1)
where gαβ is a semi-Riemannian metric having a signature (−,+,+,+), Rαβ is the Ricci curvature
tensor, and R is the scalar curvature. Both tensors are functions of the metric gαβ and its ﬁrst and
second order partial derivatives. The right-hand side of (1.1) consists of the energy–momentum tensor
Tαβ of the matter, which in the case of a perfect ﬂuid takes the form
T αβ = ( + p)uαuβ + pgαβ, (1.2)
where  is the energy density, p is the pressure, and uα is the four-velocity vector. The vector uα is
a unit time-like vector, which means that it is required to satisfy the normalization condition
gαβu
αuβ = −1. (1.3)
The Euler equations describing the evolution of the ﬂuid take the form
∇αT αβ = 0, (1.4)
where ∇ denotes the covariant derivative associated to the metric gαβ . Eqs. (1.1) and (1.4) are not
suﬃcient to determine the solution uniquely; a functional relation between the pressure p and the
energy density  (i.e. an equation of state) is also necessary. We choose an equation of state that has
been used in astrophysical problems. It is the analogue of the well-known polytropic equation of state
in the non-relativistic theory, and is given by
p = p() = Kγ , K , γ ∈ R+, 1 < γ . (1.5)
The sound velocity is denoted by
σ 2 = dp
d
. (1.6)
The range of the energy density  will be restricted so that the causality condition
σ 2 < 1 (1.7)
will hold. In addition, we assume the dominant energy condition for the energy–momentum tensor.
The unknowns of these equations are the semi-Riemannian metric gαβ , the velocity vector uα
and the energy density  . These are functions of t and xa where xa (a = 1,2,3) are the Cartesian
coordinates on R3. The alternative notation x0 = t will also be used and Greek indices will take the
values 0,1,2,3 throughout the paper.
If the density is positive everywhere, but tends to zero at inﬁnity, then the Euler equations (1.4)
are hyperbolic but not uniformly so. Hence the standard theory does not guarantee a time of existence
of a solution which is uniform in space. It was observed by Makino [15] that this diﬃculty can be to
some extend circumvented in the case of a non-relativistic ﬂuid by the use of a new matter variable
w in place of the mass density. It was later shown that a similar device is useful in the relativistic
case [18]. For this reason we introduce the quantity
w = M() =  γ−12 , (1.8)
and we call it the Makino variable.
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above, a local existence theorem in the case where the density has compact support and vanishes at
the boundary. A problem with his method is that the connection between the physical density and
the new matter density is rather subtle, see Rendall [19] for details.
Rendall generalized Makino’s result to the relativistic case of the Einstein–Euler equations. His
result however suffers from the same problems as Makino’s result, and moreover it has two essential
restrictions: 1. Rendall assumed time symmetry, which means that the extrinsic curvature of the
initial manifold is zero, and therefore the Einstein constraint equations are reduced to a single scalar
equation; 2. Both the data and solutions are C∞0 -functions. This regularity condition implies a severe
restriction on the equation of state p = Kγ , namely γ ∈ N.
It is perhaps worth discussing this regularity issue in more detail. The following discussion will
also explain why in our main theorem we have a lower and an upper bound
5
2
< s <
2
γ − 1 +
3
2
(1.9)
for the regularity index s (here s  0 denotes the order of the fractional spaces which we will intro-
duce in the next section). In order to simplify the argument we consider here the standard Sobolev
spaces Hk of order k ∈ N, and will derive the corresponding estimate for k instead of s. The lower
bound in (1.9) basically comes from the Sobolev embedding theorem (‖u‖L∞  C‖u‖Hk , k > 32 ), while
the upper bound is caused by the use of the Makino variable (1.8). The reason lies in the fact that if
we demand w ∈ Hk , then in order for the energy density to remain in the same space, we need to
estimate ‖w 2γ−1 ‖Hk . Moreover, as said in the introduction, w is not strictly positive.
So we need to estimate the norm ‖uβ‖Hk , where β is a positive number and u  0. In the fol-
lowing it is always assumed that u ∈ L∞(R3). The simplest case is when β ∈ N, then ‖uβ‖Hk 
C(‖u‖L∞ )‖u‖Hk and there is no restriction on k. When β /∈ N, then we obtain the same estimate,
provided that k  β . This bound on k was improved by Runst and Sickel [20] to k < β + 12 . Applying
this improved estimate for β = 2γ−1 , and taking into account the Sobolev embedding theorem, we
obtain that the integer k must satisfy the inequalities (1.9). The only exception is the case when 2γ−1
is an integer.
Note that for certain values of γ , inequalities (1.9) do not have an integer solution. Hence, for these
values of γ it is impossible to obtain a solution to this problem in Sobolev spaces of integer order.
So in order to be able to solve the Einstein–Euler system for the maximal range of the power γ , and,
in addition, to improve the regularity of the solutions, we are lead to the conclusion that we have to
treat these systems in Sobolev spaces of fractional order. Note that the Runst and Sickel result was
extended to the Bessel potential spaces Hs by Kateb [14].
The only type of Sobolev spaces which are known to be useful for existence theorems for the
constraint and also for the evolution equations in an asymptotically ﬂat manifold, are the weighted
Sobolev spaces Hk,δ , k ∈ N, δ ∈ R, which were introduced by Nirenberg and Walker [17] and Can-
tor [6], and they are the completion of C∞0 (R3)-functions under the norm
‖u‖2k,δ =
∑
|α|k
∫ ((
1+ |x|)δ+|α|∣∣∂αu∣∣)2 dx. (1.10)
Hence we have to consider the weighted fractional spaces Hs,δ (s 0) which generalize Hk,δ to frac-
tional order (see Triebel [21]).
The common method for solving the Cauchy problem for the Einstein equations consists usually
of two steps. Initial data must satisfy the constraint equations, which are intrinsic to the initial hy-
persurface. Therefore, the ﬁrst step is to construct solutions of these constraints. The second step is
to solve the evolution equations with these initial data. But the presence of the equation of state
(1.5) introduces an additional step: the compatibility problem of the initial data for the ﬂuid and the
gravitational ﬁeld. There are three types of initial data for the Einstein–Euler system:
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Riemannian metric on M, and Kab is the second fundamental form on M (extrinsic curvature).
The pair (h, Kab) must satisfy the constraint equations{
R(h) − KabKab +
(
habKab
)2 = 16π z,
∇bKab − ∇b
(
hbc Kbc
)= −8π ja, (1.11)
where ∇ denotes the covariant derivative with respect to a Riemannian metric h, and R(h) =
habRab is the scalar curvature with respect to the metric h.
• The matter variables, consisting of the energy density z and the momentum density ja , appear
on the right-hand side of the constraints (1.11).
• The initial data for Makino variable w and the velocity vector uα of the perfect ﬂuid.
Let u¯α denote the projection of the velocity vector uα on the initial manifold M. Projecting the
energy–momentum tensor Tαβ twice on the unit normal nα and once on nα and once on M, leads
to the following relations between the matter variables (z, ja) and (w, u¯a):
{
z =  + ( + p)habu¯au¯b,
ja = ( + p)u¯a
√
1+ habu¯au¯b.
(1.12)
We use the well-known conformal method for solving the constraint equations (1.11), and doing
so causes the variables z and ja to change according to a conformal scaling law. Accordingly, Eq. (1.12)
must be inverted to determine the ﬂuid variables w and u¯a; we show in Section 4.1 that this inversion
can be performed under certain restrictions.
This type of compatibility problem was studied previously by Dain and Nagy [11], but under
different assumptions and using different techniques. The main difference is that they consider an
initial–boundary value problem where the density  is strictly positive. The compatibility problem
was also addressed in a limited way in [13].
The paper is organized as follows. In Section 2 we deﬁne the weighted Sobolev spaces of fractional
order Hs,δ and present our main results. These include a solution of the compatibility problem and the
construction of initial data. The solution to the evolution equations in the Hs,δ spaces was published
in [4].
Section 3 deals with elliptic equations in the Hs,δ spaces. In Section 3.1 we present known results
for linear elliptic systems in Hs,δ . The a priori estimate, Lemma 3.1, is the main tool and it was
proved by Maxwell [16]. The semi-linear elliptic equation on asymptotically ﬂat Riemannian manifold
is treated in Section 3.2. Here we adopt Cantor’s homotopy argument [7] in order to show existence
in the Hs,δ spaces.
Section 4 deals with the construction of the initial data. In Section 4.1 we resolve the compatibility
problem between the matter data and the initial data for the ﬂuid and the Makino variable. Then we
use Maxwell’s result [16] which shows that under the Cantor–Brill condition there exists a conformally
equivalent metric having a zero scalar curvature. Finally, in Section 4.3 we complete the construction
and prove the main result.
Throughout the rest of the paper, ∇ denotes the covariant derivative associated with a Riemannian
metric. We will use the notation A  B to denote an inequality A  C B where the positive constant
C does not depend on the parameters in question.
2. Function spaces and principal results
Our principal results concern the solution of the compatibility of the initial data for the equations
of the ﬂuid and the gravitational ﬁeld (1.12) and the solutions to the Einstein constraint equa-
tions (1.11). The conformal scaling method reduces the constraint equations to an elliptic system,
and the presence of an equation of state of the form (1.5) compels us to treat these equations in
weighted Sobolev spaces of fractional order.
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Weighted Sobolev spaces of integer order were introduced by Nirenberg and Walker [17] and
independently by Cantor [6]. Nirenberg and Walker initiated the study of elliptic operators in these
spaces, while Cantor used them to solve the constraint equations on asymptotically ﬂat manifolds.
Triebel [21,22] extended the norm (1.10) to fractional order in the following manner:
Deﬁnition 2.1 (Weighted fractional Sobolev spaces: integral form). Let s be a nonnegative number and δ
be any real number; when s = k is an integer, then ‖u‖s,δ is deﬁned by (1.10); when s = k + λ and
0< λ < 1, then
(‖u‖s,δ)2 = ∑
|α|k
∫ ∣∣(1+ |x|)δ+|α|∂αu∣∣2 dx
+
∑
|α|=k
∫ ∫ |(1+ |x|)k+λ+δ∂αu(x) − (1+ |y|)k+λ+δ∂αu(y)|2
|x− y|3+2λ dxdy. (2.1)
The integral form of the norm is essential for understanding the connection between the integer
and fractional orders. But it has a disadvantage, namely the double integral makes it almost impossible
to establish any property of interest such as embedding, a priori estimate, etc. needed for PDEs.
An alternative deﬁnition is through a dyadic resolution of R3. Let {ψ j}∞j=0 ⊂ C∞0 (R3) be a sequence
of cutoff function such that, ψ j(x)  0 for all j, supp(ψ j) ⊂ {x: 2 j−2  |x|  2 j+1}, ψ j(x) = 1 on
{x: 2 j−1  |x| 2 j} for j = 1,2, . . . , supp(ψ0) ⊂ {x: |x| 2}, ψ0(x) = 1 on {x: |x| 1} and∣∣∂αψ j(x)∣∣ Cα2−|α| j, (2.2)
where the constant Cα does not depend on j.
We denote the Bessel potential spaces by Hs with the norm (p = 2) given by
‖u‖2Hs = c
∫ (
1+ |ξ |2)s∣∣uˆ(ξ)∣∣2 dξ,
where uˆ is the Fourier transform of u.
Deﬁnition 2.2 (Weighted fractional Sobolev spaces: inﬁnite sums). For s 0 and −∞ < δ < ∞,
(‖u‖Hs,δ )2 =
∞∑
j=0
2(
3
2+δ)2 j
∥∥(ψ ju)(2 j)∥∥2Hs , (2.3)
where fε(x) = f (εx) denotes a scaling by a positive number ε. The space Hs,δ is the set of all tem-
perate distributions with a ﬁnite norm given by (2.3).
Triebel [21,22] deﬁned the norm (2.3) and proved the following equivalence. The norm (2.3) is
well-suited for our purposes and therefore this expression will serve as the norm throughout this
paper.
Theorem 2.3 (Equivalence of norms (Triebel)). The norms ‖u‖s,δ and ‖u‖Hs,δ , deﬁned by Deﬁnitions 2.1
and 2.2 respectively, are equivalent. That is, there are two positive constants c0 and c1 such that
c0‖u‖Hs,δ  ‖u‖s,δ  c1‖u‖Hs,δ, (2.4)
and the constants depend only on s, δ and the constants Cα in (2.2).
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spaces. Let δT be the decay rate used in the papers of Triebel [21,22] and δB the weight’s index used
in the papers of Bartnik [2,3] and Maxwell [16], then these parameters are related in the following
way
δ = 1
2
δT − s and δ = −δB − 3
2
. (2.5)
We are now in a position to present our main results.
2.2. Principal results
Let M be a 3-dimensional manifold which is diffeomorphic to R3; that is, there is a diffeomor-
phism ϕ :M→ R3. For a function or a tensor u onM, we deﬁne its Hs,δ(M)-norm by
‖u‖Hs,δ (M) := ‖ϕ∗u‖Hs,δ (R3). (2.6)
The Riemannian manifold (M,h) is asymptotically ﬂat if the Riemannian metric h satisﬁes the
condition (ϕ∗h − e) ∈ Hs,δ(R3), where e denotes the Euclidean metric on R3, and when s > 32 and
δ > − 32 . In the sequel we will omit the notationsM and R3; that is, we will write ‖u‖Hs,δ instead of
‖u‖Hs,δ (M) and (ϕ∗h − e) ∈ Hs,δ instead of (ϕ∗h − e) ∈ Hs,δ(R3).
2.2.1. The compatibility of the initial data for the ﬂuid and the gravitational ﬁelds
The matter data (z, ja) which appear in the right-hand side of the energy–momentum tensor (1.11)
are coupled to the initial data of the perfect ﬂuid (1.2) via the relations (1.12). An indispensable
condition for obtaining a solution of the Einstein–Euler system is the inversion of (1.12). This system
is not invertible for all (z, ja) ∈ R+ ×R3, but the inverse does exist in a certain region.
Theorem 2.5 (Reconstruction theorem for the initial data). Let h be a Riemannian metric, y = z γ−12 and
va = jaz . There is a real continuous function S : [0,1) → R such that if
0 y < S
(√
habvavb
)
, (2.7)
then system (1.12) has a unique inverse. Moreover, if (ϕ∗h−e) ∈ Hs,δ , s satisﬁes inequalities (1.9) and δ − 32 ,
then the inverse mapping is continuous in the Hs,δ-norm with respect to y and va.
2.2.2. Solution to the constraint equations
The free initial data is a set (h¯, A¯ab, yˆ, vˆa), where h¯ is a Riemannian metric, A¯ab is divergence- and
trace-free form, yˆ is a nonnegative function, and vˆa is a vector.
Theorem 2.6 (Solution of the constraint equations). Given free data (h¯, A¯ab, yˆ, vˆa) such that (ϕ∗h¯−e) ∈ Hs,δ ,
A¯ab ∈ Hs−1,δ+1 , ( yˆ, vˆa) ∈ Hs−1,δ+2 , 52 < s < 2γ−1 + 32 , − 32 < δ < − 12 and the metric h¯ satisﬁes the Cantor–
Brill Condition (4.12).
(i) Then there exists a conformal factor α such that hˆ = α4h is scalar ﬂat metric and (α − 1) ∈ Hs,δ . There
exist a positive function φ such that (φ−1) ∈ Hs,δ , and a vector ﬁeld W ∈ Hs,δ , such that the gravitational
data
h = φ4hˆ and Kab = φ−2
(
Aˆab +
(Lˆ(W )) ) (2.8)ab
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here Lˆ is the Killing vector ﬁeld operator and Aˆab = α−2 A¯ab . In addition, the Hs,δ × Hs−1,δ+1-norms of
(ϕ∗h− e, Kab) depend continuously on the Hs,δ × Hs−1,δ+1 × Hs−1,δ+2-norms of (ϕ∗h¯− e, A¯ab, yˆ, vˆa).
(ii) Assume 0 yˆ < S(
√
hˆab vˆa vˆb), where S is the real function of Theorem 2.5; that is, the ﬂuid data ( yˆ, vˆa)
are speciﬁed with respect to the ﬂat metric hˆ = α4h¯. Set y = φ−4(γ−1) yˆ and va = φ−2 vˆa . Then there is
a smooth function Φ :R4 → R4 such that Φ−1(y, va) is well-deﬁned for these matter variables and the
data for the Makino variable and the velocity vector are given by:
(
w, u¯a
) := Φ−1(y, va) and u¯0 = 1+ habu¯au¯b. (2.9)
These data satisfy the compatibility conditions (1.12) with z = φ−8 yˆ 2γ−1 and ja = φ−10 yˆ 2γ−1 vˆa . In ad-
dition, the Hs−1,δ+2-norms of (w, u¯a, u¯0 − 1) depend continuously on the Hs,δ × Hs−1,δ+2-norms of
(ϕ∗(h¯ − e), yˆ, vˆa).
Remark 2.7. In case 2γ−1 is an integer, then Theorem 2.6 holds for s >
5
2 .
2.3. Properties of the Hs,δ spaces
This subsection is dedicated to the discussion of various properties of the Hs,δ that are needed
for the proof of our main theorems. The following two propositions are a direct consequence of the
norm (2.3).
Proposition 2.8.Whenever s′  s and δ′  δ,
‖u‖Hs′,δ′  ‖u‖Hs,δ . (2.10)
Proposition 2.9. If u ∈ Hs,δ , s > 32 and δ > − 32 , then u is continuous and
lim
x→∞u(x) = 0. (2.11)
Proof. For each j, ‖u‖2Hs,δ  2(δ+
3
2 )2 j‖(ψ ju)(2 j)‖2Hs . Hence, by the Sobolev embedding theorem we
obtain
2(δ+
3
2 ) j sup
{2( j−1)|x|2 j}
∣∣u(x)∣∣ 2(δ+ 32 ) j∥∥(ψ ju)(2 j)∥∥L∞  ‖u‖Hs,δ .
Therefore ‖(1+ |x|)(δ+ 32 )u‖L∞  ‖u‖Hs,δ . In particular, if δ > − 32 , then (2.11) holds. 
We consider an additional equivalence of norms which will be useful for proving various proper-
ties, including the extension of Kateb’s result [14] to Hs,δ concerning the Sobolev norm of |u|β .
We recall that {ψ j} are cutoff functions, hence ψβj ∈ C∞0 (R3) for any positive β . Furthermore, for
a given α, there are two constants C1(β,α) and C2(β,α) such that
C1(β,α)
∣∣∂αψ j(x)∣∣ ∣∣∂αψβj (x)∣∣ C2(β,α)∣∣∂αψ j(x)∣∣ (2.12)
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Triebel’s Theorem 2.3 implies that
∞∑
j=0
2(
3
2+δ)2 j
∥∥(ψβj u)(2 j)∥∥2Hs 
 ‖u‖2s,δ . (2.13)
We thus conclude.
Corollary 2.10. For any positive β , there are two positive constants C1(β) and C2(β) such that
C1(β)‖u‖2Hs,δ 
∑
j
2(
3
2+δ)2 j
∥∥(ψβj u)(2 j)∥∥2Hs  C2(β)‖u‖2Hs,δ . (2.14)
Proposition 2.11 (Fractional power in Hs,δ). Let u ∈ Hs,δ ∩ L∞ , 1< β , 0< s < β + 12 and δ ∈ R, then
∥∥|u|β∥∥Hs,δ  C(‖u‖L∞)‖u‖Hs,δ . (2.15)
Proof. In [14] Kateb showed that if u ∈ Hs ∩ L∞ , 1< β and 0< s < β + 12 , then
∥∥|u|β∥∥Hs  C(‖u‖L∞)‖u‖Hs . (2.16)
Inequality (2.15) is a direct consequence of Corollary 2.10 and inequality (2.16), because
C1(β)
∥∥|u|β∥∥2Hs,δ 
∞∑
j=0
2(
3
2+δ)2 j
∥∥(ψβj |u|β)(2 j)∥∥2Hs
 C2
(‖u‖L∞) ∞∑
j=0
2(
3
2+δ)2 j
∥∥(ψ ju)(2 j)∥∥2Hs = C2(‖u‖L∞)‖u‖2Hs,δ . 
The rest of the properties will be presented without proofs. Propositions 2.12, 2.13 and 2.15 were
proved by Maxwell [16]. The third Moser inequality, Proposition 2.14, can be proved by applying the
corresponding inequality in the Bessel potential spaces Hs term-wise to the norm (2.3) (see [5]).
Proposition 2.12 (Hs,δ-norm of a derivative).
‖∂iu‖Hs−1,δ+1  ‖u‖Hs,δ . (2.17)
Proposition 2.13 (Hs,δ is an algebra). If s1, s2  s, s1 + s2 > s + 32 and δ1 + δ2  δ − 32 , then
‖uv‖Hs,δ  C‖u‖Hs1,δ1 ‖v‖Hs2,δ2 . (2.18)
Proposition 2.14 (Third Moser inequality in Hs,δ). Let F :Rm → Rl be CN+1-function such that F (0) = 0 and
where N  [s] + 1. Then there is a constant C such that for any u ∈ Hs,δ ∩ L∞
∥∥F (u)∥∥Hs,δ  C‖F‖CN+1(1+ ‖u‖NL∞)‖u‖Hs,δ . (2.19)
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Hs,δ ↪→ Hs′,δ′ (2.20)
is compact.
3. Quasi-linear elliptic equations in Hs,δ
This section deals with elliptic equations in Hs,δ and for δ ∈ (− 32 ,− 12 ). In the ﬁrst subsection
we present known results of linear operators in the Hs,δ spaces. Lemma 3.1 is the main tool of our
approach and it is proven by Maxwell [16]. In the second subsection, we show the existence and
uniqueness of a semi-linear equation, where the linear part is the Laplace–Beltrami operator of an
asymptotically ﬂat Riemannian manifold. We prove the existence of solutions in the Hs,δ spaces by
using Cantor’s homotopy argument [7].
3.1. Linear elliptic operators of second order systems in Hs,δ
We study second order linear elliptic systems of the form
Lu = a2D2u + a1Du + a0u, (3.1)
where ak are N × N block matrices. The operator L is elliptic if
det
(
(a2)
ab
i j ξaξb
) = 0 for all ξ ∈ R3, (3.2)
where (a2)abi j denotes the coeﬃcients of a2. Let
(
A∞D2u
)i = ∑
j,a,b
(A∞)abi j ∂a∂bu
j (3.3)
be an elliptic operator with constant coeﬃcients. We introduce the following conditions for the coef-
ﬁcients of L:
a2 − A∞ ∈ Hs′,δ′ , a1 ∈ Hs′−1,δ′+1, a0 ∈ Hs′−2,δ′+2, 2 s′ and δ′ > −32 . (3.4)
Since Hs,δ is an algebra, L : Hs,δ → Hs−2,δ+2 is a continuous operator for 2  s  s′ and whenever
conditions (3.4) are satisﬁed.
The following lemma is proved in [16, Proposition 3.6].
Lemma 3.1 (A priori estimate). Assume the operator L satisﬁes the conditions (3.2) and (3.4), and suppose
2 s s′ and − 32 < δ < − 12 . Then for any u ∈ Hs,δ and δ′′ ∈ R,
‖u‖Hs,δ  C
{‖Lu‖Hs−2,δ+2 + ‖u‖Hs−2,δ′′ }, (3.5)
where the constant C depends on the norms of the coeﬃcients, s, δ and δ′′ .
If δ′′ < δ, then by Proposition 2.15 the embedding Hs,δ ↪→ Hs−2,δ′′ is compact. Therefore the above
lemma yields:
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Fredholm; that is, the kernel of L is ﬁnite dimensional; the range of L is closed; and if L is injective, then
‖u‖Hs,δ  C‖Lu‖Hs−2,δ+2 . (3.6)
Another consequence of Lemma 3.1 is the following homotopy property. Its proof relies on standard
functional analysis arguments (see e.g. [8]).
Corollary 3.3 (Homotopy argument). Let Lt be a family of operators of the form (3.1) such that conditions (3.2)
and (3.4) are fulﬁlled and its coeﬃcients are continuous for t ∈ [0,1] with respect to the norm. Let 2 s s′ ,
− 32 < δ < − 12 , L1 = L and assume Lt : Hs,δ → Hs−2,δ+2 is injective for t ∈ [0,1]. Then if
L0 : Hs,δ → Hs−2,δ+2 is an isomorphism,
the same is true for L.
The most common way to use Corollary 3.3 is when L0 is an elliptic operator with constant coef-
ﬁcients, and it relies on Proposition 3.4 below. Its proof is known in the case that s is an integer [8,
Theorem 5.1], and by interpolation it holds for any s 2.
Proposition 3.4 (Isomorphism of an operator with constant coeﬃcients). Let A∞D2 be a homogeneous elliptic
system with constant coeﬃcients. Then for any s  2 and − 32 < δ < − 12 , the operator A∞D2 : Hs,δ+2 →
Hs−2,δ is an isomorphism.
The next proposition shows that solutions to the homogeneous system have a lower growth at
inﬁnity. For the proof see [10, Proposition 3.1] or [16, Lemma 3.8].
Proposition 3.5 (Lower growth). Assume L satisﬁes the conditions (3.2) and (3.4), 2 s  s′ and − 32 < δ <
− 12 . If u belongs to Hs,δ and satisﬁes Lu = 0, then u belongs also to Hs,δ′′ for any − 32 < δ′′ < − 12 .
3.2. Semi-linear elliptic equations on asymptotically ﬂat manifolds
Let M be an asymptotically ﬂat 3-dimensional manifold which is diffeomorphic to R3. The space
Hs,δ(M) was deﬁned in Section 2.2.2 and we recall that we omit the notation of M in Hs,δ . For a
given Riemannian metric h, h is the Laplace–Beltrami operator, ∇a is the covariant derivative, and
μh is the volume element of a Riemannian manifold (M,h). Throughout this subsection we assume
(ϕ∗h − e) ∈ Hs′,δ′ (R3), 2  s  s′ and δ′ > − 32 , where ϕ is the diffeomorphism between M and R3
and e is the ﬂat metric on R3.
We ﬁrst recall the deﬁnition of weak solutions.
Deﬁnition 3.6 (Weak solutions). Let c ∈ Hs′−2,δ′+2 and f ∈ Hs−2,δ+2. A function u in Hs,δ is a weak
solution of
−hu + cu = f
on (M,h), if
∫ (∇au∇av + cuv)dμh =
∫
f v dμh (3.7)
for all compactly supported v ∈ H1(M).
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h = 1√|h|∂b
(√|h|hab∂a)= hab∂b∂a + ∂b(hab)∂a + 12 tr
(
hab(∂bhab)
)
hab∂a, (3.8)
where hab is the inverse matrix of hab and |h| = det(hab). Hence, by means of Propositions 2.12, 2.13
and 2.14, the operator −h satisﬁes the conditions (3.2)–(3.4) with A∞D2 = −e .
Remark 3.7. The left-hand side of (3.7) is well-deﬁned whenever u, v ∈ Hs,δ and δ −1. Because
∫
∇au∇av dμh =
∫
hab∂au∂bv
√|h|dx,
and since Hs,δ is an algebra, hab∂au and
√|h|∂bv belong to Hs−1,0. Hence by the Cauchy–Schwarz
inequality we get
∫ ∣∣∇au∇av∣∣dμh 
( ∫ (
hab∂au
)2
dx
) 1
2
( ∫ (
∂bv
√|h|)2 dx)
1
2

∥∥hab∂bu∥∥Hs−1,0∥∥∂ j v√|h|∥∥Hs−1,0 .
Applying similar arguments to the term cuv dμh , we conclude that
∫
(cuv)dμh is also well-deﬁned
whenever u, v ∈ Hs,δ and δ −1.
The main goal of this section is the proof of the existence and uniqueness for the semi-linear
equation
−hu = F (x,u) :=
N∑
i=1
mi(x) f i(u), (3.9)
where mi ∈ Hs−2,δ+2, mi  0. The functions f i(u) are decreasing, nonnegative and smooth for u ∈
(−1,∞). These conditions assure that F (·,u) and ∂ F
∂u (·,u) are in Hs−2,δ+2 whenever u ∈ Hs,δ , s  2
and δ − 32 .
Theorem 3.8 (Existence and uniqueness). Let (ϕ∗h−e) ∈ Hs′,δ′ , δ′ > − 32 , 2 s s′ and − 32 < δ < − 12 . Then
Eq. (3.9) has a unique nonnegative solution u in Hs,δ .
In order to show Theorem 3.8 we need the weak maximum principle (see [16, §5] for the proof).
Proposition 3.9 (Weak maximum principle). Assume (ϕ∗h − e) ∈ Hs′,δ′ , δ′ > − 32 , 2  s  s′ and c ∈
Hs′−2,δ′+2 is nonnegative. If u ∈ Hs,δ satisﬁes
−hu + cu  0, (3.10)
then u  0.
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Existence. The proof will be carried out in several steps. We deﬁne a map Φ : {Hs,δ × [0,1],
u(x) > −1} → Hs−2,δ+2 by
Φ(u, τ ) = −hu − τ F (x,u).
Let u(τ ) denote a solution of Φ(u, τ ) = 0 and put J = {0  s  1: Φ(u(s), s) = 0}. Since 0 ∈ J , it is
suﬃcient to show that J is both an open and closed interval. That implies J = [0,1] and hence yields
the existence result.
Step 1. The set J is open.
Let
Lw :=
(
∂Φ
∂u
(u, τ )
)
(w) = −hw − τ ∂ F
∂u
(·,u)w
and for t ∈ [0,1] set
Ltw = −{th+(1−t)e}w − tτ ∂ F
∂u
(·,u)w.
The operator Lt satisﬁes (3.2)–(3.4) and hence if Ltw = 0, then by Proposition 3.5 w ∈ Hs,−1. So we
may use Remark 3.7 and get
∫
(Lt w)w dμ{th+(1−t)e} =
∫ (
|∇w|2{th+(1−t)e} − tτ
∂ F
∂u
(·,u)w2
)
dμ{th+(1−t)e}.
Since ∂ F
∂u  0, the above yields that Ltw = 0 implies w ≡ 0 for each t ∈ [0,1]. In addition, L0 = −e is
an isomorphism by Proposition 3.4. Therefore Corollary 3.3 implies that L1 = L is also an isomorphism.
Thus J is open by the implicit function theorem. Moreover, u(τ ) is differentiable with respect to τ .
Step 2. There is a constant C independent of τ such that ‖u(τ )‖Hs,δ  C.
We ﬁrst establish the bound in H2,δ-norm. The weak maximum principle implies u(τ )  0 and
since F (x,u) is decreasing in u,
∥∥F (·,u(τ ))∥∥H0,δ+2  ∥∥F (·,0)∥∥H0,δ+2 
(
N∑
i=1
f 2i (0)‖mi‖2H0,δ+2
) 1
2
:= K .
We showed in Step 1 that h : Hs,δ → Hs−2,δ+2 is injective, therefore from inequality (3.6) of Corol-
lary 3.2 we get that
∥∥u(τ )∥∥H2,δ  C∥∥−hu(τ )∥∥H0,δ+2  C∥∥F (·,0)∥∥H0,δ+2  CK . (3.11)
So if s = 2, then we are done, otherwise we improve (3.11) as follows: Take s′′ so that 0 s′′ − 2 2
and s′′  s. We apply now the third Moser inequality, Proposition 2.14, to f i(u)− f i(0), then ‖ f i(u)−
f i(0)‖Hs,δ  ‖u‖Hs,δ for any s > 32 and i = 1, . . . ,N . Writing f i(u(τ ))mi =mi( f i(u(τ ))− f i(0))+ f i(0)mi
and using the multiplication property (2.18), we get
∥∥ f i(u)mi∥∥H ′′  C ′‖mi‖Hs′′−2,δ+2(‖u‖H2,δ + 1).s −2,δ+2
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∥∥F (·,u(τ ))∥∥Hs′′−2,δ+2  C ′N(∥∥u(τ )∥∥H2,δ + 1) (3.12)
and the constant C ′ does not depend on τ . Now, applying (3.6) again and combining it with (3.12),
we obtain
∥∥u(τ )∥∥Hs′′,δ  C∥∥−hu(τ )∥∥Hs′′−2,δ+2 = C∥∥F (·,u(τ ))∥∥Hs′′−2,δ+2  CC ′N(CK + 1).
This procedure can be repeated iteratively until s′′ = s.
Step 3. Lipschitz continuity with respect to τ for τ ∈ [0, τ0).
By Step 1 the function τ → Φ(u(τ ), τ ) is differentiable, and differentiating the equation
Φ(u(τ ), τ ) = 0 gives
−huτ − τ ∂ F
∂u
(·,u(τ ))uτ = F (·,u(τ )), (3.13)
where uτ = ∂∂τ u(τ ).
As we did in Step 2, we use Propositions 2.13 and 2.14 and get that
∥∥F (·,u(τ ))∥∥Hs−2,δ+2  (∥∥u(τ )∥∥Hs,δ + 1)
and ∥∥∥∥∂ F∂u
(·,u(τ ))∥∥∥∥
Hs−2,δ+2

(∥∥u(τ )∥∥Hs,δ + 1).
Therefore, by Step 2 both ‖F (·,u(τ ))‖Hs−2,δ+2 and ‖ ∂ F∂u (·,u(τ ))‖Hs−2,δ+2 are bounded by a constant
independent of τ . Applying Lemma 3.1 to the operator (3.13), we have
‖uτ ‖H2,δ  C
{∥∥F (·,u(τ ))∥∥H0,δ+2 + ‖uτ ‖H0,δ} (3.14)
and the constant C is independent of τ .
Since ∂ F
∂u (x,u(τ )) 0 and F (x,u(τ )) 0, we obtain from (3.13) that uτ  0 by the weak maximum
principle. Therefore
−huτ  F
(·,u(τ )). (3.15)
By Step 1 the operator −h : Hs,δ → Hs−2,δ+2 is an isomorphism. So let w = −(h)−1(F (·,u(τ ))),
then inequality (3.15) is equivalent to −h(uτ − w)  0, and by the same maximum principle we
have that w  0 and 0 uτ  w . Hence ‖uτ ‖H0,δ  ‖w‖H0,δ .
By Corollary 3.2, ‖w‖Hs,δ is uniformly bounded with respect to τ . Consequently, we obtain
from (3.14) that ‖uτ ‖H2,δ is uniformly bounded. We can now apply Lemma 3.1 again for 2  s′′  4
and improve the regularity in a similar manner to Step 2. Therefore ‖uτ ‖Hs,δ is bounded by a constant
C ′′ independent of τ and hence
∥∥u(τ1) − u(τ2)∥∥Hs,δ  C ′′|τ1 − τ2|. (3.16)
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Take a sequence {τn} ⊂ J such that τn → τ0. By (3.16), {u(τn)} is a Cauchy sequence in Hs,δ and
therefore it converges to u0 ∈ Hs,δ . Since the map Φ is continuous, it follows that Φ(u0, τ0) = 0, that
is τ0 ∈ J . This completes the proof of the existence.
Uniqueness. Assume u1 and u2 are solutions to (3.9). We conduct the proof by showing that Ω :=
{x: u1(x) > u2(x)} is an empty set. Note that Ω is open, since u1 and u2 are continuous. Put w =
u1 −u2, then −hw = F (x,u1)− F (x,u2) 0 in Ω . So w  0 in Ω by Proposition 3.9. That obviously
leads to a contradiction unless Ω is empty. 
4. The initial data
Let (M,h, Kab) be a given triple of gravitational initial data, nα be the unit time-like normal to
the hypersurfaceM, and δαγ + nαnγ be the projection on T (M). The quantities
{
z = Tαβnαnβ,
jα = (δαγ + nαnγ )T γ βnβ (4.1)
are the scalar energy density and momentum density respectively and they appear as sources in the
constraint equations (1.11). The dominant energy condition expressed in terms of z and jα takes the
following form:
hab j
a jb  z2. (4.2)
In conjunction with these we must supply initial data for the velocity vector uα and the Makino
variable w . So we apply the projection δαγ +nαnγ to uα and set u¯α = (δαβ +nαnβ)uβ . Then from the
relation of the perfect ﬂuid (1.2) and (4.1) we see that
{
z = ( + p)(nβuβ)2 − p,
jα = ( + p)u¯α(nβuβ). (4.3)
The vectors jα and u¯α are tangent to the initial surface and so they can be identiﬁed with vectors ja
and u¯a intrinsic to this surface. Recalling the normalization condition (1.3), we have −1 = −(nβuβ)2 +
habu¯au¯b and inserting it in (4.3) results with (1.12). In addition, the matter data (z, ja) must satisfy
the right-hand side of the constraint equations (1.11).
We turn now to the conformal method which allows us to construct the solutions of the constraint
equations (1.11). But ﬁrst we have to discuss the relations between the matter variables z and ja and
the initial data for the Makino variable (1.8) and ﬂuid u¯α .
4.1. The compatibility problem of the initial data of the ﬂuid and gravitational ﬁeld
On the one hand, the initial data for the Euler equations are w , given by (1.8), and uα . On the
other hand, z = +(+ p)habu¯au¯b and ja = (+ p)u¯a
√
1+ habu¯au¯b appear as sources in the constraint
equations (1.11). So we have the possibility either to consider w and uα as the fundamental quantities
and then construct z and ja , or vice versa, to consider z and ja as the fundamental quantities and
then construct w and uα .
The ﬁrst possibility does not work, because the geometric quantities which occur on the left-hand
side of the constraint equations (1.11) are to be scaled with some power of a scalar function φ. Hence
z and ja , which are the source terms in the constraint equations, must also be scaled with a certain
power of φ. If  is scaled with a certain power of φ, then p would be scaled to a different power
in accordance to the equation of state (1.5). Hence, by the ﬁrst equation of (1.12), z is a sum of two
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would be left unchanged by the scaling. Similarly, it can be seen that u¯a would remain unchanged.
Therefore z would be unchanged and this is inconsistent with the scaling of the conformal method.
Instead of constructing (w, u¯a) from (z, ja), it is more useful to introduce some auxiliary quanti-
ties. Beside the Makino variable w =  γ−12 , we set
y = z γ−12 and va = j
a
z
(4.4)
and deﬁne the map
Φ
(
w, u¯a
)= (w(1+ (1+ Kw2)(habu¯au¯b)) γ−12 , (1+ Kw2)u¯a
√
1+ hbcu¯bu¯c
1+ (1+ Kw2)hbcu¯bu¯c
)
= (y, va). (4.5)
The map Φ above is equivalent to Eqs. (1.12) and therefore the initial data (w, u¯a) for the ﬂuid are
reconstructed through its inversion. The auxiliary matter variables y and va of the right-hand side of
(4.5) are restricted to a subset of R4 given by (4.6) below. In this region, the causality condition (1.7)
and the dominant energy condition (4.2) hold.
Theorem 4.1. Let h be a Riemannian metric and Φ be the map deﬁned by (4.5). There exists a continuous
function S : [0,1) → R such that
Φ :
[
0, (γ K )−(1/2)
)×R3 → Ω
is a smooth diffeomorphism, where
Ω = {(y, va) ∈ R4: 0 y < S(√habvavb), habvavb < 1}. (4.6)
Proof. Let ρ =
√
habu¯au¯b , u¯0 be a unit vector and Ru¯a be the rotation with respect to the metric hab
such that u¯a = ρRu¯a u¯0. Then
Φ(w,ρ) =
(
w
(
1+ (1+ Kw2)ρ2) γ−12 , (1+ Kw2)Ru¯a u¯0ρ
√
1+ ρ2
1+ (1+ Kw2)ρ2
)
. (4.7)
Therefore, we can ﬁrst invert the two-dimensional map
Θ(w,ρ) =
(
w
(
1+ (1+ Kw2)ρ2) γ−12 , (1+ Kw2)ρ
√
1+ ρ2
1+ (1+ Kw2)ρ2
)
(4.8)
for ρ  0 and then apply again the rotation.
The causality condition imposes the below restriction on the domain of deﬁnition of the map Θ .
By (1.6),
σ 2 = dp
d
= d
d
(
Kγ
)= γ Kγ−1 = γ Kw2 < 1. (4.9)
So we set Π = {0 w < (γ K )−(1/2), 0 ρ < ∞}. We shall ﬁrst see that the causality condition (1.7)
ensures that Θ is locally one-to-one in Π . We denote the Jacobian of this map by JΘ , and compute
it by decomposing Θ into three maps as follows
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:= (z, r) →
(
z
γ−1
2 ,
r
z
)
.
Then the computations result in
JΘ(w,ρ) = (1+ Kw
2)
γ−3
2√
1+ ρ2
(
1+ ρ2
(
1− dp
d
))
. (4.10)
Hence condition (4.9) implies that JΘ(w,ρ) > 0 on Π and therefore Θ is locally a smooth invertible
map by the implicit function theorem.
Next, we examine the behavior of the map Θ on the boundary of Π . Clearly, Θ(0,ρ) = (0, ρ√
1+ρ2 )
maps {0}×[0,∞) to {0}×[0,1) in a one-to-one manner, and Θ(w,0) = (w,0) is of course a bijection.
The line (w,ρ) = ((γ K )−(1/2), ρ) is mapped onto the curve
(
y(ρ), x(ρ)
)= ( (1+ (1+ 1γ )ρ2)
γ−1
2
(γ K )
1
2
,
(1+ 1γ )ρ
√
1+ ρ2
1+ (1+ 1γ )ρ2
)
. (4.11)
Since dxdρ > 0, there exists a function S : [0,1) → R such that the curve (4.11) is given by the graph
of S . Set
V = {(y, x): 0 y < S(x), 0 x < 1}.
We claim that Θ(Π) = V . Indeed, Θ(∂Π) ⊂ ∂V , and Θ(w,ρ) → (∞,1) as ρ → ∞ and w = 0. Hence
Θ is a proper map, and since Θ is also an open map, we conclude it is surjective. Now we notice that
both Π and V are simply connected, and by (4.10) and JΘ  c > 0 on each compact subset of Π .
Under these conditions, Hadamard’s theorem (e.g. [12, §15.2]) implies that the map Θ is globally
one-to-one. This completes the proof. 
4.2. The conformal method for solving the constraint equations
The ﬁrst part of the construction of the initial data consists of ﬁnding a conformal factor α such
that the metric α4h will have a scalar curvature zero. The Cantor–Brill condition is necessary and
suﬃcient for the existence of such a metric on asymptotically ﬂat manifolds.
Cantor–Brill condition. A metric h satisﬁes the Cantor–Brill condition if
inf
u ≡0
∫
(∇au∇au + 18 R(h)u2)dμh
(
∫
u6 dμh)1/3
> 0, (4.12)
where the inﬁmum is taken over all compactly supported and smooth functions.
Maxwell [16, Proposition 6.1] proved the following lemma under the condition that s > 32 .
Lemma 4.2 (Construction of a metric with zero scalar curvature). Given a metric h such that (ϕ∗h− e) ∈ Hs,δ ,
s 2, − 32 < δ < − 12 . Then there exists a scalar function α such that α − 1 ∈ Hs,δ , α > 0 and the metric α4h
has scalar curvature zero, if and only if, h satisﬁes the Cantor–Brill condition (4.12).
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(LhW )
b := ∇a
(L(W ))ab = hWb + 13∇b
(∇aWa)+ RbaWa, (4.13)
here Rba is the Ricci curvature tensor with respect to the metric h and L is the conformal Killing
operator
(L(W ))ab = ∇aWb + ∇bWa − 13hab
(∇iW i). (4.14)
The principle symbol of Lh is a linear map from Ex to Fx , where Ex and Fx are ﬁbers in TxM, and
it is given by
(
Lh (ξ)
) j
i = ξaξaδ ji +
1
3
ξ jξi .
Since (Lh (ξ))
j
i n jn
i = (ξaξa)(nini)+ 13 (ξ ini)2 > 0, (Lh (ξ)) ji is an isomorphism. That implies that Lich-
nerowicz Laplacian (4.13) is an elliptic operator. In addition, if (ϕ∗h − e) ∈ Hs,δ , then the operator
(4.13) satisﬁes conditions (3.4).
Lemma 4.3 (Solution of Lichnerowicz Laplacian). Let h be a Riemannian metric that (ϕ∗h − e) ∈ Hs,δ , s  2
and − 32 < δ < − 12 . Then
Lh : Hs,δ → Hs−2,δ+2 (4.15)
is an isomorphism.
For a proof, see [16, §4].
4.3. Proofs of the main results
Proof of Theorem 2.5. If condition (2.7) holds, then (y, va) ∈ Ω , where Ω is deﬁned by (4.6). So by
Theorem 4.1, the inverse of the map of (4.5) exists and it is a smooth map. Denote the inverse by Φ−1,
then (w, u¯a) = Φ−1(y, va) satisﬁes relation (4.5). Taking into account the transformations (4.4), the
Makino variable (1.8) and the equation of state (1.5), we have that (4.5) is equivalent to system (1.12).
Since Φ−1 is smooth, we have that (w, u¯a) are continuous in Hs,δ with respect to the variables
(y, va) by Propositions 2.13 and 2.14. Finally, the energy density z = y 2γ−1 and the momentum ja =
zva are continuous by Propositions 2.11 and 2.13. 
Proof of Theorem 2.6(i). We recall that the free initial data are (h¯, A¯ab, yˆ, vˆa), where (ϕ∗h¯− e) ∈ Hs,δ ,
A¯ab ∈ Hs−1,δ+1 is a trace- and divergence-free second form, yˆ ∈ Hs−1,δ+2 is a nonnegative scalar
function, and vˆa ∈ Hs−1,δ+2 is a vector.
We ﬁrst apply Lemma 4.2 to the metric h¯, then the metric hˆ := α4h¯ is scalar ﬂat, α > 0 and
(α − 1) ∈ Hs,δ . Hence (ϕ∗hˆ − e) ∈ Hs,δ . Set Aˆab = α−10 A¯ab and let ∇ˆa be the covariant derivative with
respect to the metric hˆ, then ∇ˆa Aˆab = α−10∇¯a A¯ab (see e.g. [9, §3]). Hence the second form Aˆab is also
divergence- and trace-free. In order that Aˆab ∈ Hs−1,δ+1, we need to show that (α−1 − 1) ∈ Hs,δ .
It follows from Proposition 2.9 that lim|x|→∞(α(x) − 1) = 0. In addition, α > 0, hence there is
a compact set D of R3 such that α(x)  12 for x /∈ D and minD α(x)  t0 > 0. Clearly the function
F (t) := 1−tt has bounded derivatives in [min{t0, 12 },∞), and hence we can apply Moser-type estimate,
Proposition 2.14, to (α − 1) and get that α−1 − 1 = 1−αα ∈ Hs,δ . Applying Proposition 2.13, we have
Aˆab = α−10 A¯ab ∈ Hs−1,δ+1.
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Kˆ ab = Aˆab + (Lˆ(W ))ab, (4.16)
zˆ = yˆ 2γ−1 and jˆa = zˆ vˆa , where Lˆ is the conformal Killing operator (4.14) with respect to the metric hˆ.
Applying Lemma 4.3 with the metric hˆ, we get the solution to the Lichnerowicz Laplacian
(
Lhˆ
(W )
)b = ∇ˆa(Lˆ(W ))ab = −8π jˆb. (4.17)
For 52 < s <
2
γ−1 + 32 we can estimate the Hs−1,δ+2-norm of yˆ
2
γ−1 by Propositions 2.11 and 2.9, and
since Hs−1,δ+2 is an algebra, we have zˆ, jˆa ∈ Hs−1,δ+2. Therefore W ∈ Hs+1,δ and then Kˆ ab given
by (4.16) belongs to Hs−1,δ+1.
We now make an additional conformal transformation h = φ4hˆ, where φ satisﬁes a certain equa-
tion which we will proceed to derive. But before that, we set Kab = φ−10 Kˆ ab and we denote by ∇a
the covariant derivative with respect to the new metric h. Since Kab is traceless,
∇aKab = φ−10∇ˆa Kˆ ab = −8πφ−10 jˆb. (4.18)
Hence the second equation of the constraints (1.11) is satisﬁed with jb = φ−10 jˆb .
The above conformal transformation results in
R(h)φ5 = R(hˆ) − 8hˆφ (4.19)
(see e.g. [1, Chapter 5]). The matter variables satisfy the condition hˆab jˆa jˆb < zˆ2, and in order to main-
tain it under the conformal transformation h = φ4hˆ, we set z = φ−8 zˆ. Recalling that R(hˆ) = 0 and
Kab is traceless, then the above equation reduces the ﬁrst equation of the constraint (1.11) to the
Lichnerowicz equation
−hˆφ = 2π zˆφ−3 +
1
8
Kˆ ba Kˆ
a
bφ
−7. (4.20)
Setting u = φ − 1, then Eq. (4.20) is equivalent to
−hˆu = 2π zˆ(u + 1)−3 +
1
8
Kˆ ba Kˆ
a
b(u + 1)−7. (4.21)
For that equation we imply Theorem 3.8 and obtain a unique nonnegative solution u ∈ Hs,δ . Hence
φ  1 and (φ − 1) ∈ Hs,δ .
The continuity property of the solution follows from the fact that all the estimates in this process
are dependent upon the norms of the initial data. 
Proof of Theorem 2.6(ii). Under the transformations (4.4) and the scaling in the proof of part (i),
we have that y = z γ−12 = φ−4(γ−1) yˆ and va = φ−2 vˆa , where φ is the solution to the Lichnerowicz
equation (4.20). Since φ  1, y  yˆ, while hˆab vˆa vˆb = habvavb . Therefore, if the pair ( yˆ, vˆa) satisﬁes
condition 0 yˆ < S(
√
hˆab vˆa vˆb), then
0 y < S
(√
habvavb
)
1446 U. Brauer, L. Karp / J. Differential Equations 251 (2011) 1428–1446also holds. Hence we can apply the reconstruction of the initial data, Theorem 2.5, and conclude that
(w, u¯a) = Φ−1(y, va) and u¯0 = 1+habu¯au¯b satisfy the compatibility condition (1.12), where Φ−1 is the
inverse of the map of (4.5). The continuation in the norms follows from part (i) and Theorem 2.5. 
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