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Background: High quality data and effective data quality assessment are vital for accurate detection and 
diagnosis of public health risks, for the design, implementation, and evaluation of public health intervention 
impact and public health outcome measurement. Effective data quality assessment not only reports the 
status of data quality but also determines the causes of data quality problems. To date, there is scarce 
research on the quality of the data collection process for public health information systems (PHISs), in 
which data quality problems frequently occur.   
Aims: This PhD project aims to develop a framework to evaluate the quality of the PHIS data collection 
process. The aim is achieved through realizing three research objectives: (1) review and synthesize the 
existing PHIS data quality assessment methods; (2) conceptualize and validate a framework to measure the 
quality of the PHIS data collection process; (3) use the developed framework to evaluate the data collection 
process for a country-level PHIS.  
Methods: The project systematically reviews PHIS data quality assessment methods and the essential 
components of the quality of the PHIS data collection process. An expert elicitation research approach is 
used to qualitatively validate a 4D (data collection management, data collection personnel, data collection 
environment, data collection system) component framework to evaluate the PHIS data collection process 
in the context of Chinese National HIV/AIDS Information Management Systems (CRIMS). Evaluation of 
the quality of the CRIMS data collection process is completed using the validated 4D Framework.   
Results: A three-dimensional (3D) framework for PHIS data quality assessment is developed, which is 
comprised of the quality of data, data use, and the data collection process. The dimension of data is the 
most frequently assessed dimension and there is a lack of attention to the quality of the PHIS data collection 
process and data use. The major contribution of this research to the PHIS data quality assessment domain 
is the 4D framework for measuring the quality of the PHIS data collection process which it has created and 
validated. The validated 4D framework contains four components, 16 subcomponents, and 116 quality 
indicator statements. The first component, data collection management, includes the subcomponents of data 
collection protocol and quality assurance, and 41 (35.3%) quality indicator statements. The second 
component, the data collection environment, consists of six subcomponents: leadership, training, funding, 
organizational policy, high-level management support, and collaboration among the parallel organizations. 
It includes 37 (31.9%) quality indicator statements. The third, data collection personnel, has four 
subcomponents: a perception of data collection, skill and competence, communication, and staffing 
patterns. It includes 22 (19.0%) quality indicator statements. The fourth component, data collection system, 
also has four subcomponents: functions, integration of data collection systems, technical support, and 
devices for data collection. It includes 16 (14%) quality indicator statements. The 116 quality indicator 
statements are classified into 82 facilitators and 34 barriers according to their direction of influence, positive 
or negative, on the quality of the PHIS data collection process. 
The application of the 4D Framework to evaluate the quality of the HIV/AIDS data collection process in 
China has identified 65% (75/116) of the quality indicator statements. These include 61% (50/82) of the 
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facilitators and 74% (25/34) of the barriers of the 4D Framework in action. The CRIMS has achieved better-
quality data collection management. The areas for improvement include engaging frontline staff in the 
design of data collection protocols, standardizing quality assurance procedures, strengthening leadership, 
recognizing data collector’s contributions, and meeting end users’ needs for the CRIMS.  
Conclusion: This PhD project contributes two frameworks in the knowledge domain of PHIS data quality 
assessment. A 3D framework for data quality assessment, including quality of data, the data collection 
process and data use, can be used to guide the effort to evaluate PHIS data quality. A 4D framework for 
measuring the quality of the PHIS data collection process, including data collection management, the data 
collection environment, data collection personnel and the data collection system, provides an evaluation 
tool to guide public health efforts in the assessment of the quality of the PHIS data collection process, an 
integrated component to improve the PHIS data quality. 
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Chapter 1  Introduction 
1.1 The rationale for the research 
High-quality data and effective data quality assessment are vital for accurate detection and diagnosis of 
public health risk, for the design, implementation, and evaluation of the impact of public health 
interventions and for measuring public health outcomes. The World Health Organization (WHO) 
recommends data quality assessment should not only describe the quality status of data but also enable 
identification of the causes of data quality problems, thus ensuring high quality data in public health 
information systems (PHIS) [1, 2].  
HIV (Human Immuno-Deficiency Virus)/AIDS (Acquired Immune Deficiency Syndrome) is an important 
public health challenge [3-5] and needs high quality data and effective data quality assessment to help end 
the epidemic by 2030, a target set by the Joint United Nations Programme on HIV/AIDS (UNAIDS) [6]. 
The Chinese HIV/AIDS Comprehensive Response Information Management System (CRIMS) is a national 
public health information system for HIV/AIDS prevention and control in China [7], which is currently the 
largest web-based HIV/AIDS surveillance system in the world [3, 8]. It has been used for nationwide 
HIV/AIDS data reporting and management since 2008 [3, 8].  
Considering that the data-driven public health management assumes data are accurate, timely, and reliable, 
data quality assessment needs to be continuously and rigorously conducted to ensure high quality data in 
the CRIMS and PHIS. A data-driven performance assessment scheme has been established by the Chinese 
Centre for Disease Control and Prevention (China CDC) and implemented to assess the data quality of the 
CRIMS [8, 9]. Implementation of the scheme has led to improvement in quality of the reporting data in the 
system [9, 10]. However, certain reporting data, e.g., case demographics, case follow-up, and intervention 
delivery, were still inaccurate, incomplete, missing, delayed, under-reported or leaking [11-14]. Prior 
studies imply public health professionals lack trust in the quality of data in the CRIMS and express concerns 
over the quality of the data collection process [15-17]. This important concern of many public health 
professionals at different levels in China has been the motivation for this PhD study.  
Therefore, this PhD project aims at measuring the quality of the data collection process to ensure data 
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quality for public health information systems. It has three research objectives: (1) review and synthesize 
the existing PHIS data quality assessment methods; (2) conceptualize and validate a framework to measure 
the quality of the PHIS data collection process; and (3) use the developed framework to evaluate the data 
collection process for a country-level PHIS, the CRIMS.   
The project has answered the following four research questions: 
⚫ What methods and approaches are used in assessment of data quality for PHIS?  
⚫ What are the essential components of a framework to measure the quality of the public health data 
collection process?  
⚫ How effective is the developed framework to evaluate the quality of the data collection process for 
PHIS?  
⚫ What is the quality of the data collection process for the country-level PHIS, the CRIMS?  
To answer the questions, this project takes two research approaches: literature review and expert elicitation. 
The data collection methods include systematic sampling of literature, and semi-structured interview of 
public health experts working in the CRIMS and a field audit at hospitals (Figure 1-1). 
To ensure the research rigor of this project that might be affected by paper reviews and qualitative research 
methods, the quality control process and specific quality control measures were used. On literature review, 
the systematic literature scoping method and application of existing review tools such as the Critical 
Appraisal Skills Program (CASP) tools were used to assess the reliability and validity of each selected 
study [18, 19]. On qualitative aspects, three broad categories of validity for qualitative research in 
information systems proposed by Venkatesh [20] were followed. These included design validity, analytical 
validity, and inferential validity. Design validity is manifested by the application of a stratified sampling 
method in expert elicitation to identify participants for representativeness [21]. Analytical validity is 
demonstrated by the consistent application of a five-stage qualitative healthcare data analytic framework 
suggested by Pope et al for code extraction and theme emergence [22]. Inferential validity is shown using 




Figure 1-1 Synopsis of the methodology in this study 
1.2 The organization of the thesis 
This thesis is submitted in the format of thesis by compilation. It consists of six chapters with logic 






Systematic review of data quality 
assessment methods in the PHIS
Provide knowledge of the PHIS data quality assessment 
methods and identify knowledge gaps
Extensive review of the factors that affect the 
quality of the PHIS data collection process
Identify the essential components explaining the 
quality of the PHIS data collection process





A four-dimensional framework (4D Framework) measuring the quality of the PHIS data collection process
A case study using the 4D Framework to 
qualitatively evaluate the quality of the CRIMS data 
collection process
Provide empirical evidence for the effectiveness of 
the 4D Framework to evaluate the quality of the 
PHIS data collection process 
Chapter 5
Chapter 6
Concluding research findings and theoretical 
contributions
Summary of the contribution of conceptualisation of 




Figure 1-2 Organization of the thesis 
Chapter 1 provides background information for this study. It describes the main intention of this research 
by highlighting the research aims and objectives. The chapter provides the organization of the thesis and a 
brief description of the research for each chapter. Chapters 2 to 5 provide the publications related to the 
research objectives (Table 1-1). These chapters start with a ‘Foreword’ that briefly describes the rationale 
for establishing the research topic and its publication venue. This is followed by the content of the article. 
Chapter 6 summarises the PhD research and outlines the contribution to the public health data quality 
assessment methods and approach for assessing the quality of the PHIS data collection process. The thesis 
concludes by acknowledging research limitations and pointing to further research directions. The following 
sections provides a brief overview of the major content of Chapters 2 to 5, the four chapters that have been 
published or are currently under-review by certain academic peer-reviewed journals. 
Chapter 1. Introduction
Provide knowledge by reviewing extant PHIS 
data quality assessment methods and identify 
knowledge gap
Chapter 2. A review of data quality assessment methods in 
public health information systems
Chapter 3. Identification of essential components of quality 
in the data collection process for public health information 
systems
Validation of the preliminary 
framework
Conceptualisation of a preliminary 
framework
Chapter 5. Application of the 4D Framework to evaluate the 
quality of the AIDS data collection process in China
Chapter 6. Conclusion
Chapter 4. Validation of the preliminary 4D components 
measuring quality of the data collection process for public 
health information systems: expert elicitation
Empirical study of application of the 
validated framework in the Chinese AIDS
information system context
Specific research objectives
Summary of research findings and theoretical 
contributions of the framework for measuring 
the quality of the PHIS data collection process
Linking chapter location with specific research objectives
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2014 Chen, H., Hailey, D., Wang, N., Yu, P.  
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(Including: data collection, data analysis, drafting) 
International Journal of Environmental 
Research and Public Health, 2014;11(5): 
5170-5207; doi:10.3390/ijerph110505170 
Published Chapter 2 
with reprint 
Identification of the essential 
components of quality in the 
data collection process for 
public health information 
systems 
2019 Chen, H., Yu, P., Hailey, D., Cui, T. 
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(Including: data collection, data analysis, drafting) 
Health Informatics Journal, 2020;26(1): 
664-682.  doi:10.1177/1460458219848622 
Published Chapter 3 
with reprint 
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*Percentage of contribution by the author: 68% 
(Including: data collection, data analysis, drafting) 
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2021;23(4): e17240.  
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International Journal of Medical 
Informatics, 2021;145. PMID: 
S1386505620303701.  
doi:10.1016/j.ijmedinf.2020.104306. 
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with reprint 
Data quality of the Chinese 
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system: A critical review 
2017 Chen, H., Yu, P., Hailey, D., Cui, T.  
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(Including: data collection, data analysis, drafting) 
 Studies in Health Technology and 
Informatics 2017, 245, pp. 1352; 
PMID:29295431 
Published Cited without 
reprint 
Do we have the reliable data? 
An exploration of data quality 
for AIDS information system in 
China 
2013 Chen, H., Yu, P., Wang, N.  
 
*Percentage of contribution by the author: 78% 
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Studies in Health Technology and 
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reprint 
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*Percentage of contribution by the author: 68% 
(Including: data collection, data analysis, drafting) 
Studies in Health Technology and 
Informatics, 2014; 204, pp. 13-18; doi: 
10.3233/978-1-61499-427-5-13 




1.2.1 Chapter 2. Data quality and data quality assessment in public health 
Chapter 2 focuses on the topic of data quality and data quality assessment in public health. The chapter 
introduces a review of extant PHIS data quality assessment methods. The review aims to investigate and 
compare the methods for PHIS data quality assessment to identify possible patterns and trends emerging 
over the first decade of the 21st century. It has addressed the first of the four research questions: “What 
methods and approaches are used in assessment of data quality for PHIS?”  
This chapter starts by describing the concept and rationale of data quality and data quality assessment in 
PHIS. Public health is a data-intensive domain [23, 24] and needs high quality data for better decision-
making and better population health [25]. This is routinely achieved by data quality assessment, which aims 
to accurately evaluate the impact of public health interventions and measure public health outcomes. Today, 
data quality assessment has been integrated into public health practice to ensure data quality [26, 27]. 
However, the problems with PHIS data quality have remained. Researchers found incomplete data 
collection processes and poor-quality documentations in PHIS [18, 19]. Data errors have caused inaccurate 
hospital performance measurement, inappropriate allocation of health funding, and failure in public health 
surveillance [18-22]. Studies in China, the United Kingdom and Pakistan have identified data users’ lack 
of trust in the quality of HIV/AIDS, cancer, and health management information systems because of 
unreliable or uncertain data [20-22]. As there is a lack of systematic review of data quality assessment 
methods for PHIS, understanding the current development in methods and approaches for data quality 
assessment is essential for research and practice in public health informatics.  
To guide the systematic review, it is necessary to identify and conceptualize a framework for evaluation of 
the PHIS data quality assessment methods. This is also the first research objective to be addressed in this 
PhD project.  
Data quality is generally recognized as a multi-dimensional concept across public health and other sectors 
[28-30]. Data flow in a public health practice lifecycle through three phases: data, data collection process 
and use of data [28, 29]. From an “information chain” perspective, Karr et al propose “three hyper-
dimensions” (i.e., process, data and user) to group a set of conceptual dimensions of data quality [30]. Their 
typology provides a comprehensive perspective for classifying data quality assessment methods which must 
be useful to assess all the three dimensions [30]. Thus, this review adopts the approach of Karr et al and 
formulates a three-dimensional (3D) conceptual framework, including the quality of the data, data use and 
data collection process, for appraisal of the data quality assessment methods in public health practice.  
Following the proposed 3D conceptual framework, a qualitative systematic review approach was used for 
evaluation of the extant PHIS data quality assessment methods. This includes 32 peer-reviewed individual 
research publications and seven well-known institutional websites, such as the WHO and the United States 
CDC.  
Four themes emerged from the review. The first theme is that there were differences between the 
institutional and the individual research publications in their approach to data quality assessment, in terms 
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of aims, context and scope. Compared with individual researchers, the institutions were more concerned 
about the effectiveness of the PHIS. They paid attention not only to the disease-specific public health 
contexts such as maternal health, children’s health, and HIV/AIDS, but also to the routine PHIS. All levels 
of data management instead of a single level of analysis were under the scrutiny of the institutions.  
The second theme is that coverage of the three dimensions of data quality was not equal. The dimension of 
data was more frequently assessed (reported in 35 publications) than data use (explicitly reported in five 
studies) and the data collection process (only explicitly reported in one study).   
The third theme emerges as the result of the second theme, a lack of attributes and measurement indicators 
for data use and the data collection process. Most definitions of data quality attributes and measures referred 
to the data dimension as opposed to the other two dimensions. For example, completeness, accuracy, and 
timeliness are the attributes of the quality of data. They were the three most-used attributes frequently 
referring data quality attributes and measures in data quality assessment.  
The last theme is that methods of assessment can be qualitative or quantitative assessment methods. The 
major quantitative methods were descriptive surveys and data audits, whereas the common qualitative 
assessment methods were interview and documentation review. Both subjective and objective strategies are 
useful for data quality assessment. However, only a small minority of the reviewed studies used both types 
of assessment. Meanwhile, field verification of the quality of data is not yet a routine practice in data quality 
assessment. Only five studies conducted field observations for data or for the data collection process and 
they were usually informal. The reliability and validity of the study was rarely reported. This theme 
indicated there is a need for systematic procedures that use mixed methods to assess data from multiple 
sources. 
To sum up, this review has conceptualized a framework for evaluation of PHIS data quality assessment 
methods and systematically evaluated extant assessment methods for each of the three dimensions of data 
quality: data, data collection process and data use. The dimension of data was the focus in many data quality 
assessment initiatives. Inattentiveness to data use and data collection process, especially the latter might 
have led to persistent data quality problems in public health practice, and worse still, a lack of trust in public 
health data from practitioners and governments. As data quality needs to be positioned at the forefront of 
public health as a distinct area that deserves specific scientific research and management investment, the 
importance of systematic, scientific data quality assessment needs to be highlighted. All three dimensions 
of data quality, i.e., data, data use and the data collection process, need to be systematically evaluated. 
Subjective assessments of data end users’ or customers’ perspectives should be an indispensable component 
in data quality assessment for PHIS.  
This research has obtained the first research objective: identification and conceptualization of a framework 
for evaluation of PHIS data quality assessment methods. The findings have paved the way to a specific 
focus on conceptualization of a framework for explaining the quality of the PHIS data collection process in 
this PhD project.  
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1.2.2 Chapter 3. Essential components of the quality of the data collection 
process in public health information systems 
Chapter 3 focuses on identification of the essential components of the quality of the data collection process 
in PHIS. An extensive literature review was conducted, aiming to synthesizing and identifying essential 
components of the quality of the data collection process in PHIS. This review is a critical survey of the 
major findings of public health researchers and practitioners on the factors that influence the quality of the 
PHIS data collection process. The research has addressed the second of the four research questions: “What 
are the essential components that affect the quality of the public health data collection process?”  
The review in this chapter starts with understanding the importance of the quality of the data collection 
process in PHIS, an essential element of data quality. The data collection process includes the generation, 
assembly, description, and maintenance of data, all of which should be of high quality [30, 31]. To date, 
while data quality problems originating from the process of data collection have been frequently found, the 
assessment of the quality of the data collection process in PHIS has not been well considered nor routinely 
conducted [31-33]. The quality improvement effort has been focused on assessment of the quality of data 
which have already been captured and stored [29, 31, 34]. As a result, the WHO reinforces that data quality 
assessment should not only describe the quality status of data but also enable identification of the causes of 
data quality problems [1, 2]. 
The reason for the lack of attention to the quality of the data collection process could be an insufficient 
clarification of the essential components for data collection. Prior review of PHIS data quality assessment 
(chapter 2) showed only 5% (2/39) studies specified an explicit definition of the quality of data collection 
[31]. A variety of quality criteria for data collection were introduced such as data accuracy, data integrity, 
minimum response burden for data-provider practices, and the relevance, simplicity, and layout of the data 
collection tools [29, 32, 35, 36]. These criteria, not taking a comprehensive picture of the entire process, 
were centred either around some data collection procedures, such as data recording and storage, or on 
quality control mechanisms [31].  
Data collection is a systematic data gathering process [35], which includes a set of interrelated or interacting 
activities contributing to the process of transforming inputs into outputs [37]. Organizational, technical, and 
behavioural factors can affect the performance of the data collection process for PHIS [32, 33, 38-41]. They 
may “take the form of defects in organizational procedures, faulty logic, and reasoning, or human error that 
result in compromised performance” [42]. An operational definition or measurement for these factors has 
yet to be reached. At the technical level, the design of electronic data collection forms and integration of 
different information systems are important mechanisms. But technology advancement alone cannot always 
lead to high-quality data [32, 33, 41, 42]. At the individual behavioural level, a data collector’s motivation 
and competence to perform a task, though often scrutinized through the lens of data users, have not been 
clarified in the context of the data collection process [41]. The unsystematic knowledge about the key 
factors influencing the quality of the data collection process could impair the effectiveness and efficiency 
of data-driven monitoring and performance evaluation mechanisms for public health programs [32, 33, 42, 
43]. A recent evaluation of data quality in country health information systems by the WHO in a global 
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context has found that data management was the weakest component of system performance [32]. Effective 
process assessment of data collection that focuses on how data are collected will help standardize the 
performance of public health programs by comparing “the specific actions taken, events occurring, and 
human interactions with accepted standards” [44]. Therefore, identification of the essential components of 
the quality of data collection is needed to guide efforts in the development of a quality framework for PHIS. 
This is also the second research objective to be addressed.  
The research in Chapter 3 adopts an interpretive approach for synthesis and appraisal of the factors that 
affect the quality of the data collection process. A five-stage health care qualitative data analytic framework 
suggested by Pope et al [57] was used to critically survey the factors. The reviewed components were 
reported in peer-refereed empirical studies or on well-known institutions’ websites. The results of content 
analysis allow the researcher to develop categories of factors that facilitate or inhibit the quality of the PHIS 
data collection process. Following Pope et al approach, a preliminary four-dimensional (4D) component 
framework is constructed, containing four essential components, 12 subcomponents, and 149 items with 
either positive or negative impacts on the quality of the data collection process. 
The first essential component is data collection management. It is the most reported quality component for 
the data collection process and half of the items belong to this component. From an organizational 
perspective, data collection management is an administrative process by which data are acquired, validated, 
stored, protected, and processed [32, 33]. The ultimate goal of data collection management is to fulfil every 
requirement from data users [33, 36]. Therefore, effective management requires the application of 
knowledge, skills, tools, and techniques to data collection activities, and the provision of enough 
supervision in personal and systematic process audits. Its indicators comprise appropriate data collection 
methods, data entry forms, and ongoing quality assurance. Therefore, the dimension of data collection 
management includes two subcomponents: the data collection system and quality assurance.  
The second essential component is the data collector. Data collectors collect or supply data for the PHIS 
with whom data users should build up and nurture a relationship. At the individual level, data collectors 
need to have a right attitude, and adequate skills and competence for the job. They need to maintain 
adequate communication with each other. For them to execute their tasks adequately, their organization 
needs to provide adequate staffing with the right skill mix. While data collectors play an important role in 
the quality of the data collection process, extant data quality assessment instruments have not paid enough 
attention to data collectors except for their training experience. Therefore, the dimension of data collector 
includes four subcomponents: staffing patterns, skills and competence, communication, and attitudes 
towards data collection.  
The third essential component is the information system. An information system (IS) is a combination of 
hardware, software, infrastructure, and trained personnel [29]. It requires different systems and elements to 
be integrated to assist data capture, data entry and data logging. Thus, continuous and systemic functionality 
and technical support is needed. Information systems in PHIS are characterized with automatic functions 
and technology support provided to the users of the system, integration of different data collection systems, 
and devices for data collection. They can be used to assess the IS quality.  
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The fourth essential component is the data collection environment. It refers to the context for data collection. 
In a government context, the PHIS is directly responsible to legislative, regulatory, and policy directives. 
Training, leadership, and funding support are the three main factors of the data collection environment.  
To sum up, this research has established a preliminary framework, the 4D components that measure the 
quality of the PHIS data collection process. The research has obtained the first half of the second research 
objective, that is, conceptualization of a framework for measuring the quality of the PHIS data collection 
process. To validate the identified components that were distilled from qualitative analysis of the published 
literature, future empirical testing and practical implementation are needed.  
1.2.3 Chapter 4. Qualitative validation of a 4D framework to measure quality of 
the public health data collection process 
Chapter 4 focuses on validation of the preliminary framework, a 4D framework for measuring the quality 
of the PHIS data collection process (Chapter 3). The validation study follows an expert elicitation research 
approach. In a national PHIS context, the CRIMS, it has achieved the second half of the second research 
objective: validation of a framework for measuring the quality of the PHIS data collection process. 
The research starts with reflection of the original 4D components of the quality of the PHIS data collection 
process and assessment of the appropriateness of the definition of the components for the validation study. 
For the data collection management dimension, its concepts were adopted except that the subcomponent 
data collection system was renamed data collection protocol to specifically refer to the guideline, plan, or 
handbook for data collection. For the data collector dimension, its concepts were adopted except that the 
component data collector was renamed data collection personnel. For the information system dimension, 
its concepts were adopted except that the component information system was renamed data collection 
system to enable the establishment of the acronym ‘4D’ for the framework. The combined subcomponent 
functions and technical support was separated to acknowledge the different material world represented by 
these two concepts. For the data collection environment dimension, its concepts were all adopted. 
The research approach for validation, expert elicitation, is commonly used to identify and address an 
uncertain subject, particularly in situations when relevant local evidence or information is incomplete [45]. 
The knowledge synthesized from the expert opinions forms the foundation of further research. This 
approach has been widely used in public health for policy decisions and generating evidence [17, 46].  
The research processes include the development of an interview guide and data collection form, data 
collection, and data analysis. Twenty-eight Chinese HIV/AIDS data management experts, including three 
public health administrators, fifteen public health workers, and ten healthcare practitioners participated in 
the elicitation session. They represented all administrative levels in all types of organizations in the CRIMS. 
Qualitative data analysis was conducted according to the framework analysis approach suggested by Pope 
et al [22].  
The 28 public health data management experts represent all levels and spectrums of personnel engaging 
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with the CRIMS. They had varied work experience and roles within their organizations who provided 
accurate and comprehensive inputs to issues related to quality of the data collection process. They agreed 
with the four main components derived from the literature. They ranked and commented on the importance 
of the original subcomponents based on their experience with the CRIMS data collection process. A total 
of 302 codes identified from the interview transcripts supported 75.2% (112/149) of the original indicators 
of the preliminary 4D component framework and generated 46 new indicators. After iterative and recursive 
coding, mapping, merging, deleting and classification, 116 indicators, including 82 facilitators and 34 
barriers, were constructed, and put in appropriate subcomponents for measuring quality of data collection. 
This validated the preliminary 4D component framework.  
The first component, data collection management, includes data collection protocol and quality assurance, 
which is measured by 41 (35.3% of the 116) indicators. The second component, the data collection 
environment, is measured by 37 (31.9%) indicators. These comprise leadership, training, and funding, as 
well as three newly added subcomponents, i.e., organizational policy, high-level management support, and 
collaboration among parallel organizations. The third component, data collection personnel, is described 
by a perception of data collection, skill and competence, communication, and staffing pattern. This is 
measured by 22 (19.0%) indicators. The fourth, data collection system, containing functions, integration of 
different data collection systems, technical support, and device for data collection, is measured by 16 
(13.8%) indicators.  
The component of data collection management includes two essential subcomponents data collection 
protocol and quality assurance. A total of 41 indicators, including 28 facilitators and 13 barriers, were 
finalized for measuring data collection management (Appendix B). Under data collection management, the 
methods and protocols should be well developed, uniform and implemented by data collection personnel. 
Management of quality assurance needs to define the criteria of quality assurance, maintain the consistency 
of quality assurance, and ensure the implementation and conduct of quality assurance. Issues of concern 
include the sources and location of data, use and viability of audits, and communication between data 
collection staff, particularly those at local levels, and their superiors. 
The data collection environment includes three original subcomponents (leadership, training, funding), and 
three newly added ones (organizational policy, high-level management support, and collaboration among 
parallel organizations). There are 37 indicators including 27 facilitators and 10 barriers for measuring the 
data collection environment (Appendix B). A friendly data collection environment is an important factor 
for a high-quality public health data collection process. Leadership and training are considered as the two 
most important items in the list of subcomponents for this component. Leadership also emerged as a 
decisive factor. This is consistent with the recommendation by the International Organization for 
Standardization (ISO)  that top management should “demonstrate leadership and commitment with respect 
to the quality management system” [37]. In addition, three newly emerging subcomponents, i.e., 
organizational policy, high-level management support, and collaboration among parallel organizations, 
emphasize avoidance of data collection unduly intruding on health facilities’ operation, and adequacy of 
communication between different organizations. From an expert perspective, if the level of support from 
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the data collection environment is inadequate, or not suitably administered, quality will deteriorate.   
Data collection personnel includes four essential subcomponents as the following: perception of data 
collection, skills and competence, communication, and staffing pattern. There are 22 indicators including 
17 facilitators and five barriers for measuring data collection personnel (Appendix B). On data collection 
personnel, all practitioners agreed on the importance of work attitude, competence, and data audit skills. 
There appeared to be some variation in opinion on the difficulty of the data collection process. The priority 
placed by the management in a hospital could significantly affect performance. “Burnout” exhibited by 
staff might appear after long-term work in data collection and would require remediation. Skills and work 
competence were considered as a “must-have” capability for frontline data collectors. Increasing the 
number of competent staff would in principle help to improve the data collection quality. 
The data collection system, the fourth component, includes four subcomponents: functions of the system, 
integration of different information systems, technical support, and devices for data collection. There are 
16 indicators including 10 facilitators and 6 barriers developed for measuring the component data collection 
system (Appendix B). The quality of the data collection system will be influenced by the continuing changes 
in the performance and availability of information communication technologies (ICTs). Functions in the 
system should facilitate the visualization of routinely collected data. The system should be humane for 
those who operate it, convenient and error-free for data collection. 
To sum up, the research empirically supported the 4D component framework that derived from the 
inductive analysis of the international literature (Chapter 3). Data collection management, data collection 
environment, data collection personnel, and data collection system are the key components that affect the 
quality of the public health data collection process. The research has answered the third research question: 
“How effective is the developed framework to evaluate the quality of the data collection process for PHIS?”  
Also, the findings suggested Chinese HIV/AIDS information management practice provided an effective 
validation case and enriched the study of the quality of the PHIS data collection process. For ethical conduct 
of research to benefit the study participants, the confirmed 4D component framework was further used for 
root cause analysis to investigate and identify the “real” factors behind declining data quality [15, 16], the 
quality of the CRIMS data collection process (Chapter 5). 
1.2.4 Chapter 5. Quality of the Chinese HIV/AIDS data collection process 
Chapter 5 presents a case study evaluating the quality of the CRIMS data collection process by using the 
developed 4D framework. It aims to address the fourth research question: “What is the quality of the data 
collection process for the CRIMS?” 
Chapter 5 starts with introduction of the CRIMS. The HIV/AIDS epidemic remains an important public 
health challenge in China [3-5]. By October 2019, approximately 958,000 persons living with HIV/AIDS 
(PLWHA) were recorded. The predicted number of PLWHA by the end of 2018 was between 1.1 and 1.4 
million [4, 47]. As the CRIMS is a national data repository for the HIV/AIDS “project planning, budgeting, 
implementation, monitoring and evaluation” [7], the CRIMS data collection process needs to be of high 
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quality. In the last decade, a data-driven performance assessment scheme has been established to assess the 
data quality of the CRIMS [8, 9]. Implementation of the scheme has led to improvement in quality of the 
reporting data in the system [9, 10]. However, 61% (37/61) of data quality assessment studies reported 
quality of data (i.e., data representativeness, completeness, accuracy) without identification of the causes 
of quality problems [10]. Because the 4D framework provides a multi-dimensional lens on the quality of 
the PHIS data collection process, this research aims to apply the framework to the CRIMS to identify gaps 
in the process and suggest improvement strategies for HIV/AIDS data collection in China. 
The research was carried out in China from September 2014 to April 2015. The research data were collected 
through semi-structured interviews with the participants and from field observations in hospital. Stratified 
convenience sampling was conducted to recruit public health professionals in 19 organizations which 
represented all levels of the CRIMS. Public health practitioners involved in HIV/AIDS data management 
were asked the following question: “What are the factors and how do they affect the quality of the data 
collection process in the CRIMS?” All the interviews were transcribed verbatim. Transcripts were sent to 
the interviewees for validation before being used in data analysis. Data were open coded, reviewed and 
grouped into the indicator statements in the framework. Iterative analysis and comparison of the narratives 
with the indicator statements in the 4D framework was conducted to achieve theoretical saturation. Guided 
by the 4D framework, the suggested facilitative factors were used as improvement strategies to fill in the 
gaps for quality improvement. 
As a result, 75 (65%) indicator statements in the 4D Framework were identified in this research. Of these, 
50 were facilitators (accounting for 61% of the 82 facilitators) and 25 were barriers (74% of the 34 barriers). 
The proportion of facilitators observed for Data Collection Environment was low at 37% (10/27). With the 
other components the proportions identified were 68% (19/28) for Data Collection Management, 94% 
(12/17) for Data Collection Personnel and 90% (9/10) for Data Collection System. The proportion of 
barriers observed was low for Data Collection Management (7/13, 54%), and high for Data Collection 
Environment (9/10, 90%), Data Collection Personnel (4/5, 80%) and Data Collection System (5/6, 83%). 
The perceived major gaps in the CRIMS mapping with the 4D framework included (1) an impractical data 
collection protocol and invalid data quality assessment mechanism for data collection management; (2) 
weak leadership and unsupportive organizational policy for data collection environment; (3) poor 
communication and job fatigue for data collection personnel; and (4) inflexibility and inaccessibility of the 
data collection system for the clinical end-users.  
The research notes that Data Collection Environment had a much lower proportion of facilitators than the 
other three dimensions, and a high proportion of barriers. This suggests the Data Collection Environment 
is an immediate focal area for improvement. Although Data Collection Management attracted some adverse 
comments from the study participants it had a much lower proportion of barriers than the other dimensions 
and a high proportion of facilitators, suggesting reasonable levels of performance. Weak leadership and 
unsupportive organizational policy were the major complaints from frontline workers in the dimension of 
data collection environment. Barriers to the performance of the data collection personnel include job fatigue 
and inaccessibility to the CRIMS data. The research suggests these gaps cannot be completely overcome 
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by the data collection personnel themselves. Meanwhile, the inflexible CRIMS data collection system and 
its separation from the local electronic health records (EHRs) in hospitals have impaired the utility and 
usage of the HIV/AIDS data for clinical end-users. There is a need to address the uniformity and 
standardization of the EHR data to support public health. 
Improvement strategies suggested by the interviewees to fill the gaps included (1) engagement of frontline 
public health professionals in the design of the data collection protocol, and standardizing quality assurance 
procedures; (2) strengthening leadership, high-level management, on-going training and technical support; 
(3) enhancement of recognition and reward of data collector’s contribution and efforts; and (4) meeting 
clinical end-users’ needs for integrated data collection systems. 
To sum up, the research evaluates the quality of the CRIMS data collection process and analyses and 
synthesizes the data collection management problems across all levels of organizations involved in this 
process. The findings show the CRIMS has achieved better-quality data collection management. The 
research has identified the process gaps and mapped these to the indicator statements in the 4D framework. 
It has also provided strategies to address these gaps. The findings support a multi-dimensional approach to 
improve performance of the PHIS data collection process by the top level of the country’s health system 
instead of by individual health facilities. The research demonstrates the 4D framework can be used as a 







Chapter 2  A review of data quality assessment methods 
for public health information systems 
Foreword 
The previous chapter introduced the rationale for this PhD project, including the research aims and 
questions, and how these are addressed through the ensuing chapters. Responding to Objective 1 of the 
project, i.e., review and synthesis of the existent PHIS data quality assessment methods, this chapter 
presents a systematic review. In this chapter Karr’s conceptual framework of data quality is brought to 
conceptualize the PHIS data quality from three dimensions: data, data use and data collection process [30]. 
Based on the Karr’s approach, a three-dimensional conceptual framework is proposed for data quality 
assessment in public health practice. The latter half of the chapter follows the conceptual framework and 
systematically reviews the extant PHIS data quality assessment methods. This lays the groundwork for the 
introduction of the identification of the essential components of and thus conceptualisation of a framework 
to measure the quality of the PHIS data collection process. In reference to Karr’s use of the term ‘dimension’ 
to unpack the concept of data quality into three components, this thesis uses ‘dimension’ to label the 
components of the 3D framework for data quality and the 4D framework for the quality of the data 
collection process.  
This chapter is a reproduction with minor corrections of the published full paper: Hong Chen, David Hailey, 
Ning Wang, and Ping Yu (2014) A review of data quality assessment methods for public health information 
systems. International Journal of Environmental Research and Public Health, 2014, 11(5), pp. 5170-5207 
doi:10.3390/ijerph110505170.  
The Table and Figure numbers, the Reference numbers and the Section numbers have been adjusted to fit 






High quality data and effective data quality assessment are required for accurately evaluating the impact of 
public health interventions and measuring public health outcomes. Data, data use, and data collection 
process, as the three dimensions of data quality, all need to be assessed for overall data quality assessment. 
We reviewed current data quality assessment methods. The relevant study was identified in major databases 
and well-known institutional websites. We found the dimension of data was most frequently assessed. 
Completeness, accuracy, and timeliness were the three most-used attributes among a total of 49 attributes 
of data quality. The major quantitative assessment methods were descriptive surveys and data audits, 
whereas the common qualitative assessment methods were interview and documentation review. The 
limitations of the reviewed studies included inattentiveness to data use and data collection process, 
inconsistency in the definition of attributes of data quality, failure to address data users’ concerns and a 
lack of systematic procedures in data quality assessment. This review study is limited by the coverage of 
the databases and the breadth of public health information systems. Further research could develop 
consistent data quality definitions and attributes. More research efforts should be given to assess the quality 
of data use and the quality of data collection process. 
Keywords: data quality; information quality; data use; data collection process; evaluation; assessment; 
public health; population health; information systems 
2.1 Introduction 
Public health is “the science and art of preventing disease, prolonging life, and promoting physical health 
and efficiency through organized community efforts” [48]. The ultimate goal of public health is to improve 
health at the population level, and this is achieved through the collective mechanisms and actions of public 
health authorities within the government context [48, 49]. Three functions of public health agencies have 
been defined: assessment of health status and health needs, policy development to serve the public interest, 
and assurance that necessary services are provided [23, 49]. Because data, information and knowledge 
underpin these three functions, public health is inherently a data-intensive domain [23, 24]. High quality 
data are the prerequisite for better information, better decision-making and better population health [25]. 
Public health data represent and reflect the health and wellbeing of the population, the determinants of 
health, public health interventions and system resources [50]. The data on health and wellbeing comprise 
measures of mortality, ill health, and disability. The levels and distribution of the determinants of health 
are measured in terms of biomedical, behavioural, socioeconomic and environmental risk factors. Data on 
public health interventions include prevention and health promotion activities, while those on system 
resources encompass material, funding, workforce, and other information [50]. 
Public health data are used to monitor trends in the health and wellbeing of the community and of health 
determinants. Also, they are used to assess the risks of adverse health effects associated with certain 
determinants, and the positive effects associated with protective factors. The data inform the development 
of public health policy and the establishment of priorities for investment in interventions aimed at 
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modifying health determinants. They are also used to monitor and evaluate the implementation, cost and 
outcomes of public health interventions, and to implement surveillance of emerging health issues [50].  
Thus, public health data can help public health agencies to make appropriate decisions, take effective and 
efficient action, and evaluate the outcomes [51, 52]. For example, health indicators set up the goals for the 
relevant government-funded public health agencies [25]. Well-known health indicators are the Millennium 
Development Goals (MDGs) 2015 for the United Nations member states [53]; the European Core Health 
Indicators for member countries of the European Union  [54]; “Healthy People” in the United States, which 
set up 10-year national objectives for improving the health of US citizens [55]; “Australia: The Healthiest 
Country by 2020” that battles lifestyle risk factors for chronic disease [56]; and “Healthy China 2020”, an 
important health strategy to improve the public’s health in China [57]. 
Public health data are generated from public health practice, with data sources being population-based and 
institution-based [25, 50]. Population-based data are collected through censuses, civil registrations, and 
population surveys. Institution-based data are obtained from individual health records and administrative 
records of health institutions [25]. The data stored in public health information systems (PHIS) must first 
undergo collection, storage, processing, and compilation. The procured data can then be retrieved, analysed, 
and disseminated. Finally, the data will be used for decision-making to guide public health practice [25]. 
Therefore, the data flows in a public health practice lifecycle consist of three phases: data, data collection 
process and use of data.  
PHIS, whether paper-based or electronic, are the repositories of public health data. The systematic 
application of information and communication technologies (ICTs) to public health has seen the 
proliferation of computerized PHIS around the world [58-60]. These distributed systems collect 
coordinated, timely, and useful multi-source data, such as those collected by nation-wide PHIS from health 
and other sectors [61]. These systems are usually population-based, and recognized by government-owned 
public health agencies [62]. 
The computerized PHIS are developed with broad objectives, such as to provide alerts and early warning, 
support public health management, stimulate research, and to assist health status and trend analysis [26]. 
Significant advantages of PHIS are their capability of electronic data collection, as well as the transmission 
and interchange of data, to promote public health agencies’ timely access to information [59, 63]. The 
automated mechanisms of numeric checks and alerts can improve validity and reliability of the data 
collected. These functions contribute to data management, thereby leading to the improvement in data 
quality [64, 65].  
Negative effects of poor data quality, however, have often been reported. For example, Australian 
researchers reported coding errors due to poor quality documentations in the clinical information systems. 
These errors had consequently led to inaccurate hospital performance measurement, inappropriate 
allocation of health funding, and failure in public health surveillance [66].  
The establishment of information systems driven by the needs of single-disease programs may cause 
excessive data demand and fragmented PHIS systems, which undermine data quality [25, 27]. Studies in 
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China, the United Kingdom and Pakistan reported data users’ lack of trust in the quality of AIDS, cancer, 
and health management information systems due to unreliable or uncertain data [67-69].  
Sound and reliable data quality assessment is thus vital to obtain the high data quality which enhances 
users’ confidence in public health authorities and their performance [26, 27]. As countries monitor and 
evaluate the performance and progress of established public health indicators, the need for data quality 
assessment in PHIS that store the performance-and-progress-related data has never been greater [27, 70, 
71]. Nowadays, data quality assessment that has been recommended for ensuring the quality of data in 
PHIS becomes widespread acceptance in routine public health practice [26].  
Data quality in public health has different definitions from different perspectives. These include: “fit for 
use in the context of data users” [29, p2]; “timely and reliable data essential for public health core functions 
at all levels of government” [72, p114], and “accurate, reliable, valid, and trusted data in integrated public 
health informatics networks” [73]. Whether the specific data quality requirements are met is usually 
measured along a certain number of data quality dimensions. A dimension of data quality represents or 
reflects an aspect or construct of data quality [74]. 
Data quality is recognized as a multi-dimensional concept across public health and other sectors [28-30]. 
Following the “information chain” perspective, Karr et al. used “three hyper-dimensions” (i.e., process, 
data and user) to group a set of conceptual dimensions of data quality [30]. Accordingly, the methods for 
assessment of data quality must be useful to assess these three dimensions [30]. We adopted the approach 
of Karr et al. because their typology provided a comprehensive perspective for classifying data quality 
assessment. However, we replace “process” by “data collection process” and “user” by “data use”. 
“Process” is a broad term and may be considered as the whole process of data flows, including data and use 
of data. “User” is a specific term related to data users or consumers and may ignore the use of data. To 
accurately reflect the data flows in the context of public health, we define the three dimensions of data 
quality as data, data use and data collection process. The dimension of data focuses on data values or data 
schemas at record/table level or database level [30]. The dimension of data use, related to use and user, is 
the degree and manner in which data are used [30]. The dimension of data collection process refers to the 
generation, assembly, description and maintenance of data [30] before data are stored in PHIS. 
Data quality assessment methods generally are based on the measurement theory [38, 75]. Each dimension 
of data quality consists of a set of attributes. Each attribute characterizes a specific data quality requirement, 
thereby offering the standard for data quality assessment [30]. Each attribute can be measured by different 
methods; therefore, there is flexibility in methods used to measure data quality [38, 75, 76]. As the three 
dimensions of data quality are embedded in the lifecycle of public health practice, we propose a conceptual 




Figure 2-1 Conceptual framework of data quality assessment in public health practice 
Although data quality has always been an important topic in public health, we have identified a lack of 
systematic review of data quality assessment methods for PHIS. This is the motivation for this study 
because knowledge about current developments in methods for data quality assessment is essential for 
research and practice in public health informatics. This study aims to investigate and compare the methods 
for data quality assessment of PHIS so as to identify possible patterns and trends emerging over the first 
decade of the 21st century. We take a qualitative systematic review approach using our proposed conceptual 
framework. 
2.2 Literature review methods 
2.2.1 Literature search 
We identified publications by searching several electronic bibliographic databases. These included Scopus, 
IEEE Xplore, Web of Science, ScienceDirect, PubMed, Cochrane Library and ProQuest. Because many 
public health institutes also published guidelines, frameworks, or instruments to guide the institutional 
approach to assess data quality, some well-known institutions’ websites were also reviewed to search for 
relevant literature. The following words and MeSH headings were used individually or in combination: 
“data quality”, “information quality”, “public health”, “population health”, “information system *”, “assess 
*”, “evaluat *”. (“*” was used to find the variations of some word stems.) The articles were confined to 
those published in English and Chinese language. 
The first author performed the literature search between June 2012 and October 2013. The inclusion criteria 
were peer-refereed empirical studies or institutional reports of data quality assessment in public health or 
PHIS during the period 2001–2013. The exclusion criteria were narrative reviews, expert opinion, 
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correspondence and commentaries in the topic area that lacked detailed information on research design, 
execution and/or data analysis. To improve coverage, a manual search of the literature was conducted to 
identify papers referenced by other publications, papers and well-known authors, and papers from personal 
databases. 
2.2.2 Selection of publications  
Citations identified in the literature search were screened by title and abstract for decisions about inclusion 
or exclusion in this review. If there was uncertainty about the relevance of a citation, the full text was 
retrieved and checked. A total of 202 publications were identified and were manually screened. If there was 
uncertainty about whether to include a publication, its relevance was checked by the fourth author. Finally, 
39 publications that met the inclusion criteria were selected. The screening process is summarized in Figure 
2-2. 
 
Figure 2-2 Publication search process 
2.2.3 Data abstraction  
The selected publications were stored in an EndNote library. Data extracted from the publications included 
author, year of publication, aim of data quality assessment, country and context of the study, function and 
scope of the PHIS, definition of data quality, methods for data quality assessment, study design, data 
collection methods, data collected, research procedure, methods for data analysis, key findings, conclusions 
and limitations. 
The 39 publications were placed in two groups according to whether they were published by a public health 
institution at national or international level or by individual researchers. If the article was published by the 
former, it is referred to as an institutional publication, if by the latter, as a research paper. 
2.3 Results 
Of the 39 publications reviewed, 32 were peer-refereed research papers and seven were published by public 
health institutions. The institutional publications are listed in Table 2-1. 
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Table 2-1 Institutional data quality assessment publications 




Updated Guidelines for Evaluating Public 
Health Surveillance Systems 
United States Centers for Diseases 
Control and Prevention 
CIHI DQF 
[29] 
CIHI Data Quality Framework 
Canadian Institute for Health 
Information 
ME DQA 
[28, 77] * 
Data Quality Audit Tool MEASURE Evaluation Project 
ME PRISM  
[41, 78] 
Performance of Routine Information 
System Management Version 3.1 
MEASURE Evaluation Project 
WHO DQA 
[79, 80]  
The Immunization Data Quality Audit 
(DQA)Procedure; Immunization Data 
Quality  
Self-assessment (WHO DQS) Tool 
Department of Immunization  
Vaccines and Biologicals,  
World Health Organization 
WHO 
DQRC [81] 
Guide to the Health Facility Data Quality 
Report Card 
World Health Organization 
WHO HMN 
[82] 
Assessing the National Health Information 
System An Assessment Tool Version 4.00 
Health Metrics Network,  
World Health Organization 
Note. * ME DQA is adopted by the Global Fund to Fight AIDS, Tuberculosis and Malaria. 
27 of the 39 reviewed publications were published between 2008 and 2013. There was a trend of increasing 
numbers of research papers per year, suggesting an increasing research focus on data quality with the wider 
adoption of computerised PHIS in recent years.  
The results are organized as follows. First, the aims of the studies are given. This is followed by context 
and scope identified in Section 3.2. Section 3.3 examines the methods for data quality assessment. A 
detailed summary of the findings concludes the results in Section 3.4. For each section, a comparison 
between institutional publications and research papers was conducted, where this was possible and 
meaningful. 
2.3.1 Aims of the reviewed studies  
The main aims of the studies are assessing the quality of data (19 publications [28, 29, 79, 81, 83-97]) and 
assessing the performance of the PHIS (17 publications [59, 65, 78, 79, 82, 83, 95, 98-107]). Five studies 
assessed data use and explored the factors influencing data use [68, 69, 89, 108, 109]. Four studies 
investigated the facilitators and barriers for achieving high quality data and systems [65, 78, 96, 103]. Three 
studies compared or developed methods for the improvement of data quality assessment or data exchange 
[91, 93, 110]. Finally, two studies assessed data flow [29, 108]. 
The institutions tended to focus on the PHIS system and the data [28, 29, 59, 78, 79, 81, 82]. Data use, 
comparison of different PHIS, identification of the factors related to poor data quality, and analysis of data 
flow were also reported in research papers [65, 68, 69, 89, 91, 93, 96, 99, 103, 108-111]. 
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2.3.2 Context and scope of the studies  
The contexts of the studies were primarily confined to the public health domain, with other settings 
addressed occasionally.  
Two types of public health context were covered in the institutional publications. The first included specific 
disease and health events, such as AIDS, tuberculosis, malaria, and immunization [28, 59, 79]. The latter 
was the public health system. This included public health project/program data management and reporting, 
routine health information systems, and PHIS under a national health institute [25, 28, 41, 78, 81, 82].  
Most research studies were conducted in disease-specific public health contexts. Ten were in the maternal 
and children’s health setting, e.g., immunization, childbirth, maternal health and hand-foot-mouth disease 
[85, 90, 93-95, 106-108, 110, 111]. Another five were delivered in the context of HIV/AIDS prevention 
and care [86, 87, 101, 103, 105]. Two studies were related to tuberculosis [84, 99]. Other contexts included 
multi-disease surveillance system, primary health care, acute pesticide poisoning, road data or road safety, 
aboriginal health, monkey pox, and cancer [65, 68, 88, 89, 92, 96, 104, 112]. In addition, clinical 
information management was studied in 4 research papers [91, 98, 100, 109]. National health management 
information systems were studied in 1 publication [69].   
The public health data from information systems operated by agencies other than public health were also 
assessed. They include the National Coronial Information System managed by the Victorian Department 
of Justice in Australia, women veteran mortality information maintained by the U.S. Department of 
Veterans’ Affairs, and military disability data from U.S. Navy Physical Evaluation Board [85, 89, 102].  
The studies were conducted at different levels of the PHIS, including health facilities that deliver the health 
service and collect data (e.g., clinics, health units, or hospitals), and district, provincial and national levels 
where PHIS data are aggregated and managed. The institutions took a comprehensive approach targeting 
all levels of PHIS [28, 29, 59, 78, 79, 81, 82]. Twenty-seven research studies were conducted at one level 
[65, 84-94, 96, 98, 102, 107, 110-112]. Of these, 14 were conducted at a record collection level which 
delivered health service and collected data (clinics, health units, or hospitals) [65, 86, 87, 93, 94, 96, 98, 
110].  
The other 13 studies assessed the PHIS at management level of public health authorities that manage the 
data. Only 4 research papers covered more than one level of the system [69, 95, 103, 105], two of which 
were multi-country studies [95, 105]. Lin et al. studied the surveillance system at national level, provincial 
level, and at surveillance sites [103]. 
2.3.3 Methods for data quality assessment  
Analysis of methods for data quality assessment in the reviewed publications is presented in three sections, 
based on the dimensions of data quality that were covered: data, data use or data collection process. Seven 
perspectives were reviewed, including quality attributes for each dimension, major measurement indicators 
for each attribute, study design/method of assessment, data collection methods, data analysis methods, 
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contributions and limitations. 
2.3.3.1 Methods for Assessment of the Dimension of Data 
In this section, the concept of data quality is a narrow one, meaning the quality of the dimension of data. 
All of the institutional publications and 28 research papers, a total of 35 articles, conducted assessment of 
the quality of data [28, 29, 59, 65, 78, 79, 81, 82, 84-107, 110-112]. Matheson et al. introduced the attributes 
of data quality but did not give assessment methods [109]. Additional information is provided in Appendix 
A Table A1. 
2.3.3.1.1 Quality attributes of data and corresponding measures 
A total of 49 attributes were used in the studies to describe data quality, indicating its multi-dimensional 
nature. Completeness, accuracy and timeliness were the three attributes measured most often.  
Completeness was the most-used attribute of data quality in 24 studies (5 institutional and 19 research 
publications) [28, 59, 65, 78, 79, 81, 84, 86-88, 91, 94, 98-104, 106, 107, 110-112]. This was followed by 
accuracy, in 5 institutional and 16 research publications [28, 29, 59, 78, 79, 84, 86-90, 93-95, 98, 101-103, 
107, 110, 112]. The third most-used attribute, timeliness, was measured in 5 institutional and 4 research 
publications [29, 65, 78, 79, 81, 82, 102, 107, 111].  
The attributes of data quality are grouped into two types: those of good data quality and those of poor data 
quality (Table 2-2). 




Completeness, accuracy or positional accuracy, timeliness or up-datedness 
or currency, validity, periodicity, relevance, reliability, precision, integrity, 
confidentiality or data security, comparability, consistency or internal 
consistency or external consistency, concordance, granularity, 
repeatability, readily useableness or usability or utility, objectivity, ease 
with understanding, importance, reflecting actual sample, meeting data 
standards, use of standards, accessibility, transparency, representativeness, 
disaggregation, data collection method or adjustment methods or data 
management process or data management 
Poor data 
quality (11) 
Missing data, under-reporting, inconsistencies, data errors or calculation 
errors or errors in report forms or errors resulted from data entry, invalid 
data, illegible hand writing,  
non-standardization of vocabulary, and inappropriate fields 
Inconsistencies in the definition of attributes were identified. The same attribute was sometimes given 
different meanings by different researchers. One example of this was “completeness”. Some institutions 
required conformity to the standard process of data entry, such as filling in data elements in the reporting 
forms [41, 59, 78, 81]. Completeness was represented as the percentage of blank or unknown data, not 
zero/missing, or proportion of filling in all data elements in the facility report form [41, 59, 78, 81]. The 
ME PRISM, instead, defined completeness as the proportion of facilities reporting in an administrative area 
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[78]. The other definition of completeness was the correctness of data collection methods in ME DQA, i.e., 
“complete list of eligible persons or units and not just a fraction of the list” [28] . 
Of the 19 research papers including completeness as an attribute, 12 measured the completeness of data 
elements as “no missing data or blank” [65, 84, 86-88, 94, 98, 101, 110-112]. Dixon et al. defined 
completeness as considering both filling in data elements and data collection methods [91]. Four studies 
measured completeness of data by the sample size and the percentage of health facilities that completed data 
reports [99, 103, 104, 106]. The remaining two studies did not give precise definitions [88, 102].  
On the other hand, different attributes could be given the same meaning. For example, the ME DQA defined 
accuracy as “validity”, which is one of two attributes of data quality in CDC’s Guidelines [28, 59]. 
Makombe, et al. considered data were accurate if none of the examined variables in the site report were 
missing [87]. This is similar to the definition of completeness, as “no missing data” or “no blank of data 
elements” in the reports by other studies. 
2.3.3.1.2 Study design 
Quantitative methods were used in all studies except that of Lowrance et al. who used only qualitative 
methods [101]. Retrospective, cross-sectional survey was commonly used for quantitative studies. Pereira 
et al. conducted a multi-centre randomized trial [110].  
Qualitative methods, including review of publications and documentations, interviews with key informants, 
and field observations, were also used in 8 studies [28, 82, 94, 98, 99, 103, 107, 110]. The purpose of the 
application of qualitative methods was primarily to provide the context of the findings from the quantitative 
data. For example, Hahn et al. conducted a multiple-case study in Kenya to describe clinical information 
systems and assess the quality of data. They audited a set of selected data tracer items, such as blood group 
and weight, to assess data completeness and accuracy. Meanwhile, they obtained end-users’ views of data 
quality from structured interviews with 44 staff members and qualitative in-depth interviews with 15 key 
informants [98]. 
The study subjects varied. In 22 publications, the study subjects were entirely data [59, 79, 81, 84-93, 95-
97, 102, 104, 106, 111, 112], in 4 publications they were entirely users or stakeholders of the PHIS [29, 82, 
100, 101]. Three publications studied both the data and users [65, 98, 110]. Study subjects in research 
included data and publications conducted by Dai et al. [107], data, documentations of instructions and key 
informants in four studies [28, 78, 94, 99], and data, user, documentations of guidelines and protocols, and 
data collection process by Lin et al. [103]. Both data and users as part of study subjects were reported in 8 
publications [28, 65, 78, 94, 98, 99, 103, 110]. 
The sampling methods also varied. Only the study by Clayton et al. calculated sample size and statistical 
power [93]. Freestone et al. determined the sample size without explanation [89]. One study used two-stage 
sampling [93]. Ten studies used multi-stage sampling methods [28, 65, 79, 86, 89, 92, 93, 95, 106, 110]. 




The data collection period ranged from one month to 16 years [105, 112]. The study with the shortest time 
frame of one month had the maximum number of data records, 7.5 million [105], whereas the longest study, 
from 1970 to 1986, collected only 404 cases of disease [112]. The sample size of users ranged from 10 to 
100 [82, 99]. 
2.3.3.1.3 Data collection methods 
Four methods were used individually or in combination in data collection. These were: field observation, 
interview, structured and semi-structured questionnaire survey, and auditing the existing data. Field 
observation was conducted using checklist and rating scales, or informal observations on workplace 
walkthroughs [28, 78, 98, 103]. Open, semi-structured or structured interviews were used when the study 
subjects were users or stakeholders of the PHIS [29, 78, 82, 94, 98-101, 103]. Auditing was used in directly 
examining existing datasets in PHIS, looking for certain data elements or variables. The benchmarks used 
for auditing included: in-house-defined data standards, international or national gold standards, and 
authoritative datasets [59, 78, 79, 81, 84, 86-93, 95, 96, 102, 104-106, 110-112]. The effect of auditing was 
enhanced by field observations to verify the accuracy of data sets [28, 78, 79, 95, 98, 103].  
2.3.3.1.4 Data analysis methods 
Data analysis methods were determined by the purpose of the study and the types of data collected. 
For the quantitative data, descriptive statistics were often used. For example, continuous data were usually 
analysed by the value of percentage, particularly for the data about completeness and accuracy, to ascertain 
whether they reached the quality standards. This method was most often used in 24 papers [28, 65, 78, 79, 
81, 84-87, 89-96, 98, 102-104, 106, 110, 111]. Plot chart, bubble scatter chart, and confidence intervals 
were also used in two studies [89, 106]. Other common statistical techniques included: correlation 
relationship, the Chi-square test, and the Mann–Whitney test [93, 95, 106]. The geographic information 
system technique was reported in 3 studies [88, 89, 112]. Seven studies reported the use of questionnaires 
or checklists with a Likert scale or a yes/no tick, as well as simple, summative and group scoring methods 
[28, 29, 78, 82, 95, 99, 100].  
In the publications with data as the study subject, a certain number of data variables were selected, but the 
reason(s) for the section was (were) not always given. They included elements of demographics such as 
age, gender, and birth date, and specific information such as laboratory testing results, and disease code. 
The minimum and maximum number of data variables was 1 and 30, respectively [95, 96].  
The qualitative data were transcribed first before semantic analysis by theme grouping methods [101].  
2.3.3.2 Methods for Assessment of the Dimension of Data Use 
Ten studies, including one institutional publication and nine research papers, are reviewed in this section 
[68, 69, 78, 82, 89, 98-100, 108, 109]. Five studies were concerned with the assessment of data use and the 
factors influencing data use [68, 69, 89, 108, 109]. The other five included assessment of data use, but this 
was not always highlighted [78, 82, 98-100]. Details are given in Appendix A Table A2. 
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2.3.3.2.1 Quality attributes of data use and corresponding measures 
A total of 11 attributes were used to define the concept of data use. These were: trend in use, use of data or 
use of information, system use or usefulness of the system, intention to use, user satisfaction, information 
dissemination or dissemination of data, extent of data source recognition and use or specific uses of data, 
and existence and contents of formal information strategies and routines.  
The measures fall into three categories: data use for the purpose of action, planning and research; strategies 
and mechanisms of data use; and awareness of data sources and data use.  
The first category of measures was mentioned in eight studies [68, 78, 82, 89, 98, 99, 108, 109]. For 
example, actioned requests from researchers, the number of summaries/reports produced, and the 
percentage of report use [78, 89, 109]. Freestone et al. calculated actioned requests from researchers who 
do not have access to the PHIS [89]. The measurement indicators in ME PRISM were report production 
and display of information. They were assessed by whether and how many reports containing data from the 
PHIS were compiled, issued, fed back and displayed for a set time frame [78]. Saeed et al. assessed the use 
of data by predefined criteria, including the availability of comprehensive information, whether data were 
used for planning and action at each level, and whether feedback was given to the lower organizational 
level of the public health system [99].  
The second category of measures was assessed in five studies [68, 69, 82, 99, 108]. The criteria of the 
measurement included the availability of a feedback mechanism, policy and advocacy, the existence and 
the focus of formal information strategies, and routines of data use [68, 82, 108].  
The third category measured users’ awareness of data use which was reported in two studies [68, 100]. 
Petter and Fruhling applied the DeLone and McLean information systems success model [100]. They used 
the framework to evaluate system use, intention to use, and user satisfaction in 15 questions by considering 
the context of the PHIS, which was an emergency response medical information system. Wilkinson and 
McCarthy recommended examining whether the studied information systems were recognized by the users 
in order to assess the extent of data source recognition among respondents [68]. 
2.3.3.2.2 Study design 
Three studies only used quantitative methods [78, 89, 100] and three studies only used qualitative methods 
[69, 98, 108]. The remaining four studies combined qualitative and quantitative methods [68, 82, 99, 109]. 
Interviews, questionnaire surveys, reviews of documentation and abstracts of relevant data were used in the 
studies.  
2.3.3.2.3 Data collection methods 
The sources of information for the study subjects included users and stakeholders, existing documents, and 
data from the PHIS. Study subjects were all users in six studies [68, 69, 82, 98, 100, 108], and entirely data 
in the study by Freestone et al. [89]. Both user and documentation were studied in two studies [78, 99], and 
in one study together with data [109]. Convenience or purposive sampling was generally used.  
Among nine studies whose study subjects were users, structured and semi-structured questionnaire surveys, 
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group discussions, and in-depth interviews were used to collect data. Use of self-assessment, face-to-face 
communication, telephone, internet telephony, online, email, facsimile and mail were reported in the 
studies. For example, Wilkinson and McCarthy used a standardized semi-structured questionnaire for 
telephone interviews with key informants [68]. Petter and Fruhling used an online survey as well as 
facsimile and mail to the PHIS users [100]. Qazi and Al administered in-depth, face-to-face and semi-
structured interviews with an interview guide [69]. Saeed et al. predefined each criterion for data use and 
measured it by a 3-point Likert scale. They assessed each criterion through interviewing key informants 
and consulting stakeholders. Desk review of important documents, such as national strategic plans, 
guidelines, manuals, annual reports and databases was also reported in their study [99].  
Four studies assessing data use by data and documentation either queried information directly from the data 
in the studied PHIS, if applicable, or collected evidence from related documents such as reports, summaries, 
and guidelines [78, 89, 99, 109]. The data to be collected included actioned requests, the number of data 
linked to action, and the number of data used for planning. Time for data collection varied without 
explanation, such as 12 months in ME PRISM or six years by Freestone et al. [78, 89]. 
2.3.3.2.4 Data analysis methods 
The data collected from qualitative studies were usually processed manually, organized thematically or 
chronologically. They were either analysed by classification of answers, grouping by facility or 
respondent’s role, or categorization of verbatim notes into themes.  
Various strategies were applied for quantitative data. For example, Wilkinson and McCarthy counted the 
same or similar responses to indicate frequency of beliefs/examples across participants [68]. Data in their 
study were analysed individually, by role and aggregated level. Some correlational analyses, such as 
Pearson’s r for parametric data and Spearman’s Rho for non-parametric data, were conducted to identify 
possible relationships between data use, perceptions of data, and organizational factors. Petter and Fruhling 
conducted hypothesis analysis in structured questionnaire with a 7-point Likert scale for all quantitative 
questions [100]. Due to the small sample size of 64 usable responses, they used summative scales for each 
of the constructs. All of the items used for a specific construct were averaged to obtain a single value for 
this construct. Then, using this average score, each hypothesis was tested using simple regression. 
2.3.3.3 Methods for Assessment of the Dimension of Data Collection Process 
Although the aim of assessing data flow or the process of data collection was only stated in two studies, 
another 14 articles were found that implicitly assessed data collection process [28, 29, 65, 78, 79, 82, 89, 
92, 95-98, 103, 105, 107, 108]. These articles were identified through a detailed content analysis. For 
example, data collection process assessment activities were sometimes initiated by identification of the 
causes of poor data quality [89, 92, 96]. Or data collection process was considered as a component of the 
evaluation of the effectiveness of the system [28, 65, 79, 82, 95, 97, 103, 107]. Three studies led by two 
institutions, CIHI and MEASURE Evaluation Project, assessed data collection process while conducting 
assessment of the quality of the data [29, 78, 98]. Details are given in Appendix A Table A3. 
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2.3.3.3.1 Quality attributes of data collection process and corresponding measures 
A total of 23 attributes of data collection process were identified. These were: quality index or quality 
scores or functional areas, root causes for poor data quality, metadata or metadata documentation or data 
management or case detection, data flow or information flow chart or data transmission, data collection or 
routine data collection or data recording or data collection and recording processes or data collection 
procedures, data quality management or data quality control, statistical analysis or data compilation or data 
dissemination, feedback, and training. 
Only four studies explicitly defined the attributes of the dimension of data collection process, two of them 
from institutions [78, 82, 89, 108]. Data collection was the most-used attribute in six publications [28, 78, 
89, 103, 105, 107, 108]. The next most-assessed attribute is data management processes or data control 
reported in four publications [28, 82, 105, 107].  
Data collection process was sometimes considered a composite concept in six studies, four of them 
proposed by institutions [28, 29, 79, 82, 95, 97]. For example, the quality index/score was composed of five 
attributes: recording practices, storing/reporting practices, monitoring and evaluation, denominators, and 
system design (the receipt, processing, storage and tabulation of the reported data) [79, 95, 97]. Metadata 
documentation or metadata dictionary cover dataset description, methodology, and data collection, capture, 
processing, compilation, documentation, storage, analysis and dissemination [29, 82]. The ME DQA assessed 
five functional areas, including structures, functions and capabilities, indicator definitions and reporting 
guidelines, data collection and reporting forms and tools, data management processes, and links with the 
national reporting system [28]. 
2.3.3.3.2 Study design 
Seven studies only used qualitative methods [89, 92, 96, 98, 103, 107, 108], five only conducted 
quantitative research [29, 65, 78, 95, 105], and four used both approaches [28, 79, 82, 97]. Questionnaire 
surveys were reported in 10 papers [28, 29, 65, 78, 79, 82, 95, 97, 105, 108]. Interviews were conducted in 
3 studies [28, 98, 108]. Focus group approaches, including consultation, group discussion, or meeting with 
staff or stakeholders, were reported in four studies [82, 89, 96, 103]. Review of documentations was conducted 
in 5 papers [28, 78, 89, 92, 107], and field observation was used in 5 studies [28, 78, 89, 98, 103]. 
2.3.3.3.3 Data collection and analysis methods 
The study subjects included managers or users of the PHIS, the documentation of instructions and 
guidelines of data management for the PHIS, and some procedures of data collection process. The study 
subjects were entirely users in eight studies [29, 65, 78, 82, 95, 96, 105, 108]. Corriols et al. and Dai et al. 
only studied documentation such as evaluation reports on the PHIS including deficiency in the information 
flow chart and non-reporting by physicians [92, 107]. Data process was studied in six publications [28, 82, 
89, 97, 98, 103]. Of these, four studies combined data process with users and documentations [28, 79, 89, 
103], while Hahn et al. only observed data collection procedures and Ronveaux et al. surveyed users and 
observed data collection procedures for a hypothetical population [97, 98]. 
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The data collection methods included field observation, questionnaire surveys, consensus development, and 
desk review of documentation. Field observations were conducted either in line with a checklist or in an 
informal way [28, 78, 89, 97, 98, 103]. Lin et al. made field observations of the laboratory staff dealing with 
specimens and testing at the early stage of the data collection process [103]. Freestone et al. observed data 
coders’ activities during the process of data geocoding and entry [52]. Hahn et al. followed the work-
through in study sites [98]. WHO DQA conducted field observations on sites of data collection, processing 
and entry [79], while Ronveaux et al. observed workers at the health-unit level who completed some data 
collection activities for 20 hypothetical children [97]. ME DQA made follow-up on-site assessment of off-
site desk-reviewed documentation at each level of the PHIS [28].  
Questionnaire surveys included semi-structured and structured ones [28, 29, 65, 78, 79, 82, 95, 97, 105, 108]. 
The questionnaire data were collected by face-to-face interviews, except one online questionnaire survey 
study by Forster et al. [105]. Five studies used a multi-stage sampling method [28, 65, 79, 95, 97]. The rest 
surveyed convenience samples or samples chosen according to a particular guideline, which was sometimes 
not described [28, 29, 78]. 
Consensus development was mainly used in group discussion and meetings, guided by either structured 
questionnaires or data quality issues [82, 96]. Ancker et al. held a series of weekly team meetings over 
about four months with key informants involved in data collection [96]. They explored the root causes of 
poor data quality in line with the issues identified from assessment results. WHO HMN organized group 
discussions with approximately 100 major stakeholders [82]. Five measures related to data collection process 
were contained in a 197-item questionnaire. The consensus to each measure was reached through self-
assessment, individual or group scoring to yield a percentage rating [82].  
Desk review of documentation was reported in six studies [28, 89, 92, 103, 107, 108]. The documentation 
included guidelines, protocols, official evaluation reports and those provided by data management units. The 
procedures for appraisal and adoption of relevant information were not introduced in the studies.  
Data analysis methods for quantitative studies were mainly descriptive statistics. Most papers did not 
present the methods for analysis of the qualitative data. Information retrieved from the qualitative study 
was usually triangulated with findings from quantitative data. 
2.3.4 Summary of the findings 
Four major themes of the results have emerged after our detailed analysis, which are summarized in this 
section.  
The first theme is there are differences between the seven institutional and the 32 individual research 
publications in their approach to data quality assessment, in terms of aims, context and scope. First, the 
effectiveness of the PHIS was more of an institutional rather than a researcher’s interest. It was covered in 
all of the institutional publications but only in one-third of the research papers. Second, the disease-specific 
public health contexts covered by United Nations’ MDGs, maternal health, children’s health, and 
HIV/AIDS, were the area most often studied by researchers. Whereas the institutions also paid attention to 
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the routine PHIS. Third, the institutions tended to evaluate all levels of data management whereas most 
research studies were focused on a single level of analysis, either record collection or management. 
The second theme is coverage of the three dimensions of data quality was not equal. The dimension of data 
was most frequently assessed (reported in 35 articles). Data use was explicitly assessed in five studies and 
data collection process in one. Implicit assessment of data use and data collection process was found in 
another five and 15 papers, respectively. The rationale for initiating these implicit assessments was usually 
to identify factors arising from either data use or data collection process while assessing the quality of data. 
Within studies that considered more than one dimension of data quality, 15 assessed both data and data 
collection process, seven assessed data and data use and one, both data use and data collection process. 
Only four studies assessed all three dimensions of data quality.  
The third emerging theme is a lack of clear definition of the attributes and measurement indicators of each 
dimension of data quality. First, a wide variation of the definition of the key terms was identified, including 
the different terms for the same attribute, and the same term to refer to distinct attributes. The definition of 
attributes and their associated measures was sometimes given based on intuition, prior experience, or the 
underlying objectives unique to the PHIS in a specific context.  
Second, the attributes of the quality of data were relatively developed than those for the dimensions of data 
use and data collection process. Most definitions of data quality attributes and measures are referred to the 
dimension of data as opposed to the other two dimensions, the attributes of which were primarily vague or 
obscure. One clear gap is the absence of the attributes of the dimension of data collection process. 
Third, a consensus has not been reached as to what attributes should be measured. For example, a large 
variety existed in the number of attributes measured in the studies varied between 1 and 8, in a total of 49 
attributes. The attribute of data quality in public health is often measured positively in terms of what it is. 
The three most-used attributes of good data quality were completeness, accuracy, and timeliness. The 
institutions tended to assess more attributes of data quality than individual researchers. The number of 
attributes reported in research papers was no more than four, while the institutions assessed at least four 
attributes.  
The last emerging theme of the results is methods of assessment lack systematic procedures. Quantitative 
data quality assessment primarily used descriptive surveys and data audits, while qualitative data quality 
assessment methods include primarily interview, documentation review and field observation. Both 
objective and subjective strategies were identified among the methods for assessing data quality. The 
objective approach applies quantifiable measurements to directly examine the data according to a set of 
data items/variables/elements/tracer items. The subjective approach measures the perceptions of the users 
and stakeholders of the PHIS. However, only a small minority of the reviewed studies used both types of 
assessment. Meanwhile, field verification of the quality of data is not yet a routine practice in data quality 
assessment. Only five studies conducted field observations for data or for data collection process and they 




Data are essential to public health. They represent and reflect public health practice. The broad application 
of data in PHIS for the evaluation of public health accountability and performance has raised the awareness 
of public health agencies of data quality, and of methods and approaches for its assessment. We 
systematically reviewed the current status of quality assessment for each of the three dimensions of data 
quality: data, data collection process and data use. The results suggest the theory of measurement has been 
applied either explicitly or implicitly in the development of data quality assessment methods for PHIS. The 
majority of previous studies assessed data quality by a set of attributes using certain measures. Our findings, 
based on the proposed conceptual framework of data quality assessment for public health, also identified the gaps 
existed in the methods included in this review.  
The importance of systematic, scientific data quality assessment needs to be highlighted. All three 
dimensions of data quality, data, data use and data collection process, need to be systematically evaluated. 
To date, the three dimensions of data quality were not given the same weight across the reviewed studies. 
The quality of data use and data collection process has not received adequate attention. This lack of 
recognition of data use and data collection process might reflect a lack of consensus on the dimensions of 
data quality. Because of the equal contributions of these three dimensions to data quality, they should be 
given equal weight in data quality assessment. Further development in methods to assess data collection 
process and data use is required.  
Effort should also be directed towards clear conceptualisation of the definitions of the relevant terms that 
are commonly used to describe and measure data quality, such as the dimensions and attributes of data 
quality. The lack of clear definition of the key terms creates confusions and uncertainties and undermines 
the validity and reliability of data quality assessment methods. An ontology-based exploration and 
evaluation from the perspective of data users will be useful for future development in this field [75, 113, 
114]. Two steps that involve conceptualization of data quality attributes and operationalization of 
corresponding measures need to be taken seriously into consideration and rationally followed as shown in 
our proposed conceptual framework.  
Data quality assessment should use mixed methods (e.g., qualitative and quantitative assessment methods) 
to assess data from multiple sources (e.g., records, organizational documentation, data collection process 
and data users) and used at different levels of the organization [38, 75, 76]. More precisely, we strongly 
suggest subjective assessments of end-users’ or customers’ perspectives be an indispensable component in 
data quality assessment for PHIS. The importance of this strategy has long been articulated by the 
researchers [38, 75, 76]. Objective assessment methods assess the data that were already collected and 
stored in the PHIS. Many methods have been developed, widely accepted and used in practice [75]. On the 
other hand, subjective assessments provide a supplement to objective data quality assessment. For example, 
interview is useful for the identification of the root causes of poor data quality and for the design of effective 
strategies to improve data quality. Meanwhile, field observation and validation are necessary wherever it is 
possible because reference of data to the real world will give data users confidence in the data quality and 
in application of data to public health decision-making, action, and outcomes. The validity of a study would 
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be doubtful if the quality of data could not be verified in the field [76], especially when the data are come 
from a PHIS consisting of secondary data.  
To increase the rigor of data quality assessment, the relevant statistical principles for sample size 
calculation, research design, measurement and analysis need to be adhered to. Use of convenience or 
specifically chosen sampling methods in 24 studies included in this review reduced the representativeness 
and generalizability of the findings of these studies. At the same time, reporting of data quality assessment 
needs to present the detailed procedures and methods used for the study, the findings and limitations. The 
relatively simple data analysis methods using only descriptive statistics could lead to loss of useful 
supportive information.  
Finally, to address the gaps identified in this review, we suggest re-prioritizing the orientation of data 
quality assessment in future studies. Data quality is influenced by technical, organizational, behavioural 
and environmental factors [30]. It covers large information systems contexts, specific knowledge and multi-
disciplinary techniques [30]. Data quality in the reviewed studies is frequently assessed as a component of 
the quality or effectiveness or performance of the PHIS. This may reflect the major concern of public health 
is in managerial efficiency, especially of the PHIS institutions. Also, this may reflect differences in the 
resources available to, and the responsibilities of institutions and individual researchers. However, data 
quality assessment hidden within other scopes may lead to ignorance of data management and thereby the 
unawareness of data quality problems enduring in public health practice. Data quality needs to be positioned 
at the forefront of public health as a distinct area that deserves specific scientific research and management 
investment.  
While this review provides a detailed overview of data quality assessment issues, there are some limitations 
in its coverage, constrained by the access to the databases and the breadth of public health information 
systems making it challenge to conduct systematic comparison among studies. The search was limited by 
a lack of subject headings for data quality of PHIS in MeSH terms. This could cause our search to miss 
some relevant publications. To compensate for this limitation, we used the strategy of searching well-known 
institutional publications and manually searching the references of each article retrieved.  
Our classification process was primarily subjective. It is possible that some original researchers disagree 
with our interpretations. Each assessment method has contributions and limitations which make the choices 
difficult. We provided some examples of approaches to these issues. 
In addition, our evaluation is limited by an incomplete presentation of details in some of the papers we 
reviewed. A comprehensive data quality assessment method includes a set of guidelines and techniques that 
defines a rational process to assess data quality [38]. The detailed procedure of data analysis, data quality 
requirements analysis, and identification of critical attributes is rarely given in the reviewed papers. A lack 
of adequate detail in the original studies could have affected the validity of some of our conclusions.  
2.5 Conclusions  
Public health is a data-intensive field which needs high-quality data to support public health assessment, 
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decision-making and to assure the health of communities. Data quality assessment is important for public 
health. In this review of the literature，we have examined the data quality assessment methods from the 
three dimensions of data quality: data, data use and data collection process. We found that the dimension 
of the data themselves was most frequently assessed in previous studies. Most methods for data quality 
assessment evaluated a set of attributes using relevant measures. Completeness, accuracy, and timeliness 
were the three most-assessed attributes. Quantitative data quality assessment primarily used descriptive 
surveys and data audits, while qualitative data quality assessment methods include primarily interview, 
documentation review and field observation.  
We found that data-use and data-process have not been given adequate attention, although they were equally 
important factors which determine the quality of data. Other limitations of the previous studies were 
inconsistency in the definition of the attributes of data quality, failure to address data users’ concerns and 
a lack of triangulation of mixed methods for data quality assessment. The reliability and validity of the data 
quality assessment were rarely reported. These gaps suggest that in the future, data quality assessment for 
public health needs to consider equally the three dimensions of data quality, data, data use and data process. 
More work is needed to develop clear and consistent definitions of data quality and systematic methods and 
approaches for data quality assessment.  
The results of this review highlight the need for the development of data quality assessment methods. As 
suggested by our proposed conceptual framework, future data quality assessment needs to equally pay 
attention to the three dimensions of data quality. Measuring the perceptions of end users or consumers 
towards data quality will enrich our understanding of data quality issues. Clear conceptualization, scientific 
and systematic operationalization of assessment will ensure the reliability and validity of the measurement 




Chapter 3  Identification of essential quality components 
in the data collection process for public health information 
systems 
Foreword 
The previous chapter proposed a three-dimensional (3D) framework for PHIS data quality assessment, 
including the quality of data, the quality of the data collection process and the quality of data use. Following 
the 3D framework, a systematic review of the extant data quality assessment methods for PHIS revealed a 
practice gap and essential need for measuring the quality of the PHIS data collection process. This chapter 
is an extensive review of the literature about the factors that affect the quality of the PHIS data collection 
process to conceptualize a framework to measure the process. A five-stage qualitative healthcare data 
analytic framework suggested by Pope et al [22] helps analyse, synthesize and identify the essential 
components in the data collection process. A preliminary framework containing four essential components, 
12 subcomponents and 149 items emerges. For ease of understanding and use, the framework uses the term 
‘dimension’ to categorize the four components though the quality of the data collection process is indeed 
one of the three dimensions of data quality; thus, the framework is named 4D component framework. 
This chapter is a reproduction with minor corrections of the published full paper “Identification of the 
essential components of quality in the data collection process for public health information systems” 
authored by Hong Chen, Ping Yu, David Hailey, and Tingru Cui, and published in Health Informatics 
Journal 2020;26(1): 664-682.  doi: 10.1177/1460458219848622.  
The Table and Figure numbers, the Reference numbers and the Section numbers have been adjusted to fit 





This study identifies essential components in the data collection process for public health information 
systems based on appraisal and synthesis of the reported factors affecting this process in the literature. 
Extant process assessment instruments and studies of public health data collection from electronic databases 
and the relevant institutional websites were reviewed and analysed following a five-stage framework. Four 
dimensions covering 12 factors and 149 indicators were identified. The first dimension, data collection 
management, includes data collection system and quality assurance. The second dimension, data collector, 
is described by staffing pattern, skill or competence, communication, and attitude towards data collection. 
The third, information system, is assessed by function and technology support, integration of different data 
collection systems, and device. The fourth dimension, data collection environment, comprises training, 
leadership, and funding. With empirical testing and contextual analysis, these essential components can be 
further used to develop a framework for measuring the quality of the data collection process for public 
health information systems.  
Keywords: data collection, data quality, measurement instrument, process assessment, public health 
information systems 
3.1 Introduction 
Public health information systems (PHIS), the government recognized population-based data repositories, 
are essential for public health management and improvement [51]. PHIS provide nations with health-related 
data mainly required for monitoring, prevention and control of diseases and other adverse health conditions 
[115]. Data in PHIS must be of sufficient quality to meet public health needs and worthy of data users’ trust 
[1, 29, 32, 116, 117]. The World Health Organization (WHO) has introduced a generic Data Quality 
Assessment Framework (DQAF) developed by the International Monetary Fund [1]. The WHO has 
reinforced that data quality assessment should not only describe the quality status of data but also enable 
identification of the causes of data quality problems [1, 2]. The process of data collection is an essential 
element of data quality. It includes the generation, assembly, description, and maintenance of data, all of 
which should be of high quality [30, 31]. While data quality problems originating from the process of data 
collection have been frequently found, research into this topic area is yet to further develop [32, 33].  
To date, the assessment of the quality of the data collection process in PHIS has not been well considered 
nor routinely conducted [31]. The quality improvement effort has been focused on assessment of the quality 
of data which have already been captured and stored [29, 31, 34]. Data quality assessment is mainly focused 
on the identification and evaluation of the attributes of data quality, including accuracy, completeness, and 
timeliness of data [31, 41, 118]. The reason for the lack of attention to the quality of the data collection 
process could be an insufficient clarification of the essential components for data collection. For example, 
our review of PHIS data quality assessment showed that only two (5%) of 39 studies specified an explicit 
definition of the quality of data collection [31]. A variety of quality criteria for data collection were 
introduced such as data accuracy, data integrity, minimum response burden for data-provider practices, and 
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the relevance, simplicity, and layout of the data collection tools [29, 32, 35, 36].   
Data collection is a systematic data gathering process [35], which includes a set of interrelated or interacting 
activities contributing to the process of transforming inputs into outputs [37]. Organizational, technical and 
behavioural factors can affect the performance of the data collection process for the PHIS [32, 33, 38-41]. 
They may “take the form of defects in organizational procedures, faulty logic, and reasoning, or human 
error that result in compromised performance” [42]. 16 of the 39 implementation studies reviewed in our 
earlier study, instead of taking a comprehensive picture of the entire process, were centred around some 
data collection procedures, such as data recording and storage, and on quality control mechanisms [31]. 
The unsystematic knowledge about the key factors influencing the quality of the data collection process has 
impaired the effectiveness and efficiency of data-driven monitoring and performance evaluation 
mechanisms for public health programs [32, 33, 42, 43].  
An interesting question is: what are the exact components to ensure the quality of the data collection 
process? Researchers have conducted some exploration in this area. At the organizational level, structure, 
resources, procedures, support services, and culture in an organization can all influence the process quality 
of data collection [38-41]. However, the operational definition or measurement for these factors has yet to 
be reached. At the technical level, the design of electronic data collection forms and integration of different 
information systems are important mechanisms. But technology advancement alone cannot always lead to 
high-quality data [32, 33, 41, 42]. At the individual behavioural level, a data collector’s motivation and 
competence to perform a task, though often scrutinized from the lens of data users, have not been clarified 
in the context of the data collection process [41]. The lack of a comprehensive understanding of the 
contribution of these factors leads to challenges in assessing the quality of that process. 
Such challenges hence pose the fundamental research question of this study which aims to identify the 
essential components of quality in the data collection process for PHIS.  
3.2 Methods 
3.2.1 Literature search 
We searched peer-reviewed full-text English literature in medical and informatics electronic databases, 
including Scopus, CINAHL, Medline, PubMed, and Web of Science. The publication dates were from 
January 1, 2001 (since the principles and practices of PHIS were defined in the discipline of public health 
informatics [119]) to December 31, 2016. Search terms included words or phrases relating to data 
collection, process assessment, measurement, data quality, public health, and health information systems. 
The symbol “*” was used to include the variations of a word. A total of 172 publications were retrieved.   
To improve the literature coverage, we further conducted a manual search of the literature and identified 
papers referenced by the selected publications. Prominent public health institutional websites were also 
searched, such as those of the WHO and the Australian Institute of Health and Welfare (AIHW). The 
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authors’ research databases on data quality assessment were also searched. Another 52 publications from 
these sources were included. Two of the authors independently assessed the study quality. Any 
discrepancies were resolved through discussion and an informal consensus process.  
3.2.2 Selection of publications 
Articles were assessed based on inclusion and exclusion criteria. The inclusion criteria were articles 
contributing significantly in the domain of quality of the data collection process in the PHIS; and research 
topics related to the quality of the data collection process. The article types included empirical studies, 
reviews, guidelines and work reports.  
The exclusion criteria were publications that did not mention factors or components of the quality of the 
data collection process; those focusing on data use or only measuring the data stored in the PHIS; and those 
lacking clear definition or without evidence-based information. Editorials, notes, and letters were also 
excluded. 
The above screening activities led to a selection of 107 articles eligible for further study quality evaluation. 
We used the Critical Appraisal Skills Program (CASP) tools to assess the reliability and validity of each 
selected study [18, 19]. The CASP tools provide a set of checklists for evaluation of study quality including 
the context, subjects, study design, research methods, data collection, data analysis, and conclusions.  
We also considered: (1) whether the concepts of data quality or the quality of the data collection process 
matched our understanding of these; (2) whether the cause of poor data quality arising from the data 
collection process was analysed; and (3) how the factors contributing to the quality of data collection or 
data quality were measured. The studies that did not provide adequate information and rigorous research 
methods, were excluded.  
Eventually, 45 publications were selected for review. The publication selection and evaluation process are 




Figure 3-1 Publication selection process 
3.2.3 Data extraction and analysis 
A five-stage framework was followed for qualitative data extraction, processing and analysis [22].  
Stage 1. Familiarization with data. Each article was thoroughly read to identify quality issues, concepts, 
and themes related to the data collection process. Relevant data from the selected studies were extracted 
and entered into an Excel spreadsheet to facilitate critical evaluation of the results. A total of 453 pieces of 
relevant text were pre-selected and recorded.  
Stage 2. Identification of a thematic framework. A process of shortening the extracted text while still 
preserving the core was conducted for condensing the relevant data. A constant comparison and aggregation 
process led to the abstraction of 149 first-level codes as indicators relating to the quality of the data 
collection process. Further comparison, aggregation, abstraction, and classification of the indicators 
generated 16 factors that were related to the quality of the data collection process. These factors were further 
abstracted using an approach based on general systems theory [120] and advice from public health experts. 
A four-dimensional thematic framework was developed, including data collection management, data 
collector, information system and the data collection environment.  
 Stage 3. Indexing and validation of the thematic framework. The process of constant comparison, 
aggregation, and classification was iterated repetitively. Data were re-arranged per the appropriate 
dimension of the thematic framework to which they were likely to belong. Attempts were made to avoid 
duplication and overlap in semantics and refinement of paraphrasing within the framework. This process 
led to the reduction of factors from 16 to 12.   
Stage 4. Charting. The 12 factors were arranged into the appropriate dimension of the thematic framework 
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database searching
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through other sources
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Figure 1. Publication screening process
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to which they related. A chart was prepared. 
Stage 5. Mapping and interpretation. This stage is a process to map the nature and range of the concepts 
and factors. The associations between the factors were identified to create the typology of the framework. 
Each indicator was interpreted as either a facilitator or a barrier according to its direction of influence, 
positive or negative, on the quality of the data collection process. Eventually, the theoretical saturation was 
reached, and all extracted data were placed into the categories already created (Table 3-1). 








Abernethy et al. 
2011 [121] 
USA 
1. Surveyed tuberculosis contact investigation 
forms from all fifty states, three municipalities and 
two countries. 2. Apply statistics and cluster 
analysis.  
A C 1. Standardization 




al. 2014 [122] 
Benin 
1. Cross-sectional descriptive and analytical study 
of factors associated with data quality in the 
routine health information systems. 2. Data 
including (1) document review of data, (2) self-
administered questionnaire, and (3) focus groups 
with 116 health workers in 4 municipalities. 3. 
Apply statistics and qualitative analysis. 
















A clinical survey was completed for 146 sentinel 
dentists in eight European countries and included 
2877 clinical examinations and 2877 individual 
assessments.  
A B D 1. Missing data and 




statistical analysis.  




1. Comparison of children mortality monitoring 
data reported by 160 community health workers 
and those computed in a standard household 
mortality survey. 2. Data analysis by using rates, 
standard errors, and 95% confidence interval.  





Anderka et al. 
2015 [125] 
USA 
1. A descriptive study to develop and test a data 
quality assessment tool for population-based birth 
defect surveillance programs. 2. Assessment by a 
self-administered (with no evaluation component) 
Standards Data Quality Assessment Tool about 
National Birth Defects Prevention Network 
(NBDPN).   
A B D 1. Data 
completeness, 
timeliness, and 
accuracy. 2. No 
statistical 
association analysis 
was conducted.   




1. Cross-sectional case study in process-oriented 
healthcare organizations. 2. Data collected (1) 
from archives, (2) through interviews, (3) by 
participatory observation, and (4) by conducting a 
focus group session. 3. Use of descriptive 















1. Cross-sectional study using the Data Quality 
Audit (DQA) a WHO validated, standard 
methodology to compare data collected from 
health unit (HU) records of immunizations 
administered with reports of immunizations at 
central level and to collect quality indicators of the 
reporting system. 2. Statistical analysis of quality 
scores and data verification results.   
A C 1. Data accuracy 
(verification factor, 
VF). 2. No 
significant 
correlation between 





districts and health 
unit's quality scores.  







1. An action research conducted at 10 districts, 
delivering interventions by quarterly data-use 
workshops focusing on data collection, 
integration, data quality, teamwork, practical 
computer skills, and presentation skills. 2. Use of 
descriptive qualitative data. 
A B C D 1. General data 
quality. 2. 
Improvement of 
general data quality 
was supported by 
descriptive 
qualitative data.  
Bradley et al. 
2014 [128] 
Peru 
1. A descriptive study to assess data quality of a 
perinatal syphilis information system. 2. Data 
collected by (1) records review in 43 of 156 public 
hospitals, (2) 8 in-depth interviews with 
stakeholders. 3. Descriptive statistic data analysis. 
A C D 1. Data quality and 
completeness. 2. 
Qualitative 
reasoning while no 
statistical 
association analysis 
was conducted.   












Intervention of enhanced surveillance and data 
feedback loop.  













1. Program report of national health management 
information systems relating to standardization of 
the system design, test, implementation, 
integration of different systems and using 
information of a national health information 
system. 2. Use of descriptive qualitative data.  
A B C D 
Not provided. 




1. A nationally representative cross-sectional 
survey of 3,169 persons aged 15 years and older. 
2. Review official evaluations of the pesticide 
poisoning surveillance system to understand what 
B D 1. Underreporting 





caused the underreporting. 3. Use of quantitative 
and qualitative data.  
was conducted.   
DiGiacomo et 
al. 2010 [131] 
Austral
ia 
1. Cross-sectional descriptive study of the 
implementation of the national guidelines in 
cardiac rehabilitation. 2. Data collected by semi 
structured interviews with 37 health professional’s 
perspectives of systems-related barriers to 
implementation of the national guidelines. 3. Use 
of descriptive qualitative data. 
A B C D 
Not provided. 
Galvin et al. 
2015 [132] 
Ireland 
1. Extract data using a software. 2. Evaluate 
extracted data from 30 practices in line with 12 
European quality indicators. 3. Comparative 
analysis between seasons and regions.  
C 1. Data accuracy 









1. Use USCDC Guidelines for the evaluation of 
point-prevalence of healthcare-associated 
infections in hospitals and long-term care facilities 
for elderly surveillance systems. 2. Data collected 
by review of surveillance protocol and database, 
and survey with data mangers and practitioners.  





Haskew et al. 
2015 [134] 
Kenya 
1. Use a two-sample test of proportions pre- and 
post-implementation of EMR-based data 
verification. 2. Significant improvements in 
completeness of the antenatal record were 
recorded. 











1. Intervention of using an indigenous register 
within a psychiatric hospital information system. 
2. Cross-validation of health information system 
data with the indigenous register over 2 years 
about 355 indigenous admissions. 3. Use of 
quantitative data.  
A B C D Data accuracy 
(increased accuracy 
and reliability of 




al. 2012 [136] 
Canada 
1. A feasibility study of scannable forms in two 
settings. 2. Assessment of efficiency, data quality, 
and usability through time observations, record 
audits, staff interviews, and client surveys. 3. Use 
of quantitative and qualitative data.  
C 1. Efficiency of data 
entry. 2. Agreement 
(consistency) of 
data. 3. Quantitative 
statistics and 
qualitative data.  
Heidebrecht et 
al. 2014 [118] 
Canada 
1. Cross-sectional descriptive study of electronic 
immunization data collection systems in two 
Ontario public health units. 2. Use of an adapted 
Centers for Disease Control and Prevention 
surveillance system evaluation guidelines 
(USCDC Guidelines). 3.  Data collected by key 
informant interviews, logic and completeness 
A B C D 1. User's perception 
of simplicity and 
flexibility of data 
input and report 





assessments, client surveys, and on-site 
observations. 4. Use of quantitative and qualitative 
data.  
3. No statistical 
association analysis 
was conducted.  
Ing et al. 2014 
[137] 
Canada 
1. Qualitative study of barriers experienced, and 
the techniques used to overcome barriers during 
investigation of enteric disease cases among expert 
investigators. 2. Four focus groups, 28 experts 








1. Cross-sectional descriptive study. 2. Data audits 
and semi-structured interviews by adapting an 
international routine data quality assessment tool 
in 32 facilities in 3 sub-districts. 3. Use of 
quantitative and qualitative data. 
A B C D 1. Data accuracy 
described with 
quantitative data 
audit. 2. No 
statistical 
association analysis 
was conducted.  




1. Cross-sectional descriptive study. 2. Data 
collected by key informant interviews with 
managers and review of records, observation. 3. 
Use of quantitative and qualitative data. 
A 
Not provided. 
Kiilu et al. 2015 
[140] 
Kenya 
1. Cross-sectional study of assessing health 
workers skills and current training needs for 
information management by purposive sampling 
of 121 health workers. 2. Data collected by self-
administered open-ended and closed-ended, 
structured questionnaires. 3. Quantitative data 
analysis.  
B 
1. Data accuracy. 2. 
Status of data 
quality was not 
provided.  
Krenzelok et al. 
2014 [141] 
USA 
1. Deliver an intervention of a two-tiered 
intervention program (passive and interactive 
training) to enhance the quality of data collection 
using acetaminophen exposures as a model. 2. 
Data collected by a quality-measurement 
scorecard.  
C Data accuracy of 










1. A qualitative assessment of the health data 
management and reporting systems that capture 
and transfer routine monitoring and evaluation 
(M&E) AIDS data by using Routine Data Quality 
Audit Tool (MEASURE Evaluation). 2. Data 
collected by 71 in-depth interviews and over 300 
reference materials. 3. ATLAS (Version 6.1, 
Scientific Software Development) was used to 
assist with systematic analysis of the qualitative 
data. 
A B C D 
Not provided. 
Lin et al. 2012 
[103] 
China 
1. Use the USCDC Guidelines to assess the 
performance of the national HIV sentinel 
surveillance system (HSS). 2. Data collected by 
using a detailed checklist to review surveillance 
A C D 1. Data 
completeness and 




guidelines, protocols and relevant documents; 
conducting self-administered, anonymous surveys 
with 286 local China CDC staff; and carrying out 
field observations in 32 sentinel sites in four 
provinces. 
association analysis 
was conducted.   
Lowe et al. 
2014 [143] 
USA 
1. A retrospective review of the introduction of tan 
electronic health record system. 2. Use descriptive 
quantitative data.  
C 1. Efficiency of data 
collection. 2. 
Descriptive 
statistical analysis.  
Madsen et al. 
2007 [144] 
Europe Report on the manual of operations. 
A 
Not provided. 
Melnik et al. 
2015 [145] 
USA 
Cross-sectional descriptive study to identify 
current practices and potential barriers to accurate 
and complete data collection by birth registrars 
(BRs) in New York State facilities and data 
collected by a piloted and tested questionnaire 
survey on 127 birth registrars from New York City 
and the Rest of State.  
A B C D 
Data accuracy and 
completeness with 
statistical analysis. 




1. Intervention of prevention of mother-to-child 
transmission (PMTCT) of the human 
immunodeficiency virus using a series of 
strategies including training, feedback, monthly 
data reviews and data audits at facilities over ten 
months in 8 antenatal clinics and 20 delivery 
wards (37 urban, 21 rural and 20 semi-urban) in a 
province. 2. Data completeness and accuracy was 
compared before and after intervention. 3. Use of 
quantitative data.  
A D 
Data accuracy and 
completeness with 
statistical analysis. 




1. Investigate the mechanisms of errors in the case 
identification process in the existing routine health 
information system (RHIS) by cross-sectional 
descriptive case study and data collected by a 
structured questionnaire by measuring the level 
and disparity of 132 health workers’ (who were in 
charge of the case identification step) 
understanding of the definitions of 12 health 
program indicators in 14 selected municipalities in 
the province of Palawan. 2. Use of quantitative 
data. 
A B C D 
Data accuracy with 
statistical analysis 
of quantitative data 




1. Description of current status and issues and a set 
of recommendations related to the standardization 
of healthcare. 2. Data collected by web-based 
survey to named experts in different organizations.  
A C D 
Not provided. 




1. Cross-sectional descriptive study using the 
Performance of Routine Information System 
Management (PRISM) tool. 2. Data collected by a 
self-administered questionnaire with 161 health 





district offices from 2 conveniently sampled health 
districts. 3. Use of quantitative data. 










1. An in-country quantitative and qualitative 
evaluation in five PICTs by using the USCDC 
guidelines. 2.  Data collected by semi-structured 
key informant interviews, observational 
techniques including field inspections of raw data 
and data collection methods, and analysis of 
syndromic data reported. 
A B C D 
Not provided. 
Puttkammer et 
al. 2016 [151] 
Haiti 
A mixed-methods evaluation of a multi-site 
electronic medical record system using a 
qualitative Delphi process to identify data quality 
priorities among local stakeholders, and a 
quantitative data quality assessment (DQA) 
examined 13 indicators of completeness, accuracy, 
and timeliness of retrospective data collected from 
2005 to 2013.  
A C D 
1. Data 
completeness. 2. No 
statistical 
association analysis 
was conducted.   
Reilly et al. 
2011 [152] 
USA 
Program report of quality of care and case 
documentation by a two-part review process: a 
qualitative case review by independent reviewers 
and an administrative review of required 
documentation in the physical case record.  
A B C D 1. Data timeliness 




statistical analysis.  
Rimando et al. 
2015 [153] 
USA 
Qualitative study of the data collection challenges 
in dissertation research by sharing experience of 
eight doctoral students. 
A D 1. General data 
quality. 2. Status of 






A pilot study by analysis of the dataset to develop 
injury data collection protocols appropriate to low-
resource environments, building on previous 
developments in the field such as those described 
previously. 
A C D 
Not provided. 
Soti et al. 2015 
[155] 
Kenya 
1. A pilot study by implementation of a system the 
web portal to cloud based information. 2. Evaluate 
data accuracy, completeness and timeliness using 
descriptive statistics.  
C 1. Accurate, 
complete and timely 








Retrospective review of data by compiling the data 
into a standardized excel sheet as well as making 
copies of health center data for verification.  





statistical analysis.  
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1. Program report of feedback interviews with 33 
primary health care staff following service 
implementation of a computerized information 
system to collect workload data. 2. Use of 
qualitative data.  
B D 
Not provided. 




1. To develop a model for a data-driven health 
system assessing areas that impede decision 
makers’ access to information. The Data for 
Decision Making (DDM) surveillance assessment 
methodology was applied to six systems in five 
countries. 2. Data collected by interviews and 
review of the data collection methods.  
A B C D 1. Data timeliness 




usefulness of the 
system. 3. 
Qualitative analysis.  
Yourkavitch et 
al. 2016 [160] 
Malaw
i 
1.Review integrated community case management 
data quality and the monitoring and evaluation 
(M&E) system using adapted Measure Evaluation 
"data quality audit tool". 2. Randomly selected 
sample facilities. 3. Use of quantitative and 
qualitative data. 






and availability. 2. 
Quantitative and 
qualitative analysis.  
Note: Column theme included A: Data collection management; B: Data collector; C: Information system; D: Data collection 
environment 
3.3 Results 
The results from the qualitative data processing and analysis provided material for the identification of the 
essential components of quality in the data collection process for PHIS, including four dimensions that 
covered 12 factors (Figure 3-2). The first dimension, data collection management, includes data collection 
system and quality assurance. The second dimension, data collector, is described by staffing pattern, skill 
and competence, communication, and attitude towards data collection. The third, information system, is 
assessed by function and technology support, integration of different data collection systems, and devices. 
The fourth, data collection environment, comprises training, leadership, and funding. The 12 factors are 
characterized by 149 indicators with either positive or negative impacts on the quality of the data collection 
process. 
Accuracy, completeness, and timeliness are the most frequently mentioned parameters of quality for 
evaluating the performance of the data collection process. These three parameters appeared in 24, 16 and 7 
studies, respectively. Fourteen studies did not define data quality specifically. Reliability, data use, quality 




Figure 3-2 The components of the quality of the public health information system data collection process 
3.3.1 Data collection management 
From an organizational perspective, data collection management is an administrative process by which 
data are acquired, validated, stored, protected, and processed [32, 33]. Effective management requires the 
application of knowledge, skills, tools, and techniques to data collection activities to meet data quality 
requirements. The ultimate goal of data collection management is to fulfil every requirement from 
data users [33, 36]. That is the provision of sufficient supervision to personal and systematic process audits 
to ensure data quality. Thirty-two of the 45 included articles assessed the quality of data collection 
management [31, 95, 103, 118, 121, 122, 124-131, 133, 135, 138, 139, 142, 144-148, 150-154, 156, 159, 
160] (Table 3-1). 
For the preservation of data integrity, data collection management needs to detect errors that have occurred 
in the data collection process [36]. Errors may be produced intentionally (i.e., deliberate falsification) or 
unintentionally (i.e., systematic or random errors) [36]. In public health, data collection management 
primarily focuses on the procedures of data collection, storage, quality control, and data presentation for 
users [29, 117]. They are often presented in a format of guidelines or a set of policies to direct the execution 
of programs and guide the practice of parties involved in the process [29, 146]. We identified two major 
factors for data collection management in the context of the PHIS. They are data collection system and 
quality assurance.  
A data collection system primarily comprises two subcomponents: data collection form and data collection 
practice. Data collection form is the core component of data collection instruments. A poorly-designed data 
collection form may impair data accuracy [159]; therefore, data collection form needs to be standardized, 
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Figure 2. The components of quality in the data collection process for public health information systems
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well defined and structured. As one of the major concerns, standardization in the data collection form can 
be facilitated by a series of tactics [149]. The format of the data collection form needs to be simple, 
standardized, and complete [121, 125, 145]. The layout and order of data items of a form need to accord 
with the workflow of data capture or reporting for easy data entry and retrieval [95, 126].  
Data collection practice should be well guided, conducted and documented. They include guideline 
development, documentation, data backup and security, selection of data collection methods, and a trial of 
a new process before implementation [130, 132, 135, 144]. A complete record of the data collection process 
in line with the workflow of data collection is recommended [138].  
Quality assurance for data collection should be in place before collection begins and it should be focused 
on quality control [36, 148]. The function of quality assurance is to ensure each process of data collection 
is traceable, accurate and timely, and has integrity. Four factors could be utilized to assess the adequacy of 
system for quality assurance. These are quality audit, fundamental responsibility, mechanisms for 
addressing data quality challenges, and a feedback loop [118, 127, 129, 138]. Designated unit or individuals 
to monitor data quality and prevent data collection mismanagement are recommended. A veteran health 
worker register could remind data collectors to correct inaccurate data items and provide additional training, 
supervision, and incentives [124, 135, 152]. Holding regular meetings with medical or clinical staff and a 
data registrar is useful to address missing or inconsistent data [125, 147]. 
3.3.2 Data collector 
A data collector collects or supplies data for the PHIS. Twenty-three of the 45 articles assessed the 
performance of data collectors [92, 118, 122-124, 126, 127, 130, 131, 135, 137, 138, 140, 142, 145, 147, 
149, 150, 152, 156, 158-160] (Table 3-1).  
A data collector is a stakeholder with whom the data user should build up and nurture a relationship. Data 
collectors’ performance was mainly related to data accuracy [135, 138, 145, 147, 156, 159, 160]. The 
association between data quality and of the data collector’s certain characteristics such as level of 
responsibility, level of work engagement and sector of employment was statistically quantified [122]. Four 
types of factors including the staffing pattern, their data collection skills or competence, communication 
with clients, and their attitude towards data collection could, directly and indirectly, influence data 
collectors’ performance. For example, data collector shortage and high turnover could impair data quality 
[156]. A data collector needs to have sufficient capability to conduct capability to conduct data collection 
activities, e.g., understanding contextual information and having basic knowledge of the data elements to 
be collected. Proficient data collection skills and good communication with clients are ideal for a data 
collector. Mistakes often originated from data collectors’ attempts to simplify data collection tasks. 
Provision of training is regarded by higher authorities and upper management as a useful approach to 
improving data collectors’ capabilities including fundamental medical knowledge and routine data 
management skills [145, 147]. 
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3.3.3 Information system 
An information system is a combination of hardware, software, infrastructure, and trained personnel [29]. 
Thirty of the 45 articles assessed the quality of information systems [95, 103, 118, 121, 126-128, 130-136, 
138, 139, 142, 143, 145, 147, 148, 150-152, 154-157, 159, 160] (Table 3-1). A regular system of data 
quality checks may be more cost-effective and reliable to ensure data quality [142]. 
Characteristics of information systems in PHIS are demonstrated by automatic functions and technology 
support provided to the users of the system, and the integration of different data collection systems and 
devices.  
 The functions of information systems in PHIS are automatic data processing, usually via an electronic 
interface of data collection forms and prompts for data collectors about data collection activities. The 
systems may automatically check the logic of data, assess the comprehensiveness of required data items, 
and issue alerts for errors made during data entry. These functions serve as an online task reminder to help 
with task completion and prevent slippage. Use of the “smart chart” technology can prevent a data collector 
from submitting a record with missing fields. In this manner, the function of an automatic logic check and 
smart selection of data are integrated into the mandatory fields. It is found that data errors are rare since the 
introduction of “smart charts”. If an automatic workflow chart is available in the system, it could guide and 
standardize the data collection and reporting process. However, changes in the project procedures and 
system configuration over time may lead to a decline in data quality if deployed against established 
guidelines or specifications on data collection for PHIS. 
 Integration of different systems is important in the PHIS. Multiple systems and files may impair the quality 
of the data collection process if data are from the various sources. Therefore, centralizing data in one unique 
source and use of linked data systems is preferred. For example, the use of external data linkage and 
collaboration with other jurisdictions can facilitate the generation of a higher-level data repository or data 
sharing platform [118, 130].  
 Devices are the hardware used to store or transmit data such as computers, printers, and other electronic 
equipment. These devices need to be adapted to the operational system, suitable for use in data collection, 
and free from computer crashes, viruses and insecure methods for data backup and storage [131, 142, 148, 
155, 157].   
3.3.4 Data collection environment 
Data collection environment refers to the context for data collection. In a government context, the PHIS is 
directly responsible to legislative, regulatory, and policy directives [51]. Thirty of the 45 articles assessed 
the quality of data collection environment [92, 103, 118, 122, 124-131, 133, 135, 137, 138, 141, 142, 145-
148, 150-154, 158-160] (Table 3-1). Training, leadership, and funding support are the three main factors.  
Training is imparting information and providing instructions to help trainees attain a required level of 
knowledge and skill or improve their performance. Such training should be mandated by higher authorities 
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and upper management, instead of on a voluntary basis [147, 161] Continuing education and training 
opportunities should be provided to all data collectors, including frontline health professionals, managers, 
and specialists. The training should be individualized, measurable, and may focus on communication skills 
for data collection, and criteria and procedure of health service provision [138, 146, 147, 152, 153].  
Attributes of good leadership include (1) strengthened coordination, cooperation and communication 
among government agencies and between healthcare facilities and health professionals; (2) recognition of 
the importance of data to be collected; (3) provision of sufficient funding; and (4) allocation of full-time 
staff or specific staff to data collection [103, 127, 135, 142, 143, 159]. Examples of good leadership include 
the development of a less resource-intensive approach by using strategies of decentralization to empower 
the management team in the field and establishing a multi-level supervision network that includes health 
departments and health care facilities [103, 142]. Supervisors can perform real-time field quality assurance 
and control activities.  
Implementation of electronic systems, installation of local system infrastructure, and maintenance of a 
network across data collection facilities are sometimes costly; therefore, funding is critical for data 
collection in resource-constrained settings [130, 142]. Availability of funding can improve data quality.  
3.4 Discussion   
The quality of the data collection process is a key component of overall data quality in the PHIS [30, 31]. 
Conceptualization of the quality of the data collection process for PHIS is also requisite for reaching public 
health high data quality goals. A recent evaluation of data quality in the country health information systems 
by WHO in a global context has found that data management was the weakest component of the system 
performance [32]. A lack of knowledge about the key factors influencing the quality of the data collection 
process for PHIS has hindered data quality improvement and thus has impeded the effectiveness of data-
driven monitoring and performance evaluation for public health programs. Effective process assessment of 
data collection that focuses on how data are collected will help standardize the performance of public health 
programs by comparing “the specific actions taken, events occurring, and human interactions with accepted 
standards” [44]. Prior studies have explored some factors that may affect the quality of the data collection 
process. But consensus on a comprehensive and systematic assessment of the process has not been reached. 
Identification of the essential components of the quality of data collection is needed to guide efforts in the 
development of a quality framework for PHIS.  
 The most commonly reported quality dimension for the data collection process is data collection 
management; half of the identified facilitators and barriers belong to this dimension. Key areas demanding 
an effort for improvement include the design of the data collection form, data collection practice, and data 
collection quality assurance. Standardization of public health data collection practice is a long-standing 
issue, together with the integration of different data sources and data collection systems in public health. 
These key study findings reflected a primary concern with the definitions and characteristics of data 
collection. A variety of definitions and different quality criteria of the data collection process may 
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contribute to a wide range of factors that affect the quality of the process. 
The data collection process is recognized as a systematic process that is consisted of the interrelated and 
interdependent parts. However, the different parts of the process and the interaction between those parts for 
PHIS have not been well articulated. For example, the quality of the data collection form can contribute to 
data completeness and standardization and thus the use and validity of data. But the association between 
the quality of data collection form and data quality has not been quantified. Over-emphasis on the 
procedures, methods and quality control parts of data collection and simply automating data collection 
systems cannot solve all data quality problems [42].  
 Data collectors play an important role in the quality of the data collection process. Extant data quality 
assessment instruments have not paid sufficient attention to data collectors except for their training 
experience [34]. Gaps existed between actual and recommended practice even though guidelines were 
available to data collectors [33]. These gaps may arise from inefficient communication between data users 
and data collectors. Seamless translation of data users’ requirements for data quality into the quality of the 
data collection process is an effective strategy for collecting high-quality data. We suggest more contextual 
analysis with an emphasis on data quality criteria to meet data users’ needs.   
 Our study identified the data collection environment as one of the four essential components of the quality 
of the data collection process. Training, leadership, and funding are the building blocks of a friendly and 
supportive data collection environment, in addition to the other factors. These factors include whether the 
relationship with the data collectors “is of the utmost importance” in a data collection setting [29]. Barriers 
to health clients’ participation in health services such as poor communication, cultural safety and a lack of 
transport to health facilities could also affect the volume of data available for collection. Adding the data 
collection environment to the essential components would better inform data quality assessment in 
troubleshooting the factors that affect the quality of the data collection process.  
Limitations of existing measurement instruments and studies were also found. Information about data 
quality was not provided in a third of the studies (14 articles) [31, 126, 130, 131, 137, 139, 142, 144, 148-
150, 154, 157, 158]. The majority of studies used simple descriptive or qualitative data to analyse the 
relationship between the factors affecting the data collection process and data quality. As the identified 
components were distilled from qualitative analysis of the published literature, future empirical testing and 
practical implementation are needed.   
3.5 Conclusions 
Acceptable data quality in the PHIS cannot be achieved without a high-quality data collection process. The 
identification of the essential components that contribute to the quality of the data collection process is thus 
vital to ensure data collection leads to high-quality data. After an extended literature review, this study has 
identified four-dimensional components of the quality of the data collection process for public health 
information systems. They are data collection management, data collector, information systems and data 
collection environment. With empirical testing and contextual analysis, the above identified essential 
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components can be used in future research and practice to develop a quality framework for measuring and 




Chapter 4  Qualitative validation of 4D components for 
measuring quality of the public health data collection 
process 
Foreword 
The previous chapter identified the essential components of the quality of the PHIS data collection process 
and proposed a preliminary 4D framework including data collection management, data collector, 
information system, and data collection environment. This chapter uses an expert elicitation research 
approach to empirically validate the 4D framework. A total of 28 experts, including three public health 
administrators, fifteen public health workers, and ten health care practitioners, participated in the elicitation 
session. A framework qualitative data analysis approach was followed to elicit themes from interview 
transcripts and to compare these with the elements of the preliminary framework. Following Chapter 4, the 
term ‘dimension’ continues to represent the four essential components of the 4D framework. The modified 
4D framework comprises four components, that is, data collection management, data collection 
environment, data collection personnel, and data collection system; 16 subcomponents, including data 
collection protocols, quality assurance procedures, leadership, training, funding, organizational policy, high 
level management, collaboration among peer organizations, perception of data collection, skills and 
competence, communication, staffing patterns, functions of the data collection system, integration of 
different data collection systems, technical support, and devices for data collection; and a set of 116 
indicator statements, including 82 facilitators and 34 barriers. 
This chapter is a reproduction with minor corrections of the published full paper “Validation of 4D 
Components for Measuring Quality of the Public Health Data Collection Process: Elicitation Study” 
authored by Hong Chen, Ping Yu, David Hailey, and Tingru Cui, and published in Journal of Medical 
Internet Research 2021;23(4): e17240. doi: 10.2196/17240. 
The Table and Figure numbers, the Reference numbers and the Section numbers have been adjusted to fit 





Background: Identification of the essential components of the quality of the data collection process is the 
starting point for designing effective data quality management strategies for public health information 
systems. An inductive analysis of the global literature on the quality of the public health data collection 
process has led to the formation of a preliminary 4D component framework, that is, data collection 
management, data collection personnel, data collection system, and data collection environment. It is 
necessary to empirically validate the framework for its use in future research and practice. 
Objective: This study aims to obtain empirical evidence to confirm the components of the framework 
and, if needed, to further develop this framework.  
Methods: Expert elicitation was used to evaluate the preliminary framework in the context of Chinese 
National HIV/AIDS Comprehensive Response Information Management System (CRIMS). The research 
processes included the development of an interview guide and data collection form, data collection, and 
data analysis. A total of 3 public health administrators, 15 public health workers, and 10 health care 
practitioners participated in the elicitation session. A framework qualitative data analysis approach and a 
quantitative comparative analysis were followed to elicit themes from interview transcripts and to map 
them to the elements of the preliminary 4D framework.  
Results: A total of 302 codes were extracted from interview transcripts. After iterative and recursive 
comparison, classification, and mapping, 46 new indicators emerged; 24.8% (37/149) original indicators 
were deleted because of a lack of evidence support and another 28.2% (42/149) were merged. The validated 
4D component framework consists of 116 indicators (82 facilitators and 34 barriers). The first component, 
data collection management, includes data collection protocols and quality assurance. It was measured by 
41 indicators, decreased from the original 49% (73/149) to 35.3% (41/116). The second component, data 
collection environment, was measured by 37 indicators, increased from the original 13.4% (20/149) to 
31.9% (37/116). It comprised leadership, training, funding, organizational policy, high-level management 
support, and collaboration among parallel organizations. The third component, data collection personnel, 
includes perception of data collection, skills and competence, communication, and staffing patterns. There 
was no change in the proportion for data collection personnel (19.5% versus 19.0%), although the number 
of its indictors was reduced from 29 to 22. The fourth component, data collection system, was measured 
using 16 indicators, with a slight decrease in percentage points from 18.1% (27/149) to 13.8% (16/116). It 
comprised functions, integration of different data collection systems, technical support, and data collection 
devices.  
Conclusions: This expert elicitation study validated and improved the 4D framework. The framework can 
be useful in developing a questionnaire survey instrument for measuring the quality of the public health 
data collection process after validation of psychometric properties and item reduction. 
Keywords: data quality; data collection; public health informatics; health information systems; component 





Public health, a data-intensive discipline, relies on high-quality data to monitor the health and well-being 
of the population, make appropriate policy decisions for intervention, and evaluate intervention outcomes 
[26, 52, 162]. After two decades of development in the design and implementation of information and 
communication technologies (ICTs) for national public health data management, public health information 
systems (PHISs) have developed into essential data repositories [1, 8, 162]. PHISs have been well integrated 
into many nations’ health information management systems, such as those of the United States, Australia, 
and China [32, 43, 163, 164]. The data stored in PHISs, for example, on women’s and children’s health, 
aging population, and people living with HIV/AIDS, have enabled public health agencies to formulate 
evidence-based policies and plan and evaluate program performance to ensure accountability for citizens 
and countries [9, 32, 43, 162]. 
As data-driven public health management assumes data are accurate, timely, and reliable, data quality 
assessment needs to be continuously and rigorously conducted to ensure high-quality data in PHISs [1]. 
Data quality is a 3D concept that includes the quality of data, data collection process, and data use. 
Improving the quality of the data collection process is critical for PHIS data quality management [30]. 
Identification of the essential components of the quality of the PHIS data collection process is the starting 
point for the design of effective public health data quality management strategies [1, 32].  
Through appraisal and synthesis of literature that reports the factors affecting the rigor of the PHIS data 
collection process, we have proposed a preliminary conceptual framework that focuses on four essential 
components of the quality of the process [165]. These are data collection management, data collector, 
information system, and data collection environment. We name them 4D components, which consist of 12 
subcomponents and 149 indicators (Table 4-1). Data collection management is an administrative process 
by which data are acquired, validated, stored, protected, and processed [32, 33]. Its indicators include 
appropriate data collection methods, data entry forms, and ongoing quality assurance. At the individual 
level, data collection personnel (replacing data collector) need to have a right attitude, adequate skills, and 
competence for the job. They must maintain adequate communication with each other. For them to execute 
their tasks adequately, their organization needs to provide adequate staffing with the right skill mix [165]. 
A data collection system (replacing information system) requires different systems and elements to integrate 
and assist data capture, data entry, and data logging. Thus, continuous and systemic functionality and 
technical support are required [29]. A good data collection environment includes training, strong 
leadership, and funding support for data collection [51]. Given that this preliminary 4D component 
framework was derived from an inductive analysis of the literature, validation of the framework within a 
certain PHIS was needed. 
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Table 4-1 Original 4D components of the quality of the public health information system data 
collection process 





process by which data 
are acquired, validated, 
stored, protected, and 




Concepts were adopted 
except that the 
subcomponent data 
collection system was 




A data collector is a 
stakeholder who collects 
or supplies data for the 
PHIS, with whom the 
data user should build 






Perception of data 
collection. 
Concepts were adopted 
except that the component 
data collector was renamed 
as data collection personnel. 
Information 
system 
A combination of 
hardware, software, 
network infrastructure, 







Concepts were adopted 
except that the component 
information system was 
renamed as data collection 
system and the combined 
subcomponent functions and 





The context for data 
collection. In a 
government context, a 
PHIS is directly 
responsible to 
legislative, regulatory, 





Concepts were all adopted. 
Expert elicitation is a research method used to identify and address uncertain subjects, especially when 
relevant local evidence or information is incomplete [45]. This method has been widely used in public 
health for policy decisions to generate evidence [17, 46] to achieve various research goals, such as 
environmental health impact assessment [45], health technology assessment [166], and economic 
evaluation of health gains of antenatal care [167]. Knowledge synthesized from expert opinions can form 
the foundation for further research.   
The main procedures for a formal expert elicitation include characterization of uncertainties, selection of 
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experts, elicitation of expert judgments, and possible aggregation and reporting in a temporary summary 
[40]. The criteria for expert selection include the following: the person should be representative of the main 
population of interest and he/she should have sufficient intellectual ability to provide the theoretical 
definitions, rank the importance of the data items, and explain a potential causal relationship between them. 
Expert judgments should adhere to the principles of the scientific process. These are accountability, 
neutrality, fairness, and the ability for empirical control [168]. A facilitator, often a trained interviewer, has 
the enormous potential to reduce bias in expert elicitation by clarifying the questions to the expert [45, 
166]. A systematic elicitation session could increase the validity, transparency, and trustworthiness of 
research [40]. 
4.1.2 Objectives 
Using an expert elicitation approach, this study aims to obtain empirical evidence to confirm the 
components of the 4D framework and, if needed, to further develop the framework. 
4.2 Methods 
4.2.1 Study setting 
The study was conducted within a country-level PHIS, the Chinese HIV/AIDS Comprehensive Response 
Information Management System (CRIMS). Acknowledged as one of the milestones for China’s 
HIV/AIDS response programs over the past three decades [169], the CRIMS is a web-based national AIDS 
information management system that was established in 2008 [8]. The system has been used for routine 
HIV/AIDS prevention and control data collection from hospitals and all units of Chinese Center for Disease 
Control and Prevention (China CDC) in 2893 counties. The data stored in the CRIMS include demographic 
information, case reporting, antiretroviral treatment, methadone maintenance therapy, behavioural 
interventions, laboratory testing, counselling, and surveillance. These real-time data can be used for 
decision making, monitoring and evaluating HIV/AIDS prevention and control programs in the health 
bureaus and CDCs at national, provincial, city and county levels [9]. Therefore, high-quality data in the 
system are imperative. However, prior studies found that public health professionals lacked trust in the 
quality of data in the CRIMS and expressed concerns over the quality of the data collection process [15-
17]. This primary concern of public health professionals in China has also motivated this study. 
Data management within the CRIMS includes data collection, data entry, data analysis, data assurance, and 
data use [10]. The personnel involved in the CRIMS data management include health administrators in 
health bureaus, epidemiologists and laboratory technicians in CDCs, and clinicians and data registrars in 
hospitals. They have accumulated rich experiences from long-term empirical work in HIV/AIDS data 
management and were thus appropriate experts who could provide inputs for this study.  
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4.2.2 Ethical approval 
This study was approved by the Human Research Ethics Committee at the University of Wollongong and 
the Institutional Review Board of the National Center for AIDS/STD Control and Prevention at the China 
CDC. All participants gave informed written consent to participate in the study and to publish individual 
data. 
4.2.3 Design of interview guide and data collection form 
To ensure the validity of the study, we followed 3 broad categories of validity for qualitative research in 
information systems proposed by Venkatesh [20]. These are (1) design validity (e.g., descriptive validity, 
credibility, and transferability), (2) analytical validity (e.g., theoretical validity, dependability, consistency, 
and plausibility), and (3) inferential validity (e.g., interpretive validity and confirmability). 
During the design phase, an interview guide was developed in consultation with 7 information system 
researchers at the University of Wollongong: a professor, an associate professor, a lecturer, a research 
assistant, and 3 PhD candidates. Two open-ended questions were suggested: “What are the components of 
quality of the CRIMS data collection process?” and “What are the attributes of these components?” 
An item represents a component or subcomponent of the 4D component framework in reference to the 
literature [165]. An item weight table was developed to elicit an expert’s opinion about whether an item is 
a component or subcomponent of the quality of the CRIMS data collection process. To avoid bias in 
directing the expert to the preliminary 4D component framework, we reconstructed the testing items 
according to group discussions with consultant researchers. Four items that are not part of the framework 
but frequently identified by consultant researchers in practice were added, including parallel organization, 
high-level management, social factors, and organizational policy. Four items that are elements of a certain 
original subcomponent or component were used to represent their parental components. These were data 
collection form and data quality assessment strategies of the component data collection management, data 
collector’s data quality audit skills, and demographics of the component data collection personnel. Four 
original items—funding, data collection personnel’s communication, staffing pattern, and integration of 
different systems—were purposely excluded to test the completeness of the framework item spectrum. Each 
item was answered as yes or no. If the answer was yes, the expert was asked to rank the importance of the 
item for the quality of the CRIMS data collection process. The rankings ranged from 1 (the highest 
contribution) to 16 (the smallest contribution; Table 4-2). 
The interview guide and item weight table were translated into Chinese. Three bilingual authors validated 
the Chinese translation. The interview guide was pilot tested for content validity and face validity with 8 
Chinese public health practitioners who worked within the CRIMS. All 8 practitioners agreed with the fit 
of the interview questions and the item weight table for the study. 
4.2.4 Sampling and recruitment of study participants 
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To ensure generalizability of the study, personnel from all administrative levels in all types of organizations 
with at least one of data management roles for the CRIMS were considered as potential experts. They were 
eligible for inclusion as experts to ensure a comprehensive capture of diverse expert opinions. Those who 
did not have a role in CRIMS data management were excluded.  
Following the aforementioned selection criteria, we used a stratified sampling method to identify the 
participating organizations [21]. Representativeness was ensured by a lack of significant statistical 
difference in data quality among provinces [15, 16]. A total of 19 organizations were selected including 3 
departments of health bureaus (1 each at the central, provincial, and county levels), 10 departments of the 
CDCs (1 each at the national, provincial, and city levels, and seven at the county level), and 6 hospitals (4 
tertiary, 1 secondary and 1 primary).   
HC was an epidemiologist who specialized in HIV/AIDS prevention and control in a provincial CDC in 
China. She used a convenient sampling method to recruit participants working in health bureaus and CDCs. 
A personalized invitation message containing a cover letter and a consent form was sent through the 
Chinese social media QQ to 20 potential participants. All participants agreed to participate by returning a 
completed consent form. Web-based interviews were arranged with 18 of them through QQ media. The 
other 2 withdrew quoting time constraints. Of the 18 participants, 3 were from health bureaus at the 3 
different levels. The remaining 15 came from 4 tiers of the CDCs: 1 at the national level, 4 at the provincial 
level, 3 at the city level, and 7 at the county level.  
HC recruited potential participants from 6 hospitals via direct contact with hospital management. She 
explained the project’s purpose and research process to the relevant managers in the hospitals and sought 
their support in recommending eligible data management personnel to participate in the field study. Being 
introduced by the facility management, HC contacted the potential participant and organized an interview 
with the person at a designated venue and time. An interview would start only after providing written 
consent. Overall, 10 potential participants were recommended and completed interviews. Six came from 
four tertiary hospitals, three from a secondary hospital, and the other from a primary health care centre. 
On average, the 28 participants had worked in public health or health services for 12 years (standard 
deviation (SD 7 years); and in the HIV/AIDS domain for 7 years (SD 4 years). Of the 28 participants, 16 
(57%) were female; 23 (82%) were aged between 30-50 years, and the other 5 (18%) were aged under 30 
years. Most participants (25/28, 89%) had multiple job roles in HIV/AIDS data management.  
4.2.5 Interview procedure 
Both telephone and face-to-face interviews were conducted. An internet voice call was made for telephone 
interviews with the practitioners during their work break or after hours. Face-to-face interviews were 
conducted at hospitals. The average duration of the interviews was 44 minutes (SD 23 minutes).  
Each interview started with asking the practitioner to provide answers to the 2 open-ended questions. 
Answers from 3 of the first 5 practitioners were related to data quality instead of the focused topic of this 
study, the quality of data collection process. To clarify the research topic, the researcher started subsequent 
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interviews with the question, “What do you think the differences are between data quality and quality of 
the CRIMS data collection process?” A further probe clarified any emerging issues raised by the 
practitioners. Once information saturation was reached, that is, no further issues emerged, the interview 
was concluded.  
After the practitioners answered all the open-ended questions, they were invited to assess the 16 items listed 
in the weight table (Table 4-2). The other 7 items were raised by the practitioners. The average rankings 
were not calculated because of the small sample size. 
Table 4-2 Agreement with an item being a component or subcomponent and its importance rank 
for the quality of the Comprehensive Response Information Management Systems data collection 
process (N=28). 
Item Number agreeing 
with the item  
Rank (mean 
score) 
Data collection management   
     Data collection forms 27 3 (4.96) 
     Data collection management system 22 9 (7.95) 
     Definition of client a 1 - 
     Data assessment strategy 27 10 (7.96) 
     Pilot of data collection protocol a 1 - 
Data collection environment   
     Leadership 26 1 (3.92) 
     Training 27 2 (4.33) 
     Funding a 3 - 
     Incentives for data collector and clients a 1 - 
     High-level management support in upper    
organizations 
         22 12 (8.5) 
      Organizational management policy          23 8 (7.72) 
      Collaboration among the parallel 
organizations 
         23 14 (9.65) 
      Social factors 16 16 (12.19) 
      Client cooperation a 2 - 
Data collection personnel   
     Work attitude 28 4 (5.89) 
     Competence 28 5 (6.14) 
     Data quality audit skills 28 7 (7.71) 
     Demographics 17 15 (11.94) 
     The number of professional staff a 2 - 
Data collection system   
     Automatic functions 20 11 (8.00) 
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     Technical support 25 6 (7.24) 
     Input devices 19 13 (9.53) 
     Structure and operation of the system a 2 - 
Note. a New item elicited from the elicitation session. 
4.2.6 Data processing and analysis 
All audio recordings were transcribed verbatim. The transcripts were sent to the interviewees for 
confirmation, translated into English, and back translated. Qualitative data analysis was conducted in 
accordance with the framework analysis approach suggested by Pope et al [22]. The theoretical (thematic) 
framework was the 4D components of the quality of the PHIS data collection process (Table 4-1). The unit 
of analysis was each transcript. The data analysis was conducted in 3 steps. 
Step 1: Generating the Initial Codes  
Each transcript was thoroughly read to identify and understand the meaning of the relevant text. A concise 
phrase was created to summarize a sentence. For example, “Reward and punishment system, which is 
important for a work system…This should be put in organizational management policy” (C102) was coded 
as “clear reward and punishment in organizational policy”.  “If they (managers) understand the importance 
to the job (data collection), you will work easily; if they don’t, it is hard” (H306) was coded as “managers 
should understand the importance of data collection.”  
After the first round of transcript encoding, 302 codes were extracted and stored in an Excel database.  
Step 2: Mapping the Codes Using the Preliminary 4D Component Framework  
All the 302 codes were compared and mapped with the original indicators and subcomponents in the 
preliminary 4D component framework. Three data processing strategies were used in 3 different scenarios.  
Scenario 1 
When a code had a similar meaning to an original subcomponent or indicator of the preliminary 4D 
framework, the original subcomponent or indicator remained or was further refined by merging, condensing 
and grouping to represent the code. 
 Scenario 2 
When the meaning of a code was not matched by any original subcomponent or indicator in the 4D 
framework, a judgment was made to add the code as a new subcomponent or indicator to the framework.  
Scenario 3 
When no empirical data could match the meaning of a certain subcomponent or indicator in the preliminary 
4D framework, the subcomponent or indicator was deleted from the framework.  
Iterative and recursive coding, mapping, and classification processes were applied continuously between 
steps 1 and 2. The 302 codes converged to the 4D component framework; 88 were grouped into the 
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component data collection management, 86 into the data collection environment, 77 into the data collection 
personnel, and the remaining 51 into the data collection system. A total of 46 new indicators emerged from 
the extracted codes. Of the 149 original indicators, 37 (24.8%) were deleted because of a lack of evidence 
support and 42 (28.1%) were further merged with codes with similar meaning but different wording. 
Finally, 116 indicators, 16 subcomponents and 4 components were synthesized. 
Step 3: Interpreting the Framework 
The nature of and associations among the components, subcomponents, and indicators were further 
assessed by the author group. Each indicator was identified as either a facilitator or a barrier for data 
collection. Data and themes that had been extracted from expert elicitation were constantly compared 
between hospitals and CDCs with varying data collection processes and contexts, and between different 
data collection roles played by different experts. The data analysis outputs were triangulated and discussed 
within the team until a consensus was reached (Figure 4-1). 
 





The 4 dimensions of the 4D framework were verified as data collection management, data collection 
environment, data collection personnel, and data collection system. Three new subcomponents were added: 
organizational policy, high-level management support, and collaboration among parallel organizations. A 
total of 16 subcomponents were validated and grouped into the appropriate 4D components. They were 
measured by 116 indicators including 82 facilitators and 34 barriers (Figure 4-2). 
 
 
Figure 4-2 Composition of the 4D Framework.  
PHIS: public health information systems.  
Parenthesis: (number of indicators [number of facilitators, number of barriers]).  
The next section presents the results using the 4D components to tabulate and elaborate the evidence that 
supports the subcomponents, and indicators of the validated 4D framework situated in the CRIMS. 
4.3.2 Data collection management 
Data collection management includes 2 essential subcomponents: data collection protocol and quality 
assurance. Of the 302 interview codes, 88 (29.1%) supported 59 original indicators of data collection 
management. The remaining 14 were deleted because of a lack of evidence support. Furthermore, 5 new 
ones emerged from the interview codes. After merging 23 supported original indicators to amalgamate 
similar meaning with different wording, 41 indicators, including 28 facilitators and 13 barriers, were 
finalized for measuring the data collection management (Appendix B Table B1).  
4.3.2.1 Data collection protocol 
A total of 56 interview codes were related to the subcomponent data collection protocol. They validated 
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23 indicators including 16 facilitators and 7 barriers and fell under the sub-dimension of data collection 
form and data collection methods. 
Six practitioners (C302, C303, C201, C101, C106, and A101) suggested that the data collection protocol 
should be aim-focused, operable, scientific, rational, and feasible for frontline data collectors. It should 
contain comprehensive, step-by-step guidance for the entire process of data collection (A101 and C201). 
The involvement of frontline data collectors in the development of a data collection protocol was an optimal 
practice (C302).  
A total of 16 practitioners (C101, C102, C103, C104, C105, C106, C107, C201, C203, C303, C304, A101, 
H302, H305, H101, and H202) stressed that a data collection form needs to be clear, readable, 
comprehensive, and unambiguous. One of the practitioners mentioned: 
It [Design of the form] needs to be rational to make data collection convenient and simple, 
and provides comprehensive data’, ‘should reduce data collectors burden and reduce 
unnecessary effort. [C102] 
To ensure that the questions about data collection are articulated in a scientific, rational, and operable 
manner, 3 CDC practitioners (C201, C202, and C107) recommended the following: (1) to solicit a question, 
one can ask questions from different angles; (2) the number of questions should be suitable and controlled 
within the allotted data collection time; (3) the wording of the questions including options for the multiple-
choice questions must be accurate, direct, understandable, and answerable; and (4) questions should be 
bound within ethical considerations and should not cause harm to respondents, particularly in places where 
it is challenging to find confidential and private space for question elicitation.  
The data collection methods should be well developed, uniform, applicable and implementable for data 
collectors (C302 and C301). A method is considered optimal for data collection if the task is integrated into 
routine data flow in a health care facility. 
4.3.2.2 Quality assurance 
Overall, 32 interview codes were related to the subcomponent quality assurance and validated a total of 18 
indicators, including 12 facilitators and 6 barriers. Three topics were elicited: the criteria of quality 
assurance, the constituency of quality assurance, and the implementation of conduct of quality assurance.   
The criteria of quality assurance were consistent with the requirements of data quality, that is, accuracy, 
completeness, and timeliness. Therefore, quality assurance is “able to thoroughly, quickly and accurately 
assess data accuracy, completeness and timeliness” (C203).  
Clinicians believed that data quality audits were useful in motivating data collectors because their managers 
may provide extra funding to incentivize this activity. H201 explained the advantage of a data audit:  
On one side, it is useful to provide further verification guidance to our routine work, and 
correct deficiencies in operational procedures because we are new to this job. On the other 
side, if they could brief the findings to our manager, it would be even better…For example, 
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if my workplace was equipped with the needed amenities, then it will be easy and convenient. 
It does not necessarily need further monetary injection. [H201] 
Two health administrators (A401 and A301) who held a position at the national and provincial 
administration used the CRIMS data regularly for decision making. They relied on the quality of the data 
quality assessment conducted by all levels of CDCs. “The professionals will ensure the quality of data 
collection process” (A401), whereas “it is impossible to verify the situation (of data) in the front line” 
(A301).  
A401 expressed his concern about the deliberate falsification of data, especially the soft data. Soft data 
means that its quality is difficult to assess even with field verification, such as data from high-risk 
population intervention, follow-up, and health education. Hard data are more likely to be true, for instance, 
the methadone treatment data documented on the site, and thus, hard data are less prone to errors:  
It does have difference in level of data accuracy. Some data are relatively accurate, such as 
the data about methadone treatment because they were when the patient took the medicine; 
that possibly would not be falsified, right? However, intervention data, the “relatively soft 
data”, are hard to verify in the office. If you do not make an on-site verification, it is hard to 
control the recording of them. [A401] 
4.3.3 Data collection environment 
The data collection environment includes 3 original subcomponents (leadership, training, and funding), and 
3 newly added ones (organizational policy, high-level management support, and collaboration among 
parallel organizations). Of the 302 extracted codes, 86 (28.5%) were about data collection environment, 
with 32 relating to the 3 new subcomponents. A total of 27 new indicators emerged from these interview 
codes. Of the 20 original indicators, 5 were deleted because of a lack of evidence and another 5 were merged 
further for a similar reason. A total of 37 indicators, including 27 facilitators and 10 barriers, were finalized 
to measure the data collection environment (Appendix B Table B1).  
4.3.3.1 Leadership 
Of the 28 practitioners, 26 (93%) agreed that leadership is a subcomponent of the quality of the CRIMS 
data collection process, ranking first among all subcomponents. Twenty-four codes were related to 
leadership. A total of 9 indicators including seven facilitators and two barriers, were validated for 
measuring leadership. 
Concerning qualification and role, leaders should be role models with professionalism (C103, C105, C106, 
C203, and H304). They are “able to ensure the procedures to be executed up to standards, ensure the 
implementation of requirements and protocols of data collection, analysis, and use, and thus ensure data 
quality” (C203). To initiate a new task data collection, the leaders should have a clear roadmap for assigning 
and executing the task (A101). Leaders should have strong organizational capabilities to push it forward 
(H301, H303, and C106). Therefore, leaders do not necessarily have to do everything by themselves but 
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should be familiar with the task requirements (C103, C104, andC105). They should have the power to issue 
policies, clarify and assign duties and tasks, and provide financial support (C302 and C104). 
The extent to which a leader attaches importance to data collection determines the quality of this task. 
“People follow the example of their superiors” (H304 and H305). Clinicians (H202, H203, H301, and 
H306) mentioned that a significant indicator of adequate notice by a leader in charge is the frequency of 
his/her attending the meetings or the supervision and inspection events organized by the CDC.  
From the practitioners’ perspective, a good leader could “lead us well, ensuring those willing to do have 
the opportunity to do, and turn those reluctant to do into willing to do; this is good leadership” (H304). The 
management recognition of the contribution of the data collection personnel to data quality is an important 
motivation factor for data collectors (C102 and H305). It could be in the format of “oral praise to recognize 
and formal acknowledgement beyond financial incentives” (C102). As commented by H305 and H306, 
“our leaders all think highly of this job (data collection). Otherwise, the staff would not care.” “Data 
collection personnel need to be respected, trusted, acknowledged, and complemented by leaders” (H304, 
C104, and C302). 
4.3.3.2 Training 
Of the 28 practitioners, 27 (93%) agreed that training is a subcomponent of the quality of the CRIMS data 
collection process, ranking second among all subcomponents. A total of 19 interview codes about training 
generated and validated 7 indicators, including 6 facilitators and 1 barrier focusing on the objective of 
training, and the methods to deliver it and evaluate it.  
The goal of training is to equip data collectors with qualified work competence and professionalism (C102, 
C103, C104, C105, C106, and C302):  
The training objective is to equip the data collectors with work competence, with good work 
professionalism, such as work abilities and skills. [C302] 
I think training is more related to communication of [data collection] skills. Firstly, we must 
be familiar with the survey, then we will explore how we get good data. Learning skills is an 
objective to be reached via training. [C104] 
Therefore, training needs to focus on the standardization and uniformity of the data collection process. 
These include objective, methods, and time frames for data collection (C203, C103, C104, C106, and 
H304). The trainees should understand the definition of data to be collected, have good knowledge about 
all procedures for data collection and adhere to the standardization.  
Interactive training between trainers and trainees has been suggested (C103). During training, trainers 
should address work issues and help trainees learn what to do and how to do it (C103 and C105). Trainers 
should not just talk and go and be disinterested in whether the trainees understand or not. Trainers who 
were welcomed by trainees were those quickly responded to trainees’ questions (C105) and those providing 
empirical field practice examples in the training session. C103 suggested “if the trainers give more 
empirical examples for the training, the trainees may obtain a better understanding.”  
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Data collection personnel, especially the newly recruited staff, need training after recruitment and refresh 
their knowledge every year about what and how to do. On-the-job training, hospital webpage training, and 
exams have been used in health facilities (H101 and H306). Building up a training network which installs 
materials and sources under the circumstance of high staff turnover is recommended (C106).  
Given that the training results might vary among trainers, a training assessment was recommended, 
including selecting trainers, training methods, and training contents. C103 claimed that the higher the level 
of a training organization such as international organizations and high-level CDCs, the better the training 
quality.  
4.3.3.3 Funding  
Although the subcomponent funding was not included in the item weight table, 10 relevant codes emerged 
from the interview transcripts and generated 3 new indicators. Three original indicators remained. They 
gave rise to 5 facilitators and 1barrier to measuring the subcomponent funding. 
From the CDC professionals’ perspective, funding should support purchasing data collection devices such 
as computers, printers, and even vehicles (C301, C103, and C104). Funding should provide compensation, 
such as gifts for health clients to seek their cooperation for data collection (C103). Otherwise, “without 
funding support, without policy, and without competent personnel, data quality may be problematic, or 
even a fake product made up in office” (C103). Continuous funding support for previously funded projects 
is needed to avoid the situation of “when the Demonstration Project finished, funding decreased 
significantly” (C104). 
From the hospital data registrars’ perspective, HIV/AIDS work does not bring in profit, an activity that 
does not support the profit goal of the hospital (H301, H202, and H203):  
HIV/AIDS prevention activities do not bring in profit, the doctors in the hospital should be 
committed and have spirit of dedication. However, in market economy, hospital needs profit, 
and is focused on pursuit of economic cost effectiveness. [H301] 
Without funding support, clinicians think they are volunteers for HIV/AIDS data collection. 
Therefore, sometimes, they are unwilling to do this job. [H203] 
Therefore, given that “funding support can provoke work” (H201) and “the cost of management and 
treatment can be reimbursed” (H203), “funding support for data collectors must be fully implemented” 
(H202 and H203). The health administrator (A101) had already recognized this need and promised to 
further push this agenda.  
In another aspect, it might be related to boosting work morale to encourage them [data 
collection personnel] by increasing funding support. For example, they may get some 
subsidies for the work they are doing or have done. Currently we do have some funding. The 
performance-based salary system is inflexible. It may be problematic to link their income 
with their performance. This shortage, maybe, is what we need to tackle, for example, from 
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the perspective of national management. We should be able to do, but not much has been 
done yet. They should get a better income. This aspect is what we should do. [A101]    
4.3.3.4 Organizational policy 
Organizational policy is a new subcomponent. Of the 28 practitioners, 23 (82%) agreed to place it in the 
component of the data collection environment. A total of 13 codes were related to the organizational policy 
and generated 7 indicators, including 3 facilitators and 4 barriers. These indicators were primarily 
concerned with what organizational policy is desirable for HIV/AIDS data collection.  
The organizational policy was critical to ensure the execution of the data collection activity (C104 and 
H101). “If they attach importance to the job, you will work easily; if they don’t, your work is a challenge” 
(H306). It was regarded as more important than the actual process of data collection because the latter could 
be controlled by the data collector (H303). The organizational policy should “support recognition and 
reflection of the real situation and encourage analysis of existing issues, a proactive adaptation of scientific 
findings generated from analysis of high-quality data” (C203). 
Desired organizational policies of the CRIMS data collection process included (1) ensuring sufficient 
funding, staffing and material support, for example, “as long as the workload is increased, more staff is 
assigned” (H101); (2) embodying good management and coordination; (3) having a built-in reward and 
bonus scheme (C301 and C202) to “motivate people to come to work well” (H303).  
Indicators of a poor organizational policy relating to data collection included the following aspects: (1) data 
collection was set up as a part-time job, (2) narrow workspace insufficient for data collection (H302), (3) 
increased workloads without adequate payment (H201), and (4) the culture of “eating big-pot-rice” (C106).   
4.3.3.5 High-level management support 
High-level management support was another newly added subcomponent that 79% (22/28) of the 
practitioners agreed to. A total of 19 interview codes generated 5 indicators, including 4 facilitators and 1 
barrier, to measure this subcomponent of high-level management support. 
High-level management support provides assurance (C201); assistance for training; responsibility for 
policymaking (H305); and being scientific, specific, and rigorous for decision making (C104 and C106). It 
enforces an appropriate reward and punishment mechanism (H303). High-level management support also 
means funding support and making essential data collection tools such as vehicles available (C103).  
Conversely, high-level management support should “not impose excessive administrative pressure on data 
collectors because it may compromise data integrity and accuracy in data collection. The management 
should not affect and intervene in the data collection process and the data. Otherwise, it may cause a 
negative consequence of manipulating results” (C203). In practice, the policy had a significant impact on 
the data quality (C104 and C302). The health administrator (A301 from the provincial health bureau) had 
a different viewpoint: “currently, as for the HIV/AIDS epidemic data collection, indeed there is no 
intervening in our work, basically it (data) is reliable, no concealment.”  
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High-level management support was recognized as “a strong power that can veto by just a couple of words” 
(A101 from the county health bureau). The more the emphasis on data quality placed by upper management, 
the more time would be invested by data collectors towards data quality and vice versa (C102). “No site 
auditing, no proper work” (H303). However, the more the layers between the high-level management and 
the frontline data collection organization, the more difficult it is for the organization to execute the data 
collection process (C104). 
The CDCs were considered by H201, a clinician in a secondary hospital, as “supportive” high-level 
management. The CDCs were also expected to be of help and to understand “why, what and how” about 
data collection. H301, a data registrar in a tertiary hospital, suggested that the local CDC should “clarify 
the work-flow in hospital and do not just require us doing this and doing that without distinction.” 
4.3.3.6 Collaboration among parallel organizations 
Collaboration among parallel organizations was a third newly added subcomponent, with 82% (23/28) 
practitioners agreeing. A total of 14 interview codes were related to collaboration this subcomponent, which 
may contribute to HIV/AIDS data collection, for example, through hospitals and CDCs. furthermore, 3 
indicators, including 2 facilitators and 1 barrier, were added to the 4D framework to measure collaboration 
among parallel organizations.  
It was found that sometimes the quality of the data collected by the collaborated organizations may have 
inferior quality than those collected by the CDCs, if without staff in charge. Therefore, if data to be collected 
were provided by a collaborating organization, C403 suggested a coordinated AIDS committee will 
contribute to high quality of data collection. He stressed, “If the parallel organizations with dependency in 
data do not have a right attitude toward data collection, or conduct data collection in a reckless manner, 
then the data to be collected would be worse (in quality) and useless.” 
A public health professional (C203) working at a city level CDC stated the parallel organization ‘should 
not use vicious competition and negative approaches to intervene with public health data collection and 
organizations. They should cooperate, coordinate and facilitate.’ 
4.3.4 Data collection personnel 
The component data collection personnel included 4 essential subcomponents: perception of data 
collection, skills and competence, communication, and staffing patterns. Of the 302 interview codes, 77 
(25.5%) supported 20 of the 29 original indicators of the data collection personnel in the preliminary 
framework. Six new indicators emerged, and 4 were merged further. There were 22 indicators, including 
17 facilitators and 5 barriers for measuring data collection personnel. 
4.3.4.1 Perception of data collection 
All 28 practitioners agreed that data collectors’ perception of data collection is an important subcomponent 
determining the quality of the CRIMS data collection process. Of the 6 original indicators, 4 were supported 
by the interview transcripts, 1 was deleted because of a lack of evidence, and the other was merged with 2 
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newly added indicators. Six indicators, including 3 facilitators and 3 barriers, were finalized to measure the 
perception of data collection. 
From some practitioners’ perspectives (C102, C103, H306, H202, and H203), the CRIMS data collection 
process would not be as complicated if the data collection personnel were aware of its importance, which 
would also lead to better data quality. As H203 said: 
It is a matter of how serious they (doctors) are definitely. Because this (data collection) is a 
very simple and easy job. If you pay attention to it, you can do it well. [H203] 
H202 and H203, 2 public health data registrars working in a secondary hospital, agreed that the priority 
given by clinicians and managers in the hospital could significantly improve the quality of the data 
collection process and thus data quality:  
It is an issue of whether the doctors and management value it (data collection). If the 
management values data collection, doctors will also value the activity. [H203] 
It was suggested that the perception of data collection should not only be measured by receptibility to data 
collection but also by 2 new indicators, including commitment of the data collection personnel for data 
collection and their attitude to integrity (C103, C201, C203, C302, and H203). The manifestation of good 
attitude may be “data were consistent between the paper-based and the electronic records of the CRIMS” 
(C103). The fabrication of data or negligence is often caused by poor attitude rather than incompetence or 
lacking training for data collection. Burnout demotivates data collection personnel to treat the job as their 
job responsibility. C106, a public health professional who had 8 years of work experience at a county CDC 
for HIV/AIDS prevention and control, suggested that burnout may appear after working on the same job 
for a long period. “Now nobody values much about this job, so not many are willing to do it, including me” 
(C106).  
4.3.4.2 Skills and competence 
All 28 practitioners agreed that data collection skills and work competence were important for data 
collection personnel. Five indicators, all facilitators, were recommended for measuring the subcomponent 
skills and competence. This subcomponent was a must-have capability for frontline data collectors (C202), 
which is more important than the data collector’s education level (C201, C102, and C103):  
If they [with high education degree] do not have adequate work experience, if they do not 
have work skills, they cannot find the solution to the problem. [C201] 
Besides the skills for data quality check, the subcomponent skills and competence includes an accurate 
understanding of the objective of data collection, contextual knowledge, and the definition of data items 
(C102, C103, C106, and H102). Data collection personnel should be able to make a rational judgement 
about the reliability of a data source and ensure data accuracy and completeness (C302, C202, C203, C104, 
C105, C106, A101, and H302). Communication, organization, coordination, and writing skills were also 
desired skill sets recommended by practitioners for a competence-based framework (A101, C302, C201, 
C102, H302, and H305).  
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The data collection personnel should be professional and receive training in data collection. Interns were 
not considered qualified for data collection and reporting. H302, a clinician from a tertiary hospital, 
suggested that work competence means being mature and experienced, which is not what an apprentice is 
up to. H301 and H306 reported that the interns in tertiary hospitals were asked to fill in the data collection 
forms for busy clinicians.  
4.3.4.3 Communication 
Although communication was not listed in the item weight table, a lack of good communication among 
data collectors, as described in the preliminary 4D component framework with 5 facilitative indicators, was 
verified by the practitioners, particularly those who need to directly interact with health clients in routine 
work (H302, H305, H201, and C106).  
H201, an HIV/AIDS specialist, felt embarrassed in detecting transmission routes through conversation with 
AIDS patients. She thought that transmission routes were a private issue, especially for young men. If the 
data to be collected do not affect treatment, then data quality can be compromised in the interest of 
preserving the privacy and dignity of patients: 
All in all, it (knowing whichever transmission route) does not affect treatment. Through 
conversation with them, I feel these patients are worried about we, doctors, are 
discriminating against them. This is the major concern. So, collecting this type of data 
(transmission route) is neglected in my job. [H201] 
C106, a county CDC professional, felt that it was difficult to communicate with AIDS patients during 
follow-up:  
Sometimes, I do not even know how to communicate with them. Like meeting someone new, 
I am not sure what kind of psychological characteristics the person has. Basically, I feel 
them difficult to deal with. I do not even know how to talk to them. Sometimes it is fine; this 
feeling has always been there. [C106] 
 She also felt that she was not getting adequate support from her colleagues in a routine job:  
Having been in this job so long, it is embarrassing to ask others certain problems you 
encounter. You can only formulate solutions by yourself. You find it difficult to ask others. 
Better do it yourself. [C106] 
4.3.4.4 Staffing patterns 
Although the staffing pattern was not in the item weight table, it was mentioned by 11 practitioners. A total 
of 18 interview codes supported 6 of the 7 original indicators, including 4 facilitators and 2 barriers. 
Practitioners frequently mentioned a lack of an adequate number of competent public health professionals:  
There are only two staff members assigned to work at the front line of HIV/AIDS 
control by the Department of AIDS. These two staff members have to collect all 
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data, they are under enormous pressure, this indicates the staffing level is 
inadequate. [C103] 
I feel the most challenging is staffing level. Lots of work needs people to do.  It does not 
mean there is no staff to do the work but almost everyone has several parallel lines of work 
happening at a given time. Like us, old employees, are all part time in regard to data 
collection. [C107] 
In C107’s workplace, employment of contractors was a major approach to fill the vacancy, but it was not 
favoured by local public health professionals because of high turnover. The professionals even refused to 
train the contractors because they were worried that their efforts would be wasted if the contractors quit the 
job soon after the training was completed. 
Experienced staff and female staff were considered (by C302, C201, C101, C106 and H302) to be the 
optimal personnel for collecting quality data, rather than young practitioners, because of their experience 
in interacting with and establishing rapport with AIDS patients. Four practitioners (C302, C105, C106, and 
H305) suggested that education level, training, experience, personality, and value could affect work 
competency and thus, the quality of data collection.  
The health administrator from the national Ministry of Health (A401) suggested a need to increase the 
recruitment of frontline data collectors to cope with the increased workload in HIV/AIDS prevention and 
control. 
4.3.5 Data collection system 
The component data collection system includes 4 subcomponents: functions of the system, integration of 
different information systems, technical support, and devices for data collection. A total of 51 codes for 
this component were identified, which supported 67% (18/27) of the original indicators about the data 
collection system in the preliminary framework and generated 9 new indicators. After comparison, 11 
original indicators were further merged. A total of 16 indicators, including 10 facilitators and 6 barriers, 
were developed to measure the component data collection system (Appendix B Table B1).  
4.3.5.1 Functions of the data collection system 
A total of 17 interview codes were related to the subcomponent functions of the data collection system. 
They supported 8 original indicators of this subcomponent. Two new indicators emerged, and 5 original 
indicators were merged. A total of 5 indicators, including 3 facilitators and 1barrier, were finalized to 
measure the subcomponent functions of the data collection system.  
The practitioners agreed that he functions of the CRIMS should facilitate the visualization of routinely 
collected data. The CRIMS system should be humane, convenient, and error-free for data collection. For 
example, the system should remind data collectors wherever logic errors or incompleteness appears in data 
entry. In H304’s words, “Machine can do something for human beings.” 
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In recognition of the effect of smart chart and drop-down menus, some practitioners (C202, H302, and 
H305) suggested that the CRIMS should provide a user-friendly interface, allowing clinicians to add 
descriptive free text data; visualize data; and search by keywords, such as symptoms of a disease. The 
system should have convenient or automatic functions, such as iPhone’s one-click for all end users and 
should eliminate tedious extra work. The hospital practitioners were not satisfied with the CRIMS menu 
allowing limited details. It was inconvenient and difficult for H303 to add additional text data.  
Some definitions are too narrow. For example, loss for follow-up could have a variety of 
reasons in reality, but we could not enter these data. Another example is the patient 
background. They may have lots of opportunistic infections without clinical symptoms; 
however, there are not enough options provided by the system to capture all situations. 
[H303] 
An information system without adequate functions may impair data quality. C301 spent nearly fifteen 
minutes, one-third of her interview time, to elaborate on this topic according to her work experience. 
Ascertain definitions of data items in the system were not in accordance with those of the data collectors, 
which may lead to missing data or inaccurate data collection.  
4.3.5.2 Integration of different information systems 
The interview transcripts supported 4 of the 7 original indicators that discussed the integration of different 
information systems. Four indicators, 2 facilitators and 2 barriers, were clarified for measuring this 
subcomponent.  
Although the item “integration of different information systems” was not in the weighting table, the 
negative effects caused by the lack of integration of data across information systems were emphasized by 
practitioners from hospitals (H302, H303, H304, H305, and H201). Hospital information systems are 
internal systems without connection to external systems via the internet. Access to the CRIMS was only 
available on a few authorized computers in hospitals via internet connectivity. Clinicians could not read 
any information from the CRIMS beyond their hospital. Repetition in reporting often happened, causing a 
wasted job that could lead to clinicians’ reporting cards being “thrown into a rubbish bin” (H305). 
Therefore, it is a common sentiment that appropriate integration of the CRIMS with hospital information 
systems is needed.  
In addition, 6 practitioners raised the importance of comprehensive data storage in the CRIMS information 
system (A101, A401, C106, H302, H303, and H305). They suggested the system should include all work 
functions and topics, and cover all geographic regions from village, county, city to the province and national 
levels. From the national health administrator’s perspective (A401), the CRIMS should be such a system:  
From the perspective of a specific case reporting system, I think, it is a very comprehensive 
system; maybe no other disease reporting system can be as comprehensive as it is. The 
AIDS (CRIMS) should be the most comprehensive one. [A401] 
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4.3.5.3 Technical support 
A total of 12 codes identified from the transcripts discussed technical support. Two new indicators emerged 
and supported the original indicators in the preliminary framework. Three indicators, 2 facilitators and 1 
barrier, were finalized for measuring this subcomponent.  
Practitioners (C302, C202, C104, C105, and H101) stated that insufficient technical support could inhibit 
the quality of the CRIMS data collection process. They emphasized that technical support should also be 
available for data entry. Technical support differed from training. It should be available before and during 
data collection. Practitioners from the county CDCs (C104 and C105) recommended that technical support 
for data entry should include a multimedia-supported electronic network that stores frequently asked 
questions, allows end users to share experiences, and provides help to use the system. It should offer access 
to higher level support such as that from the national institutions. Technical support must be comprehensive, 
problem-focused, and formal.  
Technical support became exceptionally critical for a data collection task assigned by high-level authority 
without training. Given that data collection tasks were often directly deployed by the high-level authority 
through issuing an official notification (C104), A101 believed a competent team leader could play a role in 
offering technical support. 
4.3.5.4  Devices for data collection 
Of the 5 original indicators about devices for data collection, 4 were supported and the other was merged. 
A new indicator emerged and was added. Four indicators, 2 facilitators and 2 barriers, were finalized to 
measure the subcomponent. The compatibility of the devices used for data collection with the CRIMS data 
collection system was a major concern.  
The practitioners suggested that data collection devices should be of good quality (C106, C104, C102, and 
H101), reliable, fast, and fit for surfing the internet and should neither crash nor break down (C302 and 
C304). Prompts, such as “the system is under maintenance” (C102), were not welcomed by practitioners. 
They expected that the devices could help them perform their data work even at the peak time of data entry. 
It should be free from traffic jam (H306, H305, C203, and C102). Regarding data backup and security, the 
CRIMS has specific policies requesting the duration of data storage and the frequency of data backup to 
mitigate the risk of data loss (H306).  
4.4 Discussion 
4.4.1 Principal findings 
This study used the expert elicitation research method to verify a preliminary 4D component framework 
for measuring the quality of the PHIS data collection process in the context of the Chinese HIV/AIDS 
information management system, the CRIMS.  
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The 28 public health data management experts for the CRIMS, with varied work experience and roles in 
their organizations, provided insightful inputs to issues related to the quality of the data collection process. 
They agreed with the 4 main components derived from the literature [165]. They ranked and commented 
on the importance of the original subcomponents based on their perceptions of the CRIMS data collection 
process. The 302 codes identified from the interview transcripts supported 75.2% (112/149) of the original 
indicators. These results provided the basis for a validated 4D component framework that fits well with the 
preliminary framework.  
The validated 4D component framework was an improvement on the preliminary version. New items were 
identified in the expert elicitation process and added to the subcomponents of the data collection 
environment. These were organizational policy, high-level management support, and collaboration with 
parallel organizations. A total of 46 new indicators were generated and integrated into the framework, 
showing a wide range of characteristics elicited from the specific research context. 
The original indicator statements were further simplified, merged, or deleted based on the 3 data analysis 
scenarios. The number of indicators in the framework finally decreased from 149 to 116.  
There were changes within the framework in the proportions of the indicators for the 4 main components. 
The proportion of the indicators of the data collection environment increased from 13.4% to 31.9%, that 
for data collection management decreased from 49.0% to 35.3%, and that for the data collection system 
decreased from 18.1% to 13.8%. There was no change in the proportion for data collection personnel (19%). 
The factors that affect the quality of the data collection process are multi-faceted from the practitioners’ 
perspective. 
4.4.2 Lessons learned 
The detailed feedback from the participants provided deep insights into many issues related to the quality 
of the data collection process and matters that require ongoing negotiation and development to improve it.  
Under data collection management, the methods and protocols with the third ranking among all 
subcomponents need to be well developed, uniform and implemented. Responses on quality assurance 
emphasized the importance and challenges of this area. In some cases, data collection protocols and quality 
assurance procedures were developed and issued by high-level management in public health, but frontline 
personnel were not involved. This might make the data collection protocol and methods not operable or 
unfeasible in the field. Strategies to improve data collection management should include the involvement 
of frontline public health data collectors, especially those in hospitals, in the design phase of data collection 
protocols and quality assurance procedures [126].   
A friendly data collection environment is an indispensable component for a high-quality public health data 
collection process. Participants ranked leadership and training as the two most important items for this 
component. This is consistent with and corroborated by the International Standardization Organization’s 
recommendation that the top management should “demonstrate leadership and commitment with respect to 
the quality management system” [37].  
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Various identified organizational issues complemented the subcomponent spectrum for the data collection 
environment. This included avoidance of data collection intruding unduly on health facilities’ operation, 
such as routine health services in hospitals. This also included the adequacy of communication between 
different organizations, such as health administration and hospitals, and CDCs and hospitals, and between 
data collection staff and their superiors. Financial and logistical support for the data collection process 
appeared to be a major issue, as is the case for health care organizations in many countries [98, 126, 170, 
171]. If the level of support is inadequate, or not suitably administered, data quality will deteriorate.   
On the data collection personnel component, all practitioners agreed on the importance of work attitude, 
competence, and data audit skills. There was some variation in opinion regarding the difficulty of the data 
collection process. The priority placed by the management in a hospital that performs the data collection 
process can significantly affect performance [172]. The fabrication of data or negligence indicated a poor 
attitude, requiring action by managers and supervisors. Burnout exhibited by staff might appear after long-
term work in data collection and would require remediation, especially in hospitals [172].  
Work competence was considered as a must-have capability for frontline data collectors. In addition to data 
quality audit skills, there should be an understanding of the objective of data collection, and the definition 
of data items. Increasing the number of competent staff would, in principle, help improve the data collection 
quality, though a practical difficulty has been a high turnover of recruited contract staff following training 
[170].  
The fourth component, the data collection system, is an area that is influenced by the continuing changes 
in the performance and availability of ICTs [173]. Functions in the system should facilitate the visualization 
of routinely collected data. The system should be humane on those who operate it, and be convenient and 
error-free for data collection [173]. An inappropriate function in the system may impair data quality. For 
example, if the definition of data items in the system does not reflect the reality of the work undertaken, the 
results will be unconvincing.  
As identified in the preliminary 4D component framework, insufficient technical support inhibits the quality 
of the PHIS data collection process [165]. Additional features suggested by participants included storage 
of frequently asked questions and shared experiences, help for staff using the system, and access to higher 
level support such as that from national institutions. They also saw a need for the integration of the data 
collection system with other information systems because disconnection may result in repetitive reporting 
and inappropriate use of resources [8, 171].  
A study contribution is that, for the first time, we confirmed that the 4D components provide a picture of 
the structure and operation of the HIV/AIDS data collection process in China. The findings suggested that 
the Chinese HIV/AIDS information management practice provided an effective validation case and 
enriched the field of the quality of the PHIS data collection process. Three new subcomponents— 
organizational policy, high-level management support, and collaboration among parallel organizations— 
were considered to influence the quality of China’s public health data collection process. This provided 
evidence to clarify the effect of the data collection environment on the quality of the CRIMS data collection 
process. The 4D framework also advocates the involvement of relevant stakeholders in data quality 
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management. This provides an example to suggest the potential of using this framework for root cause 
analysis to investigate and identify the real factors behind poor data quality. 
Although this study provides useful inputs to management decisions within the CRIMS and to negotiations 
with other parties on resources and requirements, it is reasonable to believe that the framework is also 
applicable to other settings, such as emerging infectious diseases surveillance [174], general health care, 
education, and criminal justice.  
4.4.3 Comparison with prior work 
The context of the investigation was the Chinese HIV/AIDS program. However, many of the issues 
identified in the 2 sources of validation, the CRIMS and China, are also echoed in other health care systems. 
Inadequate staff training for data collection and limited support were also reported in birth registration in 
the United States [145] and in antiretroviral treatment for HIV infection in South Africa [138]. Poor 
communication across the health care sector and between providers was found in Aboriginal cardiac 
rehabilitation in Australia [131]. A lack of data linkage and sharing in electronic immunization data 
collection systems was described in Canada [118]. Job fatigue was found in general practitioners in 
European countries [172]. Regarding the transferability or generalizability embedded in the findings, this 
validation study has achieved design validity via a well-organized and executed research process [20].  
 As there are few extant public health frameworks focusing on the quality of the data collection process, 
therefore, there is a genuine contribution that this research has made to fill a critical gap on this topic. The 
successful abstraction of the 4D framework components, subcomponents and indicator statements 
demonstrates the need for qualitative research in a problem domain without known measurement methods. 
Therefore, this research has taken the right method and approach given the novelty of the research topic, 
despite its importance in ensuring public health data quality. 
4.4.4 Limitations 
A potential limitation of this study is that a relatively small sample of experts participated in the interview 
which may be small for statistical probabilistic generalizability. The control strategy was to use the 
theoretical sampling method, including all levels and types of participating organizations, personnel roles, 
and experts in the CRIMS system. This eventually brought data saturation for qualitative enquiry and 
provided comprehensive views of the HIV/AIDS data collection process in China. Given that the purpose 
of this study was to use a qualitative method to validate a preliminary conceptual framework, we have 
achieved our aim.  
Although the number of indicators was reduced from 149 to 116, these indicators need further item 
reduction for ease of use in large-scale public health settings. This can be achieved by conducting 
quantitative questionnaire surveys with public health data management personnel at all levels. This will 
improve the validity of the 4D component framework and allow the reduction of measurement items to a 
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manageable level.  
4.5 Conclusion 
This qualitative study validated 4D components for the quality of the PHIS data collection process in the 
context of the Chinese HIV/AIDS information management systems, the CRIMS. The findings demonstrate 
that data collection management, data collection environment, data collection personnel, and data collection 
system are key components that determine the quality of the Chinese HIV/AIDS data collection process. 
The 4D component framework was further modified into a new pool containing 16 subcomponents and 116 
indicators. They can be further tested and judged by practitioners and researchers in future public health 




Chapter 5  Application of a four-dimensional framework 
to evaluate the quality of HIV/AIDS data collection process 
in China 
Foreword 
The previous chapter qualitatively validated the 4D framework for measuring the quality of the PHIS data 
collection process. This chapter applies the 4D framework to evaluate the quality of the CRIMS data 
collection process with field observations in 6 hospitals and interviews with 28 public health professionals 
who work in CRIMS data management. 
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Objective: To qualitatively evaluate the quality of the data collection process used by the Chinese national 
HIV/AIDS data repository (CRIMS), using a four-dimensional (4D) framework. The process is vital for 
the acquisition of high-quality data for ending the HIV/AIDS epidemic in China.  
Methods: The study was carried out in China from September 2014 to April 2015. Stratified convenient 
sampling was conducted to recruit 28 study participants including health administrators, public health 
professionals and clinicians. Data were collected through semi-structured interviews with the participants 
and from field observations in six hospitals. Content analysis was conducted following the 4D framework.  
Results: 61 percent of the facilitators and 74 percent of the barriers of the 4D framework were identified 
in the CRIMS data collection process. The CRIMS achieved better-quality data collection management. 
The perceived gaps primarily included: an impractical data collection protocol and invalid quality 
assessment mechanism for the data collection management; weak leadership and unsupportive 
organizational policy for the data collection environment; poor communication and job fatigue for data 
collection personnel; and inflexibility and inaccessibility of the data collection system. Areas for 
improvement included: engaging frontline staff in the design of data collection protocol, standardizing 
quality assurance procedures, strengthening leadership, recognizing data collectors’ contributions, and 
meeting end-users’ needs for the CRIMS.  
Conclusion: The findings generated knowledge about the quality of the CRIMS data collection process. 
The 4D framework has potential as an evaluation tool for decision-makers on the improvement of the public 
health data collection process. 
Key words: data quality, data collection process, HIV/AIDS information management system, China, 4D 
Framework 
5.1 Introduction 
Data are vital for public health program decision making and intervention, for example in prevention and 
control of the epidemic of human immunodeficiency virus (HIV) and acquired immune deficiency 
syndrome (AIDS) [5, 175, 176]. To achieve the goal of ending the HIVAIDS epidemic by 2030, the Joint 
United Nations Programme on HIV/AIDS (UNAIDS) recommends that member countries  collect, analyse 
and disseminate high-quality HIV/AIDS data [6]. Since the HIV/AIDS data are captured in national public 
health information systems (PHISs) [7, 8], the quality of the PHIS data collection process is vital for 
acquisition of high-quality HIV/AIDS data.  
The HIV/AIDS epidemic has remained a critical public health challenge in China [3-5]. By October 2019, 
about 958,000 persons were recorded living with HIV/AIDS (PLWHA) nationwide. The 2018 national 
HIV/AIDS epidemic estimation results indicate the actual number of PLWHA ranged from 1.1 to 1.4 
million by the end of 2018 and will keep growing in the near future [4, 47]. The Chinese HIV/AIDS 
Comprehensive Response Information Management System (CRIMS) is a national repository of data for 
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HIV/AIDS ‘project planning, budgeting, implementation, monitoring and evaluation’ [7]. The CRIMS data 
collection process needs to be of high quality to meet the information needs of the decision-makers on 
HIV/AIDS prevention and control.  
The CRIMS commenced officially in 2008 as a sub-system of the China Information System for Disease 
Control and Prevention, which is a large-scale web-based disease surveillance system [3, 8]. A variety of 
electronic reporting forms have been developed for data collection and entry into the CRIMS by the Chinese 
Centre for Disease Control and Prevention (China CDC) [7, 8, 177]. The data sources for these forms 
primarily include case reporting and management, healthcare services for PLWHA, intervention services 
on high-risk groups, and national HIV/AIDS prevention and control program management [8, 178]. The 
major data producers and collectors for the system are the county CDCs and hospitals that provide public 
health services and interventions to the target groups [178].  
In the last decade, a data-driven performance assessment scheme has been established to assess the data 
quality of the CRIMS [8, 9]. Implementation of the scheme has led to an improvement in quality of the 
reporting data in the system [9, 10]. However, certain reporting data, e.g., case demographics, case follow-
up, and intervention delivery, were still inaccurate, incomplete, missing, delayed, under-reported or leaking 
[11-14]. The national data quality assessment of intervention in a population at high risk for HIV/AIDS 
between 2014 and 2018 suggested that 79.4% (70.5%-98.3%) of the data recorded in the CRIMS and in 
paper records were consistent. However, in 2018 four types of consistency rates dropped to 85.3%, 91.0%, 
78.8%, 70.5%, respectively, all ranking lowest within the five-year span [15, 16]. A literature review of the 
CRIMS data management studies in peer reviewed Chinese and English electronic databases showed that 
61% (37/61) of the studies focused on assessing quality of data that had been stored in the CRIMS [10]. 
The other studies focused on development and management of the information system or the influential 
factors on data collectors. Few studies identified or provided evidence on where, when, and how data quality 
problems occur, the causes of poor data quality, or what strategies can be implemented to improve data 
quality. As data quality problems often occur in the data collection process [15, 16, 32, 33], there is an 
urgent need to understand the factors influencing performance of the data collection process so as to 
generate insights on data quality management for the CRIMS. 
To date, the quality of the PHIS data collection process is an under-researched area [31]. Our previous study 
identified that several PHIS data quality assessment methods were focused on the data collection 
procedures, i.e., data recording, storage and audits, and the functions of the PHIS system that facilitate or 
hinder data collection [29, 31, 59]. Little attention had been given to the effect of the contextual factors 
(organizational, personnel or environmental) on the quality of the data collection process [31]. To address 
this knowledge gap, we have constructed a unique four-dimensional (4D) framework based on a systematic 
literature review of the topic from the international literature [165]. Unlike other data quality frameworks 
issued by public health institutions such as the United States CDC’s Guidelines for Evaluating Public 
Health Surveillance Systems and the CIHI Data Quality Framework [29, 32, 59], the 4D framework is 
specifically focused on assessing the PHIS data collection process.  
An expert elicitation study to validate the structure of the 4D framework confirmed that it should cover four 
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dimensions (data collection management, data collection environment, data collection personnel, and data 
collection system) [179]. These dimensions comprised 16 subcomponents and 116 indicators including 82 
facilitators and 34 barriers (Figure 5-1). By providing guidance to practitioners to harness the facilitators 
and to address the barriers, the 4D framework can be a promising quality improvement model to strengthen 
the management of public health data collection process. 
In this study we applied the 4D framework to assess the quality of the CRIMS data collection process. We 
aimed to identify the gaps in the process and suggest improvement strategies for the HIV/AIDS data 
collection in China. 
 
Figure 5-1 The 4D framework of quality of the public health information system data collection 
process 
5.2 Material and methods 
5.2.1 Study design and procedure 
We carried out a qualitative research study in China from September 2014 to April 2015. A semi-structured 
interview guide was developed to focus on identification of what, where, when and how data quality 
problems occur in the CRIMS data collection process. The interview guide covered the perceptions, 
cognition, and experiences of the study participants about the HIV/AIDS data collection and quality 
management. The questions included ‘What is your experience with the HIV/AIDS data collection process?’ 
‘What is the quality of the CRIMS data collection?’ and ‘What are the factors that affect the quality of the 
CRIMS data collection process? Can you explain in detail?’ 
The interview guide was pilot tested in China among ten public health professionals to obtain their approval 
for the instrument validity. We selected 19 organizations as study sites using a stratified convenient 
sampling method. These organizations represented all administrative levels of the CRIMS including CDCs, 
health administration (except city level), and hospitals (Table 5-1). Eligible participants were selected from 
the organizations. The inclusion criteria were persons who were involved in HIV/AIDS data management 
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including data collection or entry, data analysis, data audit, or data use.  
Health administrators and CDC professionals participated at the invitation of author HC while clinicians 
were recommended by the managers to HC in her visits to hospitals. An interview was only started after 
written consent was acquired from the interviewee. In total, thirty eligible participants were recruited; 28 
of them finished interviews. The other two (both county CDC staff) withdrew due to time constraints. 
To avoid interviewing employees at the workplace might make them uncomfortable to voice their opinions 
[30], author HC interviewed health administrators and CDC professionals via internet voice call after work.  
She conducted face-to-face interviews with the clinicians at a private room in the hospital. The duration of 
the interview was between 25 and 90 minutes. Interviews were concluded once information saturation was 
reached. Field observation of the HIV/AIDS data collection process was also conducted in six hospitals. 
HC observed the data collection activities, including filling in the reporting cards, collecting cards and data 
entry and examined documents related to data collection administration. During the observation, 
conversation to clarify relevant activities was made with the interviewee and notes were taken. Finally, the 
research data collected included audio recordings of the interviews and field notes taken in visits to the 
hospital.  
Table 5-1 Characteristics of the participants 
Characteristics Health bureau (total = 3) CDC (total = 15) 
Hospital (total = 
10) 
Total = 28 
Coding letter A C H   
Level of organization 
(coding digit) 
        
National (4) 1 1   2 
Provincial (3) 1 4 Tertiary (3): 6 11 
City (2) - 3 Secondary (2): 3 6 
County (1) 1 7 Primary (1): 1 9 
Gender         
Female - 9 7 16 
Male 3 6 3 12 
Age group         
≤30 - 4 1 5 
≤40 1 7 7 14 
≤50 2 3 2 8 
above 50 - 1 - 1 
Education         
Bachelor 12 8 1 21 
Master 3 2 1 6 
PhD     1 1 
Years of work 
experience (mean, 
standard deviation) 
        
Public health/health 
services 
21, 1 12, 7 8, 4 12, 7 
AIDS prevention and 
care 
12, 4 7, 3 5, 3 7, 4 
Profession         
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Public health - 12 2 14 
Clinician - 1 4 5 
Nurse - - 3 3 
Laboratory technician - 2 1 3 
Public service 3 - - 3 
Level of profession         
Junior - - 2 2 
Middle 3 13 7 23 
Senior - 2 1 3 
Position         
Managerial 2 7 5 14 
Staff member 1 8 5 14 
Role (multiple choices) 
* 
        
Data collection - 10 5 15 
Data entry - 14 8 22 
Data analysis - 16 - 16 
Data assurance 1 14 6 21 
Data use 3 15 1 19 
Note. * A participant can undertake multiple roles in CRIMS management.  
5.2.2 Data analysis 
All the interviews were transcribed verbatim. Transcripts were sent to the interviewees for validation before 
being used in data analysis. Back translation was performed. Three bilingual authors, HC, PY and TC 
reviewed all the interview transcripts. The 4D framework was used to guide data abstraction and content 
analysis [22, 165]. Data analysis was conducted in four steps.  
Step 1. Open coding. After familiarising herself with a transcript, HC conducted open coding of the 
transcript and recorded the codes in an Excel spreadsheet. As the classification of data was conducted 
manually, potential uncertainty was addressed through thoroughly reading through the entire transcript to 
understand the context, the focused topic and the logic flow from sentence to sentence. Field observation 
notes were coded along with the extracted codes.  
Step 2. Reviewing the codes and grouping them into the indicator statements in the 4D framework. Three 
researchers reviewed the codes to ensure their accuracy and completeness. Then they grouped all the codes 
into the relevant indicator statements in the 4D framework. 
Step 3. Iterative analysis and comparison of the narratives with the indicator statements in the 4D 
framework to achieve theoretical saturation. All the codes and the original narratives were constantly 
compared, and themes emerged. Each comparison result was also judged and recorded as ‘yes’ or ‘no’ 
respectively. ‘Yes’ means the compared indicator statement was confirmed in the CRIMS data collection 
process as reflected in either interview transcripts or field observations. ‘No’ means the compared indicator 
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was not confirmed as reflected in either interview transcripts or field observations.  
Step 4. The results of analysis, including themes and indicator statements, were reviewed by all the research 
team members to ensure accuracy and completeness of content analysis. Guided by the 4D framework, the 
suggested facilitative factors served as improvement strategies to fill in the gaps for quality improvement.  
5.3 Results 
5.3.1 Quality of the CRIMS data collection process 
Of the 116 indicator statements in the 4D framework, 75 (65%) were identified in this research. Of these, 
50 were facilitators (accounting for 61% of the 82 facilitators) and 25 were barriers (74% of the 34 barriers) 
(Table 5-2).  
The proportion of facilitators confirmed for Data Collection Environment was low at 37% (10/27); with the 
other dimensions the proportions identified were 68% (19/28) for Data Collection Management, 94% 
(12/17) for Data Collection Personnel and 90% (9/10) for Data Collection System. The proportion of 
barriers confirmed was low for Data Collection Management (54%, 7/13), and high for Data Collection 
Environment (90%, 9/10), Data Collection Personnel (80%, 4/5) and Data Collection System (83%, 5/6). 
Table 5-2 Overview of quality of CRIMS data collection process mapping to the 4D framework 
Dimension  
(No. of indicators (facilitators, barriers)) 
Number observed Number not 
observed 
Data Collection Management (41 (28, 13)) 26 (19, 7) 15 (9, 6) 
Data collection protocol (23 (16, 7)) 17 (13, 4) 6 (3, 3) 
Quality assurance (18 (12, 6)) 9 (6, 3) 9 (6, 3) 
Data Collection Environment (37 (27, 10)) 19 (10, 9) 18 (17, 1) 
Leadership (9 (7, 2)) 6 (4, 2) 3 (3, 0) 
Training (7 (6, 1)) 3 (3, 0) 4 (3, 1) 
Funding (6 (5, 1)) 2 (1, 1) 4 (4, 0) 
Organizational policy (7 (3, 4)) 4 (0, 4) 3 (3, 0) 
High-level management support (5 (4, 1)) 1 (0, 1) 4 (4, 0) 
Collaboration among parallel organizations (3 (2, 1)) 3 (2, 1) 0 (0, 0) 
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Data Collection Personnel (22 (17, 5)) 16 (12, 4) 6 (5, 1) 
Perception of data collection (6 (3, 3)) 5 (3, 2) 1 (0, 1) 
Skill/competence (5 (5, 0)) 4 (4, 0) 1 (1, 0) 
Communication (5 (5, 0)) 2 (2, 0) 3 (3, 0) 
Staffing pattern (6 (4, 2)) 5 (3, 2) 1 (1, 0) 
Data Collection System (16 (10, 6)) 14 (9, 5) 2 (1, 1) 
Functions of the system (5 (4, 1)) 4 (3, 1) 1 (1, 0) 
Integration of different systems (4 (2, 2)) 4 (2, 2) 0 (0, 0) 
Technical support (3 (2, 1)) 3 (2, 1) 0 (0, 0) 
Devices for data collection (4 (2, 2)) 3 (2, 1) 1 (0, 1) 
Total                                            116 (82, 34) 75 (50, 25) 41 (32, 9) 
Eleven participants evaluated the quality of the CRIMS data in their responses to a question on rating this 
by giving marks out of ten. Three health administrators gave an average score of 8.5. The national health 
administrator (A401) said, ‘I scored 8 based on completeness and accuracy. Regarding data collection 
process, the CRIMS is complete. My concern is integrity of data. Possibly influenced by performance 
assessment or other factors, the original data collected at the frontline may not be accurate.’ The provincial 
health administrator (A301) said, ‘I am not confined by precision. As decision makers, we are focused on 
the broad and big picture. I gave it a score of 9, which is fine because the CRIMS data are absolutely useful 
to me.’  
Six county level CDC professionals gave the CRIMS data quality an average score of 8.2. A county CDC 
manager (C103) said, ‘I personally think the national investment in interventions is inadequate in 
comparison with its significant value for public health. The amount of work is a ‘pyramid’ (heavy at 
frontline), but the staffing level is a reverse shaped pyramid (few personnel at frontline). We only have the 
capacity to handle routine work. Data quality really needs improvement. I would give the system a score 
of 7 at county level, which is reasonable to me.’  
The participants were confident about the quality of data they collected except two from a tertiary hospital 
in scoring the anti-retroviral treatment data they collected. One of these, a clinician (H301), said ‘I gave the 
quality of AIDS data a score of 6, which is much lower than that of hospital data I collected. The reason is 
I do not have time to dig data from patients.’ The other, a data registrar (H302), said ‘If evaluating purely 
from the source data perspective, I would give it a score of zero. For whatever reason to change the 
treatment regimen, I just filled in treatment altered in accordance with requirement.’ 
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5.3.2 The perceived gaps for HIV/AIDS data collection in China and proposed 
improvement strategies to address these gaps 
The perceived gaps for AIDS data collection and suggested improvement strategies to address these were 
grouped into the 4D framework (Table 5-3). The illustrative quotes from study participants are presented 
in Table 5-4.  
The perceived gaps in the CRIMS mapping with the 4D framework primarily included: (1) an impractical 
data collection protocol and invalid data quality assessment mechanism for data collection management; 
(2) weak leadership and unsupportive organizational policy for data collection environment; (3) poor 
communication and job fatigue for data collection personnel; and (4) inflexibility and inaccessibility for 
clinical end-users for data collection system.  
Improvement strategies suggested by the interviewees to fill the gaps included: (1) engagement of frontline 
public health professionals in the design of the data collection protocol, and standardised quality assurance 
procedure; (2) strengthening leadership, high-level management, on-going training and technical support; 
(3) enhancement of recognition and reward of data collectors’ contributions and effort; and (4) meeting 
clinical end-users’ needs for integrated data collection systems. 
Table 5-3 The perceived gaps for HIV/AIDS data collection and strategies to address these 
Main gaps Suggested improvement strategies 
Data collection management 
 
 Impractical data collection protocol ✓ Engaging frontline public health professionals in 
the design of data collection protocol 
 
✓ Continuous improvement of the data collection 
protocol 
 Invalid data quality assessment 
mechanism 
✓ Designated unit or full-time, experienced 
personnel to conduct on-site audits 
 
✓ Timely feedback with clear punishment and 
reward scheme 
Data collection environment 
 A lack of strong leadership ✓ Supportive managers 
 Unsupportive organizational policy ✓ Supportive upper-level management in terms of 
policy, funding and human resources 
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Data collection personnel 
 Poor communication capability ✓ Training and technical support 
 Job fatigue ✓ Recognition and reward for data collector’s 
contribution 
Data collection system 
 
 Inflexible, mal-functional data 
collection system 
✓ Data collection system meeting the needs of 
clinical end-users 
 Disconnected, inaccessible data 
collection system 
 
     
Table 5-4 Quotes from participants on perceived gaps in the CRIMS data collection process and 
improvement strategies to address these 
Theme Representative quotes 




‘Some questions about intervention in the questionnaire are problematic. 
People are not willing to answer and even refuse to answer them, 
particularly the sensitive questions. Sometimes if we repeated the similar 
questions, they (respondents) would not cooperate with us anymore. The 
question design needs to consider operability in the field.’ (C107) 
‘I cannot remember which sex worker was interviewed and tested before. 
Even the owner of the brothel house could not remember. They (sex 
workers) migrate all the time. I cannot remember every person, every 
face, but the questionnaire only requires the new ones to answer.’ (C107) 
‘Some patients may give false answer.’ (H305) 




in the design of 
data collection 
protocol 
‘Data collection protocol should be usable. As many data are collected 
by frontline staff, utility means easy for these frontline staff to 
understand and to execute. If the frontline staff is engaged in the design, 
they could understand and finish the task easily.’ (C302) 
‘Some questions are too ‘big’ (abstract) for them (the respondents) to 
answer. Some colleagues would interpret the questions in 
88 
 
understandable colloquial languages. However, sometimes the 






‘It has long been used. I feel the case reporting card is simple and clear 
to me.’ (H306) 
‘I feel the case reporting card, especially the new version is more 
comprehensible than the previous version.’ (H101) 
‘This form (case reporting card) is very comprehensive and there is no 
further suggestion from me.’ (H305) 




‘We usually conduct only one field data audit every year. Sometimes we 
may go with leprosy supervision organized by the health bureau.’ (C107) 
‘Data like intervention and case follow-up are collected by our CDC 
staff, therefore we do not audit these data. We audit data such as anti-
retroviral treatment, which is reported by hospitals.’ (C104) 
‘Some data like intervention data are ‘relatively soft’. They are hard to 
verify in the office. If you do not do on-site verification, it is difficult to 
guarantee data quality.’ (A401) 
‘I primarily check whether the compulsory-reporting items in the form 
are comprehensive or not. I do not check data accuracy.’ (H101) 
‘They (data registrars) don’t check how the data were collected. They 
come here (the laboratory) to only trace the positive case.’ (H304) 
‘Now we don’t need to go to the field to check the data because all cases 
can be sought in the electronic health record system. I would verify the 
consistency of data between logbook and information system once a 
year. If an infectious disease case was wrongly diagnosed, it is doctor’s 







to do on-site 
audits 
‘The professionals conduct quality audits to ensure the quality of the data 
collection process.’ (A301) 
‘There should be a useful strategy to facilitate the data effectiveness of 
quality audits. For example, the auditors should be experienced full-time 
professionals who are capable of conducting standard, uniform data 
quality assessment.’ (A401) 
‘We (data auditors) have to cooperate with clinicians who have an 
important role to play in data collection. If only public health 
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professionals are involved, nothing can be done. They cannot complete 






‘We have a reward and punishment mechanism. That is, monetary 
punishment for under-reporting, between 300 and 500 Chinese Yuan a 
case, which is paid by the hospital departments. Whether the individual 
doctor is fined or else is the decision of their department managers, not 
us. We also reward quality case report, 5 Chinese Yuan a case. We will 
commend or criticize the performance at weekly meetings. A monthly 
statistical analysis and report is also posted on the hospital webpage. 
Briefing at weekly meetings and fine for bad performance has improved 
the quality of case reporting. Now it is rare to have poor data and we 
don’t need to do these anymore except posters on the website.’ (H306) 
Dimension 2. Data collection environment 
 A lack of 
strong 
leadership 
‘The manager cares about medical treatment and knows nothing about 
my job, neither does the hospital administration. They thought case 
reporting is nothing but simple and easy.’ (H203)  
‘Sometimes we have to collect data after work. If the manager does not 
pay adequate attention to the task, we staff would not have enthusiasm; 
then there might be omitted data item or delayed data entry.’ (C102) 
✓ Supportive 
managers 
‘Our managers all think highly of this job. The inferior follows the 
superior.’ (H305) 
‘Our manager could make people willing to work do well and motivate 
those unwilling to work to do well too.’ (H304) 
 ‘Previously, we do not know what to do and who is in charge. Then the 
manager assigned the task one by one. Now everyone is clear about one’s 
own duty.’ (H303) 
‘If we have leaders from either health administration department or 
leaders in charge of the workplace to direct the job, it would be easy to 
do.’ (C104)  
‘Management is most important. Work collaboratively with a fair 
workload allocation, everyone has own responsibility. These can only be 
solved by the managers.’ (H303) 
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✓ Training and 
technical 
support 
‘Training is needed. We provide training every year. The local CDC also 
requires us to do this. We post training contents on the hospital web page. 
All newly recruited staff must be provided with training, pass test, go 
through online training via hospital website.’ (H306) 
‘Technical support needs to be available and accessible. When reporting 




‘We were paid the same before and after the implementation of the 
performance assessment mechanism, even though the workload was 
increased.’ (H201) 
‘The hospital needs to compensate for extra work hours otherwise who 
would be willing to do this?’ (H303) 
‘I hope  performance assessment will be put into practice with a 
grounded measure. Now we seemed to go back to the ‘eating one big-
pot rice’ status.’ (C106) 
✓ Recognition 
and reward for 
data collector’s 
contribution 
‘The manger should prioritize the job. When doctor and manager both 
recognize the importance of this job, it will be easy to do. You must 
follow and respect the manager; conversely the manager should take you 
seriously. If you are unable to see the manager, how could you report?’ 
(H306) 
‘If we have leaders from either the health department or leaders at the 
workplace to direct the job, it would be easy to do.’ (C104)  
‘Although my job cannot directly bring in money (for our organization), 
you (the manager) should know my workload, my effort and my 
contribution.’ (H203) 
‘We received the public health allowance for a decade; however, it was 
cut off this year when the performance evaluation was put in place. With 








‘Do you know why national audit is effective? Because it is on the radar 
screen of the county government. The meetings are either organized by 
the government or by the health department with the major leaders 
attend.’ (H202) 
‘Each year we received performance scores of supervision and audit 
from the CDCs or health department, but the managers do not care. The 
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CDCs (need authority) to organize data collection procedure in hospital.’ 
(H203)  
‘In order to provide adequate supervision and support, the local CDC 
needs to understand the workflow in hospital.’ (H302) 
Dimension 3. Data collection personnel 
 Poor 
communication 
 ‘To be honest, I feel awkward to ask patients questions about 
transmission route. Violation of other’s privacy is embarrassing. As this 
answer would not affect treatment, I chose to neglect the question (by 
taking a guess).’ (H201) 
‘Look, every day, you have to deal with them (patients), like follow-up. 
Sometimes, I do not even know how to communicate with them. 
Especially those new ones. I don’t know what kind of psychological 
characteristics they have. I feel I have difficulties dealing with them. 
Sometimes I do not know how to talk to them. I might have a 
communication problem.’ (C106)  
‘I had made good arrangement for patients, but they would not appear 
on time. Of course, data will be missing.’ (H301) 
 Job fatigue ‘I am always told that we are young, we have to work more, do more. I 
would rather not to do it even with monetary incentives.’ (H302) 
‘The longer you worked in this area, the more you dislike this job. I feel 
many staff is unwilling to do this job, including me. As time passes, we 
would have some negative thoughts.” “If you have already hated this job, 
then it is very difficult for you to do the job appropriately. What you can 
do is to tell yourself, I must be positive and dedicated. Only in this way 
the work can be done.’ (C106)   
‘We are so tired, and we don’t like this job, feeling like no value at all.’ 
(H203) 
‘I am getting bored and bored. Because hospital performance is 
measured by revenue, but this job does not create any revenue. We can 
only try our best.’ (H202) 
Dimension 4. Data collection system 
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 Inflexible data 
collection 
system 
‘Some data (we) are not able to enter or extract because the system does 
not cover it. Therefore, lots of data were lost.’ (H301)  
‘In patient follow-up, sometimes the doctor forgot to enter data into the 
system; but the system does not allow data to be entered after the 
completion of this entry. I think the system is not flexible to cover this 
situation.’ (C301) 
✓ Adaptable to 




‘Previously when we did not have the system, if the medicine is lost or 
if some people made a mistake nobody knew. Now the system allows 
tracking and recall. You can check the stock of medicine whenever you 
log in the system. The speed of data analysis has also greatly increased, 








‘The hospital information system is not connected to external systems 
thus we are not able to search all data. Sometimes I don’t know whether 
the case was reported or not. This has caused repetition in case reporting, 
not only for infectious diseases but also for chronic diseases. What I have 
done including data registrar is a waste of time.’ (H305) 
‘It is time consuming. When I see a patient, finishing the consultation 
means I have finished my job. But I have to fill another form, enter the 
same data again. With all this effort, I could not see the data myself.’ 
(H301) 
‘I am glad that you are doing this (evaluating the information system and 
data quality). We, doctors at the coalface, have been working very hard 
for this information system and have contributed a lot; however, we still 
cannot use the system. I feel it is a great pity. It makes us feel 
uncomfortable and made the job hard to do. What benefits or advantages 
does this system provide to us? At the moment, it seems not enough for 
us.’ (H301) 
‘Data reporting is simple. If the system can be more automatic and user-
friendly, it would be better. For example, we do not need to conduct 
double data entry if the system was connected to the hospital system. 
Look at our hospital information system, once you click on it, if you have 
done the test, you would have this information. But your system 
(CRIMS) does not work that way.’ (H303) 




This study evaluated the quality of the CRIMS data collection process for HIV/AIDS prevention and control 
in China. Through interviewing the domain experts who were directly involved with data collection and 
observing the clinical HIV/AIDS data collection process, the study confirmed 61% of the facilitators and 
74% of the barriers from the original 4D framework. The findings might have identified the ‘real’ factors 
behind the ‘dropping’ consistency rates of 2018 in the CRIMS data collection process [15, 16]. As the 
results indicated directions and options for improvement, the framework would serve as a diagnostic tool 
for quality management in the CRIMS data collection process. 
It is notable that Data Collection Environment had a much lower proportion of facilitators than the other 
three dimensions and a high proportion of barriers. This suggests that the Data Collection Environment is 
an immediate focal area for improvement. Although Data Collection Management attracted some adverse 
comments from the study participants it contained much fewer barriers than the other dimensions and many 
more facilitators, suggesting a reasonable level of performance and better quality.  
 A useful data collection protocol is essential for the success of the PHIS data collection. There are many 
middle layers of staff from the frontline to high-level management who are responsible for the design and 
dissemination of the protocol. It is important to ensure the data collection protocol is useful and easy to use 
in field data collection, e.g., by engaging the frontline staff in its design. The positive feedback from the 
clinicians on revision of disease case reporting in the CRIMS has illustrated the need for continuous 
improvement in the data collection protocol to ensure it is fit for use [29]. Design and implementation of 
systematic, structured and standardized data quality assessment methods are also important for capturing 
high quality data.  
Weak leadership and unsupportive organizational policy were the major complaints from the frontline 
workers in the dimension of data collection environment. Conversely, the managers in two tertiary hospitals 
were complimented by their subordinates for their efforts and achievement in data collection management. 
These findings suggest the importance of leadership support for public health data collection, a prerequisite 
for many quality management system [37, 172]. Such support includes allocation of enough funding and 
human resources, and stipulation of a facilitative organizational data collection management policy. While 
some organizations do well, others need to improve their leadership support for public health data collection.  
The role of frontline data collection personnel in ensuring the quality of data collection is undeniable. 
Barriers to the performance of the data collection personnel include job fatigue and inaccessibility to the 
CRIMS data. These gaps cannot be completely overcome by the data collection personnel themselves. 
Burnout is one of the frequently highlighted barriers to quality healthcare services. This is not unique to the 
public health service in China CDCs and healthcare sector [172, 180, 181]. As financial incentives alone 
have proven to be inadequate to solve this problem, the country leaders need to acknowledge and promote 
the importance of public health as an integral part of a nation’s healthcare system and recognize the 
contribution of the public health professionals [172, 182, 183]. The frontline data collection personnel’s 
voice needs to be heard and addressed, their contribution and efforts on PHIS data collection needs to be 
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acknowledged by the PHIS data users, in particular, the designers, managers and administrators.  
The inflexible CRIMS data collection system and its separation from the local EHRs in hospitals have 
impaired the utility and usage of HIV/AIDS data for clinical end-users. Integration of different data 
collection systems has been a long-standing issue for healthcare systems worldwide due to the complexities 
of balancing clinical needs, data security and prevention of data breach [32, 182]. This study suggests the 
need to address the uniformity and standardization of EHR data to support public health. 
5.4.1 Limitations of the study 
The research findings were drawn from the interview responses of 28 public health domain experts who 
use the Chinese CRIMS system. Caution needs to be taken in generalizing the findings to other public 
health data collection processes, though we feel that the issues identified will be applicable to many other 
public health systems. However, as the CRIMS has served the largest population in the world, and the study 
participants represent all levels of personnel in the CRIMS, the breadth of data may mitigate the limitation.  
The data classification approach followed the findings in our earlier reviews. Further refinement using 
concepts from other data classification systems could be considered, though our approach appears to have 
a clear focus on the public health setting in which the study was situated. Further appraisal of data quality 
and relevance through application of the data risk assessment tool (DRAT) and text analysis of interviews 
might be considered in future work [184].  
The small number of participants may have also caused some indicators to be missed, which may explain 
why only 61 percent of the facilitators and 74 percent of the barriers of the 4D framework were confirmed. 
The confirmed indicators appear to provide a valid description of the CRIMS data collection process, but 
modification or addition to these may be necessary.  
Further investigation about whether these indicators have any impact on the CRIMS data collection process 
is needed. Future research directions include an examination of how data quality related concepts are 
defined and interpreted by different stakeholders who have different roles (data collectors and data users) 
and in-depth analysis of how public health practitioners perceive the quality of the data collection process. 
A large-scale questionnaire survey using the indicators in the 4D framework is also needed for 
comprehensive evaluation of the quality of the CRIMS data collection process.  
5.5 Conclusion 
This study analysed and synthesized the China HIV/AIDS data collection management practices across all 
levels of healthcare organizations engaged in this process. It identified the process gaps and mapped these 
to the indicator statements in the 4D framework. It also provided strategies to address these gaps. The 
findings support a multi-dimensional approach to improve performance of the PHIS data collection process 
by the top level of the country’s health system instead of by individual health facilities. These approaches 
include the design of a practical data collection protocol, strong leadership, supportive organizational policy, 
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recognition of public health data collection personnel contribution, and improvement of functionality and 
accessibility of public health data collection systems. The study demonstrates the 4D framework can be 
used as an evaluation tool for decision-makers on data collection process management and improvement 
for public health information systems. Further research can apply the 4D framework to general healthcare 




Chapter 6  Conclusion 
6.1 Introduction 
This chapter summarizes the key findings of the PhD project. It starts with the research aims, objectives 
and questions. A summary of the answers to the four research questions is given. This is followed by a self-
reflection on the contribution of this PhD project to knowledge and practice of PHIS data quality assessment 
and measurement of the quality of the PHIS data collection process. After considering the limitations of the 
study, the direction for future research is given. 
6.2 Summary of the research findings 
This PhD project is aimed at measuring the quality of the PHIS data collection process to ensure data quality 
for public health information systems (Section 1.2 in Chapter 1). The study aim was accomplished by 
achieving three research objectives: (1) review and synthesise the existing PHIS data quality assessment 
methods; (2) conceptualize and validate a framework to measure the quality of the PHIS data collection 
process; (3) use the developed framework to evaluate the data collection process for a country-level PHIS. 
Four research questions have been answered to achieve the three research objectives. 
Question 1. What methods and approaches are used in the assessment of data quality for PHIS?  
Question 2. What are the essential components of a framework to measure the quality of the public health 
data collection process? 
Question 3. How effective is the developed framework to evaluate the quality of the data collection process 
for PHIS? 
Question 4. What is the quality of the data collection process for a country-level PHIS, the CRIMS? 
The answer to Question 1 is covered in Chapter 2. The research adopts Karr et al’s three-dimensional 
concept of data quality and redefines it in the context of public health information systems. The redefined 
three-dimensioal framework for the PHIS data quality assessment includes quality of data, quality of data 
collection process, and quality of data use. The framework guides a systematic review of the extant PHIS 
data quality assessment methods. It is found that the dimension of data is the main focus in the major PHIS 
data quality assessment initiatives. The data quailty assessment methods can be either quantitative or 
qualitative. The major quantitative methods are questionnaire surveys and data audits; whereas the common 
qualitative assessment methods are interviews and documentation review. The current focus of data quality 
assessment for PHIS is dominated by assessment of the PHIS data quality. There is a lack of attention to 
the quality of the PHIS data collection process and data use. This has led to inadequate knowledge and a 
lack of measurement framework to guide the assessment of the quality of the PHIS data collection processs 
and data use.  
Chapter 3 provides the answer to Question 2 “What are the essential components of a framework to measure 
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the quality of the public health data collection process?”. An extensive literature review was, again, 
conducted for synthesis and appraisal of the reported factors that affect the quality of the PHIS data 
collection process. The data analysis strategy follows Pope et al’s five-stage qualitative healthcare data 
analysis framework. The application of this five-stage framework yields a preliminary framework for 
explaining the quality of the PHIS data collection process. The preliminary framework contains four 
dimensions covering 12 factors and 149 indicators. The first dimension, data collection management, 
includes data collection system and quality assurance. The second dimension, data collector, is described 
by staffing patterns, skills and competence, communication and attitude towards data collection. The third, 
information system, is assessed by function and technology support, integration of different data collection 
systems, and devices. The fourth dimension, data collection environment, comprises training, leadership, 
and funding.  
Chapter 4 addresses Question 3 “How effective is the developed framework to evaluate the quality of the 
data collection process for PHIS?”. To ensure the validity of the 4D framework, an exprt elicitation study 
was conducted in the context of the Chinese national HIV/AIDS information management systems, the 
CRIMS. Twenty-eight experts, including three public health administrators, fifteen public health workers, 
and ten healthcare practitioners participated in the elicitation session. A framework qualitative data analysis 
approach was followed to elicit themes from interview transcripts and to compare them with the elements 
of the 4D framework. A total of 302 codes was extracted from the interview transcripts, which verified  
75.2% (112/149) of the original indicators and generated 46 new indicators. The final 4D component 
framework consists of 116 indicators including 82 facilitators and 34 barriers. The first component, data 
collection management, includes data collection protocol and quality assurance, which is measured by 41 
(41/116, 35.3%) indicators. It is followed by data collection environment measured by 37 (37/116, 31.9%) 
indicators, which comprises leadership, training, and funding, as well as three newly added subcomponents, 
i.e., organizational policy, high-level management support, and collaboration among the parallel 
organizations. The third component, data collection personnel, is described by a perception of data 
collection, skill/competence, communication, and staffing patterns, which is measured by 22 (22/116, 
19.0%) indicators. The fourth, data collection system, containing functions, integration of different data 
collection systems, technical support, and devices for data collection, is measured by 16 (16/116, 13.8%) 
indicators. This expert elicitation study has validated and made improvements to the 4D component 
framework, which can be applied by researchers and practitioners in designing and managing the public 
health data collection process.  
Chapter 5 reports the results of a case study that applies the 4D framework to evaluated the quality of the 
HIV/AIDS data collection process in China to address Question 4, “What is the quality of the data collection 
process for for a country-level PHIS, the CRIMS?”. The case study has identified 65% (75/116) of the 
quality indicator statements, including 61% (50/82) of the facilitators and 74% (25/34) of the barriers of 
the 4D framework in action. The major achievement of the CRIMS mapping to the 4D framework is better-
quality Data Collection Management with a reasonable level of performance. The areas for improvement 
include engaging frontline staff in the design of data collection protocol, standardizing quality assurance 
procedures, strengthening leadership, recognizing data collectors’ contributions, and meeting end users’ 
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needs for the CRIMS.  
6.3 Summary of the contributions of this PhD project to the field of the PHIS 
data quality assessment 
This PhD project has made contributions in two research themes: a framework for the PHIS data quality 
assessment and a ‘4D’ framework to assess the quality of the PHIS data collection process.  
6.3.1 Contribution of a three-dimensional framework for assessing PHIS data 
quality 
For the first time, this PhD project defines data quality for public health information systems as a three-
dimensional concept: quality of data, quality of data collection process, and quality of data use. Data, data 
collection process, and data use are equally important dimensions for public health data quality assessment. 
The systematic review of extant PHIS data quality assessment methods that is guided by the three-
dimensional framework for PHIS data quality assessment has revealed inattentiveness to the quality of the 
data collection process and data use. As the data collection process is one that directly determines the quality 
of data, any problems or misconduct in the process of data collection can cause data quality problems. There 
is a need for a paradigm shift from merely focusing on the quality of data to paying equal attention to the 
quality of the data collection process. Given that the quality of the PHIS data collection process is an under-
researched area, the key contribution of this PhD project to public health information quality assessment is 
specifically in the area of that process. It fulfills the need to identify the essential components that measure 
the quality of the data collection process for PHIS.  
6.3.2 Contribution of a 4D framework for assessing the quality of the PHIS data 
collection process 
The project conceptualizes a unique 4D framework that is devoted to assessing the essential components 
of the quality of the PHIS data collection process (Appendix B). This framework is different from other 
data quality asssement frameworks that were focused on the data collection procedures, i.e., data recording, 
storage and audits, and the functions of the PHIS system that facilitate or  hinder data collection [29, 59]. 
Instead, this framework takes into consideration the effect of the contextual factors, i.e., the organizational, 
personnel or environment factors. The 4D framework covers four aspects of the PHIS data collection 
process: data collection management, data collection environment, data collection personnel and data 
collection system. It leverages a set of indicators to measure the quality of the data collection process from 
multiple aspects in a comprehensive approach.  
Also, this PhD project conducts the first study on the application of the 4D framework to assess the 
performance of the data collection process in the specific context of HIV/AIDS prevention and control in 
China. The empirical study has demonstrated the framework can be a diagnostic tool and a promising 
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quality improvement model to strengthen the management of the data collection process for public health 
information systems. It has made contributions to the scientfic community with an interest in PHIS data 
quality assessment. 
6.4 Limitations of the study 
Review of data quality assessment methods provides a snapshot of data quality management. This project 
referenced the PHIS data collection, process assessment and data quality measurement methods published 
from 2001 to 2016, including several PHIS data quality assessment frameworks published by the WHO and 
the United States etc. The attention to PHIS data quality management and assessment has increased since 
this study commenced; however the focus, to date, has been on the quality of the general data collection 
process. For example, the ISO 8000-61: Data Quality Management: Process Reference Model [185] 
provides a general reference to enhance data quality regarding process capability or organizational maturity 
in data quality management. Most of its adoption has been on business processes rather than in public health 
sectors [186]. Therefore, the 4D framework is the much needed contribution to the specific domain of 
public health data collectoin process.  
From a methodological perspective, the study is based on use of qualitative research which is the strength 
and also the weakness of this study. Therefore, multiple data collection methods have been used to provide 
solid evidence, including extensive and systematic literature review, triangulation of data from different 
sources, and contrast and comparison of data collected in different phases. For example, the interview guide 
was pilot tested; a list of definitions of the constructs was provided before field investigation.  
To enhance the research strength in the field investigation, I have kept observations, written up research 
diaries, and reported to supervisors to seek feedback, exchange opinions, and modify the interview 
strategies. The specific role of my twenty years of work experience within Chinese CDCs provides trust 
between the participants and me. I have kept close contact with the participants, and made a couple of visits 
to some study sites in a seven-year span between 2011 and 2018. Objective field observation and follow-
up visits may offset the associated weakness of subjective interviews. 
As for the representativeness of the study, the study participants and organizations included in this study 
were not randomly selected but came from a public health professional network based on my work link 
which is a convenient sampling method. There could be bias arising in such selection which may therefore 
not be representative of the entire population of the CRIMS data collection process. However, the study 
has recruited public health professionals working in health administrations, CDCs, and hospitals. They 
covered all levels in the CRIMS, including township, county, city, provincial and national levels to obtain 
data saturation.  
The generalizabilty of the findings to other areas of public health may be limited due to the context of 
HIV/AIDS which is a unique infectious disease in epidemic. The study will also be limited by use of the 
Chinese HIV/AIDS prevention and control system which is in a unique governmental context.  
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6.5 Further research direction 
At the time the entire project was completed, the corona virus disease 2019 (COVID-19) outbreak was 
reported in Wuhan, China [188, 189]. The Chinese Information System for Disease Control and Prevention, 
the world’s largest web-based disease surveillance system came into the spotlight and was under 
international scrutiny. Given that the 4D framework has been applied to assessing the quality of the 
HIV/AIDS data collection process in China, which has successfully distinguished the CRIMS 
achievements, gaps and improvement strategies for further enhancement of the data collection process, it 
is helpful to apply the 4D framework to investigate the COVID-19 data collection process.  
Future research is also required to examine the definitions and interpretations of the PHIS data quality 
related concepts by various stakeholders who have different roles (data collectors and data users) in the 
PHIS data collection and management process. It will also be helpful to conduct in-depth analysis of the 
various perceptions of the public health practitioners towards the quality of the PHIS data and the quality 
of the PHIS data collection process. A large-scale questionnaire survey using the indicators in the 4D 
framework is also needed to develop and validate a quantitative questionnaire survey method for the 
comprehensive evaluation of the quality of the PHIS data collection process. Further research can also apply 
the 4D framework to general healthcare and to other settings such as education or criminal justice. 
6.6 Conclusion 
After the identification of a gap in assessing the quality of the PHIS data collection process, this PhD project 
has focused on identification of the essential components of quality for the PHIS data collection process, 
an essential dimension of PHIS data quality. It contributes a three-dimensional framwork for PHIS data 
quality assessment including quality of data, quality of data collection process and quaity of data use.  The 
project develops a 4D framework to assess the quality of the data collection process from four aspects, 
including data collection management, data collection environment, data collection personnel, and data 
collection system. The data collection management includes the subcomponents of data collection protocol 
and quality assurance, and 35.3% (41/116)of the quality indicator statements. The data collection 
environment consists of six subcomponents: leadership, training, funding, organizational policy, high-level 
management support and collaboration among the parallel organizations. It includes 31.9% (37/116) of the 
quality indicator statements. The data collection personnel has four subcomponents: a perception of data 
collection, skill/competence, communication, and staffing pattern. It includes 19.0% (22/116) of the quality 
indicator statements. The data collection system has four subcomponents: functions, integration of data 
collection systems, technical support, and devices for data collection. It includes 13.8% (27/116) of the 
quality indicator statements. The 116 quality indicator statements are classified into 82 facilitators and 34 
barriers according to their direction of influence, positive or negative, on the quality of the PHIS data 
collection process. 
The 4D framework has been applied to evaluate the quality of the China’s HIV/AIDS data collection 
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Appendix A Characteristics of methods for assessment of 
the three dimensions of data quality in public health 
information systems 
This appendix contains three sub-tables used in Chapter 2. Table A1 shows the characteristics of data 
quality assessment methods used for assessing the quality of data in public health information systems, 
Table A2 methods for assessing the quality of data use, and Table A3 methods for assessing the quality of 
the data collection process. 
Table A1 Characteristics of methods for assessment of the data dimension 
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Table A2 Characteristics of the methods for assessment of data use reported in 















2012  [89] 
Trends in use 
Actioned 
requests from 
researchers in a 





researchers in a 
period of time 
Abstracted 













Use of data 








































































































































clinics using the 











Data entry: the 
number of 
active sites. 






for each type 






















































































with a response 








with 7 Likert 






















outside of the 
control of the 
user, and it is 
not a 
reasonable 
measure of IS 
success. The 
quality does 
not affect the 
depth of use 


























































hurdles to use 
of data 
Convenience 


















used for the 
development 


























































(less than 14) 
An overall 
score for each 
question, 






















































from the 29 
out of 34 
management 




most of the 
questionnaire 
items were 

























Pearson's r for 
parametric data 
and Spearman's 






analysis is limited 
by the size of the 
sample as there 
were only 29 




to detect an effect 
is weak, and 
general trends are 
mainly reported. 
Table A3 Characteristics of the methods for assessment of data collection 
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Appendix B The 4D Component Framework for 
measuring the quality of the data collection process for 
public health information systems (PHIS) 
This appendix contains details of 16 subcomponents and the corresponding 116 indicator statements for 
each of the four dimensions of the 4D framework. The 82 facilitators of the 116 indicator statements in the 
table are not shaded while the 34 barriers are given by light brown shading. There are two numbers in each 
parenthesis, the former representing the facilitator and the latter the barrier.  
Table B 1 Indicators, including facilitators and barriers, in each sub-dimension of the 4 dimensions 
of the quality framework of the data collection process for public health information systems. 
 Dimension 1. Data Collection Management (28, 13) 
Subcomponent Indicator statement 
Data collection 
protocol 
1. Data collection protocol is needed to guide data collection which is aim-focused, 
operable, and clearly understandable for frontline data collectors.  
(16, 7) 2. Data collection protocol can be an interpretive guidance or manual including data 
collection form, data definitions, guidelines on collating/aggregating data, data auditing 
procedures, as well as other steps of data collection, handling, analysis, and reporting. 
 3. A standardized and uniform data collection form should be used by all data 
collectors. 
 4. Data collection form is clear, readable, comprehensive, and unambiguous.  
 5. The reporting form is based on the WHO guidelines, and is designed to fit in one 
page for ease of use. 
 6. Availability of definitions and requirements of data item at the back of) data 
collection forms for data collectors to verify. 
 7. Have a unique number for each form and register, along with an accurate document 
version number to eliminate confusion. 
 8. The wording of the questions including the options to the multiple-choice questions 
must be accurate, direct, understandable and answerable.  
 9. The number of questions should be suitable and controlled within the allotted data 
collection time.  
 10. The questions for data collection are within ethical consideration.  
 11.  Data collection methods are well developed, uniform, applicable and 
implementable.  
 12. The logbooks are kept at the health facilities for convenience of reference.  
 13. Consult with the local users of the forms and tools to integrate their input in 
designing and revising data items and data collection methods. 
 14. Perform data back-up regularly.  
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 15. Data collection is integrated into routine data flow.  
 16. The observed differences between data collection methods are expected in certain 
circumstances. 
 1. Different report format leads to duplication and unnecessary complexity.  
 2. The requirements located at the back of a form are often ‘overlooked’ in form 
processing.  
 3. The collected data lack adequate precision for meaningful interpretation. 
 4. The data collection tools are frequently changed. 
 5. The numerator and denominator of an indicator is from different sources. 
 6. Notebooks are used instead of the standardized tools. 
 7. Differences in purpose, resources, methods, and data assessment among programs. 
Quality 
assurance 
1. Conduct a pilot to assess the need, instrument and procedure of data collection. 
(12, 6) 2. Each data collection facility maintains an independent quality assurance program to 
ensure data accuracy. 
 3. Designated unit or full-time, experienced data clerks or registrars to audit data. 
 4. Key monitoring, evaluation and data management responsibilities at the national 
level are defined. 
 5. Have independent data auditor. 
 6. A single page data summary is configured as part of the PHIS application to prevent 
data elements from missing during data transmission. 
 7. An automatic quality assurance/quality control system to identify duplications, 
discrepancies, outliers, and data entry errors. 
 8. Site-specific data quality reports are automatically sent to the corresponding clinics 
for necessary verification. 
 9. A minimum of 20% of the submitted records are randomly selected and all the data 
elements are verified by a staff member other than the initial data collector each month. 
 10. The cycle from the initiation of data collection at the source data site to 
confirmation of receiving information from the relevant data storage site is completed 
consistently and timely in the maximum of three months duration.  
 11. Availability of a diverse range of data quality assurance mechanisms including 
regular (such as quarterly) supervision, scorecard, data verification via phone call. 
 12. Ensure logic, integrity, reliability, completeness, timeliness, accuracy, no under-
reporting of data.  
 1. No clearly identified and uniform mechanisms to address data quality challenges. 
 2. Data management responsibilities are not clearly assigned. 
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 3. A lack of ownership of tasks for data quality monitoring and evaluation, limited 
human resources for execution. 
 4. Lack standard way of tracking or reporting completeness regarding coverage of the 
data collection organizations. 
 5. No data cleaning. 
 6. The data audit reports submitted to the national level do not contain information 
about the reporting unit. 
 Dimension 2. Data Collection Environment (28, 10) 
Subcomponent Indicator statement 
Leadership 
(7, 2) 
1. Management has a clear roadmap for the assignment and execution of the tasks 
before the job starts.  
 2. During data collection, the management has strong capabilities to pushing the job 
forward and ensuring the data collection procedures follow the required standard.  
 3. The management has power to issue policies, clarify and assign duty and tasks, and 
provide financial and material support.  
 4. The managers are professionals with good understanding about the importance of the 
data collection tasks and recognizing the contribution of the involved staff.  
 5. Contribution of data collection personnel is recognized in terms of cost 
reimbursement or appraisal.  
 6. Decentralizing leadership. 
 7. Regular supportive supervision visits to districts and facilities. 
 1. Limited human and financial resources. 
 2. Lack of understanding about the importance of data collection and not attending 
supervision/auditing/training/meeting organized by the CDC.  
Training 1. Provide standardized, systematic, targeted, and mandatory training sessions.  
(6, 1) 2. Training is focused on operational skills and knowledge for field data collection 
including the definition of data to be collected, data collection methods and procedures, 
and communication skill.  
 3. Conduct training needs assessment to identify health workers’ training needs for 
information management on an annual basis. 
 4.   An expertise task force is formed, and its recommendations are incorporated into 
the training program. 
 5.   Provide effective, multi-mode training including interactive, problem-solving and 
on-line sources.  
 6.  Provide continuous, high-quality, on-job training and mentoring after the initial 
induction and competence assessment.  





1. Dedicated clerk to enter data for healthcare providers to reduce data management 
cost.  
 2. Investment in specific sentinel clinic sites can provide data assurance. 
 3. Funding for devices and vehicles.  
 4. Funding to enable comprehensive data collection.  
 5. Compensation for participants.  
 1. Limited human resources and financial constrain may impede the implementation 
and maintenance of information technology infrastructure, such as server and network 
in a clinic. 
Organizational 
policy 
1. Availability of policies ensuring sufficient funding, human resource and material 
support.  
(3, 4) 2. Embody effective management and coordination.  
 3. Built-in reward and bonus schemes to incentivize data collection activities.  
 1. Data collection was set up as a part-time job.  
 2. Narrow workspace insufficient for data collection.  
 3. Increased workloads did not have more funding.  




1. Superior provides assurance including funding, policy, training, materials, reward 
and punishment schemes.  
(4, 1) 2. Certain level of autonomy placed on data collectors.  
 3. Importance attached to a data collection task grows with the increase of superior’s 
attention to the task.  
 4. Superiors clarify the workflow and responsibilities instead of only assigning tasks.  
 1.  The more layers between superiors and frontline data collection facilities, the more 




1. Parallel organizations should coordinate, cooperate, and facilitate with data 
collection.  
(2, 1) 2. A centralized organization to coordinate parallel organizations.  
 1. Quality of the data collected by parallel organizations, if without centralized 
coordination, can be poor. 
 Dimension 3. Data Collection Personnel (17, 5) 





1. High acceptability of the data collection system and its data among data collection 
personnel. 
(3, 3) 2. Responsibility/commitment and level of engagement of data collectors.  
 3. Dedication to data integrity.  
 1. Data accuracy is just as important as data users treating patients.  
 2. Data collectors do not have ownership of data collection tasks and do not treat the 
task as their job responsibility. 
 3. Data-related activities are often compromised due to high-time commitment and 
other competing priorities. 
Skill and 
Competence 
1. Have a competence-based framework listing the desired skill mix for data 
management.  
(5, 0) 2. Have received initial and ongoing training on basic knowledge of data collection and 
have contextual information. 
 3. Have clear strategies to collect data including contacting the client, using the client-
request alternative contact numbers, addressing cultural and language barriers.  
 4. Have ability to check data accuracy.  
 5. In addition to expertise, competence is multi-faceted including abilities of 
communication, organization, coordination, and writing.  
Communication 1. Confidentiality is thoroughly explained to the case. 
(5, 0) 2. Be empathetic, allow clients to tell their stories, and conduct interview in a 
conversational style. 
 3. Sense and respect the language and cultural identity of the client.  
 4. Establish rapport and ease client anxiety. 
 5. Have strategies to address cultural and language barriers with the client. 
Staffing pattern 
(4, 2) 
1. Address challenges related to lacking trained staff to carry out quality assurance 
responsibilities. 
 2. Have dedicated data entry clerks to collect data instead of clinical staff. 
 3. Publish clearly defined schedule and tasks to ensure that all the tasks are carried out 
appropriately. 
 4. Have adequate staff to cover all responsibilities, including monitoring and evaluation 
to improve data quality. 
 1. High staff turnover causes missing data or inaccurate data. 
 2. Most positions for data collection are project-funded and fixed-term appointment, 
lacking dedicated human resources. 
 Dimension 4. Data Collection System (10, 6) 
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Subcomponent Indicator statement 
Functions 
(4, 1) 
1. The data collection system needs to be designed to be easy for use and without 
burden on health facilities.  
 2. Allow entry of free text data considered useful and relevant by data collectors.  
 3. Automatic functions are available for data logic check, aggregation, extraction and 
analysis. 
 4. Use smart and advanced technology such as drop-down menus, cloud-based system, 
and computerized point-of-care health information systems. 
 1. Poor system flexibility prohibiting reporting of exceptional events; system 




1.Compatible record linkage and integration are available between different data 
collection systems.  
(2, 2) 2. Data collection system is comprehensive in work functions and geographic 
distribution.  
 1. Data collection systems are incomplete, not integrated and unreliable. This creates 
the burden of a double data entry and reporting when data are captured in both paper-
based and electronic systems. 
 2. Extensive use of multiple vertical or parallel data reporting systems. 
Technical 
support 
1. Mentors and supervisors assist data collection in addition to providing clinical 
support.  
(2, 1) 2. Dedicated person to provide technical support for data entry including data auditing, 
error report, and correction.  
 1. Poor and insufficient IT support, which is inadequate for maintaining and updating 
the data collection system. 
Devices 1. Use computers to collect data. 
(2, 2) 2. Devices are compatible with the data collection system, enabling the system to be 
fully equipped, fast, stable, accessible and usable.  
 1. Lack standard practices for storage and maintenance of source documents or data in 
accordance with any confidentiality guidelines. 
 2. Lack policy guidance on duration of data storage and the frequency of data back-up 
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