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1. INTRODUCTION
The earliest report on multivariable control systems was published in 1949 
by Boksembom and Hood^. Since then many reports in the field have been published. 
These reports treat with varing amount of detail many different aspects of the 
art. They may be roughly divided into two main categories: (a) reports suggest­
ing "cut and try methods" and (b) reports dealing with analytical techniques.
If one restricts his attention to reports on multivariable feedback control
systems, however, it is seen that there are only a few of these. As it has 
2been shown before there are two reasons for using feedback,, namely, plant 
parameter variations and/or presence of disturbing signals. Besides these, 
practical constraints like bandwidth limitation for the controller elements, and 
power limitation of signals at different points of the plant, have been over­
looked in most of the reports of category (b) and only few of those of category
2(a) take them into account .
The purpose of this report is to present an analytical design for multi- 
variable control systems subjected to disturbing signals which are stochastic in 
nature. The method provides physically realizable controllers which have the 
minimum bandwidth necessary to satisfy given specifications in the performance 
of the system. Although the technique can be easily extended for continuous 
systems, only discrete data control systems are considered in this investigation.
1.1 Statement of the Problem
Referring to Figure 1 the fixed, linear plant is characterized by n X n 
transmission matrix P; the plant is subjected to disturbing signals U]^  U2> ° • 0 un 
which are shown at the outputs but they may enter at any internal points of the 
plant. In the latter case the disturbances are transferred to the outputs and
2U, Uo Us U,
n * ----------------------- »r
PLANT
rn------ ► «
c i
C2
C,
Figure 1. Block Diagram Representation of a Multivariable Plant.
Figure 2. Block Diagram of the Proposed Configuration for the System
3represented as output disturbances. Both the disturbances and the command
signals (r . r . „.. r ) are stochastic in nature and characterized by their1 ^ 2 ^  n
autocorrelation functions. The multivariable feedback control problem which 
is the subject of the present investigation can be stated as follows. The 
given data are the plant transfer functions and the statistics of both the 
disturbances and the commands. A certain amount of rejection of the dis­
turbances and an upper bound for a performance index are specified. The 
performance index measures the deviation of the actual outputs from a set of 
desired values. The problem is to design physically realizable controllers 
which satisfy the given specifications.
1.2 Outline of the Method
In Figure 2 is shown the configuration to be adopted for the system.
It is seen that no freedom is lost if it is assumed that the outputs can
2only be reached through the plant . As far as the disturbance transmission
is concerned the block diagram shown in Figure 3 is equivalent to that of
Figure 2. In the block diagram of Figure 3 instrument noise is represented
as n X n matrix N (meaning that noise appears in every feedback link). As
3 4it has been stated earlier ’ f a practical design consideration is the presence
of this noise and attempts have to be made in order to minimize its effects.
From this block diagram, the disturbance transmission T^ and the noise
transmission T are readily obtained, n
T -I + [ I + PG ]_1 PG (1)u L 1J 1
T = [ I + PG ]_1 PG n 1 1 (2)
4Figure 3. Equivalent Block Diagram for the Disturbances Showing Instrument Noise.
Figure 4. Equivalent Block Diagram for the Command Signals.
Figure 5. Block Diagram for the Command Signals Showing the Error Signal e and
the Ideal Transmission Matrix T,.d
5where I is the n X n identity matrix.
Let
[ I + PG 1 1 PG = W1J i (3)
then
T = -I + W (4a)u
and
T W (4b)n
It is clear from (4a) that if a total rejection of the disturbances is desired, 
the ideal solution for W would be the identity matrix; however this solution 
would lead to physically unrealizable controllers and, in some cases, to 
unstable systems. Besides, in this case, the instrument noise would not be 
attenuated at all. Fortunately, in most cases, only a specified degree of 
rejection of the disturbances is necessary. Then the elements of W can be 
calculated in order that they have the minimum bandwidth necessary to satisfy 
the prescribed degree of rejection of U. If this is done the noise transmission 
Tn iS seen to be minimized. The above discussion states the way W is going to 
be designed and hence, how is obtained.
The design of G^  is considered now. It is seen that the block diagram 
of Figure 4 is equivalent to that of Figure 2, insofar as the command trans­
mission is concerned. Again, as a practical constraint, noise is considered 
present at the input. In order to state the problem, another block diagram for 
the command signals is shown in Figure 5. In this block diagram Td represents 
the ideal over-all transmission matrix and E is an n X n matrix whose elements 
are the errors between the actual and the ideal outputs. If the performance
6index for the system is given as an upper bound for some function of the 
errors (in this case the mean square error); G is going to be designed 
such that the transmissions (GW)_^ for i = ±} n and j  = I ,  2 } oco, n
have the minimum bandwidth necessary for the system to satisfy the prescribed
performance index.
72. DESIGN OF THE INNER-LOOP CONTROLLER
2.1 General
In expressions (1) to (4b) P, G. , G T , T , the z-transform of3 1' 2’ u; n*
the matrices elements are taken. As it has been stated before^ the ideal 
solution for W(z) is the identity matrix (insofar as the disturbance trans­
mission is concerned); this means that the off diagonal elements of W are 
zero and the diagonal terms one. The first condition just states that W 
is to be made a diagonal matrix. Referring to expression (2) this means 
that P(z)G^(z) is to be made diagonal. This last condition is known as 
the "independent output restoration condition" and was first presented by
5
Freeman . Assuming that W(z) is to be made a diagonal matrix^ the elements 
of W(z) and G^(z) will be given by the following expressions«
, w (z)
g, . . (z) = pT . (z) — —  lij ij l-w..(z)J J
(5a)
w . . (z) = 
JJ
pij(z) (5b)
1 + glij(z) —P . (z) IJ
where g^^iz) is the ith row, jth column element of G^ (z) ; p_(z) is the i 
row; jth column element of P(z) 1 ; w ..(z) is the jth row; jth column 
element of W(z). A block diagram representation of expression (5b) is 
shown in Figure 6 where T = sampled period. It is clear that this block 
diagram is valid for j = 1^  n. The design problem (concerning G^(z))
th
can now be stated as follows: given the upper bounds for the mean square
Figure 6. Block Diagram Representation of the Disturbance Transmission.
values of c (nT)(part of the outputs due to the disturbances) j = 1 ....u .
J
it is desired to calculate the minimum bandwidth transmission w^j(z)j j = 1,
. n which satisfies the given constraints» Before trying to obtain a
solution for the problem just stated, physical realizability conditions for
the controller’s transmissions anc* stability conditions for the multi
variable control system must be examined.
2 „2 Physical Realizability for the Controllers
From expressions (5a) or (5b) the physical realizability condition for
6the controller5 s transmissions is derived as for single-variable systems . 
This condition just states that if the "plant" — is written as a
pI (z)-1 -1 Jpolynomial in z the lowest order in z of w..(z) must be at least that
J J
of
P 1 (z)
ij
That is:
(C.l) If
p.1 (z) ij
-1 -2 -l . ., »= P + p z + p z + ... + p. t + . with p = 0 o 1 2 i k
for k < 1, 1 an integer, w. .(z) = w^ + w^z + w2z must satisfy the
condition w, = 0 for k < 1k —
Since when designing w..(z) all elements of P(z) in column j are
JJ
considered, w (z) must satisfy (C.l) for all elements in that column.
9 JJ
2.3 Stability
7 8Freeman and Chen have derived the stability condition for multi- 
variable systems. This condition (if only stable plant matrices are con­
sidered) is:
(C.2) w..(z), for j = 1, 2,' . .., n, has to contain as its zeros all
J J
zeros outside the unit circle of the determinant of P(z). That is to say,
10
w..(z) has to contain as its zeros all zeros outside the unit circle of JJ
— r—  which are common to all elements of column j of [P(z)] \  It is
Pij
interesting to note that in this case^ P(z) has been called a non-minimum phase 
plant.
2„4 The Variational Problem
The design of the modified disturbance transmission as stated before is
9a variational problem which has been solved for continuous systems . Referring
to Figure 7, the problem is to obtain a transfer function w. . (z) which minimizes_______  J J2c . (nT) (mean square value of the noise at the output j, T = sampling period) 
nJ _ _ _ _ _ _
subject to the specified constraint in c?  (nT) (mean square value of the
j
disturbances at output j)„ As it was stated in paragraphs (2,2) and 2.3)
above^ w..(z) has to satisfy (C„l) and C.2). To satisfy condition (C„2) a 
J J
slight modification on the configurations of Figure 7 is necessary, because
w..(z) must be constrained to be a non-minimum phase transfer function. As 
JJ
the forbidden region zeros of det„ P(z) are known^ w . .(z) may be written as
J J
follows:
w . . (z) = A . (z) B . (z) 
JJ J J (6)
where A^ . (z) is a function formed by the forbidden region zeros of det0 P(z). 
Referring now to Figure 8, the problem is to find (z) which minimizes
2 2c . (nT) and satisfies the constraint in c (nT) when the inputs are m . (nT) nj u jJ
and q^.(nT), respectively. Condition (C01) can be satisfied by a proper choice
of F.(z). It can be verified that if k . = max k, . J J iJ
lowest power in z 1 of
where k , . is the 
iJ
for Fj(z) is pij (z)
for i = 1,
k.-l+y
F.(z) = (5=i) J
} n, a convenient choice
(7a)
11
Uj(nT)
Uj(nT)
wil(z)
Cu|(nT)i -
— —^ * 0
CUj(nT)
*• '
(a) Normal Operation Configuration
Nj(nT)
W )Ì(Z) Fj(z)
^Cnj(nT)
(b) Configuration for Measuring the Noise Output
Figure 7. The Variational Problem
12
(a) Normal operation Configuration
2(b) Configuration for Measuring C (nT).n ,
Figure 8. The Variational Problem for Non-Minimum Phase Plant.
13
where
y = number of forbidden region zeros of det P(z) (7b)
It is seen that F^(z) as given by (7a) is the discrete version of a continuous
differentiator, which has been used for analogous purposes in continuous
systems10. Note that since the lowest power in z 1 of w ..(z) must be atJ J
least one, if k. = 0 F.(z) is as follows
, J J
F (z) = (—  )y for k . - 0 (7c)
J z J
In order to obtain a general expression for minimum bandwidth sampled data 
systems, the variational problem will be solved for the system indicated in 
Figure 9. In this Figure H(z) is the system transfer function, Gq (z ) the 
ideal transfer function and D(z) the filter. After this is done, the parti­
cular case in consideration will be considered.
2„5 Minimum Bandwidth Sampled Data Systems
The problem, as presented in Figure 9 is solved as follows. The 
functional
K = b2 (nT) + X. e2 (nT) (8)
is formed, where X is the Lagrange multiplier. The mean square values 
indicated in (8) are given by;
b (nT) = 27TJ 9  r ^ b(z) dz
e2(n.X) = 127Tj 9  (z) z 1 dz' ee
(9)
(10)
14
(a)
n(nT) H(z) D(z) b(nT)--►
(b)
Figure 9. The General Variational Problem: To Find H(Z) Which Minimizes b2(nT)
2Subject to a Constraint in e (nT).
15
in which
<#>bb(z) = H(z) D (z) H(z 1) ^nn(z) ( I D
(b (z) = d> (z) + (p. . (z) - 0  . (z) -0. (z) (12)“ee rw  vi riv
where <6 (z) (b (z) and d>. . (z) are the autocorrelation functions of theTnn ’ rvv rn
noise signal, the output signal and the ideal output signal, respectively.
(b (z) and (b (z) are the cross-correlation functions of v(nT) and i(nT). Tvi riv
The correlation functions in (12) are given by
<b (z) = H(z) H(z 1) <b (z) (13)'vv ss
Ò. . (z) = G (z) G (z 1) Ó (z) (14)rn  o o rss
Ó . (z) = H(z_1) G (z) Ò (z) (15)rvi o rss
Ó (z) = H(z) G (z"1) Ó (z) (16)” iv o rss
where d> (z) is the auto-correlation function of the input signal s(nT)<> rss
Substituting (9) and (10) into (8)
( z ) ) z dz (17)
Following the method in reference (11) a small variation y ^(z) is given 
to H(z) and correspondingly, y ^(z ^) to H(z ^). This will result in a
variation 5 K in K. K is a minimum if
d K + 5 K !
d y
= 0 (18)
> Y = 0
16
where H(z) = H (z) + v ^(z) and H(z ^) = H (z ^) + v "H (z ^). Performing m ' m
the operations indicated in (18) and collecting terms
d(K + 6k )
d y 277j
Y=0
Ti(z) H (z 1 ) X (p (z) + D (z) D (z 1 )(p (z)m rss nn
- X G (z Ò (z) z 1 dzo rss
+ ^(z 1) H (z) X <p (z) + Ó (z) D (z)D (z 1) -X G (z)d> (z) z "^ dz =0277j m rss rnn o Tss
(19)
Let
X <p (z) + D (z) D (z 1) (p (z) = A  (z) = A+ (z) A  (z) rss nn (2 0 )
where A+ (z) is formed with the poles and zeros of A(z) which lie inside the 
unit circle in the z plane and A  (z) with those outside the unit circle. 
Then (19) may be written as 
d(K+5k )
- 1 .
dy Y=0
1
277j dz z 1 rl(z)A+ (z)r
X G (z A )(p (z)-,
Hm (z )A" ( z )  -  -  ° ----------- - gm A+A  (z)
r
277j+ ~rr O  dz z 1 Tl(z 1) A  (z)
X G (z) Ó (z)-i 
H (z) A+ (z) - --- — ----
m A” (z)
= 0
(21)
Since Hm (z) and A+ (z) have all their poles inside the unit circle and (21)
must be satisfied for any "n(z), the minimum bandwidth H (z) is given by:’ m
X G (z) (p (z)| o ss
H (z) = m
A  (z) 
A+ (z)
(22)
17
I
The symbol means that the function under consideration is expanded in
partial fractions and the terms with poles inside the unit circle collected.
Expression (22) gives the general formula for minimum bandwidth sampled 
data systems.
2.6 Expression for the Controller’s Transmissions
The general solution for minimum bandwidth is applied now to the 
particular problem indicated in Figure 8. The expression for B . (z) is obtained 
as follows. By direct substitution
where
Bj(z) =
f T~7“T 0 (Z>1
J J V z) qjqj
1 *  M  j
Aj (z)
(23a)
A. (z) = \.<p (z) + F.(z) F (z ) 0  (z)
J J q . q .  J J m m .
J J 3 3
(24)
^q q (z) = Aj (z_1) Aj (z)
J J j j
(25)
(P (z) = A.(z L) A . (z) (p (z)rm .m . j j rn n
3 J 3 3
Substituting (25) and (26) in (24) A^(z) is found to be
-1.
where
A. (z) = A . (z ) A . (z) F  .(z) 
J J J J
r (z) = (b (z) + F.(z) F . (z”1) (p (z) j 3 V u .  j j njn j
-1.
(26)
(27)
(28)
Noticing that A^ . (z ) contains only zeros inside the unit circle, a simplified 
expression for can be written using (27) ,and (25).
18
B (z) = --------
J A.Cz“1)
| X .A . (z 1 ) 0u u (z) 1 J J J J
a .(z) r (z)
J J
r +(z)
J
(29)
It is seen that B . (z) as given by (29) is a function of the Lagrange multi­
plier X.. As it is well known, evaluation of X. can be performed by a 
J J
numerical procedure or by root-locus techniques. In any case, several
different values for X. are assigned and the corresponding B . (z) obtained
J J ____________2
through (29); from B . (z) and using (b) w . . (z) is obtained. Then c (nT)
____ _ J J J  -^j
2 J and c (nT) are calculated from the following expression (which are n .
J
equivalent to (9) and (10), with <p (z) = 1).
J J
2 _ 1 c (nT) = 
u . 227 jJ r
(w . . (z)-l) (w . . (z 1) <p (z) z 1 dz 
JJ JJ Uj Uj
(30)
2 , 1 
V  (nT) = 277j r w..(z) w . . (z ■*") F . (z) F . (z 1) z 1 dz JJ JJ 3 3 (31)
2 2If a table of values Ô for c (nT) and c (nT) is formed for several valuesu . n .
J J ~2---------
of X . the value of X which gives the minimum value for c (nT) and satisfies
j’ J n
2 J the constraint in c (nT) is chosen. w..(z) corresponding to this value isUj JJ
the minimum bandwidth transfer function; then gn . . is obtained using (5a).lij
19
3. DESIGN OF THE OUTER-LOOP CONTROLLER 
Insofar as the design of G (z) is concerned, the block diagram of 
Figure 5 is equivalent to that of Figure 2. Since W(z) was made a diagonal 
matrix, the elements of the over-all transmission matrix T(z) = W(z)G2 (z) 
are obtained.
= Wjj(Z) g2ji(z) (32>
A block diagram representation of expression (32) is shown in Figure 10.
In this block diagram c^(nT) represents the jth output due only to input
r (nT): in the same way c1 (nT) represents the ideal signal at the jth output i o j
when only r ± is actuating and e^(nT) is the corresponding error. The per­
formance index of the system is assumed to be given as upper bounds for the 
mean square errors, i.e.,
e1 (nT)2 < E1 (33)
j ~  J
for i, j, = 1, 2, . . ., n
The design problem is to find the minimum bandwidth transfer function
t (z) (i j = 1  2, .... n) which satisfy the constraints in (28). It is 
ij ’ ’ ’ ’
seen that the problem is the variational problem solved in Section 2.5. In 
order to apply expression (22), let
t . . (z) = a . . (z) ¡3 . . (z) (34)
jl J1 J1
where a (z) is formed with the zeros of w . .(z) which lie outside the unit 
jiv J J
circle. Referring now to Figure 11 the problem is (3^(z) which minimizes
20
ej(nT)
Figure 10. Over-all Transmission between Input r^ and Output C , showing the 
Corresponding Error e^CnT).
21
ej(nT)
(a)
(b)
Figure 11. The Variational Problem for the Over-all Transmission: Find B^(Z)
Which Minimizes [C^ (nT)]^ Satisfying [e^(nT)]^ < E .n_, j ~ J
22
i 2[ c (nT)I (mean square value of the jth output due to a noise signal at 
L nj _________
i 2input i) satisfying the constraint in [e^.(nT>] when the inputs are iru(nT) 
and s(nT)^ respectively. Using (22) the solution for ¡3 _ is as follows
t . . . (z) dji <Pa n (z)
¡ V z)
jl q.,(z) S.S.
A . .(z)Ji
A+ . (z) Ji
(35)
where
and
-1A  . . (z) = X.. <p (z) + F . . (z ) (p (z) F..(z) ji Ji ss ji ^ m ,  jil i
(36)
- 1 .<b (z) = a . . (z) a . . (z ) (b (z) s.s. ji ji rr . r .l l l l
(37)
-1(b (z) = a .. (z) a . . (z ) <b (z) m . m . j l j l • n . n .l l l l
(38)
In expression (35) F_(z) is our auxiliary delay network which is used in
order to make g . .(z) physically realizable. For reasons similar to those 2 j i
given in Section 2.4^ a possible choice for F_(z) is
, k.-l+y.
F..(z) = (^l) J J 
Ji z
-1
(39)
where k is the lowest power in z of w ..(z) and y . is the number of zeros 
j JJ J
outside the unit circle of w..(z). Expression (35) can be simplified if one
J J «
lets
A  .(z) = a .(z) a..(z S  ^  ..(z) 
ji Ji Ji Ji
(40)
23
where
r (z) _ X (j) (z) + F . . (z) F . . (z 1) (z)
ji J1 r r^ i  Ji J1 ni ni
(41)
Using (39) } (30) and (36) a final expression for B.^z) is obtained
B ..(z) 
Ji a .. (z 1) 
Ji
r X . . t ,.. (z) <p (z) a . . (z 1) "■ ji dji r.r. ji
a ..(z) F  .. (z)
Ji • J1_______________
r  + .(z) 
ji
(42)
As in Section (1), expressions for the mean square values are necessary
when choosing \
ji
1 - - 2 1 (j t..(k) t..(z 1) F..(z) F..(z dzCnJ(nT) = 27TJ j r  JI JI J 1 J1
(43)
1 / mN 2 1
Sj (nT) = 27fj
r
d) r t..(z 1) + t..(z) t . . (z X) dji dji ji ji
- t . .(z) t (z 1) Ji dji
- t . . (z 1) t (z) L z 1 dz 
Ji dji f
(44)
Those expressions are readily detained using (12) - (16) and comparing 
Figures 8 and 9* The procedure to calculate X is the same as in
Section 2,6.
24
4. ILLUSTRATIVE EXAMPLE
Given the plant shown in Figure 12, where u^, r^, and r^ are stochastic
signals characterized by their autocorrelation functions.
<t> (z )  = —
UjUj (z-l)(z *-l)
-r —  for j = 1, 2 (44a)
<p (z) = r . r .l l (z-lXz"1-!)
for i = 1, 2 (44b)
The specifications are as follows. The upper bounds for the mean square 
values of the part of the outputs due to the disturbances are
c (nT) = X, X = 1.05, for j = 1, 2 u y y ' (45)
The ideal over-all transmission matrix T, isd
Td =
-1
(46)
The upper bounds for the mean square error (as defined in (31)) are
e1 (nT)2 1  E> E = 1 -02  ^ for Î’ 1 = 2
j
(47)
Solution
,-1The problem is solved as follows. First P(z) and[p(z)j are determined
They are given by
Figure 12. The Plant for the Example
26
P(z) =
z—1
-0.5
z-1
0.5
z-1
z
z-1
(48)
P(z) -1
z (z-1) 
z2+ 0.25
0.5(z-1)
2z + 0.25
-0.5(z-1) 
z2 + 0.25
z (z-1 
z2 + 0.25
(49)
with det P(z) = z + 0.25 
(z-i)2
(50)
The design of (z) is considered now. 
obtained from (49)
First the functions
p’ j ( z )
are
p.1 (z)li
z(z-l) 3 ’ (51)
p ^  (z )21
z + 0.25
075(z-i)- (52a)
^12 (z)
z + 0.25 
-0.5(z-l) (52b)
From (51), (52a) and (52b) it is clear that w (z) = w (z) . Besides
this, the lowest power in z  ^ of — -— ——
p. . (z) 1J
11'"' "22 
is seen to be zero. Since there
27
are no zeros outside the unit circle in det. P(z), F.(z) is chosen to be one
9 J
(according to 7c). In order to apply (29) r. (z) is written as follows
r (z) = -------- i —
(z-1)(z -1)
+ 1
Then T  ^  (z) and T  ^  (z) are easily obtained as
(53)
r  + 
j (z)
az + b 
z-1 (54a)
-1p  - ^  _ az + b 
J Z " z"1-!
where a and b satisfy the following equations
(54b)
ab = . 1 (55a)
2 2a + b + 2 + X. (55b)
J
Using (54a) and (54b) w .(z) is obtained (according to (29) with A.(z) = 1)
JJ J
w . . (z) 
JJ
B . (z) =
J
a + b 
az + b
From (30) c2 (nT) is obtained, u .
J
c (nT) = 
J a4 - 1
and, by (31), the output noise is given by
c2 (nT) = n
J
2a + 1
(56)
(57)
(58)
28
Then,, the optimum value for a is
a = 2.14 (59)
which corresponds to
/ n 0.782 ,
wjj(z) = r - ~ 2 i 8  > J = 2 (60)
The controller’s transmission are readily obtained using (5a)
, , 0.782 z ^ „g (z) = -g— -  , for l = 1, 2
z + 0.25
(61)
, . -0.391
or ( Z )  =  —----- ------—
112 z2 + 0.25
(61a)
g1 2 1 ^  2
0.391 (61b)
z + 0.25
It remains to design G (z). First a .. (z) (as defined in (34)) is seen to2 Ji
be one. Then F _ (z) is chosen to be one (according to 39). Considering
white noise as the input noise, I\.(z) is given by (41)
; Ji
as
r.. (z) = x..
ji ji (z—1)(z -1)
+ 1 (62)
Then T .(z) = X\(z), I\(z) given by (53). Since t ..(z) = + 1 (the sign 
Ji J 9 J dji —
(-) holding only for t ^) the minimum bandwidth over-all transmission
t . .(z) are:
Ji
. _ ^ (1 - 1/a )
ji - ( z - l / W ~
where the sign (-) holds only for t .
(63)
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From (43) and (44), the mean square values are calculated
As expected, (64) and (65) are equal to (58) and (57), respectively. In
~i 2order to satisfy (47) and minimize c . (nT) , the optimum value for a is
J
seen to be
and t ..(z) 
J i
a = 2.67 
is given by
(6 6 )
t .. (z) = +; 
Ji —
0.86
Z " 0.14 (67)
where the sign (-) holds only for t21(z). From (31), the controller’s 
transmission are obtained
g2ij = +
z - 0.218 
z - 0.14 (6 8)
where the sign (-) holds only for g221^Z '^
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5. SUMMARY AND CONCLUSIONS
A linear multivariable sampled data feedback control problem has been 
studied. The problem is to design physically realizable controllers for 
multivariable plants subject to disturbances, satisfying a prescribed degree 
of rejection of the disturbing signals and over-all performances indexes. The 
system inputs are stochastic in nature and are characterized by their auto­
correlation functions«, Both the degree of rejection of the disturbances and 
the over-all performance indexes are given as upper bounds for mean square 
values. The technique presented is valid for non-minimum-phase plants, i.e., 
plants for which det P(z) has zeros outside the unit circle in the z-plane 
(P(z)being the plant matrix:). It is, however, restricted to stable plants«,
Since multivariable control is a comparatively recent field, there are 
a great number of problems which have as yet not been treated. Some interesting 
topics for future investigations could be: (a) analytical design for plants
subject to parameter variations; power limitations at the plant inputs; adaptive 
control of multivariable plants; and statistical design for unstable plants.
It is expected that simple extensions of well known techniques used in single
variable systems could be used to solve some of those problems.
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