Although viral spreading processes taking place in networks are commonly analyzed using Markovian models in which both the transmission times and the recovery times follow exponential distributions, empirical studies show that, in most real scenarios, the distribution of these times are far from exponential. To overcome this limitation, we first introduce a generalized spreading model that allows for transmission and recovery times to follow arbitrary distributions within an arbitrary accuracy. In this context, we derive conditions for the generalized spreading process to converge towards the disease-free equilibrium (in other words, to eradicate the viral spread) without relying on mean-field approximations. Based on our results, we illustrate how the particular shape of the transmission/recovery distribution heavily influences the boundary of the stability region of the spread, as well as the decay rate inside this region. Therefore, modeling non-exponential transmission/recovery times observed in realistic spreading processes via exponential distributions can induce significant errors in the stability analysis of the dynamics.
human contact networks, the transmission of immunodeficiency viruses [4] , or the time is takes to recover from the influenza virus [19] are clearly non-exponential.
Since realistic transmission and recovery times usually follow non-exponential distributions, it is of practical importance to understand the role of these distributions on the dynamics of the spread. In this direction, the authors in [5] , [21] illustrated via numerical simulations that non-exponential transmission times can have a substantial effect on the speed of spreading. An approximate analysis of spreading processes with general transmission and recovery times using mean-field approximations was proposed in [6] . In [11] , an analytically solvable (although rather simplistic) spreading model with non-exponential transmission times was proposed. Using moment-closure techniques, the authors in [17] analyzed spreading processes with non-exponential transmission and recovery times in special network topologies (in particular, triangles and chains of length 2).
In this paper, we propose a rigorous but tractable approach to analyze spreading processes over arbitrary networks with general transmission and recovery times. In this direction, we first introduce a generalized networked SIS (GeNeSIS) model which allows for transmission and recovery times following arbitrary phase-type distributions (see, e.g., [2] ). Since phase-type distributions form a dense family in the space of positive-valued distributions [8] , the GeNeSIS model allows to theoretically analyze arbitrary transmission and recovery times within an arbitrary accuracy [2] . We are particularly interested in finding conditions for the dynamics of the spread to converge towards the disease-free equilibrium exponentially fast; in other words, to eradicate the viral spreading process. In contrast with existing results [6] , [17] , we provide an exact analysis of the dynamics over arbitrary networks with general infection and recovery distributions (without relying on mean-field approximations). The key tool used in our derivations is a vectorial representation of phase-type distributions, which we use to derive conditions for exponential stability of the disease-free equilibrium in the (exact) stochastic dynamics of the GeNeSIS model. Based on our theoretical results, we show that modeling non-exponential transmission/recovery times using exponential distributions induces significant errors in the dynamics of spreading processes, as previously observed via numerical simulations. This paper is organized as follows. In Section II, we introduce elements of graph theory and stochastic differential equations with Poisson jumps. In Section III, we describe a generalized model of spreading processes over networks with arbitrary transmission and recovery times. In Section IV, we provide a vectorial representation of the GeNeSIS model, which we use in Section V to derive stability conditions of its stochastic dynamics. We validate the effectiveness of our results via numerical simulations in Section VI, where we also illustrate the significant effect of non-exponential transmission/recovery times in the dynamics of the spread.
II. MATHEMATICAL PRELIMINARIES
Let R and N denote the set of real numbers and positive integers, respectively. For a positive integer n, define [n] = {1, . . . , n}.
For a real function f , let f (t − ) denote the limit of f from the left at time t. We let I n and O n denote the n × n identity and zero matrices. By 1 p and 0 p , we denote the p-dimensional vectors whose entries are all ones and zeros, respectively. A real matrix A (or a vector as its special case) is said to be nonnegative, denoted by A ≥ 0, if A is nonnegative entry-wise. The notation A ≤ 0 is understood in the obvious manner. For a square matrix A, the maximum real part of its eigenvalues, called the spectral abscissae of A, is denoted by η(A). We say that A is Hurwitz stable if η(A) < 0. We also say that A is Metzler if the off-diagonal entries of A are all non-negative. It is easy to see that, if A is Metzler, then e At ≥ 0 for every t ≥ 0. The Kronecker product [10] of two matrices A and B is denoted by A ⊗ B, and the Kronecker sum of two square matrices A ∈ R p×p and B ∈ R q×q is defined by A ⊕ B = A ⊗ I q + I p ⊗ B. Given a collection of n matrices A 1 , . . . , A n having the same number of columns, the matrix obtained by stacking the matrices in vertical (A 1 on top) is denoted by col(A 1 , . . . , A n ).
An undirected graph is a pair G = (V, E ), where V = {1, . . . , n} is the set of nodes, and E ⊂ V × V is the set of edges, consisting of distinct and unordered pairs {i, j} for i, j ∈ V. We say that a node i is a neighbor of j (or that i and j are adjacent) if {i, j} ∈ E . The set of neighbors of node i is denoted by N i . The adjacency matrix A ∈ R n×n of a graph G is defined as the {0, 1}-matrix whose (i, j)-th entry is 1 if and only if nodes i and j are adjacent, 0 otherwise. Let (Ω, M, P) be a probability space. The expectation of a random variable is denoted by E[·]. A Poisson counter [7, Chapter 4] of rate λ > 0 is denoted by N λ . In this paper, we extensively use a specific class of stochastic differential equations with Poisson jumps, described below. For each i ∈ [m], let f i : R × R → R be a continuous function, λ i be a positive constant, and κ i be a continuous-time real stochastic process defined over the probability space Ω such that {κ i (t)} t≥0 are independent and identically distributed. Then, we say that a real and right-continuous function x is a solution of the stochastic differential
if x is constant on any interval where none of the counters N λ 1 , . . . , N λ m jumps, and
jumps at time t. This definition can be naturally extended to the vector case. Below, we present two lemmas for this class of stochastic differential equations. The first lemma states a version of Itô's formula:
Lemma II.1. Assume that x is a solution of (1). Let g be a real continuous function. Then, y(t) = g(x(t)) is a solution of the
i.e., y satisfies
if the Poisson counter N λ i jumps at time t and is constant over any interval in which none of the counters N λ 1 , . . . , N λ m jumps.
Proof. Assume that the counter N λ i jumps at time t. Since x is the solution of the stochastic differential equation (1), it follows
We also state the following lemma concerning the expectation of the solution to the stochastic differential equation (1):
Assume that x is a solution of (1) . If the functions f 1 , . . . , f m are affine with respect to the second variable, then
Proof. By the assumption, for each i ∈ [m] we can take real functions f i,1 and f i,2 such that
Let t ≥ 0 and h > 0 be arbitrary. We have the following three possibilities: (i) no counter jumps on the time interval [t,t + h]; (ii) exactly one counter jumps in the interval; or (iii) more than one counter jumps in the interval. The first case happens with probability 1 
because κ i is an independent and identically distributed stochastic process. Finally, the third case occurs with probability o(h).
Summarizing, we have shown that
which proves (2) in the limit of h → 0.
III. SIS MODEL WITH GENERAL TRANSMISSION AND RECOVERY TIMES
The aim of this section is to introduce the generalized networked susceptible-infected-susceptible (GeNeSIS) model. Consider a network of n nodes 1 connected via an undirected graph G = (V, E ). In this model, the state of a node i ∈ V is described by a {0, 1}-valued continuous-time stochastic process, denoted by z i = {z i (t)} t∈R . We say that node i is susceptible (respectively, infected) at time t if z i (t) = 0 (respectively, z i (t) = 1). We assume that the function z i is continuous from the right for all i ∈ [n].
Under this assumption, we say that node i becomes infected (respectively, becomes susceptible) at time t if z i (t − ) = 0 and z i (t) = 1 (respectively, z i (t − ) = 1 and z i (t) = 0). It is assumed that all nodes are susceptible before time t = 0, i.e., z i (t) = 0 for t < 0.
Using this notation, we introduce the GeNeSIS model as follows.
Definition III.1. We say that the family z = {z i } i∈ [n] of stochastic processes is a generalized networked susceptible-infectedsusceptible model (GeNeSIS model, for short) if there exist a subset Λ ⊂ [n], as well as random variables 0 = τ
and ρ i (t) > 0 satisfying the following conditions for all i ∈ [n], j ∈ N i , and t ≥ 0: a) Node i becomes infected at time t = 0 if and only if i ∈ Λ, i.e., Λ is the initially infected subset. b) Assume that node i becomes infected at time t. Then, node i remains infected during the time interval [t,t + ρ i (t)) and becomes susceptible at time t + ρ i (t), i.e., the random variable ρ i (t) is the recovery time of node i; c) During the interval [t,t + ρ i (t)), the infected node i attempts to infect node j ∈ N i at times {t + τ ji k (t)} k∈N . If node j is susceptible at time t + τ ji k (t) for any k ∈ N, then it becomes infected.
Remark III.2. We call the random increments {τ
, k∈N the transmission times of node i, since the difference
represents the time between infection attempts from an infected node i towards a neighboring node j. Note that, when all the recovery and transmission times follow exponential distributions, the GeNeSIS model recovers the standard networked SIS model studied in the literature [13] , [20] , [23] .
Notice that the origin (i.e., z i = 0 for all i ∈ V) is an absorbing state of the GeNeSIS dynamics. In what follows, we will refer to the origin as the disease-free equilibrium. The aim of this paper is to analyze the dynamics of the generalized SIS model according to the following stability criterion:
Definition III.3. For a given λ > 0, we say that the infection-free equilibrium of the GeNeSIS model is exponentially mean stable with decay rate λ if, for every ε > 0, there exists a C > 0 such that E[z i (t)] ≤ Ce −(λ −ε)t for all t ≥ 0 and i ∈ [n].
In this paper, we consider the GeNeSIS model with transmission and recovery times following phase-type distributions [2] .
In what follows, we briefly describe this wide class of probability distributions. Consider a time-homogeneous Markov process
x in continuous-time with p + 1 (p ∈ N) states (also called phases) such that the states 1, . . . , p are transient and the state p + 1 is absorbing. The infinitesimal generator of the process is then necessarily of the form
where T ∈ R p×p is an invertible Metzler matrix with non-positive row-sums. Let col(φ , 0) ∈ R p+1 (φ ∈ R p ) denote the initial distribution of the Markov process x, i.e., P(
and P(x(0) = p + 1) = 0. Then, the time to absorption into the state p + 1 is a random variable following a phase-type distribution, which we denote by the pair (φ , T ). In the rest of the paper, we make the following assumption on the distribution of (random) transmission and recovery times in the GeNeSIS model:
Assumption III.4. Transmission and recovery times of all nodes follow phase-type distributions (φ , T ) and (ψ, R), respectively.
Remark III.5. It is known that the set of phase-type distributions is dense in the set of positive-valued distributions [8] .
Therefore, it is possible to approximate any arbitrary distribution using a phase-type distribution within any given accuracy.
Moreover, there are efficient numerical algorithms to find the parameters of this approximating phase-type distribution [2] .
IV. VECTORIAL REPRESENTATIONS
The aim of this section is to introduce a useful vectorial representation of the GeNeSIS model under Assumption III.4. We start our exposition by providing a vectorial representation of an arbitrary phase-type distribution (Subsection IV-A), and then present a vectorial representation of the GeNeSIS model (Subsection IV-B).
A. Vectorial Representation of Phase-Type Distributions
In what follows, we use the following notation: For m, m ∈ [p], let E mm denote the p × p matrix whose entries are all zeros, except for its (m, m )-th entry being one. Also, let e m denote the m-th vector of the canonical basis in R p (i.e., all the entries of e m are zeros, except for the m-th entry being one). Finally, given a probability distribution φ on [p], we say that an R p -valued random variable x follows the distribution φ , denoted by x ∼ φ , if P(x = e m ) = φ m for every m ∈ [p].
In the following proposition, we prove that a random variable following a phase-type distribution can be represented using the exit time (see [16, p . 117]) of a particular stochastic differential equation:
Proposition IV.1. Consider an invertible Metzler matrix T ∈ R p×p with non-positive row-sums. Define the vector b = −T 1 p , and the phase-type distribution (φ , T ). Consider the R p -valued stochastic differential equation
with random initial condition x(0) ∼ φ . Then, the random variable
and N b m jumps at time t}
Proof. We first show that the solution x of (4) is a Markov process with state space {e 1 , . . . , e p , 0} ⊂ R p and infinitesimal generator given by (3). Let t ≥ 0 and h > 0 be arbitrary. If x(t) = 0, then we can easily see that x(t + h) = 0. Let us consider the case x(t) = e m for m ∈ [p]. From the right-hand side of the differential equation (4), we see that the value of x can change on the interval [t,t + h] only when one of the counters N T m1 , . . . , N T mp , or N b m jumps. The probability that only the counter N T mm jumps in this interval is equal to T mm h + o(h), in which case we obtain x(t + h) = e m . Also, with probability
only the counter N b m jumps in this interval, in which case we obtain x(t + h) = 0. On the other hand, with probability
, none of the counters jumps in this interval, in which case x(t + h) = x(t) = e m . Finally, the probability that more than one counter jumps in this interval is of order o(h). From the above observations, we obtain that the random process x satisfying (4) is a Markov process with infinitesimal generator (3). Also, from this observation, we directly obtain that the second equality in (5) is true.
Furthermore, since x(0) follows the probability distribution φ , the time to absorption of the stochastic process x into the absorbing state 0 follows the phase-type distribution (φ , T ), which follows directly from the definition of phase-type distributions. This completes the proof of the proposition.
Based on Proposition IV.1, we now provide a vectorial representation of renewal sequences (see, e.g., [7, Chapter 9] ) whose inter-renewal times follow a phase-type distribution:
Proposition IV.2. Let (φ , T ) be a phase-type distribution. Let e φ = {e φ (t)} t≥0 be a stochastic process such that e φ (t) follows the distribution φ independently for each t ≥ 0. Consider the R p -valued stochastic differential equation
with a random initial state x(0) following the distribution φ . Define τ 0 = 0 and let 0 < τ 1 < τ 2 < · · · be the (random) times at which x(t − ) = e m and the counter N b m jumps for some m ∈ [p]. Then, the increments {τ k − τ k−1 } k∈N are independent and identically distributed random variables following the phase-type distribution (φ , T ).
Proof. Since the stochastic differential equation (6) is equivalent to (4) on the time interval [0, τ 1 ), the random variable τ 1 has the same probability distribution as the random variable ρ defined in (5) and, therefore, follows the phase-type distribution (φ , T ) by 
For , ∈ [q], let F denote the q × q matrix whose entries are all zeros, except for its ( , )-th entry being one. Also, let f denote the -th vector in the canonical basis of R q . Finally, for i, j ∈ [n] and γ > 0, we let N i j λ and N i λ denote independent Poisson counters with rate λ . The next theorem is the first main result of this paper:
Theorem IV.3. For each i ∈ [n] and j ∈ N i , let e ji φ = {e ji φ (t)} t≥0 and f i ψ = { f i ψ (t)} t≥0 be the stochastic processes such that e ji φ (t) ∼ φ and f i ψ (t) ∼ ψ, independently. Let x ji and y i be, respectively, the R p -and R q -valued stochastic processes satisfying the following stochastic differential equations:
where for an initially infected subset Λ ⊂ [n], the initial conditions satisfy
Then, the generalized networked SIS model in Definition III.1 with transmission and recovery times following, respectively, phase-type distributions (φ , T ) and (ψ, R) can be equivalently described as the family of stochastic processes z = {z i } n i=1 , where z i (t) = 1 q y i (t) for all t ≥ 0 and i ∈ [n].
Remark IV.4. As we shall explain below, the variable x ji is related to spread of the infection from an infected node i to a susceptible node j, while y i controls the recovery process of node i.
Before we provide a proof of Theorem IV.3, we start from the following result:
Lemma IV.5. The following statements are true for all i ∈ [n], j ∈ N i , and t ≥ 0: 1) 1 p x ji (t) = 1 q y i (t); 2) x ji (t) ∈ {0 p , e 1 , . . . , e p }; and 3) y i (t) ∈ {0 q , f 1 , . . . , f q }.
Proof. To prove the first statement, fix i ∈ [n] and j ∈ N i , and let ε = 1 p x ji − 1 q y i . From (8) and (9), we can show that
This equation implies that ε is constant over [0, ∞) because ε(0) = 0. Therefore, we have ε(t) = ε(0) = 0 for every t ≥ 0, completing the proof of the first statement.
Let us prove the second and third statements. Notice that x ji and y i are piecewise constant since they are the solutions of the stochastic differential equations (8) and (9) . Moreover, their values can change only when one of the Poisson counters in the stochastic differential equations jumps. Finally, (10) shows that x ji (0) ∈ U = {0 p , e 1 , . . . , e p } and
Therefore, it is sufficient to show that the jump of any Poisson counter leaves the sets U and V invariant.
Let t > 0 be arbitrary and assume that x ji (t − ) ∈ U and y i (t − ) ∈ V . The stochastic differential equations (8) and (9) , and N i d . We now show below that, any of these counters leave the sets U and V invariant:
jumps at time t: We have that
and hence x ji (t) ∈ U. Also, we trivially have y i (t) = y i (t − ) ∈ V .
Case 2) When N i R jumps at time t: Clearly x ji (t) = x ji (t − ) ∈ V . Also, we have y i (t) ∈ U because
jumps at time t: We clearly have y i (t) = y i (t − ) ∈ V . We can also show x ji (t) ∈ U because jumps at time t: We have that
Also,
Therefore, this jump leaves U and V invariant. We note that we have used the first claim in this derivation.
Case 5) When N i d jumps at time t: We can show that
and hence x ji (t) ∈ U. We also have y i (t) ∈ V because
This completes the proof of the lemma.
From the proof of Lemma IV.5, the following corollary immediately follows. Now we are ready to prove our first main result, namely, Theorem IV.3.
Proof of Theorem IV.3. We prove that the family of stochastic processes z = {z i } n i=1 , defined as the solution of (8) and (9), satisfies items a)-c) in Definition III.1, as well as Assumption III.4. Item a) is true by (10) . Let us now prove item b). Assume that node i becomes infected at time t ≥ 0; hence, we have that either t = 0 or t > 0. We first consider the case t = 0. Let ρ be the earliest time at which y i (ρ) = 0 q . Then, on the time interval [0, ρ), the differential equation (9) is equivalent to
, since y i y i = F y i . Moreover, the vector y i (0) follows the distribution ψ by (10) . Therefore, by Proposition IV.1, we see that ρ follows the phase-type distribution (ψ, R), proving item b) in Definition III.1 under Assumption III.4 for t = 0. We then consider the case t > 0. From Case 4) in the proof of Lemma IV.5 and Corollary IV.6, we know that y i (t) equals f i ψ (t) and, therefore, follows the distribution ψ. We can then use the same argument as above to conclude that node i remains infected on [t,t + ρ) and becomes susceptible at time t + ρ, with ρ following the phase-type distribution (ψ, T ), proving item b) in Definition III.1 under Assumption III.4 for t > 0.
Let us finally prove that the family of stochastic processes z = {z i } n i=1 satisfies item c) in Definition III.1 under Assumption III.4. Assume that node i becomes infected at time t, and, again, consider the case t = 0 first. Let τ 1 < τ 2 < . . .
be the times at which node i attempts to infect node j. We need to show that the differences τ 1 − 0 = τ 1 , τ 2 − τ 1 , . . . are independent and identically distributed random variables following the phase-type distribution (φ , T ). Notice that x ji (t) = 0 until node i becomes susceptible, which occurs at the earliest time t > 0 at which y i (t − ) = 1 and the counter N i d jumps for some ∈ [q] (by Corollary IV.6). Therefore, until the recovery of node i, the stochastic differential equation (8) is equivalent to
. Thus, by Proposition IV.2, the times at which x ji (t − ) = e m and the counter N ji b m jumps form a renewal sequence with inter-renewal times following the phase-type distribution (φ , T ). On the other hand, by Corollary IV.6, these times are exactly the times at which node i attempts to infect node j. Therefore, item c) in Definition III.1 under Assumption III.4 holds true. We can prove the case t > 0 in the similar manner and hence omit the proof.
V. STABILITY ANALYSIS
In this section, we use the representation of the GeNeSIS as the (vectorial) stochastic differential equations (8) and (9) to analyze its exponential stability under Assumption III.4. In other words, we provide conditions under which an epidemic process with general infection and recovery times taking place in an arbitrary network topology dies out exponentially fast over time. The following theorem is the main result of this section: Theorem V.1. Consider the generalized networked SIS model with transmission and recovery times following, respectively, phase-type distributions (φ , T ) and (ψ, R). Define the (npq) × (npq) matrix
where A is the adjacency matrix of the graph G and the vector b is defined in (7). If A is Hurwitz stable, then the infection-free equilibrium of the generalized networked SIS model is exponentially mean stable with decay rate |η(A)|, where η(A) is the spectral abscissae of A.
Proof. Combining equations (8) and (9), we obtain the following R p+q -valued stochastic differential equation
Then, we apply Itô's formula in Lemma II.1 using the function
to obtain the following R pq -valued stochastic differential equation (after tedious, but simple, algebraic manipulations)
For brevity, we omit the details of this derivation.
Define ω ji (t) = E[w ji (t)] for t ≥ 0. Then, using Lemma II.2, from (11) we can derive the R pq -valued differential equation
where B and D are the n × n diagonal matrices having the diagonals b 1 , . . . , b n and d 1 , . . . , d n , respectively, and the R pq -valued
Now, for every i ∈ [n], we take an arbitrary j i ∈ N i . We then define the function ω i by ω i = ω j i i (i.e., the solution to (12) when j = j i ), as well as the R npq -valued function ω = col(ω 1 , . . . , ω n ). Notice that, from (11) , all the stochastic processes in the set {w ji } j∈N i follow the same stochastic differential equation and, therefore, present the same probability distribution. This implies that ω i = ω ji for every j ∈ N i . Therefore, we can show that
where A i denotes the i-th row of the adjacency matrix A. Then, from (12), it follows that
Defining ε = col(ε j 1 1 , . . . , ε j n n ), we obtain the differential equation
where A is defined in the statement of the theorem.
Since A is Metzler, we have that e At ≥ 0 for every t ≥ 0. Also, since both x ji (t) and y i (t) are nonnegative for all i ∈ [n], j ∈ N i , and t ≥ 0, we have that ε(t) ≥ 0 for every t ≥ 0. Therefore, from (13) , it follows that ω(t) = e At ω(0) − t 0 e A(t−τ) ε(τ) dτ ≤ e At ω(0). This inequality implies that ω(t) converges to zero as t → ∞ with a decay rate equal to |η(A)|, since A is assumed to be Hurwitz stable in the statement of the theorem, and ω(t) ≥ 0 for all t ≥ 0.
On the other hand, for each i ∈ [n] and j ∈ N i , we can show that 1 pq w ji (t) = (1 p x ji (t))(1 q y i (t)) = 1 q y i (t) = z i (t) from Lemma IV.5. Therefore, E[z i (t)] = 1 pq ω ji (t), which shows the exponentially fast convergence of E[z i (t)] towards zero with a decay rate equal to |η(A)|. This completes the proof of the theorem.
VI. NUMERICAL SIMULATIONS
In this section, we illustrate the effectiveness of our results with numerical simulations in a small real social network. We specifically show that modeling non-exponential transmission/recovery times using exponential distributions (i.e., using the standard Markovian model in [20] ) can induce significant errors in the computation of the decay rate of the epidemic process.
In our simulations, we use the following four distributions to model transmission and recovery times in the GeNeSIS model:
(i) the exponential distribution with mean µ (and, hence, variance µ 2 ); (ii) the log-normal distribution with mean µ and variance µ 2 ; (iii) the log-normal distribution with mean µ and variance 2µ 2 ; and (iv) the log-normal distribution with mean µ and variance 4µ 2 .
In order to analyze the stability of the GeNeSIS model whose transmission and recovery times follow one of these four distributions, we first approximate the three log-normal distributions in (ii)-(iv) using phase-type distributions (as described in Section III). In particular, we use p = 10 phases in our approximation and use the expectation-maximization (EM) algorithm proposed in [2] to find the particular values of T and b in (3). Fig. 1 shows the probability density functions of the (exact) log-normal distributions, as well as the fitted phase-type distributions, when the value of the parameter µ is in the range Using the obtained phase-type distributions, we then apply Theorem V.1 to analyze the stability of the GeNeSIS model when the transmission/recovery times follow one of the four distributions described above. In particular, we compute the exponential decay rate for each one of the possible sixteen combinations of transmission/recovery distributions when µ is in the range [0.5 : 0.05 : 1.5]. In the subfigures of Fig. 2 , we include contour plots of the decay rates for these sixteen cases. We see that, even though the four distributions have the same mean, the resulting GeNeSIS models exhibit distinct regions of exponential mean stability as well as different decay rates. In Fig. 2 , we observe that for a fixed recovery distribution (i.e., for a fixed column in the table), the stability region (indicated by a black solid line in Fig. 2 ) shrinks as we increase the variance of the log-normal distribution modeling the transmission times (see rows 2) to 4) in Fig. 2 ). Since the spreading process 'dies out' exponentially fast inside the stability region, we conclude that the 'heavier' the tail of the transmission distribution, the more 'viral' the spreading process. Similarly, we analyze the impact of the variance of the recovery distribution in the stability of the spread. In Fig. 2 , we observe that for a fixed transmission distribution (i.e., for a fixed row in the table), the stability region remains almost unaltered as we increase the variance of the distribution modeling the recovery time. However, the decay rate |η(A)| increases more abruptly inside the stability region as we decrease this variance. This is indicated by a steeper gradient inside the stability region. In other words, the smaller the variance of the recovery distribution, the faster the spreading process 'dies out' in the network.
VII. CONCLUSION
In this paper, we have analyzed the dynamics of a generalized model of spreading over arbitrary networks with phase-type transmission and recovery times. Since phase-type distributions form a dense family in the space of positive-valued distributions,
our results allow to theoretically analyze arbitrary transmission and recovery times within an arbitrary accuracy. In this context, we have derived conditions for a generalized spreading process to converge towards the origin (i.e., to eradicate the spread).
In contrast with existing results, we provide an exact analysis of the stochastic spreading dynamics over arbitrary networks (without relying on mean-field approximations). Our results illustrate that the particular shape of the transmission/recovery distribution heavily influences the boundary of the stability region of the spread, as well as the decay rate inside the region.
In particular, we observe that the 'heavier' the tail of the transmission distribution, the more 'viral' the spreading process.
Furthermore, the 'thiner' the tail of the recovery distribution, the faster the spreading process 'dies out' in the network.
