Assuming that actors u and v have r common neighbors in a social network we are interested in how likely is that u and v are adjacent. This question is addressed by studying the collection of conditional probabilities, denoted cl(r), r = 0, 1, 2, . . . , that two randomly chosen actors of the social network are adjacent, given that they have r common neighbors. The function r → cl(r) describes clustering properties of the network and extends the global clustering coefficient. Our empirical study shows that the function r → cl(r) exhibits a typical sigmoid pattern. In order to better understand this pattern we establish the large scale asymptotics of cl(·) for two related random intersection graph models of affiliation networks admitting a non-vanishing global clustering coefficient.
Introduction
Our study is motivated by the following question: given two randomly chosen actors of a social network, the presence of how many common neighbors would imply with certainty that these two actors are adjacent. A "softer" question is about the conditional probability that there is a link between two randomly chosen actors given that they have (at least) r common neighbors. More formally, let G = (V, E) be a finite graph on the vertex (actor) set V = {v 1 , . . . , v n } and with an edge set E ⊂ {u, v} : u, v ∈ V, u = v . We call vertices u and v adjacent if they are joined by an edge, i.e., {u, v} ∈ E. The adjacency relation is denoted for short by u ∼ v. Adjacent vertices are called neighbors. The number of neighbors of a vertex v is denoted d(v). The number of common neighbors of vertices u and v is denoted d (u, v) . In other words, d(u, v) is the number of paths of length 2 which start in u and end in v. Given a pair of distinct vertices {v
We call cl(·) and Cl(·) clustering functions to emphasize their relation to the global clustering coefficient of G. Recall that the global clustering coefficient C G is the conditional probability that two randomly chosen vertices are adjacent given that they are neighbors of another randomly chosen vertex ( [2] , [16] , [17] , [23] ). Formally, we have
is an ordered triple of distinct vertices drawn uniformly at random. Let us compare cl G (1) and Cl G (1) with C G . These quantities are conditional probabilities of the same event v * 1 ∼ v * 2 , but each referring to a different conditional event. The conditional events defining cl G (1) or Cl G (1) require the existence of exactly one or at least one common neighbor, but do not identify this neighbor, while the conditional event defining C G identifies the neighbor, but does not require it to be unique. Network characteristics cl G (·) and Cl G (·) aim at measuring social pressure/influence exercised by the neighbors on a pair of actors to establish a communication link. In this paper we study the function cl G (·) first by considering empirical data and then by rigorous analysis of two related random graph models. The function Cl G (·) will be considered elsewhere. It seems likely that in a social network the chances that two randomly chosen vertices are adjacent correlate positively with the number of the common neighbors of these vertices, as this number reflects a closeness of the vertices. Therefore, one may expect that the function cl G (·) depicting the relationship between the chances and the number of common neighbors is increasing. Empirical plots of cl G (·) (Section 2 below) show similar patterns for different real network data: The function is (almost) increasing, it has a sigmoid shape and it is surprisingly regular. In order to get a better insight into the factors possibly affecting the shape of the clustering function r → cl G (r) we then focus on affiliation networks having an observable underlying bipartite graph structure. We recall that vertices of an affiliation network are prescribed individual sets of attributes and two vertices are declared adjacent in the network if they share some common attributes, see [25] . Here the vertices and attributes define the bipartition, and the bipartite graph is obtained by linking vertices to the attributes prescribed to them. Two popular examples of real affiliation networks with observable bipartite graph structure are the film actor network, where two actors are declared adjacent if they have played in the same movie, and the collaboration network, where two scientists are declared adjacent if they have coauthored a publication. We show that the shape of cl G (·) can be highly determined by the degree sequence of the underlying bipartite graph (Section 3 below). Furthermore, for n → +∞, we determine the limiting shape of cl G (·) of a sparse synthetic affiliation network, where attributes are prescribed to vertices at random (Section 4 below). Our results about the limiting shape are mathematically rigorous, they are helpful in explaining empirically observed sigmoid pattern of cl G (·). The remaining part of the paper is organized as follows. In Section 2 we present empirical plots of cl G (·) of several real networks admitting positive clustering coefficient: the actor network, where two actors are declared adjacent whenever they have acted in the same film ([27]), and the Facebook "friendship" network ( [11] , [24] ). For comparison we provide also an empirical plot of Cl G (·).
In Section 3 we demonstrate the impact of the degree sequence of the underlying bipartite graph on the shape of cl G (·) of an actor network by comparing the clustering function of the network with those of simulated bootstrap networks. These bootstrap networks are solely defined by the degree sequence of the bipartite graph of the original real affiliation network and represent instances of random intersection graphs ( [14] , [12] , [5] ). Detailed definition of random intersection graphs is given Section 4 below. Here we only mention that random intersection graphs can be considered as synthetic affiliation networks, where attributes are prescribed to actors at random. It is therefore not surprising that clustering properties of random intersection graphs resemble those of real affiliation networks (see, e.g., [3] , [8] , [19] ). In Section 4 we present mathematically rigorous results showing the large scale asymptotics of clustering function (1) of related random intersection graphs with a square integrable degree distribution. We remark that random intersection graphs considered in this paper admit a non-trivial (i.e., not vanishing and not tending to 1 as the number of vertices n → +∞) clustering coefficient only for a certain range of parameters defining the graph, see Section 4 below. For another range of parameters, the edge dependencies are much weaker and the clustering coefficient vanishes. An interesting feature of the clustering function, is that it undergoes structural changes, but does not vanish, as the edge dependencies decay. Hence, our theoretical analysis suggests that the clustering function may be helpful in detecting edge dependencies even in cases, where the clustering coefficient fails. Finally, we briefly discuss our results in Section 5. Proofs of theoretical results of Section 4 are sketched in Appendix (Section 6).
A pilot empirical study
Here we present examples of clustering functions based on real network data coming from two different social networks: The film actor network, and the Facebook "friendships" network. In Figure 1 we plot the clustering functions of the following drama actor networks: The English drama actor network with n = 402622 actors, m = 66127 films and the clustering coefficient C G = 0.32 (the clustering coefficients here and below are rounded up to 2 decimal places), the French drama actor network with n = 43204 actors, m = 5629 films and the clustering coefficient C G = 0.30, and the Russian drama actor network with n = 9880 actors, m = 2459 films and C G = 0.44. All three networks refer to the films produced up to 2012. The data has been obtained from [27] . For comparison we also plot the function Cl G (·). In Figure 2 we plot clustering function cl(·) of networks whose links represent reciprocated Facebook "friendships" between user pages of three universities (snapshot of September 2005, data from [24] ). The first network has n = 17425 vertices and the clustering coefficient C G = 0.16 (cl G (·) depicted by blue bullets •); the second network has n = 9414 vertices and the clustering coefficient C G = 0.15 (cl G (·) depicted by green stars ); the third network has n = 6596 vertices and the clustering coefficient C G = 0.16 (cl G (·) depicted by red squares ). We can make several observations about the clustering function cl G (·) depicted in Figures 1 (left) and 2. Firstly, for small and medium values of the argument the function is quite regular and almost monotone. Furthermore, it exhibits a sigmoid pattern and this pattern shows up in social networks of different nature: The film actor network is an affiliation network, while the Facebook "friendships" network isn't. We remark that an irregular behavior of the clustering function r → cl G (r) for large r can be partly explained by the fact that there are very few pairs of vertices having large number of common neighbors. For this reason the probability P(d * 12 = r) of the conditioning event is small. Therefore, the fluctuations of the function r → P(d * 12 = r) caused by, e.g., large cliques, may affect significantly the value of the conditional probabilities cl
Finally, we mention that, generally, the clustering function cl G (·) does not need to be monotone nor regular and it is easy to construct examples of graphs where it behaves chaotically. The question what are the factors affecting the shape of the clustering function cl G (·) of an affiliation network is addressed in the next two sections. 
Approximations by random intersection graphs
We recall that an affiliation network G on the vertex set V = {v 1 , . . . , v n } is defined by a bipartite graph (we denote it by H) with the bipartition V ∪ W, where W = {w 1 , . . . , w m } is an auxiliary set of attributes: Two vertices of G are adjacent whenever they have a common neighbor in H. In this section we focus on the film actor network, which is an affiliation network with observable bipartite structure. Indeed, the set of movies (=attributes) and the list of actors of each movie are known. Therefore the bipartite graph linking actors to films is observable. This makes possible to trace the connection between the shape of cl G (·) of an actor network G and the degree sequence of the corresponding bipartite graph H. For this purpose we generate a random bipartite graph H with the same bipartition and with the same (expected) degree sequence as that of H and then compare cl G (·) with the clustering function cl G (·) of the affiliation network G defined by H. Let a i and b j denote the degrees of v i ∈ V and w j ∈ W in H. Denote a = (a 1 , . . . , a n ), b = (b 1 , . . . , b m ), and M = i a i = j b j . We consider two random bipartite graphs related to H: The configuration bipartite graph and inhomogeneous bipartite graph. In the configuration bipartite graph every vertex v i is prescribed a i white stubs, every attribute w j is prescribed b j black stubs. We match uniformly at random white and black stubs. In this way we obtain a bipartite multi-graph with the bipartition V ∪ W. We only accept the matching if it produces a simple bipartite graph (no multiple edges). The latter is an instance of the random configuration bipartite graph. The affiliation network defined by this bipartite graph is denoted G 1 = G 1 [a, b] . Alternatively, in the inhomogeneous bipartite graph every pair {v i , w j } ∈ V × W establish a link with probability min{1, a i b j /M } independently of the other pairs. We note that for sufficiently regular sequences a and b the expected degrees of vertices in the inhomogeneous bipartite graph match their degrees in H. The affiliation network defined by the inhomogeneous bipartite graph is denoted
We can consider the clustering functions of simulated graphs G 1 and G 2 as approximations to the true clustering function cl G (·). In Figure 3 we plot the clustering function cl G (·) of the English drama actor network introduced in section 2 together with the clustering functions cl G 1 (·) and cl G 2 (·) of the simulated graphs G 1 and G 2 (cl G , cl G 1 and cl G 2 are depicted by red diamonds, green triangles and blue bullets respectively). We observe that both functions cl G 1 (·) and cl G 2 (·) overestimate cl G (·). We discuss this observation in more detail. One reason why the simulated clustering functions overestimate the true one is that the real actor network refers to films that have been produced during a long period of time. For example in the true actor network a pair of actors with age difference of 50 years have little or no chances to play in the same film, but they may well have several common neighbors among actors of intermediate age. Therefore, some pairs of actors having common neighbors are ruled out from being adjacent because of their distance in time. Another factor with similar impact is the geographical distances between locations of different film producers. These factors do not affect the simulated graphs G 1 and G 2 where the adjacency relations are defined so as if all the films were produced at the same time and in the same location. Therefore, for the simulated networks, the conditional probability that two randomly chosen actors are adjacent given that they have several common neighbors seems likely to be higher than that of the true actor network. In order to assess the impact of the time factor we turn to a more homogeneous French drama actor network. In Figure 4 we plot clustering functions of French drama actor networks referring to movies produced during time periods of different length. to films produced in the years 1981 -2000 (respectively, referring to the films produced up to 2012, i.e., during more than 100 years) together with the clustering functions of the corresponding simulated graphs G 1 and G 2 . The network of Figure 4 left refers to a relatively short period of time and one may expect that distances in time have a little or no impact on the clustering function. Indeed, the clustering function of the true graph is quite well approximated by the clustering function of the simulated graph G 1 , where the adjacency relations are defined so as if all the films were produced at the same time. The importance of the time factor becomes apparent in Figure 4 right, where the difference between the true clustering function cl G (·) and cl G 1 (·) is quite considerable. We remark that the plots of cl G 1 (·) (respectively cl G 2 (·)) are quite robust: clustering functions of different independently generated instances of G 1 (respectively G 2 ) are quite close to each other (at least for small and moderate values of the argument). This is illustrated by Figure 5 , where we plot 100 replications of cl G 1 (·) and cl G 2 (·) based on 100 independent instances of bootstrap networks G 1 and G 2 of the French drama actor network G defined in section 2. We observe that in Figures 3, 4 , and 5 the simulated clustering function cl G 1 (·) is larger than cl G 2 (·). We have no convincing argument to explain this observation. We also mention that Figure 4 Left suggests that as long as the true network G represents relations that occurred during a short period of time, cl G 1 (·) provides a better approximation to cl G than cl G 2 (·). Finally, we remark that random graphs G 1 and G 2 are members of a larger class of random intersection graphs, which provides mathematically tractable models of affiliation networks. Analytical study of the large scale asymptotics of the clustering function cl G (·) of random intersection graphs is presented in the next section. 
Rigorous results for random intersection graphs
A plausible theoretical model of a large affiliation network is obtained by linking attributes to vertices at random. In order to model the heterogeneity of human activity, every vertex (actor) is prescribed an individual weight. Assuming that the number of attributes linked to a vertex is proportional to its weight and that attributes are selected with equal probabilities we obtain the 'active' random intersection graph of [12] . We can also assign weights to attributes and link attributes to vertices with probabilities proportional to the product of their weights ( [1] , [4] , [7] ). The affiliation network defined by such a random bipartite graph is called inhomogeneous random intersection graph Before giving a detailed definition of these random graph models we mention a recent publication [15] , which argues convincingly that in some social networks the 'heavy-tailed degree distribution is causally determined by similarly skewed distribution of human activity'. The empirical evidence reported in [15] suggests that the "active" and "inhomogeneous" random intersection graphs can be considered as realistic models of large power law affiliation networks.
Active intersection graph
In the active random intersection graph G 1 (n, m, P ) every vertex v i ∈ V = {v 1 , . . . , v n } selects its attribute set D i ⊂ W = {w 1 , . . . , w m } independently at random [12] . Vertices v i and v j are declared adjacent if D i ∩D j = ∅. We assume, for simplicity, that independent random sets D 1 , . . . , D n have the same probability distribution of the form
In particular, all attributes have equal probabilities to be selected. Here P is the common probability distribution of the sizes of selected sets
. We remark that X 1 , . . . , X n are independent random variables taking values in {0, 1, . . . , m}. The active random intersection graph model has attracted considerable attention in the recent literature, see, e.g., [10] , [20] , [26] and references therein.
We study the clustering function
of a sparse random intersection graph with large number of vertices and attributes (n, m → +∞). Here we assume that the random pair {v * 1 , v * 2 } is chosen independently of the realized graph and observe that the second identity of (4) follows from the fact that the probability distribution of G 1 (n, m, P ) is invariant under permutation of its vertices. By sparse we mean that the number of edges scales as the number of vertices n as n → +∞. Before presenting our results about the clustering function we introduce necessary notation and collect auxiliary results. To be mathematically rigorous we consider a sequence of random intersection graphs {G (n) } n , where G (n) = G 1 (n, m, P ) and where m = m n and P = P n both depend on n. We remark that {G (n) } n is a sequence of sparse random graphs whenever the size X 1 of the typical random set is of order (m/n) 1/2 as m, n → ∞ ( [3] ). Furthermore, assuming that (i) X 1 n/m converges in distribution to some random variable Z; (ii) EZ < ∞ and EX 1 n/m converges to EZ one obtains the asymptotic degree distribution of
see [3] , [8] , [21] . Recall that d(v) denotes the degree of a vertex v. We remark that a power law distribution of Z yields the power law asymptotic degree distribution (5) . Along with the first moment condition (ii) we shall also consider the k−th moment condition (ii-k) EZ k < ∞ and E(X 1 n/m) k converges to EZ k . We denote z k = EZ k and δ k = Ed k * where d * is a random variable with the asymptotic degree distribution (5), i.e., P(d * = r) = Ee −z 1 Z (z 1 Z) r /r!, r = 0, 1, . . . . We assume that EZ > 0, which means that the asymptotic degree distribution is non-degenerate. Furthermore, we assume, for notational convenience, that the ratio β n = m/n tends to some β ∈ (0, +∞] as n → +∞. An important property of the active random intersection graph is that the statistical dependencies between neighboring adjacency relations are similar to those of some affiliation networks, see [3] . The clustering coefficient
of a sparse random intersection graph G (n) is bounded away from zero as n → +∞ provided that the second moment of the degree distribution is finite and β < ∞. In this case we have as n, m → +∞
For β = +∞ we have C = o(1), see [3] . For comparison, the (unconditional) edge probability p e := P(v * 1 ∼ v * 2 ) = P(v 1 ∼ v 2 ) satisfies for any β ∈ (0, +∞], see, e.g., [3] ,
Our results about the first order asymptotics of cl(r) as n → +∞ are presented in Theorems 1 and 2 below.
Theorem 1. Let m, n → ∞. Assume that (i), (ii-2) hold and EZ > 0. Suppose that β n → β ∈ (0, +∞). Denote Λ = δ 1 /β. We have
The result of Theorem 1 implies that for m, n → +∞ and 0 < β < +∞ the limiting shape of cl(·) is a step-like curve. It attains value 0 at r = 0, jumps to C/(C +(1−C)e Λ ) at r = 1, then jumps to 1 at r = 2, and remains constant for r = 2, 3, . . . . Theorem 1 addresses the most interesting range of the parameter β ∈ (0, +∞), where the random intersection graph admits a tunable clustering coefficient. The question about the limiting shape of cl(·) in the case where β = +∞ (the case of vanishing clustering coefficient, cf. (6)) is a bit more complex. Some partial results are presented in Theorem 2 below.
In particular, cl(0) = O(n −1 ) and cl(1) = o(1). Furthermore, we have
Assuming, in addition, that β
We note that the results of Theorems 1 and 2 are obtained under the minimal moment conditions. Remark 1. It seems likely that for r = 3, 4, . . . the following relations hold
This relation would imply that, for β n diverging to +∞ not faster than a power of n, the limiting shape of cl(·) is a step-like curve with one or two consecutive jumps, where the jump location is determined by the rate of the divergence of β n : The faster the divergence, the more to the right is the jump. Remark 2. Let n, m → +∞. From (7) and (8) we obtain the following asymptotic relation between the clustering coefficient C and cl(1). For β < +∞ we have cl(1) ≈ C/(C + (1 − C)e Λ ). For β = +∞ we have cl(1) = o(1) and C = o(1), cf. (6).
Inhomogeneous intersection graph
The inhomogeneous random intersection graph G 1 (n, m, P 1 , P 2 ) on the vertex set V = {v 1 , . . . , v n } and with the attribute set W = {w 1 , . . . , w m } is obtained as follows. We first generate independent random variables A 1 , . . . , A n , B 1 , . . . , B m such that each A i has the probability distribution P 1 and each B j has the probability distribution P 2 . Then, conditionally on the realized values {A i , B j } n,m i,j=1 , we link an attribute w j ∈ W to a vertex v i ∈ V with probability p ij = min{1, A i B j (nm) −1/2 } independently for each i and j. Two vertices v i and v j are declared adjacent if there is an attribute linked to both of them (see [1] , [4] , [7] ). Similarly to the active intersection graph each vertex v i is represented by the set D i ⊂ W consisting of attributes linked to v i , and two vertices v i and v j are adjacent whenever D i ∩ D j = ∅. Our motivation of studying this random graph model is that it corresponds to the inhomogeneous binomial intersection graph G 2 of Section 3 in the case, where the weights defining G 2 are instances of iid random variables. For mathematical convenience we consider a sequence of inhomogeneous intersection graphs {G n = G 1 (n, m, P 1 , P 2 )}, where P 1 , P 2 remain fixed while m = m n and n tend to infinity. We denote a k = EA k 1 and b k = EB k 1 . A calculation shows (see Section 6 below) that the edge probability p e = P(v 1 ∼ v 2 ) of G 1 (n, m, P 1 , P 2 ) satisfies
Hence, {G n } is a sequence of sparse graphs, provided that EA 2 1 < ∞ and EB 1 < ∞. We remark that this sequence admits a power law asymptotic degree distribution [4] . In Theorem 3 below we show a first order asymptotics of the clustering function cl(·) in the case where the ratio β n = m/n has a non-zero finite limit. In addition, we show that in this caseG n admits a non-vanishing clustering coefficient
and
Here κ = a 1 a
The result of Theorem 3 implies that in the case where 0 < β < +∞ the limiting shape of cl(·) is a step-like curve similar to that of Theorem 1.
Summary and future work
The present paper initiates the study of an interesting network characteristic, the clustering function (1) . It starts with examining clustering functions of two different social networks: The actor network and Facebook "friendships" network. Note that the actor network is an affiliation network, while Facebook "friendships" network is not. Clustering functions of both networks exhibit a sigmoid pattern and are quite regular. In a brief simulation study of Section 3 we examine several factors defining the shape of the clustering function (1). We have shown that the shape of the clustering function cl G (·) of an actor network G can be highly determined by the degree sequence of the underlying bipartite graph. Also the age of the network has been shown to have a significant impact on the shape of cl G (·).
In the analytical study of Section 4 we have shown that the limiting shape of the clustering function (1) is a step-like function for synthetic affiliation networks (where attributes are prescribed to vertices at random) admitting non-vanishing clustering coefficient. The results of Section 4 echoes those presented in Section 3 since a step-like function is a special case of sigmoid function and the limiting shape of (1) is defined by moments of the degree distribution of the underlying bipartite graphs. We remark that analytical results of Section 4 are obtained under the second moment condition on the degree sequence of the network, while the real networks considered in sections 2 and 3 are believed to have an infinite degree variance (see, e.g., [9] , [11] ). This explains why the curves plotted in Figures 1 Left, 2, 3, and 4 are quite far from the step-like functions of Theorems 1 and 3. It would be interesting to learn about the large scale asymptotics of the clustering function of relevant random graph models having the degree distributions with infinite variance as well as of inhomogeneous networks that have evolved in time.
Appendix
Here we prove Theorems 1, 2 and 3. Before the proof we collect some auxiliary results.
Lemma 1.
(See, e.g., [22] ) Let S = I 1 + I 2 + · · · + I n be the sum of independent random indicators with probabilities P(I i = 1) = p i . Let Λ be Poisson random variable with mean p 1 + · · · + p n . The total variation distance between the distributions P S of P Λ of S and Λ sup A⊂{0,1,2... }
|P(S ∈
In the proofs we will use the following simple properties of the Poisson probability λ → f k (λ) = e −λ λ k /k!. For k = 0, 1, . . . , the mean value theorem f k (t) − f k (s) = f k (ξ)(t − s), with 0 < s ≤ ξ ≤ t, combined with inequalities |f k (ξ)| ≤ 1 and |f 2+k (ξ)| ≤ ξ imply that
By c * we denote a generic positive constant. By I B we denote the indicator of an event B andĪ B = 1 − I B is the indicator of the complement eventB. We denote, for short,
Active graph.
We introduce events A = {v 1 ∼ v 2 }, A i = {|D 1 ∩ D 2 | = i} and probabilities p i (r) = P(A i ∩ {d 12 = r}).
Given n and m we denote, for short,
Proof of Theorems 1 and 2. In order to evaluate the clustering function
cl(r) = P(A|d 12 = r) = P(A ∩ {d 12 = r})
we expand the numerator and denominator using the total probability formula
where
, and evaluate the probabilities p i (r) and P(|D 1 ∩ D 2 | ≥ k + 1). The evaluation of these probabilities is quite a tedious task and we present it in a separate Lemma 2 below. In order to prove Theorem 1 we apply (17) , (18) with k = 1 and invoke approximations of p i (r) and P(|D 1 ∩ D 2 | ≥ 2) given in Lemma 2. We also use the fact that (ii-2) implies z k = z k + o(1), for k = 1, 2, and (6) implies C = β −1/2 z 1 /z 2 + o(1) as n, m → +∞. In order to prove Theorem 2 we apply (17), (18) with k = 2 and invoke approximations of p i (r) and P(|D 1 ∩ D 2 | ≥ 3) given in Lemma 2.
Lemma 2. Assume that β n → β ∈ (0, +∞]. Suppose that (i), (ii-2) hold. Denote
Furthermore, we have
In the proof of Lemma 2 we use the following Lemma.
be independent random subsets of the set W = {1, . . . , m} such that D 1 (respectively D 2 ) is uniformly distributed in the class of subsets of W of size d 1 (respectively d 2 ). The probabilities
Here we denote p *
Proof of Lemma 2. The proof of (19) (20) (21) (22) is technical. The idea of the proof is simple and it is outlined in (25) and in a few lines after (25) . Before the proof and its outline we introduce necessary notation. ByP andẼ we denote the conditional probability and expectation given X 1 , X 2 . ByP andẼ we denote the conditional probability and expectation given D 1 , D 2 . Denote, for i = 0, 1, 2,
Now we outline the proof. It is convenient to write the probability p i (r) in the form
In the first step, we observe that the conditional distribution of
, is the binomial distribution Bin(n − 2, q i ) and approximateP (d 12 = r) by a Poisson probability. We denote ∆ r,i =P (d 12 = r) − f r (λ i ) and obtain from (25)
Here the second term on the right is a negligible remainder. To bound the remainder we split
estimate ∆ r,i using LeCam's inequality (see Lemma 1)
and then estimate ∆ r,i using (15) in combination with the approximation q i ≈q i . The latter approximation is a bit tricky. We explain it in detail. Let {w * 1 , . . . , w * i } denote the intersection D 1 ∩ D 2 provided it is non empty. Denote n j = |D 3 ∩ D j |, j = 1, 2. We split
The principal parts of q 0 , q 1 and q 2 are the following (proofs are provided below)
In the second step of the proof we evaluate E(P(A i )f r (λ i )), i.e., the first (and the main) term on the right of (26) . For this purpose we approximateP(A i ) ≈ κ i using the inequalities obtained from (24)
and evaluate the expectation E(κ i f r (λ i )). Now we proceed with a detailed proof. In order to make calculations simpler we assume, in addition, that
The proof of the general case is much the same, but involves an awkward truncation argument, see [6] . Proof of (19) , (20) . In order to prove (19) , (20) we show that
We first specify the remainder in the approximation q 0 ≈ q 01 ≈q 0 I A 0 , see (29). To this aim we combine the identity q 0 = q 01 + q 02 with the inequalities shown below.
To prove the first inequality we write
where τ 1 =P (n 1 = 1|X 3 ) and τ 2 =P (n 2 = 1|n 1 = 1, X 3 ). Then we apply (24) to each of probabilities τ 1 and τ 2 , and obtain on the event
Here
and θ 3 = m m−X 1 satisfy θ 1 , θ 2 ≤ c * n −1/2 and
Taking into account the latter inequalities we obtain the first inequality of (34) from (35) and (36).
Let us prove the second inequality of (34). By the union bound we have
Now (34) follows from the inequalities, which are shown below
We only prove (37) for j = 4 since both cases j = 3, 4 are identical. We write
where τ 3 =P (n 1 ≥ 1|X 3 ) and τ 4 =P (n 2 ≥ 2|n 1 ≥ 1, X 3 ). Then we apply (24) to each of probabilities τ 1 and τ 2 , and obtain on the event
We recall that θ 3 ≤ 1 + c * m −1/2 n −1/4 ≤ c * . Furthermore, using our assumption
The latter inequality together with (38) imply (37). Let us prove (31). In view of (27), (28) and (15) it suffices to show that
Indeed, the first and second bound (the first and third bound) imply (31) for r = 0, 1 (r ≥ 2). The first bound of (39) follows from (34), since q 0 = q 01 + q 02 implies
Here we used (a + b) 2 ≤ 2a 2 + 2b 2 . To get the second and third bound of (39) we writẽ λ 0 − λ 0 = 2q 0 − (n − 2)(q 01 −q 0 + q 02 ) and estimate (q 01 −q 0 ) and q 02 using (34). Let us prove (32). Denote R 01 = f r (λ 0 ) − (r!) 
Here the first inequality follows from 1 − e −λ 0 ≤λ 0 and the second inequality follows from the inequality obtained from (24)
Now we obtain (32) from the identity
combined with the bounds E|R 0j | = O(n −r−1 ), for r = 0, 1, and E|R 0j | = O(n −2.5 ), for r = 2 (both bounds hold for j = 1, 2). These bounds follow from (40), where for r = 2 we have estimated, in addition,λ 
Let us prove (33)
Proof of (21), (22) . We obtain (21), (22) from (26) and the following bounds shown below
Let us prove (42) for i = 1. We have q 1 = q 11 + q 12 . We firstly show auxiliary relations
The first identity of (44) is trivial. To get the second inequality we write
and invoke in (46) the following inequalities, which are obtained from (24),
Next, we derive (45) from (44) 
5 . Now we are ready to prove (42). To this aim we apply (27) and show that
To get the first bound of (47) we combine (28), (44) and inequality q n ), and P(A 1 ) = O(n −1 ), see (30). In the proof of the second bound of (47) we use the inequalities
and consider separately the cases r ≤ 1 and r ≥ 2. For r = 0, 1 we apply (44), (45) and the first inequalities of (48) and (15) . We obtain
In the last step we estimated P(A 1 ) = O(n −1 ), see (30). For r ≥ 2 we apply (48) and the second inequality of (15) . We obtain
Now the second bound of (47) follows from (49) and the bounds P(A 1 ) = O(n −1 ) and (45). Let us prove (42) for i = 2. We have q 2 = 1≤j≤4 q 2j . In the proof we use the following relations
The first identity of (50) is obvious and the second one is obtained from the identities
Relations (51) are straightforward. Inequality (52) is shown in much the same way as (44) above. Now we are ready to prove (42). We proceed similarly as in the case of i = 1 above: We apply (27) and show that
To prove the first bound of (53) we combine the inequalities, which follow from (28),
with the bounds, which follow from (50), (51), and (52)
In the last bound we used
2 , see (30). Let us prove the second bound of (53). Combining the identity
with the first inequality of (15) and then invoking |q 21 
The second bound of (53) is derived from this inequality using the following bounds obtained from (50), (51), and (52)
In the first inequality of (54) we used Z 1 Z 2 ≤ n 0.5 . Now we prove (43). Combining (30) with the inequality f r (λ i ) ≤ 1 we obtain
In the last step we used X i ≤ m 1/2 n −1/4 . Now (43) follows from the relations m
2 . Here we once again used X i ≤ m 1/2 n −1/4 . Proof of (23) . We write, for short,p k :=P(|D 1 ∩ D 2 | ≥ k). We have, see (24) ,
Taking the expected values in (55) we obtain (23) for k = 1, 2. For k = 3 we use
and estimate
Inhomogeneous graph
We first prove (11) and then Theorem 3. Before the proof we introduce some notation. By P * and E * we denote the conditional probability and expectation given A 1 , A 2 , B m . For i, j, l ∈ [m] and k, s, t ∈ [n] we denote
Proof of (11) . It follows from identity
We obtain (11) from (56) using the following relations
It remains to prove the first relation. Using
Next, we take the expected values in (57), use the identity P(H i ) = Ep 1i p 2i and invoke the bound
. Proof of (11) is complete. Proof of Theorem 3. We first prove (13) and then (12) . Proof of (13) . Denote, for short,
We shall show below that
Invoking (58), (59) and (60) in the identity cl(r) = p * r /(p * r + p * r ) we obtain (13) . It remains to prove (58), (59) and (60). Let us prove (59). For r = 0 we have
and obtain (59) from the following bounds shown below
We note that the first bound follows from (11) . In order to show the second bound we note that event {v 1 ∼ v 2 , d 12 ≥ 1} implies that there exist i, j ∈ [m], i = j and 3 ≤ k ≤ n such that I 1i I ki I 2j I kj = 1. Hence, by Markov's inequality, we have
j implies that the quantity on the right is O(n −1 ). For r ≥ 2 we estimate p * r ≤ p, where p := P(v 1 ∼ v 2 , d 12 ≥ 2), and use the bound p = O(n −2 ). Let us prove this bound. Given 3 ≤ s < t ≤ n, introduce events
In the last step we used the following bounds obtained by Markov's inequality
Proof of (59) is complete. Let us prove (60). We have, cf. (61),
Furthermore, from the identity
Note that the quantity on the right is O(n −2 ) by (61). It remains to evaluate the sum
2 with i = j. Hence, denoting
we obtain by inclusion-exclusion that S 1 − S 2 ≤ P(U 3 ) ≤ S 1 . We complete the proof of (60) by showing that
The first relation of (62) follows from the identity
which is obtained using the same truncation argument as in (57) above. The second bound of (62) follows from the inequalities that hold for any fixed ε > 0
Let us prove (63) and (64). Given ε, we denote I = I {A 3 ≤εn} . We have 1 = I + I and
Invoking (65) in the identity P(H ij3 ∩H kl3 ) = Ep 1i p 2j p 3i p 3j p 1k p 2l p 3k p 3l and using E(A 2 3 I) = o(1) we obtain (63). Similarly, invoking
we obtain (64). Proof of (60) is complete. Let us prove (58). We firstly observe that relations
. Secondly, we observe that H * i ∩ H * j = ∅, for i = j, and obtain, by symmetry,
Next we approximate P(H * m ∩ {d 12 = r}) byp r = P(H * m ∩ {S = r}) andp r by a Poisson probability. We start with observing that
Indeed, the first inclusion is obvious. The second inclusion follows from the fact that on the event H * m ∩ {d 12 = r} ∩ {S < r} there is at least one common neighbor, say v k , of v 1 and v 2 , which is not counted by S. Consequently, there are some w i = w j distinct from w m such that at least one of the events H ijk or H jik holds. Hence the second inclusion of (68). It follows from (68) that
Furthermore, the inequality
Now, from (66), (67), (69), (70) we obtain the following approximation to p * r p * r = mp r + O(n −2 ).
We complete the proof of (58) by showing that
From LeCam's inequality, see (14) , we obtain
Note that the simple inequality p *
Using the latter inequality we obtain from (72) that
In the last two steps of (74) we invoked the following inequalities
Let us now evaluate the term E(f Λ 0 (r)I H * m ) of (73). From the relations
In the last step we replaced p 1m p 2m by A 1 A 2 B 2 m (mn) −1 proceeding as in the proof of (57) above. Next, we invoke the inequality, see (15) (58) is complete. Proof of (12) . Denote κ 1 = a 
To show the first relation of (78) we prove that P(B) = P(L) + O(n −3 ) and P(L) = κ 1 + o(n −2 ).
We first observe that event L implies B and event B implies L ∪ L * . Hence, we have 0 ≤ P(B) − P(L) ≤ P(L * ). Now the relations imply the first relation of (79). To prove the second relation of (79) we apply inclusionexclusion Let us prove the second relation of (78). We observe that D = L ∪ L * * and approximate
Our detailed proof is a bit involved since we operate under minimal moment conditions. Introduce event A * = {A 3 < n 1/4 } and its indicator function I A * . We derive upper and lower bounds for P(D) from the inequalities
By the union bound, the sum on the right P(L) + P(L * * ) is bounded from above by mP(L 1 ) + m(m − 1)P(H 123 ) = κ 1 + κ 2 + o(n −2 ).
Next we show a matching lower bound. For this purpose we prove that
(81) To prove the first relation of (81) we proceed as in (80). We obtain we obtain the first relation of (81). Let us prove the second relation of (81). Denote S 3 = * P(H st3 ∩ A * ), S 4 = * * P(H st3 ∩ H xy3 ∩ A * ).
Here and below * denotes the sum over all bivariate vectors (s, t) with integer coordinates 1 ≤ s, t ≤ m such that s = t. By * * we denote the sum over unordered pairs of distinct vectors {(s, t), (x, y)} with s = t, x = y and 1 ≤ s, t, x, y ≤ m. To show the second relation of (81) we combine the inequality, which follows by inclusion-exclusion, P(L * * ∩ A * ) ≥ S 3 − S 4 with the following approximations 
