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ATOMIC DECOMPOSITION AND INTERPOLATION
VIA THE COMPLEX METHOD FOR MIXED NORM
BERGMAN SPACES ON TUBE DOMAINS OVER
SYMMETRIC CONES
DAVID BEKOLLE, JOCELYN GONESSA AND CYRILLE NANA
Abstract. Starting from an adapted Whitney decomposition of
tube domains in Cn over irreducible symmetric cones of Rn, we
prove an atomic decomposition theorem in mixed norm weighted
Bergman spaces on these domains. We also characterize the inter-
polation space via the complex method between two mixed norm
weighted Bergman spaces.
1. Introduction
The context and the notations are those of [13]. Let Ω be an irre-
ducible symmetric cone of rank r in a vector space V of dimension n,
endowed with an inner product (.|.) for which Ω is self-dual.
We recall that Ω induces in V a structure of Euclidean Jordan algebra
with identity e such that
Ω = {x2 : x ∈ V }.
Let {c1, · · · , cr} be a fixed Jordan frame in V and
V = ⊕
1≤i≤j≤r
Vi,j
be its associated Peirce decomposition of V . We denote by
∆1(x), · · · ,∆r(x)
the principal minors of x ∈ V with respect to the fixed Jordan frame
{c1, · · · , cr}. More precisely, ∆k(x), k = 1, · · · , r is the determinant of
the projection Pkx of x, in the Jordan subalgebra V
(k) = ⊕1≤i≤j≤kVi,j.
We have ∆k(x) > 0, k = 1, · · · , r when x ∈ Ω, and the determinant
∆ of the Jordan algebra is given by ∆ = ∆r. The generalized power
1
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function on Ω is defined as
∆s(x) = ∆
s1−s2
1 (x)∆
s2−s3
2 (x) · · ·∆
sr
r (x), x ∈ Ω, s = (s1, · · · , sr) ∈ C
r.
We adopt the following standard notations:
nk = 2(k − 1)
n
r
− 1
r − 1
and mk = 2(r − k)
n
r
− 1
r − 1
.
For s = (s1, · · · , sr) ∈ R
r and ρ real, the notation s+ρ will stand for the
vector whose coordinates are sk + ρ, k = 1, · · · , r. For 1 ≤ p ≤ ∞ and
1 ≤ q <∞, let Lp, q
s
denote the mixed norm Lebesgue space constisting
of measurable functions F on TΩ such that
‖F‖Lp, qs =
(∫
Ω
‖F (·+ iy)‖qp∆s−nr (y)dy
)1
q
<∞
where
‖F (·+ iy)‖p =
(∫
V
|F (x+ iy)|pdx
) 1
p
(with the obvious modification if p = ∞). The mixed norm weighted
Bergman space Ap,q
s
is the (closed) subspace of Lp, q
s
consisting of holo-
morphic functions. Following [11], Ap,q
s
is non-trivial if only if sk >
nk
2
, k = 1, · · · , r. When p = q, we write Lp, q
s
= Lp
s
and Ap, q
s
= Ap
s
which are respectively the usual weighted Lebesgue space and the usual
weighted Bergman space. Moreover, when p = q = 2 the orthogonal
projector Ps from the Hilbert space L
2
s
onto its closed subspace A2
s
is called weighted Bergman projector. It is well known that Ps is the
integral operator on L2
s
given by the formula
PsF (z) =
∫
TΩ
Bs(z, u+ iv)F (u+ iv)∆s−n
r
(v)dudv,
where
Bs(z, u+ iv) = ds∆−s−n
r
(
z − u+ iv
i
)
is the reproducing kernel on A2
s
, called weighted Bergman kernel of
TΩ. Precisely, ∆−s−n
r
(x+iy
i
) is the holomorphic determination of the
(−s− n
r
)-power which reduces to the function ∆−s−n
r
(y) when x = 0.
Our first result is an atomic decomposition theorem for functions in
mixed norm weighted Bergman spaces on tube domains over symmetric
cones. It generalizes the result of [2] for usual weighted Bergman spaces
on tube domains over symmetric cones and the result of [18] for mixed
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norm weighted Bergman spaces on the upper half-plane (the case n =
r = 1).
Theorem A. Let s be a vector of Rr such that sk >
nk
2
, k = 1, · · · , r.
Assume that Ps extends to a bounded operator on L
p,q
s
. Then there is a
sequence of points {zl,j = xl,j+iyj}l∈Z, j∈N in TΩ and a positive constant
C such that the following assertions hold.
(i) For every sequence {λl,j}l∈Z, j∈N such that
∑
j
(∑
l
|λl,j|
p
) q
p
∆s+nq
rp
(yj) <∞,
the series ∑
l,j
λl,j∆s+nq
rp
(yj)Bs(z, zl,j)
is convergent in Ap,q
s
. Moreover, its sum F satisfies the inequality
‖F‖q
A
p,q
s
≤ C
∑
j
(∑
l
|λl,j|
p
) q
p
∆s+nq
rp
(yj)
(ii) Every function F ∈ Ap,q
s
may be written as
F (z) =
∑
l,j
λl,j∆s+nq
rp
(yj)Bs(z, zl,j),
with ∑
j
(∑
l
|λl,j|
p
) q
p
∆s+nq
rp
(yj) ≤ C‖F‖
q
A
p,q
s
Our second result is an interpolation theorem between mixed norm
weighted Bergman spaces. It generalizes the result of [5] for usual
weighted Bergman spaces. We adopt the following notation.
qs = min
1≤k≤r
(
1 +
sk −
nk
2
mk
2
)
.
Theorem B. (1) Let s0, s1 ∈ Rr be such that (s0)k, (s1)k >
n
r
−1, k =
1, · · · , r and let 1 ≤ p0, p1 ≤ ∞, 1 ≤ q0, q1 < ∞ be such that
1 ≤ qi < qsi for every i = 0, 1. Then for every θ ∈ (0, 1), we have
[Ap0,q0
s0
, Ap1,q1
s1
]θ = A
p,q
s
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with equivalent norms, where 1
p
= 1−θ
p0
+ θ
p1
, 1
q
= 1−θ
q0
+ θ
q1
and s
q
=
(1−θ)s0
q0
+ θs1
q1
.
(2) Let s ∈ Rr be such that sk >
nk
2
, k = 1, · · · , r. Assume that Ps
extends to a bounded operator on Lpi,qi
s
, i = 0, 1 for 1 ≤ p0, p1 ≤ ∞
and 1 < q0, q1 <∞. Then for every θ ∈ (0, 1), we have
[Ap0,q0
s
, Ap1,q1
s
]θ = A
p,q
s
with equivalent norms, where 1
p
= 1−θ
p0
+ θ
p1
and 1
q
= 1−θ
q0
+ θ
q1
.
(3) Let s ∈ Rr be such that (s)k >
n
r
− 1, k = 1, · · · , r, let 1 ≤ p0 <
p1 ≤ ∞ and let q0, q1 be such that 1 ≤ q0 < qs ≤ q1. We assume that
Ps extends to a bounded operator on L
p1,q1
s
. Then for some values
of θ ∈ (0, 1), we have
[Ap0,q0
s
, Ap1,q1
s
]θ = A
p,q
s
with equivalent norms, where 1
p
= 1−θ
p0
+ θ
p1
and 1
q
= 1−θ
q0
+ θ
q1
.
We recall sufficient conditions on p, q and s under which the weighted
Bergman projector Ps extends to a bounded operator on L
p,q
s
.We adopt
the following notations.
ps = 1 +min
k
sk +
n
r
(mk − sk)+
and
qs(p) = min{p, p
′}qs.
Theorem 1.1 ([12] and [17]). The weighted Bergman projector Ps ex-
tends to a bounded operator on Lp,q
s
whenever 1
qs(p)
< 1
q
< 1 − 1
qs(p)
in
the following two cases:
(i) sj >
nj
2
, j = 1, · · · r and 1 ≤ p < ps [12];
(ii) sj >
n
r
− 1, j = 1, · · · r and 1 ≤ p ≤ ∞ [17].
We restrict to tube domains over Lorentz cones (r = 2). For real
s = (s, s), this problem was recently completely solved on tube domains
over Lorentz cones (cf. [4] for a combination of results from [8] and [1];
cf. also [7] for the unweighted case s = (n
r
, · · · , n
r
)). For vectorial
s = (s1, s2), Theorem 1.1 was also extended in [4] to other values p and
q.
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The plan of this paper is as follows. In Section 2, we overview some
preliminaries and useful results about symmetric cones and tube do-
mains over symmetric cones. In Section 3, we study atomic decom-
position of mixed norm Bergman spaces and we prove a more precise
statement of Theorem A. In Section 4, we study interpolation via the
complex method between mixed norm weighted Bergman spaces and
we prove Theorem B. In particular we give a more precise statement
of assertion (3) of this theorem (Theorem 4.6) and we ask an open
question. A final remark will point out a connection between the two
main theorems of the paper (Theorem A and Theorem B).
For s = (s, · · · , s) real, Theorem A and Theorem B were presented
in the PhD dissertation of the second author [14].
2. Preliminaries
Materials of this section are essentially from [13]. We give some
definitions and useful results.
Let Ω be an irreducible symmetric cone of rank r in a real vector space
V of dimension n endowed with the structure of Euclidean Jordan
algebra with identity e. In particular, Ω is self-dual with respect to the
inner product
(x|y) = tr(xy)
on V .
2.1. Group action. Let G(Ω) be the group of linear transformations
of the cone Ω andG its identity component. By definition, the subgroup
G of G(Ω) is a semi-simple Lie group which acts transitively on Ω. This
gives the identification Ω ∼ G/K, where K := {g ∈ G : g · e = e} is
a maximal compact subgroup of G. More precisely,
K = G ∩O(V ),
where O(V ) is the orthogonal group in V. Furthermore, there is a solv-
able subgroup T of G acting simply transitively on Ω. That is, every
y ∈ Ω can be written uniquely as y = t · e, for some t ∈ T.
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Let {c1, · · · , cr} in Rn be a fixed Jordan frame in V (that is, a com-
plete system of idempotents) and
V = ⊕
1≤i≤j≤r
Vi,j
be its associated Peirce decomposition of V where{
Vi,i = Rci
Vi,j = {x ∈ V : cix = cjx =
1
2
x} if i < j.
We have e =
∑
1≤i≤r
ci. Then the solvable Lie group T factors as the
semidirect product T = NA = AN of a nilpotent subgroup N consist-
ing of lower triangular matrices, and an abelian subgroup A consisting
of diagonal matrices. The latter takes the explicit form
A = {P (a) : a =
r∑
i=1
aici, ai > 0},
where P is the quadratic representation of Rn. This also leads to the
Iwasawa and Cartan decompositions of the semisimple Lie group G :
G = NAK and G = KAK.
Still following [13], we shall denote by ∆1(x), · · · ,∆r(x) the principal
minors of x ∈ V , with respect to the fixed Jordan frame {c1, · · · , cr}.
These are invariant functions under the group N ,
∆k(nx) = ∆k(x),
where n ∈ N , x ∈ V , k = 1, · · · , r, and satisfy a homogeneity relation
under A,
∆k(P (a)x) = a
2
1 · · · a
2
k∆k(x),
if a = a1c1 + · · ·+ arcr.
The determinant function ∆(y) = ∆r(y) is also invariant under K,
and moreover, satisfies the formula
(2.1) ∆(gy) = ∆(ge)∆(y) = Det
r
n (g)∆(y), ∀g ∈ G, ∀y ∈ Ω
where Det is the usual determinant of linear mappings. It follows from
this formula that the measure dξ
∆
n
r (ξ)
is G-invariant in Ω.
Finally, we recall the following version of Sylvester’s theorem.
Ω = {x ∈ Rn : ∆k(x) > 0, k = 1, · · · , r}.
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2.2. Geometric properties. With the identification Ω ∼ G/K, the
cone can be regarded as a Riemannian manifold with the G-invariant
metric defined by
< ξ, η >y:= (t
−1ξ|t−1η)
if y = t · e with t ∈ T and ξ and η are tangent vectors at y ∈ Ω. We
shall denote by dΩ the corresponding invariant distance, and by Bδ(ξ)
the associated ball centered at ξ with radius δ. Note that for each
g ∈ G, the invariance of dΩ implies that Bδ(gξ) = gBδ(ξ). We also
note that
• on compact sets of Rn contained in Ω, the invariant distance dΩ
is equivalent to the Euclidean distance in Rn;
• the associated balls Bδ in Ω are relatively compact in Ω.
We also need the following crucial invariance properties of dΩ and ∆k,
obtained in [2, 1].
Lemma 2.1. Let δ0 > 0. Then there is a constant γ0 depending only
on δ0 and Ω such that for every 0 < δ ≤ δ0 and for ξ, ξ′ ∈ Ω satisfying
dΩ(ξ, ξ
′) ≤ δ we have
1
γ
≤
∆k(ξ)
∆k(ξ′)
≤ γ, ∀k = 1, · · · , r.
Lemma 2.2. Let δ0 > 0 be fixed. Then there exist two constants
η1 > η2 > 0, depending only on δ0 and Ω, such that for every 0 < δ ≤ δ0
we have
{|ξ − e| < η2δ} ⊂ Bδ(e) ⊂ {|ξ − e| < η1δ}
The next corollary is an easy consequence of the previous lemma.
Lemma 2.3. Let δ0 = 1. Then there is a positive constant γ such that
for every δ ∈ (0, 1) such that η1δ < 1, we have
Bδ(ξ) ⊂ {y ∈ Ω : y − γξ ∈ Ω}
for all ξ ∈ Ω.
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2.3. Gamma function in Ω. The generalized gamma function in Ω
is defined in terms of the generalized power functions by
ΓΩ(s) =
∫
Ω
e−(ξ|e)∆s(ξ)
dξ
∆
n
r (ξ)
(s = (s1, · · · , sr) ∈ R
r).
This integral is known to converge absolutely if and only if ℜe sk >
nk
2
, k = 1, · · · , r. In this case,
ΓΩ(s) = (2π)
n−r
2
r∏
k=1
Γ
(
sk −
nk
2
)
,
where Γ is the classical gamma function. We shall denote ΓΩ(s) =
ΓΩ(s) when s = (s, · · · , s). In view of [13], the Laplace transform of a
generalized power function is given for all y ∈ Ω by∫
Ω
e−(ξ|y)∆s(ξ)
dξ
∆
n
r (ξ)
= ΓΩ(s)∆s(y
−1)
for each s ∈ Cr such that ℜe sk >
nk
2
for all k = 1, · · · , r. We recall
that y−1 = t∗−1 · e whenever y = t · e with t ∈ T. Here t⋆ denotes the
adjoint of the transformation t ∈ T with respect to the inner product
(·|·).
The power function ∆s(y
−1) can be expressed in terms of the rotated
Jordan frame {cr, · · · , c1}. Indeed if we denote by ∆∗k, k = 1, · · · , r, the
principal minors with respect to the rotated Jordan frame {cr, · · · , c1}
then
∆s(y
−1) = [∆∗
s∗
(y)]−1, ∀s = (s1, · · · , sr) ∈ C
r.
Here s∗ = (sr, · · · , s1).
2.4. Bergman distance on the tube domain TΩ. Following [2], we
define a matrix function {gj,k}1≤j,k≤n on TΩ by
gj,k(z) =
∂2
∂zj∂z¯k
logB(z, z)
where B is the unweighted Bergman kernel of TΩ, i.e B = Bs with
s = (n
r
, · · · n
r
). The map
TΩ ∋ z 7→ Hz
with
Hz(u, v) =
n∑
j,k=1
gj,k(z)ukv¯k, u = (u1, · · · , un), v = (v1, · · · , vn) ∈ C
n
ATOMIC DECOMPOSITION AND COMPLEX INTERPOLATION 9
defines a Hermitian metric on Cn, called the Bergman metric. The
Bergman length of a smooth path γ : [0, 1]→ TΩ is given by
l(γ) =
∫ 1
0
{Hγ(t)(
.
γ(t),
.
γ(t))}
1
2dt
and the Bergman distance d(z1, z2) between two points z1, z2 of TΩ is
d(z1, z2) = inf
γ
l(γ)
where the infimum is taken over all smooth paths γ : [0, 1] → TΩ
such that γ(0) = z0 and γ(1) = z1. It is well known that the Bergman
distance d is equivalent to the Euclidean distance on the compact sets of
Cn contained in TΩ and the Bergman balls in TΩ are relatively compact
in TΩ. Next, we again denote by R
n the group of translations by vectors
in Rn. Then the group Rn × T acts simply transitively on TΩ and the
Bergman distance d is invariant under the automorphisms of Rn × T .
2.5. A Whitney decomposition of the tube domain TΩ. In the
sequel, the Bergman ball in TΩ with centre at z and radius η will be
denoted Bη(z).
Lemma 2.4. There exists a constant R > 1 such that for all η ∈ (0, 1)
and z0 = x0 + iy0 ∈ TΩ, the following inclusions hold :
{x+ iy ∈ TΩ : ‖g
−1(x− x0)‖ <
η
R
and y ∈ B η
R
(y0)} ⊂ Bη(z0),
Bη(z0) ⊂ {x+ iy ∈ TΩ : ‖g
−1(x− x0)‖ < Rη and y ∈ BRη(y0)}
where g is the element of T satisfying g · e = y0.
Proof. From the invariance under translations and automorphisms of
T we have that
g−1(x− x0) + ig
−1y ∈ Bη(ie)
for all x+ iy ∈ Bη(z0). We recall that the Bergman distance d and the
Euclidean distance dEucl are equivalent on compact sets of C
n contained
in TΩ. So there exists a constant R > 1 such that
1
R
d(X + iY, ie) < dEucl(X + iY, ie) < Rd(X + iY, ie
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for all X + iY ∈ B1(ie). The proof of the lemma follows from the
following equivalence
dEucl(X1 + iY1, X2 + iY2) ≈ max(‖X1 −X2‖, ‖Y1 − Y2‖)
and the equivalence given in Lemma 2.2 between dΩ and the Euclidean
distance || · || in Rn on compact sets of Rn contained in Ω. 
The starting point of our analysis is the following Whitney decom-
position of the cone Ω which was obtained e.g. in [1, 2].
Lemma 2.5. There is a positive integer N such that given δ ∈ (0, 1),
one can find a sequence of points {yj}j=1,2,··· in Ω with the following
property:
(i) the balls B δ
2
(yj) are pairwise disjoint;
(ii) the balls Bδ(yj) cover Ω;
(iii) each point of Ω belongs to at most N of the balls Bδ(yj)
Definition 2.6. The sequence {yj} is called a δ-lattice of Ω.
Our goal is to obtain an atomic decomposition theorem for holomor-
phic functions in Ap,q
s
spaces. To this end, we need to derive a suitable
version of the classical Whitney decomposition of Rn. Let {yj} be a
δ-lattice of Ω and let gj ∈ T be such that gj · e = yj . Let R > 1 be a
constant like in Lemma 2.4. We adopt the following notations:
Il,j = {x ∈ R
n : ‖g−1j (x− xl,j)‖ <
δ
R
}
I ′l,j = {x ∈ R
n : ‖g−1j (x− xl,j)‖ <
δ
2R
}
where {xl,j} is a sequence in Rn to be determined.
From Lemma 2.4 we have immediately the following.
Remark 2.7. For the constant R > 1 of Lemma 2.4, the following
inclusion holds
Il,j + iB δ
R
(yj) ⊂ Bδ(xlj + iyj).
Lemma 2.8. Let δ ∈ (0, 1). There exist a positive constant R > 1,
a positive integer N and a sequence of points {xl,j}l∈Z, j∈N in Rn such
that the following hold.
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(i) {Il,j}l form a cover of Rn;
(ii) {I ′l,j}l are pairwise disjoint;
(iii) for each j, every point of Rn belongs to at most N balls Il,j.
Proof. Fix j in N and define the collection Aj of sets in Rn by
Aj =
{
A ⊂ Rn : ∀ x, y ∈ A distinct ‖g−1j (x− y)‖ ≥
δ
R
}
.
Clearly the collection Aj is non empty. Indeed the sets {
δ
R
yj, 0Rn} are
members of Aj . Furthermore, the collection Aj is partially ordered
with respect to inclusion.
Let C be a totally ordered subcollection of Aj .We set F = ∪
A∈C
A. Given
two distinct elements x, y of F, there are two members A1 and A2 of
C such that x ∈ A1 and y ∈ A2. But either A1 ⊂ A2 or A2 ⊂ A1.
So we have either x, y ∈ A1 or x, y ∈ A2. Hence ||g
−1
j (x − y)|| ≥
δ
R
.
This shows that F is a member of Aj . In other words, the collection
Aj is inductive. An application of Zorn’s lemma then gives that the
collection Aj has a maximal member Ej . We write Ej = {xl,j}l∈Lj .
To prove assertion (ii), consider l and k such that l 6= k and assume
that I ′l,j ∩ I
′
k,j contain at least an element x. Then
‖g−1j (xl,j −xk,j)‖ ≤ ‖g
−1
j (xl,j −x)‖+ ‖g
−1
j (x−xk,j)‖ <
δ
2R
+
δ
2R
=
δ
R
.
This would contradict the property that {xl,j, xk,j} is a subset of Ej,
which is a member of Aj.
For assertion (i), let us suppose ∪
l∈Lj
Il,j 6= Rn. Then there exists
ξj ∈ Rn such that ξj /∈ ∪
l∈Lj
Il,j. Clearly the set Ej ∪{ξj} is a member of
Aj. This would contradict the maximality of Ej in Aj. This completes
the proof of assertion (i).
To prove assertion (iii), we fix j. Given x ∈ Rn, it follows from
assertion (i) that there exists a subset Lj(x) of Lj such that
x ∈ ∩
l∈Lj(x)
Il,j.
We will show that there is a positive integer N independent of δ such
that Card Lj(x) ≤ N for all j ∈ N and x ∈ R
n. It follows from Lemma
12 DAVID BEKOLLE, JOCELYN GONESSA AND CYRILLE NANA
2.4 and Lemma 2.5 that for every l ∈ Lj ,
B δ
2R2
(xl,j + iyj) ⊂ I
′
l,j × B δ
2R
(yj).
So the balls B δ
2R2
(xl,j + iyj), l ∈ Lj are pairwise disjoint since R > 1.
Moreover, for every l ∈ Lj(x), we have
B δ
2R2
(xl,j + iyj) ⊂ {ξ + iσ ∈ TΩ : ‖g
−1
j (ξ − x)‖ <
3δ
2R
and σ ∈ B δ
2R
(yj)}
⊂ B 3δ
2
(x+ iyj).
For the first inclusion, we applied the triangle inequality. We obtain
∪
l∈Lj(x)
B δ
2R
(xl,j + iyj) ⊂ B 3δR
2
(x+ iyj).
We call m the invariant measure on TΩ given by
dm(ξ + iσ) = ∆−
2n
r (σ)dξdσ.
We conclude that
Card Lj(x) ≤
m
(
B 3δR
2
(ie)
)
m
(
B δ
2R
(ie)
) ,
because
m
(
∪
l∈Lj(x)
B δ
2R
(xl,j + iyj)
)
= Card Lj(x)×m
(
B δ
2R
(ie)
)
≤ m
(
B 3δR
2
(ie)
)
.
We finally prove that the collection {Il,j}l,j is countable. It suffices
to show that for each j, the collection {Il,j}l∈Lj is countable. We fix
j. To every set I ′l,j, we assign a point of Q
n belonging to I ′l,j. Since⋂
l
I ′l,j = ∅, this defines a one-to-one correspondence from the collection
{I ′l,j}l∈Lj to a subset ofQ
n. This shows that the collection {I ′l,j}l∈Lj is at
most countable. Moreover the collection {Il,j}l∈Lj which has the same
cardinal as the collection {I ′l,j}l∈Lj is infinite: the proof is elementary
since
⋃
l∈Lj
Il,j = R
n is unbounded. The proof of the lemma is complete.

Remark 2.9. We just proved in Lemma 2.8 that for each j = 1, 2, · · · ,
the index set Lj is countable. In analogy with the one-dimensional
case [18], we took Lj = Z in the statement of Lemma 2.8 and in the
statement of Theorem A.
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2.6. A δ-lattice in TΩ.
Definition 2.10. The sequence {zlj = xlj + iyj}l∈Z,j∈N defined in
Lemma 2.8 will be called a δ-lattice in TΩ.
We have the following lemma.
Lemma 2.11. Let {zl,j = xl,j + iyj}l∈Z,j∈N be a δ-lattice in TΩ. There
exists a positive constant C = C(δ, R) such that for all l ∈ Z, j ∈ N,
the following hold.
(a) ∫
Il,j
dx ≤ C∆
n
r (yj).
(b)∫
Rn
∑
l∈Lj
χ{x∈Il,j : d(x+iy,w)<1}(x)dx ≤ C∆
n
r (yj), ∀y ∈ Bδ(yj), ∀w ∈ TΩ.
Proof. We denote Det the usual determinant of an endomorphism of
Rn.
(a) We set u = g−1j (x− xlj). Then∫
Il,j
dx =
∫
‖u‖< δ
R
Det (gj)du
= ∆
n
r (yj)
∫
‖u‖< δ
R
du = C∆
n
r (yj).
For the second equality, we applied the formula (2.1). This
proves assertion (a).
(b) By assertion (iii) of Lemma 2.8, we have∑
l∈Lj
χIl,j(x) ≤ N
for every j. Then∫
Rn
∑
l∈Lj
χ{x∈Il,j : d(x+iy,w)<1}(x)dx ≤ N
∫
{x∈Rn: x+iy∈B1(w)}
dx
We set w = u+ iv. By Lemma 2.4, we have the implication
x+ iy ∈ B1(w)⇒ ||g
−1(x− u)|| < R and y ∈ BR(v)
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with g · e = v. So∫
{x∈Rn: x+iy∈B1(w)}
dx ≤
∫
{x∈Rn: ||g−1(x−u)||<R}
dx = CDet (g) = C∆
n
r (v).
But dΩ(y, yj) < δ and dΩ(y, v) < R. This implies that d(v, yj) <
δ+R. Henceforth ∆
n
r (v) ≤ C∆
n
r (yj) by Lemma 2.1. This gives
assertion (b).

3. Atomic decomposition
3.1. The sampling theorem. We first record the following lemma
(See e.g. [2]).
Lemma 3.1. Let 1 ≤ p < ∞. Given δ ∈ (0, 1), there exists a positive
constant C such that, for each holomorphic function F in TΩ we have
(i) |F (z)|p ≤ Cδ−2n
∫
Bδ(z)
|F (u+ iv)|p du dv
∆
2n
r (v)
;
(ii) if d(z, ζ) < δ then
|F (z)− F (ζ)|p ≤ Cδp
∫
B1(z)
|F (u+ iv)|p
du dv
∆
2n
r (v)
For the second lemma, the reader should refer to [1], Lemma 4.5.
Lemma 3.2. Suppose δ ∈ (0, 1) and 1 ≤ p, q < ∞. There exists a
positive constant C such that
(3.1) ‖F (·+ iy)‖qp ≤ C
∫
Bδ(y)
‖F (·+ iv)‖qp
dv
∆
n
r (v)
for every holomorphic function F on TΩ and every y ∈ Ω.
The following is our sampling theorem.
Theorem 3.3. Let δ ∈ (0, 1) satisfy the assumption of Corollary 2.3
and let {zl,j = xl,j + iyj}l∈Z, j∈N be a δ-lattice in TΩ. Let 1 ≤ p, q <∞
and let s ∈ Rr be such that sk >
nk
2
, k = 1, · · · , r. There exists a
positive constant Cδ = Cδ(s, p, q) such that for every F ∈ Ap,qs , we have
(3.2)
∑
j
(∑
l
|F (zl,j)|
p
) q
p
∆s+nq
rp
(yj) ≤ Cδ‖F‖
q
A
p,q
s
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Moreover, if δ is small enough, the converse inequality
(3.3) ‖F‖q
A
p,q
s
≤ Cδ
∑
j
(∑
l
|F (zl,j)|
p
) q
p
∆s+nq
rp
(yj)
is also valid.
Proof. From Lemma 3.1 we have
(3.4) |F (zl,j)|
p ≤ Cδ−2n
∫
B δ
2R2
(zl,j)
|F (u+ iv)|p
du dv
∆
2n
r (v)
.
It follows from the inclusionB δ
2R2
(zl,j) ⊂
{
u+ iv : u ∈ I ′l,j, v ∈ B δ
2R
(yj)
}
that
(3.5) |F (zl,j)|
p ≤ Cδ−2n
∫
I′
l,j
du
∫
B δ
2R
(yj)
|F (u+ iv)|p
dv
∆
2n
r (v)
.
From the equivalence of ∆(v) and ∆(yj) whenever v ∈ B δ
2R
(yj), we
obtain that
(3.6) |F (zl,j)|
p ≤
Cδ−2n
∆
2n
r (yj)
∫
I′
l,j
du
∫
B δ
2R
(yj)
|F (u+ iv)|p dv.
Next, a successive application of Lemma 2.8, Corollary 2.3 and the
non-increasing property of the function Ω ∋ v 7→ ‖F (·+ iv)‖pp gives the
existence of a positive constant γ such that∑
l∈Lj
|F (zl,j)|
p ≤
Cδ−2n
∆
2n
r (yj)
∫
Rn
du
∫
B δ
2R
(yj)
|F (u+ iv)|p dv
=
Cδ−2n
∆
2n
r (yj)
∫
B δ
2R
(yj)
‖F (·+ iv)‖pp dv
≤
Cδ−2n
∆
2n
r (yj)
∫
B δ
2R
(yj)
‖F (·+ iγyj)‖
p
p dv
≤
Cδ−2n
∆
n
r (yj)
‖F (·+ iγyj)‖
p
p.
Finally, we obtain
(3.7)
∑
j
(∑
l
|F (zl,j)|
p
) q
p
∆s+nq
rp
(yj) ≤ C
q
p
δ
∑
j
‖F (·+iγyj)‖
q
p∆s(yj).
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We define the holomorphic function Fγ by
Fγ(x+ iy) = F (γ(x+ iy)).
By Lemma 3.2, we get
(3.8)
‖F (·+iγyj)‖
q
p = γ
nq
p ‖Fγ(·+iyj)‖
q
p ≤ Cγ
nq
p
∫
B δ
2R2
(yj)
‖Fγ(·+iy)‖
q
p
dy
∆
n
r (y)
.
It follows from (3.8), Lemma 2.5 and the equivalence of ∆(y) and ∆(yj)
whenever y ∈ B δ
2R2
(yj) that∑
j
‖F (·+ iγyj)‖
q
p∆s(yj) ≤ Cγ
nq
p
∫
Ω
‖Fγ(·+ iy)‖qp∆s−nr (y) dy
= C
∫
Ω
||F (·+ iγy)||qp∆s−nr (y)dy.
Moreover, taking v = γy we obtain
(3.9)∑
j
‖F (·+ iγyj)‖
q
p∆s(yj) ≤ C(γ, s, p, q)
∫
Ω
‖F (·+ iv)‖qp∆s−nr (v) dv.
So the estimate (3.2) is a direct consequence of (3.7) and (3.9).
Conversely, a successive application of Lemma 2.8, the triangle in-
equality and assertion a) of Lemma 2.11 gives
‖F (·+ iy)‖pp ≤ Cp
{∑
l∈Lj
∫
Il,j
|F (x+ iy)− F (zl,j)|p dx+
∑
l∈Lj
|F (zl,j)|p
∫
Il,j
dx
}
≤ Cp
{∑
l∈Lj
∫
Il,j
|F (x+ iy)− F (zl,j)|
p dx+
∑
l∈Lj
|F (zl,j)|
p∆
n
r (yj)
}
.
for all y ∈ Ω. In the sequel, for fixed y ∈ Ω, we set
Kj(w) =
∫
Rn
∑
l∈Lj
χ{x∈Il,j : d(x+iy,w)<1}(x)dx
and we write
Np,q(F ) =
∫
y∈Ω
∑
j∈N
χBδ(yj)(y)×
(∫
v∈Ω
∫
Rn
Kj(u+ iv)|F (u+ iv)|
pχdΩ(y,v)<R
du dv
∆(v)
2n
r
) q
p
∆s−n
r
(y)dy.
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Using assertion (ii) of Lemma 3.1, we obtain easily that
‖F‖q
A
p,q
s
≤
∫
∪
j
Bδ(yj)
‖F (·+ iy)‖qp∆s−nr (y)dy
≤ Cp,qδ
qNp,q(F ) + Cp,q
∑
j
(∑
l
|F (zl,j)|
p
) q
p
∆s+nq
rp
(yj).
To prove (3.3) it suffices to establish the following inequality:
Np,q(F ) ≤ C‖F‖
q
A
p,q
s
.
To this end, first observe that by assertion (b) of Lemma 2.11, we have
Kj(w) ≤ C∆
n
r (yj), ∀y ∈ Bδ(yj), ∀w ∈ Ω.
Now by Lemma 2.1, we have the equivalence ∆(v) ∼ ∆(yj) ∼ ∆(y)
whenever v ∈ BR(y) and y ∈ Bδ(yj) with equivalence constants inde-
pendent of δ. This combined with an application of assertion (iii) of
Lemma 2.5 gives that
Np,q(F ) ≤ CN
∫
Ω
(∫
d(v,y)<R
‖F (·+ iv)‖pp
dv
∆
n
r (v)
) q
p
∆s−n
r
(y)dy.
Next, from the non-increasing property of the mapping v ∈ Ω 7→ ‖F (·+
iv)‖p, Corollary 2.3 and the G-invariance of the measure
dv
∆
n
r (v)
on Ω,
there exists a positive constant γ independent of δ such that
Np,q(F ) ≤ CN
∫
Ω
‖F (·+ iγy)‖qp∆s−nr (y)dy.
Finally, taking t = γy on the right hand side of the previous inequality,
we obtain that
Np,q(F ) ≤ C(γ)‖F‖
q
A
p,q
s
.

3.2. Proof of Theorem A. We can now prove the atomic decompo-
sition theorem (Theorem A). Here is its more precise statement.
Theorem 3.4. Let δ ∈ (0, 1) and let {zl,j = xl,j + iyj}l∈Z, j∈N be a
δ-lattice in TΩ. Let s be a vector of R
r such that sk >
nk
2
, k = 1, · · · , r.
Assume that Ps extends to a bounded operator on L
p,q
s
. Then there
exists a positive constant C such that the following two assertions hold.
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(i) For every sequence {λl,j}l∈Z, j∈N such that
∑
j
(∑
l
|λl,j|
p
) q
p
∆s+nq
rp
(yj) <∞,
the series ∑
l,j
λl,j∆s+nq
rp
(yj)Bs(z, zl,j)
is convergent in Ap,q
s
. Moreover, its sum F satisfies the inequality
‖F‖q
A
p,q
s
≤ Cδ
∑
j
(∑
l
|λl,j|
p
) q
p
∆s+nq
rp
(yj)
(ii) For δ small enough, every function F ∈ Ap,q
s
may be written as
F (z) =
∑
l,j
λl,j∆s+nq
rp
(yj)Bs(z, zl,j),
with ∑
j
(∑
l
|λl,j|
p
) q
p
∆s+nq
rp
(yj) ≤ Cδ‖F‖
q
A
p,q
s
Proof of Theorem 3.4. Let p ∈ [1,∞], q ∈ (1,∞), and call p′ and q′
their conjugate exponents, i.e 1
p
+ 1
p′
= 1 and 1
q
+ 1
q′
= 1. Let s ∈ Rr such
that sk >
nk
2
, k = 1, · · · , r. Recall that (cf. [11]) if Ps : Lp
′,q′
s
→ Ap
′,q′
s
is
bounded, then the dual space of Ap
′,q′
s
identifies with Ap,q
s
with respect
to the pairing
< F,G >s=
∫
TΩ
F (x+ iy)G(x+ iy)∆s−n
r
(y)dxdy.
Denote by lp,q
s
the space of complex sequences {λl,j}l∈Z, j∈N such that
||{λl,j}||lp,qs =

∑
j
(∑
l
|λl,j|
p
) q
p
∆s+nq
rp
(yj)


1
q
<∞.
We have the duality lp,q
s
= (lp
′,q′
s
)′ with respect to the pairing
< λ, µ >
l
p′,q′
s , l
p,q
s
=
∑
l,j
λl,jµl,j∆s+nr (yj).
Then from the first part of the sampling theorem, the operator
R : Ap
′,q′
s
→ lp
′,q′
s
F 7→ RF = {F (zl,j)}l∈Z, j∈N
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is bounded. So the adjoint operator R∗ of R is also a bounded operator
from lp,q
s
to Ap,q
s
. Its explicit formula is
R∗({λl,j})(z) =
∑
l,j
λl,j∆s+n
r
(yj)Bs(z, zl,j).
This completes the proof of assertion (i).
From the second part of the sampling theorem, if δ is small enough,
the adjoint operator R∗ : lp,qν → A
p,q
ν of R is onto. Moreover, we call N
the subspace of lp,qν consisting of all sequences {λl,j}l∈Z, j∈N such that
the mapping
z 7→
∑
l,j
λl,j∆s+n
r
(yj)Bs(z, zl,j)
vanishes identically. Then the linear operator
ϕ : lp,q
s
/N → Ap,q
s
{λl,j} 7→
∑
l,j
λl,jBν(z, zl,j)∆s+n
r
(yj)
is a bounded isomorphism from the Banach quotient space lp,qν /N to
Ap,q
s
. The inverse operator ϕ−1 of ϕ is continuous. This gives assertion
(ii). 
4. Interpolation
In this section we determine the interpolation space via the complex
method between two mixed norm weighted Bergman spaces.
4.1. Interpolation via the complex method between Banach
spaces. Throughout this section we denote by S the open strip in the
complex plane defined by
S = {z = x+ iy ∈ C : 0 < x < 1}.
Its closure S is
S = {z = x+ iy ∈ C : 0 ≤ x ≤ 1}.
Let X0 and X1 be two compatible Banach spaces, i.e. they are
continuously embedded in a Hausdorff topological space. Then X0+X1
becomes a Banach space with the norm
‖f‖X0+X1 = inf (‖f0‖X0 + ‖f1‖X1) , f = f0 + f1, f0 ∈ X0, f ∈ X1}.
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We will denote by F(X0, X1) the space of analytic mappings
f : S → X0 +X1
ζ 7→ fζ
with the following properties:
(1) f is bounded and continuous on S;
(2) f is analytic in S;
(3) For k = 0, 1 the function y 7→ fk+iy is bounded and continuous
from the real line into Xk.
The space F(X0, X1) is a Banach space with the following norm:
‖f‖F = max
(
sup
ℜe ζ=0
‖fζ‖X0, sup
ℜe ζ=1
‖fζ‖X1
)
.
If θ ∈ (0, 1), the complex interpolation space [X0, X1]θ is the subspace
of F(X0, X1) consisting of holomorphic functions g on TΩ such that
fθ = g for some f ∈ F(X0, X1). The space [X0, X1]θ is a Banach space
with the following norm:
‖g‖θ = inf{||f ||F(X0,X1) : g = fθ}.
Referring to [6] and [19] (cf. also [22]), the complex method of inter-
polation spaces is functorial in the following sense: if Y0 and Y1 denote
two other compatible Banach spaces of measurable functions on TΩ,
then if
T : X0 +X1 → Y0 + Y1
is a linear operator with the property that T maps X0 boundedly into
Y0 and T mapsX1 boundedly into Y1, then T maps [X0, X1]θ boundedly
into [Y0, Y1]θ, for each θ ∈ (0, 1). See [6] for more information about
complex interpolation.
A classical example of interpolation via the complex method concerns
Lp,q spaces with a change of measures. We state it in our setting of a
tube domain TΩ over a symmetric cone Ω.
Theorem 4.1. [9, 20] Let 1 ≤ p0, p1, q0, q1 ≤ ∞. Given two positive
measurable functions (weights) ω0, ω1 on Ω, then for every θ ∈ (0, 1),
we have
[Lq0 ((Ω, ω0(y)dy);L
p0(Rn, dx)), Lq1((Ω, ω1(y)dy);L
p1(Rn, dx))]θ
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= Lq((Ω, ω(y)dy);Lp(Rn, dx))
with equal norms, provided that
1
p
=
1− θ
p0
+
θ
p1
1
q
=
1− θ
q0
+
θ
q1
ω
1
q = ω
1−θ
q0
0 ω
θ
q1
1 .
We finally record the Wolff reiteration theorem [21, 15] .
Theorem 4.2. Let A1, A2, A3, A4 be compatible Banach spaces. Sup-
pose [A1, A3]θ = A2 and [A2, A4]ϕ = A3. Then
[A1, A4]ξ = A2, [A1, A4]ψ = A3
with ξ = θϕ
1−θ+θϕ
, ψ = ϕ
1−θ+θϕ
.
4.2. Preliminary results on tube domains over symmetric cones.
We recall the following notations given in the introduction:
nk =
2(n
r
− 1)(k − 1)
r − 1
and
mk =
2(n
r
− 1)(r − k)
r − 1
for every k = 1, · · · , r. We recall the following two results ([17, 4]).
Lemma 4.3. Let s, t ∈ Rn be such that sk, tk >
nk
2
, k = 1, · · · , r.
Then the subspace A2,2t ∩ A
p,q
s
is dense in the weighted Bergman space
Ap,q
s
for all 1 ≤ p ≤ ∞ and 1 ≤ q <∞
Corollary 4.4. Let s ∈ Rn be such that sk >
nk
2
, k = 1, · · · , r. As-
sume that t ∈ Rn and 1 ≤ p, q < ∞ are such that Pt extends to a
bounded operator on Lp,q
s
. Then Pt is the identity on A
p,q
s
; in particular
Pt(L
p,q
s
) = Ap,q
s
.
The following theorem was proved in [4].
22 DAVID BEKOLLE, JOCELYN GONESSA AND CYRILLE NANA
Theorem 4.5. Let s, t ∈ Rr and 1 ≤ p, q ≤ ∞. Then the positive
Bergman operator P+
t
defined by
P+
t
f(ξ+ iτ) = dt
∫
Ω
(∣∣∣∣∆−t−nr ( ·+ i(τ + v)i )
∣∣∣∣ ∗ f(·+ iv)
)
(ξ)∆t−n
r
(v)dv
is bounded on Lp,q
s
when tk >
n
r
− 1, k = 1, · · · , r and
max
1≤k≤r
(
1,
sk −
nk
2
+ mk
2
tk −
nk
2
)
< q < 1 + min
1≤k≤r
(
1,
sk −
nk
2
mk
2
)
if q > 1
[
resp. sk >
nk
2
and tk − sk >
mk
2
if q = 1
]
.
In this case, Pt extends to a bounded operator from L
p,q
s
onto Ap,q
s
.
Proof. For q > 1, the first part of this theorem is just the case α = 0
in Theorem 3.8 of [4] for symmetric cones. The case q = 1 is an easy
exercise (cf. e.g. Theorem II.7 of [3]). The proof of the surjectivity of
Pt uses the previous corollary. 
4.3. Proof of Theorem B. (1) We adopt the following notations:
||g||θ = ||g||[Lp0,q0s0 , L
p1,q1
s1 ]θ
and
||g||analθ = ||g||[Ap0,q0s0 , A
p1,q1
s1 ]θ
.
It suffices to show the existence of a positive constant C such that the
following two estimates are valid.
(4.1) ||g||analθ ≤ C||g||Ap,qs ∀g ∈ A
p,q
s
.
(4.2) ||g||Ap,q
s
≤ ||g||analθ ∀g ∈
[
Ap0,q0
s0
, Ap1,q1
s1
]
θ
;
We first the estimate (4.1). By Theorem 4.1, we have
[Lp0,q0
s0
, Lp1,q1
s1
]θ = L
p,q
s
with equivalent norms, provided that
1
p
=
1− θ
p0
+
θ
p1
1
q
=
1− θ
q0
+
θ
q1
s
q
=
(1− θ)s0
q0
+
θs1
q1
.
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In particular, for every g ∈ Lp,q
s
, we have
(4.3) ||g||Lp,qs ≃ ||g||θ = inf
{
||f ||F(Lp0,q0s0 , L
p1,q1
s1 )
: g = fθ
}
.
By Theorem 4.5, for t large (i.e. each tk, k = 1, · · · , r is large), the
weighted Bergman projector Pt extends to a bounded operator from
Lpi,qi
si
onto Api,qi
si
, i = 0, 1 and hence from Lp,q
s
onto Ap,q
s
. Then by
Corollary 4.4, for every g ∈ Api,qi
si
, i = 0, 1 and for every g ∈ Ap,q
s
, we
have Ptg = g.
Now let g ∈ Ap,q
s
. For f ∈ F(Lp0,q0
s0
, Lp1,q1
s1
), we define the mapping
Pt ◦ f : S → A
p0,q0
s0
+ Ap1,q1
s1
by (Pt ◦ f)ζ = Pt ◦ fζ . Then Pt ◦ f ∈ F(Ap0,q0s0 , A
p1,q1
s1
) and if fθ = g, we
have (Pt ◦ f)θ = Pt ◦ fθ = Ptg = g. So
||g||analθ := inf {||ϕ||F(Ap0,q0s0 , A
p1,q1
s1 )
: g = ϕθ}
≤ ‖Pt ◦ f‖F(Ap0,q0s0 , A
p1,q1
s1 )
:= max
{
sup
ℜe ζ=0
||(Pt ◦ f)ζ||Ap0,q0
s0
, sup
ℜe ζ=1
||(Pt ◦ f)ζ||Ap1,q1
s1
}
for every f ∈ F(Lp0,q0
s0
, Lp1,q1
s1
) such that fθ = g. By Theorem 4.5, we
get
||g||analθ ≤ Ct inf {||f ||F(Lp0,q0s0 , L
p1,q1
s1
) : fθ = g} ∼ Ct||g||Lp,qs .
This proves the estimate (4.1).
We next prove the estimate (4.2). Let g ∈ [Ap0,q0
s0
, Ap1,q1
s1
]θ. We first
suppose that ||g||analθ = 0, i.e. g = 0 in the Banach space
[
Ap0,q0
s0
, Ap1,q1
s1
]
θ
.
We notice that
(4.4) ||ϕ||F(Ap0,q0s0 , A
p1,q1
s1
) = ||ϕ||F(Lp0,q0s0 , L
p1,q1
s1
)
for all ϕ ∈ F
(
Ap0,q0
s0
, Ap1,q1
s1
)
. This implies that
||g||[Lp0,q0s0 , L
p1,q1
s1 ]θ
≤ ||g||[Ap0,q0s0 , A
p1,q1
s1 ]θ
and hence ||g||[Lp0,q0s0 ,L
p1,q1
s1 ]θ
= 0. By the estimate (4.3), we obtain
||g||Lp,qs = 0.
We next suppose that 0 < ||g||analθ <∞.There exists ϕ ∈ F(L
p0,q0
s0
, Lp1,q1
s1
)
such that g = fθ and ||ϕ||F(Ap0,q0s0 ,A
p1,q1
s1 )
≤ 2||g||analθ . By (4.3) and (4.4),
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we obtain:
||g||Ap,qs = ||g||Lp,qs . |g||[Lp0,q0s0 ,L
p1,q1
s1 ]θ
. ||ϕ||F(Ap0,q0s0 ,A
p1,q1
s1 )
≤ 2||g||analθ .
This proves the estimate (4.2).
(2) In this assertion, we have s1 = s2 = s. The weighted Bergman
projector Ps extends to a bounded operator from L
pi,qi
s
onto Api,qi
s
, i =
0, 1 and hence from Lp,q
s
onto Ap,q
s
. Then by Corollary 4.4, for every
g ∈ Ap,q
s
, we have Psg = g. The proof of assertion (2) is the same as the
proof of assertion (1) with t = s in the present case. More precisely,
for the proof of the estimate (4.1), we replace the mapping
Pt ◦ f : S → A
p0,q0
s0
+ Ap1,q1
s1
with f ∈ F(Lp0,q0
s0
, Lp1,q1
s1
), by the mapping
Ps ◦ f : S → A
p0,q0
s
+ Ap1,q1
s
with f ∈ F(Lp0,q0
s
, Lp1,q1
s
). The proof of the estimate (4.2) remains the
same.
(3) We are going to prove the following more precise statement.
Theorem 4.6. Let s ∈ Rr be such that sk >
n
r
− 1, k = 1, · · · , r.
Let 1 ≤ p0, p1 ≤ ∞ and let q0, q1 be such that 1 ≤ q0 < qs ≤ q1 < ∞.
Assume that Ps extends to a bounded operator on L
p1,q1
s
. Let θ, ϕ ∈ (0, 1)
be related by the equation
(⋆)
1
2
=
1− θ
q0
+ θ(
1− ϕ
2
+
ϕ
q1
)
and assume that
(⋆⋆) ϕ <
1
2
− 1
qs
1
2
− 1
q1
.
Then for ξ = θϕ
1−θ+θϕ
, ψ = ϕ
1−θ+θϕ
, we have
[Ap0,q0
s
, Ap1,q1
s
]ξ = A
p2,2
s1
and [Ap0,q0
s
, Ap1,q1
s
]ψ = A
p3,q3
s
with equivalent norms, with
(⋆ ⋆ ⋆)
1
p2
=
1− ξ
p0
+
ξ
p1
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and
(⋆ ⋆ ⋆⋆)
{
1
p3
= 1−ϕ
p2
+ ϕ
p1
1
q3
= 1−ϕ
2
+ ϕ
q1
.
Proof. We apply the Wolff reiteration theorem (Theorem 4.2) with
A1 = A
p0,q0
s
, A2 = A
p2,2
s
, A3 = A
p3,q3
s
and A4 = A
p4,q4
s
. On the one
hand, we observe that qs > 2 and hence the couple (p2, 2) satisfies the
condition
1
qs(p2)
<
1
2
< 1−
1
qs(p2)
of Theorem 1.1. So Ps extends to a bounded operator on L
p2,2
s
as well as
we assumed that Ps extends to a bounded operator on L
p1,q1
s
. We next
apply assertion (2) of Theorem B to get the identity [A2, A4]ϕ = A3
with p3 and q3 defined by the system (⋆ ⋆ ⋆⋆).
On the other hand, the condition (⋆⋆) and the definition of q3 given
by the second equality of (⋆ ⋆ ⋆⋆) imply that 1 < q3 < qs. We recall
that 1 < q0 < qs. Then by assertion (1) of Theorem B, we obtain the
identity [A1, A3]θ = A2 with{ 1
p2
= 1−θ
p0
+ θ
p3
1
2
= 1−θ
q0
+ θ
q3
The latter identity and the second identity of (⋆ ⋆ ⋆⋆) give the relation
(⋆). The former identity and the first identity of (⋆⋆⋆⋆) give the relation
(⋆ ⋆ ⋆).

Question. Can Theorem 4.6 and consequently Theorem B be ex-
tended to other values of the interpolation parameters p0, q0, s0, p1, q1, s1?
Final remark. We recall that g ∈ [Ap0,q0
s0
, Ap1,q1
s1
]θ if there exists a
mapping f ∈ F(Ap0,q0
s0
, Ap1,q1
s1
) such that fθ = g. For s0 = s1 real and
pi = qi, i = 1, ..., r, an explicit construction was presented in [5] for
such a mapping f in terms of an analytic family of operators and the
atomic decomposition of the relevant (usual) Bergman spaces and this
construction was generalized in [14] to mixed norm Bergman spaces
associated to the same scalar parameter s = (ν, · · · , ν). It may be
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interesting to extend this construction to mixed norm Bergman spaces
Ap0,q0
s0
, Ap1,q1
s1
associated to more general vectors s0, s1 ∈ Rr.
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