volume 12 | number 1 | January 2009 nature neuroscience n e w s a n d v i e w s of synaptic activity. Neurofibromin regulates the activity of RAS, an important signal transducer for many transmembrane receptors. It would be very interesting to know the nature of the extracellular activator of RAS signaling in this context; BDNF is one possibility 12 . Unraveling the downstream effectors of this feedback mechanism will also be rewarding. Cui et al. 3 have assembled quite a bit of evidence suggesting that synapsin1 is the effector, but the evidence is still correlational, and other ERK effectors such as potassium channels 5 might certainly act in concert with the mechanisms uncovered so far.
before training in the water maze led to better performances in the neurofibromin mice at doses of antagonist that did not affect learning in the wild-type animals.
This work provides notable insights into the possible synaptic pathogenesis of learning disabilities. To recapitulate, baseline inhibition was normal in NF1 heterozygotes and only became abnormal at high levels of synaptic activity (modeled by high stimulus intensities, tetanic stimulation or high extracellular potassium). Maintaining the balance between inhibition and excitation at all levels of synaptic activity is one of the feats of our CNS 11 and one that is greatly complicated by neurons' nonlinear responses. These nonlinearities arise as a consequence of excitatory mechanisms such as activation of voltage-gated cation channels, removal of the magnesium block of NMDA receptors and local recurrent synaptic excitation. Inadequate GABA release during high levels of synaptic activity might lead to erroneous synaptic strengthening or even seizures, whereas Cui et al. 3 demonstrate that excess GABA release at high levels of synaptic activity is associated with reduced synaptic strengthening and learning deficits. Therefore, neurofibromin may be part of a general feedback mechanism that adjusts the rate of GABA release to precisely match the level if for no other reason than to determine whether the extra GABA release is necessary for recall, a homeostatic means of stabilizing the network in the face of recently strengthened synapses, or a nonspecific consequence of the stress of the induction procedure.
Cui et al. 3 also used contextual fear conditioning to confirm the correlation between learning and increased phosphorylation of ERK and synapsin1. This model provided an additional assessment of hippocampaldependent learning using a single training session that can be completed in minutes and is known to evoke robust biochemical changes. The neurofibromin heterozygotes showed deficits in fear conditioning when ceiling effects were avoided. During training, phosphorylation of both ERK and synapsin1 were substantially increased in hippocampus, but this was higher in the heterozygotes compared with wild-type mice. These findings demonstrate neurofibromin regulation of synapsin1 in hippocampal-dependent learning, although a causal relationship between synapsin1 phosphorylation, increased GABA release and learning was not established. However, the investigators were able to demonstrate that low doses of GABA antagonists administered to neurofibromin knockout and wild-type mice the membrane potential of a local population of neurons, the authors were able to use spiketriggered LFPs to measure the strength of postsynaptic activity at one location that was triggered by spiking at another cortical site and use this as a measure of cortical connectivity.
The authors started out by characterizing spike-triggered LFPs during spontaneous activity. Notably, the latency of the spiketriggered LFPs increased with cortical distance from the site where the spikes were recorded. The authors interpret this increase in latency as evidence that the spike-triggered LFPs were caused by activity at the triggering site that was propagated through horizontal connections at a velocity of about 0.3 m s -1 . Notably, 0.3 m s -1 is the intracortical propagation velocity measured in vitro for horizontal connections in the cat 5 , supporting the contention for the existence of 'traveling waves' that spread laterally across the cortex 6 . This conclusion was also whereas others stress the importance of corticocortical inputs that arise from horizontal and local connections 2, 3 . Both general models, however, assume that the relative balance between thalamocortical and corticocortical control is constant and that their relative weights are independent of the stimulus. In this issue, Nauhaus et al. 4 provide powerful new evidence that this is not so: the balance between thalamocortical and corticocortical inputs can be modulated by properties of the visual stimulus.
To show this, the authors used multi-electrode recording technology, with 100 microelectrodes being spaced in the visual cortex of anesthetized cats and monkeys in a 10 × 10 grid, to simultaneously record spiking activity and local field potentials (LFPs) in V1. They used the neuronal action potentials recorded in a specific cortical site as triggers for LFPs recorded in other cortical sites, which were up to several millimeters away (Fig. 1a) . Because LFPs reflect
In the primary visual cortex, neurons are connected with each other through local and long-range horizontal connections that can span several millimeters. Some of these cortical neurons also receive direct input from the thalamus. There has been a heated debate about the relative contribution of thalamic versus cortical synaptic inputs to the response properties of cortical neurons, particularly orientation selectivity. Some models attribute a dominant role to the thalamocortical inputs 1 ,
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Cortical and thalamic contribution to V1 neuron response properties is thought to be fixed. New work overturns this assumption, showing that the spread of corticocortical activation can be strongly modulated by stimulus strength. n e w s a n d v i e w s LFPs were slowly rising (>10 ms) and preceded the triggering spike sometimes by more than 10 ms. These observations are consistent with a substantial contribution from correlated spiking of other local cortical neurons. Spiketriggered LFPs that are caused by the activity of single thalamic and cortical neurons studied thus far have all shown a presynaptic (axon terminal) response, a clear delay following the presynaptic spike (synaptic delay) and a fastrising postsynaptic response 10, 11, 15 . However, this caveat should not influence a crucial element of these findings: the marked decrease in the cortical space constant during highcontrast stimulation.
Future studies could extend the important work of Nahaus et al. 4 by identifying specific classes of visual cortical neurons that are responsible for generating traveling LFP waves (using antidromic identification or other methods), by further defining the stimulus conditions under which the waves are modulated and by identifying the mechanisms of both the traveling waves and their modulation by stimulus contrast. For example, techniques of spike-triggered LFP (and current source-density analysis) could be used to identify connections from single cortical neurons to specific cortical orientation (or other) domains, as is currently possible for single thalamic neurons 10, 11 and for some cortical neurons 15 . This could provide a means for measuring changes in synaptic currents generated by single cortical or thalamic neurons as a function of the visual stimulus parameters. Nahaus et al. 4 have opened the door for a new and interesting approach to address important questions about the relative contribution of thalamic and cortical inputs to cortical response properties.
interesting. Thalamocortical synapses are stronger and more reliable than corticocortical synapses 8 and they are thought to be important in cortical receptive field construction 9 . Indeed, single thalamic neurons can generate synaptic currents in the cortex that are powerful enough to be measured as LFPs restricted to specific layers or sublayers of cortex 10, 11 . However, thalamocortical synapses are small in number when compared with cortico-cortical synapses [1] [2] [3] 9 . Consequently, some previous models emphasized the marked strength of thalamocortical connections 1 , whereas others emphasized the exuberance of recurrent corticocortical connections 2, 3 . The findings of Nauhaus et al. 4 introduce an important new idea to the table. Both types of models can coexist and have different roles depending on the strength of the stimulus. When the stimulus is strong (high contrast), the visual cortex focuses its activity in a restricted region determined by the thalamocortical inputs, perhaps to represent more accurately the sensory drive coming from the outside world. When the stimulus is weak (low contrast), cortical activity spreads over a large area, perhaps to amplify, through corticocortical connections, weak sensory signals that may be relevant.
The larger spread of cortical activation at low stimulus contrasts is reminiscent of previous findings showing an increase in cortical receptive-field size when the stimulus contrast is low 12 . Previous studies in the somatosensory cortex also showed variations in the spread of cortical activation during different brain states 13 . Moreover, acetylcholine, a neuromodulator associated with an aroused brain state, can selectively shift the ratio of thalamocortical versus corticocortical synaptic efficacy, presumably as a result of the presence of nicotinic receptors on thalamocortical terminals 14 . These findings may therefore have general implications across different sensory systems and brain states.
Although these dynamic changes in the spread of cortical activation are of great interest, the authors recognized that the underlying neuronal mechanisms of this observation remain unclear. In addition to potential mechanisms suggested by the authors, other mechanisms, such as short-term synaptic depression, could limit the lateral spread of cortical activity. It is also possible that the reduction in the amplitude of traveling waves at high stimulus contrast may result, in part, from a reduction in the degree of synchronized spiking near the recording microelectrode. An important caveat concerning the interpretation of possible mechanisms is that the spike-triggered LFPs measured in this study are unlikely to result only from the activity of the 'triggering' cortical neurons. The observed supported by the observation that the waves preferentially travel between cortical sites with similar orientation preference, consistent with anatomical studies of lateral connections in the visual cortex 7 . Therefore, the results of Nauhaus et al. 4 indicate that long-range horizontal connections in the visual cortex mediate waves of synaptic activity that travel laterally in all directions, but with a bias for sites with a similar orientation preference.
These results were obtained by recording 'spontaneous' spikes in the absence of visual stimulation. The authors next asked whether spikes generated during visual stimulation elicit similar waves. To answer this, they used fullfield drifting sinusoidal gratings with different contrast values. Notably, they found that highcontrast stimuli generated spike-triggered LFPs of lower amplitude and that these LFPs were attenuated much more rapidly with distance (that is, they had shorter space constants) compared with spike-triggered LFPs generated by low-contrast stimuli. These results suggest that strong, high-contrast sensory stimuli somehow attenuate the lateral synaptic connections that are elicited by cortical activity, shifting the balance of thalamocortical versus corticocortical inputs toward more powerful thalamic control of the cortical neurons (Fig. 1b) .
The notion that the balance between thalamic and corticocortical synaptic inputs can change as a function of stimulus strength is new and 
