Abstract. The present paper describes and evaluates the design and implementation of a fully autonomous quadrocopter, which is capable of self-reliant search, count and localization of a predefined object on the ground inside a room. In a preliminary scan the parameters of the object are defined: As an example object a red ball is used. The scan determines the color and radius of the ball. After determining the scanning parameters, the autonomous search can be executed. This is done autonomously by the quadrocopter, which uses inertial, infrared, ultrasonic, pressure sensors and an optical flow sensor to determine and control its orientation and position in 6 DOF (degree of freedom). Another camera attached to the quadrocopter and directed to the ground is used to find the searched objects and to determine its positions during the autonomous flight. Hence, objects which fulfill the scanning parameters can be found in different positions. Based on its own known position and the position of the object in the picture of the camera, the position of the found objects can be determined. Thus repeated detections of objects can be excluded. Consequently, objects can be counted and localized autonomously. The position of the object is transferred to the ground station and compared with the true position to evaluate the system. Two different search situations and two different strategies, breadth first search (BFS) and depth first search (DFS), are investigated and their results are compared. The evaluation shows the potential, constraints and drawbacks of this approach just as the effect of the search strategy, and the most important parameters and indicators such as field of vision, masking area and minimal object distance as well as accuracy, performance and completeness of the search. The entire system is composed of low-cost components and constructed from scratch. This allows an easy and cheap adaption, multiplication as well as simultaneous research and development of sub-systems with a great flexibility, understanding and documentation.
Introduction
Equipping UAVs (unmanned aerial vehicles) like quadrocopters with more and more autonomous abilities is an interesting field of research. Furthermore it is a requirement for challenging autonomous search and rescue missions, which are still a field of interest [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Especially, fully autonomous systems are challenging since they cannot rely on external systems like GPS or optical tracking for accurate positioning. State of the Art is the usage of a laser scanner for obstacle detection, collision avoidance and via a SLAM-algorithm (simultaneous localization and mapping) for positioning [15] [16] . But laser scanners are heavy, expensive and fail in some situations like a smoking environment. Other approaches are vision-based, but the high computational burden often requires an external computer for computation [17] [18] [19] . Therefore, we present a solution for a fully autonomous system using a new hardware design combining optical and pmd (photo mixing device) cameras with infrared and ultrasonic distance holders for a reliable system capable of search and rescue missions. The present paper focuses on the concept, implementation and evaluation of the search, count and localization of red balls (example search targets) with an autonomous system based on the mentioned new hardware design.
Terms and Background
To clarify different terms, parameters and algorithms, which will be used later, they are defined in this chapter. For reasons of simplification, the entire search is performed in a rectangular room free of obstacles. The main idea of the here presented search implementation is, that the quadrocopter uses a camera directed to the ground and by flying through the search area it scans all possible locations on the floor for a target (red ball). If a target is detected, it is added to the list of found targets, unless a target has already been detected at this position. Thus the whole area can be searched for targets and the amount of targets as well as their positions can be determined.
The most significant parameters for the performance of the search, the virtual field of vision (VFOV), the masking area (MA) and the search strategy are investigated, and therefore need to be defined. The field of view (FOV) is the area on the floor, which the camera used for object detection covers (Fig. 1) . Using computer vision object detection a target can be found on this single picture of the floor. The field of view is specified by the camera (hardware), whereas the virtual field of view is the area which the search strategy uses in order to cover the whole search area at least once. For VFOV a smaller value than the true FOV may be used to leave room for inaccuracy. Detection might fail if the quadrocopter does not fly exactly as expected by the search strategy or if the target is located between two pathways and cannot be seen completely. A smaller VFOV leads to a higher coverage and a longer search pathway (compare Fig. 2 and Fig. 3 ).
Two different search strategies, which are later referred to as BFS (breadth-first-search) and DFS (depth-first-search), are investigated. They correspond to the original algorithms, which are used to search nodes in a graph. For reasons of simplification, all search algorithms start in the bottom left corner of the search area. The idea of the BFS strategy is shown in figure 2. This strategy follows the general rule which says that closer positions are reached before farther ones. In general the used algorithm follows the iterative rule Up-Right-DownRight-Up-Left. In contrast to the BFS, the DFS does not search nearer but farther positions first. At first the algorithm covers the sides of the search area and proceeds with smaller iterations until the complete search area is covered (compare Fig. 4 and Fig. 5 ). The masking area (Fig. 6 ) determines a square which is set around a detected object to avoid multiple detections of the same target. It is determined by a distance named MA. During the search, a target might be seen several times from different positions. Because of errors and noise, the target is never detected exactly at the same position again, and therefore would be considered as a new object multiple times. The masking area is subtracted and added to the X-coordinate and Y-coordinate of every accepted target and it is proved, if the newly found target is located within one of these coordinates. If so, the newly found target is discarded, otherwise it is accepted. Instead of a circle a square masking area was chosen because the FOV is also a square.
Concept
The concept of the overall system can be separated into two parts: The object or target search and the flight search.
Object Search
The task of the object search is to determine the amount and positions of the targets by fusing the results of the object detection with the current position of the quadrocopter (Fig.7) . It manages the list of found objects and adds new ones if necessary. Whenever the object detection has a hit, the absolute position of this new target is computed by formula 1, (1) where COffset is the offset between the camera and the center of the quadrocopter or its position sensor, PQ is the current position of the quadrocopter and Po is the relative position of the found object determined by formula 2. Mx and My in formula 2 are the coordinates of the objects center point determined by the object detection, Cwx and Cwy are the calibration width in X and Y respectively at a height of Ch, h is the current height and Z is a constant. Cw and Ch are determined by the true FOV of the camera. Rx and Ry are the resolution of the camera in X-and Ydirection, respectively.
(2) Next, the position PT is compared with all positions iPT, with i indicating the index of the already accepted position. If the new position PT occurs within the masking area of any target iPT it is discarded, otherwise it is accepted.
Flight Search
The task of the flight search is to ensure that the quadrocopter with a determined VFOV covers the whole search area at least once. Waypoints are not generated next to another iteratively in small steps because of the bad flight performance of this approach [20] , but with maximal distance according to the search strategy. For simplification purposes, the flight search is executed statically. That means the waypoint list is generated once at the beginning and it is not changed during the flight. The waypoint list is determined by the search strategy, the search area and the VFOV.
Implementation

Hardware Design
The overall hardware-design of the quadrocopter is shown in figure 8 . The total price of all 51 hardware components is about 1800€ with already 800€ for the PMD Camera Nano [21] and the onboard Pico-ITX PC LP-180 [22] . The system fuses ultrasonic, infrared, pressure and inertial sensors for height estimation [23] . For 2D positioning the optical flow sensor ADNS-3080 [24] is used. The height sensors, the inertial sensor IMU-3000 and the optical flow sensor are connected to the AVR32 UC3A0512 microcontroller, where 6 DOF (degree of freedom) position and orientation estimation is executed. The AVR32 is connected to the LP-180 via USART/RS232. A simple and cheap webcam, the Logitech C270, is used for object detection and also connected to the LP-180 via USB. To focus on the problem of search, count and localization the obstacle detection sensors are not used in the following evaluation, and therefore disconnected. 
Software Design
The overall software is separated into the software for the AVR32 and the LP-180. The AVR32 performs the 6 DOF computation and control, and is therefore executing the flight search, which means the processing of the waypoint list. This list is sent from the LP-180 to the AVR32. The LP-180 is mainly responsible for the object search. It receives the current position with a sample time of 10ms from the AVR32 and continuously performs the object detection with a sample rate of about 35ms. Depending on the chosen settings for masking area, search strategy, search area and VFOV the waypoint list is generated on the LP-180 and sent to the AVR32. The software for the LP-180 is programmed in C++ with Qt [25] . It provides a GUI for steering the autonomous functionality and the object detection as well as to control, debug and evaluate the entire system. The same GUI software can be executed on the onboard computer LP-180 as well as on a ground station PC. It can be used to communicate with the quadrocopter and to perform the functionality as previously mentioned. Hence, the quadrocopter (AVR) can be connected via Bluetooth as well as via a W-LAN (LP-180). Through remote login it can be investigated, what is happening on the LP-180. Figure 9 shows a screenshot of a video stream recorded via remote login from the quadrocopter's onboard PC while performing autonomous search and count. On the bottom right corner the video stream of the object's detection web cam and the results of the current detection are displayed. There are also buttons and boxes for starting and setting up the parameters of interest as well as the waypoint list, the positions of found targets and the current position are shown. 
Object Detection
The implemented object detection is based on OpenCV [26] and uses the Hough transformation for circle detection [27] . In a preliminary scan, which is performed manually before the autonomous flight, the parameters of the object, here the color and radius of the ball, are determined. This is done by taking a picture of the target. These parameters are automatically saved, and therefore a scan is only necessary if the target changes its color or size. Therefore, the system depends on the lighting conditions and greater changes require a new scan.
Evaluation
Overview Evaluation
To generally investigate the performance, accuracy and limitations of the system and to compare both search strategies (DFS, BFS) as well as to find the concrete optimal parameters for the masking area and VFOV, in total 72 experiments were executed in two setups. The first setup contained 51 experiments, of which 9 failed for unrelated reasons. The issue was an orientation drift because of inertial sensor failure, vibrations and electromagnetic disturbances on the I2C bus preventing the quadrocopter from finishing the search. After replacing the sensor and changing the mechanical and electrical setup the second setup with 21 runs could be executed without any failed experiment. In the following evaluation only the data of the 63 successfully completed experiments are discussed. From these data no clear difference in accuracy between DFS and BFS or between the different parameter settings could be identified, but it could be concluded that the average error in one axis is less than 15cm. This setup of randomly placed balls is predominantly affected by coincidence. It might be that one setting leading to one flight path fits well to the placement of the balls. By taking a look at the detection failures (table 2), clear conclusions can be made: The real FOV is about 65cm x 45cm and it can clearly be seen that a VFOV of 40cm x 60cm or higher leads to misses. The bigger the VFOV is, the more misses occur, as expected. A proper VFOV of 30cm x 45cm leads to no misses for both search strategies. The data shows that a lower MA can lead to double detections. This is the case because a target might be seen several times. As the position error in one direction is about 15cm, MA should be at least in the same range. Conclusively, it can be seen that the DFS performed better and also that there is still a dominating systematical error. 
Detection Failures
DFS BFS
Second Setup
Based on the outcome of the first setup, in the second setup more balls were placed to reduce the effect of coincidence. In addition, the search area was changed to a 2m x 3m square ( Fig. 10 and 11) , which aimed to equalize the results between the two search strategies and to improve the results of the BFS. The second setup showed more clearly the effect of each parameter or setting and underlined the already expected results. More targets reduced the effect of coincidence, and therefore one run was seen to be enough. Table 4 shows the position errors of the system in the second setup. The average position error for the DFS was 16cm and for the BFS it was about 20cm. According to this data the DFS can already be concluded as more accurate, but a clearer distinction between both search strategies can be made by taking the detection failures into account (table 5) . For the DFS there are 10 detection errors in 9 experiments compared to 20 detections errors of the BFS in the same setup. Considering these bad results a value of 25cm x 35cm for VFOV was tested with the BFS, but this led to even worse results. There is no setting for the BFS without detection error, but there are four settings with no detection error for the DFS.
Errors
Summary Evaluation
To sum up, it can be said that all settings, the search strategy, the masking area and the VFOV have a significant effect on the performance of the search. Although still other, partly random parameters and circumstances have an important influence on the result, optimal values of these parameters are required. This is underlined by figures 13-15, which show, that the DFS with MA = 20cm and a VFOV of 30cm x 45cm or 40cm x 60cm detected completely the 8 balls and nothing mistakenly else. This means there exist settings, which solved this challenging setup. It shall be mentioned that a MA of 30cm led to a miss in one of two cases, because then one of the closest balls, which are 20cm away, was not accepted. The BFS showed no good results here and only a VFOV of 30cm x 45cm and of 40cm x 60 cm led to acceptable results. Altogether these results also made the BFS look worse than it was. Some balls were positioned in such way, that the BFS failed them by few centimeters.
Conclusion and Discussion
The evaluation demonstrated that the system is capable to autonomously detect, count and localize objects with an accuracy of about 15-20cm. It was proven that an optimal value for MA (20cm) has to be a bit higher than the accuracy of the system and that objects with distance of 20cm (MA) in each axis can still be distinguished. Also the coherence of the parameters MA and VFOV on the performance of the search and the detection errors was demonstrated. A smaller VFOV with a smaller MA leads to more double detections, while a too high MA leads to misses of nearby objects. As a general rule too high VFOV leads to misses, because some areas are not searched properly. In this context the acceptance tolerance, which was set to 25cm in setup 2, is a parameter, which comes into effect. A waypoint is already marked as reached, if the current position of the quadrocopter is within this tolerance. This can result in an incomplete cover of the search area and it explains why the BFS misses some targets at the side of the search area. The best parameter for VFOV was 30cm x 45cm. This setting together with the best value for MA showed no detection error even in a challenging room with 8 objects. Furthermore, the evaluation proved that the DFS performed better than the BFS. The reason for that is the fact that more small waypoint steps are less accurate than less big ones, because of the set point jumps and the jump effect as well as the control and sensor system. This could be already demonstrated in previous experiments [20] . Although the system was proven capable of performing autonomous and challenging search, count and localization missions, the evaluation of the system did not show a very high accuracy according to the determined positions and the fact, that optical sensors were used, which generally can reach higher accuracies. There are multiple sources for accuracy errors, which start from the manually measured and placed target positions in a region of several centimeters. The next major source of error is the starting error, which means the wrong position measured by the optical flow during lift off and the wrong initial position and orientation or placement error of the quadrocopter on the starting position. An initial orientation error for yaw of only 1° leads to a position error of 5cm after 3m. It is most likely that the initial yaw orientation error was sometimes in the range of a few degrees. These are good explanations for the high systematical error, which can be seen in the data. A proof of this fact is given by a closer look to some raw data (Appendix: Table A) . They demonstrate that the accuracy for the closer object is much better than for the farer object, even if the closer object is detected later in some cases. This is most likely because of an initial yaw orientation error. In general it can be concluded that for this setup proof of high accuracy is challenging and the accuracy of the system might be better than the data show, but at the same time this is not the focus of this paper.
Other sources of error are wrong calibration values for the relative position of the found object Po (Formula 2) and simplifications of Formula 2, a wrongly measured height, a wrong scaling factor for the optical flow, bad lighting and surface conditions, which lead to position errors measured by the optical flow sensor. The current orientation of the quadrocopter was not considered in the computation of the position PT. This was intended, because the effect of orientation drift should be excluded from the evaluation and orientation drift is still a problem in this system. In some cases not considering the orientation of the quadrocopter led to double detection errors.
Perspective
Although the system performed quite well in general, there are many things, which can be improved and should be investigated next. The effect of the already mentioned acceptance tolerance and an improved procedure for the waypoint navigation would allow higher values for VFOV. A waypoint control has already been implemented, which improved the waypoint flight significantly. But the additional control led to more orientation drift and therefore was not used. This in combination with a more accurate orientation computation would be the next step. It is already planned to switch to better sensors with SPI interface. Furthermore, the procedure was supposed to be improved by using two phases. However, this was not evaluated because of the insufficient time. In the first phase the object search just tries to find something with a low resolution reducing the computational burden and increasing the possible sample time. The focus of the first phase is not to overlook something. If it has a hit, the quadrocopter suspends the waypoint search and flies to the position of the hit. Then the second phase is executed using a high resolution and accuracy and only in this phase the accepted position is determined. Computational burden is unimportant in the second phase because the quadrocopter is on position hold. A different approach with a moving camera and flexible height could also be investigated. In this case the quadrocopter would possibly not need to search the whole area or at least the waypoint list could be much smaller. In our setup the quadrocopter could simply fly 4 meters up and could see the complete search area. But that is not possible in every situation as usually rooms are not that high. However, it would be interesting to compare which accuracies and detection performance could be achieved then. Taking obstacles and unknown limitations into account as well as the fact, that objects might not be detected properly from a distance and at an angle, this approach is much more sophisticated, but offers as well more potential and might save flight time, and therefore could reduce the energy consumption. Another interesting improvement would be to add the obstacle detection sensors and to search and count objects in a room with obstacles. The extra sensors should improve the position computation, and therefore the accuracy of the localizations. A challenging part is a reasonable distribution of the limited resources of the LP-180 to the different demanding tasks.
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