Prior work has shown that the multi-relational embedding objective can be reformulated to learn dynamic knowledge graphs, enabling incremental class learning. The core contribution of our work is Incremental Semantic Initialization, which enables the multi-relational embedding parameters for a novel concept to be initialized in relation to previously learned embeddings of semantically similar concepts. We present three variants of our approach: Entity Similarity Initialization, Relational Similarity Initialization, and Hybrid Similarity Initialization, that reason about entities, relations between entities, or both, respectively. When evaluated on the mined AI2Thor dataset, our experiments show that incremental semantic initialization improves immediate query performance by 21.3 MRR* percentage points, on average. Additionally, the best performing proposed method reduced the number of epochs required to approach jointlearning performance by 57.4% on average.
Introduction
Agents operating in human environments benefit from using knowledge representations that encode information in semantically meaningful ways to facilitate generalization and adaptability. In dynamic worlds, such as human environments, robots need to incrementally associate new concepts with their current representations to make decisions based on all available information. Knowledge representations for robot semantic reasoning should enable incremental learning mechanisms to make robot semantic reasoning more adaptable.
In this work, we leverage multi-relational embeddings to improve new concept initialization for incremental learning scenarios. We consider the 'Incremental Class Learning' scenario in [Hsu et al., 2018] , which applies to any system in which knowledge is acquired incrementally over time (e.g., household service robot, advanced virtual assistants). In this paper, we focus on the service robot scenario in which a home robot incrementally gains knowledge of new concepts, such as discovering new affordances, detecting new materials, or finding new objects. Our objective is to integrate each newly discovered concept into the agent's existing semantic knowledge representation.
Multi-relational embeddings accurately model semantics within knowledge graphs by learning continuous vector representations that geometrically model latent semantics Nickel et al., 2016] . While the multi-relational embedding problem formulation assumes a static set of concepts, it is possible to modify the framework to account for dynamic embeddings to be represented and enable new knowledge association [Song and Park, 2018] .
The core contribution of our work is 'Incremental Semantic Initialization', which enables the multi-relational embedding parameters for a novel concept (e.g. apple) to be initialized in relation to previously learned embeddings of semantically similar concepts (e.g. banana) and away from dissimilar concepts (e.g. lamp). We present three variants of our approach: Entity Similarity Initialization, Relational Similarity Initialization, and Hybrid Similarity Initialization, that reason about entities, relations between entities, or both, respectively. We validate our approach on a knowledge graph mined from AI2Thor, augmented to simulate temporally-incremental acquisition of data.
Our results show that incremental semantic initialization outperforms previously used initialization methods, providing the ability to initialize novel concepts within an existing embedding in a meaningful way without retraining. Additionally, our best performing method reduces the number of epochs required to approach joint-learning performance (Section 4.3) by over 50% on average when compared to prior work. As a result, our approach provides a significant efficiency improvement for the deployment of multi-relational embeddings in incremental learning scenarios.
Background and Related Work
In this section, we introduce commonly used notations and discuss related works.
Muli-Relational Embeddings
The objective of the multi-relational (i.e. knowledge graph) embedding problem is to learn a continuous vector representation of a knowledge graph G, encoding vertices that represent entities E as a set of vectors v E ∈ R |E|×d E and edges that represent relations R as mappings between vectors W R ∈ R E vectors and R mappings, respectively [Nickel et al., 2016; . G is composed from individual knowledge triples (h, r, t) such that h, t ∈ E are identified as head and tail entities of the triple, respectively, for which the relation r ∈ R holds (e.g. (cup, hasAffordance, fill)). A dataset D generated from a knowledge graph G contains all known triples. Generically, a multi-relational embedding is learned by minimizing the loss L using a scoring function f (h, r, t) over the set of knowledge triples in G. In addition to knowledge triples in G, embedding performance substantially improves when negative triples are sampled from a negative triple knowledge graphĜ [Nickel et al., 2016] . Therefore, L is defined as L f (h, r, t), y where y is the positive or negative label for the triple. It is worth noting that while the sets of E and R are considered static in the standard multi-relational embedding formulation, the directed graph is considered incomplete because some set of triples may be missing. Algorithms for triple prediction (i.e. query answering) [Bordes et al., 2013] and triple classification [Socher et al., 2013] seek to account for missing information.
The semantic matching class of multi-relational embeddings offer a wide range of possible mappings to represent relations at the cost of greater model parameter complexity. The most flexible semantic matching methods, [Socher et al., 2013; Dong et al., 2014] , leverage neural-networks to offer more expressive relations that can capture non-linear mappings between entities. However, the increase in modeling parameters requires more data and training to avoid overfitting, which may be unavailable for incremental learning systems.
Our work uses ANALOGY [Liu et al., 2017] , a semantic matching method, to learn multi-relational embeddings. ANALOGY constrains relations R to be normal linear mappings between entities E to promote structure in the learned embeddings and simplify the optimization objective. The loss function minimized is formulated as L f (h, r, t), y = − log σ(y · f (h, r, t)), where σ is the sigmoid function and f is a bilinear scoring function. The multiplicative relationship between entities allows for more complex relations to be expressed than vector addition while only requiring a single matrix per relation, balancing scalability with expressiveness to achieve state-of-the-art results .
Out-of-Knowledge-Base (OOKB) Queries
When the knowledge graph G is incomplete, queries relating to the set of missing entities ξ are referred to as Out-ofKnowledge-Base (OOKB) queries [Wang et al., 2014] . In prior work, solutions to OOKB queries are obtained by reasoning about the current multi-relational embedding to initialize representations for entities in ξ. In [Wang et al., 2014] , the authors 'align' an external knowledge source with an embedding to answer queries about OOKB entities. In other work, [Hamaguchi et al., 2017] use graph-neural-networks (GNN) to answer queries about OOKB entities. This is done by training the GNN to learn relation predictions based on graphical structure (i.e. existence of edges) within the knowledge graph G. The work by [Shi and Weninger, 2018] follows a similar methodology with a more complex deep-neural network architecture to train the network to predict entity and relation embeddings from text descriptions or names. Our approach, described in Section 3, requires no training because it leverages semantics within the knowledge graphs to make initializations. We found this to be effective for the limited dataset size in our experiments.
Continual Learning
In the continual learning problem, a new set of parameters θ n for a dataset D n must be learned while preserving previously learned parameters θ n−1 for a previous dataset D n−1 [Maltoni and Lomonaco, 2018; Parisi et al., 2019; Hsu et al., 2018] . While there are a variety of scenarios in which continual learning occurs, [Hsu et al., 2018] categorizes the vast majority of cases by whether the distribution of input data changes across learning sessions, the distribution of target labels changes across learning sessions, or the labels are from a disjoint space across learning sessions. These are referred to as 'Incremental Domain Learning', 'Incremental Class Learning', and 'Incremental Task Learning', respectively. The categorizations of approaches to continual learning outlined in [Maltoni and Lomonaco, 2018; Parisi et al., 2019] include regularizing learning across datasets [Li and Hoiem, 2018; Kirkpatrick et al., 2017] , recalling previous dataset distributions using generative models or replay [Shin et al., 2017; Hayes et al., 2018] , adapting model architecture to accommodate new datasets [Rusu et al., 2016; Cortes et al., 2017] , and using complimentary learning systems to train on new datasets [Kamra et al., 2017] .
We follow the continual learning problem formulation presented for translational multi-relational embeddings in [Song and Park, 2018] . The definition adapts the multi-relational embedding problem by including a new time step index n denoting the learning session. Therefore, the model parameters for the current time step n are θ n = {v E n , W R n }, where v E n ∈ R |E n |×d E are a set of vectors for entities E n , W R n ∈ R |R n |×d R are mappings for relations R n , and d E and d R are the dimensions of E n vectors and R n operations, respectively.
Additionally, at time step n the knowledge graph G n produces the dataset D n of triples available for learning. Note that as time step n increases, the sets of entities E n and relations R n grow. This is because at each new learning session, sets of OOKB entities ξ n−1 / ∈ G n−1 and relations Γ n−1 / ∈ G n−1 are inserted into G n , requiring initialization of OOKB entity vectors or relation mappings. Therefore, [Song and Park, 2018] successfully initializes the vectors for OOKB entities ξ n−1 in new learning sessions using the 'Normalized-Initialization' algorithm [Glorot and Bengio, 2010] shown in Equations 1 and 2 below.
However, the normalized-initialization algorithm was developed to initialize all learning weights (i.e. entity vectors) before any training as an improvement over previous heuristics for randomly initializing deep neural networks. In fact, the final conclusions of [Glorot and Bengio, 2010] suggest that online learning from pre-trained initializations out performed in accuracy and computational efficiency over the normalized-initialization. Our results agree with these findings and we posit that reasoning about the learned embedding space should be done to initialize OOKB entity vectors in incremental learning scenarios. Inspired by [Song and Park, 2018] and [Hamaguchi et al., 2017] , we propose several approaches for initializing OOKB entities in an incremental class learning scenario and we analyze how these initialization methods can improve immediate inference performance and training computational efficiency. Our formulation is entirely domain-independent and can be applied to any multi-relational embedding (i.e. translational and semantic matching methods).
Approach
In this section, we present our core contribution -an incremental semantic initialization approach for multi-relational embeddings. Incremental semantic initialization uses previously learned multi-relational embedding parameters θ n−1 = {v E n−1 , W R n−1 } (Section 2) to reason about OOKB entity initializations. We present and evaluate three methods, Entity Similarity Initialization, Relational Similarity Initialization, and Hybrid Similarity Initialization, that reason about entities, relations between entities, or both, respectively. Each method tries to select the best indicator entities I based on different criteria of the embedding structure. These indicator entities are then combined to initialize the new entity.
Across all three algorithms, the assumed inputs include the current embedding parameters θ n−1 = {v E n−1 , W R n−1 } and the set of OOKB entities ξ n−1 . Note that the vector for an individual entity at timestep n − 1 for e i ∈ E n−1 is v i E n−1 ∀ i = {1, ..., |E n−1 |}. Therefore, once all initialized vectors of OOKB entities e j ∈ ξ n−1 ∀ j = {1, ..., |ξ n−1 |} have been inserted at the next timestep, n, vectors for entities
To initialize an OOKB entity e |E n−1 |+1 E n ∈ ξ n−1 , our algorithms rely on identifying a set of indicator entities I. I indicates a reasonable region of the embedding space to initialize the OOKB entity's vector v
. In all proposed initialization algorithms, the OOKB entity vector is computed to be the centroid of the indicator entity vectors as shown below.
Multiple entities can be initialized by repeating the initialization process but for simplicity the algorithm descriptions below are for the case of inserting a single entity e
Note that because the initialization algorithms rely on identifying an indicator set of entities without making assumptions about the multi-relational embedding type, this approach formulation directly generalizes to other multi-relational embedding types (e.g. TransE, Complex). 
Entity Similarity Initialization
The 'Entity Similarity' algorithm leverages the word2vec embedding [Mikolov et al., 2013] to select the indicator set of entities. The set of entities that have the highest cosine similarity with the OOKB entity are selected as the indicator entities by comparing each entity's corresponding word2vec vector v j Ew with the OOKB entity's word2vec vector v
The initial value of v
is then the centroid of the selected indicator entity vectors as in Equation 3. Figure 1a shows the conceptual diagram for Entity Similarity Initialization where the triangles are the indicator entities.
Relational Similarity Initialization
The 'Relational Similarity' algorithm selects the indicator set using a set of insert triples τ that might be observed by the agent when an OOKB entity is encountered. Each triple in the triples set τ j ∀ j = {1, ..., |τ |} must be related to the OOKB entity (i.e. satisfy h j = e
The insert triples are used to select the indicator set by first generating a set of resultant vectors v τ , shown as circles at heads of the grey vectors in Figure 1b . Each v j τ is the resultant vector (i.e. a location for the OOKB entity e |E n−1 |+1 E n ) computed from the known parameters of triple τ j . Therefore, when the OOKB entity is the head h j of an insert triple, r j and t j are used to compute the resultant vector, while when the missing entity is the tail t j of an insert triple, r j and h j are used. Equation 5 shows this procedure for ANALOGY.
All the resultant vectors for each relation type r k ∀ k = {1, ..., |R n |} are combined by averaging to get resultant vector centroids c r k that are directly used to select the indicator set. In Figure 1b the vector centroids c r k are equal to the corresponding vector resultants v τ in the simple case shown because there is one resultant vector per resultant vector centroid. The equations to compute c r k are shown below.
The set of entities that have the highest accumulated cosine similarities to each resultant vector centroid (i.e. across each relation type) are selected as the indicator entities by comparing each entity's vector v j E n−1 with each resultant vector centroid c r k using cosine similarity, as shown below.
The initial value of v |E n−1 |+1 E n is then the centroid of the selected indicator set vectors as in Equation 3. Figure 1b shows the conceptual diagram for Relational Similarity Initialization where the triangles are the indicator entities.
Hybrid Similarity Initialization
The 'Hybrid' algorithm reasons about entity similarities as well as relations between entities by combining the two previous algorithms. First, a preliminary indicator set of the most similar entities is selected using the Entity Similarity algorithm. The preliminary indicator entities are used as inputs to the Relational Similarity algorithm. The Relational Similarity algorithm filters the preliminary indicator entities to select the subset of entities that most likely satisfy the set of insert triples. The set of entities output by Relational Similarity are the final set of entities that become the indicator set.
Experimental Setting and Dataset
Our experimental setting differs from that of previous multirelational embedding works because of the limited and stochastic nature of the dataset being modeled. We present the process of mining the dataset and our evaluation metrics in Section 4.1. In Section 4.2 we then describe how the dataset is split to simulate a incremental learning scenario.
Knowledge Graph and Metrics
Our evaluation is inspired by an incremental learning scenario in which a service robot continually acquires novel semantic knowledge about objects in its environment. Toward this end, we obtain our knowledge graph by mining AI2Thor [Kolve et al., 2017] , a highly realistic simulation environment of household domains from which instances of semantic triples about affordances and locations of objects can be mined (see Table 1 ). Entities include 83 household concepts (e.g. microwave, toilet, kitchen) and 17 affordances (e.g. pick up, open, turn on). Additionally, we manually extended objects within AI2Thor to model 7 material properties (e.g. wood, fabric, glass), which were assigned probabilistically based on materials encountered in the SUNCG dataset [Song et al., 2017] for a total of 107 entities. The addition of material properties brought the total number of unique triples available for training, validation, and testing to 352. While only 352 unique triples are in the mined AI2Thor dataset, the total number of triples in the dataset is over 15K because there are multiple instances of each unique triple observed in the simulator according to distributions of the default environments. Therefore, an accurate multi-relational embedding for this dataset must model not only whether triples are true or false, but also the relative uncertainty between triples.
An assumption made widely across prior multi-relational embedding works [Bordes et al., 2013; Liu et al., 2017; is that query responses are deterministic (i.e. either always true or false), and only factual relations are provided in the training data. However, the semantic data we are modeling is highly stochastic; for example, multiple potential locations are likely for a given object. As a result, the output we desire is not a binary statement but a ranked list of candidate responses ordered by scoring function f (h, r, t).
To support variable ground truth ranks in our evaluation, we extend the standard performance metric of meanreciprocal-rank (MRR) and for the experiments in Section 5, we report MRR* defined in Equation 9 below.
In Equation 9, N is the number of triples tested, G R is the ground truth rank, and A r is the predicted rank. The ground truth ranking G R was calculated according to the number of observations of a unique triple in all default environments of AI2Thor (i.e. more observations give higher ranks).
Incremental Learning Scenario: New Knowledge Association
We model the incremental class learning scenario in which later datasets are cumulative datasets over previous datasets (i.e. D n−1 ⊂ D n ). In other words, the datasets generated for later sessions of incremental learning D n contain all the entities, relations, and knowledge triples of the previous dataset D n−1 in addition to new triples related to entities that were OOKB entities in the previous dataset ξ n−1 . Two learning sessions over datasets D 0 and D 1 per experimental case are tested due to the limited amount of unique knowledge triples available. The initial dataset D 0 consists 
V a produces the trained multi-relational embedding θ 0 = {v E 0 , W R 0 } that contains no embeddings for OOKB entities ξ 0 . Parameters for θ 1 must be initialized to begin the next training session over D 1 . The parameters of θ 1 = {v E 1 , W R 1 } are initialized by first reusing parameters common to θ 0 and θ 1 . Therefore,
.., |R 0 |}. Note that because all types of relations are introduced in D 0 , before training in the second learning session,
Vectors for OOKB entities in the first session ξ 0 are initialized using each of the different approaches proposed in Section 3 or the baselines discussed in Section 5. All parameters of θ 1 are initialized according to Equations 10 and 11 below, where ookb init is one of the proposed or baseline initializations algorithms. Fine-tuning was used to train the second model parameters θ 1 over D 1 . In fine-tuning, learning rates are lowered during incremental learning sessions to reduce forgetting but no training regularization is included. This approach was selected because it has a simple implementation, our contribution is not focused on the catastrophic-forgetting problem, and previous work [Song and Park, 2018] considered several other continual learning approaches for multi-relational embeddings in addition to fine-tuning, like EWC [Kirkpatrick et al., 2017] , but differences in final performances were at most 2.08% amongst all approaches. The MRR* performance of θ 1 over D 0 T e and D 0 ξ 0 are measured again for each OOKB entity initialization method to verify convergence after training in the second learning session, discussed in Section 5.1.
The computational efficiency results in Section 5.2 compare how each OOKB entity initialization method affects training convergence speed during the second learning session. Computational efficiency is measured in the number of epochs required for parameters θ 1 to approach convergence of a joint-learning model defined in Section 4.3 while training on D 
Implementation Details
For each experimental case in Sections 5.1 and 5.2, we report a modified MRR metric, MRR*, to capture the stochastic nature of the dataset (see Section 4). The set of OOKB entities ξ 0 in each experimental case are uniformly randomly selected as was done in the first dataset variant of [Song and Park, 2018] . This is repeated |E| |ξ 0 | times in in each case. The selected sets of ξ 0 match exactly across insertion methods. The dimensionality of all entity vectors and relation mappings is 100. All results are reported in a 'filtered' setting as in [Song and Park, 2018] , where triples that are already included within training and validation sets are removed before ranking. The learning rate and weight decay to train the θ 0 are 0.1 and 0.001, respectively. To train θ 1 , learning rate and weight decay were updated to 0.002 and 0.1, respectively. The maximum number of epochs for all experiments was 100. We used 4 entities for all final indicator sets.
In experiments from Sections 5.1 and 5.2, two baselines were used. The first baseline was that of normalizedinitialization (abbreviated as 'Xavier' in plots), described in detail in Section 2. Normalized-initialization does no reasoning about the initial vector embeddings v E 0 to initialize OOKB entities. The other baseline incorporated more reasoning by being uniformly distributed over the range of maximum and minimum values in the entity vector parameters of the initial embedding v E 0 for each dimension, which we term 'Random' throughout the results. In addition to the baselines, a joint-learning model (abbreviated as 'Joint' in plots) is implemented to compare all initialization methods against, as in [Song and Park, 2018] . This joint-learning model is essentially a batch learned multi-relational embedding trained only on D 1 . It is an upper-bound over all experimental cases used to help quantify OOKB entity training convergence.
Experimental Results
In our first experiment we analyze the effectiveness of incremental semantic initialization by measuring average MMR* when answering OOKB queries. Our second experiment tests the efficiency of incremental semantic initialization by measuring average epochs-to-convergence of joint-learning performance.
Answering OOKB Queries
Figures 2a and 2b report the average MRR* performance of the multi-relational embedding with OOKB entities initialized before and after performing additional training in the second learning session, respectively. Each point is the weighted average of MRR* across all queries generated for a particular OOKB entity initialization method and OOKB entity set size ranging from 1 to 10 entities (i.e. roughly 1% to 10% of |E|). For each entity size, the values in the plots are the averages of Figure 2b shows that all methods begin to converge, coming within an average 7.6 MRR* percentage points of the expected joint-learning performance wihtin of 100 epochs of training.
In addition to queries about triples D 0 ξ 0 , the same experiments were run for queries about triples D 0 T e , which only relate to E 0 . This probes how the initializations affect the semantics of the initial embeddings. The proposed initialization methods along with the random baseline were consistently within an average of 5.9 MRR* percentage points of the expected joint-learning performance before and after all additional training for the second learning session.
Interestingly, the inference performance for queries about triples D 0 T e when using normalized-initialization was on average 23.9 MRR* percentage points lower than the jointlearning performance before additional training. We believe this is related to the formulation of normalized-initialization, which initializes each dimension to a random uniformly distributed number in a range related to the dimensionality of the vector space (see Section 2). As this initialization does not take into account the region nor the semantics of the current embedding, it may cause drastic changes in the results of inferences for queries about triples D 0 T e . In this experiment, we measured the number of epochs required for each initialization method to reach within ∼10% MRR* percentage points of the joint-learning performance (plotted in grey in Figure 2c ). This is repeated for each ξ 0 size from the experiment in Section 5.1, resulting in the averages and standard deviations of Table 2 . This measures how efficient each initialization method is at learning OOKB entities.
Epochs-to-Convergence
We found that the Entity Similarity method reduces the number of epochs required to reach convergence during the second learning session by as much as 57.4%, dominating all other initialization methods and baselines. The reduction in epochs is particularly useful for service robots operating in dynamic human environments to have less required training epochs to converge to a new accurate knowledge representation.
Discussion & Conclusion
In this work, we approached the problem of incremental learning within multi-relational embeddings. Our experiments show that using incremental semantic initialization to insert OOKB entities outperforms previous methods across our experiments. Specifically, the Entity Similarity initialization method dominates normalized-initialization at immediate OOKB triple prediction by 21.3% while reducing the number of epochs required to reach convergence by 57.4% averaged across all tested sizes of the OOKB entity set ξ 0 . While incremental semantic initialization shows promise, the proposed methods have their limitations. For example, Entity Similarity, requires word2vec in order to compare entities. These comparison are made based on ambiguous symbols which can introduce noise into the indicator entities (i.e. multiple meanings of 'bowl'). Additionally, Relational Similarity biases initialization to only the given insert triples, which may limit generalization.
In future work, we hope to gather more data wihtin the service robot domain in order to train and compare initialization performance with other OOKB entity initialization methods in Section 2. This would allow us to try models that require more data like graph and deep neural networks. In addition, we hope the additional data will allow us to model an incremental class learning scenario with disjoint class labels across learning sessions. This will allow us to understand how these incremental semantic initialization methods affect the catastrophic forgetting problem in continual learning. 
