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GENERALIZED STRICHARTZ ESTIMATES FOR WAVE AND
DIRAC EQUATIONS IN AHARONOV-BOHM MAGNETIC
FIELDS
FEDERICO CACCIAFESTA, ZHIQING YIN, AND JUNYONG ZHANG
Abstract. We prove generalized Strichartz estimates for wave and massless
Dirac equations in Aharonov-Bohmmagnetic fields. Following a well established
strategy to deal with scaling critical perturbations of dispersive PDEs, we make
use of Hankel transform and rely on some precise estimates on Bessel functions.
As a complementary result, we prove a local smoothing estimate for the Klein-
Gordon equation in the same magnetic field.
1. Introduction
In the last years a lot of effort has been devoted to the study of dispersive
properties of PDEs perturbed by scaling critical potentials. These potentials turn
to be particularly hard to be dealt with, as indeed the fact that they show the same
homogeneity of the differential operator prevent the use of perturbative techniques,
and force to build some “ad hoc” strategy. The most celebrated examples for what
concerns Schro¨dinger and wave equations are represented by the inverse square
potential, i.e. a potential of the form
V (x) =
a
|x|2
so that the Hamiltonian becomes
(1.1) HV = −∆+ a|x|2
for some “not too negative” constant a, and the Aharonov-Bohm magnetic field,
that is
(1.2)
AB : R
2 \ {(0, 0)} → R2, AB(x) = α
(
− x2|x|2 ,
x1
|x|2
)
, α ∈ R, x = (x1, x2)
so that the Hamiltonian becomes
(1.3) HA =
(
−i∇ + α
(
− x2|x|2 ,
x1
|x|2
))2
.
We refer to [11] and references therein for an overview of the spectral theory of
this Hamiltonian in Aharonov-Bohm magnetic fields which, we point out, is a 2-
dimensional model. We do not intend to provide a detailed picture of the literature
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here, but we wish to mention at least [3]-[4]-[17], for what concerns Strichartz
estimates for both Schro¨dinger and wave equations associated to Hamiltonian (1.1)
and [11] for what concerns time-decay and Strichartz estimates for the Schro¨dinger
equation associated to (1.3). To the very best of our knowledge, no Strichartz
estimates are available for the wave flow in this latter framework, except for [8],
in which some local smoothing (and weighted Strichartz) are obtained. For what
concerns the Dirac equation the situation is much harder, due to the rich algebraic
structure of the Dirac equation, and the only available results in this direction
are provided in [9] and [7], in which local smoothing estimates are proved in the
cases of, respectively, the Coulomb potential perturbation and the Aharonov-Bohm
magnetic field.
The purpose of this paper is to somehow combine the strategies of [13, 17, 18]
with the ideas of [7, 8] to prove some generalized Strichartz estimates for the wave
and massless Dirac equation in Aharonov-Bohm magnetic field.
The wave equation we intend to deal with is thus the following
(1.4)


∂2t v +HAv = 0
v(0, ·) = v0(·),
∂tv(t, ·) = v1(·),
the solution of which is given by the formula
v(t, ·) = cos
(
t
√
HA
)
v0(·)+
sin
(
t
√
HA
)
√
HA
v1(·) = ℜ
(
eit
√
HA
)
v0(·)+
ℑ
(
eit
√
HA
)
√
HA
v1(·).
The (massless) Dirac Hamiltonian in the Aharonov-Bohm magnetic field (in the
units with h = c = 1) is
(1.5) DA = σ1(p1 + A1) + σ2(p2 + A2)
where pj = i∂j , σj are the standard Pauli matrices
(1.6) σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
and the magnetic potential AB(x) = (A
1(x), A2(x)) is given by (1.2). We recall
that the Pauli matrices satisfy the following relations of anticommutations
σjσk + σkσj = 2δikI2, j, k = 1, 2.
The Cauchy problem associated to the Hamiltonian (1.5) takes the form
(1.7)
{
i∂tu = DAu, u(t, x) : Rt × R2x → C2
u(0, x) = u0(x).
We refer to [7] and references therein for further details on the model.
Before stating our main results, let us introduce some useful notations:
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Notations. We will denote in a standard way Lebesgue and Sobolev spaces,
and with LptL
q
x = L
p(Rt;L
q(R2x)) the mixed space-time Strichartz spaces (we will
omit the dimension on the target space). With Lprdr we will denote the radial part
of the Lp norm, that is ‖f‖p
Lprdr
=
∫∞
0
|f(r)|prdr; in the case p = ∞, we shall
simply use the notation L∞dr . We use [φm], m ∈ Z to denote the space spanned by
the vectors φm.
Using the polar coordinates x = rθ, r ≥ 0, θ ∈ S1, and given a measurable
function F = F (t, x) : R× R2 → C, we denote by
‖F‖LptLqrdrL2θ :=

∫ +∞
−∞
(∫ +∞
0
(∫
S1
|F (t, r, θ)|2 dσ
)q/2
rdr
)p/q
dt


1/p
,
being dσ the surface measure on the sphere. In particular, when q =∞
‖F‖LptL∞dr L2θ :=
(∫ +∞
−∞
(
sup
r∈[0,∞)
(∫
S1
|F (t, r, θ)|2 dσ
)1/2)p
dt
)1/p
.
We will denote with H˙sA the homogeneous Sobolev spaces induced by Hamilton-
ian (1.3), that is the space with the norm ‖f‖H˙sA = ‖H
s
2
Af‖L2. We refer again to
[11] Section 2 for an overview of this norm.
In what follows we will systematically omit to differentiate between functions
and spinors, as the meaning of each object will be clear from the contest.
We are now ready to state the main result of this paper.
Theorem 1.1. Let (p, q) ∈ [2,∞]2 be such that
(1.8)
1
p
+
1
q
<
1
2
, or (p, q) = (∞, 2).
Assume α ∈ R such that
(1.9) ε = dist(α,Z) = min
m∈Z
|m+ α| > 0.
For any u0, f ∈ H˙sA and p > 2, the following Strichartz estimates hold
(1.10) ‖eit
√
HAu0‖LptLqrdrL2θ ≤ C‖u0‖H˙sA
and
(1.11) ‖eitDAf‖LptLqrdrL2θ ≤ C‖f‖H˙sA
provided that s = 1− 1
p
− 2
q
.
Remark 1.1. The idea of using angular regularity to obtain some refined version
of Strichartz estimates is not new: in particular, we stress the fact that we recover
exactly the same range obtained for the free wave dynamics for radial data, see
Theorem 1.3 in [21]. For more results on the free equations, we refer to [14, 15].
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2
Diagrammatic picture of the admissible range of (p, q).
Remark 1.2. For free wave and Dirac, the classical Strichartz estimates (without
loss of angular regularity) sharply hold for admissible pairs (1/p, 1/q) in the region
AOC. But, as far as we know, there is no result on Strichartz estimates for wave
and Dirac with Aharonov-Bohm except for [12], that is a work in progress. By
making use of angular regularity, we are able to cover the region AOB (except the
line AB).
To cover the range (1.8), we will only need to prove Strichartz estimates at the
bottom line OB (except point B), that is for p > 2 and q =∞, and then interpolate
with the standard L∞t L
2
x-norm estimate. We should also mention the paper [16]
in which angular regularity is exploited to get “almost” the 3D endpoint estimate
(both for the wave and Dirac equations), and [5] in which a (small) potential
perturbation is also included.
Remark 1.3. As suggested by [8], with some additional technical care it would be
possible to obtain Strichartz estimates for fractional Schro¨dinger equation associ-
ated to Hamiltonian (1.3), that is for the flow eitHA
a/2
for any a > 0. Anyway, we
prefer to limit our presentation here to the case a = 1.
Remark 1.4. It might be possible to generalize the result above (at least in the case
of the wave equation) to deal with a more generic magnetic potential A : SN−1 →
RN in dimension N ≥ 2 satisfying the transversality condition A(θ) · θ = 0 for
all θ ∈ SN−1. Dispersive equations with potentials of these forms (and even more
general ones, including also scaling critical zero-order terms) have been dealt with
in literature (see e.g. [11], [12]). Nevertheless, as this would require a fair amount
of additional technicalities and as, again, the most relevant choice from a physical
point of view is given by (1.2), we prefer not to deal with the general setting.
The staring role in our proof is played by the Hankel transform, which has
proved in the last years to be a very effective and successful tool in the analysis of
dispersive dynamics, in particular when critical perturbations come into play. The
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main advantage of it is in that, as we will see, it allows an explicit representation
of the solution in terms of a series that involves the eigenfunctions of the operator.
This fact, combined with the L2 orthogonality of spherical harmonics, allows in a
quite standard way to obtain estimates with angular regularity. In a nutshell, we
can summarize the proof of Theorem 1.1 in the following main steps
(1) Exploit the “spherical symmetry” of the equation to reduce to a sum of
radial problems;
(2) Use the Hankel transform to obtain an explicit representation of the solu-
tion;
(3) Prove Strichartz estimates for frequency-localized initial data;
(4) Use a dyadic decomposition and a scaling argument to obtain the final
result.
Step (3) turns to be the most technically involved, and requires the use of some
precise estimates on Bessel functions (see Proposition 3.2). This strategy has
been strongly inspired by [17, 18]. Nevertheless, we should stress some significant
difference with respect to [17]: in that paper the above strategy was used to improve
the range of admissible exponents for Strichartz estimates for the wave equation
with inverse square potentials obtained in [3], and those estimates were actually
used in their proof. Here on the one hand, as no Strichartz estimates are available
at the moment for the solutions to (1.4)-(1.7), we have to prove (1.10) directly
instead of interpolating with the known Strichartz estimates. On the other hand,
due to the failure of Littlewood-Paley square function inequality at the L∞dr level,
we here use a different argument avoiding this to prove (1.10) with q =∞.
Finally, we should mention that this same strategy is in development in [6] to
deal with the massless Dirac-Coulomb equation: this is definitely a much harder
problem, mainly because of the fact that the generalized eigenfunctions of the
Dirac-Coulomb operator enjoy a complicated representation involving confluent
hypergeometric functions (instead of the Bessel ones that appear in the Aharonov-
Bohm case). As a consequence, the estimates on the solution, that can be written
after constructing a suitable “relativistic Hankel transform”, are quite delicate to
be proved; nevertheless, a result similar to Theorem 1.1 can be obtained.
As a complementary result, we provide a local smoothing estimate for the dy-
namics of the Klein-Gordon equation with a magnetic field (1.2), that is for the
solutions to system (we are taking m = 1)
(1.12)


∂2t v +HAv + v = 0
v(0, ·) = v0(·),
∂tv(t, ·) = v1(·)
which is given by the formula
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(1.13) v(t, ·) = cos
(
t
√
HA + 1
)
v0(·) +
sin
(
t
√
HA + 1
)
√
HA + 1
v1(·)
= ℜ
(
eit
√
HA+1
)
v0(·) +
ℑ
(
eit
√
HA+1
)
√
HA + 1
v1(·).
Notice that the Klein-Gordon equation, due to the presence of the additional mass
term, does not exhibit a scaling, and therefore some slight additional care is needed.
Nevertheless, by exploiting a separate analysis of high and low frequencies, we are
able to prove the following local smoothing estimate, which complements the ones
for the fractional Schro¨dinger and Dirac equations obtained respectively in [8] and
[7].
Theorem 1.2. Let v be a solution to (1.12) and let ε be in (1.9). There exists a
constant C such that for any 1 ≤ β < 1 + ε
‖|x|−βv‖L2tL2x ≤ C
(‖(1 +HA) 2β−14 v0‖L2 + ‖(1 +HA) 2β−34 v1‖L2).
The plan of the paper is the following. Section 2 is devoted to introduce the
necessary preliminaries (overview of the spectral theory of the operators, spheri-
cal decomposition, Hankel transform and estimates on Bessel functions), while in
Section 3 and 4 we provide the proofs for our main results.
Acknowledgments. The first author acknowledges support from the Uni-
versity of Padova STARS project “Linear and Nonlinear Problems for the Dirac
Equation” (LANPDE). The last two authors were supported by National Nat-
ural Science Foundation of China (11771041, 11831004) and H2020-MSCA-IF-
2017(790623).
2. Preliminaries
In this section we present all the setup and the preliminaries needed to prove
our results.
2.1. Spherical decomposition, spectral theory and Hankel transform. A
crucial aspect of the dynamics of dispersive equations in Aharonov-Bohm field is
in that it is possible to decompose the dynamics into a sum of radial dynamics.
We summarize this well known fact in the following
Proposition 2.1. Let AB be given by (1.2), and let φm(θ) =
eimθ√
2pi
for θ ∈ [0, 2π)
and m ∈ Z be a complete orthonormal set on L2(S1). Then the following decom-
positions hold:
• Laplacian decomposition. There is a canonical isomorphism
L2(R2) ∼=
⊕
m∈Z
L2(R+, rdr)⊗ [φm],
WAVE AND DIRAC IN AHARONOV-BOHM MAGNETIC FIELDS 7
by means of the following decomposition:
Ψ(x) =
∑
m∈Z
1√
2π
κm(r)e
imθ,
where Ψ ∈ L2(R2) and κm ∈ L2(R+, rdr). The action of the operator HA
defined in (1.3) with respect to the basis { eimθ√
2pi
} is given by
(2.1) Hα,m = − d
2
dr2
− 1
r
d
dr
+
(m+ α)2
r2
,
and HA on C
∞
0 (R
2) is unitary equivalent to the direct sum of Hα,m that is
(2.2) HA =
⊕
m∈Z
Hα,m.
• Dirac decomposition. There is a canonical isomporphism
L2(R2)2 ∼=
⊕
m∈Z
L2(R+, rdr)⊗ [hm]
with [hm] = {φm, φm+1} by means of the following decomposition:
Φ(x) =
∑
m∈Z
1√
2π
(
fm(r)
gm(r)e
iθ
)
eimθ,
where Φ ∈ L2(R2)2 and fm, gm ∈ L2(R+, rdr). The action of the operator
DA defined in (1.5) with respect to the basis 1√2pi{eimθ, ei(m+1)θ} is given by
(2.3) DA,m =
(
0 −i (∂r + m+α+1r )−i (∂r − m+αr ) 0
)
.
and DA on C∞0 (R2)2 is unitary equivalent to the direct sum of DA,m, that
is
DA ∼=
⊕
m∈Z
DA,m.
Remark 2.1. For the sake of simplicity, from now on we will be systematically
neglecting all the normalization terms involving π.
Proof. See [1] for the Laplacian case [10] for the Dirac case. 
The spectra of both the operators HA and DA are well known to be purely
absolutely continuous, and in particular σ(HA) = [0,+∞) and σ(DA) = R (we
refer respectively to [20] and [10]). and in view of Proposition 2.1 their generalized
eigenfunctions can be written in terms of Bessel functions: for a fixed m ∈ Z and
E >0 we have indeed that
(2.4) Hα,mϕm,E(r) = Eϕm,E(r),
has the solution
(2.5) ϕm,E(r) ∼= J|m+α|(Er)
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and
(2.6) DA,mχm,E(r) = Eχm,E(r),
has the solution
(2.7) χm,E(r) =
(
fm,E(r)
gm,E(r)
)
∼=
(
(ǫm)
mJ|m+α|(Er)
i(ǫm)
m+1J|m+1+α|(Er)
)
with
ǫm =
{
1 if m+ α ≥ 0
−1 if m+ α < 0.
Remark 2.2. The generalized eigenfunctions for DA,m for negative values of the
energy can be written as
(2.8) χm,−E(r) = χm,E(r) =
(
(ǫm)
mJ|m+α|(|E|r)
−i(ǫm)m+1J|m+1+α|(|E|r)
)
,
so that in particular one has
fm,−E(r) = fm,E(r), gm,−E(r) = −gm,E(r).
A crucial role is going to be played by the Hankel transform: we recall the
definition of the standard 2-dimensional one, that for ν > 0 is given by
(2.9) (Hνφ)(ξ) =
∫ ∞
0
Jν(r|ξ|)φ(rξ/|ξ|) rdr,
that will play a leading role in the study of the wave dynamics. To deal with the
Dirac equation, we need a slight algebraic manipulation of this, due to the fact
that the spherical harmonics decomposition forces to work on 2-dimensional radial
spaces. We therefore set the following
Definition 2.2. Let ϕ(r) = (ϕ1(r), ϕ2(r)) ∈ L2((0,∞), rdr)2. For m ∈ Z, we
define the following integral transform
Pmϕ(E) =
( P+mϕ(E)
P−mϕ(E)
)
=
∫ +∞
0
Hm(εr) · ϕ(r)rdr
where we have introduced the matrix
(2.10) Hm =
(
fm,E(r) gm,E(r)
−fm,−E(r) −gm,−E(r)
)
with f and g given by (2.7), so that
(2.11) P+mϕ(E) ∼=
∫ ∞
0
(
J|m+α|(Er)ϕ1(r) + J|m+1+α|(Er)ϕ2(r)
)
rdr
and a similar one for P−m.
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The Hankel transform (both the standard one (2.9) and the “relativistic” one
(2.11) introduced in Definition 2.2) satisfies several important properties, including
the fact that it allows to define in a quite standard way the fractional powers of
the operators HA and DA. For DA, we refer to Section 2 in [7] and Proposition 2.3
in [8]; while for HA, we record for convenience and refer the readers for analogues
to M.Taylor [23, Chapter 9], (see also [3]).
Lemma 2.3. Let Hν be the Hankel transform in (2.9) with ν = |m+α| and Hα,m
in (2.1). Then
(1) Hν = H−1ν ,
(2) Hν is self-adjoint, i.e. Hν = H∗ν,
(3) Hν is an L2 isometry, i.e. ‖Hνf‖L2 = ‖f‖L2,
(4) Hν(Hα,mf)(ρ, θ) = ρ2(Hνf)(ρ, θ), for f ∈ L2.
2.2. Estimates on Bessel functions. In what follows we will make use of a
number of estimates on Bessel functions: we collect them in the following two
results.
Proposition 2.4. Let Jν(r) be the Bessel function of order ν. The following
estimates hold true with a constant C independent on ν:
• Let ν > −1
2
, then
(2.12) |Jν(r)| ≤ Cr
ν
2νΓ(ν + 1
2
)Γ(1/2)
(
1 +
1
ν + 1/2
)
and
(2.13) |J ′ν(r)| ≤
C(νrν−1 + rν)
2νΓ(ν + 1
2
)Γ(1/2)
(
1 +
1
ν + 1/2
)
.
• Let r, ν ≫ 1. Then
(2.14) |J ′ν(r)| ≤
C√
r
.
Proof. These estimates are quite standard: we refer to Section 2 in [17] and refer-
ences therein. 
Proposition 2.5. Let χ ∈ C∞c ([0, 1]) be such that χ(x) ∈ [0, 1] and χ(x) = 1 for
x ∈ [0, 1/2]. Let 0 < δ ≪ 1. Then there exists a decomposition for the Bessel
function Jν(r):
(2.15) Jν(r) = Jν,1(r) + Jν,2(r) + Eν(r)
where
Jν,1(r) =
1
2π
∫ pi
−pi
eir sin θ−iνθχ(
θ
δ
)dθ, Jν,2(r) =
1
2π
∫ pi
−pi
eir sin θ−iνθ(1− χ)(θ
δ
)dθ.
10 FEDERICO CACCIAFESTA, ZHIQING YIN, AND JUNYONG ZHANG
and
Eν(r) = −sin(νπ)
π
∫ ∞
0
e−(r sinh s+νs)ds
Furthermore, for r ≫ 1, there exists a constant C independent of r, ν such that
(2.16) |Eν(r)|+ |E ′ν(r)| ≤ Cr−1
and
(2.17) |Jν,2(r)|+ |J ′ν,2(r)| ≤ Cr−1/2.
Proof. Most of these properties can be found in Watson [24]; we provide a sketch
of their proof for convenience. We use the Schla¨fli’s integral representation (see
[24] pag. 177) to write
Jν(r) =
1
2π
∫ pi
−pi
eir sin θ−iνθdθ − sin(νπ)
π
∫ ∞
0
e−(r sinh s+νs)ds,(2.18)
then it follows (2.15). A direct computation gives
(2.19) |E ′ν(r)| =
∣∣∣sin(νπ)
π
∫ ∞
0
e−(r sinh(s)+νs) sinh(s)ds
∣∣∣ ≤ C(r + ν)−1
which implies (2.16). Now we consider (2.17). Let
Φr,ν(θ) = sin θ − ν
r
θ
and a simple computation shows the derivatives
Φ′r,ν(θ) = cos θ −
ν
r
, Φ′′r,ν(θ) = − sin θ.
Thus, on intervals [−π,−pi
2
− δ] and [pi
2
+ δ, π], Φ is monotonic respectively and
|Φ′r,ν(θ)| = | cos θ −
ν
r
| = ν
r
+ | cos θ| ≥ sin δ.
Therefore Van der Corput lemma(see [22, Proposition 2, Page 332]) implies
1
2π
(∫ −π
2
−δ
−pi
+
∫ pi
π
2
+δ
)(
eir sin θ−iνθ(1− χ)(θ
δ
)
)
dθ ≤ Cδr−1
d
dr
(
1
2π
(∫ −π
2
−δ
−pi
+
∫ pi
π
2
+δ
)(
eir sin θ−iνθ(1− χ)(θ
δ
)
)
dθ
)
≤ Cδr−1.
(2.20)
On the other hand, on the interval [−pi
2
− δ,−δ] ∪ [δ, pi
2
+ δ], we have
|Φ′′r,ν(θ)| = | sin θ| ≥ sin δ.
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We use the Van der Corput lemma again to obtain
1
2π
(∫ −δ
−π
2
−δ
+
∫ π
2
+δ
δ
)(
eir sin θ−iνθ(1− χ)(θ
δ
)
)
dθ ≤ Cδr−1/2
d
dr
(
1
2π
(∫ −δ
−π
2
−δ
+
∫ π
2
+δ
δ
)(
eir sin θ−iνθ(1− χ)(θ
δ
)
)
dθ
)
≤ Cδr−1/2.
(2.21)
Noting r ≫ 1 and collecting (2.20) and (2.21), it follows (2.17).

3. The proof Theorem 1.1
The proofs of (1.10) and (1.11) are of course very similar, therefore we provide
the details for the one of (1.10) and only comment on the necessary modifications
needed in order to obtain 1.11. Also, we shall focus on the proof of the endpoint
case q = ∞ as it is the hardest one (1.8), and only comment on the full range
(1.8) (see Remark 3.1). We stress the fact that taking q = ∞ prevents the use
of Littlewood-Paley theory: we will thus need to use a slightly different argument
(as done in [6]).
Relying on proposition 2.1 we start by writing, , for any u0 ∈ H˙sA(R2),
(3.1) u0(x) =
∑
m∈Z
κm(r)φm(θ)
with φm(θ) ∼= eimθ. From Lemma 2.3, we thus have, for p > 2 and ν = |m+α| > 0,
‖eit
√
HAu0‖LptL∞drL2θ = ‖
∑
m∈Z
eit
√
HAκm(r)φm(θ)‖LptL∞drL2θ(3.2)
= ‖
∑
m∈Z
Hν
[
eitρHνκm(r)φm(θ)
] ‖LptL∞drL2θ
≤
(∑
m∈Z
‖Hν
[
eitρgm(ρ)
] ‖2LptL∞dr
)1/2
where we are denoting with gm(ρ) = Hνκm(ρ). As a first step, we need a Strichartz
estimate for data with localized frequencies
Proposition 3.1. Let u0 as in (3.1) be such that supp
(Hνκm) ⊂ [1, 2] for all
m ∈ Z, and let p > 2. Then
‖eit
√
HAu0‖LptL∞dr L2θ ≤ C‖u0‖L2x .(3.3)
Proof. The proof of this result heavily relies on the following technical result:
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Proposition 3.2. Let ϕ ∈ C∞c (R) be supported in I := [1, 2], R > 0 be a dyadic
number, ε be in (1.9) and ν = ν(m) = |m+ α| with m ∈ Z. Then
(3.4)
∥∥∥(∑
m∈Z
∣∣∣Hν[eitρϕ(ρ)gm(ρ)](r)∣∣∣2)1/2∥∥∥
LptL
∞
dr([R/2,R])
(3.5) .
∥∥∥(∑
m∈Z
|gm(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L2ρdρ(I)
×
{
R
ε
2 R . 1
R
1
p
− 1
2 R≫ 1.
Let us postpone for a moment the proof of Proposition 3.2 and deduce from this
the one of Proposition 3.1. We thus need to prove that∥∥∥(∑
m∈Z
∣∣Hν[eitρgm(ρ)](r)∣∣2) 12∥∥∥
Lpt (R;L
∞
dr(R
+))
≤ C‖u0‖L2x .(3.6)
Using the dyadic decomposition and the fact that ℓ2 →֒ ℓ∞, we can write∥∥∥(∑
m∈Z
∣∣Hν[eitρgm(ρ)](r)∣∣2) 12∥∥∥2
Lpt (R;L
∞
dr(R
+))
.
∥∥∥ sup
R∈2Z
∥∥∥(∑
m∈Z
∣∣Hν[eitρgm(ρ)](r)∣∣2) 12∥∥∥
L∞dr([R/2,R])
∥∥∥2
Lpt (R)
.
∥∥∥( ∑
R∈2Z
∥∥∥(∑
m∈Z
∣∣Hν[eitρgm(ρ)](r)∣∣2) 12∥∥∥2
L∞dr([R/2,R])
)1/2∥∥∥2
Lpt (R)
.
∑
R∈2Z
∑
m∈Z
∥∥∥Hν[eitρgm(ρ)](r)∥∥∥2
Lpt (R;L
∞
dr([R,2R]))
.
(3.7)
Thanks to Proposition 3.2 we can estimate further with (notice that as gm is
localized in [1, 2] the weight ρ in the measure plays no role)
(3.7) .
∑
R∈2Z
∑
m∈Z
min{R 1p− 12 , R ε2}2‖gm(ρ)‖2L2ρdρ .(3.8)
As we are taking p > 2, the summation in R above turns to be convergent. There-
fore we have obtained
(3.7) .
∑
m∈Z
‖gm(ρ)‖2L2ρdρ .
Recalling the standard properties of the Hankel transform collected in Lemma 2.3,
we can eventually write∑
m∈Z
‖gm(ρ)‖2L2ρdρ =
∑
m∈Z
‖Hνκm(ρ)‖2L2ρdρ =
∑
m∈Z
‖κm(r)‖2L2rdr = ‖u0‖
2
L2
and this concludes the proof of Proposition 3.1. 
WAVE AND DIRAC IN AHARONOV-BOHM MAGNETIC FIELDS 13
Let us now deduce the proof of (1.10) from Proposition 3.1. Let R and N be
dyadic numbers (i.e. let R and N be in 2Z); by making a dyadic decomposition,
we can write, starting from (3.1)-(3.2),
‖u(t, x)‖2LptL∞dr L2θ ≤
∑
m∈Z
∥∥∥∥∥
∑
N∈2Z
Hν
[
eitρϕ(
ρ
N
)Hνκm(ρ)
]∥∥∥∥∥
2
LptL
∞
dr(R
+)
≤
∑
m∈Z
∥∥∥∥∥∥ supR∈2Z
∥∥∥∥∥
∑
N∈2Z
Hν
[
eitρϕ(
ρ
N
)Hνκm(ρ)
]∥∥∥∥∥
L∞dr([R,2R])
∥∥∥∥∥∥
2
Lpt
.
By using the fact that ℓ2 →֒ ℓ∞ and the Minkowski inequality, we further obtain
‖u(t, x)‖2LptL∞dr L2θ ≤
∑
m∈Z
∥∥∥∥∥∥∥

∑
R∈2Z
∥∥∥∥∥
∑
N∈2Z
Hν
[
eitρϕ(
ρ
N
)Hνκm(ρ)
]∥∥∥∥∥
2
L∞dr ([R,2R])


1/2
∥∥∥∥∥∥∥
2
Lpt
≤
∑
m∈Z
∑
R∈2Z
∥∥∥∥∥
∑
N∈2Z
Hν
[
eitρϕ(
ρ
N
)Hνκm(ρ)
]∥∥∥∥∥
2
LptL
∞
dr ([R,2R])
≤
∑
m∈Z
∑
R∈2Z
(∑
N∈2Z
∥∥∥Hν [eitρϕ( ρ
N
)Hνκm(ρ)
]∥∥∥
LptL
∞
dr ([R,2R])
)2
Notice that in the last inequality we have used the triangle inequality instead of
Littlewood-Paley square function inequality, which fails at L∞dr.
By using a scaling argument, we finally get
=
∑
m∈Z
∑
R∈2Z
(∑
N∈2Z
N2−
1
p
∥∥Hν [eitρϕ(ρ)Hνκm(Nρ)]∥∥LptL∞dr ([NR,2NR])
)2
≤
∑
m∈Z
∑
R∈2Z
(∑
N∈2Z
N1−
1
pQ(NR)
∥∥∥ϕ( ρ
N
)Hνκm(ρ)
∥∥∥
L2ρdρ
)2
,
(we have also used Proposition 3.2), where
(3.9) Q(NR) =
{
(NR)
ε
2 , NR . 1
(NR)
1
p
− 1
2 , NR≫ 1.
Due to the fact that we are taking p > 2, we have
(3.10)
1
p
− 1
2
< 0.
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Then, as ε > 0, we see that
(3.11) sup
R
∑
N∈2Z
Q(NR) <∞, sup
N
∑
R∈2Z
Q(NR) <∞.
Let
(3.12) AN,m = N
1− 1
p‖(Hνf)(ρ)ϕ(ρ/N)‖L2ρdρ(R+),
we use the Schur test lemma argument with (3.11) in the following way:
(∑
R∈2Z
( ∑
N∈2Z
Q(NR)AN,m
)2)1/2
= sup
‖BR‖ℓ2≤1
∑
R∈2Z
∑
N∈2Z
Q(NR)AN,mBR
≤ C
(∑
R∈2Z
∑
N∈2Z
Q(NR)|AN,m|2
)1/2(∑
R∈2Z
∑
N∈2Z
Q(NR)|BR|2
)1/2
≤ C( sup
R
∑
N∈2Z
Q(NR) sup
N
∑
R∈2Z
Q(NR)
)1/2(∑
N∈2Z
|AN,m|2
)1/2(∑
R∈2Z
|BR|2
)1/2
≤ C
(∑
N∈2Z
|AN,m|2
)1/2
.
(3.13)
We have thus obtained
‖u(t, x)‖2LptL∞dr L2θ ≤
∑
m∈Z
∑
R∈2Z
( ∑
N∈2Z
Q(NR)AN,m
)2
≤ C
∑
m∈Z
∑
N∈2Z
|AN,m|2
= ‖u0‖2
H˙
1− 1p
A
.
And this concludes the proof.
Remark 3.1. As it is seen, condition p > 2 is necessary in order to ensure conver-
gence of the series on the right hand side of (3.8), as it is for (3.11). Then, by
interpolation, one obtains the full range (1.8).
Remark 3.2. The proof for (1.11), given Proposition 3.2, follows the same punch-
line, with minor necessary algebraic modifications. Indeed, the spectral projection
in this case as introduced in definition 2.2 is 2-dimensional, and involves the Han-
kel transform of two different orders. Nevertheless, with slight additional care due
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to the 2-dimensional projection introduced in definition 2.2, the proof works in the
exact same way. We omit the details.
To conclude with, we thus only need to provide a proof for Proposition 3.2.
Proof of Proposition 3.2. To prove this result, we divide into two cases R . 1 and
R≫ 1. For R . 1, it suffices to prove∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
e±itρJν(rρ)gm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptL
∞([R/2,R])
.R
ε
2
∥∥∥(∑
m∈Z
|gm(ρ)ϕ(ρ)|2
)1/2∥∥∥
L2ρdρ(I)
.
Taking ε in (1.9) (notice that 0 < ε ≤ 1/2 by definition), by the Sobolev embedding
H
1+ε
2 (Ω) →֒ L∞dr(Ω) with Ω = [R/2, R] and the interpolation, we have∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
e±itρJν(rρ)gm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptL
∞([R/2,R])
.
∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
e±itρJν(rρ)gm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptH
1+ε
2 ([R/2,R])
.
∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
e±itρJν(rρ)gm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥ 1−ε2
LptL
2([R/2,R])
×
∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
e±itρJν(rρ)gm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥ 1+ε2
LptH
1([R/2,R])
.R
ε
2
∥∥∥(∑
m∈Z
|gm(ρ)ϕ(ρ)|2
)1/2∥∥∥
L2ρdρ(I)
provided we can prove the following estimates:
∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
e±itρJν(rρ)gm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptL
2
dr([R/2,R])
.R
1
2
+ε
∥∥∥(∑
m∈Z
|gm(ρ)ϕ(ρ)|2
)1/2∥∥∥
L2ρdρ(I)
.(3.14)
and ∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
e±itρJ ′ν(rρ)gm(ρ)ϕ(ρ)ρdρ
∣∣∣2)1/2∥∥∥
LptL
2
dr([R/2,R])
.R−
1
2
+ε
∥∥∥(∑
m∈Z
|gm(ρ)ϕ(ρ)|2
)1/2∥∥∥
L2ρdρ(I)
.(3.15)
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To prove (3.14), since p > 2, we use the Minkowski inequality and the Hausdorff-
Young inequality in t variable to obtain
∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
e±itρJν(rρ)gm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptL
2
dr([R/2,R])
.
∥∥∥(∑
m∈Z
∥∥∥Jν(rρ)gm(ρ)ϕ(ρ)∥∥∥2
Lp
′
dρ(I)
)1/2∥∥∥
L2dr([R/2,R])
.
Recalling (2.12) and using Stirling’s formula Γ(ν + 1) ∼ √ν(ν/e)ν , we obtain
∥∥∥(∑
m∈Z
∥∥∥Jν(rρ)gm(ρ)ϕ(ρ)∥∥∥2
Lp
′
dρ(I)
)1/2∥∥∥
L2dr([R/2,R])
.R
1
2
+ε
∥∥∥(∑
m∈Z
|gm(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
Lp
′
ρdρ(I)
,
where we have used again Minkowski’s inequality and the fact that ρ ∈ I = [1, 2].
To deal with (3.15), we follow the same argument evoking this time (2.13): this
yields (3.4) when R . 1 (we omit the details).
Next we consider the case R≫ 1: it is going to be enough to prove
∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
Jν(rρ)e
−itρgm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptL
∞
dr([R/2,R])
.R
1
p
− 1
2
∥∥∥(∑
m∈Z
|gm(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L2ρdρ(I)
.(3.16)
We need the following
Lemma 3.3. Assume
(3.17) |Qν(r)| . Cr−1/2, r ≫ 1.
Then for R≫ 1,
∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
Qν(rρ)e
−itρgm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptL
p
dr([R/2,R])
.R
1
p
− 1
2
∥∥∥(∑
m∈Z
|gm(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
Lp
′
dρ(I)
.(3.18)
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Proof. Since p > 2, we use the Minkowski inequality and the Hausdorff-Young one
in the t variable to obtain∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
e±itρQν(rρ)gm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptL
p
dr([R/2,R])
.
∥∥∥(∑
m∈Z
∥∥∥Qν(rρ)gm(ρ)ϕ(ρ)∥∥∥2
Lp
′
ρ (I)
)1/2∥∥∥
Lpdr([R/2,R])
.R
1
p
− 1
2
∥∥∥(∑
m∈Z
|gm(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
Lp
′
dρ(I)
.

We are now in position to prove (3.16). To this aim, using (2.15), we need to
prove
∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
Jν,1(rρ)e
−itρgm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptL
∞
dr([R/2,R])
.R
1
p
− 1
2
∥∥∥(∑
m∈Z
|gm(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L2dρ(I)
.(3.19)
and ∥∥∥(∑
m∈Z
∣∣∣ ∫ ∞
0
(
Jν,2(rρ) + Eν(rρ)
)
e−itρgm(ρ)ϕ(ρ)dρ
∣∣∣2)1/2∥∥∥
LptL
∞
dr([R/2,R])
.R
1
p
− 1
2
∥∥∥(∑
m∈Z
|gm(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L2dρ(I)
.(3.20)
We prove (3.20) first. By the Sobolev embedding W 1,p(Ω) →֒ L∞dr(Ω) with Ω =
[R/2, R], it suffices to show (3.18) with Qν(r) = Jν,2(r), J
′
ν,2(r), Eν(r) and E
′
ν(r).
By Proposition 2.5, we have verified (3.17) hence we can deduce (3.18). As a
consequence, we obtain (3.20).
We next prove (3.19). For our purpose, we write the Fourier series of gm(ρ) as
(3.21) gm(ρ) =
∑
j
gjme
iπ
2
ρj , gjm =
1
4
∫ 4
0
gm(ρ)e
−iπ
2
ρjdρ,
so that
(3.22) ‖gm(ρ)‖2L2dρ(I) =
∑
j
|gjm|2.
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Let χδ(θ) = χ(θ/δ) and recall ν = ν(m) = |m+ α|, we write∫ ∞
0
Jν,1(rρ)e
−itρgm(ρ)ϕ(ρ)dρ
=
1
2π
∫ ∞
0
e−itρ
∫ pi
−pi
eirρ sin θ−iνθχδ(θ)
∑
j
gjme
iπ
2
ρjϕ(ρ)dρdθ
.
∑
j
gjm
∫
R2
e2piiρ(r sin θ−(t−
j
4
))ϕ(ρ)dρe−iνθχδ(θ)dθ.
(3.23)
Let tj = t− j4 , we write
ψνtj (r) =
∫
R2
e2piiρ(r sin θ−tj)ϕ(ρ)dρe−iνθχδ(θ)dθ
=
∫
R
ϕˇ(r sin θ − tj)e−iνθχδ(θ)dθ.(3.24)
Since ϕˇ is a Schwartz function, then for any N > 0, we have
(3.25) |ϕˇ(r sin θ − tj)| ≤ CN(1 + |r sin θ − tj |)−N .
We consider two cases to study the properties of function ψνtj (r).
Case 1: |tj| ≥ 4R. Since r ≤ 2R ≤ |tj| and |θ| ≤ δ, we have
(3.26) |r sin θ − tj| ≥ |tj| − r| sin θ| ≥ 1
100
|tj|
and thus
(3.27) |ψνtj (r)| ≤ Cδ,N(1 + |tj |)−2N .
Therefore we obtain
(3.23) ≤ Cδ,NR−N
∥∥∥(∑
m∈Z
∣∣∣ ∑
j:4R≤|t− j
4
|
gjm
(
1 +
∣∣∣t− j
4
∣∣∣)−N ∣∣∣2)1/2∥∥∥
Lpt (R;L
∞
dr(R/2,R))
.
Applying Cauchy-Schwartz’s inequality to the above and then choosing N large
enough, we have
(3.23) ≤Cδ,NR−N
∥∥∥(∑
m∈Z
∑
j
|gjm|2
(1 + |t− j
4
|)N
)1/2∥∥∥
Lpt
. R−N
∥∥∥(∑
m∈Z
∣∣∣gm(ρ)∣∣∣2)1/2ϕ(ρ)∥∥∥
L2dρ(I)
.
(3.28)
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Case 2: |tj| < 4R. We get based on (3.24) and (3.25)
|ψνtj (r)| ≤
CN
2π
(∫
{θ:|θ|<2δ,|r sin θ−tj |≤1}
dθ
+
∫
{θ:|θ|<2δ,|r sin θ−tj |≥1}
(1 + |r sin θ − tj |)−Ndθ
)
.
Making the change of variables y = r sin θ − tj , we further have
|ψνtj (r)| ≤
CN
2πr
(∫
{y:|y|≤1}
dy +
∫
{y:|y|≥1}
(1 + |y|)−N dy
)
. r−1.(3.29)
We define the set A = {j ∈ Z : |t− j
4
| < 4R} for fixed t and R. Obviously, the
cardinality of A is O(R). Then, from (3.29) and (3.23), we obtain∥∥∥(∑
m∈Z
∣∣∣∑
j∈A
gjmψ
ν
tj
(r)
∣∣∣2)1/2∥∥∥
LptL
∞
dr([R/2,R])
≤Cδ,NR− 12
(∑
m∈Z
∑
j
|gjm|2
( ∫
|t− j
4
|<4R
dt
)2/p)1/2
=Cδ,NR
1
p
− 1
2
(∑
m∈Z
‖gm(ρ)‖2L2dρ
)1/2
.R
1
p
− 1
2
∥∥∥(∑
m∈Z
|gm(ρ)|2
)1/2∥∥∥
L2dρ(I)
and thus the proof is concluded.

4. Proof of Theorem 1.2
The proof follows the same lines as the one of Proposition 6.1 in [2]; we report
here the main steps for the sake of completeness.
As a matter of fact, the result is an immediate consequence of the following
Proposition 4.1. Let ϕ ∈ C∞c (R\{0}) such that ϕ(x) ∈ [0, 1], that supp(ϕ) ⊂
[1/2, 2] and that
∑
j∈Z ϕ(2
−jλ) = 1 for λ > 0. Set ϕ0(λ) :=
∑
j≤0 ϕ(2
−jλ), let v
be a solution of (1.12) and let ε be in (1.9). Then there exists a constant C such
that
• for 1 ≤ β < 1 + ε,
(4.1) ‖|x|−βϕ0(
√
HA + 1)v‖L2tL2x ≤ C
(‖v0‖L2 + ‖v1‖L2)
• for 1/2 < β < 1 + ε,
(4.2) ‖|x|−β(1− ϕ0)(
√
HA + 1)v‖L2tL2x ≤ C
(‖H 2β−14A v0‖L2 + ‖H 2β−34A v1‖L2)
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Remark 4.1. Notice that these two estimates are quite natural as the solutions to
the Klein-Gordon equation behave like the Schro¨dinger ones for low frequencies
and like the wave ones for high frequencies.
Proof. (of Proposition 4.1) We start with (4.1): let us denote with
f l = ϕ0(
√
HA + 1)f, f
h = (1− ϕ0(
√
HA + 1))f
(to recall that we are dealing with the low-frequency case), so that (recalling (1.13))
vl =
1
2
(
eit
√
HA+1 + e−it
√
HA+1
)
vl0 +
1
2i
(
eit
√
HA+1 − e−it
√
HA+1
)
√
HA + 1
vl1.
For brevity, we limit to study the contribution from vl0 as the other ones follow the
same argument. We decompose the initial datum vl0 as
vl0(x) =
∑
m∈Z
κlm(r)φm(θ),
and we denote with k˜lm = Hνκlm with ν = |m+ α|. Using standard functional cal-
culus and recalling Proposition 2.1, we can then write the following representation
eit
√
HA+1vl0(r, θ) =
∑
m∈Z
eimθ
∫ ∞
0
eit
√
ρ2+1J|m+α|(rρ)ϕ0(ρ)k˜
l
m(ρ)ρdρ
Thanks to the L2 unitarity of the angular term and relying on Plancherel, we
can write
‖|x|−βeit
√
HA+1vl0‖2L2tL2x =
∑
m∈Z
∫ ∞
0
[∫ ∞
0
∣∣∣J|m+α|(rρ)ϕ0(ρ)k˜lm(ρ)ρ∣∣∣2
√
ρ2 + 1
ρ
dρ
]
r1−2βdr
≤
∑
m∈Z
∑
j≤0
∫ ∞
0
[∫ ∞
0
∣∣∣J|m+α|(rρ)k˜lm(ρ)ρ∣∣∣2 ϕ2(2−jρ)dρρ
]
r1−2βdr
≤
∑
m∈Z
∑
j≤0
∑
R∈2Z
22jβR1−2βGm(R, 2j)(4.3)
where
Gm(R, 2
j) =
∫ 2R
R
(∫ ∞
0
|J|m+α|(rρ)k˜lm(2jρ)|2ϕ2(ρ)dρ
)
dr
(notice that in the last inequality we have rescaled the variables 2−jρ → ρ and
2jr → r). We can now rely on Proposition 4.2 in [25] to estimate the term
Gm(R, 2
j) as follows:
(4.4) Gm(R, 2
j) .
{
R2|m+α|+12−2j‖k˜lm(2jρ)ϕ(2−jρ)
√
ρ‖2
L2dρ
, R . 1,
2−2j‖k˜lm(2jρ)ϕ(2−jρ)
√
ρ‖2
L2dρ
, R≫ 1.
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Therefore, we can estimate
(4.3) ≤
∑
m∈Z
∑
j≤0
22j(β−1)

 ∑
R∈2Z,R.1
R2(1+|m+α|−β) +
∑
R∈2Z,R≫1
R1−2β

 ‖k˜lm(ρ)ϕ(2−jρ)√ρ‖2L2dρ .
Notice that the two series in R converge if we assume 1
2
< β < 1 + |m + α|: we
thus eventually get
‖|x|−βeit
√
HA+1vl0‖2L2tL2x .
∑
m∈Z
∑
j≤0
22j(β−1)‖k˜lm(ρ)ϕ(2−jρ)
√
ρ‖2L2
.
∑
m∈Z
‖Hνκlm(ρ)
√
ρ‖2L2dρ
. ‖v0‖L2
provided we further assume β ≥ 1 (notice that we have used the fact that the
Hankel transform is an isometry on L2). The term vl1 can be dealt with in the
exact same way (notice that for low frequencies the factor (1 +HA)
−1/2 does not
give any contribution), and this concludes the proof of (4.1).
The proof of (4.2) follows the same line: with analogous calculations we get to
the estimate
‖|x|−βeit
√
HA+1vh0‖2L2tL2x .
∑
m∈Z
∑
j≤0
22j(β−
1
2
)‖Hνκlm(ρ)ϕ(2−jρ)
√
ρ‖2L2dρ
. ‖H
2β−1
4
A v0‖L2 .
Noticing that the term (1 + HA)
−1/2 contributes with a factor 2−j in estimate
above, this concludes the proof of (4.2) and thus of Proposition 4.1. 
References
[1] R. Adami and A. Teta. On the Aharonov-Bohm Hamiltonian. Letters in Math. Phys. 43,
45-54 (1998).
[2] J. Ben-Artzi, F. Cacciafesta, A. S. de Suzzoni and J. Zhang. Strichartz estimates for the
Klein-Gordon equation on metric cones. Preprint, https://arxiv.org/abs/2007.05331.
[3] N. Burq, F. Planchon, J.G. Stalker and A. Tahvildar-Zadeh Shadi. Strichartz estimates for
the wave and Schro¨dinger equations with the inverse-square potential. J. Funct. Anal. 203
(2), 519–549 (2003).
[4] N. Burq, F. Planchon, J.G. Stalker and A. Tahvildar-Zadeh Shadi. Strichartz estimates for
the wave and Schrdinger equations with potentials of critical decay. Indiana Univ. Math. J.
53(6) 1665-1680 (2004).
[5] F. Cacciafesta and P. D’Ancona: Endpoint estimates and global existence for the nonlinear
Dirac equation with potential. J. Differential Equations 254 2233-2260 (2013).
[6] F. Cacciafesta, E. Se`re` and J. Zhang. Generalized Strichartz estimates for the massless Dirac-
Coulomb equation. in preparation.
[7] F. Cacciafesta and L. Fanelli. Dispersive estimates for the Dirac equation in an Aharonov-
Bohm field. J. Differential equations 263 7, 4382-4399, (2017).
22 FEDERICO CACCIAFESTA, ZHIQING YIN, AND JUNYONG ZHANG
[8] F. Cacciafesta and L. Fanelli. Weak dispersive estimates for fractional Aharonov-Bohm-
Schroedinger groups. Dynamics of PDE Vol. 16 n.1, 95-103, (2019).
[9] F. Cacciafesta and Eric Se´re´. Local smoothing estimates for the Dirac Coulomb equation in
2 and 3 dimensions. J. Funct. Anal. 271 no.8, 2339-2358 (2016).
[10] Ph. de Sousa Gerbert. Fermions in an Aharonov-Bohm field and cosmic strings. Phys. Rev.
D 40, 1346 (1989).
[11] L. Fanelli, V. Felli, M. Fontelos and A. Primo. Time decay of scaling critical electromagnetic
Schro¨dinger flows, Comm. Math. Phys. 324 (3), 1033–1067 (2013).
[12] L. Fanelli, J. Zhang and J. Zheng, Dispersive estimates for 2D-wave equations with critical
potentials. in preparation.
[13] X. Gao, J. Zhang and J. Zheng, Restriction estimates in a conical singular space: wave
equation. arXiv:2007.05161.
[14] D. Fang and C. Wang. Weighted Strichartz estimates with angular regularity and their
applications. Forum Math. 23, no. 1, 181-205 (2011).
[15] J. C. Jiang, C. Wang, and X. Yu. Generalized and weighted Strichartz estimates. Commun.
Pure Appl. Anal. 11 no. 5, 1723-1752 (2012).
[16] S. Machihara, M. Nakamura, K. Nakanishi, and T. Ozawa. Endpoint Strichartz estimates
and global solutions for the nonlinear Dirac equation. J. Funct. Anal., 219 (1):1-20, (2005).
[17] C. Miao, J. Zhang and J. Zheng, Strichartz estimates for wave equation with inverse square
potential. Commun. Contemp. Math. 15, no. 6, 1350026 (2013).
[18] C. Miao, J. Zhang and J. Zheng, A note on the cone restriction conjecture. Proceedings AMS
140, 2091-2102 (2012).
[19] C. Miao, J. Zhang and J. Zheng, Linear adjoint restriction estimates for paraboloid. Math-
ematische Zeitschrift 292, 427- 451(2019).
[20] K. Pankrashkin, and S. Richard. Spectral and scattering theory for the Aharonov-Bohm
operators. Rev. Math. Phys. 23, no. 1, 53-81 (2011).
[21] J. Sterbenz. Angular regularity and Strichartz estimates for the wave equation. Int. Math.
Res. Not. IMRN no.4, 187-231 (2005).
[22] E. M. Stein. Singular Integrals and Differentiability Properties of Functions. Princeton Uni-
versity Press, Princeton (1970).
[23] M. Taylor. Partial Differential Equations, Vol II. Berlin: Springer (1996).
[24] G. M. Watson. A Treatise on the Theory of Bessel Functions. 2nd Edition Cambridge Uni-
versity Press (1944).
[25] J. Zhang and J. Zheng. Global-in-time Strichartz estimates and cubic Schro¨dinger equation
in a conical singular space. arXiv: 1702.05813.
Dipartimento di Matematica, Universita´ degli studi di Padova, Via Trieste, 63,
35131 Padova PD, Italy
E-mail address : cacciafe@math.unipd.it
Department of Mathematics, Beijing Institute of Technology, Beijing 100081;
E-mail address : yinzhiqing0714@icloud.com
Department of Mathematics, Beijing Institute of Technology, Beijing 100081;
Department of Mathematics, Cardiff University, UK
E-mail address : zhang junyong@bit.edu.cn; ZhangJ107@cardiff.ac.uk
