Magnitude of a finite metric space and the related notion of magnitude functions on metric spaces is an active area of research in algebraic topology. Magnitude originally arose in the context of biology, where it represents the number of effective species in an environment; when applied to a one-parameter family of metric spaces tX with scale parameter t, the magnitude captures much of the underlying geometry of the space. Prior work has mostly focussed on properties of magnitude in a global sense; in this paper we restrict the sets to finite subsets of Euclidean space and investigate its individual components. We give an explicit formula for the corrected inclusion-exclusion principle, and define a quantity associated with each point, called the moment which gives an intrinsic ordering to the points. We exploit this in order to form an algorithm which approximates the convex hull.
Introduction
The magnitude of a metric space is a construction that has recently garnered attention [5] , [7] , [6] , [2] . The intuition behind magnitude is often described as the "effective number of points" in a space. In this paper we posit a solution to the question "which points?" We use the magnitude of a metric space to define a quantity called the moment associated with each point which we show captures relevant geometric information. In particular, we demonstrate how to use the moment of points to reduce the number of points needed when approximating the convex hull. We provide arguments that removing points according to Algorithm 1 will not affect the magnitude of the set more than a pre-defined threshold. Further discussion suggests that the volume of the convex hull of a collection of points will not differ extremely from the volume of the convex hull of a subset of points, when the subset is chosen according to Algorithm 1. We discuss computational complexity of Algorithm 1, and discuss results of numerical experiments that approximate the convex hull of various collections of data points.
In previous work, properties of the magnitude operation X → |X| have been studied, with a broad scope including enriched categories, non-Euclidean metric spaces, and infinite subsets of R n . In this paper we focus on finite subsets of R n , and in particular investigate more closely the importance of the weight vector w = ζ −1 X 1 for a finite set X ⊂ R n . In Section 2 we give brief definitions, theorems and examples to set up for the sequel. In Section 3, we investigate |X \ Y | for finite sets Y ⊂ X ⊂ R n , and show in Lemma 1 that
where w X is the weight vector for X, and w X Y is the restriction of w X to the indices corresponding to Y , and ζ X /ζ X\Y is the Schur complement of ζ X\Y in ζ X . We use this to show in Proposition 2
where N Y is the number of points in Y . This shows that if w X is known, and the subset Y can be chosen such that w X (y) is small for all y ∈ Y , then |X \ Y | will be close to |X|. The informal discussion in 3.3 suggests that by defining the moment of a point, denoted µ 0 (x), we can condition on µ 0 (y) instead of w X (y) to decide which subset Y ⊂ X to remove, and the resulting set X \ Y will be a fair approximation to X in the sense that V ol(Conv(X \ Y )) will be close to V ol(Conv(X)). Here Conv(X) denotes the convex hull of X.
In Section 4, we formalize the process described above in Algorithm 1, and give a runtime analysis. We then run experiments using the algorithm to approximate the volume of the convex hull of data sets and display the results in Table 3 .
Background

Definitions
Let X ⊂ R n be a finite set of size N , i.e. #X = N . Write X = {x 1 , x 2 , ..., x N }. The similarity matrix of X is ζ X , has entries ζ X (i, j) = exp(− x i − x j ). In this setting, the inverse of ζ X always exists; thus we can define the weight vector of X to be w = ζ −1 X 1, and, following [5] , we define the magnitude of
Note that if we know w, then |X| = w T ζ X w. As mentioned above, the focus of this paper centers on the importance of the elements of the weight vector. To this end, given X = {x 1 , x 2 , ..., x N } ⊂ R n , define the weight of x i , written w(x i ), to be the corresponding entry in the weight vector, w i . When the ordering of X is understood, we simply write w(x).
For an arbitrary subset (e.g. not necessarily finite) X ⊂ R n , define the magnitude to be
For a set X ⊂ R n , and t ∈ (0, ∞], one can define a metric space tX = (X, td) as having the same points as X, but distance metric to be scaled by t; i.e. (td)(x, y) = td(x, y). Note that since X ⊂ R n , the metric space tX is equivalent to the metric space consisting of points whose coordinates are those of X scaled by t in each coordinate with the usual metric on R n . In this paper we will denote this space by tX as well and will not disambiguate, in order for ease of exposition. The magnitude function of X ⊂ R n is defined to be the function t → |tX| for t ∈ (0, ∞].
Example. Instead of showing explicit computations of the magnitude of certain special metric spaces, which is done extensively in [5] , [6] , and [7] , we will show plots of some finite subsets of R 2 and color the points corresponding to their weighting. This will be suggestive and set the stage for the sequel. Figure 1 has examples of four data sets where the color of a point represents log(1 + w(x)). Figure 1 hints that the weight of a point captures relevant geometric information. We formalize this for a three-point space in the following proposition. Proposition 1. Let X ⊂ R n consist of three points, X = {x 1 , x 2 , x 3 }, with similarity matrix ζ X and weight vector w.
Then solving ζ Xẇ = 1, we have
Noting e −a ≥ e −c , e −b ≥ e −c , and
Finally,
Let f (x) = e −x , with g z (x) = e −z + ze −z − xe −z denoting the tangent line of f (x) at z. The convexity of f implies f (x) ≥ g z (x) for any z and x. Taking z = b and x = c, e
, so
using e −b ≤ e −a on line 2 the triangle inequality on line 3. Thus
Where the last step has used convexity of f , with z = a and x = 0 to yield e −a (1 + a) ≤ 1. The numerator of line 1 is therefore non-positive, and since the denominator is negative by Theorem 1 w(x 3 ) ≥ w(x 1 ).
Properties and Theorems
In this section we will collect and record some results that will be useful in the sequel. The following three important results ensure that for finite sets X ⊂ R n the similarity matrix and magnitude function are reasonably well behaved (Theorem 3 actually holds for arbitrary finite metric spaces).
Theorem 1 (Theorem 2.5.3, [5] ). ζ X and thus ζ −1 X are symmetric positive definite for finite sets X ⊆ R n .
Theorem 2 (Proposition 2.2.6 [5] ). The magnitude function of X ⊆ R n is analytic at all t ∈ (0, ∞].
Theorem 3 (Proposition 2.2.6 [5] ). For X ⊂ R n finite, lim t→∞ |tX| = N , where N is the number of points in X. Theorem 1 will be used extensively in the sequel, and Theorem 2 is used implicitly in the definition of the moment of a point in Section 3. Next, if we concern ourselves with a finite set X ⊂ R n , and a subset Y ⊂ X, then the following theorem gives a nice relationship between |Y | and |X|.
The next theorem gives a useful way to approximate the magnitude of an infinite set in R n Theorem 5 (Corollary 2.7 [8] ). If X ⊂ R n is compact and {X k } is a sequence of finite subsets of R n such that
The following theorem gives a concrete connection between the magnitude function of an infinite subset X ⊂ R n and the volume of that subset. This will be used in the informal discussion in Section 3.3.
Theorem 6 (Theorem 1 [2] ). For X ⊂ R n nonempty and compact, we have
where B n ⊂ R n is the unit ball.
3 Zeroth Moment of a Point 3.1 Definition Figure 1 indicates that the weight of a point is informative and potentially useful in analyzing a data set. However, it is desirable to have a version of the weight of a point that does not depend on t. To that end, we have the following definition. For a finite set X ⊂ R n , denote by w t the weight vector for tX. Define the 1-shifted power zeroth moment of x ∈ X to be
We will also refer to µ 0 (x) as the moment of x. Example. Figure 2 shows examples of data sets in R 2 where the color of a point x represents log(1 + µ 0 (x)).
As with weight, the moment of a point captures relevant geometric information in a three point set.
Proof. By [Proposition 2.4.15 [5] ], w(x i ) > 0 for all i, and by Proposition 1 w(x 3 ) ≥ w(x 2 ). For any value of t ∈ (0, ∞), tX is simply another three point space with the same inequalities between the x i , we have w t (x 3 ) ≥ w t (x 2 ) for all t, and therefore w t (x 3 ) 2 ≥ w t (x 2 ) 2 , where w t is the weight vector of tX. Thus,
2 )dt ≥ 0. The proof is similar for other pairings.
Computation
Let P ⊂ {1, ..., N }. Define X P := {x p | p ∈ P } ⊆ X. Without loss of generality, assume P consists of the first l elements, where l = |P |, the number of elements in P . Denote byP the complement of P in {1, ..., N }.
For an n × m matrix M , and P ⊆ {1, ..., n}, Q ⊆ {1, ..., m}, denote by M P Q the submatrix of M obtained by removing all rows whose index is inP , and all columns whose index is inQ. If P = Q, then we will write M P = M P P .
For simplicity, set A = ζ X . Then if we write A as a the block matrix
we can write the formula Aw = 1 as the following system of equations
T . Since AP is invertible, we can solve for w[P ]:
where
is the Schur complement of AP in A, and wP is the weight vector for XP . That is, wP = A −1 P 1P . In a similar fashion, since A P is invertible, we can solve for w[P ]:
Thus if we have finite sets X, Y ⊂ R n such that X ∩ Y = ∅, we can calculate the weighting of X ∪Y given that we know the weightings of X and Y individually, along with the matrix ζ X∪Y .
Since AP P and A
T PP
are not invertible, we cannot use the above to calculate w P or wP in terms of w. So we wish to calculate |XP | in terms of the weight vector w on the entire space X. Lemma 1. For finite sets Y ⊂ X ⊂ R n , we have that
where w X is the weight vector of X, w X Y is w X restricted to the indices corresponding to Y , and ζ X /ζ X\Y is the Schur complement of ζ X\Y in ζ X .
Proof. 
where P = {p 1 , ..., p l } with p 1 < p 2 < · · · p l , and B P j is the l × 1 column
T . Note that since A is symmetric, B is also symmetric, and thus b ij = b ji . Now calculate the i th row sum of A
Now we sum over i to find the sum of all the elements in A −1 P to calculate |XP |:
Now since A is positive definite, B is positive definite, thus the principal submatrix B P is positive definite, hence B −1 P is positive definite. We now calculate B −1
Since A is symmetric, we have that A We know that det(A/AP ) = det(A) det(AP ) . Fischer's inequality gives that det(A) ≤ det(A P )det(AP ). Since A P is positive definite, and has all ones on the diagonal, Hadamard's inequality gives that det(A P ) ≤ 1. Thus we can see that
For finite sets Y ⊂ X ⊂ R n , we have that
where w X is the weight vector of X, and N Y is the number of points in Y .
Proof. Since A/AP is positive definite, we know that tr(A/AP ) > 0. Also, tr(A P ) = |P | since A P has ones on its diagonal. Now
is positive definite, we know that
Next, we know that
where {λ i | i ∈ P } are the eigenvalues of A/AP . We know that since A/AP is positive definite, λ i > 0 for all i ∈ P . Now let β ∈ P be such that
Thus we have that
By the inequality of arithmetic and geometric means, we have that
Then we have that
If we substitute tX for X, tXP for XP , and w t for w in the above equation and take t → ∞, we can see this reduces to what we expect. For |tX| → #X = N , |tXP | → N − |P |, and w t (x) → 1 for all x ∈ tX.
If we can choose P such that w(x i ) is small for all i ∈ P , then removing all x i will not affect the magnitude that much; that is, |XP | will be close to |X|. Explicitly, if w(x β ) can be chosen such that w(x β ) < |P | for some > 0, then |X| ≥ |XP | ≥ |X| − .
We can now investigate the situation where Z = X ∪ Y where X, Y ⊂ R n are finite, but are not necessarily disjoint. In order to calculate |Z| given that we know w X and w Y , we can combine Lemma 1 with Equations 5 and 6. For completeness, we summarize this here
Then the weight vector w Z can be computed using the formulas
where e.g.
is the N W × N Y matrix corresponding to deleting all rows of ζ Z except those whose index corresponds to points in W , and deleting all columns of ζ Z except those whose index corresponds to points in Y .
Discussion
Let us rewrite Equation 9 from Proposition 2 to include t:
One difficulty here is that the point x βt varies with t. However, note that for some fixed x ∈ X P , we have that w t (x βt ) 2 ≥ w t (x) 2 for all t ∈ (0, ∞). Thus we have that
but we do not know whether or not
We can now see that if we integrate these quantities over (0, ∞) against e −t , we get that
where we will abuse notation and write µ 0 (|tX|) = ∞ 0 e −t |tX|dt. We also have that
Thus if we letx be the point in X P such that µ 0 (x) ≥ µ 0 (x) for all x ∈ X P , we can see that
We will in practice use the value µ 0 (x) in place of
If we have a finite set X ⊂ R n , we can form its convex hull; denoted Conv(X). Since Conv(X) is an infinite subset of R n , it's magnitude can be defined as the supremum of magnitudes of all the finite subsets of it:
From theorems 4 and 5 we can see that if {X k } is a sequence of finite subsets of Conv(X), each obtained by taking k samples from a uniform distribution over the region of Conv(X), we have that the sequence |X k | monotonically increases to |Conv(X)|. So if we assume that we are in the situation where the original set X is close to (in Hausdorff distance) to one of the X k for k large, then we can think of X as being a discrete approximation for the infinite region Conv(X).
Although the function |tX| → N X as t → ∞, we will still think of |tX| as an approximation to |tConv(X)| for this discussion. We know that by Theorem 6
where B n is the unit ball in R n . So let us approximate |tX| with the function
. So the inequality 12 will be approximated with
If we integrate this over (0, ∞) against e −t , we get
This integrates out to
Multiply through by nV ol(B n ) to get
Thus if the set we are removing whose indices correspond to P can be chosen such that
As per the discussion at the beginning of this subsection, in practice we will condition on µ 0 (x) instead of ∞ 0 e −t w t (x βt ) 2 dt. We will also use the quantity |X| instead of V ol(Conv(X)). That is, if the set we are removing whose indices correspond to P can be chosen such that µ 0 (x) ≤ |P |n|X| , then V ol(Conv(XP )) will be close to V ol(Conv(X)).
We first give a runtime analysis of these algorithms, and then give the results of a few experiments approximating the convex hull of a collection of points.
Algorithm 1: Approximate Convex Hull
Input: X ⊂ R d finite set of n points, ≥ 0 error threshold 1 Calculate µ 0 (x) for all x ∈ X 2 Label the points of X in ascending order of the values of µ 0 (x);
Runtime Analysis
Steps 1-3 in Algorithm 1 can be viewed as a preprocessing step to approximating the convex hull. The computation of the weight vector w for a finite collection of points X ⊂ R d can be parallelized (via parallel algorithms for matrix inversion, see e.g. [3] , [4] ); thus can be minimized in accordance with available resources. Otherwise, matrix inversion has computational complexity O(n ω ), where ω is matrix multiplication time. It should also be noted that w can be computed by solving the linear system ζ X w = 1 for w. Then sorting the values of X by their moment can be done in O(n log n), and searching for the greatest index meeting the criteria in Algorithm 1 step 3 can be done in O(log n) using a binary search.
Although the convex hull of a finite set of points in R d can be computed using the Quickhull algorithm [1] , whose average complexity is taken to be O(n log(n)), the worst case can potentially have complexity O(n 2 ). This indicates that there is still potential to suffer from extreme compute times while computing the convex hull if the size of the data set is large. Algorithms 1 can potentially be used to reduce the number of data points being used to compute the convex hull, to mitigate the computation time.
Experiment
In this section we describe numerical experiments measuring how fast the convex hull is recovered using Algorithm 1. Given a data set X ⊂ R d , the points can be ordered in descending order of their moment; that is, order X = {x 1 , ..., x n } such that µ 0 (x 1 ) ≥ · · · ≥ µ 0 (x n ). For a given i, write X ≤i = {x 1 , ..., x i }, that is X ≤i are the i points of X with the highest moment. We look at V ol(Conv(X ≤i )) as well as |X ≤i | for i = 1, ..., n to determine to what extent the convex hull of X is captured by the convex hull of points in X with high moment. We also make special note of the smallest value of index I such that V ol(Conv(X ≤I )) is greater than 90% of V ol(Conv(X)).
In our experiments, we sampled X from three Gaussian distributions; for an example, see D) in Figure 1 . We generated 20 data sets in each of dimensions 2, 3, 4, 5 and recorded the quantities discussed above. Table 1 summarizes the results of our experiments. Figure 3 shows the plots of V ol(Conv(X ≤i )) (blue) and |X ≤i | (orange) for randomly selected data set for each of dimensions 2, 3, 4, 5, as well as a horizontal line (black) marking when V ol(Conv(X ≤i )) reaches at least 90% of the total of V ol(Conv(X)). 
Conclusion
We have investigated in more detail the significance of the weight vector for a finite subset of R n , and introduced the notion of the moment of a point in order to give a measurement that carries important geometric information. We used the moment as an ordering for the points that is useful for selecting points when approximating the convex hull. Future directions of investigation include further exploring the connection between the weight and moment vectors of a finite set X ⊂ R n and its geometric structure; the definition of moment 4 suggests that the quantities µ n (x) = ∞ 0 t n e −t w t (x) 2 dt are interesting, as well as the (shifted) Laplace transform of w t (x) 2 :
L{w t }(s) = Potential applications to computational geometry include dynamic convex hull computation, and range searching. Applications to machine learning are also being pursued.
