Abstract. This paper is concerned with the applicability of the finite section method to operators belonging to the closed subalgebra of £(L2 (R)) generated by operators of multiplication by piecewise continuous functions in R, convolution operators -also with piecewise continuous generating functions -and the flip operator (.Ji.L)(x) = u(-x). For this, a larger algebra of sequences is introduced, which contains the special sequences we are interested in. There is a direct relationship between the applicability of the finite section method for a given operator and the invertibility of the corresponding sequence in this algebra. Exploring this relationship, the methods of essentialization, localization and identification of the local algebras through construction of locally equivalent representations are used and so useful invertibility criteria are derived. Finally, examples are presented, including explicit conditions for the applicability of the finite section method to a Wiener-Hopf plus Hankel operator with piecewise continuous symbols, and some relations between the approximation operators and the limit operator are discussed.
Introduction
The study of canonical diffraction problems can be frequently reduced to a system of equations in L 2 (R), whose associated operator is of the form Wiener-Hopf plus Hankel operator, with piecewise continuous symbols (see, for instance, [12, 13, 20] ). It is then of importance to be able to solve these systems of equations numerically (cf. [14] ). However, it is known that the invertibility of the associated operator is not sufficient to guarantee convergence of the approximation methods normally used [8, 151 . To identify the extra necessary conditions, and to obtain a set of sufficient conditions, the most effective method is to £algebraize the applicability of the approximation method (i.e. to reformulate the problem as one of invertibility in a Banach algebra), following an idea by Kozak 1101 . In [21] one of the authors managed for the first time to obtain necessary and sufficient conditions for the applicability of the finite section method to one-dimensional Toeplitz operators with piecewise continuous coefficients through the choice of a suitable algebra. In 1983 Boettcher and one of the authors [3] advanced the idea in the case of Toeplitz matrices of associating these extra conditions to a symbol. It happens that this idea is applicable to a great variety of cases (see, for instance, the books [4, 9, 15] and the literature cited there). It should also be mentioned the earlier monograph of Gohberg and Feldman [8] , which encouraged many people to work in this field of research.
In this paper we are concerned with the applicability of the finite section method to operators belonging to the closed subalgebra of £(L2 (R)) generated by operators of multiplication by piecewise continuous functions in R, convolution operators -also with piecewise continuous generating functions -and the flip operator (Ju)(x) = u(-x). The algebraization is made by introducing a larger algebra of sequences which contains the special sequences we are interested in. There is a direct relationship between the applicability of the finite section method for a given operator and the invertibility of the corresponding sequence in this algebra. Exploring this relationship, the methods of essentialization, localization and identification of local algebras through construction of locally equivalent representations are used, and so useful invertibility criteria are derived.
There exists the forerunner [16] to this paper written by one of the authors. In it, the case without the flip is treated for operators in LP (R), 1 < p < oo. But as that work is not readily available, and the sequence algebra introduced here is a little more general even in the case without the flip, we opted for a complete treatment of the case p = 2 (with and without flip), also because it is now possible to add some results regarding spectral properties of the approximation sequences, which were not covered in the earlier work.
The present paper is organized as follows: Section 1 is the introduction which contains some definitions and relations that will be necessary. The main part is Section 2, where criteria for the applicability of the finite section method are derived. In Section 3 some examples are presented, and finally, in Section 4 some relations between the approximation and limit operators are remarked.
In order not to burden the notation, we made the choice, when the meaning is clear, to represent by the same symbol a scalar operator and its generalization to the matrix case as a diagonal operator matrix, and a homomorphism defined on an algebra and the respective quotient homomorphisms defined on the quotient algebras (when they exist).
As usual, we let L 2 (R) represent the Hilbert space of Lebesgue integrable complex-
valued functions u defined in R such that the norm (f_00 Iu(x)I dx)2 s finite. The set of continuous functions defined on R -the one-point compactification of R -is represented by C(R), and the set of piecewise functions on R, that is, functions with well defined one-sided limits at all points of R, by PC(IR). Both these function sets are considered as subalgebras of L00(IR).
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Denote by F the Fourier transform defined from L2 (R) onto itself:
(Fu)(y) =Je1u(x)dx, and by F -' its inverse:
27r J
For a E PC(R) define in L2 (IR) the multiplication operator (alu)(t) = a(t)u(t)
and the convolution operator --
W(a) = F'aF.
By x+ and x-there is represented the operator of multiplication by the characteristic function of the set R = (0, +) and R = (-, 0), respectively, and by J the flip operator (Ju)(t) = u(-t).
Let r be a positive real number, I represent the identity operator and define the following operators acting on L2(R): 
The properties described in the next lemma of the above defined operators are very important and easily demonstrable.
Lemma 1.1. The following relations hold:
• RrPrPrRrRr, PrR, 11R11=1.
• VrV_r = Qr, VrVr = I, (Vi ) = V_r, hi"rII = hiV-hi = 1.
•JV,. =VJ, JR = RrJ.
• P -I, V -0 strongly and R,. The next result is then well known, but for the readers convenience we include a proof here.
Theorem 2.1. The following propositions are equivalent for A,. = PT APT +Q T (A E £(L2(R)))
a) The approximation method (1) (note that the arrow "-"between a sequence of operators and an operator will in this paper indicate strong convergence as -r goes to infinity):
• Ar -* A and A -A.
• RrArRr + A ll and (RT A T RT ) -A1.
• RrArVr A l2 and (RT A T Vr )* + A2.
• V_ T A ,-R,--A21 and (V_rArRr)' A,.
• V_rArVr _ A22 and (V_ r A r Vr )* A2.
It should be remarked that the operators (i,j = 1,2) do not depend in principle only on the operator A, but more on the sequence (Ar). Using the fact that I = RrRr + V,.V_ and Lemma 1.1, one can see that this set is actually a closed C* subalgebra of E which contains g. for every K, K,. E AC.
The sets { jo + G : jo E Jo) and {j ' + 9 : j E Ji } in T/9 are naturally closed twosided ideals and so let J denote the smallest closed two-sided ideal in F/9 containing both.
We are now in the conditions to apply the lifting theorem [9: Theorem 1.81 and obtain the following result. Due to this last result and the fact that in the previous literature the strong limit A 11 is usually represented by A, we will use in the future A instead of A11.
Having the above results regarding the algebra 2, it must now be verified that this algebra actually contains the sequences that interest us. For that we have the next propositions. Their proofs are either immediate or very similar to one another. We decided to present only the proofs that need some new idea. Also, without reference there will be made extensive use of the properties and relations described in Lemma 1. 
which ends the proof of the first assertion. The second and third assertions are immediate. For the last one we have only to note that
and to use a reasoning similar to the one above U For a function a e PC(R) let ã(x) = a(-x). Define also the operator R', as
10
iflxl>T.
It is not difficult to see that II R II = 1 and R. -40. 
Rrx W( a )x R = Px*(a)xP (11) Rr + *(a)_R . 0 (12) Rr_W(a)x + R 0. (13) Proof. The first two assertions are easily proved by writing the operators explicitly. The third and fourth assertions are similar, and we will only prove the third. If x <0 or x > r, the function Rr + W(a)_Ru gives the value 0. For 0< x <r we have
and this means
R7+W(a)R = R'JxW(a)xP
which converges strongly to zero I
The proofs of the following propositions are now similar to the above one.
Proposition 2.9. The following relations hold for a E PC(R):
Rr + W(a) + Vr Prx + JW(a) + (14)
RxVV ( 
Proposition 2.11. The following relations hold for a E PC(it):
Now we are able to define subalgebras of F that contain the sequences we are interested in. Let A be the C*subalgebra of F generated by the constant sequences 
Note that ..4' C A13
We will start by studying the simpler algebra A3 . This algebra has a rich center, and we will make use of it through localization in order to obtain invertibility criteria for its elements. It will be used the local principle of Allan, which is a generalization of the Celfand theory to non-commutative Banach algebras, but that are close to the commutative ones by having a rich center. We will only briefly describe the principle, applied to our C*case. For more detailed information we recommend the reader to [9: Chapter 1]. Let X be a unital C'-algebra and ) be a closed unital C*subalgebra of the center of X. Then )2 is a commutative algebra and we denote its maximal ideal space by M(Y). To each element x of M(Y) we associate the smallest closed two-sided ideal I of X which contains x. By 4 we denote the canonical homomorphism from X onto the quotient algebra X/i. Then Allan's local principle affirms that an element a E X is invertible if and only if the cosets cI(a) are invertible in the quotient (= local) algebras X/I for every x e M(Y), and that the mapping M(Y) -R, x 111z(a)II is upper semi-continuous for each a e A.
2.4
The algebra with multiplication and convolution operators. As said above, the use of local principles is very important for the understanding of the structure of the algebra A3. Proof. As we have immediatly that P rfi = I Pr and cf I = fcI, we are only left with the commutator involving the convolution operators W(a). As, e.g. in [17: Proposition 12.61 it can be proved that I W(a) -W(a)f I is a compact operator and the result follows U The result of Proposition 2.12 means that we can apply Allan's local principle (see above or, for instance, [9: Theorem 1.5]) and localize 43 over the central subalgebra C generated by the set of cosets {(f I) + 7 : I e C(R)}. The maximal ideal space of this subalgebra is isomorphic to R, with a maximal ideal consisting of the cosets {(f I) + 3 : .f E C(R), f(x) = 01 (these ideals are indeed not trivial, as one can let y be greater then lxi and define f to be a continuous function supported in the interval (-y,y) and such that f(x) = 1. Then as 4(fI) is the identity in the local algebra we have
As IIfQTli -4 0, we conclude that
Note that the above result means that the projection Pr does not appear explicitely in the local algebras, and we can treat local sequences as constant ones. For example, we have
For a description of the Fredholm properties of the elements of this and other algebras see [6, 17] . It is possible now to obtain invertibility criteria for all local algebras A' with x finite.
Corollary 2.15. If W°((A 7 )) is a Fredholrn operator, then cI 7 (A 7 ) is invertible in
A for all x E R. 
Proof. If
and by the use of Proposition 2.10 these last operators are equal to Vr±W(f)J±PrRr with x±W(f)Jx± compact, and so the sequences are in J. Equally, the sequences (Px±W(f)x±Q) by the use of Proposition 2.9 can be seen to be in Ji, which finishes the proof I
This last result means that we can localize AJ over the maximal ideal space of the subalgebra C' generated by the cosets (W(f)) with f E C(R). This maximal co ideal space is formed by the cosets cI(W(f)) with f(x) = 0 and x E R, and it is isomorphic to R (that these maximal ideals are indeed not trivial can be verified by the homomorphisms W8 defined below).
In order to apply the local principle of Allan, let I ,, (x E R) be the smallest closed two-sided ideal of A, which contains the ideal x of C'. We call c the homomorphism which is the composition of the canonical homomorphism from A to : = 00 00 with 4 0 . The following lemma corresponds to Lemma 2.13. Proof. For x oo let f E C(A) be such that 0 f < 1 except at x, where fe(X) = 1, and let the support of f be contained in the interval [x -e, x + e]. We have that ,1 (W(f)) is the identity and then
The last norm can be as small as desired by choosing e small enough. For x = 00 the proof is the same, but the support of f, is contained in {y E R: Iyl> }I 
Defining now if it exists the strong limit
r co we obtain the next lemma, where a(x) = a(y). 
Lemma 2.18. If (A,) E A, then the limit W3 (A) exists. In particular: a) W3(P)=P1. b) W3 (cI) c(-)_ + c(+oo) + for c E PC(IR).
c) W9 (W(a)) = a(s)W(_) + a(s)W( + ) for a E PC(R). d) If() E Jo or ( j r)
With this operator, in a similar way to the one used above, we can define the transformations W that associate to an operator A r the operator We are now in the position to identify the local algebras. (37)
The local algebra
W3 (W(a)
00,00±
2) For example, A,co + is generated by 4o,00+(1'r) and
and these are not isolated points of the spectrum. So we are left with finding these local spectra.
To find the local spectra, we will use the strong limits W, which will be seen to be well defined homomorphisms acting on the local algebras
We CO 
A,(,OO±(Ar)) D (W. ' (A,)).
(39)
Applying . this to our particular case we obtain, noting that W(P,.
±(Pr 7 (X + )Pr)).
(40)
To prove that the inclusion is really an equality, it is only necessary to remark that ii '(I 00,00± (P,.W(x+)P,.)II :^ II Pr W (x + ) PrII 1
(which means that the points of the spectrum must have module less or equal to 1) and that the element
00±(P,.1'V(x+)P,.) is the image of the positive sequence (P,.W(+)P,.) (which means that the spectrum is contained in the positive half-axis). So define the homomorphism
We just proved the following result. 
So we have solved the problem of identification of the local algebras for the algebra A, and now we can turn our attention to the larger algebra that contains the flip, i.e. the algebra A'.
2.5
The algebra with a flip, multiplication and convolution operators. It will be again necessary to use localization principles in order to obtain invertibility criteria for the cosets in A'3. Proof. As we have that P rfI = fPr, cf I = fcl and f = Jf I, the only thing that is left are the convolution operators W(a). As [17: Proposition 12.6] shows that I W(a) -W(a)f I is a compact operator, the result follows U So we can also apply here the local principle of Allan, and localize A' 3 over the central subalgebra C generated by the set of cosets {(f I) + .7 : I e C(R)}. The maximal ideal space of this subalgebra is isomorphic to [0, oo], with a maximal ideal consisting of the cosets {(fI) + .7 : f3; E C(R) and f(±x) = 01. Let I, ': denote the smallest closed two-sided ideal in A'3 containing the ideal x of C. Define the local algebras A'3; 3 = A'-'1 1, , ' ,and let I' (instead of cI', for simplicity) denote the (canonical) homomorphism from A' to A'33.
First localization and identification. This first part is very
We can now obtain Lemma 2.13 (with the modification that the function must be continuous and take the value 0 at the points {-x,x}), Proposition 2.14 and Corollary 2.15 in a very similar way to the case without the flip, so we will not repeat the arguments. These three results give the invertibility conditions we need for all the local algebras except the local algebra at infinity. But for the sake of completeness, we proceed here with the identification. For this purpose we will use the homomorphisra 
Proposition 2.25. For any t E R and a E PC(R), we have = (a(-,7 (a( +a(+)V(+)).
Proof. Let f E C(R) such that f(±t) = 1 and f(±) = 0. Then '(f I) is the identity in the local algebra and we can write putting a' = a(-oo)_ + a(+)+ = (fl'iT (a)) = '(fW(a')) + (fW(a -a')).
As f(+oo) = (a -a')(±cx) = 0, 1 W(a -
Proposition 2.26. The homomorphism X0 is well defined in A'03 . Moreover, the local algebra A 3 is isomorphic to the closed algebra alg(I, x + W( + ), J), and the isomorphism is given by Xo. In particular, Xo(*(a)) = a(-c)*() + a(+)*(,)
Xo ( Proof. Regarding the particular values of Xo for the generators of A 3 , it is only necessary to remember the proposition correspondent to Proposition 2.14 (for I'(P)) and to remark that (ZcZ)(x) = c(), ZW(a)Z = W(ar) with a() = a(r), and ZJZ 1 = J. This gives immediatly that X0 (I) = {0}, and so Xo is well defined in A'03 . Now the proof that X0 is an isomorphism is very similar to that of Proposition 2.21, with the inverse being defined as X(A) ' 3 (A) I (43) where Xj represents now the canonical (diagonal) extension for matrix operators of the strong limit defined in (42). We have then the following
The local algebras A (t E 1R
Proposition 2.28. The local algebra (t E R) is isomorphic to [alg(I, x+, 2x2
and the isomorphism is given by X. In particular,
(-t)X + c(-t)X+
10 Il = I I. LI oJ Proof. To prove the specific values of X, use Lemma 2.27 together with the proposition corresponding to Proposition 2.14 (for Pr)), and note that ZV_jW(a)VgZ' = W(ar) with ar() = a(r), and that (ZV_ t cVt Z')(z) = c( + t). These values imply that X j (I) = {0}, and so X t is well defined in
We have only to prove now that invertibility in Im(X) is equivalent to invertibility in .A 3 . As X t is a unital homomorphism, if CI(A r ) is invertible in it easy to see that X 1 ( 7 (A)) is invertible,
and due to the inverse closedness, the inverse must belong to [alg(I, 
This application is a unital homomorphism, and in a way similar to the proof of Proposition 2.21 it can be shown that = and so invertibility in Im(X t ) implies invertibility in I 2.5.4 Second localization. As before, the local algebra at the point infinity is still too complex to identify but possesses a non trivial center.
Proposition 2.29. The cosets (D-'(W(f)) with f E C(R) are in the center of A'.
Proof. It is almost immediate that W(f)J = JW(f). The other results have the same proof as those in Proposition 2.16 I
This last result means that we can again localize A over the maximal ideal space of the subalgebra C' generated by these cosets. This maximal ideal space is now formed In order to apply the local principle of Allan, let I (x E [0, ]) be the smallest closed two-sided ideal of A which contains the ideal x of C'. We call cI the 00 homomorphism which is the composition of the canonical homomorphism from A to := A'/I ,1 , with cT, ,. We have again a lemma that identifies some elements of and whose proof, due to being almost the same as that of Lemma 2.17, we omit.
Lemma 2.30. If a E PC(R) is continuous at ±x and a(±x)
= 0, then CI x (W(a)) CO = 0.
Identification of the local algebras.
Here, we will use again the strong limits W3 defined in (29), but the only algebra in which we can apply the homomorphism directly is A 01 because only WO is well defined (i.e. the strong limit exists) when applied to the flip J.
2.5.6
The local algebra A ,0 . If we define the algebra B' as alg(I, Pi , x.. ,.*(x + ) ) J), the strong limit W0 is an algebra homomorphism between the algebras .4' and 13' and the following theorem, with a proof equal to the case without the flip (Proposition 2.21) assures that W0 is also an isomorphism.
Proposition 2.31. The local algebra A 0 is isomorphic to the algebra 13', and the isomorphism is given by Wo.
The local algebra A' a (s E W)
. We will here again apply Lemma 2.27 to eliminate the flip by doubling the dimension. So let f3 be a continuous function with support in 1R such that f,(s) = 1, and put p = t,,(*(f)), j = and e = 4(I). We have that p2 = p, p commutes with all the algebra generators except J, and jpj e -p. Any element a E A, can be written (due to the properties of J) as a = a 1 + a2 j, where a 1 and a2 belong to the algebra without the flip. It is then possible to apply Lemma 2.27. Define the homomorphism
where W3 represents the canonical extension for matrix operators of the strong limit defined in (29). We have then the following -
and the isomorphism is given by W 5 . In particular, • '
QP(D-7,.,,ZrA21Zr-'U-,)
S. Roch, P. A. Santos and B. Silbermann
This application is a unital homorphism, and in a similar way to the proof of Proposition 2.21 it can be shown that
and so invertibility in lm(W 3 ) implies invertibility in A', I
2.5.8 The local algebra A,,,,. For this local algebra we have no locally equivalent representation given by strong limits, and so the algebra must be studied by properties of its generators.
Proposition 2.33. The local algebra A'J is generated by the elements
too,00
Proof. We have that For the other generators, the result is obvious I
We have then an algebra generated by the identity and four idempotents. The nontrivial relations between these generators are given in the next proposition. The only relation that does not come directly from the already known relations in the algebra .4 is P2P3 = P3P2, or = The proof in this case is the 00 00 same as in Proposition 2.22.
Proposition 2.34. The following relations hold:
• jPi j = p' and p i p = P3P1•
• jP23 = e -P2 and P2P3 = P3 P2
• .7P33 = e -p3.
As the projection p3 commutes with pi and P2, and 3p33 = e -p3 , we are in the position again to apply Lemma 2.27 and to eliminate the flip by doubling the dimension.
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This means, we have an isomorphism L: A,,, V22 , with V = alg(p3 , PI P3, p2p3), whose image for the generators of are
0]' and we can see, because p3 is the identity for V, that we are in the situation of an algebra generated by the identity and two idempotents. As before, the two projections theorem gives us a symbol mapping N, to a space of matrix functions: 
and W, (A,) (s E R) as well as Wo(A,.) are invertible. As also W°((A,.)) is a Fredholm operator (see [6] 
•
M(W(a)) = a(-oo)(e' -p 2) + a(+)p2.
• M(J) = j'.
• M(Pr) = p'i.
The main theorem.
Having identified all the local algebras, we can now state the main result. The detailed proof of this result is written above (it is the subject of this whole section), and so below we just give a sketch of the proof. But if we consider a or c in [PC(R)]'', the proofs remain the same. This covers the operators related with systems of singular integral equations or systems of WienerHopf operators. Obviously, the operators that result from the homomorphisms have then matrix coefficients, and it can be difficult in the general case to find invertibility conditions for these operators. For a non-scalar version of the two projections theorem see [7] .
Examples
We will continue our exposition on the finite section method by presenting two examples of application of Theorem 2.37. The first is about singular integral operators, where the results concerning the finite section method are already known (see, for example, [91), and the other one is the application to an operator of Wiener-Hopf plus Hankel type, which appears here for the first time. In what follows the symbols P1 and Qi can also represent the matrix operators with P1 and Qi in the main diagonal and zero elsewhere, when needed. Proof. The direct use of Theorem 2.37 leads to the following operators (resp. operator functions) that must be invertible, in order to guarantee the applicability of the approximation method:
Singular integral operators. Consider the operator
A = c i W(_) + c2 T( + )
The fact that A must be invertible implies immediatly the invertibility of A and that c i,2 (±oo) are different from zero, which also means that W 3 (A) are invertible. It is also not difficult to see that the invertibility of W0 (Ar) implies the invertibility of We can consider also a more complex type of paired operator. Let A be the operator
with a, b € PC(II). The following result is then obtained. A necessary and sufficient condition for the applicability of the finite section method is the invertibility of the following operators (resp. operator functions):
The conditions a) and b) come directly from (i) and (ii). Condition c) is seen to be equivalent to (iii) by writing Ws(Ar) as the operator with a, b E PC(R). Before giving the result, we must first introduce some notation.
For any pair of complex numbers e and 77 define the set i) in the following way. Let r and r,1 denote the half-lines starting at the origin and passing through the points -i and -i j , respectively. If these two half-lines coincide, then( , ) is the whole complex plane except the part of rt whose points have module greater or equal than 2/j f. If they do not coincide, then consider the branch of hyperbola with r and r as asymptotes and that passes through the point -i( + ii). This branch divides the complex plane into two components, and 1l (, 17) is the open component that contains the origin. The applicability of the finite section method for the operator A is expressed in the following result. 
Proof. The direct use of Theorem 2.37 leads to the following operators (resp. operator functions) that must be invertible to apply the approximation method: So conditions a) and b) come directly from (i) and (ii), and (v) is also easily seen to be satisfied if A is invertible (condition (ii) again). Regarding (iii) and (iv), in the general setting, conditions for the invertibility of these type of operators that are both exact and easy to verify are still not known. But in the scalar case, which we are dealing here with, there can be applied the conditions obtained in [23: Theorem 4] , which give directly the result stated in the corollary I 4. Relations between A. and A: some notes 4.1 Introduction. In this section we will consider (A,.) E .4' as a sequence of approximation operators for the operator A and try to obtain relations between the operators A,. with T large and the strong limit operator A. We will use mainly the definitions and results presented in [19] . In that reference it is presented a general idea of how to deal with problems which are of the nature of the one presented in this paper. Thus the following material can be viewed as a further concrete example where such ideias can be applied. Because of size considerations, we opted to give the results only, without proofs or comments. So the reader is advised to look at the above mentioned reference in order to fully understand this section. ,.) ). This homomorphism is a symbol in the usual sense of the word and the building homomorphisms are fractal. By fractal we mean the following: Suppose that is a sequence in A and W is a homomorphism. We say that W is fractal if for any infinite and unbounded index sequence {rk}kEN we have for the corresponding operator sequence (belonging now to an algebra of sequences indexed in the natural numbers) W(A,.k ) = W(A,.).
For each t E T we will associate the ideal I, with I_ 2 = Jon A', I_ i = Ji fl A', and It = {0} for t E [0,+oo]. Then we have smb,(It,) 0 for t i 54 t2 and that smb t are lifting homomorphisms (i.e. smb t (Ij ) are closed two-sided *.ideals and smb t restricted to It are isomorphisms between Ij and smbt(Ij)).
The two above facts, plus the realization that if the cosets smbg((A,.)) + smbg(Tt) are invertible for all t E T, then (A,.) +.T is invertible in A'/I, where I is the smallest closed two-sided ideal of A1 containing the idealsIj , permit us to be in the conditions of Part 3 of the lifting theorem proved in [19] , and so we obtain the following results almost immediately. 
Norms and condition numbers.
Limiting sets of eigenvalues.
Define the partial limiting set limr...00 ,-of a sequence of subsets il r of the complex plane as the collection of all complex numbers that for each one there exists a sequence of points Zr e ,. of which they are a partial limit (sublimit). Define the uniform limiting set of a sequence of subsets Q of the complex plane as the collection of all complex numbers that for each one there exists a sequence of points Zr E Q, of which they are the limit. Then, by [19: Theorems 8 and 9), we have 
