Dynamic functional imaging with slow rotating SPECT systems (dSPECT) is a relatively new development in emission tomography introduced in [I], and further developed in a number of contributions [2, 3, 4, 81. The present paper aims at a wider distribution of the method and demonstrates its applicability in the clinical setting. We present a patient study, and a simulated case study to test the performance of dSPECT, and to show its abilities in terms of spatial and temporal resolution of the reconstructed dynamic images.
I. INTRODUCTION
The most important feature of dSPECT is its ability to reconstruct dynamic emission sources from projection data acquired by slow camera rotations with triple, double, and even single head SPECT cameras. In a series of contributions over the past two years, we showed in which way dSPECT is able to overcome the problem of inconsistent projections arising from dynamic protocols. The present paper continues to investigate dSPECT by comparing different figure of merit functions. We present a dynamic patient study, and a simulated case study to test the performance of the method. Optimal acquisition protocols for dSPECT offering various clinically relevant scenarii were recently presented and tested in [9] .
METHODOLOGY
Image reconstruction in dSPECT is no longer based on filtered backprojection or the well-known iterative methods. Instead, a large scale nonlinear optimization problem of the form minimize subject to .F( f , R f -d) f z l 5 fi2 5 . . . 5 f i p , flP, 2 f l P E + , 2 . . ' 4 fzs f z k 4 0 (PI is solved. Here .F( f , e ) is an appropriate figure of merit function which attributes a cost to a possible dynamic image f , R is the attenuated dynamic Radon transform, and e = Rf -d is the forward error between the observed data d and the hypothetical projection data R f. The constraints in ( P ) are referred to as shape constraints, since they determine the overall profile or shape of the pixel curves. The case above is when every single dixel (dynamic pixel) i has increasing activity during the initial times k of the scan, 0 5 k 5 p l , reaches its peak activity at time k = p , , and decays during the remaining times p , 5 IC 5 S, ( S is the number of stops or times). Notice that the time of peak activity p , may vary from pixel to pixel.
Returning to ( P ) above, the peak positions p , for the pixels are determined automatically by an extra optimization step performed prior to the actual image reconstruction ( P ) .
The present paper will also contribute a new method of peak detection which has several new features compared to the method [4] we previously applied. In particular, the new approach gives a rapid estimation of the shape of the expected time profiles, and is used to establish good initial estimates for the main optimization routine, an important aspect, as we are facing large scale optimization problems. A first figure of merit function tested in a number of situations includes a weighted Gaussian term where S ( f ) is a properly chosen regularizing or smoothing term derived e.g. from a prior Bayesian model of the space of dynamic images f. Typical examples will be presented and discussed in the next section, An alternative figure of merit is obtained if the emission data d are modeled by a Poisson statistic. Then the cost should be where i is summation over pixels (voxels), j over bins, and k over angular positions (stops). The left-hand term in 3 2 is, up to constants, the log-likelihood of the Poisson law, while S is a smoothing term as before.
A fore'runner of dSPECT, first published in [I] , assumed a two-compartment model of the underlying tracer dynamics of a Tc99m-based fatty acid heart study. Here the nonlinear optimization model was only gradually correct, since some of the details of f will be smoothed away in Rf through attenuation process. We then have to be conservative when choosing the cutoff bandwidth b.
Nonetheless, this filter works well in practice, and we strongly recommend its use here.
has recently been revived in a number of approaches (cf. [IO] ).
In these approaches, the major differences from [ I ) are in particular the choice of the spatial basis functions, the model of the blood input function, and the fact that pixels i, prior to reconstruction, were divided into a static and a dynamic part in order to reduce the number of unknown parameters -4 L,, and A, , to be fitted.
RECULAR~ZERS
The need to enhance image reconstruction methods by regularization techniques is widely recognized (cf. for instance [ 111) . It applies to static SPECT or PET image processing just as to other reconstruction techniques originating from mathematically ill-posed problems. This points to a major drawback of most iterative techniques, like the EM-algorithm (and its variations), since they are basically in conflict with the need of spatial regularization. Namely, these methods hinge on the possibility to process pixels separately in the M-step (and its counterparts), while spatial regularization requires just the opposite, that is, mixing pixels when applying local filters. In our opinion, this is a strong point for using optimization techniques, even though some ideas to include spatial filtering into EM-like iterations do exist ([ 131) .
A spatial filter useful to SPECT and dSPECT based on ideas from [ 141, where it was proposed for CT imaging, is s(f) = ;11xbflI: Consequently, details smaller than n / b in a candidate image f , (b is the known spatial bandwidth of the sinogram), should be attributed a high cost, S(f), in the optimization step, since they are not present in the sinogram, and may therefore be attributed to any of the various noise sources. Naturally, in cases where attenuation may not be ignored, this result remains A numerical experiment to compare the spatial regularizers ( I ) and (3), is presented in Table 1 
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Here @b,m is a matrix representing the cutoff function r#Jb,n of bowtie shape in the sinogram space, @ b is the matrix for the 2D cutoff 4 6 in image space, and Fa is the 2D fft.
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Hessian Ry'R + R'"'HIR + 103Hz 1 3919 1 3.5 is used instead. The implementation of the spatial gradient V . f uses finite difference approximations of the partial derivatives.
R~H , R
In the case of (3, we have used the usual scheme shown in Figure 2 . Fig. 2 Finite difference scheme for gradient approximation.
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. Dynamic regularizers have been discussed in [5] , and some details will be presented in the extended version of this paper.
Iv. NOISE LEVEL AND STOPPING
A practical question related to the use of any regularizer is the correct choice of the penalty constant a. A good rule of thumb is to use a to steer the mean square error llRf -dll; towards its expected value x 3 k Var(d,k) M E,, d 3 k , where the latter assumes a Poisson statistic for the emission data.
This works well in practice, and the correct value a for a given sett% is easily found.
V. PEAK DETECTION
In cases where a dSPECT study is to represent wash-in and washout periods of a dynamic tracer, the use of the shape constrained model ( P ) requires, prior to reconstruction, locating the peak position p, in each individual pixel i. In some cases, a rough estimate of the peak time may be obtained by inspecting the projection data, but this may not always be a reliable indicator, in particular when attenuation is sizable and tends to change the shape of the profiles. Here we propose a method which in our testing proved extremely fast and efficient.
Using a variant of model (P), we fit to each activity curve in each pixel i a hat-shaped curve as displayed in Figure 3 (left), using four unknown parameters, z,1 = left-end activity, 2 , 2 = peak position, z23 = peak height, and z,4 = right-end activity. A natural extension of the hat-shape is the extended hat shown in Figure 3 (right), featuring eight determining parameters. In addition to the above properties, due to its smoother form, the extended hat has the advantage that it may be used to generate good initial guesses for the smoother 15-153 dynamic profiles expected to arise in the final dSPECT reconstruction process ( P ) . In many cases, the truly dynamic region is only a small part of the image, and it is possible to detect pixels whose activity will be merely static. This will reduce the number of unknown parameters in the final reconstruction procedure ( P ) .
We subsequently outline one way in which the reconstruction based on hat-shaped functions (Figure 3, left) may be used to decide whether the activity in pixel i should be held constant or considered dynamic. We propose the following steps: . . 
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reconstruction which despite the dynamic allows recognizing the overall shape. This reconstruction may already be used to determine the patient contour, and to estimate the percentage 6 of dynamic versus static pixels. In a second step we obtain a reconstruction via hat functions. This determines the peak in each pixel, and provides two dynamic zones shown in Figure 4 . The final step consists of running ( P ) with a limited number of dynamic pixels to obtain dynamic profiles of nearly biexponential shape, reflecting the. approximately correct two compartment model. Notice that the shape of the curves we expect is at least approximately known, since Tc99m-DTPA is used in planar imaging, and known to produce similar curves of bi-exponential shape.
The goal of the simulation was to test the capability of 680 31 minutes 21% 17 minutes 21% 368 "U preliminary reconstruction (obtained e.g. via static EM). We then consider the first 6 . N among pixels i 1, i~, . . . as dynamic, fixing the remaining as static. Clearly, as a by-product, the reconstruction using hat functions also finds the pixels outside the contour, since the reconstruction returns flat hats at value 0. Notice that the outlined method could be applied to any type of reconstruction not necessarily based on hat functions. The model (A).
reason why we apply it to hat functions is the superior speed of Fig. 4 Line 1 shows the result of fitting a hat function (left), a generalized hat function (middle), and identifying dynamic pixels with the method described in section in V. Line 2 shows result of 3 x 3 and
If an estimation of 6 is difficult to obtain, e.g. in a brain choose a threshold to decide which pixels should be kept as dynamic. In the worst case, this may be the entire contour. VIII. SIMULATED HEART STUDY VII. PATIENT STUDY A renal Tc-99m DTPA GFR on a normal patient was determined via dSPECT using a Siemens E-cam camera with two heads at go', each head rotating over 90'. Acquisition was started 2 minutes after injection, and the total time of the scan was 20 minutes. Comparison of the weighted least squares and Poisson model showed that the Poisson model produced smoother curves which resembled the accumulated curves obtained by a planar DTPA scan performed on the same test person prior to the dSPECT session. Performance of the two optimization methods is presented in Table 2 .
The simulation presented here is aimed at possible future clinical tests with Tc-99m Terboroxime or in order to assess the sanguine perfusion rate of the myocard. We assume a myocard slice with two dynamic zones showing different time profiles. The chosen ideal activities correspond to a realistic dose of a scan of 12 minutes duration, starting immediately after injection. The ideal projection data were obtained using a realistic attenuation map, and were noised according to a Poisson statistics. The activities were adjusted to produce realistic projection data as observed in comparable Table 2 two zones of the myocard, and in particular, to identify the Steps on the way to the reconstruction. Line 1, detected dynamic zone Gauss (left), Poisson (middle), using hat functions. Right shows correct answer. Due to strong attenuation, the spinal cord was erroneously interpreted as a dynamic zone. Line 2, Gauss reconstruction at times 10,20,40. Line 3 same with Poisson, both using hat functions.
