We prove the L p (p > 3/2) boundedness of the directional Hilbert transform in the plane relative to measurable vector fields which are constant on suitable Lipschitz curves, extending the L 2 bounds in [15] .
Statement of the main result
In [15] we proved that the Hilbert transforms along measurable vector fields which are constant on a suitable family of Lipschitz curves are bounded in L 2 . The main goal of this paper is to generalize the above L 2 bounds to L p for p other than 2 in the same setting. and u : R → R is a measurable function such that
2) the associated Hilbert transform, which is defined as
is bounded in L p for all p > 3/2.
The above result is a Lipschitz perturbation of the following result by Bateman and Thiele in [5] , which is further based on Bateman [3] , [4] , Lacey and Li [21] , [21] : for some measurable function u, then the associated Hilbert transform is bounded in L p for all p > 3/2.
In our Main Theorem, if we take h(x 1 , x 2 ) = x 1 , then the vector field becomes (1, u(h(x 1 , x 2 ))) = (1, u(x 1 )), which is a one-variable vector field. However, we have one more assumption that u ∞ ≤ 1. To recover the result in Theorem 1.2, we just need to apply the following unisotropic scaling 5) and a simple limiting argument.
As we state our main result as a Lipschitz perturbation of the onevariable vector fields, in the following, we will explain separately why the one-variable vector fields are interesting and why we do the perturbation at the level of the Lipschitz regularity but not others.
First of all, there is an interesting connection between the Hilbert transform along the one-variable vector fields and Carleson's maximal operator, which was observed by Coifman and El Kohen, we review the discussion as presented in [5] . Take a one-variable vector field v(x 1 , x 2 ) = (1, u(x 1 )), consider the associated Hilbert transform, which is given by H v f (x 1 , x 2 ) = R f (x 1 − t, x 2 − tu(x 1 ))dt/t.
( 1.6) Denoting by f the partial Fourier transform in the second variable we obtain formally f (x 1 − t, x 2 − u(x 1 )t) dt t (1.7) = e ix 2 ξ 2 f (x 1 − t, ξ 2 )e iu(x 1 )tξ 2 dt t dξ 2 . Hence the right hand side of (1.8) can be bounded by
By the Plancherel theorem,
Cf (x 1 , ξ 2 ) 2 f (x 1 , ξ 2 ) 2 f 2 .
(1.10)
Moreover, by choosing the function u properly in (1.6), the L 2 boundedness of H v also implies the L 2 boundedness of Carleson's maximal operator. Secondly, the class of the one-variable vector fields is also very natural from the viewpoint of the scaling symmetries. We leave the detailed discussion to the next section, where it will also become clear that the equivalence of the L 2 bounds of H v and Carleson's maximal operator is due to the fact that they enjoy the same symmetries, especially the modulation symmetry.
Next we will explain the appearance of the Lipschitz regularity. For a vector field v, if one truncates (1.3) as 11) then it is reasonable to ask for pure regularity assumption on v in order to bound H v, 0 . Indeed, a counterexample in [22] based on the Perron tree construction of the Besicovitch-Kakeya set (see [23] and [12] ) shows that no bounds are possible for v being Hölder continuous of an exponent less than one, and it is a long standing open problem in harmonic analysis that whether Lipschitz regularity suffices. At the regularity scale, the only known result is for analytic vector fields v by Stein and Street in [24] , while the maximal variant of (1.11) in the same setting was proved much earlier by Bourgain [7] . In the same direction, a prior result for smooth vector fields under certain geometric assumptions appeared in [10] . For some other partial results, see [8] , [17] , [18] .
To our knowledge, the result in the present paper is the first that handles certain class of Lipschitz vector fields. Indeed, as has also been mentioned in [15] , that our result has the following corollary, which includes a large class of Lipschitz vector fields:
(1.12)
Then the associated Hilbert transform is bounded in L p for all p > 3/2, with the operator norm depending only on p, d 0 and the bi-Lipschitz norm of g 0 . Moreover, the operator norm blows up when d 0 → 0. Remark 1.4. The structure theorem for Lipschitz functions by Azzam and Schul in [2] states exactly that any Lipschitz function u : R 2 → R (any Lipschitz unit vector field v 0 in our case) can be precomposed with a biLipschitz function g 0 : R 2 → R 2 such that u • g 0 is Lipschitz in the first coordinate and constant in the second coordinate, when restricted to a "large" portion of the domain.
In the end, let us mention the new ingredients that will be used to extend the L 2 bounds in [15] . Recall that in the L 2 case, the crucial ingredients are the use of Jones' beta numbers and the adapted L 2 -Littlewood-Paley theory, which is in the spirit of the work on the Cauchy integral on Lipschitz curves (for example see [11] ). The techniques used in [15] are the Hilbert space techniques as we need to use some facts like taking L 2 norm works trivially with certain square functions. Out of this reason, only L 2 bounds are obtained.
In the L p case for p other than 2, one novelty is that we discovered a new paraproduct, which is indeed a one-parameter family of paraproducts, with each paraproduct living on one Lipschitz level curve of the vector field v. To prove the L p bounds for the one-parameter family of paraproducts, the difficulty is how to embed each paraproduct into two dimensions without losing orthogonality. To overcome this difficulty, we need to develop an adapted L p -Littlewood-Paley theory, which again requires a new square function as an intermediate step. This new two dimensional square function shares some common features with the bi-parameter square function. See the following crucial Lemma 6.1 and Claim 6.7.
Another difference from the L 2 case in [15] is that we will write the proof by using the δ-calculus, which has been used intensively in the Fourier restriction estimates, see [19] , [14] and [9] for example. One significant advantage of the δ-calculus, which we will see shortly in the proof, is that it allows us to express everything in terms of the function h from the Main Theorem, instead of going back and forth between h and its inverse as in [15] . For example, this can be seen by comparing the crucial definition of the adapted Littlewood-Paley operator associated to the vector fields, namely by comparing Definition 3.3 in [15] with Definition 3.5 in the current paper.
Organization of paper: in Section 2, we will review the symmetries that were discussed in [5] for the Hilbert transforms along the one-variable vector fields. Moreover, we will introduce one more symmetry which appears only after we allow Lipschitz perturbation of the one-variable vector fields.
In Section 3 we will state the strategy of the proof for the Main Theorem.If we denote by P k a Littlewood-Paley operator in the second variable, the main observation in Bateman and Thiele's proof is that H v commutes with P k . In our case, this is no longer true. To recover the orthogonality, an adapted Littlewood-Paley operator was introduced by the author in [15] (see the following Definition 3.5), which allows to split the operator H v into a main term and a commutator term
(1.14)
The new symmetry is used in the definition ofP k . The L p (p > 3/2) bounds of the main term k∈ZP k H v P k (f ) can be proved essentially by the same argument as in Bateman and Thiele [5] , with just minor modifications that we will state in Section 4.
The main novelty is the L p boundedness of the commutator term
To achieve this, we will first review the time-frequency decomposition of the operator and the functions in Section 5, and then prove in Section 6 that
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Discussion on the symmetries
In this section we will discuss various symmetries that the Hilbert transforms along vector fields have. We will start from the most general case, i.e. the case of measurable vector fields, and then introduce more and more assumptions suggested by the symmetries.
Given an arbitrary measurable vector field v(x 1 , x 2 ) : R 2 → R 2 , by a renormalization, we assume that it is of the form v(x 1 , x 2 ) = (1, u(x 1 , x 2 )) for some measurable function u : R 2 → R. Consider the associated Hilbert transform along this vector field, which is defined as
Suppose for the moment that we would like to prove the following ideal estimate
for some p > 1 and some universal constant C. We start by studying the symmetries of the above operators, which are, for example, translation, dilation and rotation.
First, it is simple to see that this operator is invariant under translation
with the vector field being changed to (1, u(x 1 − x 1,0 , x 2 − x 2,0 )), which is still a measurable function. Next, we consider the dilation and rotation given by
which are also supposed to be non-degenerate. By the decomposition of 2×2 matrices, it is not difficult to see that there are in total four generators:
Symmetry A: this is the dilation in the x variable
Under this change of variables, the vector field is changed to (1,
Symmetry B: this is the dilation in the y variable
Symmetry C: this is what Bateman and Thiele called "shearing transformation" in [5] : 6) with the vector field being changed to (1, u 
Remark 2.1. In frequency, the change of variables (2.6) corresponds to
Notice that if we restrict ξ 2 to one single frequency band, say ξ 2 ∼ 1, then roughly we have 8) which is the translation in the frequency variable ξ 1 . Indeed, it will become clear later in the time-frequency decomposition in Section 5 that this is the same as the modulation invariance in Carleson's maximal operator.
Symmetry D: this is the shearing transformation with x 1 and x 2 being exchanged: 9) with the vector field being changed to (1, u(x 1 − λ 4 x 2 , x 2 ) + λ 4 ).
So far we have shown that if we only assume the vector field to be measurable, then the operator (2.1) satisfies the translation symmetry and the Symmetries A, B, C and D. Unfortunately, even for Hölder continuous vector field (with exponent less than one), the operator (2.1) might not be bounded in L p for any p ≥ 1.
However, if we eliminate the Symmetry D (or equivalently the Symmetry C) from the class of the measurable vector fields, then it is not difficult to see that a very natural choice is the class of the one-variable measurable vector fields, which enjoys all the other symmetries. Moreover, as it has been pointed out before, that by exploring the translation symmetry and the symmetries A, B and C, Bateman [4] , Bateman and Thiele [5] have proved that the operator (2.1) is bounded in L p (∀p > 3/2) for arbitrary measurable one-variable vector fields.
Let us explain a bit more from the viewpoint of symmetries why we expect the operator in (2.1) to be bounded for the one-variable vector fields, but not for arbitrary measurable vector fields: for a one-variable vector v(x 1 , x 2 ) = (1, u(x 1 )), if we denote by P k the Littlewood-Paley projection operator in the vertical variable, then what Bateman has proved in [4] is
with the bound being independent of k ∈ Z. Notice that the operator H v P k has the translation symmetry, symmetry A and C, which correspond to the translation, dilation and modulatioin symmetries for Carleson's maximal operator. In this sense, we say that Bateman's result is equivalent with the boundedness of Carleson's maximal operator (the precise calculation is done in (1.7)-(1.10)). When trying to put all the frequency annuli together to prove the boundedness of the whole operator H v , we have increased the complexity of the problem "by one dimension". Fortunately, this can be compensated by making use of the Symmetry B, which is done by Bateman and Thiele in [5] through a square function estimate.
So far we have seen that for the one-variable vector fields, we have made use of the exact number of symmetries. However, for the arbitrary measurable vector fields, there is an extra Symmetry D that we should respect, which serves as the heuristic for not expecting (2.1) to be bounded.
However, we still want to go beyond the one-variable vector fields. Notice that for the Hilbert transform along a general Lipschitz vector field, both Symmetry C and Symmetry D might still appear at the same time: for v(x) = (1, u(x 1 , x 2 )) with u being Lipschitz, by applying Symmetry C with λ 3 being small and Symmetry D with λ 4 being small, what we get is
which is still a Lipschitz vector field with a comparable Lipschitz constant. Indeed, by including a Lipschitz perturbation of the one-variable vector fields (see the assumption of the Main Theorem), we bring the Symmetry D into the problem, with the cost that all the symmetries A-D become "quasisymmetries". Let us explain what we mean by this: the vector fields that we can handle are of the form (1, u(h(x))), where u ∞ ≤ 1 and h is a Lipschitz function satisfying
If we apply the Symmetry D with
the new vector field (1, u λ 4 (h λ 4 (x))) will satisfy
i.e. under the action of the symmetry, the assumption on the vector field is preserved up to a factor of two. This explains the notion of "quasisymmetry".
The new quasi-symmetry D will be used implicitly in Definition 3.3, hence it will also be used in the crucial Definition 3.5 of the adapted LittlewoodPaley projection operators.
Strategy of the proof of the Main Theorem
We first observe that if we denote by Γ the two-ended cone which forms an angle less than π/4 with the vertical axis, then by the assumption that |u| ≤ 1, we can w.l.o.g. assume that
as for functions f with frequency supported on R 2 \ Γ, we have that
which is the Hilbert transform along the constant vector field (1, 0). But H (1,0) is bounded by Fubini's theorem and the L 2 boundedness of the Hilbert transform.
The rest of the proof consists of two relatively independent steps. The first step will just be an adaption of Bateman and Thiele's argument in [5] to our case. Our key observation is that both covering lemmas used there (Lemma 7 and Lemma 8) indeed hold true in our setting, from which we can derive the following proposition as a corollary by repeating the rest of the argument in [5] .
Proposition 3.1. Under the same assumptions as in the Main Theorem, we have the following square function estimate
where P k is the k-th Littlewood-Paley projection operator in the vertical direction.
Remark 3.2. The operator P k is defined in the following way: if we denote by ψ 0 is a smooth function with support on
and
For the one-variable vector fields, i.e. vector fields of the form v(x, y) = (1, u(x)) for some measurable function u, Bateman and Thiele in [5] used (3.3) and the crucial observation that
to conclude the boundedness of H v . In our case, the identity (3.7) is no longer true, i.e. the orthogonality between
To recover the orthogonality, an adapted Littlewood-Paley operator along the level curves of the vector field was introduced by the author in [15] . This operator is in the spirit of prior work on the Cauchy integral on Lipschitz curves, but more of a bi-parameter type as we have one-parameter family of level curves.
Here we give an equivalent definition of the operatorP k by using the language of the δ-calculus. The advantage of this new definition is, compared with the one in [15] , that it does not necessitate neither the change of coordinates nor the parametrization of the Lipschitz curves, both of which can be replaced by introducing the following auxiliary function. To do this, we need several notations: for t ∈ R we define
Moreover, we denote by v t the value of the vector field v, which is a constant along Γ t .
Definition 3.3 (Auxiliary Function). For every t ∈ R, we define a new function h t : R 2 → R in such a way that, if for some y ∈ Γ t , we have
for some d ∈ R, then we set h t (z) = d.
Remark 3.4. It is not difficult to see that
where the constant is independent of t ∈ R.
Definition 3.5 (Adapted Littlewood-Paley Operator). For x ∈ R 2 , we denote t = h(x). We then define the adapted Littlewood-Paley projection operatorP k restricted on the curve Γ t bỹ
where ψ k (·) is given by (3.5).
Remark 3.6. We show that the above Definition 3.5 is equivalent with the Definition 3.3 in [15] . To do this, we start from the new definition (3.11): for a fixed t ∈ R, the two vectors v t and v ⊥ t form a orthogonal coordinate system of the plane. Write y ∈ R 2 in this new system as 12) and for the sake of simplicity we will still use the notation y = (y 1 , y 2 ). This changes the expression in (3.11) to
(3.13)
Hence if we use the same parametrization as the one in Definition 3.3 in [15] , which is 14) then by the definition of the function h t in Definition 3.5, which implies
the right hand side of (3.13) will equal 16) which is exactly the one given by the Definition 3.3 in [15] .
Lemma 3.7 (Adapted Littlewood-Paley Theory). For p ∈ (1, ∞), we have the following variants of the Littlewood-Paley theorem:
Proof of Lemma 3.7: by the Fubini theorem, we obtain
When integrating against dx, by doing the change of variables h(x) − t → h t (x), we can write the right hand side of the above expression as
By the bound on ∇h t in (3.10) and our assumption on ∇h in (1.1) that
it suffices to show that
with a bound being independent of t ∈ R. We substitute the definition ofP k into the left hand side of the last expression to obtain
The above expression can be viewed as a two dimensional Littlewood-Paley operator with the singular measure δ(h t (·)), hence heuristically it is bounded by
To make the above argument rigorous, we introduce the change of variables
For the sake of simplicity, after the change of variables, we will still write x = (x 1 , x 2 ) and y = (y 1 , y 2 ). The expression in (3.23) hence becomes
(3.26)
Notice that for any x 2 ∈ R, we have
Hence the right hand side of the last display becomes
It is not difficult to see that the above is just a one-dimensional LittlewoodPaley square function for the function
hence it can be bounded by
So far we have finished the proof of (3.22), thus (3.17) . For the second equivalence relation (3.18), the proof is similar, hence we leave it out.
To proceed, we will split the operator into two terms,
Then by the triangle inequality, we have
(3.32) We call the second term the main term, and the first term the commutator term.
To bound the main term, we first use duality to write the L p norm into
Then by Cauchy-Schwartz and Hölder's inequality, we bound the right hand side by
In the end, by applying Proposition 3.1 to the former term in the last expression and Lemma 3.7 to the latter term, we get the desired bound (3.33) sup
Now we turn to the commutator term. Before explaining the idea of estimating the commutator term, we recall some notations from [15] . Select a Schwartz function ψ 0 such that ψ 0 is supported on [
By choosing ψ 0 properly, we can construct a partition of unity for R + , i.e.
Then the operator H v can be decomposed into the sum
We continue to explain the strategy of proving the L p boundedness of the commutator term, which is
By the dyadic decomposition in (3.38), this is equivalent to bound the following
Notice that by definition, H l P k f vanishes for l > k, which simplifies the last expression to l≥0 k∈Z
So by the triangle inequality it suffices to prove Proposition 3.8. Under the same assumptions as in the Main Theorem, for any p ∈ (1, ∞), there exists a constant γ p > 0 such that
with the constant being independent of l ∈ N.
The idea of proving endpoint estimates like the L ∞ → BM O estimate will probably not work as the output of the operator H v is so rough that it is only measurable across the family of Lipschitz level curves, in another word, the orthogonality between different tiles is missing.
To recover the orthogonality at the level of the L 2 estimate, the argument in [15] relies heavily on the fact that taking L 2 norm works perfectly (also trivially) with the square function. Hence we could expand certain square summation and apply Hölder's inequality to turn the problem to the analysis on every single Lipschitz curve.
However, in the L p estimate for p = 2, this strategy does not work, and instead we will invoke a new square function as an intermediate step. This square function is similar to the square function in the product space R×R. Remark 3.9. Although the endpoint L ∞ → BM O estimate might not work for (3.42) with the classical BM O space, we still hope that there would be some variants, possibly similar to the fiber-wise Hardy and BM O spaces in [6] and [20] , which will act as the right substitutes for the endpoint theory.
Remark 3.10. For the one-variable vector fields v(x 1 , x 2 ) = (1, u(x 2 )), it was proved in [8] , under some convexity and curvature assumptions on the function u : R → R, that the associated Hilbert transform and maximal function map H 1 prod (R × R) to L 1 , where H 1 prod (R × R) denotes the product Hardy space.
However, it was also pointed out that this might not be the right endpoint theory, and some new underlying Calderon-Zygmund theory is to be expected. See Remark (iii) in Page 597 in [8] .
4 Boundedness of the main term: proof of Proposition 3.1
The goal of this section is to make an observation that Bateman and Thiele's square function estimate (see (2.1) in [5] ) for the one-variable vector fields, which is ( Before stating the covering lemmas and the modification that we will make in the proof, we first need to introduce several definitions. Definition 4.1. For a rectangle R ⊂ R 2 , with l R its length, w R its width, we define its uncertainty interval EX(R) ⊂ R to be the interval of width w R /l R and centered at slope(R). Denote by E(R) the collection of the points x ∈ R s.t. the vector v(x) = (1, u(h(x))) points roughly in the same direction as the long side of R:
Then the popularity of the rectangle R is defined to be
Here u and h are the two functions in the Main Theorem.
Definition 4.2. Given two rectangles R 1 and R 2 in R 2 , we write R 1 ≤ R 2 whenever R 1 ⊂ CR 2 and EX(R 2 ) ⊂ EX(R 1 ), where C is some properly chosen large constant, and CR 2 is the rectangle with the same center as R 2 but dilated by the factor C.
Now we are ready to state the key covering lemmas: Under the same assumptions as in the Main Theorem, let δ > 0 and q > 1, let G ⊂ R 2 be a measurable set and R be a finite collection of rectangles such that
Lemma 4.5. (Lemma 8 in [5] ) Under the same assumptions as in the Main Theorem, let 0 < σ, δ ≤ 1, let H be a measurable set, and let R be a finite collection of rectangles such that for each R ∈ R we have
To prove these covering lemmas, one just need to replace the classical rectangles by the following "rectangles" adapted to the vector fields, and run the same argument as in Bateman and Thiele in [5] . Definition 4.6. (rectangles adapted to the vector field) For a rectangle R ⊂ R 2 , with its two long sides lying on the parallel lines x 2 = kx 1 + b 1 and x 2 = kx 1 + b 2 for some k ∈ [−1, 1] and b 1 , b 2 ∈ R, defineR to be the adapted version of R, which is given by the set
10)
where h : R 2 → R is the function from the Main Theorem.
From R toR, the length and the width of the rectangle are preserved up to a constant, and the same also holds true for the "popularity". Moreover, the proofs in [5] are "stable" under bi-Lipschitz mapping. Hence we will leave out the details and refer to [5] .
These two lemmas were used to give an upper bound on the size of the exceptional sets around which the rectangles have either large size or large density. After excluding the exceptional sets, the argument in [5] , together with [4] (which also works equally well for our case as has been pointed out in [15] ), will lead to the square function estimate, i.e. Proposition 3.1.
Time-frequency decomposition
The content of this section is the same as the Subsection 5.1 in [15] . We still include these notations here for the sake of completeness. Also choose β such that √ β is a smooth function. Then fix an integer c(whose exact value is unimportant), for each ω ∈ D l , define
where ω 1 is the right half of ω and c ω 1 is its center. Define
because of the above periodicity, we know that γ l is constant for
Define another multiplierβ : R → R with support in [ . We define the corresponding multiplier on R 2 :
Then what we need to bound can be written as k∈Z l∈Z
where the terms H l P k for l > k in the sum vanish as explained before. So it suffices to prove a uniform bound on t ∈ [−1, 1], w.l.o.g. we will just consider the case t = 0, which is k∈Z l≥0
Constructing the tiles: For each k ∈ Z and ω ∈ D l with l ≥ 0, let U k,ω be a partition of R 2 by rectangles of width 2 −k and length 2 −k+l , whose long side has slope −c(ω), where c(ω) is the center of the interval ω. If s ∈ U k,ω , we will write ω s := ω, and ω s,1 to be the right half of ω, ω s,2 the left half.
An element of U k,ω for some ω ∈ D l is called a "tile". Define ϕ k,ω such that
then ϕ k,ω is smooth by our assumption on β mentioned above. For a tile s ∈ U k,ω , define
where c(s) is the center of s. Notice that
The construction of the tiles above by uncertainty principle is to localize the function further in space, for this purpose we need
The above lemma allows us to pass to the model sum k∈Z l≥0 
The proof of the above lemma is by the Plancherel theorem, we just need to observe that the frequency support of ψ s andφ s will be disjoint at the point x unless −u(h(x)) ∈ ω s,2 .
6 Boundedness of the commutator term: Proof of Proposition 3.8
In this section we intend to prove that for any p > 1, there exists γ p > 0 such that
If we expand the left hand side of the last expression to a model sum by the notations in Subsection 5, (6.1) becomes
Observe that for a fixed point x ∈ R 2 , by Lemma 5.2, the expression
can be non-zero for at most one ω ∈ D l , which implies that
From the right hand side of the above inequality, we see that (6.2) is reduced to separate ω ∈ D l . Hence we just need to do the estimate for each ω separately. To be precise, we will prove Lemma 6.1. Under the above notations, we have
where P ω is the frequency projection operator given by 6) and the constant in (6.5) is independent of ω ∈ D l . Lemma 6.2. We have the following bounds for the multiplier β ω :
for all p ∈ (1, ∞), with the constant being independent of ω.
Finishing the proof of Proposition 3.8: we substitute the estimates in Lemma 6.1 and Lemma 6.2 into (6.4) to obtain
which finishes the proof of Proposition 3.8.
Remark 6.3. It has been proved by Demeter and Di Plinio in [13] that
for p ≥ 2, with the constant being independent of l ∈ N. This will provide a better exponential decay in l in the last inequality in (6.8). However, here we do not need such orthogonality estimate but simply a triangle inequality.
Proof of Lemma 6.2
We first reduce the estimate to one single ω ∈ D l by applying the shearing transform. Suppose for the moment that we have proved (6.5) for ω = [0, 2 −l ], by doing the following change of variables 10) for the function f , the frequency variables are transformed into
This linear change of variables turns 12) which is the term on the left hand side of (6.7), into
If we denoteξ
14)
the multiplier in (6.13) turns to
So far it becomes clear that by taking λ in (6.15) properly, we can apply the change of variables (6.10) to turn the projection operator P ω f for an arbitrary ω ∈ D l to P ω f , where ω = [0, 2 −l ].
Next, we will reduce the estimate for all l ∈ N to the one simply for l = 0. This can be done by applying the following unisotropic scaling symmetry: 16) for the function f . Under the above change of variables, the Fourier transform of f is transformed fromf (ξ 1 , ξ 2 ) to
Correspondingly, the function P ω f is changed to
Hence the multiplier β ω (ξ 1 /ξ 2 ) has the same L p norm with β ω (λξ 1 /ξ 2 ). However, by the definition of β ω , we have 19) which means that if we take λ = 2 −l , the right hand side of the last expression becomes
After the above inductions, we just need to prove (6.7) with ω 0 = [0, 1]. For p = 2, the estimate is trivial due to Plancherel's theorem. For p = 2, if we denote by P k a Littlewood-Paley projection operator in the second variable, then by the Littlewood-Paley theory, we obtain
(6.20)
By the classical Calderon-Zygmund theory, it is not difficult to prove that
Hence by interpolation, we obtain the desired estimate for all p ∈ (1, ∞). So far we have finished the proof of Lemma 6.2.
Proof of Lemma 6.1
By the same shearing transform as in (6.10), we can reduce the estimate (6.5) for different ω to the one for a fixed ω, say ω = [0, 2 −l ]. To prove (6.5), by invoking duality, it is equivalent to prove that
where the function g satisfies g p ≤ 1. By the Fubini theorem, the left hand side of (6.23) is equal to
(6.24)
By the bound on ∇h t in (3.10) and our assumption on ∇h in the Main Theorem, the right hand side of (6.24) can be bounded by
If we denote by s m,n the translation of the tile s by (m, n) units, which is s m,n := s − (m · l s , n · w s ), (6.26) then the above (6.25) is equal to
(6.27) By the notion of the adapted rectangles in Definition 4.6, we can replace s m,n by the slightly enlarged "rectangle"s m,n as from the definition it is clear thats m,n ⊃ s m,n . Moreover, in the following, we will only focus on the term m = n = 0, as the other terms appear as the tail terms by the non-stationary phase method.
To proceed, we need the notion of Jones' beta numbers: Definition 6.4. Fix a Lipschitz function A : R → R. For each dyadic interval I, there exists a number α I (A) ∈ R, such that if we denote The pointwise estimate in the following Lemma 6.5 will play a crucial role in the forthcoming calculation. To state this estimate, we need to make some preparations: for a fix t ∈ R, we use the new coordinates system given by (v t , v ⊥ t ). For a tile s, we use J(t, s) to denote the projection of Γ t ∩s on the new vertical axis v ⊥ t . Moreover for the interval J(t, s), we let J D (t, s) denote one of the dyadic intervals (at most two) on the vertical axis such that
Lemma 6.5. ( [15] ) Fix t ∈ R and s ∈ U k,ω for some ω ∈ D l , for x ∈ Γ t ∩s, we have the pointwise estimate
where β j 0 (J D (t, s)) denotes the j 0 -th beta number of Γ t near the dyadic interval J D (t, s).
Remark 6.6. The proof of the above Lemma 6.5 in [15] relies on those unnecessary parameters and auxiliary functions that we want to avoid by doing δ-calculus. However, as we have promised in the introduction that we will carry out the whole argument in the language of δ-calculus completely, we should also be able to prove Lemma 6.5 by doing so. This is postponed to the next subsection.
Substitute the above estimate into the right hand side of (6.27) with m = n = 0, we obtain
(6.33) To proceed, we need the following Claim 6.7. Fix t ∈ R, we have the following estimate
where for x = (x 1 , x 2 ),
(1 + ( We postpone the proof of the Claim 6.7 till the end of this subsection and continue with the estimate of the term (6.33). By Claim (6.7) and by applying Hölder's inequality to R dt, the expression in (6.33) can be bounded by
To bound the last expression, we need the following Lemma 6.8. We have the following variant of the square function estimate
Finishing the proof of Lemma 6.1: it is straightforward that, combined with (6.35), Lemma 6.8 finishes the estimate of the expression (6.33), thus the proof of Lemma 6.1.
Proof of Lemma 6.8: recall that in the estimate (6.36), we have ω = [0, 2 −l ]. Now we want to reduce the estimate to the case ω 0 = [0, 1] by applying the unisotropic scaling
Under the above change of variables, as has been explained in the proof of Lemma 6.2, ϕ s for some s ∈ U k,ω is changed to ϕ s for the corresponding s ∈ U k,ω 0 with ω 0 = [0, 1]. Moreover, the function χ s will also behave in the same way:
(1 + (
Recall that l s = 2 l w s , hence the right hand side of (6.38) becomes a bump function with main support on a cube of side length w s , which means that χ s (2 l x 1 , x 2 ) is equal to χ s for some s ∈ U k,ω 0 up to a normalization factor.
After the above reduction, we just need to prove (6.36) for ω = [0, 1]. For the case p = 2, by the orthogonality of the wavelet functions, we obtain
Moreover, by the classical Calderon-Zygmund theory, it is not difficult to prove the following endpoint estimates
Hence by interpolation, we can obtain all the expected L p estimate for (6.36) in the above Lemma 6.8.
Proof of Claim 6.7: for a fixed t ∈ R, for the summation on the left hand side of the estimate in Claim 6.7, we observe that
as the term 1s(x) will vanish if s ∩ Γ t = ∅. We use the new coordinate system (v t , v ⊥ t ), and write x = x 1 v t + x 2 v ⊥ t , which will still be denoted as x = (x 1 , x 2 ) for the sake of simplicity. This turns the left hand side of the estimate in Claim 6.7 into
Notice that the integration on the right hand side of (6.43) can be estimated in the following way
, where for a function G : R → R, [G(·)] J denotes the average of the function G on the interval J ⊂ R. Substitute the above bound into the right hand side of (6.43), we obtain the following bound
.
To proceed, the idea is to view the above expression as a paraproduct. To do this, we need to find the right function such that it has the wavelet coefficient 2 −l/2 | f, ϕ s |w −1/2 s , where w s = 2 −k denotes the width of the tile s. This can be achieved by defining a function F t : R → R such that By the L p boundedness of the paraproduct (see [1] for example) and Jones' beta number condition that
we obtain for any fixed t ∈ R that
Hence what remains is to prove the following Claim 6.9. Under the above notations, we have
Proof of Claim 6.9: by the square function estimate, we obtain For the right hand side of (6.47), again we use the new coordinate system (v t , v ⊥ t ) and denote x = x 1 v t +x 2 v ⊥ t as x = (x 1 , x 2 ) for the sake of simplicity. Then the right hand side of (6.47) becomes If we compare the right hand side of (6.48) and (6.49), we observe that the following pointwise estimate in x 2 will finish the proof of the claim: for any x 2 ∈ R and any tile s such that s ∩ Γ t = ∅, we have 6.3 Proof of Lemma 6.5
As we are fixing t and trying to prove pointwise estimate for x ∈ Γ t , we could always pretend that the vector field is constantly equal to v t on the whole plane. That is to say, if we define We approximate Γ t ∩ s by the line of the "average slope" in the definition of Jones' β-number, and call it l s,t . Moreover, we define another auxiliary function L s,t associated to the line l s,t in a similar way to h t :
If for some y ∈ Γ t we have z − y = d · v t , then we set L s,t (z) = d. (6.58)
The crucial observation is that Observe that the latter term in the above expression is just a LittlewoodPaley projection of the former term, hence it should be expected that these two terms can be handled in a similar way. In [15] it is indeed shown to be this case, hence in the following we will focus on the former term of (6.62). By the definition of φ t s in (6.51), we obtain Hence by the definition of Jones' beta numbers that |d| w s · β 0 (J D (t, s)), (6.66) and by applying the fundamental theorem toψ k−l , we conclude the desired estimate in Lemma (6.5).
