Abstract. Estimation of an optimal controller is a fundamental problem in control engineering and is widely known as Optimization. Numerous computation and numerical techniques have been evolved during the past years for the estimation of the optimal solution. Optimal control of a discrete-time system is concerned with optimizing a given objective function using \Homogenous Polynomial Lyapunov Function (HPLF)". This research focuses upon the design of optimal Guaranteed Cost Controller (GCC) for discretetime uncertain system using HPLF. The uncertainties are assumed to be norm-bounded uncertainties. The e ect of actuator saturation is also incorporated in the system. Su cient conditions for the existence of HPLF are derived in terms of Linear Matrix Inequalities (LMI). The LMI approach has the advantage that it can be solved e ciently using Convex Optimization. LMI's combined with HPLF helps to design the guaranteed cost controller which minimizes the cost by minimizing cost function. Furthermore, the state trajectories and the invariant set are also shown for the observation of the overall performance.
Introduction
Virtually, all control actuation devices are subjected to magnitude or rate limits, i.e. current, torque, ow, force, voltage, etc. This nonlinearity causes the control system to operate under constraints on the magnitude of the control input. For this reason, the formulation of many fundamental control problems, including optimal control and controllability, re ects the constraint imposed by actuator saturation [1, 2] . Performance degradation takes place when actuator saturates. In extreme cases, stability can be jeopardizing.
In control system literature, robust controller for linear systems with parameter uncertainty has drawn much considerable attention [3, 4] . A lot of research has been carried out to promise not only robustness but also stability of the system. In this research, asymptotic stability is discussed for the solutions of a discrete time system [2, 5] .
In the theory of optimal control, Lyapunov functions [6] [7] [8] are the scalar functions that are used widely to prove the stability of a dynamical system. For instance, quadratic Lyapunov function, which has drawn valuable attention, serves for the systems with state variables involving the existence of linear matrix inequalities [9, 10] . More general classes of Lyapunov functions have been considered, i.e. polyhedral Lyapunov function [11] , piecewise quadratic Lyapunov function [12] , and saturation dependent Lyapunov functions [13] . However, HPLF as a viable alternative to the above classes of Lyapunov functions in a way that it uses a nonlinear Lyapunov function to optimize the control sequence by keeping the system less conservative and providing the enlargement/enhancement to the invariant set [14, 15] .
Optimization and control problems are highly intertwined. If a control sequence, also known as control law, has to be chosen, control parameters and control input signal are interpreted as decision variables of an optimization problem. In recent years, linear matrix inequalities have been considered to be a powerful tool for approaching the control problem that appears di cult to solve in analytical fashion [3, 16] .
When controlling a plant, it requires not only making the system asymptotically stable but also promising an adequate level of performance. One approach to this problem is called the Guaranteed Cost Controller (GCC) [5] . Guaranteed cost controller formulates optimal control law using quadratic Lyapunov function which gives an upper bound to the closed loop values of the performance index and thus the system degradation incurred by the model parameter uncertainties is guaranteed to be less than a bound. The implementation of guaranteed cost control using quadratic Lyapunov function has drawn much attention of research community and many approaches have been proposed and developed [12, 17, 18] . Yu et al. [19] proposed LMI approach for the GCC design and the design problem of optimal guaranteed cost controller which minimizes the corresponding guaranteed cost. This approach [1] was formulated as convex optimization problem with LMI constraints.
This research focuses on guaranteed cost controller problem for uncertain discrete-time system subject to actuator saturation via HPLF. It is widely known that quadratic functions lead to conservative estimates of the robust stability margin [20] . Hence, non-quadratic homogenous Lyapunov functions are addressed. The problem of constructing homogenous Lyapunov function is dealt by means of recently developed convex optimization technique using linear matrix inequalities. Actuator saturation and uncertainties are also taken into account while considering the linear constraints. The system matrices and the state vectors are transformed using power transformation introduced in [3, 21, 22] . The proposed research transforms the saturation non-linearity into a convex polytope of linear system and then formulates a convex optimization problem with the constraint given by a set of LMIs.
This research paper is divided into 5 Sections, beginning with an Introduction. Detailed views of the preliminaries are presented in Section 2 and the problem statement is presented in Section 3. The novelty of the research and the proposed idea are presented in Section 4. Section 5 deals with the examples, results, and conclusion.
Preliminaries
This section provides the preliminaries required for the development of the proposed scheme.
Power transformation of state vector
De nition 1: [3] Consider a vector x 2 R n . Power transformation of the degree p is a nonlinear change of coordinates that creates a vector x fpg of all the monomials of degree p and can be produced from the original x vector: 
An expression of the extended matrix is provided in terms of knocker product as:
x, where the number of Kronecker products is denoted by m, and K m 2 R n m d be the matrix satisfying:
Then, the extended matrix A [m] of A 2 R n m n m is given by:
Moreover, the dimension of d is given by:
Proof: Let A [m] 2 R n m n m be the matrix satisfying:
From the properties of Kronecker product, it turns out that: Now, from Eqs. (3) and (6), we have:
Given A 2 R n n with x(k + 1) = Ax(k), there exists a matrix: 
3. Problem statement 3.1. Guaranteed cost controller
Consider a discrete time system:
with the initial condition:
The system states vector is represented by x(k) 2 R n and the control input vector is given by u(k) 2 R m .
Characterization of the set of all stabilizing controllers is central in practice because stability is the minimal requirement for a closed loop system. Generally, to satisfy some performance requirements, it is necessary to de ne a performance criterion and to pick, among all the stabilizing controllers, a controller which leads to a satisfactory closed loop system behavior. Thus, the required performance can be achieved by associating System (8) with the following cost function [1] .
where Q 2 R n n and R 2 R n n are given positive semi-de nite symmetric matrices and J is called the Guaranteed Cost.
Lemma 1: [19] A state feedback control law u = Kx is said to be quadratically guaranteed cost controller of System (8) with Cost Function (9) if there exists a symmetric positive de nite matrix P 2 R n n such that: (10) where P is called the guaranteed cost matrix. Now, consider the discrete time system with norm bounded uncertainty and saturation:
A and B are known as constant real matrices of the appropriate dimension. The considered parametric uncertainties are of the form:
where D, E 1 and E 2 are matrices of the uncertainty with compatible dimension. The control input u in System (8) is subjected to the following constraint: ũ i u i ũ i ; (13) where u i is the ith element in the control input u.ũ i , i = 1; 2; ; m, is the saturating magnitude. Thus, u(k) can be described by diagfũ i g(u) without loss of generality [19] . The function : R m ! R m is the standard saturation function de ned as follows:
For saturation levels i = 1; 2; ; m:
(u i ) = sign(u i ) minf1; ju i jg: (14) with Cost Function (9), then the closed loop system:
is quadratically stable, and the cost function value of the closed loop system is not more than:
The objective of this research is to develop a procedure for the development of optimal guaranteed cost controller for System (14) subjected to Input Constraint (13) via HPLF.
Main result
In this section, development of the homogenous polynomial Lyapunov function is presented.
Homogeneous polynomial Lyapunov function
where P is positive de nite real symmetric matrix. The Lyapunov stability of the discrete time System (14) is given by:
rV (x(k)) = x T (k) A T P A P x(k); since rV (x(k)) is chosen to be positive de nite. Therefore: Q = (A T P A P ) = positive de nite:
Hence, for the asymptotic stability of the discrete time System (8), it is su cient that Q be positive de nite. Now, consider the case where Lyapunov function is a form of homogenous polynomial. The construction of Lyapunov function providing stability of System (14) is restricted to a special class of Lyapunov functions: the homogenous polynomial form of degree 2m denoted by v 2m (x). More specially, the aim is to nd v 2m (x) such that: For the case m = 2, the HPLF is given by: For the computation of the HPLF, there exists a transformation matrix that satis es Theorem 1. For a system having two states variables, the transformation matrix is given by Eq. (7). After the computation of the extended base vector x f2g and the transformation matrix A [p] , an optimal guaranteed cost controller can be developed.
Problem formulation using linear matrix inequalities
The constraints which were developed in the earlier section can now be posed in the form of linear matrix inequalities. These LMIs are then posed as a convex optimization problem and solved using cvx Matlab ® Toolbox.
Theorem 2: For a symmetric positive de nite matrix P 2 R n n and a scalar 2 R + , consider the ellipsoid "(P; ) := fx 2 R n : x fmg T P x fmg g. 
Applying Schur compliment on the above inequality, it can be written as:
which is equal to the inequality given by Eq. (22) . The saturating non-linearity can be substituted by a convex polytope which is:
where h i is the ith row of matrix H. Utilizing Schur compliment on Eq. (28), it can be written as: 
Substituting V = HP 1 in the above equation, it can be written as:
which is equal to the inequality given by Eq. (23). The invariant set ellipsoid is given by:
Taking Schur compliment of the above inequality and substituting G = P 1 , it can be written as:
which is equivalent to the inequality given by Eq. (24) . So far the LMIs are derived without integration of the Norm-bounded uncertainties. The discrete time system with Norm-bounded uncertainties is: 
If the above optimization problem has an optimal solution, then u = W G 1 x(k) is the optimal guaranteed cost control law of System (33), which satis es the performance index J .
It is clear that System (37) is a convex optimization problem with LMI constraints. 5 . Results and conclusion Example 1: [17] The associated performance index of the system is:
Using the approach suggested in [9] , we obtain the optimal guaranteed cost of the closed-loop system and that is J = 4:8066; also, the control law is: While, by applying the proposed method and solving the corresponding optimization problem, we get the optimal guaranteed cost of the system by Eq. (9) and that is J = 2:3350; the corresponding control law is: It can be observed that our method gives a lower bound of the guaranteed cost. Furthermore, the invariant set also shows an increase in the radius of convergence of the system. The associated performance index of the system is:
where Q = diagf0:5; 0:5g, and R = diagf1; 1g. Using the traditional quadratic approach [17] , the optimal guaranteed cost of the closed-loop system is J = 1:4164, while by applying the proposed method (Theorem 2) and solving the corresponding optimization problem, the calculated optimal guaranteed cost of the system by Eq. (9) is J = 0:4345. It can be seen from Figure 1 that our approach proves to be more stable for the given set of initial conditions.
It is obvious that our method gives a lower bound of the guaranteed cost. Furthermore, Figure 1 shows a signi cant increase in the radius of convergence of the system. The associated homogeneous Lyapunov polynomial is: where Q = diagf0:5; 0:5g, and R = diagf1; 1g.
Using the same quadratic approach [9, [24] [25] [26] , the optimal guaranteed cost of the uncertain closed-loop system is J = 0:8033. By applying Theorem 3 and solving the corresponding optimization problem, the optimal guaranteed cost of the uncertain closed loop system is J = 0:4688. Figure 2 shows the invariant set of both approaches.
It is clear from the results that the proposed approaches prove to be less conservative even in the presence of actuator saturation and uncertainties. However, the presence of uncertainties and actuator saturation does not show a remarkable increase in the radius of convergence as shown in Figure 3 .
The signi cant change in the control input, which is computed by the proposed method and is known as an optimized guaranteed cost control law, is illustrated by Figure 4 . 
