Abstract. The study of higher order energy functionals was first proposed by Sampson in 1965 and , later, by Eells and Lemaire in 1983 . These functionals provide a natural generalization of the classical energy functional. More precisely, Eells and Sampson suggested the investigation of the so-called ES −r-energy functionals
Introduction
Harmonic maps are the critical points of the energy functional
where ϕ : M → N is a smooth map between two Riemannian manifolds (M, g) and (N, h).
In particular, ϕ is harmonic if it is a solution of the Euler-Lagrange system of equations associated to (1.1), i.e.,
The left member of (1.2) is a vector field along the map ϕ or, equivalently, a section of the pull-back bundle ϕ −1 T N: it is called tension field and denoted τ (ϕ). In addition, we recall that, if ϕ is an isometric immersion, then ϕ is a harmonic map if and only if the immersion ϕ defines a minimal submanifold of N (see [10, 11] for background). For simplicity, we shall assume that M is compact unless differently specified. However, the Euler-Lagrange equations have validity also when the domain is noncompact, in which case they are referred to compactly supported variations. Now, let us denote ∇ M , ∇ N and ∇ ϕ the induced connections on the bundles T M, T N and ϕ −1 T N respectively. The rough Laplacian on sections of ϕ −1 T N, denoted ∆, is defined by
where
is a local orthonormal frame field tangent to M. In recent years, the following rorder versions of the energy functional have attracted an increasing interest from researchers. If r = 2s, s ≥ 1:
In the case that r = 2s + 1: We say that a map ϕ is r-harmonic if, for all variations ϕ t ,
In the case that r = 2, the functional (1.3) is called bienergy and its critical points are the so-called biharmonic maps. At present, a very ample literature on biharmonic maps is available and we refer to [7, 18, 38, 39] for an introduction to this topic. More generally, the r-energy functionals E r (ϕ) defined in (1.3), (1.4) have been intensively studied (see [4, 5, 23, 24, 25, 33, 35, 42, 43] , for instance). In particular, the Euler-Lagrange equations for E r (ϕ) were obtained by Wang [42] and Maeta [23] . The expressions for their second variation were derived in [24] , where it was also shown that a biharmonic map is not always r-harmonic (r ≥ 3) and, more generally, that an s-harmonic map is not always r-harmonic (2 ≤ s < r).
On the other hand, any harmonic map is trivially r-harmonic for all r ≥ 2. Therefore, we say that an r-harmonic map is proper if it is not harmonic (similarly, an r-harmonic submanifold, i.e., an r-harmonic isometric immersion, is proper if it is not minimal). As a general fact, when the ambient space has nonpositive sectional curvature there are several results which assert that, under suitable conditions, an r-harmonic submanifold is minimal (see [7] , [23] , [26] and [35] , for instance), but the Chen conjecture that an arbitrary biharmonic submanifold of R n must be minimal is still open (see [8] for recent results in this direction). More generally, the Maeta conjecture (see [23] ) that any r-harmonic submanifold of the Euclidean space is minimal is open. By contrast, let us denote by S m (R) the Euclidean sphere of radius R and write S m for S m (1): for the purposes of the present paper it is important to recall the following examples of proper r-harmonic submanifolds into spheres (see [25] for the case r = 3 and [33] for r ≥ 4): P (t) = r(p + q) t 3 + [q − p − r(q + 2p)] t 2 + (2p + rp) t − p .
Remark 1.3. For a discussion on the existence of positive roots of the polynomial P (t) in (1.6), which provide proper r-harmonic submanifolds, we refer to [33] .
The setting for r-harmonicity which we have outlined so far represents, both from the geometric and the analytic point of view, a convenient approach to the study of higher order versions of the classical energy functional. On the other hand, we now have to point out that actually the first idea of studying higher order versions of the energy functional was formulated in a different way. More precisely, in 1965 Eells and Sampson (see [13] ) proposed the following functionals which we denote E ES r (ϕ) to remember these two outstanding mathematicians:
Now, to avoid confusion, it is important to fix the terminology: as we said above, a map ϕ is r-harmonic if it is a critical point of the functional E r (ϕ) defined in (1.3), (1.4) . Instead, we say that a map ϕ is ES − r-harmonic if it is a critical point of the functional E ES r (ϕ) defined in (1.7). The study of (1.7) was suggested again in [10] , but so far very little is known about these functionals. The main aim of this paper is to make some progress in the study of E ES r (ϕ). In particular, in Section 2 we shall prove that Theorems 1.1 and 1.2 also hold for the Eells-Sampson energy functionals E ES r (ϕ). To prove this, we shall establish a large setting where the classical principle of symmetric criticality of Palais (see [40] ) applies: we think that this should prove useful also for future developments on this subject. Next, in Section 3, we shall obtain the Euler-Lagrange equations in the case that r = 4: we shall first derive them in the general case. Then we shall illustrate some geometric applications and also the simplifications which occur when the target is a space form. We end this section analysing under which conditions on a conformal change of the metric of the domain the identity map becomes ES − 4-harmonic. Section 4 is devoted to the study of rotationally symmetric r-harmonic and ES − r-harmonic maps between models. First, we concentrate on the study of the case r = 4 and analyze both differences and common features for 4-harmonicity and ES − 4-harmonicity. Next, we shall focus on the existence of critical points within the class of conformal diffeomorphisms and we shall obtain some nonexistence results, but also a new family of examples for all r ≥ 2. The final part of the paper shall concern the study of the second variation. In particular, we shall introduce this problem and then compute index and nullity of some significant examples. To end this introduction, we think that it is worth pointing out some difficulties which arise in the study of the functionals E ES r (ϕ) and the main differences with respect to the E r (ϕ)'s. The two types of functionals coincide when r = 2 (the case of biharmonic maps) and r = 3: this is a consequence of the fact that d * vanishes on 0-forms and d 2 ϕ = 0, as computed in [10] . The first fundamental difference, as it was already observed in [26] , arises when r = 4 because d 2 τ (ϕ) is not necessarily zero unless N is flat or dim M = 1. So, in general, we have
This description of E ES
4 (ϕ) appeared in [26] , but the Euler-Lagrange equations associated to the first term on the right-side of (1.8) have never been computed and that motivated our work of Section 3. When r ≥ 5 things become even more complicated. For instance, we know that the integrand of E 5 (ϕ) is the squared norm of a 1-form, but we cannot write E ES 5 (ϕ) as the sum of E 5 (ϕ) and a functional which involves only differential forms of degree p = 1. The reason for this is the fact that, in general, the 1-form dd * dτ (ϕ) (whose squared norm is the integrand of E 5 (ϕ)) may mix up with d * d 2 τ (ϕ). Difficulties of this type boost as r increases and that motivated our approach of Section 2 and Section 4, where we establish a general setting which is suitable to look for symmetric critical points. Another important argument which provides support to this idea is the failure, in general, of the possibility to use the classical Condition (C) of Palais-Smale to deduce the existence of a minimum in a given homotopy class. More precisely, Eells and Sampson, in their paper [12] , formulated this hope under the assumption that the order r of the functional is big enough with respect to the dimension of the domain (2r > dim M). We shall illustrate, at the end of Section 4, that this is not true in general.
The principle of symmetric criticality and existence results
In this section we shall prove a version of Theorems 1.1 and 1.2 for the Eells-Sampson functional E ES r (ϕ). More precisely: 
The proof of these results requires essentially two ingredients. One is the explicit computation of the terms involving d 2 : this will be carried out below. The other key tool will be Proposition 2.5 below, where we show that we can apply a rather general theorem of Palais which ensures the validity of the so-called principle of symmetric criticality. This result of Palais can be found in [40] , p.22. However, since the paper [40] is written using a rather obsolete notation, we rewrite it here in a form which is suitable for our purposes. In order to do this, let us assume that G is a Lie group which acts on both M and N. Then G acts on
We say that a map ϕ is G-equivariant (shortly, equivariant) if gϕ = ϕ for all g ∈ G. Now, let E : C ∞ (M, N) → R be a smooth function. Then we say that E is G-invariant if, for all ϕ ∈ C ∞ (M, N), E(gϕ) = E(ϕ) for all g ∈ G. Now we can state the main result in this context:
Let M, N be two Riemannian manifolds and assume that G is a compact Lie group which acts on both M and N. Let E : C ∞ (M, N) → R be a smooth, G-invariant function. If ϕ is G-equivariant, then ϕ is a critical point of E if and only if it is stationary with respect to G-equivariant variations, i.e., variations ϕ t through G-equivariant maps. Palais observed in [40] that, if G is a group of isometries of both M and N, then the volume functional and the energy functional are both G-invariant and so the principle of symmetric criticality stated in Theorem 2.3 applies in both cases: the first, beautiful instances of this type can be found in the paper [17] for minimal submanifolds and in [41] for harmonic maps. It is also easy to show that the same is true for the bienergy functional: this is a special case in a more general setting for a reduction theory for biharmonic maps developed in [28, 30] . Here we shall extend this to the Eells-Sampson functionals E ES r (ϕ), r ≥ 3. In particular, we shall prove: Proposition 2.5. Let M, N be two Riemannian manifolds and assume that G is a compact Lie group which acts by isometries on both M and N. If ϕ is a G-equivariant map, then ϕ is a critical point of E ES r (ϕ) if and only if it is stationary with respect to G-equivariant variations.
Proof. According to Theorem 2.3, it suffices to show that the Eells-Sampson functionals E ES r (ϕ) are invariant by isometries. This is a direct consequence of the following two lemmata. We point out that the ideas underlying the proof of Theorem 2.3 imply that, if ϕ is a G-equivariant map,
for any g ∈ G, i.e., τ ES r (ϕ) is a G-equivariant section. Moreover, using the exponential map of N and τ ES r (ϕ), we can construct as usually a G-equivariant variation of the map ϕ such that its variation vector field is τ ES r (ϕ), and then we can conclude. By way of summary, to end the proof of Proposition 2.5, we just need to establish the following two lemmata. Lemma 2.6. Let ϕ : M → N be a smooth map. If ψ : M → M is an isometry, then
We say that ω and ω are ψ-related if ω is the pull-back of ω, i.e.,
for all vectors X 1 , . . . , X k ∈ T x M and for all x ∈ M. Performing a change of variables y = ψ(x) and using the fact that ψ is an isometry it is easy to verify that, if ω and ω are ψ-related, then |ω| 2 and |ω| 2 are ψ-related and
Therefore, in order to prove (2.4), it suffices to show that
* highlights in an obvious way the dependence on the connection under consideration. First, we observe that the 0-forms τ (ϕ • ψ) and τ (ϕ) are ψ-related. Indeed,
because ψ is an isometry. Then, by a routine induction argument, we can say that claim (2.5) is proved if we show that the following two facts are true: (2.6) 
Remark 2.8. The conclusion of Proposition 2.5 is true also for the r-energy functional E r (ϕ): the proof is essentially the same and so we omit the details.
Remark 2.9. All the objects which contribute to the definitions of E ES r (ϕ) and E r (ϕ) depend on the Riemannian metrics of M and N and their covariant derivatives. Therefore, one may suspect that automatically these two families of functionals are invariant by isometries. However, there is no proof of this claim in the literature and Proposition 2.5 plays a central role in this paper and, hopefully, in future works on this subject. For these reasons we thought that it could be useful for the reader to include the details of the proofs of Lemmata 2.6 and 2.7. Moreover, we point out that, when m = 2r, the functionals E ES r (ϕ) and E r (ϕ) are invariant under homothetic changes of the metric on the domain. If we perform such homothetic changes, either in the domain or in the codomain, in the case that m = 2r, then the corresponding r-energies are multiplied by a constant and the associated Euler-Lagrange equations are invariant. By way of conclusion, we think that these results 8 confirm that these two families of functionals provide geometrically interesting higher order versions of the classical energy functional. Now we are in the right position to prove our existence results.
Proof of Theorem 2.1. In order to prove Theorem 2.1 it is sufficient to determine the condition of ES − r-harmonicity for a map defined as follows:
where m ≥ 2 and α * is a fixed constant value in the interval (0, π/2). Indeed, if ϕ α * is a map as in (2.9), then the induced metric on
. Therefore, since ES −r-harmonicity is preserved by multiplication of the Riemannian metric of the domain manifold by a positive constant, we conclude that if ϕ α * is a proper ES − rharmonic map, then its image ϕ α * (S m−1 ) = S m−1 (sin α * ) is a proper ES − r-harmonic small hypersphere of radius R = sin α * . By way of summary, we only have to prove that the map ϕ α * in (2.9) is a proper ES − r-harmonic map if and only if sin α * = 1/ √ r. Now, a key step in the proof of Theorem 2.1 is the following fact, which we state in the form of a proposition: Proof. The second equality in (2.10) was obtained in Lemma 3.8 of [33] . Therefore, we just have to prove that the first equality of (2.10) holds. In [33] we computed (d * d) k τ (ϕ α * ) and showed that, for all k ≥ 0, this is of the form c ∂/∂α, where c is a real constant which depends on α * and ∂/∂α is a unit section in the normal bundle of S m−1 (sin α * ) in S m . Therefore, it suffices to show that
for any map of the type (2.9) (note that, with a slight abuse of terminology, ∂/∂α in (2.11) represents a section of ϕ
. Now, in order to compute the left side of (2.11), we need to recall some general basic facts (see [10] , where a different sign convention for the curvature is used). Let ϕ : M → N be a smooth map between Riemannian manifolds and
where R ϕ denotes the curvature tensor field of ϕ −1 T N. In the special case that σ is a 0-form we have, for all X, Y ∈ C(T M),
where R N denotes the curvature tensor field of N. We also recall that, in the special case that N(ǫ) is a space form of constant sectional curvature ǫ, then
Let {e i }, i = 1, . . . , m − 1, be a local orthonormal frame field on S m−1 . By using (2.12) and (2.13) we compute:
and so the proof of Proposition 2.10 is ended.
We can now end the proof of Theorem 2.1. We observe that G = SO(m) acts naturally by isometries on both the domain and the codomain of ϕ α * , and ϕ α * is G-equivariant (the action of G on the codomain is on the first m coordinates of R m+1 ). Therefore, we can apply the principle of symmetric criticality as stated in Proposition 2.5 and conclude that ϕ α * is a critical point of the ES − r-energy functional if and only if it is stationary with respect to equivariant variations. Now, since m ≥ 2, this means that we just have to consider variations of the type
where h(t) is an arbitrary smooth function with h(0) = 0. Therefore, we conclude that ϕ α * is ES − r-harmonic if and only if α * is a critical point of ε r (α). As shown in [33] , this happens if and only if sin α * = 1/ √ r and so the proof of Theorem 2.1 is completed (formally, if m = 2, within the class of equivariant variations one should also include variations through isometries in the direction tangent to the submanifold. But, since the functional is invariant by isometries, the conclusion is the same).
Proof of Theorem 2.2. The proof of this theorem follows the same lines of the proof of Theorem 2.1 (here G = SO(p+1)×SO(q +1)) and so we just point out the relevant modifications. In this case we have to study maps of the following type: (2.14)
where w and z denote the generic point of S p and S q respectively, α * is an arbitrarily fixed value in the interval (0, π/2) and R 1 , R 2 are arbitrary positive constants. First, by the same methods of Proposition 2.10, we conclude that (d
where c is a constant and η is a unit section in the normal bundle of S p (sin α * ) × S q (cos α * ) in S p+q+1 . Next, we find that d 2 η = 0 and so we obtain: ′ (α * ) = 0 is equivalent to:
In the case of maps as in (2.14) the induced pull-back metric identifies the domain with
. Therefore, in order to ensure that an ES − r-harmonic map of the type (2.14) is an isometric immersion, it is enough to determine the solutions of (2.16) with R
.16) becomes equivalent to the fact that t is a root of the polynomial
Then, imposing the condition of isometric immersion and since we are looking for proper solutions, we find (2.2) and the proof is ended.
Remark 2.12. We point out that Theorems 1.1 and 1.2 were not formulated clearly in [33] . More precisely, it was not made clear there that they referred to the E r (ϕ) functional rather than to E ES r (ϕ). Similarly, in our recent work [34] we proved the existence of several other Gequivariant examples of proper r-harmonic immersions and maps into rotation hypersurfaces and ellipsoids: again, it was not clearly stated that these examples were obtained by studying E r (ϕ) and not E ES r (ϕ). However, with the methods of the present paper, it is not difficult to verify that all the examples of [34] are not only r-harmonic, but also ES − r-harmonic. Therefore, we consider the present section of this work as a natural completion of [33] and [34] .
Remark 2.13. Theorem 2.2 suggests that the geometric features of proper ES −r-harmonic submanifolds differ significantly from the biharmonic case and may depend on r. By way of example, assume that p = q. Then the polynomial P (t) in (2.3) takes the following form:
Now, if 2 ≤ r ≤ 4, the only root is t = (1/2) and produces a minimal submanifold. But it is important to point out that, if r ≥ 5, then P (t) has two admissible solutions
which give rise to proper, r-harmonic (ES − r-harmonic) generalized Clifford tori in S 2p+1 . Moreover, let now p = q be fixed. It was proved in [33] , by studying the discriminant of P (t), 11 that there exist three distinct proper r-harmonic (ES − r-harmonic) generalized Clifford tori in S p+q+1 provided that r is sufficiently large (see [33] for details).
Remark 2.14. It is possible to study biharmonicity and ES − r-harmonicity also when we drop the assumption of isometric immersion. More precisely, let us consider a map ϕ α * as in (2.14): the analysis in the proof of Theorem 2.2 shows that the map ϕ α * is proper biharmonic if and only if α * = π/4 and p/R
. If r ≥ 3, the map ϕ α * is ES − r-harmonic if and only if equation (2.16) is satisfied. In particular, a routine analysis shows that, for any p, q, R 1 and R 2 such that p/R 2 1 = q/R 2 2 , there always exists a proper ES − r-harmonic map ϕ α * of type (2.14), but the explicit value of α * can be obtained only by using numerical methods.
Remark 2.15. Theorems 2.1 and 2.2 were known when r = 2 (see [6] and [18] ) and r = 3 (see [25] ). The proofs given in [6, 18, 25] do not use a variational approach as we did, but they are based on geometric constraints which the second fundamental form of a biharmonic, or triharmonic, immersion into S m must satisfy. In the spirit of the discussion in this remark, we think that it would be interesting to determine the geometric requirements that the second fundamental form of a proper ES − r-harmonic immersion must verify.
Remark 2.16. We point out that the use of the principle of symmetric criticality of Proposition 2.5 enables us to prove the existence of G-equivariant critical points even if we do not know the explicit general expression of the ES − r-tension field. For this reason, this seems to be a very convenient approach to the study of the Eells-Sampson functionals E ES r (ϕ). We shall encounter other instances of this type in Section 4.
2.1.
Curves. The notions of r-harmonicity and ES−r-harmonicity can also be defined when the domain is noncompact, considering compactly supported variations (for more details see Subsection 3.2). In the special case of curves, it is easy to check that ϕ :
) is r-harmonic if and only if it is ES − r-harmonic. Now, we assume that ϕ(t) is a geodesic and we reparametrise it using a diffeomorphism µ(s), where s denotes the arc length; i.e., we consider ψ(s) = (ϕ • µ)(s). Then ψ is proper ES-r-harmonic if and only if µ(s) is a polynomial of order r ′ , where 2 ≤ r ′ ≤ 2r − 1. Indeed, from [23] , we have:
The previous observation produces, in the case of noncompact 1-dimensional domains, proper ES − r-harmonic (r-harmonic) curves.
The Euler-Lagrange equations for E ES

(ϕ): the general case and maps into space forms
The main aim of this section is to compute the Euler-Lagrange equations for the EellsSampson functional E ES 4 (ϕ). First, we shall obtain the equations in the general case. Next, we shall illustrate some relevant simplifications which occur when the target is a space form. Finally, we will provide some geometric applications in two different contexts: isometric immersions and conformal deformations of the domain metric. We consider smooth maps between two Riemannian manifolds ϕ : (M m , g) → (N n , h), where M is compact and both metrics g, h are fixed. For simplicity, when the context is clear, we shall write ∇ for ∇ M . For a given arbitrary point p ∈ M, it is sometimes easier to consider a geodesic frame field {X i } around p and perform the calculations at the point p. We recall that, when r = 4, the Eells-Sampson functional is
In order to simplify the formal sum in E ES 4 (ϕ) we observe that
The curvature term here acquires the form
In the sequel, we shall omit to write the symbol when it is clear from the context. Therefore, we have
Remark 3.1. It was already noted in [26] , equation (2.8) , that the four energy of Eells and Sampson contains a curvature contribution.
In the following we will determine the Euler-Lagrange equation for E ES 4 (ϕ). To this end we set
. Let us consider a smooth variation of ϕ, that is we consider a smooth map
such that ϕ 0 (p) = ϕ(p) for any p ∈ M, and denote by V its variation vector field, i.e.,
ϕ t = V . The first variation of E 4 (ϕ) is already known in the literature (see [23] ) and it is given by
We then compute the first variational formula for E 4 (ϕ). For this, we first note that, for (t, p) arbitrary but fixed, we have
where, in the last term, τ (ϕ t ) p is to be understood as a sectionτ in Φ −1 T N. Of course, τ (t, p) = τ (ϕ t ) p is not equal to τ (Φ) (t,p) . With this setting, the first variation of
Now, a direct calculation in local coordinates, using
This fact, together with
and taking into account (3.2), gives the following formula
We are now in the right position to state the main result of this section:
) be a compact Riemannian manifold and (N n , h) a Riemannian manifold. Consider a smooth map ϕ : M → N. Then the following formula holds
where τ ES 4 (ϕ) is given by the following expression τ
and we have used the following abbreviations
Proof. The proof consists of a manipulation of the terms on the right hand side of (3.3).
First of all we rewrite the second addend as
Using that {X i } is a geodesic frame field around a point p we obtain, at p,
where Y = Ω 1 (X k ), V X k is a well-defined, global tangent vector field on M. Next, for the third addend on the right hand side of (3.3), we find
As for the last term on the right hand side of (3.3), we obtain
The term in (3.3) that involves the derivative of the curvature on the target is the most complicated one. In order to manipulate it we need the following symmetries of the derivative of the curvature tensor field:
where we use the notation
Using the second Bianchi-identity, we have
This leads us to
where we have applied (3.9) in the second step. Then, applying (3.8), we obtain
Finally, replacing (3.5), (3.6), (3.7), (3.10) into (3.3), we obtain
from which the proof follows immediately taking into account (3.1).
Remark 3.3. We point out that the Euler-Lagrange equation τ ES 4 (ϕ) = 0 is a semi-linear elliptic system of order 8. The leading terms are given by τ 4 (ϕ), whileτ 4 (ϕ) provides a differential operator of order 4.
3.1. The case of space form target. In the case that the target manifold (N n , h) is a real space form N n (ǫ) with constant curvature ǫ we can expect that the first variational formula of E 4 (ϕ) simplifies. Indeed, since the curvature is constant, (3.3) becomes:
In the following we will compute all the terms on the right hand side of (3.11). Recall that
and Y = Ω 1 (X k ), V X k is a well-defined, global vector field on M. Next, for our purposes, it turns out to be useful to define the following vector field:
where S is the stress-energy tensor field associated to ϕ. Clearly, we have
We can now state our main result in the context of maps into a space form:
Theorem 3.4. In the case that (N n , h) = N n (ǫ) the terms in the expression of τ ES 4 (ϕ) given by (3.4) simplify as follows:
,
Proof. By assumption N has constant sectional curvature and that implies ξ 1 = 0. By a direct calculation we find:
In addition, we obtain
where we used the expression for Z in the last step. 
For
Consequently, Y vanishes on the boundary of D. Finally, using the divergence theorem, we conclude that all the results which we have proved in the compact case also hold in the case of a noncompact domain. Now, we recall that
In particular, we observe that if R ϕ (X, Y )τ (ϕ) = 0 for any X, Y ∈ C(T M), then ϕ is an absolute minimum for E 4 (ϕ) and so, from (3.13), we recover that it is a critical point for E 4 (ϕ). By way of summary, we have proved that the following proposition is true for arbitrary M (compact or noncompact): Proof. Essentially, this corollary is a direct consequence of (2.13). Alternatively, we can prove it by using our vector field Z as follows:
is orthogonal to the image of the map, then Z = dφ(X k ), τ (ϕ) X k = 0 and consequently E 4 (ϕ) = 0.
3.3. Conformal deformations and ES − 4-harmonic metrics. In their paper [3] the authors introduced the notion of a biharmonic metric as follows. Let us consider the identity map Id : (M, g) → (M, g): they say that a conformally equivalent metricg = e 2γ g, where γ denotes a smooth function on M, is a biharmonic metric (with respect to g) if the identity map (3.14)Ĩd : (M,g) → (M, g) is biharmonic. There turns out to be an interesting connection between the construction of biharmonic metrics and isoparametric functions. In particular, Baird and Kamissoko proved that, if (M m , g) (m = 2) is an Einstein manifold andg = e 2γ g is biharmonic, then γ is an isoparametric function. Conversely, given an isoparametric function f on M, there exists a local reparametrization γ = γ(f ) which defines a biharmonic metric. In a similar spirit, the aim of this subsection is to introduce the notion of an ES − 4-harmonic metric and compute the relevant Euler-Lagrange equation using our general results for ES − 4-harmonic maps. More precisely, let us assume that the manifold (M, g) in (3.14) is a space form N(ǫ) of constant sectional curvature ǫ. We shall consider several different differential operators: the symbol˜over an operator indicates that it must be computed with respect to the metricsg in the domain and g in the codomain. If the˜is omitted, it means that we are considering an operator defined by means of g both in the domain and the target. Now, in order to describe our program, it is convenient to recall a few basic general facts (see [3] ). Let ϕ : (M m , g) → (N n , h) be a smooth map andg = e 2γ g a metric conformally equivalent to g. Then, settingφ : (M m ,g) → (N n , h), we have:
Moreover, for any V ∈ Γ(ϕ −1 T N), we have:
We observe that, in the special case of maps as in (3.14), the tension field, which we shall denote byτ , assumes the following simple expression:
Now, it is natural to give the following Definition 3.7. Let (M m , g), m = 2, be a Riemannian manifold. We say that a conformally equivalent metricg = e 2γ g is an ES − 4-harmonic metric (with respect to g) if the identity map (3.14) is ES − 4-harmonic.
As an application of Theorems 3.2 and 3.4, we obtain the following description of ES − 4-harmonic metrics on space forms: 
where |(·)| and (·), (·) are computed with respect to g.
Proof.
The proof amounts to the explicit computation of τ ES 4 (Ĩd) according to the general formulas obtained in Theorems 3.2 and 3.4. Since no new ideas are involved in this type of calculations, we limit ourselves to summarize the intermediate steps which can then be added up together to yield (3.18) and (3.19) . In particular, using the explicit form (2.13) of the sectional curvature tensor field we obtain:
As for the part which concernsτ 4 (Ĩd), we have:
and
Remark 3.9. Using (3.15) it is possible to expressτ 4 (Ĩd) in terms of γ. In particular, a straightforward computation shows that
Inspection of (3.20) suggests that the equationτ 4 (Ĩd) = 0 displays some common features with the condition for biharmonic metrics which was obtained and studied in [3] . In order to illustrate this claim in more detail, let us assume that γ = γ(ρ), where ρ denotes the distance from a fixed point p. Then a routine computation shows that, in the two significant cases, the equationτ 4 (Ĩd) = 0 takes the following form: Case ǫ = 1, m ≥ 3:
where 0 < ρ < π and the metricg admits a smooth extension through the poles if and only if the function γ is smooth on [0, π] and
where ρ > 0 and the metricg admits a smooth extension through the pole if and only if the function γ is smooth on [0, +∞) and
Now, as in [3] , let us assume that, in the case ǫ = 1, γ is a function of the isoparametric function cos ρ, i.e., set
where ξ(t) is a smooth function on the closed interval [−1, 1] (note that this implies that the boundary conditions (3.22) hold). Then equation (3.21) can be rewritten in terms of the function β(t) as follows:
where −1 < t < 1. We observe that (3.25) has the same analytical structure as equation (10) of [3] . In particular, away from the singular locus t = ±1, which corresponds to the two focal varieties of the isoparametric function cos ρ, the standard existence theorem for ordinary differential equations guarantees the existence of local solutions of (3.25). In general, these solutions may not be globally defined: by way of example, a numerical analysis carried out with the software Mathematica suggests that the solution of (3.25) with m = 8 and initial conditions β(0) = 0, β ′ (0) = 1 blows up at ±t * , where t * ≈ 0.44. Similar arguments apply to the case ǫ = −1: here (3.24) must be replaced by
where now ξ is a smooth function on [1, +∞) and, in terms of β, (3.23) becomes again (3.25), but with t > 1.
To end this subsection, we point out that the derivation of an expression of the type (3.20) for τ 4 (Ĩd) requires very long computations and so we omit details in this direction. We just remark that, again in the special case that we assume γ = γ(ρ), where ρ denotes the distance from a fixed point p, we find that the condition τ ES 4 (Ĩd) = 0 in (3.17) becomes an ordinary differential equation of order 7 for the function γ(ρ). In particular, this ordinary differential equation turns out to be of the form
for a suitable function F , not depending on γ, which is smooth away from ρ = 0 and the cut locus. Therefore, the standard local existence and uniqueness theorem for ordinary differential equations guarantees the local existence of ES − 4-harmonic metrics. We refer to Section 4 and, in particular, to Remark 4.9, for a more detailed discussion of problems of this type. 
Second variation.
Let us consider a smooth map ϕ : (M m , g) → (N n , h) and, for simplicity, assume that M is compact. We consider a two-parameters smooth variation of ϕ, that is a smooth map
such that ϕ 0,0 (p) = ϕ(p) for any p ∈ M. To a given two-parameters variation of ϕ we associate the corresponding variation vector fields, i.e., the sections V, W ∈ C(ϕ −1 T N) which are defined by
We will now compute
starting with
Then we find
Even if R ϕ (X, Y )τ (ϕ) = 0 for any X, Y ∈ C(T M), so that ϕ is a critical point of E 4 , the Hessian of E 4 can be different from zero. Indeed, in this case we have
and this term will not vanish in general. We can conclude that, if R ϕ (X, Y )τ (ϕ) = 0 and ϕ is a critical point for both E ES 4 and E 4 , then the stability of ϕ may depend on which of the two functionals we are actually considering. Since, in this case, ϕ is an absolute minimum point for E 4 , its index computed with respect to E ES 4 could be smaller than the one computed using E 4 . However, in the case of a one-dimensional domain, there is no difference. For this reason, in the final part of this article, we shall focus on the study of the second variation for curves. 
Rotationally symmetric maps and conformal diffeomorphisms
In this section we study the functionals E r (ϕ) and E ES r (ϕ) in the context of rotationally symmetric maps. The basic difference with respect to Section 2 is the fact that for this family of maps d 2 τ (ϕ) does not necessarily vanish, as we shall see in Proposition 4.6, where we shall obtain the relevant ordinary differential equation for ES − 4-harmonicity. We shall also compute the r-harmonicity equation for all r ≥ 2. Then we shall apply these results to the study of conformal diffeomorphisms. First, let us introduce a family of warped product manifolds which will be suitable for our purposes. We set
where I ⊂ R is an open interval and f (ρ) is a smooth function which is positive on I.
Remark 4.1. In some instances, it may be of interest to extend the analysis through the closure I of I. By way of example, if I = [0, +∞) and
then the manifold (4.1) becomes a model in the sense of Greene and Wu (see [15] ). In particular, if f (ρ) = ρ (respectively, f (ρ) = sinh ρ) it is isometric to the Euclidean space R m (respectively, the hyperbolic space H m ). In a similar spirit, if I = [0, π] and f (ρ) = sin ρ, then we have the Euclidean unit sphere S m . We point out that all the calculations and results of this section are valid on I. In particular, the study of regularity across the loci associated to ∂I (poles or boundary of M f ) needs a case by case analysis.
By way of summary, we shall refer to a manifold as in (4.1) as to a rotationally symmetric manifold and, to shorten notation, we shall write M f to denote it. We work with coordinates w j , ρ on M f , where w 1 , . . . , w m−1 is a set of local coordinates on S m−1 . A straightforward computation, based on the well-known formula
leads us to establish the following lemma: Now we are in the right position to start our process of computing the quantities and equations which are relevant to the study of our high order energy functionals in the context of maps between two rotationally symmetric manifolds as in (4.1). More specifically, our first goal is to derive the condition of r-harmonicity and ES − r-harmonicity for rotationally symmetric maps of the following type:
where α(ρ) is a smooth function on I with values in I ′ . To denote a rotationally symmetric map as in (4.2) we shall write ϕ α : M f → M h or, if the context is clear, simply ϕ α . Now we begin our work to determine the conditions under which ϕ α is r-harmonic (r ≥ 2). The biharmonicity of rotationally symmetric maps ϕ α : M f → M h was extensively studied in [27] . In particular (see [27] ), the tension field of ϕ α is given by:
and · denotes the derivative with respect to ρ. This is the starting point to proceed to the explicit computation of the r-energy functional for rotationally symmetric maps ϕ α . We begin with some lemmata whose proofs are based on the calculation of several covariant derivatives by means of Lemma 4.2. Let {∂/∂w 1 , . . . , ∂/∂w m−1 } be a local coordinate frame field on S m−1 and denote by dw 1 , . . . , dw m−1 the set of dual 1-forms. We observe that dϕ α (∂/∂w j ) = ∂/∂w j , so that with a slight abuse of notation we shall use ∂/∂w j both for the domain and the codomain of ϕ α . We shall write τ to denote τ (ϕ α ). Now, dτ , precisely as dϕ α , is a 1-form with values in the vector bundle ϕ
α T M h . Our first relevant lemma is:
where τ α (ρ) is the function given in (4.4) and again · denotes the derivative with respect to ρ.
Proof. The expression (4.5) for dτ is an immediate consequence of the following calculations of covariant derivatives for which we use the expression of the Christoffel symbols of M h as it is given in Lemma 4.2:
It follows easily from Lemma 4.3 that
and so we can conclude by writing:
Next, we obtain the relevant information concerning the 4-energy. More precisely, we compute (see [10] for calculations of this type):
Proof. We compute in local coordinates:
and we have to calculate
. From Lemma 4.3 we know that the only nonzero entries of dτ are
Using (4.8) and the expression of the Christoffel symbols given in Lemma 4.2 into (4.7) we compute and find
from which (4.6) follows immediately.
It follows readily from Lemma 4.4 that
Now we are in the right position to prove a result which summarises the present discussion:
Theorem 4.5. Set V = f m−1 and denote
where τ α (ρ) is the function introduced in (4.4) and again · indicates the derivative with respect to ρ. Then the r-energy of a rotationally symmetric map ϕ α :
where the explicit expression for the Lagrangians L r is:
Moreover, ϕ α is an r-harmonic map if and only if the function α satisfies the Euler-Lagrange equation
Proof. First, we observe that − d * dτ is of the form (4.3), i.e., a smooth function depending on ρ times ∂/∂α. Therefore, the computations performed in Lemmata 4.3 and 4.4 can be iterated and we can obtain a recursive expression for the r-energy of ϕ α for all r ≥ 2. That leads us to the definitions (4.10) and to the conclusion in (4.11)-(4.12). Now, since G = SO(m) acts naturally by isometries on both M f and M h , and the G-equivariant maps between M f and M h are of the type (4.2) (except in the case m = 2, where the family of SO(2)-equivariant maps also includes irrelevant isometries of S 1 ), we can apply the principle of symmetric criticality as in Proposition 2.5. It follows that ϕ α is r-harmonic if and only if it is a critical point with respect to equivariant variations, i.e., ϕ α is r-harmonic if and only if α is a critical point of the reduced r-energy functional
where E r (ϕ α ) is defined in (4.11). Now, by general principles in the theory of 1-dimensional calculus of variations, the function α must satisfy the Euler-Lagrange equation associated to L r , i.e., (4.13), which is an ordinary differential equation of order 2r (see also [28] ).
Now we begin the study of the Eells-Sampson functional E ES r (ϕ) in this context of rotationally symmetric maps. Our first result is:
where τ α is defined in (4.4) and the explicit expression of E 4 (ϕ α ) is given in (4.9).
Proof. According to (1.8), we just have to show that
To this purpose, it is enough to verify that (4.14)
We use local coordinate frames and compute by means of (2.12). Writing d 2 τ instead of d 2 τ (ϕ α ), we use the expression for the sectional curvature tensor of a warped product (see [36, Chapter 7, Proposition 42] ) and find:
Now (4.14) follows easily from (4.15).
As an application of Proposition 2.5, putting together the results of Proposition 4.6 and (4.9) we have:
where τ α (ρ) is the function introduced in (4.4) and again · denotes the derivative with respect to ρ. Then a rotationally symmetric map ϕ α : M f → M h as in (4.2) is ES − 4-harmonic if and only if it satisfies the Euler-Lagrange equation:
Remark 4.8. For equivariant maps as in (4.2), we describe τ ES 4 (ϕ α ) as a pair (τ 1 , τ 2 ), where
is an equivariant section, it follows that τ 1 = 0 and τ 2 (w, ρ) does not depend on w, i.e., the ES − 4-tension field can be written as a smooth function depending on ρ times ∂/∂α. Then, arguing as in [28] , we get
In the case that the target is a space form equation (4.16) can be verified using the results of Section 3. More precisely, since the interesting situation corresponds to the case that the target is not flat, we assume now that either h(α) = sin α or h(α) = sinh α. Then we set ε h = 1 if h(α) = sin α and ε h = −1 if h(α) = sinh α. Our aim here is to compute τ ES 4 (ϕ α ) as in (3.4), taking into account the simplifications obtained in Theorem 3.4 which apply to the case that the target is a space form. To this purpose, let W ∈ C (ϕ
where F (ρ) is any smooth function on I. Then a routine computation shows that
where the differential operator L ∆ is defined by:
Now, a long but straightforward computation shows that
where τ α is given in (4.4). Next, we compute the terms coming from the contribution of E ( ϕ α ). We find:
f 2 . Then we compute:
The next step is to derive the expression for d * Ω 1 . After a long computation we find:
Finally, adding up, as prescribed in (3.4) , the terms provided in (4.17), (4.18) and (4.19) , we can verify, after a long computation, that the expression for τ ES 4 (ϕ α ) so obtained coincides with the one given in (4.16). 
) .
The Euler-Lagrange equation for ES − 4-harmonicity is of the type
where the function F which provides the leading terms is the same in (4.20) and (4.21). The function H in (4.21) is of the form
We note, for future application in the study of the existence of constant solutions, that the function H vanishes when α(ρ) is a constant function. Also, H vanishes when h ′′ = 0. The standard existence and uniqueness theorem for ordinary differential equations applies to both (4.20), (4.21) and it guarantees the existence of local solutions. Moreover, in the case that h ′′ = 0, choosing appropriate initial conditions we deduce that locally there are solutions which provide ES − 4-harmonic maps which are not 4-harmonic, and conversely as well. To illustrate this point in more detail we assume that h ′′ = 0, so that the function H in (4.21) is not identically zero. Then we choose initial conditions
such that H(ρ 0 , α 0 , α 1 , . . . , α 4 ) = 0. Now, let us denote by α the unique solution of (4.20) which satisfies the initial conditions (4.22), and by α ES the unique solution of (4.21) which satisfies the initial conditions (4.22) . Then α gives rise to a map ϕ α which is 4-harmonic, but not ES − 4-harmonic. Similarly, α ES produces a map ϕ α ES which is ES − 4-harmonic, but not 4-harmonic.
4.1.
Solutions with α(ρ) equal to a constant. A rather natural question is to investigate the existence of constant solutions α(ρ) = α * . The most interesting case occurs when we study maps from the punctured Euclidean unit ball to the Euclidean sphere. More precisely, let us consider:
where α * ∈ (0, π/2) is a constant. We observe that the maps (4.23) are of the type (4.2) with f (ρ) = ρ, h(α) = sin α and α(ρ) = α * . It is easy to show, using Proposition 3.5 and Now, setting x = cos(2α * ), this equation becomes
The roots of the polynomial P m (x) are
Now, a straightforward analysis shows that there exists a (unique) root x ∈ (−1, 1) of P m (x) if and only if m = 8, 9. The corresponding solutions are m = 8 :
Remark 4.11. In the case that m = 9, the solution obtained in Theorem 4.10 belongs to the Sobolev space W 4,2 (B m , S m ) and it provides an example of a weak critical point ϕ α * : B m → S m for both the ES − 4-energy and the 4-energy. Since in this paper we focus on smooth critical points, we do not provide further details in this direction.
Conformal diffeomorphisms.
Proper biharmonic conformal diffeomorphisms of 4-dimensional Riemannian manifolds play an interesting role in the study of the bienergy functional. A basic example (see [2] ) is the inverse stereographic projection ϕ : R 4 → S 4 \{South Pole}. We proved in [27] that its restriction to the open unit ball B 4 is strictly stable with respect to compactly supported equivariant variations. Here we investigate the existence of conformal solutions ϕ α : M f → M h . Note that a rotationally symmetric map ϕ α is conformal if and only ifα
The Euler-Lagrange equations given in Theorem 4.5 and Proposition 4.6 are very long and difficult to deal with, but a computer aided, case by case verification allowed us to check the validity of the following non-existence result:
Proposition 4.12. Assume that the models M f and M h are chosen among R m , H m and S m \{South Pole} (m ≥ 2). Let ϕ α : M f → M h be a rotationally symmetric conformal diffeomorphism. Then ϕ α is neither proper r-harmonic nor proper ES−r-harmonic, r = 3, 4.
Remark 4.13. The dimension m = 2 is special for harmonic maps since conformal diffeomorphisms of surfaces are always harmonic. In the case that m = 4, we know that the inverse of the stereographic projection is a proper biharmonic conformal diffeomorphism. Therefore, it was reasonable to expect that some conformal diffemorphism between space forms could provide an example of a 3-harmonic map when m = 6, or of a 4-harmonic (ES −4-harmonic) map when m = 8, but Proposition 4.12 shows that this is not the case.
Next, we show that things drastically change and existence may occur if we consider maps into a cylinder, i.e., if h(α) ≡ 1. More precisely, using polar coordinates on R m \ {O}, m ≥ 4, let
where α(ρ) is a smooth function on (0, +∞). In the case that α(ρ) = log ρ the map ϕ α in (4.24) is a conformal diffeomorphism. Moreover, when m = 4 it was observed in [2] that ϕ α is proper biharmonic and the study of its equivariant stability was carried out in [29] . Now, our aim is to investigate maps as in (4.24) in the context of our higher order energy functionals. Our main result is the following:
Theorem 4.14. Let ϕ α : R m \ {O} → S m−1 × R be the conformal diffeomorphism defined as in (4.24) with α(ρ) = log ρ. Then ϕ α is both proper ES − r-harmonic and r-harmonic provided that m = 2k and r ≥ k ≥ 2 . By contrast, if m ≥ 3 is odd and r ≥ 2, then ϕ α is neither ES − r-harmonic nor r-harmonic.
Proof. First, we observe that the family (4.24) is made of rotationally symmetric maps of the type (4.2), with f (ρ) = ρ and h(α) ≡ 1. Moreover, if α(ρ) = log ρ, then ϕ α is a conformal diffeomorphism with conformality factor equal to 1/ρ. Next, it is not difficult to check that, for any α,
is of the form F (ρ)∂/∂α, where F (ρ) denotes a smooth function of ρ. Now, computing as in (4.14) , it is easy to deduce that
Then it follows easily that, for rotationally symmetric maps ϕ α :
Moreover, the principle of symmetric criticality stated in Proposition 2.5 applies and so, within this family, r-harmonicity and ES − rharmonicity are equivalent. Now, in this case
For convenience, to end the proof we carry out two separate steps:
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Step 1: The explicit form of the Euler-Lagrange equations for r-harmonicity (r ≥ 1) is:
where ∆ is the Laplace operator which acts on radial functions as follows:
Proof of Step 1: We apply the explicit expression of the r-tension field given by Maeta in [23, Theorem 2.5 and Theorem 2.6]. More precisely, since all the involved curvature terms of S m−1 × R vanish, it is easy to obtain
where the second equality is true because here h(α) is a constant function.
Step 2: We show that, if α(ρ) = log ρ, then
Proof of
Step 2: First, we find that, if α(ρ) = log ρ, then T 2 (ρ) = m − 2 ρ 2 and so (4.27) is true for r = 1. Then the proof of this step can be completed by induction using (4.26) . Finally, we observe that the conclusion of the proof of Theorem 4.14 is an immediate consequence of (4.27) together with (4.25).
Remark 4.15. We say that a map is (p)-harmonic if it is a critical point of
We refer to [9, 16] for existence and regularity results for (p)-harmonic maps. The notion of biharmonic morphism was introduced in [22] . These maps, which are defined as those which preserve germs of biharmonic functions, were characterized as smooth maps ϕ : (M m , g) → (N n , h) which are horizontally weakly conformal, biharmonic, (4)-harmonic and satisfy the following equation:
where λ is the dilation, S ∈ C (⊙ 2 ϕ −1 T N) is the symmetrization of the g-trace of dϕ ⊗ ∇ ϕ τ (ϕ) and dϕ, τ (ϕ) (X) = dϕ(X), τ (ϕ) (note that our sign convention for ∆ on functions is different from the one in [22] ). Now, when m = 4, the map ϕ α of Theorem 4.14 is horizontally weakly conformal, biharmonic and (4)-harmonic, but it does not verify (4.28) and so it is not a biharmonic morphism. For rotationally symmetric maps as in (4.24) the equation for r-harmonicity is (4.25). Therefore, if we drop the requirement that ϕ α be a conformal map, by a routine analysis of this linear ODE we can determine other explicit solutions. In particular, we find that ϕ α is proper r-harmonic (and ES − r-harmonic) in the following cases (note that, since the r-harmonicity equation is linear, linear combinations of solutions provide further solutions; also, adding a harmonic function to a proper r-harmonic one yields another proper r-harmonic function, r ≥ 2):
We can observe that, since the operator ∆ in (4.25) is the standard Laplacian of R m in polar coordinates, the Almansi property applies (see [1] , and [32] for recent developments). In particular, a proper r-harmonic solution multiplied by ρ 2 becomes a proper (r + 1)-harmonic example. This observation, together with the result of Theorem 4.14, leads us to conclude, as in (4.29) , that the function α(ρ) = ρ 2 log ρ gives rise to proper r-harmonic maps if m = 2k and r ≥ k + 1 ≥ 2.
Condition (C).
To our knowledge, no previous work in the literature clarifies and proves in which contexts the Condition (C) of Palais-Smale holds for the ES − r-energy (r-energy) functionals. A general belief (see [12, 14, 19] ) is that, if 2r > dim M and the curvature of the target is non-positive, then the ES − r-energy (r-energy) functionals may satisfy Condition (C). But, for each of these functionals, a further difficulty in the search of proper critical points is the fact that the minimum point in a given homotopy class can very well be reached by a harmonic map. By contrast, when the target has positive curvature, there is little hope that these higher order energy functionals satisfy Condition (C). We illustrate this by means of the following result which displays a homotopy class where the ES − 4-energy functional does not reach the infimum. 
(ii) The functional E ES 4 (ϕ) does not admit a minimum in the homotopy class of maps ϕ : T 2 → S 2 of degree one.
Proof. (i) Let ξ : R → R be a smooth function such that
, so ξ is strictly increasing on [1, 2] . Let a > 1 and define the following function α a : R → R:
α a (ρ) = 2 arctan(aρ) + ξ(ρ)(π − 2 arctan(aρ)) .
We observe that α a (ρ) is a smooth function and its derivative is We consider the 2-dimensional flat torus T 2 modelled, with the usual identifications, by
and define the map ϕ a : T 2 → S 2 as follows:
(1) ϕ a (0) = N, where N = (0, 0, 1) is the North pole; (2) ϕ a T 2 \B 2 (2) = S, the South pole, where
(3) in the polar coordinates (ϑ, ρ) on R 2 \{0} and the spherical coordinates (ϑ, α) on S 2 \{N, S}, the map ϕ a is given by
The map ϕ a is well defined and smooth since the general regularity conditions
are satisfied. We also note that all the maps ϕ a have degree 1. Therefore, it is enough to show that
Now, in order to compute E ES 4 (ϕ a ), we use Proposition 4.7 with m = 2, f (ρ) = ρ and h(α) = sin α. We find ρ, α(ρ),α(ρ), . . . , α (4) (ρ) = L in (4.34) is the following (we write it in an expanded form because this simplifies the remaining part of the analysis):
Direct inspection of the various terms in L, using the Hölder inequality together with 1 ≤ ρ ≤ 2, leads us to conclude that, in order to prove (4.33) , it suffices to show that
To prove (a) we use the definition (4.31) of α a (ρ), the fact that α a (ρ) is strictly increasing on [1, 2] and α a (1) > π/2. Then we deduce the following uniform estimate on [1, 2] :
from which (a) follows immediately. As for (b), we start with the case of the first derivative (i = 1). Let us denote
Inspection of (4.32) leads us to the following uniform estimate on [1, 2] :
and so the case (b), i = 1, is proved. The cases i = 2, 3, 4 are similar and, just to give an idea of the required analysis, we supply the details for the most difficult case, i.e., i = 4. Indeed, a computation shows that
From this it is very easy to deduce for |α [19] ) in the case of the bienergy. Our proof is an extension of his method. We point out that the same conclusion holds for E 3 (ϕ) and E 4 (ϕ) as well, and the proof in these cases is the same. Actually, it is not difficult to extend this result to the cases that r ≥ 5, but we omit the details in this direction because no new idea is involved.
Second variation
In this section we turn our attention to the study of the second variation. Very little is known in this context and, for the reasons explained in Subsection 2.1, we shall focus on the case that dim M = 1, so that the E ES r (ϕ) = E r (ϕ) and we can use the general theory developed by Maeta and Wang ([24, 43] ). Our goal is to compute index and nullity of some significant examples. Now, we prepare the ground to state our main results. To this purpose, first we explain some basic facts about the operator I r (V ) and the definition of index and nullity. More specifically, let ϕ : M → N be an r-harmonic map between two Riemannian manifolds (M, g) and (N, h). We consider a two-parameters smooth variation {ϕ t,s } (−ε < t, s < ε, ϕ 0,0 = ϕ) and denote by V, W their associated vector fields:
Note that V and W are sections of ϕ −1 T N. The Hessian of the energy functional E r at its critical point ϕ is defined by ( 
5.1)
H(E r ) ϕ (V, W ) = ∂ 2 ∂t∂s E r (ϕ t,s ) (t,s)=(0,0)
.
The following theorem was obtained by Jiang [18] for r = 2 (see also [37] ), Wang [43] for r = 3 and Maeta [24] for r ≥ 4.
Theorem 5.1. Let ϕ : M → N be an r-harmonic map between two Riemannian manifolds (M, g) and (N, h). Then the Hessian of the energy functional E r at a critical point ϕ is given by The general expression for I r (V ) involves iterated applications of the classical Jacobi operator and it is very long and complicated: it can be found in the work of Maeta [24] . Our approach shall be based on a direct computation using general two-parameters variations {ϕ t,s } and the definition (5.1). Here it is important to recall from the general theory that, when M is compact, the spectrum λ 1 < λ 2 < . . . < λ i < . . .
of the operator I r (V ) is discrete and tends to +∞ as i tends to +∞. We denote by V i the eigenspace associated to the eigenvalue λ i . Then we define Index(ϕ) =
The nullity of ϕ is defined as Nullity(ϕ) = dim V ∈ C ϕ −1 T N : I r (V ) = 0 .
In the case that r = 2, Index and Nullity of certain proper biharmonic maps have been computed (see references [20, 21, 29] , for instance). By contrast, when r ≥ 3 very little is known about the index and the nullity of the r-harmonic maps which can be found in the literature. Now we are in the right position to describe the examples that we shall investigate in our context of second variation: each case contains a short description of the r-harmonic maps under consideration and the corresponding result concerning their index and nullity.
Example 5.2. Let r ≥ 2 and consider a map ϕ r,k : S 1 → S 2 ֒→ R 3 defined by (5.3) γ → (sin(α * ) cos(kγ), sin(α * ) sin(kγ), cos(α * )) , 0 ≤ γ ≤ 2π , where α * = arcsin (1/ √ r) and k ∈ N * is a fixed positive integer. We know (see [25, 33] ) that ϕ r,k is a proper r-harmonic map. Both the notions of r-harmonicity and that of index and nullity of an r-harmonic map are invariant under homothetic changes of the metric of either the domain or the codomain. Therefore, in this example, we have assumed for simplicity that the domain is the unit circle. In particular, the radius of the domain which would ensure the condition of isometric immersion for k = 1 is R = 1/ √ r, but any choice of R would not affect the conclusions of our next result: The proof of this theorem is a case by case analysis for r = 2, 3, 4 and it shall be carried out in Subsection 5.1.
Remark 5.4. Theorem 5.3 was known in the case that r = 2: it was proved for k = 1 in [20] , where the index and the nullity of i : S m (1/ √ 2) ֒→ S m was computed. The case r = 2, k = 1 was proved in [29] . In this work we shall give a different proof which is based on a direct method which is useful to prepare the ground for the study of the cases r ≥ 3.
Conjecture: we conjecture that the conclusion of Theorem 5.3 is true for all r ≥ 2. This belief shall be substantiated and discussed in more detail in Remark 5.11.
Example 5.5. In the context of rotation surfaces, we know the following existence result (see [34] ). Let S par ⊂ R 3 be the paraboloid of revolution defined by
Let r ≥ 3 and consider the map ϕ r : S 1 → S par ֒→ R 3 defined by (5.5) γ → α * sin γ, α * cos γ, (α * ) 2 , 0 ≤ γ ≤ 2π ,
Then ϕ r is a proper r-harmonic map. These maps are interesting because we know that S par does not admit neither closed geodesics nor proper biharmonic curves (see [31] ). Here we prove the following result:
Theorem 5.6. Assume that r = 3 or r = 4. Let ϕ r : S 1 → S par be the r-harmonic map defined in (5.5). Then Nullity(ϕ r ) = 1 Index(ϕ r ) = 1 .
5.1.
Proof of the results on the second variation. In this subsection we shall prove Theorem 5.3 and Theorem 5.6. We shall follow an approach which could prove useful in other related examples. It is based on the direct computation of (5.1) using a general twoparameters variation. In particular, our method does not require the use of the general expression for the operator I 2 and its complicated generalizations to the case r ≥ 3. As a preliminary step, since it shall be necessary to carry out covariant derivatives in local coordinates, we report here a calculation of Christoffel symbols which we shall use in several circumstances.
Lemma 5.7. Let (N, g) = (S 1 × (a, b), f 2 (α)dw 2 + h 2 (α)dα 2 ). Then, if we consider w and α as the coordinate number 1 and 2 respectively, the Christoffel symbols of (N, g) are: In order to prove Theorem 5.3 we have to separate three cases: r = 2, 3 and 4.
5.2. Proof of Theorem 5.3, Case r = 2. To simplify notation, in this case we shall write ϕ k instead of ϕ 2,k . We describe the 2-sphere S 2 by means of polar coordinates:
We consider a general map ϕ : S 1 → S 2 and write it as A general two-parameters variation ϕ t,s of ϕ k can be written as follows:
(5.13) γ → (kγ + tV 1 (γ) + sW 1 (γ), α * + tV 2 (γ) + sW 2 (γ)) , where α * = arcsin(1/ √ r) and V j , W j ∈ C ∞ (S 1 ) , j = 1, 2 (in this first case, r = 2 and so α * = π/4). We point out that ϕ 0,0 = ϕ k and
We know from (5.1) and (5.2) that (5.14) ∂ Now we have to insert the explicit expression (5.13) into (5.12) and compute the left side of (5.14). We obtain 
