We consider cosmological properties of modified gravity with nonlocal term 
Introduction
Modern theory of gravity is general theory of relativity (GR), which was founded by Einstein one hundred years ago and has been successfully confirmed for the Solar System. It is given by the Einstein equations of motion for gravitational field g µν : R µν − 1 2 Rg µν = 8πGT µν ,which can be derived from the Einstein- Despite all its successes, GR is not a final theory of gravity. There are many its modifications, which are motivated by quantum gravity, string theory, astrophysics and cosmology (for a review, see [1] ). One of very promising directions 10 of research is nonlocal modified gravity and its applications to cosmology (as a review, see [2] and [3] ). To solve cosmological Big Bang singularity, nonlocal gravity with replacement R → R + CRF ( )R in the Einstein-Hilbert action was proposed in [4] . This nonlocal model is further elaborated is the series of papers [5, 6, 7, 8, 9, 10] .
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In this paper we consider the action
where R is scalar curvature, F ( ) = ∞ n=0 f n n is an analytic function of the d'Alembert-Beltrami operator =
M is a characteristic scale and p and q are natural numbers. For simplicity we take M = 1. At the end of this paper we briefly discuss the limit when M → +∞. In the paper [11] action (1) was introduced and constant scalar curvature cosmological 20 solutions were obtained. Also, perturbations around de Sitter background were discussed in [12] .
Equations of motion
Variation of the action (1) with respect to metric yields the equations of motion in the form
where
Detailed derivation of the above equations can be found in [11] .
In this paper Friedmann-Lemaître-Robertson-Walker (FLRW) metric
The signature of a metric is (1, 3) and the sign of a curvature tensor is chosen such that
where H =ȧ a is the Hubble parameter.
Lemma 2.1. If the metric is chosen to be FLRW, then the system (2) has two linearly independent equations.
Proof. Note, that for the functions that only depend on time we have K µν = 0 when µ = ν. Also Ω pq µν = 0 for µ = ν.It means that system (2) has four nontrivial equations. Equations with indices µν equal to 11, 22 and 33 can be rewritten as
These equations are clearly proportional to each other and thus we have altogether two independent equations. The most convenient choice is to use trace and 00 equations, which are respectively
At first, we investigate how does equations (2) change when parameters p and q replace their places in the action (1) . To this end, the following lemma holds.
Lemma 2.2. If we consider actions S pq , given in (1), and S qp . The corresponding equations of motion are equivalent.
Proof. Equations of motion, given by equation (2), for actions S pq and S qp read
Since W pq and W qp coincide, subtraction of the last two equation yields
The terms obtained for l = 0 on the right hand side of the last equation exactly match the left hand side, thus we are left with
This equation can be proved by changing the summation index l → n − l in one
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of the terms, which completes the proof. It is worth noting that we assume that total derivatives terms arising from the partial integration vanish.
The scale factor
In this paper we consider the scale factor in the form
This form of scale factor has been introduced, as a solution of the p = q = 1 case in the paper [7] . As a solution of R 2 gravity the scale factor (14) has been 40 introduced in [13] and further studied in papers [14, 15] . The correspondence between the R 2 gravity model and nonlocal model for p = q = 1 has been discussed in [16] . The present paper generalizes this result to various values of parameters p and q in action S pq . It is worth noting that γ = 0 gives the Minkowski spacetime, and it is a solution of equations of motion (2) for Λ = 0.
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The following analysis does not depend on the sign of γ and gives expanding (γ < 0) and contracting (γ > 0) models.
The Hubble parameter and scalar curvature are linear and quadratic functions in cosmic time t, respectively
By direct calculation one can show that for any natural number p, R p is a linear combination of R p , R p−1 and R p−2 , i.e.
Lemma 3.1. For fixed value of parameter γ, an therefore fixed values of Hubble parameter H and scalar curvature R, consider the space P p (R) of all polynomials of degree at most p in R and its
Operator is a linear operator on P p (R). The matrix of the operator in the
it is clear that is a linear operator. It remains to prove that R s ∈ P p (R) for all 0 ≤ s ≤ p. For s = 0, we have
3 which is 50 a linear polynomial in R and therefore an element of P p (R). For 2 ≤ s ≤ p equation (16) gives us that R s is a polynomial of degree s in R and hence element of P p (R). Again, from equation (16) we obtain that the matrix M p has the form given in lemma.
As a consequence of the lemma 3.1 n R p is expressible as a polynomial in R of degree p. Let F p be the matrix of the operator F ( ),
4. The general case Lemma 2.2 allow us to assume that p ≥ q in the following sections. Also, it is worth noting that W pq is a polynomial of degree p + q − 1 in R, as well as
and ′ denotes derivation wrt R. The Ω pq and Ω pq 00 terms are also polynomials in R with degrees p + q − 1 and p + q respectively
Hence, equations (7) and (8) are polynomial type in R and their degree is p + q. Let us look at the highest order coefficient. If p = q we obtain the following two equations
These equations are linearly dependent for any values of parameters p = q.
In the other case p = q the previous system becomes
We conclude that, this case also yields linearly dependent equations.
Particular cases
At the beginning we discuss the simplest case p = q = 1. The solution of the 60 form a(t) = C exp(Λt 2 ) was already obtained by Koshelev and Vernov in [7] .
Theorem 5.1. If the scale factor has the form a(t) = Ce Proof. Trace and 00 equations are written as
At first, note that T 0 + 4Z 0 = 4γZ 1 , T 1 + 4Z 1 = 8γZ 2 , T 2 + 4Z 2 = 0 and hence equations (31) and (32) are equivalent. Therefore it is sufficient only to look at the trace. On the other hand from equation (15) we see that R is a quadratic function in time and hence equation (31) is satisfied for all values of time t iff T 0 = T 1 = T 2 = 0. yields the linear system in f 0 , F (γ) and F ′ (γ). It is consistent only for γ = −12Λ and the solution is
As a consequence of lemma 3.1 we can write
where e p are the coordinates of R p in basis v p and D p be a matrix such that ∂v p ∂R = D p v p and p ∈ N. Therefore the system (7), (8) can be written as
Theorem 5.2. Let
then T + 4Z = 4γZ ′ . The equations (36) and (37) are equivalent.
Proof. To prove the first part of the theorem, direct calculations give
After some simplifications we are left with the following equation
Instead of expressing n R p in basis v p , and n R q in basis v q it is more convenient to express all the terms in basis v p+q . Therefore let ε p and ε q be a coordinates of R p and R q respectively in basis v p+q . Then the above equation
It is sufficient to prove
Now, move the last term in q n to the left side and after some index relabeling one obtains
Let us introduce matrix function α by :
Then the previous equation becomes
Finally, the last equation is equivalent to
(52)
Recall equation (21), which states
Apply this equation to all elements of basis v p+q and get
Multiplying by M l p+q from the left and ε q M n−1−l p+q from the right and summing over l from 0 to n − 1 we get
At the end, multiplying by ε p from the left and D p+q v p+q from the right completes the proof of the first part of the theorem.
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As we have seen previously, T and Z are polynomials in R of degree p + q.
Let their coefficients be T j and Z j (0 ≤ j ≤ p + q) respectively. What we have proved so far implies 
Proof. One can see that, for each of the values p and q listed in the theorem, all of the coefficients T j are linear combinations of the following p+q +1 "variables"
Hence trace equation (7) and In particular, for p = 2 and q = 1 the coefficients T j are given by:
The system that remains to be solved is
The solution of this system is given in the theorem. The other cases are proved in the similar way.
Limit M → +∞
Let the characteristic scale M grow to infinity, the function F M 2 → f 0 and hemce the EOM (7), (8) there is no solution. The case (p, q) = (1, 1) provides the following equations
The solution of this system is f 0 = κ 6γ if the cosmological constant Λ is such
Taking the further assumption f 0 = 0 restores the General Relativity and we see that scale factor (14) is not a solution.
Conclusion
In this paper we have presented cosmological bounce solution of the form
In order to have a solution analytic function F and its derivative F ′ have to satisfy conditions of the form
for some constants x k and y l . It is worth noting that in all cases except p = q = 1 the set of constants x k and y l is unique(for fixed values of γ and Λ). Moreover, 100 the case p = q = 1 requires that constant γ has special value (γ = −12Λ)
which means that cosmological constant is required in order to have nontrivial solution. In the other cases there is no such restriction.
In the present paper we considered the model for particular values of the parameters p and q. There is a possibility to extend some of these results to .
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