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Abstract
This paper develops an inferential theory for state-varying factor models of large
dimensions. Unlike constant factor models, loadings are general functions of some re-
current state process. We develop an estimator for the latent factors and state-varying
loadings under a large cross-section and time dimension. Our estimator combines
nonparametric methods with principal component analysis. We derive the rate of
convergence and limiting normal distribution for the factors, loadings and common
components. In addition, we develop a statistical test for a change in the factor struc-
ture in different states. We apply the estimator to U.S. Treasury yields and S&P500
stock returns. The systematic factor structure in treasury yields differs in times of
booms and recessions as well as in periods of high market volatility. State-varying
factors based on the VIX capture significantly more variation and pricing information
in individual stocks than constant factor models.
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1 Introduction
Factor models provide an appealing way to summarize information from large data sets.
In factor models, a small number of latent common factors explains a large portion of the
co-movements. They have been successfully used in finance, e.g. Ross (1976), Chamberlain
and Rothschild (1983) and Ludvigson and Ng (2009), and in macro-economics, e.g. Stock
and Watson (2002) and Jurado et al. (2015). Large dimensional factor models typically
assume that the underlying factor structure does not change over time, i.e. the factor
loadings capturing the exposure to factors are assumed to be constant over time, e.g. Bai
and Ng (2002), Bai (2003) and Fan, Liao and Mincheva (2013). However, since financial
and macroeconomic data sets often span a long time period, it can be overly restrictive
to assume a constant-loading exposure to factors. Over a long time horizon, domestic and
foreign policies change, business cycles occur, technology progresses and agents’ preferences
switch (Stock and Watson, 2009). Ignoring these changes can lead to a misspecified model
with false inference and prediction (Breitung and Eickmeier, 2011).
This paper presents an inferential theory for state-varying factor models of large dimen-
sions. Unlike constant-loading factor models, the loadings are general functions of some
recurrent state process. We develop an estimator for the latent factors and state-varying
loadings under a large cross-section and a large time dimension. Our estimator combines
nonparametric methods with principal component analysis (PCA). We derive the rate of
convergence and asymptotic normal distribution for the estimated factors, loadings and
common components. We also develop a statistical test for the change of the factor loadings
in different states.
The problem of structural changes in factor loadings has received a great deal of attention
in recent years. Most related work either focuses on detecting and modeling a small number
of large breaks, e.g., Andrews (1993), Chen et al. (2014), Breitung and Eickmeier (2011),
Cheng et al. (2016)1, or assumes slow changes in the loadings, e.g., Su and Wang (2017). In
contrast, our approach allows the loadings to change many times rapidly. Modeling a one-
time large structural break may be inappropriate if changes happen smoothly, for example
policy changes or business cycles can lead to gradual changes. Moreover, the large structural
break models are limited to a small number of changes. Re-occurring events, for example,
changes in the business cycle and economic conditions, can lead to a large number of changes
1Breitung and Eickmeier (2011) develop three test statistics for structural breaks. Chen et al. (2014)
study the detection of large breaks in loadings through a two-stage procedure. Han and Inoue (2015) test
for structural breaks by studying the stability in second moments. Yamamoto and Tanaka (2015) generalize
Breitung and Eickmeier (2011)’s test. Cheng et al. (2016) propose a test where both the factor loadings and
number of factors change simultaneously.
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in the factor structure which cannot be captured by these models. The alternative approach
is to model changes smoothly with a local estimator. Su and Wang (2017) and Eichler et al.
(2011) use a local kernel estimator in the time dimension to study gradual changes. This
approach excludes sudden large changes and exploits only the data in a local neighborhood
of a particular time observation. Pelger (2019a) and Aït-Sahalia and Xiu (2017a, 2017b)
allow for a large number of changes using high-frequency data. The idea is similar to the
local PCA estimators, but the high-frequency data provides sufficient information to detect
more rapid changes. However, appropriate high-frequency data is only available for a limited
number of applications, e.g. high-frequency trading data for U.S. equity in the recent past.
Neither the large structural break models nor the gradual change models provide a direct
economic link of the change to underlying economic variables.
Our approach allows the loadings to change many times rapidly, but also covers the cases
of a small number of large changes or many gradual changes. The loadings in our model are
time-varying because the state process changes over time. The dynamics of the state process
and the functional form of loadings as a function of the state process jointly determine the
dynamics of loadings over time. We allow for very general dynamics of the state process that
include smooth processes but also discontinuous processes. Hence the loadings can change
slowly and smoothly as well as abruptly. We consider a very general functional form for the
loading function. Hence, the loadings can vary more for particular state outcomes or even
be constant for other outcomes of the state process.
Our method can estimate the functional relationship between a time-varying state process
and structural changes in the loadings, which adds additional economic interpretability to
the model. We do not require a parametric form for the loadings as a function of the state
process, which is potentially misspecified, but allow for a general functional relationship.
Our approach allows us to study questions such as how a macro-economic factor structure
depends on the business cycle, while other approaches are more limited to study these types
of questions: First, the magnitude of the changes might be too smooth to be captured as a
structural break. Second, there might be not sufficient local observations, that are required
in the local smoothing framework, which ignores the information that is contained in similar
states of the business cycle. However, our estimator requires us to choose an observable state
variable that is correlated with the causes of the changes in the loadings. We will show that
our results are still valid if we use a noisy approximation of the source of change. In this
sense our model is robust to misspecification.2
2We view our model as an extension of the constant loading model and want to test if a constant loading
model is appropriate. In practice we might not know which state process attributes to changes in the loadings.
However, based on economic insights we can select the potential relevant state processes and estimate the
conditional factor model. We can then apply our generalized correlation test to learn if the loadings depend
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Our approach combines kernel methods with PCA. The underlying idea is to estimate a
large-dimensional covariance matrix conditioned on a recurrent state process and to analyze
its spectral decomposition. For this purpose, a kernel projection of a particular state value
is applied in the time dimension to the original data.3 PCA is then applied to the projected
data. The inferential theory depends in a complex way on the kernel approximation and
the number of cross-sectional and time-series observations.4 The theoretical framework for
the factor estimation is closely related to Bai (2003)’s and Su and Wang (2017)’s inferential
theory of the PCA estimator. While Bai (2003) applies PCA to the unconditional covariance
matrix, Su and Wang (2017) use the spot covariance matrix conditioned on a particular
point in time. Our approach conditions on a particular realization of the state process.
Conditioning on a state with a kernel projection significantly complicates the analysis as it
leads to additional bias terms and a complex interplay between the number of time and cross-
sectional observations and the kernel bandwidth. We characterize the general conditions
that are sufficient for asymptotic consistency and a conditional normal distribution of the
loadings, factors and common components under the assumptions of an approximate factor
model, that has a similar level of generality as Bai (2003)’s framework.
We develop a novel test for changes in the loadings. Our test statistic allows us to
answer the important question in which states loadings are different. The challenge comes
from the fact that factor models can only be identified up to invertible linear transformations
and hence we cannot directly compare the loadings estimated for different states with each
other. Our test statistic is based on a generalized correlation statistic, which measures
how close the two vector spaces spanned by loadings in two states are.5 Testing the null
hypothesis of the same loadings in two different state realizations turns out to be a “corner
case” similar to unit root test statistics with a super-consistent convergence rate. The test
statistic is non-standard and requires a novel bias correction, which we provide. We believe
on the particular state process. If we find that the loadings are different for different outcomes of the state
process, we can infer that the variation of the state process is correlated with the causes of changes in the
structure. Our estimator for the loadings for different state outcomes can give us an economic insight about
the qualitative change in the structure even if we might not include all relevant state variables. In addition,
we show that our estimator is to some degree robust to omitting other potential state-variables.
3Fan, Liao and Wang (2016) model loadings as non-linear functions of time-varying features of the cross-
sectional units. Their estimation approach applies PCA to the data matrix that is projected in the cross-
section on the subject-specific covariates. We also also apply PCA to a projected data matrix, but our
projection is applied in the time dimension.
4In this paper, we consider a scalar state process and leave the extension to multivariate state processes
to future research. We expect multivariate state processes to lead to lower convergence rates due to the
“curse of dimensionality” inherent in higher-dimensional kernel projections. An additional challenge is that
many multi-variate state processes do not have the recurrence property.
5Generalized correlations or canonical correlations have been studied in Anderson (1958), Yuan and
Bentler (2000), Bai and Ng (2006b), Pelger (2019a) and Andreou et al. (2017)
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that the novel technique that we develop for our test statistic can also be easily adopted to
the gradual change or high-frequency PCA models and will encourage further developments.
Our test differs from the existing tests, such as those of Breitung and Eickmeier (2011),
Chen et al. (2014), Han and Inoue (2015) and Yamamoto and Tanaka (2015), which check
the stability of the moments of factor loadings or common factors, but do not take invertible
transformations into account. Our test takes a “micro” view to compare loadings in any two
states, while Su and Wang (2017) takes a “global” view to test whether loadings change in
the whole time dimension.
Our framework generalizes the conventional constant loading factor models and allows
for a more parsimonious representation of the data. Under certain assumptions a factor
model with state-dependent loadings can be approximated by a constant loading model with
a larger number of latent factors. A more complex functional form of the state-dependent
loadings typically requires more basis functions to approximate them and results in a larger
number of latent factors in the constant loading approximation. Our state-varying factor
model can require significantly less factors than a constant loading model to explain the same
or more variation in the data. In this sense our model provides a more parsimonious model.
Furthermore, our estimator is valid even if we observe the state process with noise or omit a
relevant state. Our inferential theory is robust to moderate noise contamination in the state
process. Even if we miss a relevant state or the noise contamination in the state process is
more severe our estimator can still dominate the conventional factor model approach. We
only need to condition on a state process that is dependent with the source of variation in
the loadings. We confirm this result in our simulation and empirical studies.
We show a strong state-dependent time-variation in the factor structure of U.S. Treasury
yields and S&P 500 stock returns. The yields of bonds with different maturities are well-
explained by the three PCA factors commonly labeled as level, slope and curvature factors.6
We show that this factor structure depends on state variables such as recessions and boom
indicators, the stock market’s expectation of volatility (VIX) or the unemployment rate. We
show that during recessions, in times of high volatility, or in times of a high unemployment
rate, the first PCA factor, typically labeled as level factor, becomes less dominant and shifts
to longer-term bonds. However, the second and third PCA factors, labeled as slope and
curvature factors, both shift more towards shorter-term bonds. These changes are statis-
tically and economically significant and shows that the economic interpretation of “level”,
”slope” and “curvature” has to be used with caution, as for different economic states the
PCA factors will be different. In the second application on individual stock returns we show
6See Diebold et al. (2005), Diebold and Li (2006), Cochrane and Piazzesi (2005) and Cochrane and
Piazzesi (2009).
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that the state-varying factor model with the VIX as state variable is more parsimonious in
explaining variation and captures more pricing information than the constant loading model.
A constant loading model requires three more factors to explain the same amount of vari-
ation in- and out-of-sample than our state-dependent factor model. At the same time an
optimal portfolio based on the state-varying factors earns out-of-sample a five times higher
risk-adjusted return than the corresponding portfolio based on a constant loading model.
Hence, even if we might not capture all time-variation in the loadings with the proposed
state variable, we still obtain a model that explains the correlations structure and mean
returns better than a constant loading model.
The rest of the paper is organized as follows. Section 2 sets up the state-varying factor
model. Section 3 introduces the estimators of factors and loadings. Section 4 provides the
necessary assumptions for our results. Section 5 shows the asymptotic properties of the
estimators. Section 6 introduces a generalized correlation test for factor loadings in different
states. Section 7 extends the model to allow for noise in the state process. Section 9 reports
the simulation results. Sections 10 and 11 apply our methodology to U.S. Treasury securities
and S&P500 stock returns. Section 12 concludes the paper. All the proofs are provided in
the Appendix.
2 Model Overview
2.1 Setup
Assume a panel data set of T time-series observations and N cross-sectional observations
has a factor structure with r common factors. Let St be the value of a state process at time
t, Xit ∈ R be the cross-sectional observation i at time t, Ft ∈ Rr×1 be the latent factors at
time t, and Λi(St) ∈ Rr×1 be the factor loadings of the cross-sectional unit i when the state
value is St:
Xit = Λi(St)>Ft + eit for i = 1, 2, · · · , N and t = 1, 2, · · · , T
or in vector notation,
Xt︸︷︷︸
N×1
= Λ(St)︸ ︷︷ ︸
N×r
Ft︸︷︷︸
r×1
+ et︸︷︷︸
N×1
for t = 1, 2, · · · , T .
We observe Xt and St and want to estimate Ft and Λ(.) in an asymptotic setup where
N and T are both large. This model generalizes the large dimensional factor model in Bai
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and Ng (2002) and Bai (2003). It allows factor loadings to change over time. In contrast
to other time-varying factor models, e.g., Bates et al. (2013), Cheng et al. (2016), and Su
and Wang (2017), our model directly incorporates the driving forces for the changes in
loadings. The loadings are deterministic general functions of the state process, that satisfy
some smoothness conditions. The random state process itself has a continuous distribution.
The loadings in our model are time-varying because the state process changes over time.
The dynamics of the state process and the functional form of loadings as function of the
state process jointly determine the dynamics of loadings over time. We allow for very general
dynamics of the state process that include smooth processes but also discontinuous processes.
Hence the loadings can change slowly and smoothly as well as abruptly. As the loadings are
deterministic functions of the state, any time variation has to come from the state process.
We consider a general functional form for the loading function. Hence, the loadings can vary
more for particular state outcomes or even be stale for other outcomes of the state process.
7
2.2 Estimation Problem
We want to estimate the factor model conditioned on the state outcome St = s. Before
providing the formal arguments, we will describe the intuition behind our approach. If the
idiosyncratic component is conditionally uncorrelated with the factors then the conditional
second moment matrix equals
E[XtX ′t|St = s] = Λ(s)E[FtF ′t |St = s]Λ(s)> + Cov(et|St = s).
We will assume that the factors are systematic in the sense that they affect many cross-
sectional units captured by a full rank assumption of 1
N
Λ(s)>Λ(s) for N →∞. Furthermore,
the idiosyncratic component has conditionally only a weak dependency structure modeled
by a sparsity assumption on the conditional residual covariance matrix. Hence, the largest
eigenvalues of E[XtX>|St = s] should come from the systematic part and the corresponding
eigenvectors will be linked to the loadings Λ(s). This motivates the application of PCA to
7Under the assumption that the state process is known, our model provides a very flexible framework.
This model allows for an arbitrary number of structural changes in the loadings, which relaxes the single
structural break assumption of the loadings made previously in the literature, e.g. Breitung and Eickmeier
(2011), Han and Inoue (2015) and Bai et al. (2017). The loadings can change either smoothly or abruptly
over time, depending on the underlying state variable, which generalizes the assumption in Su and Wang
(2017) that the loading process is smooth over time. Park et al. (2009) study a similar semiparametric factor
model. They apply B-splines to estimate the unknown loading function and estimate the factors with a
Newton-Raphson algorithm. Our approach is based on a simple-to-implement PCA method which allows us
to derive an inferential theory.
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the conditional second moment matrix to estimate the factor and loadings.8
The essential identification condition is a full rank conditional second moment matrix of
the factors E[FtF ′t |St = s] and of the limit loading matrix limN→∞ 1NΛ(s)>Λ(s). As in any
PCA estimation problem the factors and state-varying loadings will only be identified up to
a state-varying invertible matrix H(St). Therefore, the span of the loading matrix Λ(St) is
well-identified and for this reason our test statistic will be based on the vector space spanned
by the loading matrix instead of individual vector entries.
The conditional second moment matrix is estimated by a kernel projection of the data
that puts higher weights on time observations where the state process takes values in a
neighborhood of s, i.e. we analyze 1
NT
K1/2s X
>XK1/2s with an appropriate T × T diagonal
matrix Ks of kernel weights 1hK
(
St−s
h
)
and bandwidth h.9
The analysis is inherently complicated by the bias arising in any kernel estimation from
using observations from nearby states. In more detail, the observations can be written as
Xit = Λi(s)>Ft + (Λi(St)− Λi(s))>Ft + eit = Λi(s)>Ft + ωit + eit.
The bias term ωit behaves like an additional error term that requires a different treatment
than the idiosyncratic error.
In practice we might not know which state process attributes to changes in the loadings.
We will show that our results are still valid if we use a noisy approximation of the source of
change:
Xit = (Λi(St) + εit)>Ft + eit i = 1, 2, · · · , N and t = 1, 2, · · · , T.
The term it is the time-varying component of the loading coefficient that cannot be explained
by the state process St. It can for example be due to a measurement error in the state process
St or an omitted additional state process. We will show that under mild assumptions the
term ε>itFt can be treated like an additional non-systematic error term that will not affect
our previous results. In this sense our model is robust to model mild misspecification. More
generally, missing a relevant systematic state essentially turns our model into a constant
loading model. Under certain conditions a missing state can be accounted for by including
more factors as discussed in the next section. In this sense our model is also robust to more
severe misspecification.
8If X has a conditional mean of zero, PCA is applied to the conditional covariance matrix.
9The PCA estimation can either be applied to 1NTK
1/2
s X>XK
1/2
s , in which case the eigenvectors are
related to the transformed factors, or to 1NTXKsX>, which relates the eigenvectors to the transformed
loadings.
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2.3 State-Varying vs. Constant Loading Model
Unlike the conventional constant loading factor model there are two sources of time-variation
in our model: the time-series of the factors and of the state processes. This poses the inherent
identification problem what is a factor and what is a state?
We illustrate how we identify the factors with a number of examples. For simplicity
we consider in these examples only a one factor model plus a non-zero intercept, but the
extensions to more factors are straightforward. Assume that the cross-section is modeled by
Xt = β0 + β1StF˜t + et.
with E[F˜ ] = 0. We can either view this as a constant loading model with two factors
(Λ = [β0, β1], Ft = [1, StF˜t]) or a state-varying factor model (Λ = [β0, β1St], Ft = [1, F˜t]).10
Both formulations are equally valid and will explain the same amount of variation. We make
the identifying assumption that our factors satisfy E[Ft|St] = E[Ft], i.e. the factors are
orthogonal to the state process.11 This will uniquely separate the state process from the
latent factors. In our previous example we obtain the model Λ = [β0, β1St], Ft = [1, F˜t].
More generally we can always decompose any process into its part projected on the state
process and the component orthogonal to it:
Ft = E[Ft|St] + (Ft − E[Ft|St])︸ ︷︷ ︸
F˜t
with E[F˜ |St] = E[F˜t].
Therefore, the identification condition E[Ft|St] = E[Ft] is without loss of generality as
any state-varying loading model can be written as β0 + Λ(St)Ft = (β0 + Λ(St)E[Ft|St])1 +
Λ(St)(Ft − E[Ft|St]). Note, that our estimated state-varying loadings and factors are only
identified up to an invertible state-varying K ×K matrix H(St). For an appropriate choice
of H(St) we can represent that factor model such that the expected value conditioned on the
state is captured by the intercept, i.e. a constant factor, and the remaining factors satisfy
the orthogonality condition imposed above.
The assumption E[Ft|St] = E[Ft] is without loss of generality and does not restrict the
model in any way. Any factor model with state-dependent loadings can be reformulated
in a form such that this condition is satisfied. The invertible matrix H(St) captures this
linear transformation. This assumption only provides a unique representation of the state-
10Obviously there are more possible formulations where a fraction of the state is assigned to either the
loadings or the factors.
11Note that E[Ft|St] = E[Ft] implies Cov(Ft, St) = 0, but not independence between the factor and the
state process.
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varying factor model, but is not a necessary assumption in order to estimate it. The only
object that is well defined in a conditional factor model is the span of the eigenvectors of
the conditional second moment matrix. This rotational indeterminacy is standard in any
latent factor model. Using the normalization E[Ft|St] = E[Ft] to represent the factor model
corresponds to a specific choice of H(St). As the estimated conditional loadings and factors
are are only identified up to H(St) the factors will not necessarily have this property, but we
can find an appropriate H(St) to bring them into this form. It is crucial to understand that
our whole analysis does not depend on a particular choice of H(St) and hence the particular
representation of the model. We use the identification assumption E[Ft|St] = E[Ft] only
as a tool to find a unique representation of the state-varying factor model which allows us
to conceptionally compare it with its equivalent formulations as a constant loading model.
However, it is not required in the proofs or results that we obtain.
If the systematic component of X is a function of Ft and St we can without loss of
generality formulate it as
Xt = g(F˜t, St) + t
for some function g. Assume that g can be approximated well by a second-order Taylor
approximation, i.e. we will model g as a second-order polynomial function:
Xt = β0 + β1St + β2S2t + β3F˜t + β4F˜ 2t + β5F˜sSt + t
=
(
β0 + β1St + β2S2t + E[F˜ 2t |St]
)
︸ ︷︷ ︸
Λ1(St)
1 + (β3 + β5St)︸ ︷︷ ︸
Λ2(St)
F˜t + β6︸︷︷︸
Λ3(St)
(
F˜ 2t − E[F˜ 2t |St]
)
+ t.
Thus, we can either formulate the model as constant loading model with 6 factors or a
state-varying loading model with 3 factors. Both formulations are equivalent in terms of
explaining variation, but the state-varying model is more parsimonious.
Next, we consider the same model but assume that g is a third-order polynomial function
based on a Taylor expansion:
Xt =β0 + β1St + β2S2t + β3S3t + β4F˜t + β5F˜ 2t + β6F˜ 3t + β7F˜tSt + β8F˜tS2t + β9F˜ 2t St + t
=
(
β0 + β1St + β2S2t + β3S3t + E[F˜ 2t |St]
)
︸ ︷︷ ︸
Λ1(St)
1 +
(
β4 + β7St + β8S2t
)
︸ ︷︷ ︸
Λ2(St)
F˜t
+ (β5 + β9St)︸ ︷︷ ︸
Λ3(St)
(
F˜ 2t − E[F˜ 2t |St]
)
+ β6︸︷︷︸
Λ3(St)
F 3t + t.
This model corresponds to a state-varying four factor model and can equivalently be written
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as a 10 factor model with constant loadings. Hence, for a more non-linear relationship of
X as a function of St, the the state-varying model is more parsimonious compared to the
constant loading model.
What happens if we condition on a noisy approximation of the state process or we miss
a relevant state? Without loss of generality we can decompose the driving state process S˜t
as
St = E[S˜t|St] + S˜t − E[S˜t|St]︸ ︷︷ ︸
vt
with E[vt|St] = E[vt].
Hence, if the systematic component of X is a function of S˜t and Ft we can formulate it as
Xt = g(F˜ , St, vt) + t.
If g is a second order polynomial we have
Xt =
(
β0 + β1St + β2S2t
)
+ (β3 + β7St) vt + (β5 + β8St) F˜t + β4v2t
+ β6F˜ 2t + β9vtF˜t + t,
which has equivalent representations as 10 factor constant loading model, a 7 factor model
conditioned on St and a 3 factor model conditional on St and vt. Hence, even we do not
condition on all relevant states or use a noisy approximation, the state-varying factor model
can provide a more parsimonious representation than the constant loading version. In addi-
tion, we show that if the missing state component vt is non-systematic, our model is robust
to this misspecification.
Another perspective which is equivalent to what we have described above is to think
about our estimator as a two stage estimation. First, we project Xt non-parametrically on
the state process St to obtain the conditional mean E[Xt|St] and the residual X˜t from this
regression. Second, we estimate a latent linear factor model from the residuals, i.e. we
apply PCA to the conditional covariance matrix Cov(Xt|St).12 By construction the factors
are identified by E[Ft|St] = 0 (up to the usual rotational indeterminacy). Hence a different
way to find a unique representation of a state-varying factor model is to use conditionally
demeaned data, i.e. E[X˜t|St] = 0, and assume that the factors have a conditional mean of
zero E[Ft|St] = 0.
In practice any model is of course only an approximation. Different models can be judged
12Our general estimation applies PCA to E[XtX>t |St]. The loading to the conditionally constant factor is
Λ0(St) = E[Xt|St], i.e. up to a rotation the conditional PCA will also estimate the conditional mean. When
we apply PCA to Cov(Xt|St) we remove this conditionally constant factor.
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by the amount of variation that they explain out-of-sample. If E[Xt|St] depends non-linearly
on the state process, while Cov(Xt|St) is well approximated by a low-dimensional linear
structure, the gain relative to constant loading model is the largest. We confirm this result
in our simulation and empirical studies.
2.4 Special Cases
Our state-varying factor model nests several models as a special case. For simplicity we
consider here as before the case of a one factor model, i.e. r = 1.
1. Linear functional form: If loadings are modeled as an affine function of the state
process, i.e. Λi(St) = Λi,1 + Λi,2St, we can rewrite the one factor model as a two factor
model:
Xit = Λi,1 Ft︸︷︷︸
Ft,1
+Λi,2 (StFt)︸ ︷︷ ︸
Ft,2
+eit.
2. Polynomial functional form: If loadings are a polynomial of degree q, i.e. Λi(St) =
Λ1 + ...+ Λq+1Sqt , we can rewrite the one factor model as a q + 1 factor model:
Xit = Λi,1 Ft︸︷︷︸
Ft,1
+...+ Λi,q+1 (SqtFt)︸ ︷︷ ︸
Ft,q+1
+eit.
3. Discrete state space: In the case where the loadings are non-linear functions of
the state but the state process is discrete (we assume for simplicity here that there
are only two state outcomes), the one factor model can again be formulated as a two
factor model
Xit = gi(s1)︸ ︷︷ ︸
Λi,1
1{St=s1}Ft︸ ︷︷ ︸
Ft,1
+ gi(s2)︸ ︷︷ ︸
Λi,2
1{St=s2}Ft︸ ︷︷ ︸
Ft,2
+eit.
4. Smooth time-variation in loadings: The slowly changing loading model of Su and
Wang (2017) can be interpreted as a deterministic state model with St = t. Only time
observations in a neighborhood of the target value t0 are used for the estimation.
In the first two special cases our state-varying factor model is equivalent to a constant
loading model but more parsimonious. The third special case of a discrete state space
model is useful to provide the intuition behind our estimator: Conditioning on a specific
state outcome corresponds to selecting only those time observations where the discrete state
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process takes the target value. Using boom and recession indicators as a discrete state model
in our empirical analysis, we illustrate that loadings change over time. However, the second
case rules out state processes which can take many different values. The fourth special case
uses only information in a local neighborhood. If the time-variation in the loadings has
a cyclical component, previous observations that are not in a local neighborhood contain
information that can be used in the estimation.
We consider the relevant model Λi(St) = gi(St) where we have a continuum of state
outcomes for St and a non-linear loading function g(.) that requires a large number of basis
functions to approximate. In this case there exists in general no multi-factor representation.
Hence, neither forecasting nor the economic interpretation is possible in a constant loading
model. This type of model seems to be supported by our empirical example.
2.5 Related Models
Following the setup of Bai et al. (2017) we can formulate the high-dimensional factor model
with a structural break at t = τ as
Xit =
Λ
>
i1Ft + eit for t = 1, 2, ..., τ
Λ>i2Ft + eit for t = τ + 1, ..., T .
This type of model can be extended to have multiple breaks points, which are usually not
known and have to be estimated. It is limited to a finite number of breaks that are sufficiently
far away from each other. The structural break model can be embedded into our model if
for example Λ(St) and St = s1 for t ≤ τ and St = s2 for t > τ . As we use the additional
information of the state process in our framework, we can deal with a continuum of break
points as long as they are due to changes in the state process.
The noisy state process model Xit = (Λi(St) + εit)>Ft + eit can be interpreted as a
random coefficient model. The loadings Λi(St) + εit are random and time-varying because
of the randomness in the state process and the noise component εit. However, there are
two major differences to a conventional random coefficient model. First, we estimate the
model conditional on a particular realization of the state process, i.e. we implicitly take out
the randomness in the state process. Second, we show that under mild assumptions on the
loading noise component εit, that limits its cross-sectional and time-series dependence, it
becomes part of the latent residual component eit. Thus, all the conditional PCA estimation
results of the model without the loading noise component continue to hold.
An alternative approach to include information from a known state process is a factor-
augmented regression studied in Bai and Ng (2006a). Here the state process (or a finite
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number of transformations of the state process) is added as an observable factor to the
model:
Xit = βiSt + Λ>i Ft + eit.
First, the residuals of a regression on the state process are calculated and second PCA is
applied to the covariance matrix of those residuals to estimate the constant loading model.
This framework is different from ours as it does not allow the impact of factors to depend
on the state process. For example it could not capture an asset pricing model in which the
effect of the market factor on asset returns changes during the business cycle.
3 Estimation
We estimate the factor model conditioned on a target realization of the state process St = s.
Our approach generalizes the conventional PCA estimator by using the projected data. We
first apply a kernel projection to calculate the second moment matrix conditioned on the
state outcome s. Second, we use PCA on the conditional second moment matrix to obtain
the estimated factors and loadings for the state outcome s. The estimated factors are the
eigenvectors of the conditional second moment matrix. Loadings in state s are the regression
coefficients of the projected data on the estimated factors.
We estimate factors and loadings by minimizing the following criterion function
Fˆ s, Λˆ(s) = arg min
F,Λ(s)
1
NT (s)
N∑
i=1
T∑
t=1
Ks(St)(Xit − Λi(s)>Ft)2︸ ︷︷ ︸
Vs
,
where T (s) = ∑Tt=1 Ks(St) and Ks(St) = 1hK (St−sh ). T (s) can be interpreted as the effective
number of time observations used to estimate the factor structure conditioned on a state
value. K(·) denotes a kernel function. h is a bandwidth parameter, which indicates how
much information we want to use from the neighborhood states and our prior knowledge
about how smooth the loadings as the function of the state process are. We can think of Vs
as the average loss function conditioned on the state outcome s. We reformulate the problem
as a conventional least squares problem by projecting the data, factors and idiosyncratic
components in the time dimension on the kernel: Xsit = K1/2s (St)Xit, F st = K1/2s (St)Ft and
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esit = K1/2s (St)eit. The objective function can then be expressed as
Vs =
1
NT (s)
N∑
i=1
>∑
t=1
(Xsit − Λi(s)TF st )2
= 1
NT (s)trace{(X
s − Λ(s)(F s)>)(Xs − Λ(s)(F s)>)>},
whereKs = diag(Ks(S1), Ks(S2), · · · , Ks(ST )),K1/2s = diag(K1/2s (S1), K1/2s (S2), · · · , K1/2s (ST ))
and
Xs = XK1/2s =
[
Xs1 X
s
2 · · · XsT
]
∈ RN×T
(F s)> = F TK1/2s =
[
F s1 F
s
2 · · · F sT
]
∈ Rr×T
Λ(s)> =
[
Λ1(s) Λ2(s) · · · ΛN(s)
]
∈ Rr×N .
Vs is a quadratic and convex loss function. Factors and loadings can be estimated up to
some invertible rotation. If Λˆ(s) and Fˆ s are a solution minimizing Vs, then ∀G 6= Ir ∈ Rr×r
which are invertible, Λˆ(s)G and Fˆ sG−1 also minimizes Vs. After normalizing (Fˆ s)T Fˆ s/T (s) =
Ir and concentrating out the loadings, the objective function becomes a conventional PCA
problem:
Fˆ s = arg max
F s
trace
{
(F s)>
(
1
NT (s)(X
s)TXs
)
F s
}
.
The estimator Fˆ s equals
√
T (s) times the eigenvectors of the r largest eigenvalues of
the matrix 1
NT (s)(X
s)>Xs. V sr is the diagonal matrix with diagonal elements equal to the r
largest eigenvalues in decreasing order of the matrix 1
NT (s)(X
s)>Xs. The conditional loadings
are estimated as Λˆ(s) = XsFˆ s/T (s), and the unconditional factors can be estimated for each
state outcome as Fˆ = K−
1
2
s Fˆ s.
4 Assumptions
Let M < ∞ denote a generic constant. The matrix norm below is the Frobenius norm
‖A‖ = trace(A>A)1/2. We condition on the state outcome s which is in the support of the
distribution of the state process St.
Assumption 1. State and kernel function:
1. The state process St at time t is observed and positive recurrent. pi(s) is the stationary
probability density function (PDF) of St. pi(s) is continuous and has first order bounded
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derivative.
2. The kernel function K(·) is a symmetric, continuously differentiable and nonnegative
function that has a compact support and
∫
u4k(u)du exists.13
Under Assumption 1, St is positive recurrent implying the existence of a stationary
distribution. In the remainder of this paper, we estimate the factor model in the state with
stationary density greater than zero. Intuitively, this means that a neighborhood of any state
can be visited infinitely many times in an infinite time horizon. Under this assumption, we
show consistency for N and T jointly going to infinity. If the stationary distribution pi(s)
is continuous and has bounded first-order derivative, together with the kernel’s property,
we can estimate the stationary distribution nonparametrically, which is pˆi(s) = T (s)/T =
1
T
∑T
t=1Ks(St)
P−→ pi(s) as h→ 0 and Th→∞.
This assumption implies that the state process can take infinitely many values, but it
does not make an assumption about the dynamics of the state process.14 The state process
can be a slowly changing process, or it can be an abruptly changing process, or even one
with many jumps.
On the other hand, if the state process can take only finitely many values, we can separate
the data by state values and estimate a factor model at each state with stationary probability
greater than 0. This would be a special case of estimating the factor model from the data
projected by a kernel, which has an indicator term, such as uniform kernel, and picks an
appropriate bandwidth h. With some modifications of the proofs, the theorems hold.
Because the kernel function is symmetric and continuously differentiable, the bias in the
nonparametric density estimator is Op(h2), which is smaller than Op(h) obtained from a
non-symmetric kernel. In addition, the existence of a fourth moment of the kernel implies
that the tail in the kernel cannot be too heavy. When we estimate the factor model in s,
we also use data in other states weighted by the kernel, which results in some biases in the
estimator. Assumption 1.2 ensures that the bias can be controlled by the kernel weight and
will not dominate in the limiting distribution of the estimators.
Assumption 2. Conditional Factors:
1. ∀s, maxt E[‖Ft‖4] ≤ F¯ < ∞, maxt E[‖Ft‖4 |FS] ≤ F¯ < ∞, where FS is the filtration
13Many common kernels satisfy this Assumption: 1. Gaussian kernel K(u) = 1√2pi exp(−u
2
2 ). 2. Uniform
kernel K(u) = 121(|u| ≤ 1). 3. Epanechnikov kernel k(u) = 34 (1 − u2)1(|u| ≤ 1). 4. Biweight kernel
(k(u) = 1516 (1− u2)21(|u| ≤ 1)). 5. Triweight kernel (k(u) = 3532 (1− u2)31(|u| ≤ 1))). 6. Many higher order
kernels obtained by multiplying them by a higher order polynomial in u2.
14Many relevant state processes in economics and finance can be modeled as continuous processes, e.g.
inflation rates, growth rates, volatility processes or return processes.
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of the state process, and 1
T (s)
∑T
t=1Ks(St)FtF ′t
P−→ ΣF |s as T → ∞ for some positive
definite matrix ΣF |s.
Assumption 2 is the state-conditional version of assumption A in Bai (2003). The fourth
moment of the factor is bounded both without and with the state filtration, which makes it
possible to have asymptotic results for both unconditional and conditional estimated factors.
This assumption implies that given any realization of the state process, the fourth moment
of the factor cannot explode. The conditional covariance matrix of the factors ΣF |s needs to
be positive definite, which implies that no factors is degenerated after being projected on a
particular state outcome.
Assumption 3. Factor Loadings:
1. Factor loadings are deterministic functions of the state process. Furthermore, ∀s and
∀i,
∥∥∥Λ(s)>Λ(s)/N − ΣΛ(s)∥∥∥2 → 0 for some positive definite matrix ΣΛ(s).
2. Λ(s) is deterministic and Lipschitz continuous in s: There exist some constant C,
‖Λi(s+ ∆s)− Λi(s)‖ ≤ C|∆s|, ∀s,∆s and i.
Assumption 3 ensures that, in every state, each factor has a nontrivial contribution to the
variance of the data. The loadings are deterministic functions of the state process which is a
stochastic process. Therefore, the unconditional loadings are random, but conditioned on an
outcome of the state process they are deterministic. The loadings are Lipschitz continuous
with respect to the state, e.g. a differentiable function of the state with bounded first-order
derivative. If the state process is bounded, most differentiable functions of loadings with
respect to the state can satisfy this assumption. This assumption, together with the kernel
assumption, guarantees that the bias generated from using data in neighboring states will
not be a leading term in the limiting distribution of the estimators.
Assumption 4. Time and Cross Sectional Dependence and Heteroskedasticity:
There exists a positive constant M <∞ such that for all N and T :
1. E [eit] = 0. E [e8it] ≤M . e and S are independent.
2. Weak time-series dependence: E [e′teu/N ] = E
[
1
N
∑N
i=1 eiteiu
]
= γN(t, u). |γN(t, t)| ≤
M, ∀t, |γN(t, u)| ≤M, ∀t, u, and ∑Tu=1 |γN(t, u)| ≤M, ∀t.
3. Weak cross-sectional dependence: E [eitelt] = τil,t, with |τil,t| ≤ |τil| for some τil and∑N
l=1 |τil| ≤M for all i.
4. Weak total dependence: E [eitelu] = τil,tu and 1NT
∑N
i=1
∑N
l=1
∑T
t=1
∑T
u=1 |τil,tu| ≤M .
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5. Bounded cross-sectional fourth moment correlation:
For every (t,u), E|N−1/2∑Ni=1[eiteiu − E(eiteiu)]|4 ≤M .
6. Weak dependence between factors and idiosyncratic components:
(a) Define E [Fue′uet/N ] = γN,F (t, u). Then ‖γN,F (t, t)‖ ≤ M ∀t, and∑T
u=1 ‖γN,F (t, u)‖ ≤M and
∑T
t=1 ‖γN,F (t, u)‖ ≤M ∀t, ∀u.
(b) Define E [Fue′uet/N |St, Su] = γsN,F (t, u). Then
∥∥∥γsN,F (t, t)∥∥∥ ≤ M ∀t and∑T
u=1
∥∥∥γsN,F (t, u)∥∥∥ ≤M and ∑Tt=1 ∥∥∥γsN,F (t, u)∥∥∥ ≤M ∀t, ∀u.
Assumption 4 allows the unconditional idiosyncratic components to have weak time-series
and cross-sectional dependences. Our model is an approximate static factor model similar
to Bai and Ng (2002) and Bai (2003). We also assume the state process is independent
of the idiosyncratic components for simplicity. This assumption, together with weak time-
series and cross-sectional unconditional dependence in the idiosyncratic components, implies
that the idiosyncratic components can have weak time-series and cross-sectional dependence
conditional on the state process. The last part assumes weak unconditional and conditional
correlation between factors and idiosyncratic components. We state them separately because
factors and the state process may be dependent.
Assumption 5. Moments and Central Limit Theorem (CLT): There exists an M ≤ ∞,
such that for all N and T ,
1. Projected factors and idiosyncratic components:
maxt E
∥∥∥√Th
N
1
T (s)
∑T
u=1
∑N
i=1Ks(Su)Fu(eiueit − E[eiueit])
∥∥∥2 ≤M .
2. Projected factors, loadings and idiosyncratic components:
E
∥∥∥√Th
N
1
T (s)
∑T
t=1
∑N
i=1Ks(St)FtΛi(s)′eit
∥∥∥2 ≤M, ∀s.
3. CLT for loadings and idiosyncratic components:
1√
N
N∑
i=1
Λi(s)eit d−→ N(0,Γst),
where Γst = limN→∞
∑N
i=1
∑N
l=1 Λi(s)Λl(s)′E[eitelt].
4. CLT for projected factors and idiosyncratic components:
√
Th
T (s)
T∑
t=1
Ks(St)Fteit d−→ N(0,Φsi ),
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where Φsi = limT→∞
(
1
T
∑T
t=1
(
RK
pi(s)γ
s
FF (t, t) + h
∑
t6=u γsFF (t, u)
))
, RK =
∫
K2(u)du,
γsFF (t, t) = E [FtF ′te2it|St = s] and γsFF (t, u) = E [FtF ′ueiteiu|St = s, Su = s] .
5. Loadings and projected idiosyncratic components:
maxi E
∥∥∥√Th
N
1
T (s)
∑T
t=1
∑N
l=1Ks(St)Λl(s)(elteit − E[elteit])
∥∥∥2 ≤M .
Assumption 5 are moment conditions and central limit theorems, which are satisfied by
mixing processes of factors, loadings, and idiosyncratic components projected by the kernel
function of the state process. This assumption is required only for asymptotic distribution
results. The CLT for loadings and idiosyncratic components will be used to show the limiting
distribution for estimated factors and common components. The CLT for projected factors
and idiosyncratic components will be used to show the limiting distribution for estimated
loadings and common components. The bandwidth parameter h appears in the assumptions,
which is used to balance the h term in the denominator of the second moment of the kernel
function. Intuitively, for a smaller bandwidth h we are using information from a smaller
portion of the data, and therefore the convergence rate is slower.
Assumption 6. The eigenvalues of the r × r matrix ΣΛ(s)ΣF |s are distinct.
Factors and loadings can be estimated up to some rotation matrix, and this matrix can
be uniquely determined by Assumption 6. In addition, the variance-covariance matrix in the
asymptotic distribution of estimates are uniquely determined under this assumption. 15
5 Asymptotic Results
Under appropriate rate conditions, we can consistently estimate the factors, loadings and
common components and obtain an asymptotic normal distribution. The rate conditions
are similar to the results in Bai (2003), but replacing T by the effective number of time
observations Th. However, the kernel bias term requires additional rate restrictions.
We assume that the number of factors r has been consistently estimated. A possible
consistent estimator for the number of factors is proposed in (Bai and Ng, 2002) and based
on an information criterion. In fact, we derive the counterpart of the upper bounds derived
15In general, our approach allows the relative importance of factors to switch in the support of the state
process. ΣΛ(s)ΣF |s and its eigenvalues are continuous in s. Thus, Assumption 6 does not allow factors
to switch their relative importance in the neighborhood of the state that we condition on. In this case,
there exists some state value for which ΣΛ(s)ΣF |s has repeated eigenvalues. The individual factors are not
identified for this particular state outcome. Nevertheless, the common component is still identified.
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in (Bai and Ng, 2002) for our setup, which makes it possible to extend our results to an
information criterion-based estimator for the number of factors.16
Theorem 1. Consistency of Estimated Factors:
Under Assumptions 1-4, N, Th→∞, δNT,h = min(
√
N,
√
Th) and δNT,hh→ 0, we have
δ2NT,h
(
1
T
T∑
t=1
∥∥∥Fˆ st − (Hs)TF st ∥∥∥2
)
= Op(1) (1)
and
δ2NT,h
(
1
N
N∑
i=1
∥∥∥Λˆi(s)− (Hs)−1Λi(s)∥∥∥2
)
= Op(1) (2)
with Hs = Λ(s)TΛ(s)
N
(F s)T Fˆ s
T (s) (V
s
r )−1 and V sr is the diagonal matrix consisting of the r largest
eigenvalues of 1
NT (s)(X
s)TXs.
Fˆ st are estimates of the projected factors F st . The factors Ft can be identified up to some
rotation matrix, Hs, which depends on the state. The convergence rate is the smaller of N
and Th, denoted as δ2NT,h, as N, Th→∞ and h→ 0. As expected, the bandwidth parameter
interacts with T , but not with N , as the kernel projection is equivalent to weighting data
differently in the time dimension.
The additional restriction δNT,hh → 0 is due to the kernel bias. In more detail, the
projected observations can be written as
Xst = Λ(St)F st + est = Λ(s)F st + est︸ ︷︷ ︸
X¯st
+ (Λ(St)− Λ(s))F st︸ ︷︷ ︸
∆Xst
. (3)
Factors are estimated as eigenvectors from the projected data, i.e.(
1
NT (s)(X
s)′Xs
)
Fˆ s = Fˆ sV sr . (4)
16As after the kernel projection our estimator becomes a conventional PCA estimator, we could make us of
the extensive literature for the number of factors. For example, the theory could potentially be extended to
the eigenvalue difference estimator of (Onatski, 2010), the eigenvalue ratio estimator of (Ahn and Horenstein,
2013) or the perturbed eigenvalue ratio estimator of (Pelger, 2019a). However, we expect the estimators to
require significantly stronger assumptions on the residuals. However, this is beyond the scope of this paper.
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Plugging Equation (3) into Equation (4) we obtain
1
NT (s) [F
sΛ(s)′Λ(s)(F s)′Fˆ s + F sΛ(s)′esFˆ s + (es)′Λ(s)(F s)′Fˆ s
+(es)′esFˆ s + (∆Xs)′X¯sFˆ s + (X¯s)′∆XsFˆ s + (∆Xs)′∆XsFˆ s] = Fˆ sV sr ,
where X¯s = [X¯s1 , · · · , X¯sT ] and ∆Xs = [∆Xs1 , · · · ,∆XsT ]. The three terms, 1NT (s)(∆Xs)′X¯sFˆ s,
1
NT (s)(X¯
s)′∆XsFˆ s, 1
NT (s)(∆X
s)′∆XsFˆ s are bias terms from using observations in nearby
states.17 The bias terms are controlled by the Lipschitz condition in Assumption 3 and the
assumptions on the kernel function. In the Appendix we show that the bias terms are neg-
ligible for δNT,hh→ 0. In particular, a candidate bandwidth to satisfy the rate assumptions
is h = 1/
√
T .
Theorem 2. Limiting Distribution of Estimated Factors:
Under Assumptions 1-6, if
√
Nh/(Th)→ 0, Nh→∞ and Nh2 → 0, we have for the times
t with 1√
N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1):
√
N
(
Fˆt − (Hs)TFt
)
d−→ N(0, (V s)−1QsΓst(Qs)T (V s)−1), (5)
Qs is the limit (Fˆ s)TF s
T (s)
P−→ Qs and V s = diag(vs1, vs2, · · · , vsr), vs1 > vs2 > · · · > vsr > 0 are the
eigenvalues of Σ1/2Λ(s)ΣF |sΣ
1/2
Λ(s) with V sr
P−→ V s.
This theorem shows the asymptotic normality of the estimated factors Fˆ st /K1/2s (St) up
to the some of rotation of true factors Ft for the times when the state process is close to
the target outcome s. Since Fˆ st is an estimate of the projected F st , dividing both sides by
K1/2s (St), Fˆt = Fˆ st /K1/2s (St) results in an estimate of Ft.
The additional assumption 1√
N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1) is needed to control the
discretization bias of the state variable when moving from the conditional to the uncondi-
tional model. Fˆt− (Hs)′Ft has several error and bias terms, which includes a cross-sectional
weighted average bias term ∆Xt = [(Λi(St)−Λi(s))Ft]i=1,2,··· ,N . When multiplying this bias
term by K1/2s (St), the cross-sectional weighted average of ∆Xt is sufficiently small to ob-
tain consistency when δNT,hh → 0. However, the asymptotic normality of the estimated
unprojected factors requires a stronger restriction. It can only be obtained for the times
t when St satisfies 1√N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1). This assumption takes into account
the discretization of the continuous state process. This assumption makes sense as we are
estimating the factors from a conditional model. It implies that the time observations only
17Although Su andWang (2017) also uses a PCA estimator with a kernel method to estimate a time-varying
factor model, they do not take these bias terms into consideration.
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have sufficient information about the factors if the realized state outcome at these times is
sufficiently close to the target outcome that we condition on.18 A valid bandwidth for this
case N  T is h = 1/√T .
Note that the convergence rate,
√
N , is same as in the constant-loading factor model (see
Theorem 1 in Bai, 2003). The variance is equal to that of an ordinary least square (OLS)
regression of the data on the unknown population loadings.
Theorem 3. Limiting Distribution of Estimated Factor Loadings:
Under Assumptions 1-6, if
√
Th/N → 0, Th→∞, and Th3 → 0, then for each i,
√
Th(Λˆi(s)− (Hs)−1Λi(s)) d−→ N(0, ((Qs)>)−1Φsi (Qs)−1). (6)
This theorem shows the asymptotic normality of estimated conditional loadings up to
some rotation. Λˆi(s)− (Hs)−1Λi(s) has some error and bias terms, including a leading bias
term for the time average of ∆Xsi = [(Λi(St)− Λi(s))F st ]t=1,2,··· ,T . We show in the appendix
that 1
T (s)
∑T
t=1 ∆Xsit = Op(h). Therefore, when Th3 → 0, the bias terms are sufficiently small
compared to the error term. A candidate bandwidth to satisfy the assumptions is h = 1/
√
T
when 4
√
T/N → 0.
As expected the convergence rate is
√
Th, which is slower than the convergence rate
√
T
in the constant-loading factor model (see Theorem 2 in Bai, 2003). The variance is equal
to an OLS regression of the projected data on the projected unknown population factors.
The smaller the bandwidth h, the slower the convergence rate and the smaller the bias. The
variance of Λˆi(s) − (Hs)−1Λi(s) is Op
(
1
Th
)
and the bias of Λˆi(s) − (Hs)−1Λi(s) is Op(h).
The optimal bandwidth to balance variance and bias and satisfy the assumptions in the
asymptotic distribution is h  1/ 3+√T for some small  > 0.
We denote the common component by Cit,s = F>t Λi(s) and its estimator by Cˆit,s =
FˆtΛˆi(s) =
(
Fˆ st
K
1/2
s (St)
)T
Λˆi(s).
Theorem 4. Limiting Distribution of Common Components:
Under Assumptions 1-6 as Nh→∞, Th→∞, Nh2 → 0 and Th3 → 0, we have for each i,
for which t satisfies 1√
N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1):
( 1
N
Vit,s +
1
Th
Wit,s
)−1/2 (
Cˆit,s − Cit,s
)
d−→ N(0, 1), (7)
where Vit,s = Λi(s)′Σ−1Λ(s)ΓstΣ−1Λ(s)Λi(s) and Wit,s = F ′tΣ−1F |sΦsiΣ−1F |sFt.
18It is possible to estimate conditional factors and then calculate their average with respect to the stationary
distribution of the state process to obtain a more efficient estimator of the factors. This analysis is left for
future research.
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The estimated common components converge to an asymptotic normal distribution that
combines the results of the previous two theorems. Note that the systematic part is identi-
fied without a rotation. The variance in the asymptotic distribution is determined by two
components, factor and loading distributions. The first component Vit,s is from the asymp-
totic distribution of estimated factors Fˆ
s
t
K
1/2
s (St)
. The second component Wit,s comes from the
asymptotic distribution of estimated loadings Λˆi(s). Which one will dominate depends on
the relationship between N and Th. If N and Th have similar scales, both Vit,s and Wit,s
play a role in the variance of the asymptotic distribution. However, if Th/N = o(1), the
asymptotic distribution of the loadings dominates (which allows us to drop the additional
assumption on the times t), while if N/(Th) = o(1), the factor distribution dominates.
Lemma 7 in the Appendix provides consistent estimators for the asymptotic covariance
matrices in Theorems 2 to 4. Our feasible estimators allow for a sparse correlation and
autocorrelation structure for the residual terms.
6 Generalized Correlation Test for Change in Loadings
We derive a test statistics to detect if and for which states loadings are different. This is
distinct from a “global” test if loadings change at some time without guidance when the
change actually happens. We provide an answer to the important economic question for
which specific times and states loadings are different.19
Since the loadings can be estimated up to some rotation matrix, the test statistic needs to
be invariant to invertible linear transformations. A candidate measure is the total generalized
correlation, which measures how close the two vector spaces spanned by loading vectors in
two states are. The total generalized correlation ranges from 0 to the number of factors r.
0 represents two spaces are orthogonal while r represents two spaces are the same.
It is worth noting that it is insufficient to test if the loading vectors for individual factors
are different in different states. For example, it is possible that the first factor explains less
variation in another state and switches with the second factor. In this case, measuring the
correlation of the loadings of the first factor for different state outcomes would indicate a
change in loadings, while the factor structure itself actually does not change. Thus, it is
crucial to study the harder problem if the span of all factor loadings changes with the state
variable.
We consider the two state outcomes s1 and s2 with the corresponding loadings Λ(s1) and
19Su and Wang (2017) provide a “global” test for the constancy of factor loadings over time. Similar
arguments could be applied to our framework. The proof would go through with some modification about
controlling the bias from using data in other states.
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Λ(s2). Note that our state process St still has a continuous support. Testing the constancy
of factor loadings for the particular state realizations s1 and s2 is equivalent to testing
whether there exists an invertible matrix G, such that Λ(s1) = Λ(s2)G. We use a slightly
modified estimator for the loadings and estimators that will simplify the notation. Instead
of normalizing the projected factors to be orthonormal, we apply this normalization to the
loadings. This means we use Λ¯(sl) = Λˆ(sl)(V slr )−1/2 and F¯ sl = Fˆ sl(V slr )1/2. All results are
valid for the modified estimator under the same assumptions as for the estimators introduced
in the previous section. In the limiting distribution of F¯ sl , the convergence rate is the same
as the the limiting distribution of Fˆ sl , but the asymptotic variance of F¯ sl is that of Fˆ sl
multiplied (V slr )−1/2 on the left and and on the right. In the limiting distribution of Λ¯(sl),
the convergence rate is the same as the the limiting distribution of Λˆ(sl), but the asymptotic
variance of Λ¯(sl) is that of Λˆ(sl) multiplied (V slr )1/2 on the left and on the right.20
The generalized correlation test statistic requires some mildly stronger assumptions.
Assumption 7. Moments and Central Limit Theorem: There exists an M ≤ ∞, such that
∀ k and i, for any l, l′ = 1, 2
1. Double-sum factors, loadings and projected idiosyncratic components in two states:
E
∥∥∥ Th
NT 2(sl)
∑N
i=1
∑N
k=1(F sl)T e
sl
k λ
T
l′i
∑T
t=1[e
sl
ite
sl
kt − E(esliteslkt)]
∥∥∥2 ≤M.
2. Double-sum loadings and projected idiosyncratic components in two states:
E
∥∥∥ √Th
NT (sl)
∑N
i=1
∑N
k=1 λliλ
T
l′i
∑T
t=1[e
sl
ite
sl
kt − E(esliteslkt)]
∥∥∥2 ≤M.
3. Projected factors, loadings and idiosyncratic components in two states:
E
∥∥∥∥ √Th√NT (sl) ∑Ni=1(F sl)T esli λTl′i
∥∥∥∥2 ≤M.
20In order to study Λ¯(s1) and Λ¯(s2), we need to redefine Hsl = (F
sl )TF sl
T (sl)
Λ(sl)T Λ¯(sl)
N (V slr )−1, Hsl
P−→
(Qsl)−1, where Qsl = V sl(Υsl)TΣ−1/2F |sl , and V
sl 21 are eigenvalues of Σ1/2F |slΣΛ(sl)Σ
1/2
F |sl , Υ
sl is the corre-
sponding eigenvector matrix such that (Υsl)TΥsl = Ir. Under the same assumption as Theorem 3, the
asymptotic distribution of Λ¯i(sl) is
√
Th
(
Λ¯i(sl)− (Hsl)TΛi(sl)
) d−→ N(0, (V sl)−1QslΦsi (Qsl)T (V sl)−1)
where Φsi is the same as the Φsi in Theorem 3. Let λli = Λi(sl) and vli =
(Hsl)T
√
Th
T (sl)
(
1
N
∑N
k=1 λlkλ
T
lk
) (
(F sl)T esli
)
, then we have
√
Th
(
Λ¯i(sl)− (Hsl)TΛi(sl)
)
= vli + op(1) under
the same assumptions as in Theorem 3.
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4. Define µl,l′ = 1NT (sl)
∑N
i=1
∑T
j=1Ksl(St)FteitλTl′i and let B =

vec (µ1,1)
vec (µ1,2)
vec (µ2,1)
vec (µ2,2)
. It holds
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√
NTh(B − 0) d−→ N(0,ΣB,B). (8)
Assumption 7 is closely related to Assumption 5, but Assumption 7 involves loadings in
two states, sl and sl′ . Assumptions 7.1 and 7.2 are similar to Assumption 5.5, but these two
assumptions are averaged twice in the cross-sectional dimension. Assumption 7.3 generalizes
Assumption 5.2 and it is identical to Assumption 5.2 when l = l′. Assumption 7.4 is a joint
central limit theorem for the cross-sectional and time-series average of the residuals.
In order to simplify notation, denote Λl = Λ(sl) and Λ¯l = Λ¯(sl). We define the estimated
total generalized correlation as
ρˆ = trace
{( 1
N
Λ¯T1 Λ¯1
)−1 ( 1
N
Λ¯T1 Λ¯2
)( 1
N
Λ¯T2 Λ¯2
)−1 ( 1
N
Λ¯T2 Λ¯1
)}
and the population counterpart as ρ = trace
{(
1
N
ΛT1 Λ1
)−1 ( 1
N
ΛT1 Λ2
) (
1
N
ΛT2 Λ2
)−1 ( 1
N
ΛT2 Λ1
)}
.
Testing if Λ1 is some linear rotation of Λ2 is equivalent to
H0 : Λ1 = Λ2G for some full rank square matrix G
H1 : Λ1 6= Λ2G for any full rank square matrix G.
If we multiple any full rank square matrix G to the right of Λ¯1 or Λ¯2, ρˆ does not change
and the same holds for ρ. Note that if Λ1 = Λ2G, then it holds ρ = trace(Ir) = r, where
Ir ∈ Rr×r is an identity matrix. Hence, it is equivalent to test23
H0 : ρ = r
H1 : ρ < r
22Here we denote by vec(.) the vectorization operator. Inevitably the matrix ΣB,B is singular due to the
symmetric nature of the covariance. A proper formulation avoiding the singularity uses vech operators and
elimination matrices (See Magnus and Neudecker (1988))
23Here we use the following result:
Lemma 1. Let Λ1 ∈ RN×k1 and Λ2 ∈ RN×k2 . Assume N ≥ max(k1, k2), rank(Λ1) = k1 and rank(Λ2) = k2,
let k = min(k1, k2), then we have ρ ≤ k.
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Theorem 5 provides the inferential statistic for a one-sided test of the null hypothesis
ρ = r.
Theorem 5. Under Asumption 1-7 and under the null hypothesis ρ = r, if Nh → ∞,
Th→∞, √N/(Th)→ 0, √Th/N → 0, Nh2 → 0 and NTh3 → 0, then
√
NTh(ρˆ− r − ξT b) d−→ N(0, ξTDΣB,BDT ξ). (9)
The matrix D and a consistent plug-in estimator Dˆ are given in the appendix. ξT b is a bias
correction term.
Let ΣeT = E[eT e/N ] and ΣeN = E[eeT/T ]. Assume there are only finitely many non-zero
elements in each row of ΣeT and ΣeN and we know the sets ΩeT and ΩeN of nonzero indices.
A consistent estimator of the bias correction term is
bˆ =

vec (xˆ1,1 + yˆ1,1)
vec (xˆ1,2 + yˆ1,2)
vec (xˆ2,1 + yˆ2,1)
vec (xˆ2,2 + yˆ2,2)
 and ξˆ =

vec
(
−(Gˆ−11 Gˆ2Gˆ−14 Gˆ3Gˆ−11 )>
)
vec
(
Gˆ−11 Gˆ2Gˆ
−1
4
)
vec
(
Gˆ−14 Gˆ3Gˆ
−1
1
)
vec
(
−(Gˆ−14 Gˆ3Gˆ−11 Gˆ2Gˆ−14 )>
)
 ,
where Gˆ1 = 1N Λ¯
>
1 Λ¯1, Gˆ2 = 1N Λ¯
>
1 Λ¯2, Gˆ3 = 1N Λ¯
>
2 Λ¯1, Gˆ4 = 1N Λ¯
>
2 Λ¯2 and xˆl,l′ = xˆl,l′,l,l′ + xˆl,l,l,l′ +
xˆl,l′,l′,l′ and yˆl,l′ = zˆl,l′ + zˆl′,l with components
xˆu,v,p,w =(V¯ spr )−1
(
1
N
N∑
i=1
λ¯piλ¯
T
ui
) 1
NT (su)T (sv)
∑
(t1,t2)∈ΩeT
F¯ sut1 (F¯
sv
t2 )
T (e¯sut1 )
T e¯svt2

(
1
N
N∑
i=1
λ¯viλ¯
T
wi
)
(V¯ swr )−1,
zˆp,w =(V¯ spr )−1
1
N2T (sp)
∑
(i,j)∈ΩeN
λ¯pi(e¯spi )T e¯
sp
j λ¯
T
wj,
where e¯slt = Xslt − Λ¯(sl)F¯ slt and e¯sli = Xsli − F¯ slλ¯li. The feasible test statistic
√
NTh
(ρˆ− r − ξˆT bˆ)√
ξˆT DˆΣˆB,BDˆT ξˆ
is asymptotically N(0, 1) distributed under H0 and diverges to −∞ with probability 1 under
H1.
There are two surprising results. First, the test statistic for the null hypothesis ρ = r
is super-consistent, i.e. converges at the higher rate
√
NTh. Under the assumption ρ < r,
a simple delta-method argument applied to the trace shows that the convergence rate is
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slower at
√
N (see Lemma 2).24 Second, the special case of ρ = r requires a bias correction
in contrast to ρ < r where the bias can be ignored. The bias arises because the higher
rate of convergence does not allow us to ignore certain higher order terms in the asymptotic
expansion of ρˆ. Note that by construction (see Lemma 1), we have ρˆ ≤ r. Theorem 5 shows
that under the null hypothesis, ρˆ is distributed asymptotically normal around r+ ξT b which
implies that the bias term is negative.
Let h = 1/T 1/2+ε. All rate conditions in Theorem 5 can be reduced to N/T 1/2+ε → ∞,
N/T 1−2ε → 0, N/T 1/2+3ε → 0. If 0 < ε < 1/6 (equivalent to 1/T 1/2 < h < 1/T 3/4), there
exists combinations of N and T that satisfy the rate conditions. For example, if ε = 1/8, then
the rate conditions can be reduced to N/T 3/4 → 0 and T 5/8/N → 0. The rate conditions are
more stringent than Theorem 1-4, because ρˆ converges at the faster rate
√
NTh. The strong
condition
√
NTh · h → 0, equivalent to NTh3 → 0 is needed to neglect the bias term.25
Simulations suggest that the distribution result is still a good approximation even if the rate
conditions are not satisfied.
In order to obtain a consistent estimator of the bias term we assume that the residual
covariance matrix is sparse similar to Fan et al. (2013). Our sparsity assumption imposes
that there are only finitely many nonzero elements in each row of the covariance matrix of
the errors ΣeN = E[eeT/T ] and similarly in the autocovariance matrix ΣeT = E[eT e/N ]. For
simplicity, we assume that we know the set of nonzero indices. This assumption could be
relaxed and we could estimate the non-zero elements with a thresholding approach similar
to Fan et al. (2013) under additional assumptions.
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Lemma 2. Under the alternative hypothesis, if N/
√
Th→ 0, Nh→∞, Th→∞, √Th/N → 0, Nh2 → 0,
Th3 → 0, and NTh3 → 0,
√
N


vec
( 1
NΛT1 Λ1
)
vec
( 1
NΛT1 Λ2
)
vec
( 1
NΛT2 Λ1
)
vec
( 1
NΛT2 Λ2
)
−

ΣΛ1,Λ1
ΣΛ1,Λ2
ΣΛ2,Λ1
ΣΛ2,Λ2

 d−→ N(0,Π) (10)
and the eigenvalues of ΣΛ1,Λ1 , ΣΛ2,Λ2 are bounded away from 0, then we have
√
N(ρˆ− ρ¯)→ N(0, ξTΠξ)
where ξ =

vec
(−(G−11 G2G−14 G3G−11 )>)
vec
(
G−11 G2G
−1
4
)
vec
(
G−14 G3G
−1
1
)
vec
(−(G−14 G3G−11 G2G−14 )>)
, G1 = ΣΛ1,Λ1 , G2 = ΣΛ1,Λ2 , G3 = ΣΛ2,Λ1 , G4 = ΣΛ2,Λ2 and
ρ¯ = tr
(
Σ−1Λ1,Λ1ΣΛ1,Λ2Σ
−1
Λ2,Λ2ΣΛ2,Λ1
)
.
25Furthermore, Theorem 5 is based on Theorem 2-4. Rate conditions in Theorem 2-4 need to be satisfied
in Theorem 5 as well. These two aspects lead to the rate conditions in Theorem 5.
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7 Extension to Noisy State Process
Our state-varying factor model requires the knowledge of the state process driving the loading
variation, which can be restrictive in some cases. A natural relaxation is to assume that we
only use a noisy approximation of the underlying state-process:
Xit = (Λi(St) + εit)>Ft + eit i = 1, 2, · · · , N and t = 1, 2, · · · , T
or in vector notation,
Xt︸︷︷︸
N×1
= Λ(St)︸ ︷︷ ︸
N×r
Ft︸︷︷︸
r×1
+ Et︸︷︷︸
N×r
Ft︸︷︷︸
r×1
+ et︸︷︷︸
N×1
= Λ(St)Ft + ψt + et t = 1, 2, · · · , T .
The term it is the time-varying component of the loading coefficient that cannot be explained
by the state process St. It can for example be due to a measurement error in the state process
St or an omitted additional state process. Without loss of generality we can assume that it
has a time-series mean of zero as the non-zero mean can be captured by the latent loading
function Λi. In the following we will argue that the additional term ψt = EtFt can be treated
like an additional error term that will not affect our previous results. In this sense our model
is robust to model miss-specification.
Our approach is related to Fan et al. (2016). They model loadings as non-linear functions
of time-varying features of the cross-sectional units. Their estimation approach applies PCA
to the data matrix that is projected in the cross-section on the subject-specific covariates. In
addition to the covariates they allow for a subject specific orthogonal residual component in
the loadings. In contrast our projection is applied in the time dimension. We also allow for
an additional component independent of the state process to capture additional variation.
Our assumptions on this noise component are similar to their setup.
Defining e˜it = ε>itFt+eit we reformulate our model as Xit = Λi(St)Ft+ e˜it. The noise term
in the loadings εit needs to satisfy essentially the same assumptions as eit for Theorem 1 to
5 to hold. In particular, εit can only have weak cross-sectional and time-series correlation.
Assumption 8. Weak noise dependency:
1. Assume εit is independent of Su, Fu and eju for all i, j, t and u. Furthermore, Assump-
tions 4.1-5 hold with eit replaced by εit 26 , E[‖Ft‖8] ≤M <∞ and maxt .E[‖Ft‖8 |FS] ≤
M <∞.
2. Assumptions 5 and 7 hold with eit replaced by ε>itFt.
26The error εit is a r-dimensional vector and hence the assumptions are formulated for each element of
the vector.
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Assumption 8.1 imposes the same weak correlation structure on εit as on eit. Assumption
8.2 imposes the same dependency structure between Ft, Λ(s) with Ftεit as between Ft,
Λ(s) with eit in Assumptions 5 and 7. Assumption 8.2 is only slighter stronger as we now
essentially limit the dependency between FtF>t and εit instead of the Ft and eit. Under
Assumption 8 the new error term it satisfies the same assumptions as the previous error
term eit:
Corollary 1. Assume the noisy state-varying factor model holds.
1. Under Assumption 8.1, Assumption 4 holds with eit replaced by e˜it.
2. Under Assumption 8.2, Assumptions 5 and 7 hold with eit replaced by e˜it.
As a result all our previous theorems are still valid.
Corollary 2. Assume the noisy state-varying factor model holds.
1. Under the assumptions of Theorem 1 and Assumption 8.1, the results of Theorem 1
continue to hold.
2. Under Assumption 8 and the assumptions of Theorem 2, 3 or respectively 4, the results
of Theorem 2, 3 or respectively 4 continue to hold.
3. Let Σe˜T = E[e˜>e˜/N ], Σe˜N = E[e˜e˜>/T ] and Σe˜ = E[vec(e˜)vec(e˜)>]. Assume there are
only finitely many non-zero elements in each row of Σe˜T , Σe˜N and Σe˜ and we know the
sets of nonzero indices, Ωe˜T , Ωe˜N and Ωe˜. Under Assumption 8 and the assumptions
of Theorem 5 or respectively Lemma 8, the results of Theorem 5 or respectively Lemma
8 continue to hold.
Corollary 2 implies that we do not need to know the exact source of changes in the
loadings, but it is sufficient to use a state process that is correlated with the cause of change
in the structure. Furthermore, the asymptotic standard errors and the generalized correlation
test for state-dependency provide valid results even if we do not implicitly capture all the
variation in the loadings with our choice of state process.
8 Misspecified State Process
Our estimator can dominate a constant loading model even if the state process is misspecified.
In the last section we have shown that our estimator is robust to a moderate misspecification
of the state process. However, we have ruled out a “systematic and non-diversiable” miss-
specification, which could arise if for example a systematic state process is omitted in the
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estimation. Here, we illustrate that even if we omit a relevant state process, the state-varying
loading estimator can outperform the constant loading estimator for the same number of
factors. We only require our candidate state process to be dependent with the true population
state process. Our arguments are based on the population model to illustrate the key ideas.
Assume that that population model follows Xit = Λi(St)>Ft + eit where St is the true
state process. We compare PCA applied to the second moment conditioned on the true
state, a wrong state and without conditioning. We denote by ΣSt=s = E[XtX>t |St = s]
the second moment conditioned on the true state. Given the stationary density of the state
process piSt(s) the unconditional second moment equals
Σ = E[XtX>t ] =
∫
ΣSt=spiSt(s)ds.
We denote by Gt another state process whose stationary density is piGt(g). The conditional
second moment on Gt = g equals
ΣGt=g = E[XtX>t |Gt = g] =
∫
ΣSt=spiSt|gt=g(s)ds,
where piSt|gt=g(s) is the conditional density of St given Gt = g. Note, that
Σ =
∫
ΣGt=gpiGt(g)dg.
We compare the variation explained from PCA-based factors estimated from different second
moment population matrices. The constant loading model will always explain less variation
than the state-varying model conditioned on the correct state:
max
Λ:Λ>Λ/N=Ir
tr
(
Λ>ΣΛ
)
= max
Λ:Λ>Λ/N=Ir
tr
(
Λ>
(∫
ΣSt=spiSt(s)ds
)
Λ
)
≤
∫
tr
(
max
Λs:Λ>s Λs/N=Ir
Λ>s ΣSt=sΛs
)
piSt(s)ds. (11)
which follows from the convexity of the maximum operator. The inequality is strict if
rank(Σ) > r. Similarly the state-varying model with a potentially wrong state explains at
least as much variation as the constant loading model
max
Λ:Λ>Λ/N=Ir
tr
(
Λ>ΣΛ
)
= max
Λ:Λ>Λ/N=Ir
tr
(
Λ>
(∫
ΣGt=gpiGt(g)ds
)
Λ
)
≤
∫
tr
(
max
Λg :Λ>g Λg/N=Ir
Λ>g ΣGt=gΛg
)
piGt(g)dg. (12)
Let dj and dGt=g,j be the j-th largest eigenvalues of Σ and ΣGt=g respectively. Inequality
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(12) is strict if and only if
∫  r∑
j=1
dGt=g,j
piGt(g)ds > r∑
j=1
dj.
Note that if St and Gt are independent, it holds that piSt|gt=g(s) = piSt(s) and thus ΣGt=g = Σ
and dj = dGt=g,j for all g. In this case, Inequality (12) becomes an equality. This inequality
can become a strict inequality only if Gt and St are dependent, but Gt does not need to be
equal to St in order to explain more variation than the constant loading model for the same
number of factors.
This discussion is based on the population model and for the estimated model we need
to take the estimation error into account which adds another layer of complexity. The goal
of this discussion is to formalize the idea of Section 2.3, namely that the state-varying model
provides a more parsimonious representation. In our empirical applications we show that we
need considerably more factors in the constant loading model to explain the same amount
of variation as in the state-varying model. This confirms that the states that we condition
on are relevant and cannot be independent of the true underlying state process.
9 Simulation
We study the finite sample properties of our estimators through Monte-Carlo simulations.
First, we show that the distribution of the estimated loadings, factors and common compo-
nents converge to the asymptotic distribution. Second, we show that the functional form
of the loadings as a function of the state can be reliably recovered. Third, we verify the
good size and power properties of our test statistic. Fourth, we test the performance of our
estimator for a misspecified state process.
9.1 Asymptotic Distribution Theory of Estimators
In the baseline model, we generate data from a one-factor model
Xit = Λi(St)Ft + eit
where Ft ∼ N(0, 1). The state process is an Ornstein–Uhlenbeck (OU) process which is a
mean-reverting process with stationary distribution. In more detail, we simulate the state
process as St = θ(µ − St)dt + σdWt, where θ = 1, µ = 0.2, and σ = 1 and its stationary
distribution has the mean µ = 0.2 and variance σ2/(2θ) = 1/2. The OU process is popular
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for modeling stochastic volatility in financial data, which is aligned with the volatility index
as the state process in one of our empirical applications. The loadings are cubic functions in
the state process, Λi(St) = Λ0i+ 12StΛ1i+
1
4S
2
t Λ2i+ 18S
3
t Λ3i, where Λ0i,Λ1i,Λ2i,Λ3i ∼ N(0, 1).
The functional form of the loading function is motivated by our empirical findings. The
loadings as a function of volatility change non-linearly and the changes are larger for state
values that deviate more from its mean. The coefficients in the cubic, quadratic and linear
terms are chosen to guarantee that loadings will not be completely dominated by the state
realizations with the largest absolute values, which is again in line with our empirical findings.
We generate different idiosyncratic processes as follows.
• IID: eit ∼ IID N(0, 1)
• Heteroskedasticity: eit = σivit, σi ∼ IID U(0.5, 1.5), vit ∼ N(0, 1)
• Cross sectional dependence: et ∼ N(0,Σe), Σe = (cij)i,j=1,2,··· ,N with cij = 0.5|i−j|
Figures 1-3 show histograms of the standardized estimated factors, loadings and common
components. The estimates are centered and standardized using consistent estimates of the
theoretical mean and standard deviation. The histograms are based on 2,000 Monte Carlo
simulations. We choose N as 50, 100 to 200, T as 250, 500, 1000, and the state outcome
to be s = 0.5. We set the bandwidth to h = 0.3 to balance the bias and variance inherited
in the nonparametric method.27 In the main text we present the results for IID errors and
delegate the very similar results for heteroskedastic and cross-sectionally dependent errors
to the appendix. The simulated data is very well approximated by the theoretically implied
normal distribution. Our results are robust to heteroskedastic or cross-sectionally dependent
errors.
27The squared error of the nonparametric method is Op
(
max
( 1
N ,
1
Th , h
2)). In order for the results in
section 5 and 6 to hold, we have Nh → ∞, Th → ∞, Nh2 → 0 and Th3 → 0. This gives us a guideline to
select bandwidth h in the simulation and empirical. We should expect c1N < h <
c2√
N
and c3T < h <
c4
3√
T
for
some c1, c2, c3 and c4. Since N ranges from 50 to 200 and T ranges from 250 to 1000, min
(
1√
N
, 13√
T
)
= 1√200
= 0.071 and max
( 1
N ,
1
T
)
= 150 = 0.02. In the simulation and empirical results, we find that slightly over-
smoothing (a larger bandwidth, from 0.1 to 0.5) yields a better result. We have run Monte-Carlo simulations
with many different choices for the bandwidths. Results are similar as those generated by h = 0.3, and are
available upon request.
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Figure 1: Histograms of estimated standardized factors (N =50, 100, 200; T=250, 500, 1000;
h=0.3) for IID errors. The normal density function is superimposed on the histograms.
Figure 2: Histograms of estimated loadings (N = 50, 100, 200; T = 250, 500, 1000; h = 0.3)
for IID errors. The normal density function is superimposed on the histograms.
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Figure 3: Histograms of estimated standardized common components (N = 50, 100, 200;
T = 250, 500, 1000; h = 0.3) for IID errors. The normal density function is superimposed on
the histograms.
9.2 Functional Form of Loadings
We show that the functional form of the loadings depending on the state can be well esti-
mated. Here we use the same data generating process as in Section 9.1. The factor model
is estimated in every possible state between -3 and 3. Figure 4 compares the estimated
functional form with the true functional form of the loadings of four randomly selected
cross-section units. The estimated functional form of the loadings matches the true func-
tional form very well.
In Figure 26 we compare the estimation results of our state-varying factor model with
the local time-varying model of Su and Wang (2017) under the same simulation setup. Our
state-varying factor model can recover the correct functional form while the local window
estimator fails.
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Figure 4: Estimated functional form of loading versus the state variable (N = 100, T =
500, h = 0.5). The true functional form is superimposed on the estimated form.
9.3 Generalized Correlation Test
The data generating process is similar to the data generating process in Section 9.1, except
that we use constant loadings to generate the data for all states. Figure 5 is generated by
keeping the realization of the single factor, loadings and state fixed and simulating the i.i.d.
errors. The histograms generated from heteroskedastic errors and cross-sectionally dependent
errors are in the appendix. Each subplot is based on 2,000 Monte-Carlo simulations. Without
loss of generality, two state outcomes are selected as s1 = 0.4 and s2 = 0.6, to calculate
the generalized correlation ρˆ. We compare the empirical distribution of ρˆ standardized
by the consistent estimators of its theoretical mean and deviation with a standard normal
distribution. The standardized generalized correlation is very well approximated by a normal
distribution.28
Fig. 6 shows the p-values and t-values of any paired state outcomes when the loadings are
constant. From the subplot of p-values, we would conclude that the loadings are constant for
almost all paired loadings. As we face a multiple testing problem, there exists as expected a
small number of false rejections for a given significance level.
28Although we correct for the bias, the empirical distribution is still slightly shifted to the left. Our bias
correction term only takes into account the dominant bias term. We believe that correcting for higher order
bias terms can correct the remaining minor bias. Note that the remaining minor bias makes our test statistic
more conservative, i.e. we are more likely to reject the null hypothesis.
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Figure 5: Histograms of estimated standardized and bias-corrected generalized correlation
test statistic. (N = 50, 100, 200;T = 250, 500, 1000;h = 0.3). The normal density function
is superimposed on the histograms.
Simulations show the good power properties of the generalized correlation test. We
assume the true underlying model has constant loadings in one interval and state-varying
loadings in another interval. More specifically, data is generated such that loadings are
constant in s ∈ [0.3, 1] and linearly or quadratically depend on the state in s ∈ [0, 0.3). The
generalized correlation ρˆ of estimated loadings in two states is standardized by estimates of
the mean and bias correction term and the standard deviation from Theorem 9. Table 1
shows, the acceptance probability for the null hypothesis for a 95% significance level. We
run 500 Monte-Carlo simulations. Among the loadings in the three pairs of states that we
compare, the true loadings are different in (s1, s2) = (0.1, 0.9) and (s1, s2) = (0.25, 0.75), but
the same in (s1, s2) = (0.9, 0.95). When loadings in two states are different, the power of the
generalized correlation test increases as N or T increase. The power is close to 1 when the
data size is at least (N, T ) = (100, 500). Since the estimated loadings are smooth in s,29 it is
shown in Table 1, that more trials are rejected when we test loadings in (s1, s2) = (0.1, 0.9)
compared to (s1, s2) = (0.25, 0.75). When testing loadings in (s1, s2) = (0.9, 0.95), nearly
95% of the trials are accepted, which is aligned with the asymptotic distribution under the
null hypothesis.
29Estimated loadings are smooth in s except at s = 0.3.
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(a) t-value (b) p-value
Figure 6: Generalized correlation test of estimated loadings in any paired states (N = 100,
T = 500 and h = 0.3. H0: there exists a full rank matrix G, Λs2 = Λs1G, H1: for any full
rank matrix H, Λs2 6= Λs1G). x-axis and y-axis are both state values. The value at point
(s1, s2) in figure (a) represents the normalized generalized correlation (t-value) of Λ¯s1 and
Λ¯s2 . The value at point (s1, s2) in Figure (b) represents the p-value corresponding to the
t-value in Figure (a).
Loading linear in state Loading quadratic in state
(N, T )\(s1, s2) (0.1, 0.9) (0.25, 0.75) (0.90, 0.95) (0.1, 0.9) (0.25, 0.75) (0.90, 0.95)
(50, 250) 0.328 0.424 0.942 0.128 0.220 0.918
(50, 500) 0.014 0.044 0.938 0.000 0.002 0.932
(50, 1000) 0.002 0.000 0.952 0.000 0.000 0.970
(100, 250) 0.084 0.124 0.948 0.022 0.024 0.934
(100, 500) 0.000 0.002 0.954 0.002 0.002 0.938
(100, 1000) 0.000 0.000 0.954 0.000 0.000 0.954
(200, 250) 0.014 0.014 0.942 0.002 0.000 0.940
(200, 500) 0.000 0.000 0.934 0.000 0.000 0.964
(200, 1000) 0.000 0.000 0.946 0.000 0.000 0.946
Table 1: Proportion of Standardized Generalized Correlation ρ of Λˆ(s1) and Λˆ(s2) to be
within [−1.65,+∞) (500 Monte-Carlo simulations; S ∼ U(0, 1); Loading linear in state:
Λ(s) = Λ1 + 1(s ≤ 0.3)(s − 0.3)Λ2; Loadings quadratic in state: Λ(s) = Λ1 + 1(s ≤
0.3)(s− 0.3)Λ2 + 1(s ≤ 0.3)(s− 0.3)2Λ3).
9.4 Variation Explained by Factor Models
We compare the amount of explained variation for the constant and state-varying factor
model under misspecification. We consider a state observed with noise as in Section 7 and a
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missing relevant state. Our simulation results confirm that our estimator is robust to noise in
the observation of the state process and provides a more parsimonious model than a constant
loading model as long as we condition on a process that is related to the underlying state
process.
We compare the in- and out-of-sample explained variation of X and the common compo-
nent for different factor estimators. The explained variation labeled as R2X and R2C is defined
as
R2X = 1−
∑N
i=1
∑T
t=1(Xit − Cˆit)2∑N
i=1
∑T
t=1X
2
it
R2C = 1−
∑N
i=1
∑T
t=1(Cit − Cˆit)2∑N
i=1
∑T
t=1C
2
it
,
where the common component is either based on a state-varying or constant loading model.
The out-of-sample common component projects the loading functions estimated in-sample
on the out-of-sample observations, i.e. Cˆt = Λˆt
> (Λˆt>Λˆt)−1 Λˆt>Xt. For the out-of-sample
results we use the first T/2 time-series observations to estimate the loadings and test the
model out-of-sample on the second T/2 observations.
Table 9.4 reports the explained variation for a noisy state process. This model can of
course also be interpreted as a missing state process. Even when the noise has the same
magnitude as the state process the explained variation is very close to the case of using the
true state. In contrast, the constant loading model explains one third less of the variation
with the same number of factors.
In-sample Out-of-sample
R2X R
2
C R
2
X R
2
C
State-Varying Model: G = S 0.677 0.987 0.643 0.982
State-Varying Model: G = S + 0.1v 0.676 0.985 0.642 0.980
State-Varying Model: G = S + 0.5v 0.653 0.952 0.611 0.934
State-Varying Model: G = S + v 0.616 0.894 0.559 0.856
State-Varying Model: G = S + 2v 0.569 0.818 0.490 0.749
Constant Loading Model 0.442 0.650 0.427 0.653
Table 2: In-sample and out-of-sample R2 conditioned on noisy state process G (true loadings
depend St: Λi(St) = Λ0i + 12StΛ1i +
1
4S
2
t Λ2i + 18S
3
t Λ3i): N = 100, T = 500; vt ∼ N(0, 1) is
the noise in the state.
Figure 7 considers missing a systematically relevant state in a non-linear state function. In
this case both, the state-varying and constant loading model are misspecified. The loading
function is modeled as Λi(S1,t, S2,t) = exp(Λ1,iS1,t + Λ2,iS2,t) where the two independent
states follow the same distribution as in Section 9.1. We condition only on one state process
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and calculate the explained variation in X and the common component out-of-sample. As
before we estimate the model on the first half of the data to obtain the out-of-sample fit
on the second half. Conditioning on both state variables should yield a model with a high
explained variation with only one factor. Both the state-dependent model with one state
and the constant loading model do not explain a large amount of variation with one factor.
However, the state-varying loading model with two factors can almost perfectly explain the
variation out-of-sample. In contrast, the constant loading model requires 8 factors to capture
the same amount of variation as a misspecified state-dependent model with two factors. This
is exactly the same pattern that we observe in our empirical analysis of stock returns.
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Figure 7: Out-of-Sample R2 for X and C for misspecified model (true loadings depend on
two states and we condition only on one (State-PCA) or use constant loadings (PCA)):
N = 100, T = 500; State-varying model: Λi(S1,t, S2,t) = exp(Λ1,iS1,t + Λ2,iS2,t), where S1
and S2 are independent and follow OU processes. Λ1,i,Λ2,i iid∼ N(0, 1).
10 Empirical Application to U.S. Treasury Securities
We apply our approach to the treasury securities market and show that the factor structure
changes with economic conditions. The U.S. treasury yield structure has been shown to
be well explained by the first three principal components.30 The first three PCA factors
are commonly referred to as the level (the long rate), slope (a long minus short rate) and
curvature (a short and long rate average minus a mid-maturity) and can characterize the
yield curves for different maturity bonds. We analyze how these three factors are influenced
by three different macro-economic state variables. First, we use a NBER-based boom and
30See Diebold et al. (2005), Diebold and Li (2006), Cochrane and Piazzesi (2005) and Cochrane and
Piazzesi (2009).
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recession indicator as a discrete state process.31 Second, we condition on the CBOE Volatility
Index (VIX). Third, we model macro-economic conditions using the U.S. unemployment rate.
Our findings strongly support a time-varying factor structure.
The data set is daily data of the US Treasury Securities Yields from 07/31/2001 to
12/01/2016. The terms range from 1, 3, 6 months to 1, 2, 3, 5, 7, 10, 20, 30 years. We
first separate the data into booms and recessions based on NBER-based recession indicators
and estimate a factor model for each state. Figure 8 shows the loadings for the first three
factors. The x-axis is the index of Treasury Securities. The larger the index, the longer the
bond term. The level, slope and curvature patterns of loadings versus bond terms persist in
the loadings in the boom and in the loadings in the recession. However, there are differences
in the values of the loadings, or the composition weights in the factors in the two different
states.
(a) Level Factor (b) Slope Factor (c) Curvature Factor
Figure 8: First three latent factor loadings for treasury securities conditioned on boom and
recession states
It is coarse to characterize macro-economic conditions by only two state outcomes. The
volatility index VIX and the unemployment rate can be viewed as continuous state processes
that will provide a more refined analysis of the state-dependency.
CBOE Volatility Index (VIX) is a measure of the implied S&P 500 index options. It
measures how volatile the market is. A higher VIX indicates a more volatile market. It is
also called the “fear” index. Typically a recession coincides with a high VIX. We use the
standard convention of logarithmic VIX values to account for its heavy tails on the right.
The log-normalized VIX from 07/31/2001 to 12/01/2016 is shown in Figure 9a. The VIX
path seems to be recurrent as required by our methodology.
We estimate a factor model conditional on every possible log-normalized VIX value from
-1.5 to 1.2. There are only very few observations outside this range which we neglect. We
31The NBER-based boom and recession indicator is the special case of a discrete state process.
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choose the bandwidth h to be 0.1. 32 Figure 9b shows the variance explained by the first
three factors. The level factor becomes less dominate as VIX goes up. Meanwhile, the slope
factor becomes more important as the VIX increases. In a more volatile market, more yield
movements are explained by the long minus short rate changes.
Figure 10 shows how the loadings change with the VIX. The x-axis is the same as Figure
8, indicating the maturity of the bonds. The color bar indicates the log-normalized VIX
value. Green curves represent loadings in low VIX states. Purple and red curves represent
loadings in high VIX states. Even though the level, slope and curvature patterns persist in
all states, changes in the state variables lead to shifts in the curves of loadings versus bond
terms, implying the changes of the compositions of level, slope and curvature factors.
(a) Log-normalized VIX (b) Proportion of variance explained
Figure 9: Log-normalized VIX from 07/31/2001 to 12/01/2016 (index represents the number
of trading days from 07/31/2001) and proportion of variance explained by the first three
factors in different log-normalized VIX
For the level factor, loadings of longer-term bonds move from below average to above
average as the VIX goes up. Equivalently, longer-term bonds have higher weights in the
level factor. When the market is more volatile, the level rate carries more information about
expected future yields in longer-term bonds. This result is consistent with the factor model
conditioned on boom and recession states. In recessions, usually corresponding to high VIX
values, the loadings of longer-term bonds are higher.
Loadings of the second factor, the slope factor, shift downwards in the tails in times of
high volatility. The loadings of very short-term bonds are more negative and loadings of
very long-term bonds are less positive as the VIX goes up. Long-term bonds usually have
32The patterns of loadings versus VIX persist with different bandwidth h. Results using different band-
widths are available upon request.
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higher yields than short-term bonds to compensate for uncertainty risk in the future. The
slope factor captures this risk. In a more volatile market, the slope factor shifts to shorter
maturities. This result is also consistent with the second factor loading in the factor model
conditional on booms and recessions.
The curvature factor has a clear parallel shift to the left with increasing VIX. The bond
term with the minimum loadings shifts from 5-7 years bonds to 2-3 years bonds as the VIX
increases. The curvature factor can be interpreted as capturing momentum. A more volatile
market seems to lead to a momentum risk factor based on shorter maturities. As before this
result is in line with the two-state model.
(a) Level Factor (b) Slope Factor (c) Curvature Factor
Figure 10: First three latent factor loadings for treasury securities conditioned on VIX (The
color bar indicates log-normalized VIX value)
We use the generalized correlation approach to test for which states the factor structure
changes. The previous results indicate that each of the first three eigenvectors changes with
the VIX. However, it could be possible that the span of the eigenvectors does not change,
i.e. it is possible that the factor structure is stable over time. Figure 11 shows the results for
the generalized correlation test statistic and its p-values for any combination of two states
s1 and s2. As expected, the diagonal values take the largest values implying that the factor
structure is very “close” for these paired states. The red regions represent changes in the
factor structure. Apparently, the loading space is different in states with positive values
(high VIX) from states with negative values (low VIX).33
Furthermore, we use the U.S. unemployment rate as the third state variable. Unemploy-
ment rates, released monthly by the Bureau of Labor Statistics, rise or fall in the wake of
changing economic conditions. Although it is lagged, it can roughly indicate how well the
economy is doing. The monthly unemployment rates from 07/2001 to 12/2016 are shown in
33Our test-statistic is not a global test for changes in the factor structure, but aims at comparing two
specific states. In order to use our results for a global test the p-values would need to be adjusted to account
for multiple hypothesis testing.
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Figure 12a. The unemployment rate reached its peak at 10% during the financial crisis and
dropped afterwards.
Similar to using the VIX as the state variable, we estimate a factor model conditional
on every possible value of the unemployment rate. Due to the wider range of values of
the unemployment rate compared to the log-normalized VIX, we choose a larger bandwidth
h = 1.34 The proportion of variance explained by the first three factors is shown in Figure
12b. The first factor becomes less important as the unemployment rate rises, while the
second factor gains importance, even close to the level of the first factor.
(a) t-value (b) p-value
Figure 11: Generalized correlation test of estimated loadings in any paired states in US
Treasury securities data using log normalized VIX as state variable (H0: there exists a full
rank matrix G, Λs2 = Λs1G, H1: for any full rank matrix H, Λs2 6= Λs1G). x-axis and
y-axis are both log-normalized VIX. The value at point (s1, s2) in figure (a) represents the
normalized generalized correlation (t-value) of Λ¯s1 and Λ¯s2 . The value at point (s1, s2) in
Figure (b) represents the p-value corresponding to the t-value in Figure (a).
Figure 12c shows that yields of short-term bonds are strongly negatively correlated with
the unemployment rate, while yields of long-term bonds are almost uncorrelated with un-
employment rate. This correlation is captured by the variation of factor models in different
unemployment rates. Figure 13 shows how loadings of different maturity bonds change with
unemployment rates. The weights of long-term bonds (10-, 20-, 30-year bonds) in the level
factor drop significantly, to even close to 0, as unemployment rate increases to its maximum.
The level factor’s value mainly depends on yields of short-term (< 3-year) bonds. A recession
is usually associated with a high VIX and a high unemployment rate. The results conditional
on unemployment rates are consistent with the previous two results. The relative shifts in
the three factors have a similar pattern as those for the VIX and the recession indicator. The
34Results using different bandwidths are similar and available upon request.
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patterns are stronger in terms of the magnitude of changes in factor loadings when using the
unemployment rate as the state variable.
(a)
Unemployment Rate
(b)
Proportion of variance explained
(c)
Correlation
Figure 12: Unemployment rate from 07/31/2001 to 12/01/2016 (index represents the number
of months from 07/31/2001), proportion of variance explained by the first three factors in
different unemployment rates, and the correlation between yields and unemployment rate
for different maturity bonds
Last but not least, we test for which unemployment rates the factor model changes. The
result is shown in Figure 14. The values of the test statistic and the p-values exhibit a weaker
pattern than in the case of the VIX. However, the general finding that the factor structure
is different for state values far away from each other persists. We suspect that Figure 14 is
more scattered than Figure 11 because our choice of bandwidth leads to a less smooth fit of
the loading function than in the VIX case.
(a) Level Factor (b) Slope Factor (c) Curvature Factor
Figure 13: First three latent factor loadings for treasury securities conditioned on unemploy-
ment rate (The color bar indicates unemployment rate).
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(a) t-value (b) p-value
Figure 14: Generalized correlation test of estimated loadings in any paired states in US
Treasury Securities data using unemployment rate as the state variable (H0: there exists a
full rank matrix G, Λs2 = Λs1G, H1: for any full rank matrix G, Λs2 6= Λs1G). x-axis and
y-axis are both log-normalized VIX. The value at point (s1, s2) in figure (a) represents the
standardized generalized correlation (t-value) of Λ¯s1 and Λ¯s2 . The value at point (s1, s2) in
Figure (b) represents the p-value corresponding to the t-value in Figure (a)
In-sample R2X Out-of-sample R2X
State-varying log-normalized VIX: 3 factors 0.997 0.998
State-varying unemployment rate: 3 factors 0.998 0.999
Constant loading: 3 factors 0.996 0.997
Constant loading: 4 factors 0.998 0.999
Constant loading: 5 factors 0.999 0.999
Table 3: In-sample and out-of-sample R2X for US Treasury Securities data. We use the first
half of the data for the estimating the loadings and update them on an expanding window
to obtain the out-of-sample common component.
In Table 10 we compare the amount of variation explained by different factor models.
Treasury yields are somewhat special in the sense that their variation can almost perfectly be
explained by three factors. The state-varying factor model with three factors explains slightly
more variation; comparable to a four factor model with constant loadings. However, if the
goal is to explain variation a time-varying and a constant three factor model both perform
well. The takeaway from this empirical application is to understand that the economic
interpretation of “level”, “slope” and “curvature” has to be used with caution. Depending
on the economic conditions the first PCAs are different and for example the first PCA factor
can move from a simple average to a combination of a long-short and average portfolio.
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The next application to individual stock returns shows that in other asset classes the state-
varying model can actually explain a significant larger amount of variation than its constant
counterpart.
11 Empirical Application to S&P500 Stocks
We estimate the latent factor structure in individual stock returns and show that the state-
varying factor model is more parsimonious in explaining variation and captures more pricing
information than the constant loading model. Our data set is the same as in Pelger (2019b)
and consists of the daily stock returns for the balanced panel of S&P 500 stocks from January
1st 2004 to December 31st 2016. We include only stocks with returns available for the whole
time horizon which leaves us with a panel of N = 332 and T = 3253. We supplement the
data with the daily risk-free rate from Kenneth French’s website. As before we condition
on the log normalized VIX. We study the amount of variation explained by different factor
models, the loadings for different states and the optimal portfolio strategies implied by the
factor models.
Figure 15 reports the explained variation in- and out-of-sample for the state-varying and
constant loading model. For the out-of-of-sample results we first estimate the loadings on
the first 3 years of data and then update the loadings estimates on an expanding window
to obtain the out-of-sample systematic component for the next 10 years. Obviously, the
state-varying factor model explains more variation than the constant loading model in- and
out-of-sample for the same number of factors. Interestingly, the constant loading model
requires roughly three more factors to explain the same amount of variation in- and out-of-
sample as the state-varying model. Therefore, conditioning on the VIX results in a more
parsimonious factor model to explain the co-movement in stock returns. Our results does not
depend on a prior of the number of factors. In particular, it implies that stock returns do not
follow a constant loading model and that the VIX is related to the source of time-variation.
We do not require that the VIX explains all the time-variation in the loadings, but we show
the conditional model provides a better description of the data than the unconditional one.
Figure 16 shows the test results for the generalized correlation test for the combination of
any two state outcomes of the VIX. We use a five factor model motivated by the five factors of
Fama and French (2015) and Lettau and Pelger (2018). The span of the loadings drastically
changes with the realization of the VIX, which confirms the previous results. Even in a
one-factor model, the span of the state-varying loadings is different from a constant factor
model. This finding will be confirmed in the portfolio application.
Last but not least, we study the portfolio implications of the estimated factor. Arbitrage
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pricing theory implies that only systematic risk earns a risk premium and hence the pricing
kernel is spanned by the systematic factors. In other words, the mean-variance-efficient
portfolio should only be composed of the systematic factors. The mean-variance optimization
problem based on latent factors has the appealing feature that it is independent of the
rotational indeterminacy of the latent factors, i.e. it does not depend on a specific choice of
H(St). Note, that although a risk premium can only be earned by a systematic factor, not
every systematic factor is necessarily compensated for risk. This implies that for example
in a five factor model an optimal portfolio invests only in these five factors, but some of
the factors can have a weight of zero in the portfolio.35 Figure 17 plots the annualized
Sharpe ratios36 out-of-sample for different numbers of factors. As in-sample results are known
for over-fitting37 we report only the out-of-sample results which correspond to an actual
investable strategy. The mean-variance efficient portfolio based on state-varying factors has
a significantly higher Sharpe ratio than the constant loading model. In fact, the constant
loading factors can result in negative Sharpe ratios which indicate that they are missing a
crucial time-variation which is captured by our model. It seems that a one-factor model with
state-varying loadings captures most of the pricing information, while adding more factors
distorts the model.
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Figure 15: S&P500 stocks: Variation explained by state-varying and constant loading model.
State is log-normalized VIX. The constant loading model needs roughly three more factors
to explain in- and out-of-sample the same variation as the state-varying model.
35See Lettau and Pelger (2018) for a discussion.
36The Sharpe ratio is the expected return of an asset in excess of the risk-free rate normalized by its
standard deviation. A higher Sharpe ratio corresponds to a higher average return for the same amount of
risk measured by the standard deviation. The mean-variance efficient portfolio has the highest Sharpe ratio.
37See Lettau and Pelger (2018).
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(a) t-value (1 factor) (b) p-value (1 factor)
(c) t-value (5 factors) (d) p-value (5 factors)
Figure 16: Generalized correlation test for S&P500 returns with log-normalized VIX as state
variable for 1 and 5 factors. (a) and (c) standardized generalized correlations (t-values) and
(b) and (d) corresponding p-values.
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Figure 17: S&P500 stocks: Out-of-sample Sharpe ratio of mean-variance efficient portfo-
lio based on the latent factors of the state-varying and constant loading model. State is
log-normalized VIX. We use the first 3 years (2004/01/01-2006/12/31) for training and
update out-of-sample results on an expanding window for the next 10 years (2007/01/01-
2016/12/31).
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12 Conclusion
The exposure of financial or macro-economic variables to factors may change with policies,
macroeconomic environment and technology innovation. Failing to correctly model the ex-
posure may result in misspecifying factors and potentially inflating the number of factors
identified in the model. We model these driving forces as a state process to build a state-
varying factor model. We combine a nonparametric kernel projection with PCA to estimate
the factor model in a particular state. Our model allows for general time-variation in the
loadings for a given state. Asymptotic properties of estimated factors, loadings and common
components are presented. We develop a test for detecting changes in loadings at different
states based on a generalized correlation statistic. Simulations show the good finite sample
properties of our estimators and test statistic.
The analytical analysis is challenging as for both the kernel estimator of the loadings
and factors and the test statistic we have to take into account bias terms. We show under
which conditions these bias terms can be neglected or how to estimate and correct for this
bias. In turns out that our test statistic for changes in the loadings is non-standard with a
super-consistent rate.
We believe that the proposed estimator and test statistic have wide applications in macro-
economics and finance. In two empirical studies, we apply our estimators to U.S. Treasury
securities and individual stock returns. In the first case, we use a recession indicator, the VIX
and the unemployment rate as state variables. In recession, times of high volatility or times
of high unemployment rate, the level factor explains less variance in the data and becomes
less important, while the slope factor gains importance. In particular the composition of the
slope and curvature factors is shifted to shorter maturities in bad or volatile times. Based on
our generalized correlation test, we identify the states for which the factor structure changes.
The takeaway is that the economic interpretation of “level”, ”slope” and “curvature” has to
be used with caution, as for different economic states the PCA factors will be different. In the
second application on individual stock returns we show that the state-varying factor model
with the VIX as state variable is more parsimonious in explaining variation and captures
more pricing information than the constant loading model. Hence, even if we do not capture
all time-variation in the loadings with the proposed state variable, we still obtain a model
that explains the correlations structure and mean returns better than a constant loading
model.
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13 Appendix
13.1 Asymptotic Covariance Matrix of Generalized Correlation
Statistic in Theorem 5
The matrix D is given by D> =
[
C>1,1 C
>
1,2 C
>
2,1 C
>
2,2
]
,
C1,1 =
[
MT1,1,2 ⊗M1,1,1 +M1,1,3 ⊗MT1,1,4 +M1,1,5 ⊗MT1,1,6 +MT1,1,8 ⊗M1,1,7 0 0 0
]
C1,2 =
[
M1,2,3 ⊗MT1,2,4 MT1,2,2 ⊗M1,2,1 M1,2,5 ⊗MT1,2,6 MT1,2,8 ⊗M1,2,7
]
C2,1 =
[
MT2,1,8 ⊗M2,1,7 M2,1,5 ⊗MT2,1,6 MT2,1,2 ⊗M2,1,1 M2,1,3 ⊗MT2,1,4
]
C2,2 =
[
0 0 0 MT2,2,2 ⊗M2,2,1 +M2,2,3 ⊗MT2,2,4 +M2,2,5 ⊗MT2,2,6 +MT2,2,8 ⊗M2,2,7
]
Ml,l′,1 = (V sl)−1 ((Qsl)T )−1Σλl,λl , Ml,l′,2 = (Qsl′ )−1, Ml,l′,3 = (V sl)
−1 ((Qsl)T )−1, Ml,l′,4 =
Σλl,λl′ (Q
sl′ )−1,Ml,l′,5 = ((Qsl)T )−1,Ml,l′,6 = Σλl′ ,λl′ (Q
sl′ )−1 (V sl′ )−1,Ml,l′,7 = ((Qsl)T )−1Σλl,λl′ ,
and Ml,l′,8 = (Qsl′ )−1 (V sl′ )−1
A plug-in estimator Dˆ is Mˆl,l′,1 =
(
V¯ sl
)−1 1
N
∑N
i=1 λ¯liλ¯
T
li , Mˆl,l′,2 = Ir, Mˆl,l′,3 =
(
V¯ sl
)−1
,
Mˆl,l′,4 = 1N
∑N
i=1 λ¯liλ¯
T
l′i, Mˆl,l′,5 = Ir, Mˆl,l′,6 = 1N
∑N
i=1 λ¯l′iλ¯
T
l′i, Mˆl,l′,7 = 1N
∑N
i=1 λ¯liλ¯
T
l′i, Mˆl,l′,8 =
(V sl′ )−1. Lemma 8 discusses conditions for consistency of the plug-in estimator.
13.2 Proof of Asymptotic Results
Define Xst = Λ(St)F st + est and X¯st = Λ(s)F st + est , we have ∆Xst = Xst − X¯st = (Λ(St) − Λ(s))F st .
Similarly, X¯t = Λ(s)Ft + et and ∆Xt = Xt − X¯t = (Λ(St)− Λ(s))Ft.
Lemma 3. Under Assumption 1-3, h→ 0, Th→∞
1. T (s)T = Op(1) and
T
T (s) = Op(1)
2. 1N
∑N
i=1(∆Xsit)2 = Op(h) and 1T (s)
∑T
t=1(∆Xsit)2 = Op(h2)
Proof of Lemma 3.1. Since pi(s) > 0,
T (s)
T
= 1
T
T∑
t=1
Ks(St) = pi(s) +O(h2) +Op
( 1√
Th
)
= Op(1).
Therefore,
T
T (s) = Op(1).
Proof of Lemma 3.2.
(∆Xsit)2 = ((Λi(St)− Λi(s))′F st )2
≤ Ks(St) ‖Λi(St)− Λi(s)‖2 ‖Ft‖2
St=s+uh= 1
h
K(u) ‖Λi(St)− Λi(s)‖2 ‖Ft‖2
≤ 1
h
K(u)(C2u2h2) ‖Ft‖2
= Op(h)
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by Ks(St) = 1hK(
St−s
h ) =
1
hK(u), when St = s+uh, and by Assumption 3, ‖Λi(s+ ∆s)− Λi(s)‖ ≤
C∆s, ∀s,∆s and i and ∫ u4k(u)du exists so limu→∞ u2k(u) is bounded. Therefore,
1
N
N∑
i=1
(∆Xsit)2 = Op(h).
Furthermore,
1
T (s)
T∑
t=1
(∆Xsit)2 =
1
T (s)
T∑
t=1
((Λi(St)− Λi(s))′F st )2
= 1
T (s)
T∑
t=1
Ks(St)((Λi(St)− Λi(s))′Ft)2
≤ 1
T (s)
T∑
t=1
Ks(St) ‖(Λi(St)− Λi(s)‖2 ‖Ft‖2
≤
(
1
T (s)
T∑
t=1
Ks(St) ‖(Λi(St)− Λi(s)‖4
)1/2(
1
T (s)
T∑
t=1
Ks(St) ‖Ft‖4
)1/2
.
By Assumption 2, maxt E[‖Ft‖4 |St = s] ≤ F¯ <∞, so ( 1T (s)
∑T
t=1Ks(St) ‖Ft‖4)1/2 = E
[
‖Ft‖4 |St = s
]
+
Op(h2) +OP ( 1√Th) = Op(1). Also,
1
T
T∑
t=1
Ks(St) ‖Λi(St)− Λi(s)‖4 ≤ C
T
T∑
t=1
Ks(St)(St − s)4
= C
∫
K(u)u4h4pi(s+ uh)du = Op(h4)
when
∫
u4k(u)du exists. Therefore,
1
T (s)
T∑
t=1
(∆Xsit)2 = Op(h2).
Proof of Theorem 1. Since Fˆ s are
√
T (s) times eigenvectors corresponding to the r largest eigen-
values of matrix 1NT (Xs)′Xs. V sr is the diagonal matrix with diagonal values equal to r largest
eigenvalues in decreasing order of matrix 1NT (s)(X
s)′Xs and all eigenvalues are bounded from 0.
We plug Xs = Λ(s)(F s)′ + es + ∆Xs = X¯s + ∆Xs into( 1
NT (s)(X
s)′Xs
)
Fˆ s = Fˆ sV sr
and get
1
NT (s) [F
sΛ(s)′Λ(s)(F s)′Fˆ s + F sΛ(s)′esFˆ s + (es)′Λ(s)(F s)′Fˆ s
+(es)′esFˆ s + (∆Xs)′X¯sFˆ s + (X¯s)′∆XsFˆ s + (∆Xs)′∆XsFˆ s] = Fˆ sV sr .
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Define Hs = Λ(s)
′Λ(s)
N
(F s)′Fˆ s
T (s) (V
s
r )−1, we have
V sr (Fˆ st − (Hs)′F st )
= 1
NT (s)
[
(Fˆ s)′(es)′Λ(s)F st + (Fˆ s)′F sΛ(s)′est + (Fˆ s)′(es)′est
+ (Fˆ s)′(∆Xs)′X¯st + (Fˆ s)′(X¯s)′∆Xst + (Fˆ s)′(∆Xs)′∆Xst
]
= 1
T (s)
[
T∑
u=1
Fˆ su
(esu)′Λ(s)F st
N
]
+ 1
T (s)
[
T∑
u=1
Fˆ su
(F su)′Λ(s)′est
N
]
+ 1
T (s)
[
T∑
u=1
Fˆ su
(esu)′est − E[(esu)′est ]
N
]
+ 1
T (s)
[
T∑
u=1
Fˆ su
E[(esu)′est ]
N
]
+ 1
T (s)
[
T∑
u=1
Fˆ su
(∆Xsu)′X¯st
N
]
+ 1
T (s)
[
T∑
u=1
Fˆ su
(X¯su)′∆Xst
N
]
+ 1
T (s)
[
T∑
u=1
Fˆ su
(∆Xsu)′∆Xst
N
]
.
We want to prove 1T
∑T
t=1
∥∥∥V sr (Fˆ st − (Hs)′F st )∥∥∥2 converges to 0 in probability at rate δ2NT,h. It
is equivalent to prove 1T (s)
∑T
t=1
∥∥∥V sr (Fˆ st − (Hs)′F st )∥∥∥2 converges to 0 in probability at rate δ2NT,h
by lemma 3.1. First, let
γsN (u, t) =
K
1/2
s (Su)K1/2s (St)E[e′uet]
N
= K1/2s (Su)K1/2s (St)γN (u, t)
ζsut =
(esu)′est −K1/2s (Su)K1/2s (St)E[e′uet]
N
= K1/2s (Su)K1/2s (St)ζut
ηsut =
(F su)′Λ(s)′est
N
= K1/2s (Su)K1/2s (St)ηut
sut =
(esu)′Λ(s)F st
N
= K1/2s (Su)K1/2s (St)ut
and
at =
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ su
K
1/2
s (Su)K1/2s (St)E[e′uet]
N
∥∥∥∥∥
2
= 1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ suγ
s
N (u, t)
∥∥∥∥∥
2
bt =
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ su
(esu)′est −K1/2s (Su)K1/2s (St)E[e′uet]
N
∥∥∥∥∥
2
= 1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ suζ
s
ut
∥∥∥∥∥
2
ct =
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ su
(F su)′Λ(s)′est
N
∥∥∥∥∥
2
= 1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ suη
s
ut
∥∥∥∥∥
2
dt =
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ su
(esu)′Λ(s)F st
N
∥∥∥∥∥
2
= 1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ su
s
ut
∥∥∥∥∥
2
ft =
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ su
(∆Xsu)′X¯st
N
∥∥∥∥∥
2
gt =
1
T (s)2
∥∥∥∥∥Fˆ su (X¯su)′∆XstN
∥∥∥∥∥
2
ht =
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ su
(∆Xsu)′∆Xst
N
∥∥∥∥∥
2
,
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then ∥∥∥V sr (Fˆ st − (Hs)′F st )∥∥∥2 ≤ 4{at + bt + ct + dt + ft + gt + ht}
1
T (s)
T∑
t=1
∥∥∥V sr (Fˆ st − (Hs)′F st )∥∥∥2 ≤ 4T (s)
T∑
t=1
(at + bt + ct + dt + ft + gt + ht)
Next is to show 1T (s)
∑T
t=1 at,
1
T (s)
∑T
t=1 bt,
1
T (s)
∑T
t=1 ct,
1
T (s)
∑T
t=1 dt,
1
T (s)
∑T
t=1 ft,
1
T (s)
∑T
t=1 gt,
1
T (s)
∑T
t=1 ht converge to 0 at rate at least δ2NT,h.
Since (Fˆ s)′Fˆ s/T (s) = Ir, tr((Fˆ s)′Fˆ s/T (s)) = 1T (s)
∑T
t=1
∥∥∥Fˆ st ∥∥∥2 = r = O(1).
1
T (s)
T∑
t=1
at =
1
T
T∑
t=1
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ suγ
s
N (u, t)
∥∥∥∥∥
2
≤ 1
T (s)
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su∥∥∥2
)(
1
T (s)
T∑
t=1
T∑
u=1
γsN (u, t)2
)
= Op
( 1
T
)
O (1)Op
(1
h
)
= Op
( 1
Th
)
where we use Lemma 3.1 and 1T (s)
∑T
t=1
∑T
u=1 γ
s
N (u, t)2 = Op( 1h). The proof is as follows.
Let ρ(u, t) = γN (u, t)/[γN (u, u)γN (t, t)]1/2, then ρ(u, t) ≤ 1. Also, γN (t, t) ≤ M from Assump-
tion 4.2. Therefore, γN (u, t)2 ≤M |γN (u, t)|. Moreover, from Assumption 4.2,∑Tt=1 |γN (u, t)| ≤M .
Together with Ks(St) = 1hK(
St−s
h ) = Op(
1
h), we have
1
T (s)
T∑
t=1
T∑
u=1
γsN (u, t)2 =
1
T (s)
T∑
t=1
T∑
u=1
Ks(Su)Ks(St)E[e′uet]2
N2
≤ max
t
Ks(St)
1
T (s)
T∑
u=1
Ks(Su)
(
max
k
T∑
t=1
E[e′uet]2
N2
)
≤ max
t
Ks(St)
1
T (s)
T∑
u=1
Ks(Su)
(
max
k
T∑
t=1
γ2N (u, t)
)
≤ max
t
Ks(St)
1
T (s)
T∑
u=1
Ks(Su)
(
M max
k
T∑
t=1
|γN (u, t)|
)
= Op
(1
h
)
Op(1)Op(1) = Op
(1
h
)
. (13)
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1
T (s)
T∑
t=1
bt =
1
T (s)
T∑
t=1
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ suζ
s
ut
∥∥∥∥∥
2
≤ 1
T (s)
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su∥∥∥2
) 1
T (s)2
T∑
u=1
T∑
l=1
Ks(Su)Ks(Sl)
[
T∑
t=1
Ks(St)ζutζlt
]21/2
= 1
T (s)Op(1)Op
(
T
N
)
= Op
( 1
N
)
,
where we use 1
T (s)2
∑T
u=1
∑T
l=1Ks(Su)Ks(Sl)
[∑T
t=1Ks(St)ζutζlt
]2
= Op
(
T 2
N2
)
.
Note that
[∑T
t=1Ks(St)ζutζlt
]2
= ∑Tt=1∑Tm=1Ks(St)Ks(Sm)ζutζltζkmζlm and E[ζutζltζkmζlm] ≤
maxu,t E[ζut]4 = Op
(
1
N2
)
by Assumption 4.5. Thus, 1
T (s)2
∑T
u=1
∑T
l=1Ks(Su)Ks(Sl)
[∑T
t=1Ks(St)ζutζlt
]2
=
T 2 T (s)
2
T 2
(
1
T (s)
∑T
t=1Ks(St)
)4
Op
(
1
N2
)
= Op
(
T 2
N2
)
1
T (s)
T∑
t=1
ct =
1
T (s)
T∑
t=1
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ suη
s
ut
∥∥∥∥∥
2
≤ 1
T (s)
T∑
t=1
( 1
N2
Ks(St)
∥∥Λ(s)′et∥∥2)
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su∥∥∥2
)(
1
T (s)
T∑
u=1
Ks(Su) ‖Fu‖2
)
= Op
( 1
N
)
Op(1)Op(1)
= Op
( 1
N
)
,
where we use 1T (s)
∑T
u=1Ks(Su) ‖Fu‖2 = Op(1) by Assumption 2 and
1
T (s)
T∑
t=1
1
N2
Ks(St)
∥∥Λ(s)′et∥∥2 = 1
N
(
1
T (s)
T∑
t=1
Ks(St)
∥∥∥Λ(s)′et/√N∥∥∥2
)
= 1
N
(
E
[∥∥∥Λ(s)′et/√N∥∥∥2 |St = s]+Op(h2) +Op ( 1√
Th
))
= Op
( 1
N
)
by the independence of e and S, E
[∥∥∥Λ(s)′et/√N∥∥∥2 |St = s] = E [∥∥∥Λ(s)′et/√N∥∥∥2], Lemma 1 (ii)
in Bai and Ng (2002) and Assumption 3 and 5.3.
1
T (s)
∑T
t=1 dt = Op
(
1
N
)
. The proof of is similar to 1T (s)
∑T
t=1 ct.
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1
T (s)
T∑
t=1
ft =
1
T (s)
T∑
t=1
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ su
(∆Xsu)′X¯st
N
∥∥∥∥∥
2
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su∥∥∥2
) 1
T (s)2
T∑
t=1
T∑
u=1
(
(∆Xsu)′X¯st
N
)2
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su∥∥∥2
) 1
T (s)2
T∑
t=1
T∑
u=1
(
N∑
i=1
∆XsiuX¯sit
N
)2
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su∥∥∥2
)(
1
N2T (s)2
T∑
t=1
T∑
u=1
(
N∑
i=1
(∆Xsiu)2
)(
N∑
i=1
(X¯sit)2
))
≤
(
1
T
T∑
u=1
∥∥∥Fˆ su∥∥∥2
)(
1
NT (s)
T∑
u=1
N∑
i=1
(∆Xsiu)2
)(
1
NT (s)
T∑
t=1
N∑
i=1
(X¯sit)2
)
= Op(1)Op(h2)Op(1)
= Op(h2).
by Assumption 2, Lemma 3.2 and 1T (s)
∑T
t=1(X¯sit)2 = 1T (s)
∑T
t=1Ks(St)(Λi(s)Ft + et)2 = Op(1).
1
T (s)
∑T
t=1 gt = Op(h2). The proof of 1T (s)
∑T
t=1 gt is similar to 1T (s)
∑T
t=1 ft.
1
T (s)
T∑
t=1
ht =
1
T (s)
T∑
t=1
1
T (s)2
∥∥∥∥∥
T∑
u=1
Fˆ su
(∆Xsu)′∆Xst
N
∥∥∥∥∥
2
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su∥∥∥2
)(
1
T (s)2
T∑
t=1
T∑
u=1
∥∥∥∥(∆Xsu)′∆XstN
∥∥∥∥2
)
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su∥∥∥2
)(
1
T (s)2
T∑
t=1
T∑
u=1
1
N2
‖∆Xst ‖2 ‖∆Xsu‖2
)
= Op(h4).
Therefore, we have
1
T (s)
T∑
t=1
∥∥∥V sr (Fˆ st − (Hs)′F st )∥∥∥2 = Op (max( 1N , 1Th, h2
))
.
Denote δNT,h = min(
√
N,
√
Th). When δNT,hh→ 0 and by lemma 3.1, we have
1
T
T∑
t=1
∥∥∥V sr (Fˆ st − (Hs)′F st )∥∥∥2 = Op(δ−2NT,h).
Similarly, we can decompose( 1
NT (s)X
s(Xs)′
)
Λ¯(s) = Λ¯(s)V sr ,
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where Λ¯(s) is eigenvectors corresponding to top r eigenvalues of 1NT (s)X
s(Xs)′ and has Λ¯(s)TΛ(s)/N =
Ir, and get
1
NT (s) [Λ(s)(F
s)′F sΛ(s)′Λ¯(s) + esF sΛ(s)′Λ¯(s) + Λ(s)(F s)′(es)′Λ¯(s)
+es(es)′Λ¯(s) + X¯s(∆Xs)′Λ¯(s) + ∆Xs(X¯s)′Λ¯(s) + ∆Xs(∆Xs)′Λ¯(s)] = Λ¯(s)V sr .
Define H¯s = (F
s)TF s
T (s)
Λ(s)T Λ¯(s)
N (V sr )−1 and decompose V sr (Λ¯(s)− H¯sΛ(s)). By similar approach, we
can show
1
N
N∑
i=1
∥∥∥Λ¯i(s)− (H¯s)′Λi(s)∥∥∥2 = Op(δ−2NT,h),
From Bai and Ng (2008) page 10, we have Λˆ(s) = Λ(s)(V sr )1/2. From Lemma 6.1 (shown later), we
have
(Hs)′ = (V s)−
1
2 (Υs)′(ΣΛ(s))
1
2 + op(1/δNT,h),
where Υs eigenvectors corresponding to top eigenvalues of Σ1/2Λ(s)ΣF |sΣ
1/2
Λ(s) and (Υ
s)′Υs = I. Simi-
larly,
(H¯s)′ = (V s)−
1
2 (Υ¯s)′(ΣF |s)
1
2 + op(1/δNT,h),
where Υ¯s eigenvectors corresponding to top eigenvalues of Σ1/2F |sΣΛ(s)Σ
1/2
F |s and (Υ¯
s)′Υ¯s = I. From
the definition of Υs and Υ¯s, we have Υ¯s = Σ1/2F |sΣ
1/2
Λ(s)Υ
s(V s)−1/2. Thus,
Λˆi(s)− (Hs)−1Λi(s) =
(
(V s)1/2Λ¯i(s)− (V s)1/2(Υs)′Σ−1/2Λ(s) Λi(s)
)
(1 + op(1/δNT,h))
=
(
Λ¯i(s)− (H¯s)′Λi(s)
)
(1 + op(1/δNT,h)).
Thus,
1
N
N∑
i=1
∥∥∥Λˆi(s)− (Hs)−1Λi(s)∥∥∥2 = Op(δ−2NT,h).
Lemma 4. Under Assumption 1-6,Th→∞, δNT,hh→ 0,
1. 1T (s)(Fˆ
s)′( 1NT (s)(X
s)′Xs)(Fˆ s) P−→ V s, where V s is the diagonal matrix consisting of the eigen-
values of ΣΛ(s)ΣF |s.
2. (Fˆ
s)′F s
T (s)
P−→ Qs, where Qs = (V s)1/2(Υs)′Σ−1/2Λ(s) are eigenvalues of Σ
1/2
Λ(s)ΣF |sΣ
1/2
Λ(s), and Υ
s is
the corresponding eigenvector matrix such that (Υs)′Υs = I.
Proof of Lemma 4. Left multiply
(
1
NT (s)(X
s)′Xs
)
Fˆ s = Fˆ sV sr on both sides by 1T
(
Λ(s)′Λ(s)
N
)1/2
(F s)′
((Λ(s)′Λ(s)
N
)1/2 1
T (s)(F
s)′
( 1
NT (s)(X
s)′Xs
))
Fˆ s =
(Λ(s)′Λ(s)
N
)1/2 (F s)′Fˆ s
T (s) V
s
r
Expanding (Xs)′Xs with Xs = Λ(s)(F s)′ + es + ∆Xs
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(Λ(s)′Λ(s)
N
)1/2 (F s)′F s
T (s)
Λ(s)′Λ(s)
N
(F s)′Fˆ s
T (s) + d
s
NT =
(Λ(s)′Λ(s)
N
)1/2 (F s)′Fˆ s
T (s) V
s
r ,
where
dsNT =
(Λ(s)′Λ(s)
N
)1/2 [(F s)′F s
T (s)
Λ(s)′esFˆ s
NT (s) +
1
NT (s)
(F s)′(es)′Λ(s)(F s)′Fˆ s
T (s)
+ 1
NT (s)
(F s)′(es)′esFˆ s
T (s) +
1
NT (s)2 (F
s)′(∆Xs)′X¯sFˆ s
+ 1
NT (s)2 (F
s)′(X¯s)′∆XsFˆ s + 1
NT (s)2 (F
s)′(∆Xs)′∆XsFˆ s
]
.
By Assumption 3.1, Λ(s)
′Λ(s)
N = ΣΛ(s) +Op
(
1√
N
)
.
By Assumption 2, (F
s)′F s
T (s) = ΣF |s +Op(h
2) +Op
(
1√
Th
)
.
The first term in dsNT ,
(F s)′F s
T (s)
Λ(s)′esFˆ s
NT (s) , has∥∥∥∥∥Λ(s)′esFˆ sNT (s)
∥∥∥∥∥
2
≤ 1
N
( 1
NT (s)
∥∥Λ(s)′es∥∥2)( 1
T (s)
∥∥∥Fˆ s∥∥∥2)
= 1
N
T
T (s)
 1
T
T∑
t=1
∥∥∥∥∥ 1√N
N∑
i=1
Λi(s)′esit
∥∥∥∥∥
2( 1
T (s)
T∑
t=1
∥∥∥Fˆ st ∥∥∥2
)
= 1
N
Op(1)Op(1)Op(1) = Op
( 1
N
)
by Assumption 5.3. Therefore, (F
s)′F s
T (s)
Λ(s)′esFˆ s
NT (s) = Op
(
1√
N
)
.
The second term in dsNT , 1NT (s)
(F s)′(es)′Λ(s)(F s)′Fˆ s
T (s) , has
1
NT (s)(F
s)′(es)′Λ(s) = 1
NT (s)
N∑
i=1
T∑
t=1
Ks(St)F st Λi(s)′eit = Op
( 1√
NTh
)
by Assumption 5.2 and
(F s)′Fˆ s
T (s) =
(F s)′(F sHs + Fˆ s − F sHs)
T (s) =
(F s)′F sHs
T (s) +
(F s)′(Fˆ s − F sH)
T (s) = Op(1)
by Assumption 2, Hs = Op(1) and∥∥∥∥ (F s)′(Fˆ s−F sH)T (s) ∥∥∥∥2 = ( 1T (s) ∑Tt=1 ‖F st ‖2)( 1T (s) ∑Tt=1 ∥∥∥Fˆ st − (Hs)′F st ∥∥∥2) = Op ( 1δ2
NT,h
)
.
Therefore, 1NT (s)
(F s)′(es)′Λ(s)(F s)′Fˆ s
T (s) = Op
(
1√
N
)
.
The third term in dsNT (s),
1
NT (s)
(F s)′(es)′esFˆ s
T (s) , has
1
N2T (s)4
∥∥∥(F s)′(es)′esFˆ s∥∥∥2 ≤ ( 1
T (s) ‖F
s‖2
)( 1
N2T (s)3
∥∥(F s)′(es)′es∥∥2) ,
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where
1
N2T (s)3
∥∥(F s)′(es)′es∥∥2
= 1
N2T (s)3 tr((F
s)′(es)′es(es)′esF s)
= 1
N2T (s)3
T∑
t=1
T∑
l=1
T∑
u=1
N∑
i=1
N∑
m=1
Ks(St)Ks(Sl)Ks(Su)tr(FteiteilemlemuF ′u)
= 1
N2T (s)3
T∑
t=1
T∑
l=1
T∑
u=1
Ks(St)Ks(Sl)Ks(Su)tr(Fte′tele′leuF ′u)
= 1
N2T (s)3
T∑
t=1
T∑
l=1
T∑
u=1
Ks(St)Ks(Sl)Ks(Su)e′tele′leuF ′uFt.
Since
1
N2
E
[
e′tele
′
leuF
′
uFt
]
= γN (t, l)γN (l, u)E(F ′uFt) + γN (t, l)E[ζluF ′uFt] + γN (l, u)E[ζtlF ′uFt + E[ζtlζluF ′uFt],
we have
1
T (s)3
T∑
t=1
T∑
l=1
T∑
u=1
Ks(St)Ks(Sl)Ks(Su)γN (t, l)γN (l, u)E[F ′uFt]
≤ 1
T (s)2h2
(
max
t
E ‖Ft‖2
)(
max
t
hKs(St)
)(
max
k
hKs(Su)
)( 1
T (s)
T∑
l=1
Ks(Sl)
)
max
l
(
T∑
l=1
γN (t, l)
)2
= Op
( 1
T 2h2
)
and
1
T (s)3
T∑
t=1
T∑
l=1
T∑
u=1
Ks(St)Ks(Sl)Ks(Su)γN (t, l)E[ζluF ′uFt]
≤ 1
T (s)h
√
N
(
max
t,l
(
T∑
l=1
|γN (t, l)|
)(
max
l
hKs(Sl)
)(
max
l,u
E
[√
Nζlu
]2)1/2 (
max
t
E
[
‖Ft‖4 |St = s
])1/2)
= Op
( 1
Th
√
N
)
by Assumption 4.2, 4.5, and 2.
Term γN (l, u)E[ζjlF ′uFt] is similar to γN (t, l)E[ζluF ′uFt].
1
T (s)3
T∑
t=1
T∑
l=1
T∑
u=1
Ks(St)Ks(Sl)Ks(Su)E[ζjlζluF ′uFt]
≤ 1
N
(
max
t
E
[
‖Ft‖4 |St = s
])1/2(
max
j,k
(
E
[√
Nζjk
]4)1/2)( 1
T (s)
T∑
l=1
Ks(Sl)
)3
≤ Op
( 1
N
)
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by Assumption 2 and 4.2.
Therefore, 1NT (s)
(F s)′(es)′esFˆ s
T (s) = Op(
1
Th) +Op(
1√
N
).
The fourth term in dsNT , 1NT (s)2 (F
s)′(∆Xs)′X¯sFˆ s, has
∥∥∥∥ 1NT (s)2 (F s)′(∆Xs)′X¯sFˆ s
∥∥∥∥2
≤
( 1
T (s) ‖F
s‖2
)( 1
N2T (s)2
∥∥∥(∆Xs)′X¯s∥∥∥2)( 1
T (s)
∥∥∥Fˆ s∥∥∥2)
=
(
1
T (s)
T∑
t=1
‖F st ‖2
) 1
T (s)2
T∑
t=1
T∑
u=1
∥∥∥∥∥(∆Xsu)′X¯stN
∥∥∥∥∥
2
( 1
T (s)
T∑
t=1
∥∥∥Fˆ st ∥∥∥2
)
= Op(1)Op(h2)Op(1) = Op(h2)
by Assumption 2, Lemma 3.2 and Cauchy-Schwarz inequality. Thus, 1
NT (s)2 (F
s)′(∆Xs)′X¯sFˆ s =
Op(h).
The fifth term in dsNT is similar to the fourth term.
The sixth term in dsNT , 1NT (s)2 (F
s)′(∆Xs)′∆XsFˆ s, has
∥∥∥∥ 1NT (s)2 (F s)′(∆Xs)′∆XsFˆ s
∥∥∥∥2
≤
( 1
T (s) ‖F
s‖2
)( 1
N2T (s)2
∥∥(∆Xs)′∆Xs∥∥2)( 1
T (s)
∥∥∥Fˆ s∥∥∥2)
=
(
1
T (s)
T∑
t=1
‖F st ‖2
)(
1
T (s)2
T∑
t=1
T∑
u=1
∥∥∥∥(∆Xsu)′∆XstN
∥∥∥∥2
)(
1
T (s)
T∑
t=1
∥∥∥Fˆ st ∥∥∥2
)
= Op(1)Op(h4)Op(1) = Op(h4).
Therefore, 1
T 2N (F
s)′(∆Xs)′∆XsFˆ s = Op(h2).
With the convergence rate of the first term to the seventh term in dsNT and h→ 0,
dsNT = Op
(
1
δNT,h
)
.
Let BsNT =
(
Λ(s)′Λ(s)
N
)1/2 ( (F s)′F s
T (s)
) (
Λ(s)′Λ(s)
N
)1/2
and RsNT =
(
Λ(s)′Λ(s)
N
)1/2 ( (F s)′Fˆ s
T (s)
)
, (we need
ΣΛ(s)ΣF |s to be positive definite and eigenvalues are distinct so that RsNT is invertible and its
eigenvalues are bounded away from 0.) we have
[BsNT + dsNT (RsNT )−1]RsNT = RsNTV sr .
Let ΥsNT = RsNT ((V sr )∗)−1/2, so that each column of ΥsNT has unit length, where (V sr )∗ is a diagonal
matrix consisting of the diagonal element of (RsNT )′RsNT =
(Fˆ s)′F s
T (s)
Λ(s)′Λ(s)
N
(F s)′Fˆ s
T (s) = V
s
r . We have
[BsNT + dsNT (RsNT )−1]ΥsNT = ΥsNTV sr
Note that BsNT + dsNT (RsNT )−1
P−→ B = Σ1/2Λ(s)ΣF |sΣ
1/2
Λ(s) because d
s
NT = Op
(
1
δNT,h
)
= op(1). By
Assumption 6, the eigenvalues of B are distinct. By the continuity of eigenvalues, BsNT have distinct
eigenvalues for large N , T and small h.
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By the perturbation theory for eigenvalues of Hermitian matrices (e.g., Stewart and Sun (1990)),
we have
V sr = V s +Op
(
1
δNT,h
)
.
Thus, the eigenvector matrix, ΥsNT , is uniquely determined. By the eigenvector perturbation theory
(Franklin (2012)), there exist a unique eigenvector matrix Υs such that ‖ΥsNT −Υs‖F = op(1). We
have
(F s)′Fˆ s
T
=
(Λ(s)′Λ(s)
N
)−1/2
ΥsNT ((V sr )∗)1/2
=
(Λ(s)′Λ(s)
N
)−1/2
Υs(V s)1/2 +Op
(
1
δNT,h
)
.
Lemma 5. Under Assumption 1-5,Th→∞, δNT,hh→ 0,
√
Nh/(Th)→ 0,
1.
√
Nh
(
1
T (s)
∑T
u=1 Fˆ
s
uγ
s
N (u, t) + 1T (s)
∑T
u=1 Fˆ
s
uζ
s
ut
)
= op(1)
2.
√
Nh
(
1
T (s)
∑T
u=1 Fˆ
s
u
s
ut
)
= op(1)
3.
√
N
(
1
T (s)
∑T
u=1 Fˆ
s
u
(∆Xsu)′X¯t
N
)
= op(1)
Proof of Lemma 5.1.
1
T (s)
T∑
u=1
Fˆ suγ
s
N (u, t) +
1
T (s)
T∑
u=1
Fˆ suζ
s
ut
= 1
T (s)
T∑
u=1
(Fˆ su − (Hs)′F su)(esu)′est/N +
1
T (s)(H
s)′
T∑
u=1
F su(esu)′est/N
The norm of the first term, 1T (s)
∑T
u=1(Fˆ su − (Hs)′F su)(esu)′est/N , has∥∥∥∥∥ 1T (s)
T∑
u=1
(Fˆ su − (Hs)′F su)(esu)′est/N
∥∥∥∥∥
≤
[
1
T (s)
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
]1/2 [
1
T (s)
T∑
u=1
[(esu)′est/N ]2
]1/2
and term 1T (s)
∑T
u=1[(esu)′est/N ]2 has
1
T (s)
T∑
u=1
Ks(Su)Ks(St)E[e′uet/N ]2
= 1
T (s)
T∑
u=1
Ks(Su)Ks(St)[Ee′uet/N ]2 +
1
T (s)
T∑
u=1
Ks(Su)Ks(St)E(ζ2ut)
= 1
T (s)Ks(St)
(
max
k
Ks(Su)
) T∑
u=1
γN (u, t)2 +
1
N
Ks(St) max
k
E(Nζ2ut)
1
T (s)
T∑
u=1
Ks(Su)
= Op
( 1
Th2
)
+Op
( 1
Nh
)
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by Lemma 3.1 and Assumption 4.2.
Therefore,∥∥∥∥∥ 1T (s)
T∑
u=1
(Fˆ su − (Hs)′F su)(esu)′est/N
∥∥∥∥∥ = Op
(
1
δNT,h
)
Op
( 1√
Th
+ 1√
Nh
)
.
The second term, 1T (s)
∑T
u=1 F
s
u(esu)′est/N , has
1
T (s)
T∑
u=1
F su(esu)′est/N = Ks(St)1/2
1
NT (s)
T∑
u=1
Ks(Su)E(Fue′uet)
+Ks(St)1/2
1
NT (s)
T∑
u=1
Ks(Su)[Fue′uet − E(Fue′uet)]
where
1
NT (s)
∥∥∥∥∥
T∑
u=1
Ks(Su)E(Fue′uet)
∥∥∥∥∥ ≤ 1T (s)
T∑
u=1
Ks(Su)
∥∥E(Fue′uet/N)∥∥
≤ 1
T (s)
(
max
k
Ks(Su)
) T∑
u=1
∥∥E(Fue′uet/N)∥∥ = Op ( 1Th
)
by Assumption 4.6, and
Ks(St)1/2
1
NT (s)
T∑
u=1
Ks(Su)[Fue′uet − E(Fue′uet)] = Op
( 1√
h
)
Op
( 1√
NTh
)
= Op
( 1√
NTh
)
by Assumption 5.1. Therefore,
1
T (s)
T∑
u=1
F su(esu)′est/N = Op
( 1
Th
)
+Op
( 1√
NTh
)
and
1
T (s)
T∑
u=1
Fˆ suγ
s
N (u, t) +
1
T (s)
T∑
u=1
Fˆ suζ
s
ut
=
(
Op
(
1
δNT,h
)
Op
( 1√
Th
+ 1√
Nh
))
+
(
Op
( 1
Th
)
+Op
( 1√
NTh
))
When
√
Nh/(Th)→ 0, 1T
∑T
u=1 Fˆ
s
uγ
s
N (u, t) + 1T
∑T
u=1 Fˆ
s
uζ
s
ut = Op
(
1√
NhδNT,h
)
, so
√
Nh
(
1
T
∑T
u=1 Fˆ
s
uγ
s
N (u, t) + 1T
∑T
u=1 Fˆ
s
uζ
s
ut
)
= op(1)
Proof of Lemma 5.2.
1
T (s)
T∑
u=1
Fˆ su
s
ut =
1
T (s)
T∑
u=1
(Fˆ su − (Hs)′F su)sut + (Hs)′
1
T (s)
T∑
u=1
F su
s
ut.
The first term has
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∥∥∥∥∥ 1T (s)
T∑
u=1
(Fˆ su − (Hs)′F su)sut
∥∥∥∥∥
=
∥∥∥∥∥ 1NT (s)
(
T∑
u=1
(Fˆ su − (Hs)′F su)(esu)′Λ(s)
)
F st
∥∥∥∥∥
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
)1/2(
1
T
T∑
u=1
∥∥(esu)′Λ(s)F st /N∥∥2
)1/2
= Op
(
1
δNT,h
)
O
( 1√
Nh
)
by
1
T (s)
T∑
u=1
Ks(Su)Ks(St)
∥∥e′uΛ(s)Ft/N∥∥2
≤ 1
N
Ks(St)
(
max
s,k
∥∥∥N−1/2e′uΛ(s)∥∥∥2)(‖Ft‖2)
(
1
T (s)
T∑
u=1
Ks(Su)
)
= O
( 1
N
)
O
(1
h
)
Op(1)Op(1)Op(1) = Op
( 1
Nh
)
by Assumption 5.3 and 2. Also,∥∥∥∥∥ 1T (s)
T∑
u=1
F su
s
ut
∥∥∥∥∥
2
=
∥∥∥∥∥ 1T (s)
T∑
u=1
F su(esu)′Λ(s)F st /N
∥∥∥∥∥
2
≤ 1
NTh
∥∥∥∥∥
√
Th√
NT (s)
T∑
u=1
Ks(Su)Fue′uΛ(s)
∥∥∥∥∥
2(Ks(St) ‖Ft‖2)
= O
( 1
NTh
)
Op(1)Op
(1
h
)
= Op
( 1
NTh2
)
by Assumption 2 and 5.2. Therefore,
1
T
T∑
u=1
Fˆ su
s
ut = O
(
1
δNT,h
√
Nh
)
+Op
( 1√
NTh
)
and then
√
Nh 1T
∑T
u=1 Fˆ
s
u
s
ut = op(1).
Proof of Lemma 5.3.
1
T (s)
T∑
u=1
Fˆ su
(∆Xsu)′X¯t
N
= 1
T (s)
T∑
u=1
(Fˆ su − (Hs)′F su)
(∆Xsu)′X¯t
N
+ 1
T (s)(H
s)′
T∑
u=1
F su
(∆Xsu)′X¯t
N
The first term 1T (s)
∑T
u=1(Fˆ su − (Hs)′F su) (∆X
s
u)′X¯t
N has
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∥∥∥∥∥ 1T (s)
T∑
u=1
(Fˆ su − (Hs)′F su)
(∆Xsu)′X¯t
N
∥∥∥∥∥
2
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
) 1
T (s)
T∑
u=1
∥∥∥∥∥(∆Xsu)′X¯tN
∥∥∥∥∥
2

= Op(δ−2NT,h)Op(h
2)
by Lemma 3.2.
The second term 1T (s)(H
s)′∑Tu=1 F su (∆Xsu)′X¯tN has∥∥∥∥∥ 1T (s)
T∑
u=1
F su
(∆Xsu)′X¯t
N
∥∥∥∥∥
2
≤
(
1
T (s)
T∑
u=1
Ks(Su) ‖Fu‖2
)(
1
N2T (s)
T∑
u=1
∥∥∥(∆Xsu)′X¯t∥∥∥2
)
= Op(1)Op(h2) = Op(h2)
by assumption 2. Therefore, 1T (s)
∑T
u=1 Fˆ
s
u
(∆Xsu)′X¯t
N = Op(h).
Thus,
√
N 1T (s)
∑T
u=1 Fˆ
s
u
(∆Xsu)′X¯t
N =
√
NOp(h) = Op
(√
Nh2
)
= op(1), when Nh2 → 0.
Proof of Theorem 2. Since
(
1
NT (s)(X
s)′Xs
)
Fˆ s = Fˆ sV sr , V sr is full rank by Lemma 4, and Hs =
Λ(s)′Λ(s)
N
(F s)′Fˆ s
T (s) (V
s
r )−1, we have
Fˆ st − (Hs)′F st
= (V sr )−1
( 1
NT (s)(Fˆ
s)′(es)′Λ(s)F st +
1
NT (s)(Fˆ
s)′F sΛ(s)′est +
1
NT (s)(Fˆ
s)′(es)′est
+ 1
NT (s)(Fˆ
s)′(∆Xs)′X¯st +
1
NT (s)(Fˆ
s)′(X¯s)′∆Xst +
1
NT (s)(Fˆ
s)′(∆Xs)′∆Xst
)
= (V sr )−1
(
1
T (s)
T∑
u=1
Fˆ suγ
s
N (u, t) +
1
T (s)
T∑
u=1
Fˆ suζ
s
ut +
1
T (s)
T∑
u=1
Fˆ suη
s
ut +
1
T (s)
T∑
u=1
Fˆ su
s
ut
+ 1
T (s)
T∑
u=1
Fˆ su
(∆Xsu)′X¯st
N
+ 1
T (s)
T∑
u=1
Fˆ su
(X¯su)′∆Xst
N
+ 1
T (s)
T∑
u=1
Fˆ su
(∆Xsu)′∆Xst
N
)
= (V sr )−1 (A1 +A2 +A3 +A4 +A5 +A6 +A7)
From Lemma 5,
√
Nh(A1 +A2) = op(1),
√
NhA4 = op(1),
√
NhA5 = op(1).
Since (V sr )−1 = Op(1),
√
NA3 = K1/2s (St)
(
1
T (s)
T∑
u=1
Ks(Su)Fˆu(Fu)′
)(
1√
N
N∑
i=1
Λi(s)eit
)
From Lemma 4.2, we have 1T (s)
∑T
u=1(Ks(Su)Fˆu(Fu)′)
P→ Qs. From Assumption 5.3, we have
1√
N
∑N
i=1 Λi(s)eit
d−→ N(0,Γst ). Therefore, from Slusky theorem,
√
NA3
K
1/2
s (St)
d−→ N(0, QsΓst (Qs)′)
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For term A6,
√
NA6
K
1/2
s (St)
=
√
N
T (s)
T∑
u=1
Fˆ su
(X¯su)′∆Xt
N
=
(
1
T (s)
T∑
u=1
Fˆ su(F su)′
)
Λ(s)′(Λ(St)− Λ(s))√
N
Ft = op(1)
by Assumption 2, 3 and when 1√
N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1).
For term A7,
√
NA7
K
1/2
s (St)
1
T (s)
T∑
u=1
Fˆ su
(∆Xsu)′∆Xst
N
=
√
N
T (s)
T∑
u=1
Fˆ su(F su)′
(Λ(Su)− Λ(s))′(Λ(St)− Λ(s))√
N
Ft = op(1)
by Assumption 2, 3, ‖Λi(Su)− Λi(s)‖ ≤ 2Λ¯ and when 1√N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1).
From Lemma 4, (V sr )−1
d−→ (V s)−1. If √Nh/(Th)→ 0, √Nh→∞ and Nh2 → 0 and for the j
where 1√
N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1). From Slusky theorem,
√
N
(
Fˆ st
K
1/2
s (St)
− (Hs)′Ft
)
d−→ N(0, (V s)−1QsΓst (Qs)′(V s)−1)
Lemma 6. Under Assumption 1-6 and Th→∞, δNT,hh→ 0,
1. Hs = (Qs)−1 +Op
(
1
δNT,h
)
2. Hs(Hs)′ = Σ−1F |s +Op
(
1
δNT,h
)
3. 1T (s)(Fˆ
s − F sHs)′esi = Op
(
max
(
1
δ2
NT,h
, h
))
, where esi is the i-th row in es.
4. 1T (s)(Fˆ
s − F sHs)′F s = Op
(
max
(
1
δ2
NT,h
, h
))
5. 1T (s)(Fˆ
s(Hs)−1 − F s)′Fˆ s = Op
(
max
(
1
δ2
NT,h
, h
))
Proof of Lemma 6.1. From Lemma 4,
(Hs)′ = (V sr )−1
(Fˆ s)′F s
T (s)
Λ(s)′Λ(s)
N
= (V s)−1QsΣΛ(s) +Op
(
1
δNT,h
)
= (V s)−1(V s)
1
2 (Υs)′(ΣΛ(s))−
1
2 ΣΛ(s) +Op
(
1
δNT,h
)
= (V s)−
1
2 (Υs)′(ΣΛ(s))
1
2 +Op
(
1
δNT,h
)
= ((Qs)−1)′ +Op
(
1
δNT,h
)
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Proof of Lemma 6.2. Since Hs = (Qs)−1 +Op
(
1
δNT,h
)
and Qs = (V s)1/2(Υs)′Σ−1/2Λ(s) ,
Hs(Hs)′ = Σ1/2Λ(s)((Υ
s)′)−1(V s)−1/2(V s)−1/2(Υs)′Σ1/2Λ(s) +Op
(
1
δNT,h
)
Also, V s are eigenvalues of Σ1/2Λ(s)ΣF |sΣ
1/2
Λ(s) and Υ
s is the corresponding eigenvector matrix such
that (Υs)′Υs = I.
Σ1/2Λ(s)ΣF |sΣ
1/2
Λ(s)Υ
s = ΥsV s
(V s)−1 = (Υs)−1Σ−1/2Λ(s) Σ
−1
F |sΣ
−1/2
Λ(s) ((Υ
s)′)−1
Therefore,
Hs(Hs)′ = Σ1/2Λ(s)((Υ
s)′)−1(Υs)−1Σ−1/2Λ(s) Σ
−1
F |sΣ
−1/2
Λ(s) ((Υ
s)′)−1(Υs)−1Σ1/2Λ(s) +Op
(
1
δNT,h
)
= Σ−1F |s +Op
(
1
δNT,h
)
Proof of Lemma 6.3.
1
T (s)(Fˆ
s − F sHs)′esi
= 1
T (s)
T∑
t=1
(Fˆ st − (Hs)′F st )esit
= (V sr )−1
[
1
T (s)2
T∑
t=1
T∑
u=1
Fˆ suγ
s
N (u, t)esit +
1
T (s)2
T∑
t=1
T∑
u=1
Fˆ suζ
s
ute
s
it +
1
T (s)2
T∑
t=1
T∑
u=1
Fˆ suη
s
ute
s
it
+ 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su
s
ute
s
it +
1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su
(∆Xsu)′X¯st
N
esit +
1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su
(X¯su)′∆Xst
N
esit
+ 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su
(∆Xsu)′∆Xst
N
esit
]
= (V sr )−1 [I + II + III + IV + V + VI + VII]
For term I= 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
uγ
s
N (u, t)esit, we have
I = 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ suγ
s
N (u, t)esi
= 1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)γsN (u, t)esit +
1
T (s)2 (H
s)′
T∑
t=1
T∑
u=1
F suγ
s
N (u, t)esit
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The norm of first term in I has∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)γsN (u, t)esit
∥∥∥∥∥
≤ 1√
T (s)
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
)1/2(
1
T
T∑
u=1
((
T∑
t=1
γsN (u, t)2
)(
1
T (s)
T∑
t=1
(esit)2
)))1/2
= Op
( 1√
T
)
Op
(
1
δNT,h
)
Op
( 1√
h
)
= Op
(
1√
ThδNT,h
)
by 1T (s)
∑T
t=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2 = Op ( 1δ2
NT,h
)
, 1T (s)
∑T
t=1
∑T
u=1 γ
s
N (u, t)2 = Op
(
1
h
)
from (13) and
Assumption 4.1.
The second term in I is (ignore Hs since it is Op(1))
E
∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
F suγ
s
N (u, t)esit
∥∥∥∥∥
≤ E
[
1
T (s)2
T∑
t=1
T∑
u=1
Ks(St)Ks(Su)|γN (u, t)|
(
E
[
‖Fu‖2 |St, Su
])1/2 (
E
[
e2it|St, Su
])1/2]
= Op
( 1
Th
)
by (13) and Assumption 2.
Therefore, I = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
uγ
s
N (u, t)esit = Op
(
1√
ThδNT,h
)
.
For term II= 1
T 2
∑T
t=1
∑T
u=1 Fˆ
s
uζ
s
ute
s
it, we have
II = 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ suζ
s
ute
s
it
= 1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)ζsutesit +
1
T (s)2 (H
s)′
T∑
t=1
T∑
u=1
F suζ
s
ute
s
it
The norm of first term in II has∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)ζsutesit
∥∥∥∥∥
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
)1/2 1
T (s)
T∑
u=1
(
1
T (s)
T∑
t=1
ζsute
s
it
)21/2
=
(
1
T
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
)1/2 1
T (s)
T∑
u=1
Ks(Su)
(
1
T (s)
T∑
t=1
Ks(St)ζuteit
)21/2
Since
1
T (s)
T∑
t=1
Ks(St)ζuteit =
1√
N
1
T (s)
T∑
t=1
Ks(St)
(
1√
N
N∑
i=1
ei(u)eit − E[ei(u)eit]
)
eit = Op
( 1√
N
)
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by Assumption 4.1 and 4.5, the first term in II, 1
T (s)2
∑T
t=1
∑T
u=1(Fˆ su−(Hs)′F su)ζsutesit = Op
(
1√
NδNT,h
)
.
The second term in II (ignore Hs) has
1
T (s)2
T∑
t=1
T∑
u=1
F suζ
s
ute
s
it =
1√
NTh
(
1
T (s)
T∑
t=1
Ks(St)zst eit
)
,
where zst =
√
Th√
NT (s)
∑T
u=1
∑N
l=1Ks(Su)Fu[eluelt−E[eluelt]]. By Assumption 5.1, maxtE ‖zst ‖2 ≤M .
We have
1√
NTh
(
1
T (s)
T∑
t=1
Ks(St)zst eit
)
= Op
( 1√
NTh
)
Thus II= 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
uζ
s
ute
s
it = Op
(
1√
NδNT,h
)
.
For term III= 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
uη
s
ute
s
it, we have
III = 1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)ηsutesit +
1
T (s)2 (H
s)′
T∑
t=1
T∑
u=1
F suη
s
ute
s
it
The norm of the first term in III has∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)ηsutesit
∥∥∥∥∥
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
)1/2 1
T (s)
T∑
u=1
(
1
T (s)
T∑
t=1
ηsute
s
it
)21/2
=
(
1
T
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
)1/2 1
T
T∑
u=1
Ks(Su)
(
1
T
T∑
t=1
Ks(St)ηuteit
)21/2 ,
where
1
T (s)
T∑
t=1
Ks(St)ηuteit =
1√
N
F ′u
1
T (s)
T∑
t=1
Ks(St)
(
1√
N
N∑
l=1
Λl(s)elt
)
eit
= 1√
N
F ′u
1
T (s)
T∑
t=1
Ks(St)Op(1)eit
= Op
( 1√
N
)
by Assumption 5.3. The first term in III has 1
T 2
∑T
t=1
∑T
u=1(Fˆ su − (Hs)′F su)ηsutesit = Op
(
1√
NδNT,h
)
.
The second term in III (ignore Hs) is
1
T (s)2
T∑
t=1
T∑
u=1
F suη
s
ute
s
it =
1
T (s)2
T∑
t=1
T∑
u=1
Ks(Su)FuF ′u(Ks(St)Λ(s)et)eit
=
(
1
T (s)
T∑
u=1
Ks(Su)FuF ′u
)(
1
NT (s)
T∑
t=1
N∑
l=1
Ks(St)Λl(s)elteit
)
= Op(1)
(
Op
( 1√
NTh
)
+Op
( 1
N
))
69
by Assumption 2 and
1
NT (s)
N∑
l=1
T∑
t=1
Ks(St)Λl(s)elteit
= 1
NT (s)
N∑
l=1
T∑
t=1
Ks(St)Λl(s)(elteit − E(elteit + E(elteit)
= 1
NT (s)
N∑
l=1
T∑
t=1
Ks(St)Λl(s)(elteit − E(elteit) + 1
NT (s)
N∑
l=1
T∑
t=1
Ks(St)Λl(s)E(elteit)
by Assumption 4.3, |E(elteit)| = |τil,t| ≤ |τil|, and by Assumption 3, ‖Λl(s)‖ ≤ Λ¯ ≤ ∞, we have∥∥∥∥∥ 1NT (s)
N∑
l=1
T∑
t=1
Ks(St)Λl(s)E(elteit)
∥∥∥∥∥ ≤ Λ¯NT
N∑
l=1
|τil|
(
T∑
t=1
Ks(St)
)
= Op
( 1
N
)
and 1NT
∑N
l=1
∑T
t=1Ks(St)Λl(s)(elteit − E(elteit) = Op
(
1√
NTh
)
by Assumption 5.5.
Therefore, III = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
uη
s
ute
s
it = Op
(
1√
NδNT,h
)
Term IV= 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u
s
ute
s
it can be proved in a similar way as IV and hasOp
(
1√
NδNT,h
)
.
The term V = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u
(∆Xsu)′X¯st
N e
s
it has
V = 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su
(∆Xsu)′X¯st
N
esit
= 1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)
(∆Xsu)′X¯st
N
esit + (Hs)′
1
T (s)2
T∑
t=1
T∑
u=1
F su
(∆Xsu)′X¯st
N
esit.
Proven in a similar approach as the first term V and 1T
∑T
t=1 ft in the proof Theorem 1, The
norm of first term in V
1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)
(∆Xsu)′X¯st
N
esit = Op
(
h
δNT,h
)
.
The second term in V (ignore Hs) has∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
F su
(∆Xsu)′X¯st
N
esit
∥∥∥∥∥
2
≤
(
1
T (s)
T∑
u=1
‖F su‖2
)(
1
N2T (s)2
T∑
t=1
T∑
u=1
∥∥∥(∆Xsu)′X¯st ∥∥∥2
)(
1
T (s)
T∑
t=1
(esit)2
)
= Op(h2)
from Assumption 2, 3, 4.1 and Lemma 3.2. Therefore, V = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u
(∆Xsu)′X¯st
N e
s
it = Op(h).
Term VI = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u
(X¯su)′∆Xst
N e
s
it = Op(h), which can be shown in a similar way as V.
The term VII = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u
(∆Xsu)′∆Xst
N e
s
it has
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1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su
(∆Xsu)′∆Xst
N
esit
= 1
NT (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)(∆Xsu)′∆Xst esit +
1
NT (s)2 (H
s)′
T∑
t=1
T∑
u=1
F su(∆Xsu)′∆Xst F st esit = Op(h2)
which can be proven in a similar approach as the first term in V and by Lemma 3.2. Therefore,
1
T (s)(Fˆ
s − F sHs)′esi = Op
(
1√
ThδNT,h
)
+Op
(
1√
NδNT,h
)
+Op(h) = Op
(
max
(
1
δ2NT,h
, h
))
Proof of Lemma 6.4.
1
T (s)(Fˆ
s − F sHs)′F s
= 1
T (s)
T∑
t=1
(Fˆ st − (Hs)′F st )(F st )′
= (V sr )−1
[
1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′γsN (u, t) +
1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′ζsut +
1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′ηsut
+ 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′sut +
1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′
(∆Xsu)′X¯st
N
+ 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′
(X¯su)′∆Xst
N
+ 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′
(∆Xsu)′∆Xst
N
]
= (V sr )−1 [I + II + III + IV + V + VI + VII] .
The term I= 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′γsN (u, t), we have
I = 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′γsN (u, t)
= 1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)(F st )′γsN (u, t) +
1
T (s)2 (H
s)′
T∑
t=1
T∑
u=1
F su(F st )′γsN (u, t)
The norm of first term in I has∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)(F st )′γsN (u, t)
∥∥∥∥∥
≤ 1√
T (s)
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
)1/2 [(
1
T (s)
T∑
u=1
T∑
t=1
γsN (u, t)2
)(
1
T (s)
T∑
t=1
‖F st ‖2
)]1/2
= Op
( 1√
T
)
Op
(
1
δNT,h
)
Op
( 1√
h
)
= Op
(
1√
ThδNT,h
)
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by 1T (s)
∑T
t=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2 = Op ( 1δ2
NT,h
)
, 1T (s)
∑T
t=1
∑T
u=1 γ
s
N (u, t)2 = Op
(
1
h
)
from (13) and
Assumption 3 (b).
The second term in I is (ignore Hs since it is Op(1))
E
∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
F su(F st )′γsN (u, t)
∥∥∥∥∥
≤ E
[
1
T (s)2
T∑
t=1
T∑
u=1
Ks(St)Ks(Su)|γN (u, t)|
(
E
[
‖Fu‖2 |St, Su
])1/2 (
E
[
‖Ft‖2 |St, Su
])1/2]
= Op
( 1
Th
)
by (13) and Assumption 2.
Therefore, I = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′γsN (u, t) = Op
(
1√
ThδNT,h
)
.
The term II= 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′ζsut has
II = 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′ζsut
= 1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′)F su(F st )′ζsut +
1
T (s)2 (H
s)′
T∑
t=1
T∑
u=1
F su(F st )′ζsut.
The norm of first term in II has∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)(F st )′ζsut
∥∥∥∥∥
≤
(
1
T (s)
T∑
u=1
∥∥∥Fˆ su − (Hs)′F su∥∥∥2
)1/2 1
T (s)
T∑
u=1
Ks(Su)
∥∥∥∥∥ 1T
T∑
t=1
Ks(St)Ftζut
∥∥∥∥∥
21/2
= Op
(
1
δNT,h
)
Op
( 1√
NTh
)
= Op
(
1√
NThδNT,h
)
by Assumption 5.1.
Therefore, the first term in II, 1
T (s)2
∑T
t=1
∑T
u=1(Fˆ su − (Hs)′F su)(F st )′ζsut = Op
(
1√
NThδNT,h
)
.
The second term in II (ignore Hs) is
1
T (s)2
T∑
t=1
T∑
u=1
F su(F st )′ζsut =
1√
NTh
(
1
T (s)
T∑
t=1
Ks(St)zstF ′t
)
= Op
( 1√
NTh
)
where zst =
√
Th√
NT (s)
∑T
u=1
∑N
l=1Ks(Su)Fu(eluelt − E[eluelt]), by assumption 5.1.
Thus II= 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′ζsut = Op
(
1√
NTh
)
.
The term III= 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′ηsut has
III = 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su(F st )′ζsut
= 1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)(F st )′ηsut +
1
T (s)2 (H
s)′
T∑
t=1
T∑
u=1
F su(F st )′ηsut
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The norm of the first term in III has∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)(F st )′ηsut
∥∥∥∥∥
≤
(
1
T (s)
T∑
u=1
∥∥∥(Fˆ su − (Hs)′F su)∥∥∥2
)1/2 1
T (s)
T∑
u=1
Ks(Su)
∥∥∥∥∥ 1T
T∑
t=1
Ks(St)F ′tηut
∥∥∥∥∥
21/2
= Op
(
1
δNT,h
)
Op
( 1√
NTh
)
by Assumption 5.2.
For the second term in III,
1
T (s)2
T∑
t=1
T∑
u=1
F su(F st )′ηsut =
1
T (s)2
T∑
t=1
T∑
u=1
F su(F st )′
(F su)′Λ(s)′est
N
=
(
1
T (s)
T∑
u=1
Ks(Su)FuF ′u
)(
1
NT (s)
T∑
t=1
N∑
l=1
Ks(St)F ′tΛl(s)elt
)
= Op(1)Op
( 1√
NTh
)
by Assumption 5.2. Therefore, III = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′ηsut = Op
(
1√
NTh
)
.
IV = Op
(
1√
NTh
)
can be proved in a similar way.
The term V = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′
(∆Xsu)′X¯st
N has
V = 1
T (s)2
T∑
t=1
T∑
u=1
Fˆ su
(∆Xsu)′X¯st
N
(F st )′
= 1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)
(∆Xsu)′X¯st
N
(F st )′ + (Hs)′
1
T (s)2
T∑
t=1
T∑
u=1
F su
(∆Xsu)′X¯st
N
(F st )′
Similarly as the term V in the proof of Lemma 6.3, the first term in V has
1
T (s)2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)
(∆Xsu)′X¯st
N
(F st )′ = Op
(
h
δNT,h
)
and the second term in V (ignore Hs) has∥∥∥∥∥ 1T (s)2
T∑
t=1
T∑
u=1
F su
(∆Xsu)′X¯st
N
(F st )′
∥∥∥∥∥
2
≤
(
1
T (s)
T∑
u=1
‖F su‖2
)(
1
N2T (s)2
T∑
t=1
T∑
u=1
∥∥∥(∆Xsu)′X¯st ∥∥∥2
)(
1
T
T∑
t=1
‖F st ‖2
)
= Op(h2)
by Assumption 2 and the proof of 1T
∑T
t=1 ft in Theorem 1.
73
Therefore, V = 1
T (s)2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′
(∆Xsu)′X¯st
N = Op(h).
The term VI = 1
T 2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′
(X¯su)′∆Xst
N = Op(h) similarly as V.
The term VII = 1
T 2
∑T
t=1
∑T
u=1 Fˆ
s
u(F st )′
(∆Xsu)′∆Xst
N has
VII = 1
T 2
T∑
t=1
T∑
u=1
Fˆ su(F st )′
(∆Xsu)′∆Xst
N
= 1
NT 2
T∑
t=1
T∑
u=1
(Fˆ su − (Hs)′F su)(∆Xsu)′∆Xst (F st )′ +
1
NT 2
(Hs)′
T∑
t=1
T∑
u=1
F su(∆Xsu)′∆Xst (F st )′
= Op(h2)
similarly as the term VII in the proof of lemma 6.3.
Therefore,
1
T
(Fˆ s − F sHs)′F s = (V sr )−1[I + II + III + IV + V + VI + VII]
= Op
(
1√
ThδNT,h
)
+Op
( 1√
NTh
)
+Op(h)
= Op
(
max
(
1
δ2NT,h
, h
))
Proof of Lemma 6.5.
1
T (s)(Fˆ
s(Hs)−1 − F s)′Fˆ s
= ((Hs)−1)′ 1
T (s)(Fˆ
s − F sHs)′Fˆ s
= ((Hs)−1)′ 1
T (s)(Fˆ
s − F sHs)′(Fˆ s − F sHs) + ((Hs)−1)′ 1
T (s)(Fˆ
s − F sHs)′F sHs
= Op
(
max
(
1
δ2NT,h
, h
))
from lemma 6.4 when δ2NT,hh→ 0.
Proof of Theorem 3. From Λˆ(s) = XsFˆ sT (s) and X
s = Λ(s)(F s)′ + es + ∆Xs, we have Λˆ(s) =
1
T (s)Λ(s)(F
s)′Fˆ s + 1T (s)e
sFˆ s + 1T (s)∆X
sFˆ s, so Λˆi(s) = 1T (Fˆ s)′F sΛi(s) +
1
T (Fˆ s)′esi +
1
T (Fˆ s)′∆Xsi .
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Writing F s = F s − Fˆ s(Hs)−1 + Fˆ s(Hs)−1 and Fˆ s = Fˆ s − F sHs + F sHs, we have
Λˆi(s) =
1
T (s)(Fˆ
s)′F sΛi(s) +
1
T (s)(Fˆ
s)′esi +
1
T (s)(Fˆ
s)′∆Xsi
= 1
T (s)(Fˆ
s)′(F s − Fˆ s(Hs)−1 + Fˆ s(Hs)−1)Λi(s)
+ 1
T (s)(Fˆ
s − F sHs + F sHs)′esi +
1
T (s)(Fˆ
s − F sHs + F sHs)′∆Xsi
= (Hs)−1Λi(s) +
1
T (s)(Fˆ
s)′(F s − Fˆ s(Hs)−1)Λi(s)
+ 1
T (s)(Fˆ
s − F sHs)′esi +
1
T (s)(H
s)′(F s)′esi +
1
T (s)(Fˆ
s − F sHs)′∆Xsi +
1
T (s)(H
s)′(F s)′∆Xsi
and
Λˆi(s)− (Hs)−1Λi(s) = 1
T (s)(H
s)′(F s)′esi +
1
T (s)(Fˆ
s)′(F s − Fˆ s(Hs)−1)Λi(s) + 1
T (s)(Fˆ
s − F sHs)′esi
+ 1
T (s)(Fˆ
s − F sHs)′∆Xsi +
1
T (s)(H
s)′(F s)′∆Xsi
= 1
T (s)(H
s)′(F s)′esi +Op
(
max
(
1
δ2NT,h
, h
))
+Op(h)
by Lemma 6 and
∥∥∥ 1T (F s)′∆Xsi ∥∥∥2 = ∥∥∥ 1T ∑Tt=1 F st ∆Xsit∥∥∥2 ≤ ( 1T ∑Tt=1 ‖F st ‖2)( 1T ∑Tt=1 ‖∆Xsit‖2) =
Op(h2).
If
√
Th/N → 0, Th→∞, Th3 → 0, we have
√
Th(Λˆi(s)− (Hs)−1Λi(s)) =
√
Th
T (s) (H
s)′(F s)′esi + op(1)
= (Hs)′
√
Th
T (s)
T∑
t=1
Ks(St)Fteit + op(1)
From Lemma 5.1, Assumption 5.4 and slusky theorem,
√
Th(Λˆi(s)− (Hs)−1Λi(s)) d−→ N(0, ((Qs)′)−1Φsi (Qs)−1).
Proof of Theorem 4. Since Cit,s = F ′tΛi(s) and Cˆit,s = FˆtΛˆi(s) =
(
Fˆ st
K
1/2
s (St)
)′
Λˆi(s),
Cˆit,s − Cit,s =
(
Fˆ st
K
1/2
s (St)
)′
Λˆi(s)− F ′tΛi(s)
= Λi(s)′((Hs)−1)′
(
Fˆ st
K
1/2
s (St)
− (Hs)′Ft
)
+ F ′tHs(Λˆi(s)− (Hs)−1Λi(s))
+(Λˆi(s)− (Hs)−1Λi(s))′
(
Fˆ st
K
1/2
s (St)
− (Hs)′Ft
)
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From the limiting distribution of estimated factors and the limiting distribution of estimated
factor loadings, Λˆi(s) − (Hs)−1Λi(s) = Op
(
1√
Th
)
for all i and Fˆ
s
t
K
1/2
s (St)
− (Hs)′Ft = Op
(
1√
N
)
for
the t where 1√
N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1). We have
(
Λˆi(s)− (Hs)−1Λi(s)
)′( Fˆ st
K
1/2
s (St)
− (Hs)′Ft
)
= Op
(
1
δ2NT,h
)
,
δNT,h
(
Fˆ st
K
1/2
s (St)
− (Hs)′Ft
)
= δNT,h√
N
(V sr )−1
(Fˆ s)′F s
T (s)
(
1√
N
N∑
i=1
Λi(s)eit
)
+Op
(
1
δNT,h
)
,
and
δNT,h(Λˆi(s)− (Hs)−1Λi(s)) = δNT,h√
Th
(Hs)′
√
Th
T (s)
T∑
t=1
F st e
s
it +Op
(
1
δNT,h
)
.
Combining these three equalities, we have
δNT,h(Cˆit,s − Cit,s) = δNT,h√
N
Λi(s)′((Hs)−1)′(V sr )−1
(Fˆ s)′F s
T (s)
(
1√
N
N∑
i=1
Λi(s)eit
)
+δNT,h√
Th
F ′tH
s(Hs)′
√
Th
T (s)
T∑
t=1
F st e
s
it +Op
(
1
δNT,h
)
Given Hs = Λ(s)
′Λ(s)
N
(F s)′Fˆ s
T (s) (V
s
r )−1, ((Hs)−1)′(V sr )−1
(Fˆ s)′F s
T (s) =
(
Λ(s)′Λ(s)
N
)−1
= Σ−1Λ(s) + Op(1/
√
N).
From Lemma 6.2, we have Hs(Hs)′ = Σ−1F |s +Op
(
1
δNT,h
)
. Thus,
δNT,h(Cˆit,s − Cit,s) = δNT,h√
N
Λi(s)′Σ−1Λ(s)
(
1√
N
N∑
i=1
Λi(s)eit
)
+ δNT,h√
Th
F ′tΣ−1F |s
√
Th
T (s)
T∑
t=1
F st e
s
it +Op
(
1
δNT,h
)
Let ξNT,h = Λi(s)′Σ−1Λ(s)
(
1√
N
∑N
i=1 Λi(s)eit
)
and ζNT,h = F ′tΣ−1F |s
√
Th
T (s)
∑T
t=1 F
s
t e
s
it. From Slusky’s
Theorem and Assumption 5, we have ξNT,h
d−→ ξ d= N(0, Vit,s), where Vit,s = Λi(s)′Σ−1Λ(s)Γj,sΣ−1Λ(s)Λi(s);
ζNT,h
d−→ ζ d= N(0,Wit,s), where Wit,s = F ′tΣ−1F |sΦi,sΣ−1F |sFt. Since ξNT,h is sum of cross sectional
random variables and ζNT,h is the sum of serial random variables, ξNT,h and ζNT,h are asymptot-
ically independent. Also, (ξNT,h, ζNT,h) jointly converge to a bivariate normal distribution. Let
aNT,h = δNT,h/
√
N and bNT,h = δNT,h/
√
Th, we have
δNT,h(Cˆit,s − Cit,s) = aNT,hξNT,h + bNT,hζNT,h +Op
(
1
δNT,h
)
aNT,h and bNT,h are bounded and nonrandom sequences. If they converge to some constants,
δNT,h(Cˆit,s − Cit,s) is asymptotic normal from Slustky’s Theorem. Otherwise, if aNT,h and bNT,h
are not convergent sequences, we can use the almost sure representation theory as Bai (2003).
Since (ξNT,h, ζNT,h)
d−→ (ξ, ζ), there exist random vectors (ξ∗NT,h, ζ∗NT,h) and (ξ∗, ζ∗) with the same
distribution as (ξNT,h, ζNT,h) and (ξ, ζ), and (ξ∗NT,h, ζ∗NT,h)
a.s.−−→ (ξ, ζ). We have
aNT,hξ
∗
NT,h + bNT,hζ∗NT,h = aNT,hξ∗ + bNT,hζ∗ + aNT,h(ξ∗NT,h − ξ∗) + bNT,h(ζ∗NT,h − ζ∗)
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Because of the almost sure convergence, aNT,h(ξ∗NT,h−ξ∗) = op(1) and bNT,h(ζ∗NT,h−ζ∗) = op(1). ξ∗
and ζ∗ are independent normal random variables with variances Vit,s and Wit,s. We have aNT,hξ∗+
bNT,hζ
∗ d= N(0, a2NT,hVit,s + b2NT,hWit,s). Thus,
δNT,h(Cˆit,s − Cit,s)
(a2NT,hVit,s + b2NT,hWit,s)1/2
d−→ N(0, 1),
which is equivalent to
Cˆit,s − Cit,s(
1
N Vit,s +
1
ThWit,s
)1/2 d−→ N(0, 1).
13.3 Proof of Factor Loadings Constancy Test
Proof of Lemma 1. Define ρ = trace
{(
1
NΛT1 Λ1
)−1 ( 1
NΛT1 Λ2
) (
1
NΛT2 Λ2
)−1 ( 1
NΛT2 Λ1
)}
, let Λ˜1 =
1√
N
Λ1
(
1
NΛT1 Λ1
)−1/2
and Λ˜2 = 1√NΛ2
(
1
NΛT2 Λ2
)−1/2
, and therefore, Λ˜T1 Λ˜1 = Ik1 and Λ˜T2 Λ˜2 = Ik2 ,
Ik1 ∈ Rk1×k1 and Ik2 ∈ Rk2×k2 are identity matrices.
As a result, ρ = trace
{(
Λ˜T1 Λ˜2
) (
Λ˜T2 Λ˜1
)}
. Without loss of generalization, we assume k1 ≥ k2,
trace
(
Λ˜2Λ˜T2
)
= trace
(
Λ˜T2 Λ˜2
)
= k2.38 Since Λ˜T2 Λ˜2 is a real symmetric matrix, Λ˜T2 Λ˜2 can be
decomposed as Λ˜T2 Λ˜2 = QΣQT where Q ∈ RN×N is an orthonormal matrix, and Σ is a diagonal
matrix whose entries are the eigenvalues of Λ˜T2 Λ˜2. We have trace(Σ) = trace(Λ˜T2 Λ˜2) = k2
Since Q is an orthonormal basis, there exists A = [α1, α2, · · · , αk1 ], such that Λ˜1 = QA. The
columns of A are orthogonal. The reason is that A = QT Λ˜1, αTi αi = λ˜T1iQQT λ˜T1i = 1, where λ˜1i is
the i-th column in Λ˜1. In addition, αTi αt = λ˜T1iQQT λ˜T1j = 0.
ρ = trace
{
Λ˜T1
(
Λ˜2Λ˜T2
)
Λ˜1
}
= trace(ATQTQΣQTQA) = trace(ATΣA)
=
N∑
j=1
 k1∑
i=1
α2ij
σjj
≤
N∑
j=1
σjj = trace(Σ) = k2 = k,
where αij is the j-th element in αi, σjj is the j-th diagonal element of Σ and k = min(k1, k2) = k2.
The last inequality is derived from ∑k1i=1 α2ij ≤ 1, ∀j. The reason is that the columns of A are
orthogonal, there exists A¯ ∈ RN×(N−k1), such that let A˜ = [A, A¯], we have A˜ is an orthonormal
matrix. We have A˜A˜T = IN . Therefore, ∀j, 1 = ∑k1i=1 α2ij + ∑N−k1i=1 α¯2ij ≥ ∑k1i=1 α2ij , where α¯ij is
the j-th element in i-th column in A¯.
38If k2 ≥ k1, since ρ = trace
{(
Λ˜T1 Λ˜2
) (
Λ˜T2 Λ˜1
)}
= trace
{(
Λ˜T2 Λ˜1
) (
Λ˜T1 Λ˜2
)}
, we study ρ =
trace
{
Λ˜T2
(
Λ˜1Λ˜T1
)
Λ˜2
}
.
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Proof of Theorem 5. From the proof of theorem 1 and theorem 2, and denote esli ∈ RN×1 as the
i-th row in esl , we have
Λ¯i(sl)− (Hsl)TΛi(sl) = 1
N
 N∑
k=1
(V slr )−1Λ¯k(sl)
E
[
(eslk )T e
sl
i
]
T (sl)
+
N∑
k=1
(V slr )−1Λ¯k(sl)
(eslk )T e
sl
i − E
[
(eslk )T e
sl
i
]
T (sl)
+
N∑
k=1
(V slr )−1Λ¯k(sl)
ΛTk (sl)(F sl)T e
sl
i
T (sl)
+
N∑
k=1
(V slr )−1Λ¯k(sl)
(eslk )TF slΛi(sl)
T (sl)
]
+Op(h)
= 1
N
N∑
k=1
γslN (k, i) +
1
N
N∑
k=1
ζslki +
1
N
N∑
k=1
ηslki +
1
N
N∑
k=1
slki +Op(h) (14)
From the proof of Theorem 2 and Theorem 3, and similar to Pelger (2019a), we have
uli1 =
1
N
N∑
k=1
γslN (k, i) = Op
(
1√
NδNT,h
)
uli2 =
1
N
N∑
k=1
ζslki = Op
(
1√
ThδNT,h
)
uli3 =
1
N
N∑
k=1
ηslki = Op
( 1√
Th
)
uli4 =
1
N
N∑
k=1
slki = Op
(
1√
ThδNT,h
)
Under
√
Th/N → 0, 1N
∑N
k=1 η
sl
ki is the dominate term in the asymptotic distribution of Λ¯i(sl).
We have
1
N
Λ¯Tl Λ¯l′ =
1
N
N∑
i=1
(
Hsl′λli + uli1 + uli2 + uli3 + uli4
) (
(Hsl′ )Tλl′i + ul′i1 + ul′i2 + ul′i3 + ul′i4
)T
+Op(h)
=
(
1
N
N∑
i=1
(Hsl)TλliλTl′iHsl′ +
4∑
a=1
1
N
N∑
i=1
(Hsl)TλliuTl′ia +
4∑
a=1
1
N
N∑
i=1
uliaλ
T
l′iH
sl′ + Υll′
)
+Op(h)
where λli = Λi(sl) and Υll′ = 1N
∑N
i=1 (uli1 + uli2 + uli3 + uli4) (ul′i1 + ul′i2 + ul′i3 + ul′i4)
T .
Next is to analyze 1N
∑N
i=1 ul′iaλ
T
li , a = 1, 2, 3, 4. Let vli = (Hsl)T
√
Th
T (sl)
(
1
N
∑N
k=1 λlkλ
T
lk
) (
(F sl)T esli
)
.
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1
N
N∑
i=1
uli1λ
T
l′i = (V slr )−1
1
N2
N∑
i=1
N∑
k=1
(
Λ¯k(sl)− (Hsl)Tλlk
) E [(eslk )T esli ]
T (sl)
λTl′i
+ (V slr )−1(Hsl)T
1
N2
N∑
i=1
N∑
k=1
λlk
E
[
(eslk )T e
sl
i
]
T (sl)
λTl′i
=
(V slr )−1 1N2
N∑
i=1
N∑
k=1
( 1√
Th
vlk
) E [(eslk )T esli ]
T (sl)
λTl′i
+ (V slr )−1(Hsl)T
1
N2
N∑
i=1
N∑
k=1
λlk
E
[
(eslk )T e
sl
i
]
T (sl)
λTl′i
 (1 + op(1))
=
(V slr )−1(Hsl)T 1N2
N∑
i=1
N∑
k=1
λlk
E
[
(eslk )T e
sl
i
]
T (sl)
λTl′i
 (1 + op(1)) = Op ( 1
N
)
.
The third equality follows from 1
N2
∑N
i=1
∑N
k=1
(
1√
Th
vlk
) E[(eslk )T esli ]
T (sl) λ
T
l′i
= Op(1) · 1N
∑N
i=1
{
1
NT (sl)
∑N
k=1
(
(F sl)T eslk
) E[(eslk )T esli ]
T (sl)
}
λTl′i = Op
(
1
N
√
T (sl)
)
by Assumption 3.1,
Assumption 4.3 (E[(e
sl
k
)T esli ]
T (sl) → E[ekteit|St = sl] = τki,t) and Assumption 5.4. Also,
1
N2
∑N
i=1
∑N
k=1 λlk
E[(eslk )T e
sl
i ]
T (sl) λ
T
l′i = 1N2
∑N
i=1
{∑N
k=1
E[(eslk )T e
sl
i ]
T (sl) λlk
}
λTl′i = Op
(
1
N
)
by Assumption
4.3 and the fact that λlk as a function of sl is independent of eslk and e
sl
i .
1
N
N∑
i=1
uli2λ
T
l′i = (V slr )−1
1
N2
N∑
i=1
N∑
k=1
(
Λ¯k(sl)− (Hsl)Tλlk
) (eslk )T esli − E [(eslk )T esli ]
T (sl)
λTl′i
+ (V slr )−1(Hsl)T
1
N2
N∑
i=1
N∑
k=1
λlk
(eslk )T e
sl
i − E
[
(eslk )T e
sl
i
]
T (sl)
λTl′i
=
(V slr )−1 1N2
N∑
i=1
N∑
k=1
( 1√
Th
vlk
) (eslk )T esli − E [(eslk )T esli ]
T (sl)
λTl′i
+ (V slr )−1(Hsl)T
1
N2
N∑
i=1
N∑
k=1
λlk
(eslk )T e
sl
i − E
[
(eslk )T e
sl
i
]
T (sl)
λTl′i
 (1 + op(1))
= Op
( 1
N
√
Th
)
by Assumption 7.1 and 7.2.
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1
N
N∑
i=1
uli3λ
T
l′i = (V slr )−1
1
N2
N∑
i=1
N∑
k=1
(
Λ¯k(sl)− (Hsl)Tλlk
) λTlk(F sl)T esli
T (sl)
λTl′i
+ (V slr )−1(Hsl)T
1
N2
N∑
i=1
N∑
k=1
λlk
λTlk(F sl)T e
sl
i
T (sl)
λTl′i
=
(
(V slr )−1
1√
Th
(
1
N
N∑
k=1
vlkλ
T
lk
)(
1
N
N∑
i=1
(F sl)T esli λTl′i
T (sl)
)
+ (V slr )−1(Hsl)T
(
1
N
N∑
k=1
λlkλ
T
lk
)(
1
N
N∑
i=1
(F sl)T esli λTl′i
T (sl)
))
(1 + op(1))
=
(
(V slr )−1(Hsl)T
(
1
N
N∑
k=1
λlkλ
T
lk
)(
1
N
N∑
i=1
(F sl)T esli λTl′i
T (sl)
))
(1 + op(1))
= Op
( 1√
NTh
)
by Assumption 7.3 and Assumption 3.1 and (V slr )−1 1√Th
(
1
N
∑N
k=1 vlkλ
T
lk
)(
1
N
∑N
i=1
(F sl )T esli λTl′i
T (sl)
)
=
Op
(
1
NTh
)
.
1
N
N∑
i=1
uli4λ
T
l′i = (V slr )−1
1
N2
N∑
i=1
N∑
k=1
(
Λ¯k(sl)− (Hsl)Tλlk
) (eslk )TF slλli
T (sl)
λTl′i
+ (V slr )−1(Hsl)T
1
N2
N∑
i=1
N∑
k=1
λlk
(eslk )TF slλli
T (sl)
λTl′i
=
(V slr )−1(Hsl)T
 1
N
N∑
j=1
λljλ
T
lj
( 1
NT (sl)2
N∑
k=1
(F sl)T eslk (e
sl
k )
TF sl
)(
1
N
N∑
i=1
λliλ
T
l′i
)
+ (V slr )−1(Hsl)T
(
1
N
N∑
k=1
λlk(eslk )TF sl
T (sl)
)(
1
N
N∑
i=1
λliλ
T
l′i
))
(1 + op(1))
= Op
( 1
Th
)
,
where the first term is Op
(
1
Th
)
and the second term is Op
(
1√
NTh
)
.
Derivations for 1N
∑N
i=1 λliu
T
l′ia, a = 1, 2, 3, 4 are similar.
In Υll′ , the leading term is
1
N
N∑
i=1
uli3u
T
l′i3 =
(V slr )−1(Hsl)T
(
1
N
N∑
i=1
λlkλ
T
lk
) 1
N
N∑
i=1
(F sl)T esli
T (sl)
(
(F sl′ )T esl′i
T (sl′)
)T
×
(
1
N
N∑
i=1
λl′kλ
T
l′k
)
Hsl′ (V sl′r )−1
)
(1 + op(1))
= Op
( 1
Th
)
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Let
wul,λl′ ,1 =(V
sl
r )−1(Hsl)T
(
1
N
N∑
k=1
λlkλ
T
lk
)(
1
N
N∑
i=1
(F sl)T esli λTl′i
T (sl)
)
Hsl′ ,
wul,λl′ ,2 =(V
sl
r )−1(Hsl)T
(
1
N
N∑
k=1
λlk(eslk )TF sl
T (sl)
)(
1
N
N∑
i=1
λliλ
T
l′i
)
Hsl′ ,
wλl,ul′ ,1 =(H
sl)T
(
1
N
N∑
k=1
λlk(e
sl′
k )TF sl′
T (sl′)
)(
1
N
N∑
k=1
λl′kλ
T
l′k
)
Hsl′ (V sl′r )−1,
wλl,ul′ ,2 =(H
sl)T
(
1
N
N∑
k=1
λlkλ
T
l′k
)(
1
N
N∑
i=1
(F sl′ )T esl′i λTl′i
T (sl′)
)
Hsl′ (V sl′r )−1,
xu,v,p,w =(V spr )−1(Hsp)T
(
1
N
N∑
i=1
λpkλ
T
uk
) 1
N
N∑
i=1
(F su)T esui
T (su)
(
(F sv)T esvi
T (sv)
)T( 1
N
N∑
i=1
λvkλ
T
wk
)
Hsw(V swr )−1,
zp,w =(V spr )−1(Hsp)T
1
N2
N∑
i=1
N∑
k=1
λpk
(espk )T e
sp
i
T (sp)
λTwiH
sw ,
xl,l′ =xl,l′,l,l′ + xl,l,l,l′ + xl,l′,l′,l′ ,
yl,l′ =zl,l′ + zl′,l.
Given
√
N/(Th) → 0, √Th/N → 0, Nh2 → 0 and Th3 → 0 (Theorem 3 holds and Op(h) in
Equation (14) does not dominate), the limiting distribution of 1N Λ¯Tl Λ¯l′ (l, l′ = 1, 2) is
1
N
Λ¯Tl Λ¯l′ −
(
1
N
N∑
i=1
(Hsl)TλliλTl′iHsl′ + xl,l′ + yl,l′
)
=
(
wul,λl′ ,1 + wul,λl′ ,2 + wλl,ul′ ,1 + wλl,ul′ ,2
)
(1 + op(1))
and we have
wul,λl′ ,1
P−→ (V sl)−1 ((Qsl)T )−1Σλl,λlµl,l′(Qsl′ )−1
wul,λl′ ,2
P−→ (V sl)−1 ((Qsl)T )−1µTl,lΣλl,λl′ (Qsl′ )−1
wλl,ul′ ,1
P−→ ((Qsl)T )−1µTl′,lΣλl′ ,λl′ (Qsl′ )−1 (V sl′ )−1
wλl,ul′ ,2
P−→ ((Qsl)T )−1Σλl,λl′µl′,l′(Qsl′ )−1 (V sl′ )−1 ,
where µl,l′ = 1NT (sl)(F
sl)T eslΛTl′ = 1N
∑N
i=1
(F sl )T esli λTl′i
T (sl) .
For wul,λl′ ,1
P−→ (V sl)−1 ((Qsl)T )−1Σλl,λlµl,l′(Qsl′ )−1, let Ml,l′,1 = (V sl)−1 ((Qsl)T )−1Σλl,λl and
Ml,l′,2 = (Qsl′ )−1, we have
vec
(
wul,λl′ ,1
)
P−→
(
MTl,l′,2 ⊗Ml,l′,1
)
vec
(
µl,l′
)
For wul,λl′ ,2
P−→ (V sl)−1 ((Qsl)T )−1µTl,lΣλl,λl′ (Qsl′ )−1, letMl,l′,3 = (V sl)−1 ((Qsl)T )−1 andMl,l′,4 =
Σλl,λl′ (Q
sl′ )−1, we have
vec
(
wul,λl′ ,2
)
P−→
(
Ml,l′,3 ⊗MTl,l′,4
)
vec (µl,l)
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For wλl,ul′ ,1
P−→ ((Qsl)T )−1µTl′,lΣλl′ ,λl′ (Qsl′ )−1 (V sl′ )−1, let Ml,l′,5 = ((Qsl)T )−1 and
Ml,l′,6 = Σλl′ ,λl′ (Q
sl′ )−1 (V sl′ )−1, we have
vec
(
wλl,ul′ ,1
)
P−→
(
Ml,l′,5 ⊗MTl,l′,6
)
vec
(
µl′,l
)
For wλl,ul′ ,2
P−→ ((Qsl)T )−1Σλl,λl′µl′,l′(Qsl′ )−1 (V sl′ )−1, letMl,l′,7 = ((Qsl)T )−1Σλl,λl′ andMl,l′,8 =
(Qsl′ )−1 (V sl′ )−1, we have
vec
(
wλl,ul′ ,2
)
P−→
(
MTl,l′,8 ⊗Ml,l′,7
)
vec
(
µl′,l′
)
As a result,
vec
(
wul,λl′ ,1 + wul,λl′ ,2 + wλl,ul′ ,1 + wλl,ul′ ,2
)
P−→
(
MTl,l′,2 ⊗Ml,l′,1
)
vec
(
µl,l′
)
+
(
Ml,l′,3 ⊗MTl,l′,4
)
vec (µl,l)
+
(
Ml,l′,5 ⊗MTl,l′,6
)
vec
(
µl′,l
)
+
(
MTl,l′,8 ⊗Ml,l′,7
)
vec
(
µl′,l′
)
, Cl,l′B
where B is defined as B =

vec (µ1,1)
vec (µ1,2)
vec (µ2,1)
vec (µ2,2)
 and
C1,1 =
[
MT1,1,2 ⊗M1,1,1 +M1,1,3 ⊗MT1,1,4 +M1,1,5 ⊗MT1,1,6 +MT1,1,8 ⊗M1,1,7 0 0 0
]
C1,2 =
[
M1,2,3 ⊗MT1,2,4 MT1,2,2 ⊗M1,2,1 M1,2,5 ⊗MT1,2,6 MT1,2,8 ⊗M1,2,7
]
C2,1 =
[
MT2,1,8 ⊗M2,1,7 M2,1,5 ⊗MT2,1,6 MT2,1,2 ⊗M2,1,1 M2,1,3 ⊗MT2,1,4
]
C2,2 =
[
0 0 0 MT2,2,2 ⊗M2,2,1 +M2,2,3 ⊗MT2,2,4 +M2,2,5 ⊗MT2,2,6 +MT2,2,8 ⊗M2,2,7.
]
From assumption in theorem 5 that
√
NThB = d−→ N(0,ΣB,B), and let D =

C1,1
C1,2
C2,1
C2,2
,
√
NTh


vec
(
1
N Λ¯T1 Λ¯1
)
vec
(
1
N Λ¯T1 Λ¯2
)
vec
(
1
N Λ¯T2 Λ¯1
)
vec
(
1
N Λ¯T2 Λ¯2
)
−

vec
(
1
N (Hs1)TΛT1 Λ1Hs1
)
vec
(
1
N (Hs1)TΛT1 Λ2Hs2
)
vec
(
1
N (Hs2)TΛT2 Λ1Hs1
)
vec
(
1
N (Hs1)TΛT2 Λ2Hs2
)
−

vec (x1,1 + y1,1)
vec (x1,2 + y1,2)
vec (x2,1 + y2,1)
vec (x2,2 + y2,2)


d−→ N
(
0, DΣB,BDT
)
Let G1 = 1N (Hs1)TΛT1 Λ1Hs1 , G2 =
1
N (Hs1)TΛT1 Λ2Hs2 , G3 =
1
N (Hs2)TΛT2 Λ1Hs1 , G4 =1
N (Hs2)TΛT2 Λ2Hs2 and define function f to be
f


G1
G2
G3
G4

 = trace (G−11 G2G−14 G3) .
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f(·) has partial derivative
∂f
∂G1
= −(G−11 G2G−14 G3G−11 )T
∂f
∂G2
= G−11 G2G−14
∂f
∂G3
= G−14 G3G−11
∂f
∂G4
= −(G−14 G3G−11 G2G−14 )T
Let ξ =

vec
(
∂f
∂G1
)
vec
(
∂f
∂G2
)
vec
(
∂f
∂G3
)
vec
(
∂f
∂G4
)
, ρˆ is defined as ρˆ = trace
{(
1
N Λ¯T1 Λ¯1
)−1 ( 1
N Λ¯T1 Λ¯2
) (
1
N Λ¯T2 Λ¯2
)−1 ( 1
N Λ¯T2 Λ¯1
)}
,
b is defined as b =

vec (x1,1 + y1,1)
vec (x1,2 + y1,2)
vec (x2,1 + y2,1)
vec (x2,2 + y2,2)
, and ρ is defined as ρ = trace(G−11 G2G−14 G3).39
If
√
N/(Th)→ 0, √Th/N → 0, Nh2 → 0 and Th3 → 0, we have
√
NTh(ρˆ− r − ξT b) d−→ N(0, ξTDΣB,BDT ξ)
The feasible test statistic is
√
NTh
(ρˆ− r − ξˆT bˆ)√
ξˆT DˆΣˆB,BDˆT ξˆ
,
where ξˆ, bˆ, Dˆ and ΣˆB,B are defined in Lemma 8. It is also shown in Lemma 8 that ξˆ = ξ +
Op(1/δNT,h), bˆ = b+Op(max(1/(TδNT,h), 1/(NδNT,h))), Dˆ = D+ op(1) and ΣˆB,B = ΣB,B + op(1).
We have
ξˆbˆ = ξb+ bOp(1/δNT,h) + ξOp(max(1/(TδNT,h), 1/(NδNT,h))) + op(max(1/(TδNT,h), 1/(NδNT,h))).
Since b = Op(max(1/N, 1/(Th))), when
√
NThOp(max(1/(TδNT,h), 1/(NδNT,h))) = op(1),
equivalent to,
√
Th/N → 0 and √N/T → 0 (satisfied by assumptions about the rate conditions),
the estimation errors multiplied by
√
NTh are op(1). Thus, we have the feasible test statistic is
asymptotically N(0, 1) distributed under H0. From Lemma 2, the feasible test statistic diverges to
−∞ with probability 1 under H1.
Proof of Lemma 2. From the proof of Theorem 5 and NTh3 → 0, it is shown that
ρˆ = ρ˜+Op
( 1√
NTh
)
+Op
( 1
Th
)
+Op
( 1
N
)
,
39When Λ1,Λ2 ∈ RN×r, and Λ1 = Λ2G for some matrix G, ρ = trace(G−11 G2G−14 G3) =
trace((ΛT1 Λ1)−1(ΛT1 Λ2)(ΛT2 Λ2)−1(ΛT2 Λ1)) = trace(Ir) = r.
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where ρ˜ = tr
((
1
N (Hs1)TΛT1 Λ1Hs1
)−1 ( 1
N (Hs1)TΛT1 Λ2Hs2
) (
1
N (Hs2)TΛT2 Λ2Hs2
)−1 ( 1
N (Hs2)TΛT2 Λ1Hs1
))
.
When Λˆ1 ∈ RN×r, Λˆ2 ∈ RN×r (number of estimated factors is the same as number of true factors),
Hs1 and Hs2 are invertible, and from the property of trace,
ρ˜ = tr
(( 1
N
ΛT1 Λ1
)−1 ( 1
N
ΛT1 Λ2
)( 1
N
ΛT2 Λ2
)−1 ( 1
N
ΛT2 Λ1
))
.
By Assumption (10), and delta method, similar as the proof of Theorem 5, we have
√
N (ρ˜− ρ¯)→ N(0, ξTΠξ),
where ξ =

vec
(
−(G−11 G2G−14 G3G−11 )>
)
vec
(
G−11 G2G
−1
4
)
vec
(
G−14 G3G
−1
1
)
vec
(
−(G−14 G3G−11 G2G−14 )>
)
, G1 = ΣΛ1,Λ1 , G2 = ΣΛ1,Λ2 , G3 = ΣΛ2,Λ1 , G4 = ΣΛ2,Λ2 .
Together with
ρˆ = ρ˜+Op
( 1√
NTh
)
+Op
( 1
Th
)
+Op
( 1
N
)
,
we have √
N (ρˆ− ρ¯)→ N(0, ξTΠξ)
13.4 Consistent Estimators for Terms in Theorem 2-4
Let the estimators for the projected and unprojected idiosyncratic components be eˆsit = Xsit−Cˆsit,s =
Xit − Λˆi(s)Fˆ st and eˆit = Xit − Cˆit,s = Xit − Λˆi(s)Fˆt. In Lemma 7.1 and 7.3, we only consider the
ts that satisfy 1√
N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1). Thus, from (the proof of) Theorem 4, eˆsit is a
consistent estimator for esit for all i and t and eˆit is a consistent estimator for eit for all i and for t
where t satisfies 1√
N
∑N
i=1 ‖Λi(St)− Λi(s)‖ = op(1).
Lemma 7. As N,Th→∞, h→ 0, Nh2 → 0, Th3 → 0, under Assumption 1-6,
1. Let Σet = E[eteTt ]. Assume there are finitely many nonzeros in each row of Σet and we
know the set Ωet of nonzero indices in Σet. In Theorem 2, the consistent estimator for
Πt = (V s)−1QsΓst (Qs)′(V s)−1, which is
Πt = plim (V sr )−1
(
(Fˆ s)TF s
T (s)
) 1
N
∑
(i,j)∈Ωet
Λi(s)ΛTj (s)E(eitejt)
((F s)T Fˆ s
T (s)
)
(V sr )−1,
is
Πˆt = (V sr )−1
 1
N
∑
(i,j)∈Ωet
Λˆi(s)ΛˆTj (s)eˆiteˆjt
 (V sr )−1.
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2. Let Σei = E[eie
T
i ]. Assume there are finitely many nonzeros in each row of Σei and we
know the set Ωei of nonzero indices in Σei. In Theorem 3, the consistent estimator for
Θsi = ((Qs)T )−1Φsi (Qs)−1, which is
Θsi = plim ((Qs)T )−1
 1
T
T∑
t=1
RK
pi(s)γ
s
FF (t, t) +
h
T
∑
(t,u)∈Ωei ,t6=u
γsFF (t, u)
 (Qs)−1
is
Θˆi =
Th
T (s)2
∑
(t,u)∈Ωei
Fˆ st (Fˆ su)T eˆsiteˆsiu.
40
3. Assume there are finitely many nonzeros in each row of Σet and Σei and we know the sets
Ωet and Ωei of nonzero indices in Σet and Σei. In Theorem 4, the consistent estimator for
Vit,s is
Vˆit,s = (Λˆi(s))T
(
1
N
N∑
i=1
(Λˆi(s))T Λˆi(s)
)−1(
1
N
N∑
l=1
Λˆi(s)ΛˆTi (s)eˆ2it
)(
1
N
N∑
i=1
(Λˆi(s))T Λˆi(s)
)−1
Λˆi(s)
and the consistent estimator for Wit,s is
Wˆit,s = (Fˆt)T Θˆi(Fˆt)T ,
where Θˆi is defined in Lemma 7.2.
Proof of Lemma 7.1. For all u, Fˆ su is the consistent estimator of (Hs)TF su (without dividingK
1/2
s (St))
from the proof of Theorem 2; for all i, Λˆi(s) is the consistent estimator for (Hs)−1Λi(s) from Theo-
rem 3; V sr is the consistent estimator for V s from Lemma 5.1; eˆit is the consistent estimator for eit
by eˆit = Xit − Cˆit,s and Theorem 4. Moreover, the asymptotic convergence rate is δNT,h. Similar
as Theorem 6 in Bai (2003), we can show
1. 1N
∑
(i,j)∈Ωet Λˆi(s)Λˆ
T
j (s)eˆiteˆjt − 1N
∑
(i,j)∈Ωet Λˆi(s)Λˆ
T
j (s)eitejt = Op(1/δNT,h)
2. 1N
∑
(i,j)∈Ωet Λˆi(s)Λˆ
T
j (s)eitejt−(Hs)−1 1N
∑
(i,j)∈Ωet Λˆi(s)Λˆ
T
j (s)eitejt((Hs)−1)T = Op(1/δNT,h)
3. 1N
∑
(i,j)∈Ωet Λˆi(s)Λˆ
T
j (s)eitejt − 1N
∑
(i,j)∈Ωet Λˆi(s)Λˆ
T
j (s)E[eitejt] = Op(1/δNT,h),
where the last one is a special case of Theorem 2 in Hansen (2007). Together with Hs =
(Qs)−1 + Op(1/δNT,h) shown in Lemma 6.1. From continuous mapping theorem, we have Πˆt =
Πt +Op(1/δNT,h).
Proof of Lemma 7.2. From the asymptotic distribution of kernel estimator (Section 3.2 in Hansen,
2007), we have
T
T (s)2
∑
(t,u)∈Ωei
Ks(St)Ks(Su)FtF Tu eiteiu
=
 1
T
T∑
t=1
RK
pi(s)γ
s
FF (t, t) +
h
T
∑
(t,u)∈Ωei ,t 6=u
γsFF (t, u)
+O(h2) +Op(1/√Th).
40We could also use HAC estimator for Φsi on Fˆ st eˆsit similar as Bai (2003) and proved similar to Newey
and West (1994).
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Furthermore, similar as Lemma 7.1, we have
1. T
T (s)2
∑
(t,u)∈Ωei Fˆ
s
t (Fˆ su)T eˆsiteˆsiu − TT (s)2
∑
(t,u)∈Ωei Fˆ
s
t (Fˆ su)T esitesiu = Op(1/δNT,h)
2. T
T (s)2
∑
(t,u)∈Ωei Fˆ
s
t (Fˆ su)T esitesiu − TT (s)2
∑
(t,u)∈Ωei (H
s)TF st (F su)THsesitesiu = Op(1/δNT,h)
Recall 1/δNT,h = min
(
1/
√
N, 1/
√
Th, h
)
, together with Hs = (Qs)−1 +Op(1/δNT,h) and continu-
ous mapping theorem, we have Θˆsi = Θsi +Op(1/δNT,h).
Proof of Lemma 7.3. Vˆit,s is a consistent estimator for Vit,s followed from Λˆi(s) and eˆit are the
consistent estimator for (Hs)−1Λi(s) and eit, and the proof of Lemma 7.1. Wˆit,s is a consistent
estimator forWit,s followed from Fˆ st and eˆsit are consistent estimators for (Hs)TF st and eit the proof
of Lemma 7.2.
13.5 Consistent Estimators for Terms in Theorem 5
Let the estimators for the projected idiosyncratic components be e¯slt = X
sl
t − Λ¯(sl)F¯ slt and e¯sli =
Xsli − F¯ sl λ¯li. From the proof of Theorem 4, e¯slit is a consistent estimator for eslit for all i and t.
Lemma 8. As N,Th→∞, h→ 0, √N/(Th)→ 0, √Th/N → 0, Nh2 → 0 and Th3 → 0, under
Assumption 1-5
1. Let Gˆ1 = 1N Λ¯>1 Λ¯1, Gˆ2 =
1
N Λ¯>1 Λ¯2, Gˆ3 =
1
N Λ¯>2 Λ¯1, Gˆ4 =
1
N Λ¯>2 Λ¯2 and plug Gˆ1, Gˆ2, Gˆ3, Gˆ4 in ξ
to get ξˆ. We have Gˆi = Gi +Op(1/δNT,h) for i = 1, 2, 3, 4 and therefore ξˆ = ξ+Op(1/δNT,h).
2. Let ΣeT = E[eT e/N ] and ΣeN = E[eeT /T ]. Assume there are finitely many nonzeros in each
row of ΣeT and ΣeN and we know the sets ΩeT and ΩeN of nonzero indices in ΣeT and ΣeN .
Let
xˆu,v,p,w =(V¯ spr )−1
(
1
N
N∑
i=1
λ¯piλ¯
T
ui
) 1
NT (su)T (sv)
∑
(t1,t2)∈ΩeT
F¯ sut1 (F¯
sv
t2 )
T (e¯sut1 )
T e¯svt2

(
1
N
N∑
i=1
λ¯viλ¯
T
wi
)
(V¯ swr )−1.
and
zˆp,w = (V¯ spr )−1
1
N2T (sp)
∑
(i,j)∈ΩeN
λ¯pi(e¯spi )T e¯
sp
j λ¯
T
wj
We have xˆu,v,p,w = xu,v,p,w +Op(1/(TδNT,h)) and zˆp,w = zp,w +Op(1/(NδNT,h))
3. Let Σe = E[vec(e)vec(e)T ]. Assume there are finitely many nonzeros in each row of Σe and
we know the set Ωe of nonzero indices in Σe, i.e., Ωe = {((i, t), (j, u))|E[eiteju] 6= 0}. The
consistent estimator for ΣB,B =

vec(µ1,1)
vec(µ1,2)
vec(µ2,1)
vec(µ2,2)
, where µl,l′ = 1NT (sl) ∑Ni=1∑Tj=1Ksl(St)FteitλTl′i,
is
(NTh)cˆov(µu,v,k,m, µp,q,k′,m′) =
Th
NT (su)T (sp)
∑
((i,t),(i′,t′))∈Ωe
F¯ sutk F¯
sp
t′k′ λ¯u,imλ¯v,i′m′ e¯
su
it e¯
sp
i′t′ ,
where µu,v,k,m is the (k,m)-th entry in µu,v and λ¯u,im is the (i,m)-th entry in λ¯.
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4. The consistent estimator for D =

C1,1
C1,2
C2,1
C2,2
, where
C1,1 =
[
MT1,1,2 ⊗M1,1,1 +M1,1,3 ⊗MT1,1,4 +M1,1,5 ⊗MT1,1,6 +MT1,1,8 ⊗M1,1,7 0 0 0
]
C1,2 =
[
M1,2,3 ⊗MT1,2,4 MT1,2,2 ⊗M1,2,1 M1,2,5 ⊗MT1,2,6 MT1,2,8 ⊗M1,2,7
]
C2,1 =
[
MT2,1,8 ⊗M2,1,7 M2,1,5 ⊗MT2,1,6 MT2,1,2 ⊗M2,1,1 M2,1,3 ⊗MT2,1,4
]
C2,2 =
[
0 0 0 MT2,2,2 ⊗M2,2,1 +M2,2,3 ⊗MT2,2,4 +M2,2,5 ⊗MT2,2,6 +MT2,2,8 ⊗M2,2,7
]
is Dˆ that plugs Mˆl,l′,1 =
(
V¯ slr
)−1 1
N
∑N
i=1 λ¯liλ¯
T
li , Mˆl,l′,2 = Ir, Mˆl,l′,3 =
(
V¯ slr
)−1
, Mˆl,l′,4 =
1
N
∑N
i=1 λ¯liλ¯
T
l′i, Mˆl,l′,5 = Ir, Mˆl,l′,6 = 1N
∑N
i=1 λ¯l′iλ¯
T
l′i, Mˆl,l′,7 = 1N
∑N
i=1 λ¯liλ¯
T
l′i, Mˆl,l′,8 =(
V
sl′
r
)−1
in Ml,l′,j for j = 1, · · · , 8.
Proof of Lemma 8.1. From Theorem 3, λ¯1i = (Hs1)Tλ1i + Op(1/δNT,h) and λ¯2i = (Hs2)Tλ2i +
Op(1/δNT,h). Thus, for v, w = 1, 2
1
N
Λ¯vΛ¯w =
1
N
N∑
i=1
((Hsv)Tλvi +Op(1/δNT,h))((Hsw)Tλwi +Op(1/δNT,h))
= 1
N
(Hsv)TΛTv ΛwHsw +Op(1/δNT,h)),
so Gˆ = Gi + Op(1/δNT,h) for i = 1, 2, 3, 4. Note that ξ =

vec
(
−(G−11 G2G−14 G3G−11 )>
)
vec
(
G−11 G2G
−1
4
)
vec
(
G−14 G3G
−1
1
)
vec
(
−(G−14 G3G−11 G2G−14 )>
)
,
given Gˆi = Gi + Op(1/δNT,h) and the dimension of Gi is fixed as N and T grow, we have
Gˆ−11 Gˆ2Gˆ
−1
4 Gˆ3Gˆ
−1
1 = G−11 G2G−14 G3G−11 + Op(1/δNT,h), Gˆ−11 Gˆ2Gˆ−14 = G−11 G2G−14 + Op(1/δNT,h),
Gˆ−14 Gˆ3Gˆ
−1
1 = G−14 G3G−11 +Op(1/δNT,h) and Gˆ−14 Gˆ3Gˆ−11 Gˆ2Gˆ−14 = G−14 G3G−11 G2G−14 +Op(1/δNT,h).
Thus, ξˆ = ξ +Op(1/δNT,h).
Proof of Lemma 8.2. We first show xˆu,v,p,w = xu,v,p,w + Op(1/δNT,h). From Theorem 2, F¯ sut =
F sut +Op(1/δNT,h) and e¯suit = e
su
it +Op(1/δNT,h). Thus, (e¯
su
t1 )
T e¯svt2 /N = (e
su
t1 )
T esvt2 /N +Op(1/δNT,h)
and F¯ sut1 (F¯
sv
t2 )
T (e¯sut1 )
T e¯svt2 = F
su
t1 (F
sv
t2 )
T (esut1 )
T esvt2 + Op(1/δNT,h) for all (t1, t2) ∈ ΩeT . Note that
|ΩeT | = O(T ) and T (su)/T = Op(1), we have
1
NT (su)T (sv)
∑
(t1,t2)∈ΩeT
F¯ sut1 (F¯
sv
t2 )
T (e¯sut1 )
T e¯svt2
= 1
NT (su)T (sv)
∑
(t1,t2)∈ΩeT
(
F sut1 (F
sv
t2 )
T (esut1 )
T esvt2 +Op(1/δNT,h)
)
=
 1
NT (su)T (sv)
∑
(t1,t2)∈ΩeT
F sut1 (F
sv
t2 )
T (esut1 )
T esvt2
+Op(1/TδNT,h)
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From Lemma 8.1, 1N
∑N
i=1 λ¯piλ¯
T
ui = 1N
∑N
i=1 λpiλ
T
ui + Op(1/δNT,h). From Lemma 5.1, V¯
sp
r = V spr +
Op(1/δNT,h). Recall 1NT (su)T (sv)
∑
(t1,t2)∈ΩeT F
su
t1 (F
sv
t2 )
T (esut1 )
T esvt2 = Op(1/(Th)), we have xˆu,v,p,w =
xu,v,p,w +Op(1/(TδNT,h)).
Next we show zˆp,w = zp,w+Op(1/δNT,h). Note that 1T (p)(e¯
sp
i )T e¯
sp
j = 1T (p)(e
sp
i )T e
sp
j +Op(1/δNT,h).
Since λ¯pi = λpi +Op(1/δNT,h), and V¯ spr = V spr +Op(1/δNT,h), we have
1
N2T (sp)
∑
(i,j)∈ΩeN
λ¯pi(e¯spi )T e¯
sp
j λ¯
T
wj
= 1
N2T (sp)
∑
(i,j)∈ΩeN
(
λpi(espi )T e
sp
j λ
T
wj +Op(1/δNT,h)
)
=
 1
N2T (sp)
∑
(i,j)∈ΩeN
λpi(espi )T e
sp
j λ
T
wj
+Op(1/(NδNT,h)).
Together with V¯ spr = V spr +Op(1/δNT,h), we have zˆp,w = zp,w = Op(1/(NδNT,h)).
Proof of Lemma 8.3. The argument is similar as Lemma 7.2. From the asymptotic distribution of
kernel estimator (Section 3.2 in Hansen), we have
Th
NT (su)T (sp)
∑
((i,t),(i′,t′))∈Ωe
F sutk F
sp
t′k′λu,imλv,i′m′e
su
it e
sp
i′t′ = (NTh)cov(µu,v,k,m, µp,q,k′,m′) +O(h
2) +Op(1/
√
Th)
1. ThNT (su)T (sp)
∑
((i,t),(i′,t′))∈Ωe F¯
su
tk F¯
sp
t′k′ λ¯u,imλ¯v,i′m′ e¯
su
it e¯
sp
i′t′
− ThNT (su)T (sp)
∑
((i,t),(i′,t′))∈Ωe F¯
su
tk F¯
sp
t′k′ λ¯u,imλ¯v,i′m′e
su
it e
sp
i′t′ = op(1)
2. ThNT (su)T (sp)
∑
((i,t),(i′,t′))∈Ωe F¯
su
tk F¯
sp
t′k′ λ¯u,imλ¯v,i′m′e
su
it e
sp
i′t′
− ThNT (su)T (sp)
∑
((i,t),(i′,t′))∈Ωe F¯
su
tk F¯
sp
t′k′λu,imλv,i′m′e
su
it e
sp
i′t′ = op(1)
3. ThNT (su)T (sp)
∑
((i,t),(i′,t′))∈Ωe F¯
su
tk F¯
sp
t′k′ λ¯u,imλ¯v,i′m′e
su
it e
sp
i′t′
− ThNT (su)T (sp)
∑
((i,t),(i′,t′))∈Ωe F
su
tk F
sp
t′k′λu,imλv,i′m′e
su
it e
sp
i′t′ = op(1)
Recall 1/δNT,h = min
(
1/
√
N, 1/
√
Th
)
, together with Hs = (Qs)−1 + op(1), we have
(NTh)cˆov(µu,v,k,m, µp,q,k′,m′) = (NTh)cov(µu,v,k,m, µp,q,k′,m′) + op(1).
Proof of Lemma 8.4. Recall Ml,l′,1 = (V slr )−1 ((Qsl)T )−1Σλl,λl , Ml,l′,2 = (Qsl′ )−1,
Ml,l′,3 = (V slr )−1 ((Qsl)T )−1, Ml,l′,4 = Σλl,λl′ (Q
sl′ )−1, Ml,l′,5 = ((Qsl)T )−1,
Ml,l′,6 = Σλl′ ,λl′ (Q
sl′ )−1 (V sl′ )−1, Ml,l′,7 = ((Qsl)T )−1Σλl,λl′ , and Ml,l′,8 = (Q
sl′ )−1
(
V
sl′
r
)−1
. Note
that Hsl = (Qsl)−1 +Op(1/δNT,h) shown in Lemma 6.1 and λ¯l′i = λl′i+Op(1/δNT,h) from Theorem
3. The consistency of Dˆ holds following the same argument as Lemma 8.1.
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13.6 Proof of Noisy State Process Model
As εit is a vector while eit is a scalar, we state Assumption 8.1 for completeness:
Assumption 8.1. There exists a positive constant M <∞ such that for all N and T :
1. E[εit] = 0, E[‖εit‖8] ≤M and εit is independent of St, Ft and eit for all i and t.
2. Weak time-series dependence: E
[∥∥∥E>t Eu/N∥∥∥] = E [∥∥∥ 1N ∑Ni=1 ε>itεiu∥∥∥] = γ˜N (t, u). γ˜N (t, t) ≤
M for all t, γ˜N (t, u) ≤M for all t and u, and ∑Tu=1 ‖γ˜N (t, u)‖ ≤M for all t.
3. Weak cross-sectional dependence: E
[∥∥∥εitε>lt∥∥∥] = τ˜il,t, with τ˜il,t ≤ τ˜il for some τ˜il and∑N
l=1 τ˜il ≤M for all i.
4. Weak total dependence: E
[∥∥∥εitε>lu∥∥∥] = τil,tu and 1NT ∑Ni=1∑Nl=1∑Tt=1∑Tu=1 τ˜il,tu ≤M .
5. Bounded cross-sectional fourth moment correlation:
For every (t,u), E
∥∥∥N−1/2∑Ni=1(εitε>iu − E[εitε>iu])∥∥∥4 ≤M .
Proof of Corollary 1. 1. (a) We first show that under Assumption 8.1, Assumption 4 holds
with eit replaced by ε>itFt.
Note that ‖·‖ is the matrix Frobenius norm/vector 2-norm, from Cauchy-Schwartz
inequality, we have ‖xy‖ ≤ ‖x‖ ‖y‖ for any matrices/vectors x and y.
Assumption 4.1 holds with eit replaced by εitFt because E[εitFt] = 0 and
E[(F>t εit)8] ≤ E[‖Ft‖8 ‖εit‖8] = E[‖Ft‖8]E[‖εit‖8].
Assumption 4.2-4 holds with eit replaced by εitFt because
E[F>t εitε>juFu] = E[trace(εitε>juFuF>t )] = trace(E[εitε>ju]E[FuF>t ])
≤
∥∥∥E[εitε>ju]∥∥∥ ∥∥∥E[FuF>t ]∥∥∥ ≤ E [∥∥∥εitε>ju∥∥∥]E[‖Ft‖ ‖Fu‖]
by the convexity of ‖·‖ and the boundness of E
[∥∥∥εitε>ju∥∥∥] from Assumption 4.3 with eit
replaced by εit.
Assumption 4.5 holds with eit replaced by εitFt because
E
[
N−1/2
N∑
i=1
[F>t εitε>iuFu − E(F>t εitε>iuFu)]
]4
= E
E
(N−1/2 N∑
i=1
[F>t εitε>iuFu − E(F>t εitε>iuFu)]
)4
|Ft, Fu

= E
E
(F>t
(
N−1/2
N∑
i=1
[εitε>iu − E(εitε>iu)]
)
Fu
)4
|Ft, Fu

≤ E
[
‖Ft‖4 ‖Fu‖4
]
E
∥∥∥∥∥N−1/2
N∑
i=1
[εitε>iu − E(εitε>iu)]
∥∥∥∥∥
4 ,
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where E
[∥∥∥N−1/2∑Ni=1[εitε>iu − E(εitε>iu)]∥∥∥4] is bounded by Assumption 4.5 with eit re-
placed by εit.
Assumption 4.6 holds with eit replaced by εitFt because∥∥∥E[FuF>u εuεtFt/N ]∥∥∥ ≤ E [∥∥∥FuF>u εuεtFt/N∥∥∥] ≤ E [∥∥∥FuF>u ∥∥∥ ∥∥∥εuε>t /N∥∥∥ ‖Ft‖]
= E[‖Fu‖2 ‖Ft‖]E
[∥∥∥εuε>t /N∥∥∥] ,
where E
[∥∥∥εuε>t /N∥∥∥] is bounded by Assumption 4.2 with eit replaced by εit. Also,∥∥∥E[FuF>u εuεtFt/N |St, Su]∥∥∥ ≤ E [∥∥∥FuF>u εuεtFt/N∥∥∥ |St, Su]
≤ E
[∥∥∥FuF>u ∥∥∥ ∥∥∥εuε>t /N∥∥∥ ‖Ft‖ |St, Su]
= E[‖Fu‖2 ‖Ft‖ |St, Su]E
[∥∥∥εuε>t /N∥∥∥] ,
where E[‖Fu‖2 ‖Ft‖ |St, Su] is bounded by Assumption 2.
(b) Second is to show under Assumption 8.1, Assumption 4 holds with eit replaced by e˜it.
Assumption 4.1 holds with eit replaced by e˜it because
E[e˜8it] ≤ 27(E[(F>t εit)8] + E[e8it]) ≤M
Note that εit is independent of eju for all i, j, t and u. Thus,
E[F>t εiteju] = E[F>t E[εit|Ft, eju]eju] = 0. Employing this, Assumptions 4.2, 4.3, 4.4
and 4.6 hold.
Next is to verify Assumption 4.5 holds with eit replaced by either e˜it. Denote ψit =
F>t εit, y1 =
∑N
i=1(ψitψiu − E[ψitψiu]), y2 =
∑N
i=1(eiteiu − E[eiteiu]), y3 =
∑N
i=1 ψiteiu
and y4 =
∑N
i=1 eitψiu.
E
[
N−1/2
N∑
i=1
[(ψit + eit)(ψiu + eiu)− E[(ψit + eit)(ψiu + eiu)]]
]4
= E
[
N−1/2
N∑
i=1
[ψitψiu − E[ψitψiu] + eiteiu − E[eiteiu] + ψiteiu + eitψiu]
]4
≤ 43/N2 ·
(
E[y41] + E[y42] + E[y43] + E[y44]
)
,
where
N−2E[y43] = N−2
 N∑
i=1
E[ψ4it]E[e4iu] +
∑
i 6=j
E[ψ2it]E[e2iu]E[ψ2jt]E[e2ju]
 ≤M
and similarly N−2E[y44] ≤M given E[ψ8it] and E[e8it] are bounded.
2. (a) Assumptions 5.2 and 7.3 hold by the norm inequality ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
(b) Assumptions 5.1, 5.5, 7.1 and 7.2, hold by ψit = F>t εit to be uncorrelated with
eju, E ‖y1 + y2 + y3 + y4‖2 ≤ 4
(
E ‖y1‖2 + E ‖y2‖2 + E ‖y3‖2 + E ‖y4‖2
)
for any matri-
ces/vectors y1, y2, y3 and y4, and the same proof method as that to verify Assumption
4.5 holds with eit replaced by either e˜it.
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(c) Since Assumptions 5.3, 5.4 and 7.4 hold with eit replaced by ψit = ε>itFt, denote the
asymptotic variances as
1√
N
N∑
i=1
Λi(s)F>t εit
d−→ N(0,Γsψ,t),
√
Th
T (s)
T∑
t=1
Ks(St)FtF>t εit
d−→ N(0,Φsψ,i),
and √
NTh(Bψ − 0) d−→ N(0,ΣBψ ,Bψ),
where Bψ =

vec (µψ,1,1)
vec (µψ,1,2)
vec (µψ,2,1)
vec (µψ,2,2)
 and µψ,l,l′ = 1NT (sl) ∑Ni=1∑Tj=1Ksl(St)FtF>t εitλTl′i. Since
E[ψiteit] = 0, we have
1√
N
N∑
i=1
Λi(s)e˜it d−→ N(0, Γ˜st ),
where Γ˜st = Γsψ,t + Γst , √
Th
T (s)
T∑
t=1
Ks(St)Fte˜it d−→ N(0, Φ˜si ),
where Φ˜si = Φsψ,i + Φsi , √
NTh(B˜ − 0) d−→ N(0, Σ˜B,B),
where B˜ =

vec (µ˜1,1)
vec (µ˜1,2)
vec (µ˜2,1)
vec (µ˜2,2)
 and µ˜l,l′ = 1NT (sl) ∑Ni=1∑Tj=1Ksl(St)Fte˜itλTl′i and Σ˜B,B =
ΣBψ ,Bψ + ΣB,B.
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13.7 Simulations
13.7.1 Heteroskedastic Errors
Figure 18: Histograms of estimated standardized factors (N = 50, 100, 200;T =
250, 500, 1000;h = 0.3). The normal density function is superimposed on the histograms.
(Heteroskedastic errors)
Figure 19: Histograms of estimated standardized loadings. (N = 50, 100, 200;T =
250, 500, 1000;h = 0.3). The normal density function is superimposed on the histograms
(Heteroskedastic errors)
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Figure 20: Histograms of estimated standardized common components. (N =
50, 100, 200;T = 250, 500, 1000;h = 0.3). The normal density function is superimposed
on the histograms (Heteroskedastic errors)
Figure 21: Histograms of estimated standardized and bias-corrected generalized correlation
test statistic. (N = 50, 100, 200;T = 250, 500, 1000;h = 0.3). The normal density function
is superimposed on the histograms (Heteroskedastic errors)
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13.7.2 Cross-Sectionally Dependent Errors
Figure 22: Histograms of estimated standardized factors. (N = 50, 100, 200;T =
250, 500, 1000;h = 0.3). The normal density function is superimposed on the histograms
(Cross-sectionally dependent errors)
Figure 23: Histograms of estimated standardized loadings. (N = 50, 100, 200;T =
250, 500, 1000;h = 0.3). The normal density function is superimposed on the histograms
(Cross-sectionally dependent errors)
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Figure 24: Histograms of estimated standardized common components. (N =
50, 100, 200;T = 250, 500, 1000;h = 0.3). The normal density function is superimposed
on the histograms (Cross-sectionally dependent errors)
Figure 25: Histograms of estimated standardized and bias-corrected generalized correlation
test statistic. (N = 50, 100, 200;T = 250, 500, 1000;h = 0.3). The normal density function
is superimposed on the histograms (Cross-sectionally dependent errors)
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13.8 State-Varying Factor Model versus Local Time-Varying Fac-
tor Model
We compare the estimation results of our state-varying factor model with the local time-varying
model of (Su and Wang, 2017). The data is generated as Section 9.1. Our state-varying factor
model can recover the correct functional form while the local window estimator fails.
Figure 26: Estimated functional form of loading versus the state variable (N = 100, T =
500, h = 0.5). Loadings estimated from state-varying factor model (denoted as “PX” in
the subplots) is compared with loadings estimated from time-varying factor model (Su and
Wang, 2017) (denoted as “SW” in the subplots). The true functional form is superimposed
on the estimated form.
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