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Abstract
In this paper, we use a combination of VDR theory and patchwork method to derive an efﬁ-
cient algorithm for generating uniform random points on a unit d-sphere. We ﬁrst propose an al-
gorithm to generate random vector with uniform distribution on a unit 2-sphere on the plane. Then
we use VDR theory to reduce random vector Xd with uniform distribution on a unit d-sphere into
Xd = (Xd−2,
√
1− ‖Xd−2‖2(Xd−1, Xd)), such that the random vector (Xd−1, Xd) is uniformly
distributed on a unit 2-sphere and Xd−2 has conditional uniform distribution on a (d − 2)-sphere of
radius
√
1− V , given V = v with V having the p.d.f. d2 (1− v)
d−2
2
. Finally, we arrive by induction at
an algorithm for generating uniform random points on a unit d-sphere.
© 2004 Elsevier Inc. All rights reserved.
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1. Random number generation: an overview
Monte Carlo methods and simulation have become important tools in many scientiﬁc
investigations in recent years. The costs of computing have decreased dramatically in the
past decade. This has given rise to simulation methodology in solving problems in sciences.
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Also, this led to the recognition of computation as an alternative approach for advancing
the natural sciences. The recent advances in Bayesian statistical methods also rely on the
Markov chain Monte Carlo methods which are simulation-based methods [10]. At the heart
of Monte Carlo or simulation methods is the random number generation.
Generation of random numbers from a non-uniform distribution is usually achieved by
means of a transformation to uniform variates. There are a number of algorithms available
for generating random numbers from certain common statistical distributions. The inverse
cumulative distribution function (CDF) method is the most common method in random
number generation, which involves inverting a function and applies directly only to univari-
ate random variables. It is quite easy to use whenever an inverse CDF relationship exists
between any two continuous random variables. Nevertheless, evaluating the inverse CDF
even in closed form may be much slower than some alternative methods [9].
In recent times, acceptance–rejection (AR)method is one of themost useful techniques of
sampling from a density p of a random variable X. The ARmethod makes use of realization
of another random variable Y, whose probability density g(·) is similar to the probability
density of the target density p(·). In fact the random variable Y is so chosen that one can
easily generate random deviates from it. The density g can be scaled to majorize p such that
cg(·)p(·) using some constant c (see [4,5]). This method has been applied to generate
non-uniform variates with continuous and discrete distributions.
Wallace [28] also suggested a method called “transformed rejection”, which is a mod-
iﬁcation of the AR method. Marsaglia [17] proposed the so-called “exact-approximation
method”. This method is very similar to the transformed rejection method. Devroye [4]
calls Marsaglia’s method “almost exact inversion”.
Recently, other methods to generate different type of distributions have been proposed.
For example, Kinderman andMonahan [14] suggested the ratio-of-uniformsmethod. Cheng
and Feast [2] used this method for gamma distribution, while Kinderman andMonahan [15]
applied the method to generate random deviates from the student t-distribution. Wakeﬁeld
et al. [27] generalized this method and applied it to some multivariate distribution. Ratio-
of-uniforms method can also be applied to discrete distributions (see [1,21]).
In terms of applications, generation of uniform random variates over a unit sphere in sim-
ulation studies are important, especially in two- and three-dimensional cases. For example,
Karkazis and Boffey [11] studied the selection of optimal routes for the transportation of
hazardous materials in a realistic environment. In their simulation model, they needed to
generate a sufﬁcient large number of wind directions, which was one important aspect in
their studies. Karkazis and Boffey [12] introduced a methodology for spatial organization
of an industrial area with environment criteria. In their work, they needed to rely on the
simulation result of a large number of simulated wind directions in order to analyze in depth
the impact of their airborne pollution-spread models. Moreover, Selim and Al-Rabeh [20]
addressed the problem of selecting a set of wind directions which could represent the wind
regime at a location. Again simulation of wind directions was used within their algorithm.
For higher-dimensional applications, Rodgers and Baddeley [19] considered two random
sequential processes in which spheres of unit radius are randomly attached to the surface
of a ﬁxed unit sphere. Independent random spheres are generated.
In this paper, we provide an efﬁcient algorithm for generating random vectors uniformly
distributed on a unit sphere based on a combined method of vertical density representation
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(VDR) [25,26] and patchwork method [13]. The rest of the paper is organized as follows.
Section 2 contains a brief description of Type II VDR. In Section 3, we introduce the basic
ideas involved in the new algorithmwhich generates uniform randomvariates inside a circle.
Section 4 gives the algorithm of generating uniform distribution on a unit sphere. Finally,
we conclude with some remarks in Section 5.
2. Multivariate random number generation
The importance of generating non-uniform random variates in Monte Carlo simulation is
not arguable and there are a lot of references on this subject. Subsequently, there are many
methods to generate non-uniform variates with a given density. One of the most useful
methods is the AR method. Many approaches have been proposed on how to improve the
performance of AR method, for example, ratio-of-uniform method, exact-approximation
method and patchwork method, etc. The AR method is not restricted to one-dimensional
space. It can be used in random multivariate generation ([16, IMSL, pp. 1035]). However,
rejection from a uniform density on a rectangle of d often leads to a rejection constant
which deteriorates quickly as the dimension d increases. This often happens in the case for
generating points uniformly in the unit sphere of d . The second drawback is that upper
bounds for certain densities are not easily obtainable.
More recently, Fang et al. [7] and Pang et al. [18] have proposed the use of vertical density
representation (VDR) to generate multivariate distribution.
We shall use the following notation in the sequel. Associated with a measurable set
D ⊂ d and for a given k satisfying 0 < k < d, we write
xd := (xk, x[k]) = ((x1, . . . , xk), (xk+1, . . . , xd)) ∈ d ,
D(xk) := {x[k] ∈ d−k : (xk, x[k]) ∈ D},
D(x[k]) := {xk ∈ k : (xk, x[k]) ∈ D},
where xk = (x1, . . . , xk) and x[k] = (xk+1, . . . , xd).
The following two lemmas will be useful in the sequel for generating uniform random
vectors.
Lemma 1 (Fang et al. [7]). A random vector Xd has uniform distribution on D iff for a
given k : (1 < k < d), the following conditions are satisﬁed:
1. The density of X[k] is Ld−k(D(xk))Ld(D) .
2. GivenX[k] = x[k], the conditional distribution ofXk is uniformly distributed onD(X[k]).
Here Lk(Z) denotes the Lebesgue measure of the subset Z in k . Results of Lemma 1
also hold true when substituting X[k] by Xk .
Lemma 2 (Fang et al. [7]). Let the random vectorXd have p.d.f. f (x), and letDd+1,[f ] ⊂
d+1 be the set deﬁned by
Dd+1,[f ] := {xd+1 = (xd , xd+1) : 0xd+1f (xd)}.
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If Xd+1 = (Xd ,Xd+1) is uniformly distributed on Dd+1,[f ], then we have:
1. The p.d.f. of Xd is f (·);
2. The density ofXd+1 isLd(D(d,[f ])(x)),whereD(d,[f ])(x) = {xd : xd ∈ Rd , f (xd)x};
3. The conditional distribution ofXd givenXd+1 = v is uniformdistribution onD(d,[f ])(v).
Remark. The ﬁrst two conditions characterize the marginal distributions of Xd and Xd+1,
respectively, and the last condition speciﬁes how these two distributions are related.
Let G ⊂ D be a measurable subset. The uniform distribution on G may be generated
using the AR method:
Let Xd be a random vector uniformly distributed on D and let Zd = Xd |Xd ∈ G. This
means that we continuously generate Xd until Xd ∈ G and let Zd = Xd . Zd is uniformly
distributed on G. In fact, for any measurable set B ⊂ G, we have
P(Zd ∈ B) = P(Xd ∈ B|Xd ∈ G) = P(Xd ∈ B,Xd ∈ G)
P (Xd ∈ G) =
Ld(B)
Ld(G)
.
Now we give a geometric explanation for the AR method in terms of the Type II VDR
method as proposed by Fang et al. [7]. Let f (z), azb denote a p.d.f. with factorization
f (z) = cg(z)h(z), where h(z)0, ∫ b
a
h(z) = 1 and c = supz[f (z)h(z) ], 0g(z)1. Let
Z denote a random variable with p.d.f. h(·) and let U be from U(0,1). Since f (z)ch(z),
this implies that D(f ) := {(z, y) : zf (z), azb} ⊂ {(z, y) : zch(z), azb} :=
D(h). Let (Z, Y ) be a random vector with uniform distribution onD(h) and let the p.d.f. of
(Z, Y ) bepZY (z, y) = 1c ID(h)(z, y), so that the p.d.f. ofZ ish(z). FromLemma 1 of Section
2, given Z and Y are uniformly distributed on the interval [0, h(Z)) with Y = h(Z)U , and
U is from U[0,1), then for (Z, Y ) ∈ D(f ), (Z, Y ) has uniform distribution on D(f ) and
further Z has p.d.f. f (·).
(Z, Y ) ∈ D(f )⇐⇒ h(Z)Uf (Z)⇐⇒ U f (Z)
h(Z)
= g(Z).
The patchwork method [22,13] is essentially to ﬁnd a set D satisfying D \D(f ) = ∅ and
D(f ) \D = ∅, but the latter can be put into the former by establishing an one-to-one map
from D(f ) \ D to a subset of D \ D(f ). The more simple the map is, the more useful is
the patchwork method.
3. Basic ideas
Lemma 3 (Pang et al. [18]). Let U be a random variable uniformly distributed on [0, 1]
and let I = {Ii = [ai, bi), i = 1, 2, . . .} such that [0, 1) =
∞⋃
i=1
Ii, Ii
⋂
Ij = ∅, i = j .
Let K =
∞∑
i=1
iIIi (U) and V = U−aKbK−aK , where
IA(x) =
{
1, x ∈ A,
0, x /∈ A.
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Fig. 1. Illustrates the acceptance probability.
So U ∈ IK and K is an integer. Then V and K are independent of each other, and V is
uniformly distributed on [0, 1].
Now we consider the patchwork method to generate a random vector (X, Y ), which is
uniformly distributed on an orthogonal trapezoid.
Let 0 < c < b and h > 0 be given. The orthogonal trapezoid T(b,c,h,[q]) with curved side
is deﬁned as
T(b,c,h,[q]) := {(x, y) : 0xc and 0yh or c < xb and 0yq(x)}, (1)
where q(z) is a continuous function on [c, b] satisfying q(z)0, q(b) = 0, q(c) = h.
Suppose further that q(·) is a concave function lying above the line connecting the two
points (c, h) and (b, 0). Then there is a real number a ∈ [c, b] such that q(a) = h2 , so that
the graph of q(·) lies below its tangent line at the point (a, q(a)). If we rotate the triangle
 with vertices (a, 0), (b, 0) and (a, h2 ) about the point (a,
h
2 ) through an angle , then
it becomes a triangle ′ with vertices (a, h2 ), (a, h), and (2a − b, h). Thus T(b,c,h,[q]) is
patched inside the rectangle with vertices (0, 0), (a, 0), (a, h) and (0, h). In general, a point
(x, y) in the triangle  becomes the point (2x− a, h− y) in the triangle ′ after a rotation
of angle  (see Fig. 1 below for graphical illustrations).
In Fig. 1, we can see that if we generate a point uniformly on the rectangle oafh, then any
point falls within the area II will be rotated to area I. The generated points are uniformly
distributed on T(b,c,h,[q]). Therefore the acceptance probability pc is given by
pc = (Area A+ Area II)− Area IIIArea of rectangle oaf h .
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Algorithm 1. Generation of uniform distribution on orthogonal trapezoid T(b,c,h,[q]).
1. Generate two random numbers U and V from U[0, 1). Set x = aU and y = hV , where
a satisﬁes q(a) = h2 .
2. If xc, then deliver (X, Y ) = (x, y);
3. If xc and yq(x), then deliver (X, Y ) = (x, y);
else if yh
(
b−x
2a−b
)
and h− yq(2a − x)}, then deliver (X, Y ) = (2a − x, h− y);
else go to step 1.
4. Repeat steps 1–3 until the desired number of random deviates is obtained.
Using the above algorithm we can give another algorithm for generating uniform dis-
tribution on the unit sphere in 2, and this constitutes the base for generating uniform
distribution on the unit sphere in a higher-dimensional space.
Example 1. Generation of uniform distribution on the unit sphere in 2.
Let S2 = {(x, y) : x2 + y21}. The uniform distribution on S2 can be generated
by randomly giving a sign to each component of the random vector which is uniformly
distributed on S+2 = {(x, y) : x0, y0, x2 + y21}. Therefore we consider ﬁrst the
generation of uniform distribution on S+2 . Consider S
+
2 = {x2 + y21, x0, y0} as an
orthogonal trapezoid with c = 0, b = h = 1, q(x) = √1− x2, 0x1 and C = /4.
Noticing 1− (
√
3
2 )
2 = 14 and a =
√
3
2 .
We have written a Fortran program for this example using Algorithm 1, and a typical
case for the output of the simulation program is shown in Fig. 2 below. The number of runs
in the simulation is 1000 and the total number of points accepted is 904. The acceptance
rate is 0.904 which is very close to the theoretical acceptance probability (0.9069). To test
for uniformity of the random variates generated by Algorithm 1, we carry out a Chi-square
goodness-of-ﬁt test. This test is more appropriate than using the quasi-Monte Carlo method
[6] as this is a pure statistical simulation. Here we divide the whole region into four equal
sub-regions. The expected number of observations (Ei) in the ith sub-regionwill be a quarter
of the total number of randomvariates generated byAlgorithm1, and the actual observations
(Oi) in the ith sub-region equals the number of points falling within the sub-region. We
then calculate the Chi-square test statistic
X2 =
4∑
i=1
(Oi − Ei)2
Ei
X2 should follow a Chi-square distribution of 3 degrees of freedom. We run the simulation
1000 times and in each run we generate 100 sample values. A Chi-square goodness-of-test
is conducted based on the 100 samples andwe obtainedX2k in each run for k = 1, . . . , 1000.
The samplemean of the 1000 Chi-square values is 3.0051 and the sample standard deviation
is 2.4867. These two estimators match very well with the theoretical mean and standard
deviation of the Chi-square distribution of 3 degrees of freedom ( = 3 and  = √6). This
shows that Algorithm 1 generates the correct random variates.
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Fig. 2. A plot of uniformity on the ﬁrst quadrant.
From Algorithm 1, we obtain Algorithm 2 for generating uniform distribution on S2 as
follows:
Algorithm 2. Generation of uniform distribution on the unit sphere in 2.
1. Generate random variable U from U[0,1). Put g1 := sign(U − 12 ) and let U = 2.0 ×
(U − 0.5) if U0.5, else let U = 2.0× U . Then x =
√
3
2 U , where
sign(x) =


1 if x > 0,
0 if x = 0,
−1 if x < 0.
2. Generate random variable V from U[0, 1). Put g2 := sign(V − 12 ) and let y = 2.0 ×
(V − 0.5) if V 0.5, else let y = 2.0× V .
3. If x2 + y21, then deliver (X, Y ) = (g1x, g2y);
4. If y 1−x√
3−1 and (1−y)2+(
√
3−x)21, then deliver (X, Y ) = (g1
√
3−x), g2(1−y)),
else go to step 1.
5. Repeat steps 1–4 until the desired number of random deviates is obtained.
We also have written a Fortran program for Algorithm 2 and in Fig. 3 we show the plotting
of a typical output from the program.
The above algorithm demonstrates the idea clearly. The probability of acceptance is given
by pc = /(2
√
3) = 0.9069, which seems to be too low, but we can raise the acceptance
probability as high as we wish by dividing S+2 into a ﬁnite number of trapezoids with
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Fig. 3. A plot of uniformity on the unit sphere.
curved side. For a given positive integer m, let vl = lm , ul =
√
1− v2l , l = 0.5j, j =
0, 1, 2, . . . , 2m. It is easy to see that vi+vi+12 = vi+0.5 for 0 i < m, and vi < vj , ui > uj
for i < j , where i = 0, 1, 2, . . . , m− 1. Let
Rec[(u, v), (u+ w, v), (u+ w, v + h), (u, v + h)]
:= {(x, y) : uxu+ w, vyv + h}
and
S Rec :=
m−1⋃
i=0
Rec[(0, vi), (ui+0.5, vi), (ui+0.5, vi+1), (0, vi+1)].
To illustrate this method graphically, let m = 2 and we present the corresponding diagram
in Fig. 4.
It is not difﬁcult to see from Fig. 4 that S+2 can be patched in SRec by the above method.
In fact, Fig. 1 is the special case when m = 1. The uniform distribution on S+2 is generated
by applying the acceptance-rejection method to the uniform distribution on SRec. Set
si := 1m ui−0.5, i = 1, 2, . . . , m= L2(Rec[(0, vi), (ui+0.5, vi), (ui+0.5, vi+1), (0, vi+1)]), i = 1, . . . , m,
s0 := 0,
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Fig. 4. Illustrates the patchwork technique when m = 2.
s :=
m∑
i=0
si,
pj := 1s
j∑
i=0
sj , j = 0, 1, . . . , m,
where L2(A) is the Lebesgue measure of the measurable set A ⊂ 2. We now give the
modiﬁed algorithm of Algorithm 2 below. This algorithm is called Algorithm 2a. Algorithm
2a utilizes the idea of patchwork technique [13,22]. The general objective of the patchwork
technique is to rearrange the area below the density in the body of the distribution by certain
point reﬂections such that variatesmay be generated efﬁcientlywithin a large center interval.
Algorithm 2a. Generation of uniform distribution on the unit sphere in 2.
1. Generate random variable U from U[0,1). Put g1 := sign(U − 12 ), U ←− 2(U −
1
2I[0.5,1)(U)) and x = uk−0.5U ;
2. Generate random variable V from U[0,1). Put g2 := sign(V − 12 ), V ←− 2(V −
1
2I[0.5,1)(V ));
3. k =
m∑
i=1
iI[pi−1,pi )(V ), V ←− ssk (V − pk−1), y = vk−1 + V (vk − vk−1);
4. If xuk , then deliver (X, Y ) = (g1x, g2y);
5. If x > uk and x2 + y21, then deliver (X, Y ) = (g1x, g2y),
else if y(vk − vk−1) uk−1−xuk−1−uk and (2uk−0.5 − x)2 + (2vk−0.5 − y)21, then
deliver (X, Y ) = (g1(2uk−0.5 − x), g2(2vk−0.5 − y));
else go to step 1.
6. Repeat steps 1–5 until the desired number of random deviates is obtained.
For a given positive integer m, the acceptance probability is given by pc = m4s . Some of
its values are presented in Table 1.
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Table 1
Acceptance probability of Algorithm 2a
m 1 2 4 8 16 32 64
Pc 0.9069 0.963686 0.986703 0.995218 0.998297 0.999396 0.999786
Table 2
Comparison of CPU Time of Algorithm 2 and 2a
No. of Runs Mean CPU Time (s) St. Dev. (s)
Algorithm 2 k=100 0.03733 0.01461
Algorithm 2a k=100 0.05033 0.01402
We have written a Fortran program for Algorithm 2a with m = 8. The acceptance prob-
ability is 0.995218, which is about 9% higher than the acceptance probability of Algorithm
2; however, the increase in acceptance probability is at the expense of computing time.
In the following table we show the average CPU times for performing the two simulation
programs of Algorithm 2 and 2a 100 times. The cycle in each simulation run is equal to
1000.
From Table 2, the average computation time for Algorithm 2a is 35% more. But this is
worthwhile to use Algorithm 2a as we can achieve a 99.52% acceptance rate, and only 0.48
% of the random numbers is wasted in the simulation runs.
4. The algorithm of generating uniform distribution on a unit sphere
In this section, we will give a simple fast method for generating uniform distribution on
a higher-dimensional unit sphere. We ﬁrst introduce the following notations:
S
(2)
d (r) := {xd = (x1, . . . , xd) :
d∑
i=1
x2i r2},
S
(2)
d := S(2)d (1),
Ck := Lk(S(2)k ) = 2
k
2
k( k2 )
.
From Lemmas 1 and 3, we have the following basic theorem for generating uniform distri-
bution on the unit sphere S(2)d .
Theorem 1. A random vector Xd has uniform distribution on S(2)d iff
1. the probability density of Xd−2 is p[d−2](xd−2) = Cd
(
1−
d−2∑
i=1
x2i
)
I
S
(2)
d−2
(xd−2);
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2. given Xd−2 = xd−2, the conditional distribution of (Xd−1, Xd) is US(2)2 (rd−2), which is
the uniform distribution on S(2)2 (rd−2), where rd−2 :=
√
1−
d−2∑
i=1
x2i .
Furthermore, condition 1 holds if and only if for Rd−2 ∼ p[d−2]+1(r) = d2 (1 − r)
d−2
2
with given Rd−2 = r , the conditional probability density of Xd−2 is US(2)d−2(√1−r).
Proof. The “necessity” proof of this theorem is as follows. The ﬁrst two conclusions of the
theorem are simple consequences of Lemma 1. It remains to prove the last conclusion of
the theorem. Using the notations in Lemma 1, we have
D(d−2,[p[d−2]]) = {(xd−2, vd−2) : vd−2p[d−2](xd−2)}
= {(xd−2, vd−2) :
d−2∑
i=1
x2i + wd−21},
where wd−2 = Cd vd−2, 0vd−2 Cd ; and D(d−2,[pd−2]))(v) = {xd−2 :
d−2∑
i=1
x2i 1− r},
with r = Cd v.
By Lemma 2, the density of Vd−2 is
p[d−2]+1(v) = Ld−2(D(d−2,[pd−2]))(v)) =
2
d−2
2
(d − 2)( d−22 )
(1− Cdv

)
d−2
2 .
Hence the density of r = Cd v, 0r1 is
pR(r) = 2
d−2
2
Cd(d − 2)( d−22 )
(1− r) d−22 = d
2
(1− r) d−22 .
Given V, Xd−2 is uniformly distributed on US(2)d−2(
√
1−r).
On the other hand, the “sufﬁciency” proof follows from the direct calculation
p(xd−2) = p(rd−2)× p(xd−2|rd−2).
The theorem is proven. 
The following algorithm for generating uniform distribution follows from Theorem 1 by
induction.
Algorithm 3. Algorithm to generate random vector Xd .
Case 1: When d is even, let d = 2k.
1. Generate two-dimensional random vector (X, Y ), by Algorithm 2 or Algorithm 2a. Let
(X1, X2) = (X, Y );
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2. For i = 1 to k − 1,
a. Generate a uniform random number U on [0, 1] and two-dimensional random vector
(X, Y ) by Algorithm 2 or Algorithm 2a,
b. Set 1− r = U 1i , s = √1− r , and X′j = sXj , for j = 1 to 2i;
c. Let sc =∑2ij=1 x2j , s1 = √1− sc, and Xi = X′i , for j = 1 to 2i;
d. Let X2i+1 = s1X, X2i+2 = s1Y ;
3. Deliver Xd = (X1, X2, . . . , Xd).
Case 2: When d is odd, let d = 2k − 1.
1. Generate uniform random numbers U on [0, 1], g1 = sign(U − 12 ), V = 2U − g1, set
X1 = g1V 2/3.
2. For i = 1 to k − 1
a. Generate a uniform random numberU on [0, 1] and two-dimensional random vectors
(X, Y ) by Algorithm 2 or Algorithm 2a,
b. Set 1− r = U 22i−1 , s = √1− r , and X′j = sXj , for j = 1 to 2i − 1;
c. Let sc =∑2ij=1 x2j , s1 = √1− sc, and Xi = X′i for j = 1 to 2i − 1;
d. Let X2i = s1X,X2i+1 = s1Y ;
3. Deliver Xd = (X1, X2, . . . , Xd).
It is easy to extend the above results to spheres with Lp norm. Following Szablowski
[23], we set
S
(p)
d (r) := {xd :
d∑
i=1
x
p
i rp},
S
(p)
d := S(p)d (1)
andLd(S(p)d (r)) = rd( 2p )d
d ( 1
p
)
d ( d
p
+1) .Proceeding in the sameway aswe arrived at Theorem1,
we have the following Theorem 1a.
Theorem 1a. Random vector Xd has uniform distribution on S(p)d iff
1. the probability density of Xd−2 is
∗p[d−2](xd−2) =
∗C2
∗Cd
(
1−
d−2∑
i=1
x
p
i
) 2
p
I
S
(p)
d−2
, where ∗Ck =
( 2
p
)dd( 1
p
)
d( d
p
+ 1) ;
2. givenXd−2 = xd−2, the conditional distribution of (Xd−1, Xd) isUS(p)2 (rd−2), the uniform
distribution on S(p)2 (rd−2), where rd−2 =
(
1−
d−2∑
i=1
x
p
i
) 1
p
.
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Further, condition 1 holds if and only if for Rd−2 ∼ beta
(
2
p
, d−2
p
+ 1
)
and given
Rd−2 = r , the conditional probability density of Xd−2 is U
S
(p)
d−2
(
1−r p2
) 1
p
, where beta(a, b)
is the beta distribution with parameters a and b. As can be seen from the above theorem,
the difﬁculty of generating uniform distribution on S(p)d lies at the generation of the beta
distribution for p > 2. There are, of course, many methods to generate beta distribution,
such as Atkinson’s algorithm and Ahren and Dieter’s algorithm (see [8,4]).
5. Conclusion
Several methods for generating random points uniformly distributed on the boundary
surface of a d-sphere have been proposed by Cook [3], Marsaglia [16] and Tashiro [24].
The methods by Cook [3] and Marsaglia [16] are limited to d = 4 dimensions. Tashiro’s
method is an improved version of the method by Marsaglia [16] and can be extended
to any ﬁnite dimension. Both methods are rather simple, but there is certain amount of
calculations involving the trigonometric functions sine and cosine. This has an adverse
effect on the computation efﬁciency if large amount of random variates are to be generated
and the dimension of the sphere is greater than 3. The algorithm proposed in this paper
involves no such calculations and moreover it works for any ﬁnite dimension.
From the above discussion, we can conclude that the VDR theory when combined with
the patchwork method provide us with a novel approach in random vector generation.
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