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Abstract
Finding minimal fields of definition for representations is one of the most important unsolved
problems of computational representation theory. While good methods exist for representations over
finite fields, it is still an open question in the case of number fields. In this paper we give a practical
method for finding minimal defining subfields for absolutely irreducible representations. We illustrate
the new algorithm by determining a minimal field for each absolutely irreducible representation
of Sz(8).
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
Let us fix a group G and an absolutely irreducible representation
ρ : G → GL(n, K )
over some number field K .
In the case when G is finite and solvable, there are well known algorithms (Bru¨ckner,
1998) for constructing absolutely irreducible representations. Typically these methods
construct a suitable cyclotomic field containing “enough” roots of unity. However, the field
used to compute representations is in general too large. These methods are available as part
of systems such as Magma (Cannon, 2003).
Since the character afforded by a particular representation is invariant under
isomorphisms of the representation, the character field, that is the smallest field containing
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the values the character takes, is a lower bound for the smallest field that can be used to
define the representation.
In the case of representations over finite fields, there are efficient techniques for finding
the minimal field over which a representation can be defined (Bru¨ckner, 1998, Lemma 7;
Glasby and Howlett, 1997). Although the theory underlying these methods also applies
to representations over number fields, they have been considered impractical. The critical
step where a major difficulty arises is the need to solve a relative norm equation: in order
to rewrite the representation over a subfield, one needs to find an element in the original
field having a given norm. While in the case of finite fields, this equation can always be
solved and efficient methods for doing this are well known, the situation over number
fields is different. In general, the equation will not be solvable and, furthermore, algorithms
for finding a solution only recently became available (Acciaro and Klu¨ners, 2000; Fieker,
1997; Simon, 2002).
On the basis of recent advances in the solution of norm equations, we present a complete
implementation of the minimizing algorithm over number fields: given a representation
over K and an automorphism σ ∈ Aut(K ), we decide whether for k := Fix(〈σ 〉), the field
fixed by σ , there is a representation ρ′ : G → GL(n, k) such that ρ′ ∼= ρ. Since most
of the representations are naturally defined over cyclotomic fields, iterating this method
allows us to find a “minimal” subfield of K over which a representation equivalent to ρ
can be constructed.
In general this subfield will be neither unique nor an extension of minimal degree
of the character field. By results of Fein (1974, 1978) and Mollin (1984) a splitting
field of absolute minimal degree is in general not contained in any cyclotomic field.
Furthermore, an example in Isaacs (1976, Problem (9.18)(c)) shows that the unique
irreducible two-dimensional representation of the quaternion group Q(8) can be defined
over any field where −1 is the sum of two squares. In particular this means that there are
infinitely many quadratic fields that may be taken as a minimal degree splitting field. Thus,
we can select a cyclotomic field of a sufficiently large conductor to contain an arbitrarily
large number of minimal degree splitting fields.
2. The method
Henceforth, we fix a number field K , an automorphism σ ∈ Aut(K ) of order s and set
k := Fix(〈σ 〉). For two representations ρ, ρ′ : G → GL(n, K ) we write ρ ∼= ρ′ to denote
that they are equivalent, i.e. there exists X ∈ GL(n, K ) such that ρ(g)X = Xρ′(g) for all
g ∈ G. We commonly abbreviate this to ρX = Xρ′. In what follows, we give proofs for
some well known results in cases where the proofs are constructive.
Suppose there is some ρ′ : G → GL(n, k) equivalent to ρ. Then ρ ∼= ρσ , where ρσ is
derived from ρ by applying σ to all the matrix entries.
Hence the first step is to find a matrix X ∈ GL(n, K ) (or to show that there is no such
X) such that X−1ρX = ρσ or, equivalently,
ρX = Xρσ . (1)
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We extend the norm function N : K → k : x → ∏s−1i=0 σ i (x) to GL(n, K ) by setting
N(X) := X Xσ Xσ 2 · · · Xσ s−1 .
Glasby and Howlett (1997) and Bru¨ckner (1998) prove the following lemma:
Lemma 1. If there is some X ∈ GL(n, K ) satisfying Eq. (1) then there is some µ ∈ k such
that
N(X) = µIn
holds.
Proof. Applying σ to (1) and substituting in (1) gives
ρσ
2 = (X−1ρX)σ = X−σ ρσ Xσ = X−σ X−1ρX Xσ .
Iterating the procedure s times then yields
ρ = ρσ s = X−σ s−1 · · · X−σ X−1ρX Xσ · · · Xσ s−1 = N(X)−1ρN(X).
The absolute irreducibility of ρ and Schur’s lemma imply N(X) = µIn for some µ ∈ K .
Now µσ IN = N(X)σ = X−1 N(X)Xσ s = X−1 N(X)X = X−1µIn X = µIn which shows
that µ ∈ k = Fix(〈σ 〉). 
Next, we make use of the multiplicative version of Hilbert’s Theorem 90 for matrices
(Glasby and Howlett, 1997):
Theorem 2. For C ∈ GL(n, K ) we have N(C) = In if and only if there is some
A ∈ GL(n, K ) such that C = A(Aσ )−1.
We use this to get the following result (Bru¨ckner, 1998; Glasby and Howlett, 1997):
Theorem 3. Suppose that there is some X ∈ GL(n, K ) satisfying (1) and let µ be defined
using Lemma 1. Then there is some A ∈ GL(n, K ) such that A−1ρ(g)A ∈ GL(n, k) for
all g ∈ G if and only if there is some θ ∈ K such that N(θ) = µ.
Proof. Suppose first that A exists. Then A−1ρ(g)A = (A−1ρ(g)A)σ and therefore
Aσ A−1ρ(g)AA−σ = ρ(g)σ . Now C := AA−σ has N(C) = In . By Schur’s lemma we
have X = θ AA−σ and thus N(X) = N(θ)In = µIn .
Assume now that θ ∈ K with N(θ) = µ has been found. Then scaling X by
θ−1, X ′ := (1/θ)X gives N(X ′) = µ/N(θ)In = In so by Hilbert 90 there is some
A ∈ GL(n, K ) with X = A(Aσ )−1. Now, going back to (1) we see that
A−1ρ A = (A−1ρ A)σ ;
thus
ρ′ : G → GL(n, k) : g → A−1ρ(g)A
is well defined. 
The only difference between the method presented here and the algorithm given in
Glasby and Howlett (1997) is that since the norm function in a number field is not
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surjective, only at this step may we discover that the representation cannot be rewritten
over k.
In order to make this effective, we need to explain how to perform the individual tasks.
This will be done in the following sections.
3. Finding isomorphisms
The first step of the algorithm outlined in the last section requires us to find a
conjugating matrix X describing the isomorphism between ρ and ρσ . Since we assume
ρ to be absolutely irreducible, X is unique up to multiplication by scalars. From (1) we see
that X is defined by linear conditions; thus X can be obtained as a solution of a system of
linear equations. Although this is not directly practical due to the large dimensions of the
necessary system, we will exploit this.
For representations (or G-modules) over finite fields, Holt and Rees (1994) gave an
efficient procedure for testing for isomorphism and for computing X if it exists. Careful
implementation of this method by Allan Steel in Magma (Cannon, 2003) turned this into
a fast, practical procedure. On the other hand, no efficient method is known which solves
the corresponding problem over number fields.
Here we use a modular approach to the computation of X . We will compute X
“modulo p” for several primes (using the very efficient finite field implementation of
Holt and Rees (1994)), combine the “modular solutions” using the Chinese remainder
theorem and then use “rational reconstruction” to finally find a “global solution”.
Let p be a prime ideal of K (or more precisely of some fixed order R of K ). The
map φp : Rp → R/p =: Fp from the localization at p into the residue class field is a
homomorphism of rings. By applying φp to each of the coefficients of a matrix Y , we
extend φp to Y ∈ GL(n, Rp). If p is chosen such that ρ(g) ∈ GL(n, Rp) for all g ∈ G
then we can use φp to reduce the linear system ρX = Xρσ to a system over a finite field
Fp. The equation still defines a homomorphism of representations, so a matrix Xp with
φp(ρ)Xp = Xpφp(ρσ ) can be computed using the Holt–Rees method. Using the fact that
ρp := φp◦ ρ is absolutely irreducible for almost all primes p, we see that φp(X) = λpXp
for some λp 
= 0. Since X is only unique up to scalars, i.e. we can replace X by λX for
any 0 
= λ ∈ K , we normalize X to have an arbitrary fixed entry of 1 and for simplicity we
assume that X = (xi, j ) with x1,1 = 1. Now we can easily obtain λp as (xp)−11,1. If (xp)1,1
equals zero, we discard this prime. In an implementation, since we do not know X at this
point, we choose the normalizing entry to be the first non-zero entry in the first Xp we
compute.
Note that this is different to classical representation theory where one shows that for
all primes not dividing the group order the corresponding “modular representation” stays
absolutely irreducible. In order to get the classical result one proves that ρ is equivalent to
a representation in GL(n, Rp). Here we require that ρ itself remains absolutely irreducible
with values in GL(n, Rp).
We use the Chinese remainder theorem (CRT) in two steps: firstly, combining the
results for all ideals lying over the same prime thus computing X mod (p) and, secondly,
combining the different (rational) primes.
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To recover the information lost by considering the representation over the local Rp, we
use rational reconstruction based on the following lemma (Dixon, 1982):
Lemma 4. Let M ∈ N be a fixed modulus. For n ∈ Z with −M/2 < n < M/2 there is at
most one a/b ∈ Q satisfying
(1) |a| < √M/2, 0 < b < √M/2,
(2) a ≡ nb mod M,
(3) (a, b) = (b, M) = 1.
Furthermore, there is an efficient procedure called rational reconstruction, that, given M
and n, will find a and b or prove that they do not exist.
Using the vector space structure of K/Q we extend this technique to elements of the order
by applying reconstruction to each coefficient.
We get the following algorithm:
Algorithm 5 (Find Conjugating Matrix).
Input: An absolutely irreducible representation ρ : G → GL(n, K ) and an automorphism
σ : K → K .
Output: A matrix Y ∈ GL(n, K ) such that ρ(g)Y = Yρσ (g) for all g ∈ G or a proof that
Y does not exist.
Init: Set p := 230, d := 1 and Xd := 0n .
repeat Set p to the smallest prime > p.
loop Let p loop over all prime ideals P1, . . . , Pr dividing p.
Localization: If ρ or ρσ is not p-integral, try the next prime; otherwise compute
ρp and ρσp by mapping all matrix entries into the residue class field of p.
Fp irreducibility: If ρp is not absolutely irreducible, try the next prime.
Fpmeat-axe: Try to compute Xp from ρp applying the meat-axe. If there is no
such Xp: terminate; the representation cannot be written over the subfield.
Scale: Divide Xp by the first non-zero entry.
CRT: Use Chinese remaindering to find X p ∈ Rn×n such that X p ≡ Xpmod p for
all p = P1, . . ., Pr
CRT: Now, use Chinese remaindering over Z to find X ′d such that X ′d ≡ X p mod p
and X ′d ≡ Xd mod d . Set d := dp and Xd = X ′d .
Now Xd ∈ Rn×n and all entries are determined modulo d .
Reconstruction: Use rational reconstruction to find Y ∈ GL(n, K ) such that Y ≡
Xd mod d . If this fails, use the next prime number.
until Y conjugates ρ to ρσ
return Y .
To optimize this algorithm further, the final check for Y should only be performed if Y is
stable for two consecutive primes. Experiments show that a test of whether Y conjugates ρ
to ρσ that fails can easily dominate the running time of this part.
The lower bound of 230 for the rational primes considered in this algorithm is more
or less arbitrary. It is chosen as a compromise between fast arithmetic in the residue
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class fields, which forces the characteristic to be small, and the desire to use as few
primes as possible. In particular, on most computers currently used, primes less than 230
fit into one machine word and can still be handled using direct machine arithmetic only,
while larger primes (>231) usually require multiprecision arithmetic. In addition, the prime
ideals should be chosen to be of small degree. While this is difficult to achieve in general,
it imposes no practical problem for cyclotomic fields.
4. Norm equations
The second step in the overall procedure is to decide whether for a given µ ∈ k there
is some θ ∈ K such that N(θ) = µ and if there is, find one. Since by assumption, K/k
is cyclic, that is Aut(K/k) = 〈σ 〉, the solubility of the norm equation is easily established
using Hasse’s norm theorem as presented e.g. in Acciaro and Klu¨ners (2000). Since testing
for solubility is very fast in comparison with actually seeking a solution, this should always
be done first.
In order to solve the equation, we use the following:
Theorem 6. Let K/k be a normal extension of number fields and let µ ∈ k be given.
Suppose Sk is a set of prime ideals of k such that
(1) (µ) = ∏p∈Sk pvp(µ).(2) The class group of K can be generated using primes in SK := {P | p | p ∈ Sk}.
Then if there is a solution θ ∈ K to N(θ) = µ, there exists a θ ∈ USK , where USK ⊂ K is
the group of SK -units.
Proof. (Fieker, 1997; Simon, 2002; Garbanati, 1978).
Combined with the well known structure theorems for S-unit groups in number fields
and their constructive counterparts (Cohen, 2000; Hess, 1996), the solution can now be
found using linear algebra only.
Remark. In Simon (2002) a more refined analysis of the required primes is performed.
It turns out that SK only needs to generate a part of the class group which means that a set
Sk can be chosen with fewer primes. However, since the computation of a basis for USK in
Magma is currently done together with the computation of the (conditional) class group,
this reduction does not save any time and is therefore ignored here.
From a complexity point of view one would expect this step to be the most difficult
part of the overall procedure, as the computation of class groups and the solution of norm
equations are hard problems and admit (so far) no efficient (polynomial time) algorithms.
However, in the examples considered this was mostly not the case. The fields K that
arise are initially cyclotomic fields where the degree depends on the exponent of the
group. While current technology makes it easy to compute (conjectural) class groups of
cyclotomic fields of degree up 30 in a few minutes, methods that compute representations
over fields of this size are much slower.
The norm equation however turned out to be a limiting factor, but in a surprising way:
the first step in solving norm equations is the factorization of µ to get the list of primes
that need to be considered. While initial representations as computed by Magma turned
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out to produce µ that is close to 1, representations that were obtained through successful
reduction of the field gave much larger values for µ. Unless size reduction of coefficients
of representation matrices is performed, the iteration will become impossible after a few
steps.
5. Hilbert 90
For a constructive version of Hilbert 90 we follow Howlett and Glasby’s probabilistic
approach. Suppose we already know A, C ∈ GL(n, K ) with A(Aσ )−1 = C . The map
Y → ψ(Y ) := Y + CY σ + CCσ Y σ 2 + · · · + CCσ · · · Cσ s−2Y σ s−1
gives
ψ(Y ) = A(A−1Y + (A−1Y )σ + · · · + (A−1Y )σ s−1) =: AZ .
Since Z is the sum over all Galois images of A−1Y , it is invariant under σ and thus
Z ∈ kn×n . Conversely for any Y ∈ GL(n, K ) such that ψ(Y ) ∈ GL(n, K ) we have
ψ(Y )(ψ(Y )−1)σ = A(A−1)σ = C . Glasby and Howlett show that over a finite field the
probability that a randomly chosen Y satisfies ψ(Y ) ∈ GL(n, K ) is at least 1/4. Therefore
by localization, almost every choice of Y will give an invertible image. However, for
efficiency, it is advisable to try small sparse matrices Y first. In addition, since we are
allowed to change A by multiplication on the right by elements of GL(n, k), we can try to
reduce the size of the entries further.
The following procedure seems to work well to reduce the size of A:
Algorithm 7 (Size Reduction). Input: A matrix Y ∈ GL(n, K ).
Output: A matrix T ∈ GL(n, k) such that the entries of Y T are “smaller” than Y .
Trace Let y ∈ kn×n be obtained by applying the trace map TrK/k to each entry of Y .
Echelon Find T ∈ GL(n, k) such that yT is in echelon form.
return T .
This algorithm tries to remove the factor Z of the product AZ in order to recover A. It
appears to work well in practice.
6. Open problems
To find minimal fields of definition we have to iterate the procedure described above.
Each successful step will only reduce one cyclic step down. Since the size of the
representation grows in each reduction step, it is desirable to perform as few of them as
possible. To reduce the number of descent steps, we would be required to deal with non-
cyclic extensions. Although (Bru¨ckner, 1998, Satz 3) contains a criterion, its practicality
is not clear. The criterion given there relies on the ability to recognize a 2-cocycle as a
coboundary. For cyclic cohomology this is equivalent to a norm equation being solvable
and in fact equivalent to the above method. In the general case it is not clear how to proceed.
The first step in solving a norm equation (and also in testing for local solubility) is the
determination of the set of critical primes, which requires factorizing the right hand side µ.
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Instead of normalizing X so that the first non-zero entry is equal to 1, it would be preferable
to minimize (in some sense) µ.
In the examples considered so far, the reduction procedure following the Hilbert 90 step
seems to be quite successful. However, it is desirable to directly control the size of the
coefficients in representation matrices.
For representations over Q, Steel (2003) has developed strategies for controlling
coefficient size. However, for representation over arbitrary number fields, no efficient
reduction procedure is known. Since the reduction over Q depends on the availability of
the LLL algorithm, a generalization will be difficult.
7. Examples
All the examples were computed using Magma 2.10. Firstly we take a representation
ρ for G = 〈a, b|a8 = b12 = 1, aba7 = b11〉 of order 96. Let
ρ(a) =
(−ζ8 0
0 ζ8
)
and ρ(b) =
(
0 −1
1 0
)
.
Noting that K := Q(ζ8) has Galois group isomorphic to Klein’s 4 group, we start with
σ : K → K : ζ8 → −ζ8 leaving ρ(b) invariant and mapping ρ(a) to ρ(a)σ =
(
ζ8 0
0 −ζ8
)
.
We see that X =
(
0 1
−1 0
)
transforms ρ to ρ′. Since X is in GL(2,Q), we get
N(X) = X2 = −1I2, so µ = −1. The field k := Fix(〈σ 〉) can be represented as
k = Q(i) = Q(ζ4). Magma calculates θ := ζ 38 − ζ8 − 1 of norm −1.
Using the randomized solution to Hilbert 90, we compute that
A :=
(
2 ζ 38 − ζ 8 + 1
−2ζ 38 + 2ζ8 − 2 1
)
yields (1/θ)X = A(Aσ )−1. Now
ρ′(a) = A−1ρ(a)A =
(
1/2(−i − 1) 1/4(i + 1)
i + 1 1/2(i + 1)
)
and
ρ′(b) = A−1ρ(b)A =
(
0 −1/2
2 0
)
is the representation overQ(i).
Attempting a second iteration with σ : i → −i , the process fails since the
corresponding modular representations are not isomorphic, so Q(i) is a minimal field for
this representation.
As a larger example we consider G := S3  D4 where D4 is the dihedral group with eight
elements. Using Magma’s AbsolutelyIrreducibleRepresentationsSchur function
we compute 54 representations over cyclotomic fields having conductors 1, 3, 4 and 12 of
degree 1, 2, 4, 8, 16 and 32, respectively.
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We illustrate this on the 54-th representation without giving too much detail, as the
numbers involved get rather large. Let ρ : G → GL(32,Q(ζ12)) and K := Q(ζ12)
so that Aut(K/Q) is isomorphic to Klein’s 4 group. For each of the three non-trivial
automorphisms σ of K we find that ρ ∼= ρσ and that the isomorphism is given by
some permutation matrix. In all three cases µ turns out to be 1, so the representation
can be realized over the quadratic subfields. Iterating the procedure, we find that the
representation is equivalent to a representation over Q. This time, the conjugating matrix
is more complicated, but by using four primes we are able to compute the matrix in about
16 s. Again, µ is computed as 1 so that the norm equation is trivial.
As a last example we chose the Suzuki group Sz(8) over F8 with 29 120 elements. It
admits two characters of degree 14 overQ(i). Using an implementation of Dixon’s method
(Holt, 2003), we compute corresponding representations of degree 14 over K := Q(ζ52)
for each of the two characters. The group Sz(8) can be defined using three generators. The
matrices giving the images of the generators have entries with approximately 83 decimal
digits each. Let σ be a generator for Aut(K/Q(i)). Using 21 primes we calculate the
conjugating matrix X in about 2 min. The µ corresponding to this has coefficients of
approximately 87 digits. To solve the norm equation with µ as the right hand side, we
would have to factor an integer with 87 digits. However, using a similar approach to (Steel,
2003), we find an equivalent representation that gives rise to a new conjugating matrix
X ′ with µ′ = −64. In 23 s Magma found an element θ ∈ K with norm over Q(i)
equal to −64. The resulting matrix A has entries with coefficient size about 190 digits,
while the inverse has a coefficient size of about 2200 digits, so the resulting representation
over Q(i) has entries of 2300 digits. Since the minimal field of the character is Q(i), the
representation cannot be reduced any further.
All the other representations of Sz(8) as computed using (Holt, 2003) are already given
over the minimal field of the character, so no further reduction is possible.
8. Conclusion
We presented a complete algorithm for the computation of minimal defining fields for
absolutely irreducible representations over number fields. The power of this method was
demonstrated by computing minimal fields for all representations of the Sz(8).
Acknowledgements
This research was funded by ARC grant DP A00104694.
References
Acciaro, V., Klu¨ners, J., 2000. Computing local Artin maps, and solvability of norm equations.
J. Symbolic Comput. 30 (3), 239–252.
Bru¨ckner, H., 1998. Algorithmen fu¨r endliche auflo¨sbare Gruppen und Anwendungen. Aachener
Beitra¨ge zur Mathematik, vol. 22. Verlag der Augustinus Buchhandlung, Aachen (Ph.D. Thesis,
RWTH Aachen (Diss.), Aachen, 102 S).
Cannon, J.J., 2003. MAGMA. http://magma.maths.usyd.edu.au.
842 C. Fieker / Journal of Symbolic Computation 38 (2004) 833–842
Cohen, H., 2000. Advanced Topics in Computational Number Theory. Springer, Berlin, Heidelberg,
New York.
Dixon, J.D., 1982. Exact solution of linear equations using p-adic expansions. Numer. Math. 40,
137–141.
Fein, B., 1974. Minimal splitting fields for group representations. Pacific J. Math. 51, 427–431.
Fein, B., 1978. Minimal splitting fields for group representations. II. Pacific J. Math. 77, 445–449.
Fieker, C., 1997. ¨Uber relative Normgleichungen in algebraischen Zahlko¨rpern. Ph.D. Thesis,
Technische Universita¨t Berlin.
Url: http://www.math.tu-berlin.de/∼kant/publications/diss/diss CF.ps.gz.
Garbanati, D.A., 1978. The Hasse norm theorem for non-cyclic extensions of the rationals. Proc.
London Math. Soc. 37 (3), 143–164.
Glasby, S.P., Howlett, R.B., 1997. Writing representations over minimal fields. Commun. Algebra
25 (6), 1703–1711.
Hess, F., 1996. Zur Klassengruppenberechnung in algebraischen Zahlko¨rpern. Diplomarbeit,
Technische Universita¨t Berlin.
Url: http://www.math.tu-berlin.de/∼kant/publications/diplom/hess.ps.gz.
Holt, D.F., 2003. Magma function RepresentationOfCharacter (private communication).
Holt, D.F., Rees, S., 1994. Testing modules for irreducibility. J. Aust. Math. Soc. Ser. A 57 (1),
1–16.
Isaacs, I., 1976. Character theory of finite groups. Pure and Applied Mathematics, vol. 69. Academic
Press, New York, San Francisco, London.
Mollin, R.A., 1984. Minimal cyclotomic splitting fields for group characters. Proc. Am. Math. Soc.
91, 359–363.
Simon, D., 2002. Solving norm equations in relative number fields using S-units. Math. Comput. 71
(239), 1287–1305.
Steel, A., 2003. Size reduction of integral representations (private communication).
