Abstract-In this paper, we introduce a rotational invariant feature set for texture segmentation and classification, based on an extension of fractal dimension (FD) features. The FD extracts roughness information from images considering all available scales at once. In this work, a single scale is considered at a time so that textures with scale-dependent properties are satisfactorily characterized. Single-scale features are combined with multiple-scale features for a more complete textural representation. Wavelets are employed for the computation of single-and multiple-scale roughness features because of their ability to extract information at different resolutions. Features are extracted in multiple directions using directional wavelets, and the feature vector is finally transformed to a rotational invariant feature vector that retains the texture directional information. An iterative -means scheme is used for segmentation, and a simplified form of a Bayesian classifier is used for classification. The use of the roughness feature set results in high-quality segmentation performance. Furthermore, it is shown that the roughness feature set exhibits a higher classification rate than other feature vectors presented in this work. The feature set retains the important properties of FD-based features, namely insensitivity to absolute illumination and contrast.
I. INTRODUCTION
T EXTURED image analysis is a topic investigated by researchers in the last few decades. The goal of the techniques presented in the literature is to duplicate the ability of the human brain to understand textural characteristics in an efficient way. Some of the applications that demonstrate the importance of texture analysis are found in medicine, remote sensing [1] , [2] , and industry. Textures are usually characterized by features. Features that have been used in the literature include Gabor transforms [3] , [4] , wavelet-based features [12] , and features extracted from images modeled as Markov random fields [5] , [14] . Several attempts have been made to characterize texture by its roughness using fractal dimension (FD) [6] - [8] , [15] , which is relatively insensitive to illumination and contrast variations.
In traditional FD analysis, it is assumed that natural textures exhibit similar roughness over a large number of scales. This assumption is not valid for many textures. An approach to expand Manuscript received October 8, 2001 ; revised April 29, 2002. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Aleksandra Mojsilović.
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T. Kasparis the FD concept has been proposed in [10] , where the total scale range is divided into subranges and fractal-based measures are extracted for each subrange.
In this paper, we extend the idea of multiscale roughness by extracting features considering only a single scale at a time. Sometimes, a texture consists of relatively large objects (circles, squares, lines), thus, roughness is only a result of abrupt changes or transitions located at the object edges. On the other hand, the roughness for statistical textures can be estimated using multiple scales at a time. We use a combination of the two feature types to obtain a robust feature vector (FV) that describes both aforementioned cases. One of the several methods used for computation of fractal and multifractal features requires the use of wavelets [1] . In this paper, wavelets taken from the exponential wavelet family are used for the computation of roughness features.
An important texture characteristic is directionality. Without directional information, it may be impossible to distinguish textures that have no difference otherwise. On the other hand, an often-necessary feature property that is usually overlooked in the literature is rotation invariance. It is important to be able to classify together similar textures independent of the rotation angle. In this paper, roughness features are computed in different directions in an effort to simulate the human visual system, which perceives roughness in different directions. The visual effect of directional roughness depends highly on the relative textural energy in different directions. Thus, we weight the roughness features computed in a direction with the percentage of textural energy in the same direction. The weighted roughness features comprise a rotational variant FV, which is then transformed to a rotational invariant FV that preserves directional information. The rotational invariant FV retains the important properties of illumination and contrast invariance.
Texture segmentation and classification are two similar tasks, yet they have different requirements. Segmentation requires a FV that effectively provides local information, and a boundarypreserving clustering algorithm. Classification requires a FV that can globally identify textures in a large database, and it is a supervised task. For segmentation purposes we use an iterative -means algorithm that we developed in our previous work [15] and improve here. The clustering algorithm estimates the number of clusters (textures) in the image. Simulation results illustrate that our FV facilitates differentiation of different textures and successful estimation of the number of uniform textural regions. For classification purposes, we use a simple Bayesian classifier. Comparisons between FVs show the superiority of our FV with respect to the percentage of correct classification, and to insensitivity to rotation and skew. This paper is organized as follows. In Section II, the roughness features are introduced. Sections III and IV describe the texture segmentation and classification methods, respectively. In Section V, segmentation and classification results are presented, and Section VI concludes with some closing remarks.
II. FEATURE SET
In this section, we introduce the roughness features. First, we define the features for one-dimensional (1-D) signals and then we expand the definition for two-dimensional (2-D) signals.
A. Fractals and the Hurst Parameter in 1-D
Scale invariance analysis is a framework for developing statistical tools that account for all available scales at once. It is a property respected by systems whose large and small scales are related by a scale-changing operation involving only the scale ratio. Thus, these systems do not have a characteristic scale. Multifractals have been proven to be useful in the analysis of complex systems [2] . In multifractal analysis, we seek a power-law relation between a measure extracted from the signal and the scale parameter under consideration . The measure is traditionally , and the power-law relation is (1) where notates arithmetic average. Practically, is computed for each exponent as the slope of the line that best fits the points . The Hurst parameter is defined as and is related to the FD of an N-D signal by -FD. The assumption that textures exhibit similar roughness over a large number of scales is not valid for many textures. Kaplan [10] expanded the idea of self-similarity to obtain multiscale Hurst parameters considering only two scales at a time. The Hurst parameters are computed by measuring the scaling behavior at consecutive dyadic scales and where . The 1-D multiscale Hurst parameters are (2) The signal derivative is a measure of signal sharpness. The signal difference used in traditional multifractal analysis is the convolution output of the signal and the -scale filter whose impulse response is , where is the Dirac function. Thus, is the derivative of an -point moving average. The filter can be substituted by an exponential wavelet which is the derivative of a Gaussian smoothing function [9] that possesses better frequency localization. Consecutively, the traditionally used measure is substituted by . The impulse response and the one-exponential wavelet are shown in Fig. 1(a) . The -point moving average and the Gaussian smoothing function are shown in Fig. 1(b) . The -exponential wavelet is defined as the th derivative of a Gaussian smoothing function (3)
B. Single-Scale Roughness Features in 1-D
In this section, we extend the idea of multiscale roughness by extracting features considering only one scale at a time. Sometimes, a texture consists of relatively large objects, so that roughness is a result of abrupt changes or transitions [9] , and is not related to scale-invariant statistical texture properties. The visual effect of the transitions depends on two characteristics: the transition frequency (TF) and the transition length (TL).
The TF determines how often a transition appears. In Fig. 2 (a) and (b), respectively, a high-TF signal and a low-TF signal are presented. Signals may have different TFs superimposed. Fig. 2(c) shows signal which is a superposition of and . In order to isolate TFs around , a filter with central frequency around is required. In other words, considering a specific scale allows identification of transitions, which are detectable at this scale. Wavelets are suitable for this task due to their ability to decompose a signal into different scale components. An example of signal decomposition into different TFs is shown in Fig. 2(d) and (e). Fig. 2(d) shows that when the signal is filtered by a large-scale wavelet , the function peaks at the transitions of the low-TF components. Fig. 2 (e) shows that when the signal is filtered by a small-scale wavelet , the function peaks at the transitions of the high-TF components.
After the signal is decomposed into different TFs, transitions are characterized by their TL. The function peaks at transition points and these peaks are narrower for sharper transitions. , and the function . The effect of applying the operator to the function is the broadening of the peaks in . The more is increased, the broader the peaks become. This effect is shown in Fig. 3 (e) and (g), where is illustrated for and , respectively, and in Fig. 3 (f) and (h), where is illustrated for and , respectively. From Fig. 3 (e)-(h), we notice that if a peak is already wide [ Fig. 3(c) ], then the rate of broadening with respect to is not as high as if the peak were narrow [ Fig. 3(d) ]. Consider the measure , which is a measure of the area below the broadened peak (and, consecutively, the TL) and the peak's amplitude. In order to restrict the measure's dependence only on the TL, we approximate the relation between the measure and the parameter with a power law relation similar to fractal analysis (4) where is the roughness feature at scale . The feature evaluates the measure's rate of change with respect to . In other words, is an average measure of the TLs in a signal: if consists of narrow peaks (short TL), increases significantly with and, as a result, is large. If consists of wide peaks (long TL), does not increase considerably with and according to (4) , is small. Feature is independent of the signal's or peak's amplitude since it is the same even if is substituted by ( is a constant). We should mention that varying parameter is not equivalent to varying the scale .
C. Roughness Features in 2-D
In this section, we expand the single-scale roughness idea from 1-D to 2-D signals. The goal is to compute measures in multiple directions similar to 1-D, using directional wavelets. First, we introduce the directional roughness features. Then, we introduce the directional percentage of energy features and the weighted roughness features. Finally, we propose a transformation of the rotation variant weighted roughness features, which, together with rotational invariant Hurst features, forms a rotational invariant FV.
A 2-D Gaussian smoothing function at scale is defined as (5) We define two wavelets that are the partial derivatives of the smoothing function along and [9] (directions 0 and 90 , respectively) (6) The subscript indicates the wavelet direction angle. Since differentiation and convolution are linear operators and (7) Therefore, and are the gradient components of in directions 0 and 90 , respectively, or the filtered versions of using filters and , respectively. Computation of the filtered signal in an arbitrary direction requires filtering of by the wavelet . The convolution is the -direction gradient component of along , and can be computed as a linear combination of the 0 and 90 components (8) In other words, is steerable [17] , therefore, is computed for different angles , from the 0 and 90 components using (8) , which saves significantly in computation time.
Similarly, we can consider the second partial derivatives of the smoothing function (9) The two subscripts indicate that the is the second partial derivative wavelet along directions and . One can easily show that the convolution between and can be computed using the components in (9) (10) We define the following two wavelet transforms of a function at scale and direction :
(first derivative wavelet) (second derivative wavelet).
We introduce the directional roughness features similarly to (4) (12) where indicates spatial arithmetic average in an window, and , (first and second derivative, respectively). The directional roughness features are computed as the slope of the line that best fits . Fig. 4 shows that lines extracted from different locations of the same texture are almost parallel to each other. This result verifies the robustness of the roughness fea-tures (slopes of the lines). The distance between lines corresponding to the same texture is caused due to contrast differences at various texture locations.
So far, the wavelets presented in this work are continuous functions. However, we are dealing with discrete images; therefore, the wavelet implementation in (12) has to be performed on a discrete lattice. This is achieved by setting and as integer instead of continuous variables. This implementation is highly accurate if scale is large enough to avoid aliasing, and also if the size of the discrete lattice on which the wavelets are implemented is sufficiently large. The aliasing effect for , which is the smallest scale is insignificant. Moreover, the wavelets are implemented on a discrete lattice with size at least six times the scale .
The visual effect of roughness depends highly on the relative texture energy between different directions. For instance, even if a texture is rougher in direction than direction , but has lower energy in direction than direction , direction may not appear as rough as direction . For that purpose, we weight the roughness features that are computed in each direction with the percentage of textural energy existing in the corresponding direction. The energy computed in direction using an -scale wavelet is defined as (13) The total energy at scale is (14) We introduce the percentage of energy feature computed in direction and at scale as (15) The percentage of energy is insensitive to the absolute image illumination since energy is computed using exponential wavelets where the dc component is removed. It is also insensitive to contrast changes, since such an action will multiply both and by a constant multiplicative term. We define the weighted roughness features as the roughness features weighted with the percentage of energy that corresponds to the same scale and direction (16) Next, we propose a set of transformations on the rotational variant features to form a rotational invariant FV that retains most of the directional information. We name the rotational invariant vector , where the superscript indicates the number of features. This FV consists of two subvectors, namely and . The subvector consists of features that do not hold directional information. These features are the average of the weighted roughness features with respect to direction (17) where is the total number of directions. Furthermore, in the subvector we include a nondirectional version of Hurst features that we define as
The features in (18) are computed considering only two consecutive scales at time as it was suggested in [10] . These features relate consecutive scales and they are especially suited for textures that are characterized by scale invariance for short scale ranges.
The
The subscript "1" in (20) indicates that these features are computed only for the case where the first derivatives were used for the computation of the features, since , therefore . While the features and are measures of the directionality of a texture they are relatively rotational invariant, since they are computed as maximum feature differences, and they are independent of the exact directions that these differences appear. The larger the number of directions used for feature computation, the higher the insensitivity of the features with respect to rotation.
In this work, we propose the feature vector for ( and )
where
The two components and of are useful in explaining the information contained in the nondirectional and directional features, respectively. Fig. 5 presents some of the features in computed for three textures that have been rotated from 0 to 360 . The number of directions considered is . The features that belong to (such as ) do not vary with respect to the texture rotation angle. The features that belong to (such as , , and ) vary, but this variation is not significant. We also introduce the following FV that consists of ten rotational variant features to obtain some information about the feature performance prior to applying the transformations of (17) As a reminder, the feature vector is the one suggested in this work.
III. TEXTURE SEGMENTATION TECHNIQUE
In this paper, we improve an iterative -means algorithm that we developed in our previous work [15] . The overall improved algorithm is presented here for completeness. The algorithm selects the cluster number based on a modified version of the variance ratio criterion (VRC) index introduced by Calinski et al. [13] (23)
where BCSS is the "between clusters sum of squares" and WCSS is the "within cluster sum of squares," is the total number of pixels, and is the number of clusters. The "within" and "between" cluster sums of squares are, respectively, defined as (24) (25) (26) is the "total sum of squares." In (24) and (26), is the value of the th element of the th FV, is the corresponding cluster center, and is the corresponding overall FV center. The number of clusters is incremented starting at . The estimated number of clusters is the one for which index VRC is maximized. Some insight about the significance of the VRC index is given in Fig. 6 , where two-cluster examples are presented. Essentially, the WCSS is the total distance of the feature vectors from the center of their associated cluster and it indicates the clusters' extent. In Fig. 6 , the distance of each vector from the corresponding center is indicated with a line. The TSS is the total distance of all vectors from the overall center, and it is an indicative measure of cluster separability. In Fig. 6 (a) and (b) the WCSS is identical [one can notice that both clusters 1 and 2 of Fig. 6(a) are identical to the ones in Fig. 6(b) ]. On the other hand, the TSS for Fig. 6(b) is smaller (the two clusters are closer to the overall center). Therefore, the VRC index is smaller as indicated by (23) and (25), which signifies that the separation of the two clusters in Fig. 6(a) is larger than in Fig. 6(b) with respect to the cluster extent. The example presented in Fig. 6(c) is a downscaled version of the example in Fig. 6(a) . The WCSS and TSS in Fig. 6(c) are smaller than the ones in Fig. 6(a) by the same ratio. Thus, the VRC is the same in both examples.
Generally, the feature values at the boundaries are not representative of the cluster in which they belong. The modified index is (27) where and are calculated as in (23) and (25), respectively, by omitting pixels that are closer than 14 pixels to the estimated boundaries.
In this paper, we propose an extra modification for a more accurate number of clusters estimation. Instead of simply looking for maximization of , we choose the following criterion that we call combined estimation criterion (CEC The motivation for the extra modification is the need for a second measure in order to resolve the problem of having close 2 for different number of clusters. This measure is the drop (30%) of TSS from to clusters. The iterative -means-based clustering algorithm [15] is designed to produce finer segmentation at the boundaries between textures.
Step 2c, shown in the following, is added to our algorithm in [15] . This step prevents the creation of erroneous strip-shaped clusters at the boundaries. The improved algorithm is summarized in Table I . Fig. 7 presents a segmentation example, where the effects of the basic algorithmic steps are explained. Fig. 7(a) depicts an ideal segmentation result, where different grayscale regions correspond to different textures (the original image is not of importance here). At this point, it is assumed that the number of clusters or textures examined is the correct one (three). Fig. 7(b) presents the initial segmentation result using the original -means. In order to have a robust segmentation, the features have been smoothed by a 26 26 moving-average prior to clustering. The result in Fig. 7(b) shows that the boundaries are smoothed out. Furthermore, there is an erroneous strip-shaped region at the boundary between clusters 1 and 3, marked as cluster 2. The erroneous strip is created because the feature extraction and smoothing windows around the boundaries include mixed information from two textures at a time. Also, some small spurious regions have been created. Fig. 7(c) shows the segmentation result after merging small to large regions. Merging is achieved by a sliding widow that associates its central pixel to the majority cluster in the window. For instance, the square window shown in Fig. 7(b) will associate the central pixel to cluster 1, since the majority of the pixels in the window are labeled as cluster 1. The erroneous strip-shaped region and the spurious regions have been removed, but the boundaries are further smoothed out. Fig. 7(d) presents the same image after determining the ambiguous region. Consider a square window centered at a designated pixel. This pixel is defined as ambiguous if any other pixel in this window has a different assigned classification. Essentially, ambiguous regions are the ones close to the cluster boundaries. The labels "A" and "U" indicate the pixel status, i.e., they suggest if the pixel should be reexamined (label "A") or not (label "U"). This region marked "A" will be reexamined but the features will be smoothed with a smaller moving-average window. Fig. 7(e) shows the segmentation result at a later stage. Here, some part of the "A" region has already been associated to the existing clusters. One can notice that the details at the boundaries are better preserved. On the other hand, since the movingaverage window is small at this stage of the algorithm, erroneous strip-shaped regions may appear again at cluster boundaries. This problem can be avoided if spatial proximity is taken into consideration. For instance, the pixel at the center of the square window shown in Fig. 7 (e) will be associated either to cluster 1 or to cluster 2, since cluster 3 is spatially far away (no pixel marked cluster 3 exists in this window). Fig. 7(f) shows the final segmentation, which is close to the ideal, in terms of boundary details.
The above algorithm is applied more than once for different selections of the initial centers to increase the probability of approaching the global minimum. The criterion for determining which clustering is better is the minimization of the square error, which is equivalent to minimizing the quantity WCSS as it is defined in (23). The next step would be to reapply the whole process by increasing the number of clusters by one. It is important to mention that in the cases where the smoothing or merging windows exceed beyond the image limits, the image beyond the edges is taken to be equal to the mirrored version of the original image.
IV. TEXTURE CLASSIFICATION
A simplified form of the Bayes distance classifier suggested in [10] is employed for classification. Part of the FVs (training FVs) is used to train the classifier. This is achieved by computing the mean vector and the standard deviation vector of the training FVs for each class (28) where are training FVs extracted from class textures, and is the total number of vectors . In the test phase, a FV is associated to class if the simplified Bayes distance computed for class (29) is minimum with respect to the distance computed for any other class. In (28), , , and are the th elements of the , , and vectors, respectively. Also, is the total number of features (FV elements). 
V. EXPERIMENTAL RESULTS
In this section, we present segmentation and classification results. The segmentation results demonstrate the effectiveness of our FV in estimating the number of different homogeneous textural regions in an image. The classification results verify the robustness of our FV by providing high percentage of correct classification (PCC) for textures obtained from a large database. Furthermore, the classification results illustrate the feature insensitivity to rotation, as well as skew.
A. Segmentation
The weighted roughness features are computed in windows of size 9 9. Therefore, the parameter in (12)- (14) is equal to nine. Also, the parameter takes the values three, five, and seven. The suggested FV, , (21) is used. Feature extraction is followed by clustering using the iterative -means presented in Section III. Thirty different mosaics are created consisting of two, three, four, and five textures. Some segmentation results are presented in Fig. 8 . The images named are the original mosaics, while the images named are the corresponding segmented images.
The number of clusters (uniform textural regions in the image) is correctly estimated for 29 out of 30 images, if the CEC presented in Section III is used. If the criterion is maximization of the index, the number of clusters is correctly estimated for 26 out of 30 images. In both cases, the robustness of our features is evident. We do not present the results in terms of percentage of correct clustering, since certain segmentation results are subjective. For instance, it is possible that portions of a texture possess a certain visual similarity to another texture. The examples presented in Fig. 8 are representative of the good-quality segmentation performance, which is a result of two factors: feature robustness and the detail-preserving clustering algorithm.
Image or12 consists of two textures presented as strips with different orientations. Image or13 consists of three textures, where one of them is presented with two different directions. In both examples, similar textures are correctly clustered together, regardless of the rotation angle. It is also important to notice that there are not erroneously created strip-shaped clusters at the boundaries between textures for any of the segmentation examples of Fig. 8 . This is an effect due to step 2c of the iterative -means algorithm. 9 presents segmentation results for image or13 that has been subjected to two transformations. The results verify the fact that the roughness features are insensitive to absolute illumination and absolute contrast. Illumination reduction has been applied to the lower right quarter of the image in Fig. 9(a) and contrast reduction has been applied to the lower right quarter of the image in Fig. 9(c) . The segmentation results are shown in Fig. 9(b) and (d) , respectively, and they are almost unaffected by the transformations. database [11] . Fig. 10 shows a 64 64 texture sample from each texture. The number on the top of each sample indicates the class in which each sample belongs and it also corresponds to the class number in Table II. One FV is extracted from each 64 64 block for all given texture classes. We use 32 image blocks from one image per texture class for training and the rest of the blocks for testing. Thus, we have a total of 2464 training and 2464 test data points. Training and testing are performed using the simplified Bayesian classifier presented in Section IV.
We is 48 real Gabor energy features. As a reminder, , , , and were defined in (21). We present classification results using wavelet energy features , using the same wavelets that we use to extract the roughness features, to illustrate the superiority of the roughness features over energy. The wavelet energy features are computed as in (13) .
The classification accuracy is shown in Table II . Table II  shows that the proposed FV, , outperforms all other FVs with average PCC equal to 90.19%. The PCC for has been verified with [10] : 85.79 in Table II and 85.69 in [10] . The PCC for the Gabor-based FV introduced in [10] , was reported to be 89.57 for the same texture database, which is 0.6% worse than . The disadvantages of the Gabor FV in [10] are the large number of Gabor features needed (48 features); they are rotational variant, and they are sensitive to absolute contrast. Energy features computed using real Gabor filters [3] were also tested, and the PCC is also shown in Table II (86.08% ).
The PCC for is 89%, which is 3.28% higher than the PCC when the ten multiscale Hurst features are used. We present the PCC results for in order to obtain some information about the feature performance prior to applying the transformations of (17) The shaded columns of Table II present the PCC for  ,  and when the images are randomly rotated between 0 and 360 , and also when the images are skewed. The pixel value for an image rotated by rads at coordinates , is set equal to the original image's pixel value at coordinates , , where is the integer part of the argument and the origin is considered to be at the image center. The pixel value for a skewed image at coordinates , is set equal to the original image's pixel value at coordinates , , where, again, is the integer part of the argument. In the case where a pixel in the transformed (rotated or skewed) image is mapped to more than one pixel in the original image, its value is set equal to the average of the corresponding pixels in the original image. The textured images used in the experiments had a natural appearance when subjected to the above transformations. Some examples of skewed images are shown in Fig. 11 . The rotation effect is clearly shown in Fig. 9 . In order to test the FV performance without using prior information, training is performed using only original and not transformed images.
The PCC for is virtually the same for the rotated images (90.16%) as the PCC for the original images, while fails (24.98%). This is expected since is not rotational invariant. The PCC of for the skewed images is 84.38%, which is about 6% lower than for the original images. This happens because some of the textures are significantly affected when skewed. Still, the PCC is not affected as much as for . It is important to mention that the Hurst FV is less robust than , but it is more computationally efficient. Computation of the proposed FV requires 15 s for an image of size 512 512 using a Pentium III, 1.5 GHz, while has insignificant time requirements (less than 1 s). On the other hand, is more computationally efficient than , which requires 38 s.
VI. CONCLUSIONS
A new roughness feature set has been evaluated for texture segmentation and classification. The feature set is an extension of the multiscale Hurst feature set introduced in [10] . The roughness feature vector has shown to result in high-quality texture segmentation, as well as increased percentage of correct classification with respect to the other feature vectors that were tested in this work.
In several applications, feature insensitivity to different image transformations is not only a desired feature property but sometimes a necessary feature property. Our roughness features retain the important characteristics that fractal-based features possess, namely, insensitivity to absolute image intensity and insensitivity to contrast. Furthermore, they are shown to be insensitive to rotation, and the percentage of correct classification is relatively high when the images are subjected to skew while the Hurst features fail to achieve high percentage in both aforementioned cases. Therefore, the roughness features seem to be an attractive choice for many texture related applications.
