A generalized prefactorization of compact schemes aimed at reducing the stencil and improving the computational efficiency is proposed here in the framework of transport equations. By the prefactorization introduced here, the computational load associated with inverting multidiagonal matrices is avoided, while the order of accuracy is preserved. The prefactorization can be applied to any centered compact difference scheme with arbitrary order of accuracy (results for compact schemes of up to sixteenth order of accuracy are included in the study). One notable restriction is that the proposed schemes can be applied in a predictor-corrector type marching scheme framework. Two test cases, associated with linear and nonlinear advection equations, respectively, are included to show the preservation of the order of accuracy and the increase of the computational efficiency of the prefactored compact schemes.
Introduction
Compact difference schemes, as opposed to explicit schemes, possess the advantage of attaining higher-order of accuracy with fewer grid points per stencil. They are preferred in applications where high accurate results are desired, such as direct numerical simulations, large eddy simulations, computational aeroacoustics or electromagnetism, to enumerate few, and in some instances they feature accuracy comparable to spectral methods. One of the disadvantages of compact schemes is that an implicit approach is required to determine the derivatives, where a matrix (usually multidiagonal) has to be inverted.
A comprehensive study of high-order compact schemes approximating both first and second derivatives on a uniform grid was performed by Lele [15] . A wavenumber based optimization was introduced wherein the dispersion error was reduced significantly (assuming an exact temporal integration). Over the next years, compact schemes have been studied by many research groups, and applied to various engineering problems (see for example, Li et al. [16] , Adams and Shariff [1] , Liu [17] , Deng and Maekawa [6] , Fu and Ma [9, 10] , Meitz and Fasel [21] , Shen et al. [25] , Shah et al. [24] ). Other examples include Kim and Lee [14] who performed an analytic optimization of compact finite difference schemes, Mahesh [20] who derived a family of compact finite difference schemes for the spatial derivatives in the Navier-Stokes equations based on Hermite interpolations (see also, Chu and Fan [5] for a similar prior analysis), or Deng and Zhang [7] who developed compact high-order nonlinear schemes which are equivalent to fifth-order upwind biased explicit schemes in smooth regions. Hixon and Turkel [13, 12] derived prefactored high-order compact schemes that use threepoint stencils and returns up to eighth-order of accuracy. These schemes combine the tridiagonal compact formulation with the optimized split derivative operators of an explicit MacCormack type scheme. The optimization of Hixon's [13, 12] schemes in terms of reducing the dispersion error was performed by Ashcroft and Zhang [2] who used Fourier analysis to select the coefficients of the biased operators such that the dispersion characteristics match those of the original centered compact scheme and their numerical wavenumbers have equal and opposite imaginary components. Sengupta et al. [23] derived a new compact schemes for parallel computing. Today, compact schemes are widely used in numerical simulations of turbulent flows (e.g., direct numerical simulations), computational aeroacoustics, or computational electromagnetics. In order to increase the speed of such numerical simulations it is desirable to derive more computational efficient compact schemes without affecting the order of accuracy and the wavenumber characteristics.
In this work, we propose a generalized prefactorization of existing compact schemes aimed at reducing the stencil and increasing the computational efficiency. It is based on the type of prefactorization introduced previously by Hixon and Turkel [13, 12] , but here the order of accuracy can be increased indefinitely, and there are no specific requirements for the original compact schemes to be suitable to prefactorization, other than they must fall in the class of centered scheme. A similar optimization was recently performed by Bose and Sengupta [3] . They developed an alternate direction bidiagonal (ADB) scheme, which showed neutral stability and good dispersion characteristics. The analysis included here can be viewed as a generalization of their work, except the focus is on the order of accuracy rather the dispersion characteristics. One of the restrictions of the schemes derived here is that the proposed prefactored schemes can be combined with a predictor-corrector type time marching scheme only. This allows the determination of the derivatives by sweeping from one boundary to the other, thus avoiding the inversion of matrices which can make the computational algorithm cumbersome and the execution time-consuming. It is shown that the original order of accuracy of the classical compact schemes is preserved, while the computational efficiency can be almost doubled (numerical tests pertaining to fourth and sixth order accurate schemes show over 40% decrease in the processing time, while higher order schemes are expected to be more efficient).
Section II will discuss the classical compact difference schemes including wavenumber characteristics. In section III, the prefactored compact schemes are introduced and analyzed. In section IV, two test cases are considered to verify the efficiency and to check the preservation of the order of accuracy of the proposed schemes; the two cases correspond to a linear and a nonlinear problem. The last section is reserved for concluding remarks.
Compact Difference Schemes
Consider the general compact centered approximation for the first derivative:
where 1 ≤ j ≤ N (with N being the number of grid points), the gridfunctions at the nodes are u j = u(x j ), the values of the derivatives with respect to x are u j , and h is the spatial step. If α k = 0 then the scheme is termed explicit. Compact schemes (also known as implicit or Pade schemes), by contrast, have α k = 0 and require the solution of a matrix equation to determine the derivatives of the grid function. Conventionally, the coefficients α k and a k are chosen to give the largest possible exponent, n, in the truncation error, for a given stencil width. Table 1 gives several weights for various compact difference schemes that are considered in this study: fourth (C4), sixth (C6), eight (C8), tenth (C10), twelfth (C12), fourteenth (C14) and sixteenth (C16) order accurate. Schemes C4 and C6 require a tri-diagonal matrix inversion, C8 and C10 a penta-diagonal matrix inversion, C12 and C14 a seven-diagonal matrix inversion, while C16 a nine-diagonal matrix inversion. The inversion of three-and five-diagonal matrices for determining the weights of compact differencing schemes received increased attention, while seven-and nine-diagonal matrices are less popular due to the computational inefficiency. The prefactored compact scheme of Hixon [12] is also included here in the form:
where F and B stand for 'forward' and 'backward', respectively. For sixth order accuracy, a = 1/2 − 1/(2 √ 5), b = 1 − 1/(30a) and c = 0. The leading order term in the truncation error of a finite difference scheme depends on the choice of the coefficients and the (n + 1)st derivative of the function u. To obtain the wavenumber characteristics of compact schemes, consider a periodic domain with N uniformly spaced points on x ∈ [0, L] (with h = L/N ), and the discrete Fourier transform of u as
where the wavenumber is k m = 2πm/L. The mth component of the discrete Fourier transform of u denotedû m is simply ik mûm . Taking the discrete Fourier transform of equation (1) provides the approximate value ofû m in the form:
where the numerical wavenumber is given by:
where z is the wavenumber. Figures 1 shows the numerical wavenumber, the phase velocity, and the group velocity corresponding to the schemes given in table 1 (the exact wavenumber, phase, and group velocity are also included for comparison). One can notice that the dispersion error decreases as the order of accuracy is increased. 
Generalized profactored schemes
The classical compact difference scheme (1) is written (conveniently) in the following form:
where the coefficients γ k and η k are functions of the original coefficients α k and a k given in table 1.
The prefactored compact schemes proposed in this work are given in the form
for the forward operator, and
for the backward operator ('forward' and 'backward' correspond to the predictor and corrector steps, respectively). Notice that the two new schemes are of downwind and upwind types, respectively, so they may feature dissipation errors. However, when combining the predictor and corrector operators the dissipation errors equate to zero, while the dispersion error is the same as the one corresponding to the original centered compact scheme. If we consider a spatial discretization on a one-dimensional grid (consisting of N grid points), the schemes (7) and (8) can be written in matricial form (Hixon and Turkel [13, 12] ) as
where {U } is the vector of derivatives, {U } is the vector of grid functions, and m, n ∈ {1, 2, ..., N }. Equations (7) and (8) imply that
The coefficients in (7) and (8) are determined by requiring that the original classical compact scheme is recovered by performing an average between the predictor and corrector operators, formally written as
Multiplying (13) by B B mn B B nm and using (9), (10), (11) and (12), as well as the relation B 
The coefficients β k and b k can now be determined by matching equation (14) with equation (6) (in the appendix, a Mathematica [28] code used to determine the coefficients for the new 12th order accurate scheme is included). Tables 2 and 3 include these coefficients for several schemes of different orders of accuracy, fourth (PC4), sixth (PC6), eigth (PC8), tenth (PC10), twelfth (PC12), fourteenth (PC14) and sixteenth (PC16), that correspond to the classical compact schemes given in table 1. Table 2 : Weights of several prefactored compact difference schemes (left-hand-side).
Scheme The stencil count has been reduced as follows: from 3-to 2-point stencil for PC4 (this is similar to the scheme proposed by Hixon [12] ), from 5-to 3-point stencil for PC6 and PC8, from 7-to 4-point stencil for PC10 and PC12, and from 9-to 5-point stencil for PC14 and PC16. The advantage of these prefactored schemes is that there is no need to invert matrices because the derivatives can be obtained explicitly by sweeping from one boundary to the other (assuming the grid functions and the derivatives are available at the boundaries). This simplifies the computational cost significantly, without affecting the performance of the schemes since by averaging the predictor and corrector operators the original classical compact schemes are obtained. Thus, the wavenumber characteristics manifested through zero-dissipation and low dispersion of the original compact scheme (1) is retained.
Test cases

Preliminaries
We consider the initial-value problem in R × [0, ∞):
and appropriate boundary conditions, where u(x, t) is a scalar function, c is the convective velocity which may depend on u, and u 0 (x) is a given function of space. Let Ω = {x, l 1 < x < l 2 } be a finite domain in the real set R with l 1 and l 2 chosen such that there exist a real non-negative number h = (l 1 − l 2 )/N called spatial step (N is an integer representing the number of grid points). Because the accuracy of the time marching scheme is not the focus of this study, we use a second order MacCormack [19] scheme which is a two-step predictor-corrector time advancement scheme, and a second order TVD Runge-Kutta scheme [18] . The first time marching schemes is applied in the framework of prefactored compact schemes, while the second scheme is applied in the framework of classical compact schemes. To increase the accuracy of the time marching scheme, a very small time step is set, the emphasis being on the accuracy of the spatial discretization. For the advection equation in one dimension, the MacCormack scheme can be written as
where σ = c(u)k/h, k is the time step, ∆ F x is the 'forward', and ∆ B x is the 'backward' difference operators. The second order TVD Runge-Kutta method [18] is:
where L(u j ) = −c(u j )(∂u/∂x) j . These two time marching schemes are essentially the same, except the first is applied in the framework of predictor-corrector type marching procedure, while the second is applied with 2 stages per time step.
Linear advection equation
For the linear advection equation, the convective velocity c is a positive constant (equal to 1 here), which renders the transport of the initial condition u 0 (x) in the positive direction. The initial condition is given by
(Hardin et al. [11] ). The domain boundaries are l 1 = −20 and l 2 = 450, and the final time is t f = 200. The equation (15) is solved numerically using all prefactored compact difference schemes considered in the previous section. Figure 2 shows the numerical solution using the sixth order accurate prefactored and classical compact schemes; the numerical solutions are compared to the analytical solution (the initial solution is also included). One can notice that there is no difference among the solutions. This is stressed in table 4 which lists the L 2 -errors for the fourth, sixth, eight and tenth order accurate schemes (both prefactored and classical); the differences between the errors are very small, which is expected since the schemes have similar behavior (the differences in the errors come from the time marching algorithms). From Taylor series expansions corresponding to two different steps, h 1 and h 2 , the order of accuracy of the compact scheme can be estimated as
where 1 and 2 are errors associated with the spatial steps h 1 and h 2 , respectively. The smallest time step in the MacCormack time marching scheme was k = 1E − 6 corresponding the the sixteenth order accurate scheme. Different grid point counts are considered to study the behavior of the numerical errors. Figure 3 shows L 1 , L 2 and L ∞ errors (calculated by taking a summation over all points in the grid) plotted against grid point count, corresponding to all prefactored schemes, while table 5 lists these errors and the evaluated order of accuracy (calculated via equation (20)). From the plots in figure 3 , a linear decrease of all errors with respect to the grid count can be noticed, except slight deviations for the last grid count in the behavior of PC14 and PC16. At this accuracy level the errors approach the machine precision, but in addition the time marching may no longer provide the required accuracy (a further decrease of the time step was not pursued). The evaluated orders of accuracy included in table 5 are close to the theoretical ones (indicated by the suffixes, e.g. 'PC4' has 4th order of accuracy) suggesting that the prefactored schemes are indeed able to maintain the desired order.
The computational efficiency increase is tested for PC4, PC6, PC8 and PC10, by comparing the computation time to the case when corresponding classical compact schemes of fourth (C4), sixth (C6), eight (C8) and tenth (C10) order of accuracy, respectively, are employed. C4 and C6 schemes necessitate the inversion of a three-diagonal matrix which is performed here via the Thomas algorithm ( [27] ), while for the C8 and C10 schemes a pentadiagonal matrix inversion is required; this is done here using a LU-factorization, where the matrix elements are calculated only once and stored to be re-used. For classical compact schemes, a second order TVD Runge-Kutta schemewhich is equivalent to the second-order MacCormack schemes in terms of the number of operations -is used to march the solution in time. The number of grid points is significantly large -in the order of 10,000 -such that the spatial discretization consumes most of the computational time. Table 6 shows the results in terms of the computational time. By using PC4 as opposed to C4, a 41.7% decrease in the computational time is achieved; a 40.2% decrease in the computational time is achieved when employing PC6 scheme versus C6; a 33.1% decrease is achieved when applying PC6 versus C6; and a 32.3% decrease is achieved when applying PC10 versus C10.
The percentages shown in table 6 can be explained by a comparison in terms of the number of operations that are necessary when the two types of schemes are applied. It was found that fewer operations are necessary in the case of PCn schemes in all cases (for example, 4 additions and 5 multiplications per step are needed for 8th order accurate PCn schemes, as opposed to 7 additions and 8 multiplications per stage that are needed for 8th order accurate Cn schemes)
Nonlinear advection equation
In the context of the inviscid Burgers equation, the convective velocity is c(u) = u, which renders equation (15) to be nonlinear. The domain boundaries are l 1 = −1/2 and l 2 = 1/2, while the initial condition is given as
where the Gaussian function was introduced to drive the initial waveform exponentially to zero, at both boundaries (in this ways, errors from boundary conditions are minimized). The final time is t f = 1.5. As in the linear case, the equation (15) is solved numerically using all prefactored compact difference schemes for different grid point counts. Figure 4 shows the numerical solution at two different time instances, using the sixth order accurate prefactored and classical compact schemes; a comparison to the analytical solution is also included along with the initial condition. A discontinuity is forming in x = 0, which is stronger in figure 4a , corresponding to t = 2.2; here both compact schemes develop spurious oscillations around the discontinuity, but the important conclusion is that both prefactored and conventional schemes behave similarly, as expected. Table  4 lists the L 2 -errors for the fourth, sixth, eight and tenth order accurate schemes (both prefactored and classical schemes); the differences between the errors are very small as in the linear case. Figure 5 shows L 1 , L 2 and L ∞ errors plotted against grid point count, corresponding to all prefactored schemes. Up to tenth order of accuracy, the trends are the same as in the linear case, but for order of accuracy greater than twelfth there are some discrepancies that may be the result of the accuracy of calculating the exact solution. Table 8 lists L 1 , L 2 and L ∞ errors and the evaluated order of accuracy (calculated via equation (20)). The orders of accuracy included in table 8 are close to the theoretical ones for PC4, PC6, PC8 and PC10, but there are deviations for PC12, PC14 and PC16 (due to the same reasons that are mentioned above). However, the trend of increasing the evaluated order of accuracy as the theoretical one is increased is still right.
In terms of the computational efficiency gain, by using PC4 as opposed to C4 a 40.6% decrease in the computational time is achieved; a 39.8% decrease in the computational time is achieved when employing PC6 scheme versus C6; a 31.6% decrease is achieved when applying PC8 scheme versus C8; and a 30.4% decrease is achieved when applying PC8 scheme versus C8 (see table 9 ). 
Conclusions
In this work, a prefactorization of classical compact schemes was proposed, targeting the increase of computational efficiency and the reduction of the stencil. The new prefactored compact schemes can be applied in the context of predictor-corrector type time marching schemes, where sweeping from one boundary to the other is possible. The wavenumber characteristics of the original schemes are preserved since by averaging the predictor and corrector operators the dissipation error vanishes, while the dispersion error matches exactly the dispersion error of the original scheme. Here, up to sixteenth order accurate compact schemes are analyzed, but theoretically any order of accuracy can be considered and tested, including existing optimized compact schemes. As an example, the coefficients of the prefactored spectral-like compact scheme of Lele [15] were calculated (given in  table 10 ) and tested, and the results showed similar behavior as the original scheme. 
, L 2 and L ∞ errors for different grid point counts, both for linear and nonlinear cases, showed that the order of accuracy of the new schemes is preserved (with some deviations in the nonlinear case attributed to other external sources of errors). As expected, the computational efficiency increased by using the prefactored schemes as opposed to corresponding classical compact schemes. This was demonstrated for fourth and sixth order accurate schemes (the extrapolation to higher order scheme seems obvious).
As mentioned above, one of the disadvantages of the proposed prefactored schemes is the restriction to predictor-corrector type time marching schemes. Another disadvantage may be the difficulty in applying the schemes in parallel solvers and at the boundaries of the domain, although similar issues may also be encountered when employing classical high order compact schemes.
