Abstract-An estimation procedure for calibration of a lowcost inertial measurement unit (IMU), using a rigidly mounted monocular camera, is presented. The parameters of a sensor model that captures misalignments, scale and offset errors are estimated jointly with the IMU-camera coordinate transformation parameters using a recursive Sigma-Point Kalman Filter. The method requires only a simple visual calibration pattern. A simulation study indicates the filter's ability to reach subcentimeter and subdegree accuracy.
I. INTRODUCTION
Progressive developments in micro-electro-mechanical system (MEMS) technology have lowered the cost of accelerometers and gyroscopes and enabled the use of inertial information in various applications from navigation to augmented reality. The performance of such systems are dependent on the accuracy of the calibration of the accelerometers and gyroscopes in the IMU. For low-cost applications, it is of interest to find simple, repeatable calibration procedures that do not require precisely controlled mechanical platforms that excite the IMU outputs.
In [1] , a triad of accelerometers are calibrated by observing the magnitude of the output in static positions and then numerically solving a nonlinear Least-Squares problem. The gyroscope calibration parameters, however, are not observable. A different approach is presented in [2] based on optically tracking LEDs attached to the IMU and allows for estimating its position and orientation. The parameters are solved using a Gauss-Newton search.
IMUs are used in conjunction with cameras in vision-aided inertial navigation, robotics and augmented reality, cf. [3] - [7] . In this context it is also important to estimate the coordinate transformation parameters between the inertial and camera frames. A procedure using turntables was given in [8] but [9] , [10] use a considerably simpler setup with a monocular camera, which is an inexpensive and passive sensor, along with a visual pattern typically used to calibrate the internal camera parameters in many computer vision applications [11] . An example is shown in Figure 1 .
Here we use this information for calibrating the IMU itself, along with the coordinate transformation parameters, exploiting the fact that the orientation of the planar calibration pattern relative to the gravitational field is known to a high degree of accuracy, e.g. by placing it on a horizontal plane perpendicular to the gravity vector, using a digital spirit level. We present a sequential linear filter, based on the Sigma-Point approach, that jointly estimates the IMU sensor model parameters and refines initial estimates of the coordinate transformation parameters between the inertial and camera frames.
II. SENSOR MODEL
Sensors that measure inertial information contain errors arising from nonlinearities, such as saturation, manufacturing imperfections, and other unmodeled random noise. Figure 2 illustrates a model of a sensor that measures the sought physical quantity u , such as specific force f ∈ ℝ 3 or angular velocity ∈ ℝ 3 , in an ideal inertial frame { }. For navigation in three-dimensional Euclidean space using Newtonian mechanics, the sensitivity axes of the sensors should ideally be orthogonal and with equally scaled outputs but manufacturing imperfections cause them to be non-orthogonal with scale errors, modeled by the matrices T and K, respectively. Offset error or bias u is modeled as a slow-varying term and remaining errors, such as quantization noise, as an additive random white noise process n with mutually uncorrelated components.
Using the sensor model above, the accelerometer output is written asf where
. By defining the ideal inertial coordinate frame { } to be aligned to the sensor's x-axis and the plane spanned by the xy-axes, using a small angle assumption of the misalignment, we can write
The gyroscope output is modeled in a similar fashion,
where
. Its three sensitivity axes are related by six small angle rotations to the ideal inertial frame { }, which is determined by the accelerometer cluster's xy-axes as described above, and allows us to write,
Ideally, all scale factors in (k , k ) equal 1 and misalignments in ( , ) equal 0.
III. PROCESS MODEL
The unknown sensor parameters cause the position, velocity and attitude computed using the inertial navigation system (INS) equations to deviate from their ideal values. The deviations are estimated using a mapping between a visual calibration pattern and the image plane of the rigidly mounted camera and are correlated with the sensor parameters. The framework used here is based on a feedback approach that increases the tractability of the estimation problem by simplifying the process model.
A. Navigation error states
The INS equations provide estimates in a navigation frame { }, centered on the calibration pattern. The deviations or error states ( p , v , ) are caused by the deterministic and stochastic sensor errors, modeled in the previous section, and evolve according toṗ = v
andv
when neglecting higher-order terms.
denotes the skew-symmetric matrix representation of the crossproduct operation. Similarly the attitude error dynamics are described bẏ
B. IMU-to-camera transformation parameters
The affine transformation between IMU and camera coordinate frames, denoted { } and { }, is parameterized by an offset vector p ∈ ℝ 3 and rotation matrix R ∈ ℝ 3×3 . These are however taken as estimates since the attachment of the camera to the IMU may not occur under precisely controlled circumstances. Moreover, in certain scenarios the camera will be removed after calibration of the IMU and hence the method must be repeatable without having to assume highly accurate estimates.
While an initial offset estimatep can be given relatively easily using rudimentary measurement equipment, providing an initial rotation estimateR can be somewhat harder. However, one can exploit static measurements of the gravitational field which is known in { }. The images of the planar calibration pattern provide estimates of R [11] which gives an estimate of the gravity vector in { },ĝ =R g . Since static accelerometers measure g , we haveĝ ≈ Rĝ which lends the estimation of R to a Least-Squares problem, by minimizing
subject to R * R = I 3 . The solution to such a problem was given in [12] . Let
compute the SVD, H = UΛV * , and form X = VU * . If det(X) = +1 thenR = X is the solution to the LeastSquares problem. The initial estimates of the transformation parameters are subsequently refined by estimating the offset error p ∈ ℝ 3 and orientation error ∈ ℝ 3 .
C. IMU calibration parameters
In accordance with the sensor model in (1) ⊤ scale factors. The parameters are assumed to be constant during the calibration procedure.
D. Discrete-time process model
Writing the error state space model in discrete-time form yields
The slow-varying biases are modeled as Brownian motion,
Let the total state vector be denoted
and vec(⋅) : ℝ × → ℝ ×1 is the vectorization operation, then the discrete-time process can be written as a state-space model with a nonlinear and linear part,
The covariance matrix Q ∈ ℝ 12×12 of the augmented noise vector n ≜ vec([n f , n , n f , n , ]) is assumed to be time-invariant.
IV. MEASUREMENT MODEL
A feature point on the calibration pattern, with a known coordinate d ∈ ℝ 3 in { }, i.e. relative to the gravitation field, is projected on the image plane according to a pinhole camera model,
where v ( ) is measurement noise that arises from the image caption process,K ∈ ℝ 2×3 is a truncated camera matrix containing its intrinsic parameters 1 , and
Concatenating observed feature points into one vector yields the measurement function:
1 These can be estimated from a set of images of the same calibration pattern. This is also relevant for calibration of nonlinear lens distortions [11] .f If the measurement noise from each projected feature is assumed to be mutually uncorrelated, the covariance matrix
ofv has a block-diagonal structure.
V. ESTIMATION FRAMEWORK
The process model (11) and measurement model (13) form a state-space system,
that is used in an estimation approach shown in Figure 3 . The high-rate IMU propagates the INS state estimates that deviate from their ideal trajectories when the system is in motion. These deviations x ins , caused by the sensor imperfections, are periodically estimated and corrected by exploiting the known visual calibration pattern. Thus the observationsz provide information about the sensor model parameters x imu that give rise to the deviations. In addition the errors of the coordinate transformation parameters x cam are estimated and used for correction. The relationship is illustrated in Figure 4 .
The signal processor applied to solve the joint state and model parameter estimation problem is a recursive SigmaPoint Kalman filter which uses a linear combination of the observations to provide an estimate based on the Mean Square Error criterion, by means of statistical linearization [13] . The algorithm is given below but implemented in square-root form for numerical stability [14] , [15] . Since the process noise n is not additive, one needs to augment the Sigma-Point state vector with noise states as described in Algorithm 1.
VI. SIMULATIONS A. Sensor signals and parameters
For validation purposes the proposed Sigma-Point Kalman filter is tested with ground truth by means of simulations. if feature points {z ( ) } observed then 5: Formz and R
6:
%Generate sigma points and prediction:
%Measurement update:
10: 
%Time update:
29:
) * The movement of the IMU is generated as a user-defined trajectory {p } =0 using cubic splines to ensure continuous acceleration. The attitude and hence the angular rate is determined by directing the camera towards the calibration pattern. The outputs are ideal accelerometer and gyroscope signals {f , } =0 sampled at 100 [Hz] . Misalignments ( , ) and scale factors (k , k ) are added according to the sensor model, with values set in Table I . The biases ( f , ) are set as constants and the additive white noise terms {n f , , n , } =0 are generated by Gaussian distributions with standard deviations ( , ). The magnitudes, applied here equally to each axis, were set using data from a static low-cost IMU and given in Table II Figure 5 illustrates the motion of the system during two minutes. The camera is directed down towards the pattern during the entire calibration procedure.
30: end for
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B. Estimation setup
The weights in the Sigma-Point filter are set as = = . Similarly, the actual errors were generated by a Gaussian distribution. Finally, the initial misalignment estimates are all zero and scale factor estimates 
C. Results
The performance of the estimator is dependent on the dynamics of the system, i.e. on the sensor signals that are excited. The example trajectory used here is shown in Figure 5 . The time-varying estimation error statistics during the initial 40 seconds are shown in figures 6 to 12, using 100 Monte Carlo simulations. The estimated mean errors and Root Mean Square Error (RMSE) bounds are plotted in colored lines and dashed black lines respectively. The figures also show the 3 -bounds in dotted lines, obtained from the diagonal elements of the filter's error covariance matrix, which provide a representation of its uncertainty of the estimates. We see that while the approximation of the Sigma-Point method cannot fully capture the statistics of the highly non-linear system, the signal processor is capable of providing estimates that quickly reach subcentimeter and subdegree accuracy, as well as scale factor deviations by less that 1 percentage point.
Results for the entire 120 second trajectory from 100 Monte Carlo simulations are shown in Table III . These include the final RMSE of the estimates as well as the means and standard deviations of the errors for the coordinate transformation parameters, sensor biases, misalignments and scale factors, respectively. As can be seen the estimate biases tend to be of the same order of magnitude as the standard deviation of errors. 
VII. CONCLUSIONS
A simple and repeatable calibration procedure for lowcost inertial measurement units has been proposed, using a monocular camera with a visual calibration pattern. The sensor models capture misalignments, scale and offset errors as well as IMU-camera orientation and offset errors which are estimated by a recursive Sigma-Point Kalman filter. A simulation study indicates that it is capable of reaching subcentimeter and subdegree accuracy and scale factor deviations below 0.1 percentage points. Future work for validation would have use real inertial and visual sensor data, implement feature point extraction, construct tests for whiteness of the innovations and use detailed information about the sensor properties from an IMU manufacturer. 
