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I. TACTILE SENSING
T ACTILE information is useful for locating and identifying objects, determining the texture, hardness, and temperature of objects, and detecting slippage of a grasped object. These capabilities are particularly important when visual information is not readily available as is the case, for example, in underwater manipulation and during the process of grasping an object from a bin of parts. As large number of tactile sensing applications are discussed in a recent survey of the state of the art in tactile sensing research [10] .
In this paper we will consider a limited subset of robotic tactile recognition. In particular, we consider how information from several tactile sensors may be used to identify which object, from among a set of known objects, has been grasped and to determine the object's position and orientation relative to the hand. In the recognition process we limit ourselves to using very local information from sensors: 1) the position of a few contact points and 2) ranges of surface normals at the contact points. We propose a scheme for concurrent recognition and localization that is simple to implement and has low computational cost. We also illustrate the performance of this method on simulated data.
Our primary motivation in this paper is to illustrate that tactile recognition and localization can be done without resorting to statistical pattern recognition or global feature-finding. Statistical pattern recognition, on the one hand, ignores much Manuscript received May 11, 1983 ; revised September 19, 1983 . This work was supported in part by the Office of Naval Research under Contract N00014-18-K- of the geometric constraint available from object models and cannot be used to locate objects. Global feature-finding, on the other hand, may require the sensor to explore large segments of an object's surface, which is a slow process. A parallel goal is to show that recognition and localization are feasible using data from small, stiff sensors with poor force resolution, but high spatial resolution. We feel that the viability of this recognition approach has important implications on the design of tactile sensors. In particular, it shows the importance of obtaining some constraint on the surface normal at the point of contact.
Because we make only a few simple assumptions on the nature of the input data, the method developed in the paper is applicable without modification to other sensory modalities, including binary vision and range-finders.
A. Tactile Sensors and Tactile Data
A tactile sensor is a device that can detect the location and, possibly, the forces of contact with an object. A microswitch, for example, can serve as a simple tactile sensor capable of detecting when the force over a small area, e.g., an elevator button, exceeds some threshold. We make the distinction between tactile sensors, which measure forces at specific points, and force sensors, which measure the total forces and torques on some structure. Two force systems may produce equivalent resultant forces on a force sensor, but be distinguishable by an array of tactile sensors on the basis of where on the matrix the forces are applied.
The most important type of tactile sensors are the matrix tactile sensors, composed of an array of sensitive points. The simplest example of a matrix tactile sensor is an array of microswitches. Much more sophisticated tactile sensors, with much higher spatial and force resolution, have been designed; see [10] for a review and [11] , [19] , [22] for some recent designs.
A matrix tactile sensor produces an array of measurements that are a function of the pressure distribution over the sensor. The exact relationship of these measurements to properties of the object is very complex and depends on the particular sensor design [2] , [24] , [25] . In practice, the presence of electrical noise, vibrations, limited resolution, and unmodeled compliance make it difficult to determine, much less invert, this relationship in detail. Because of this difficulty in directly interpreting individual tactile data elements, especially from today's sensors, existing approaches to tactile recognition have relied on alternative sources of information (except, see [13] ). The two principal styles are those based on statistical pattern recogni-0162-8828/84/0500-0257$01.00 © 1984 IEEE tion and those that build explicit models from the data and match them to object descriptions.
Much of the existing work on tactile recognition has been based on statistical pattern recognition or classification. Some researchers have relied on the contact patterns on matrix sensors [4] , [18] . The assumption motivating this line of research has been that the individual (local) data elements are not repeatable and only their statistical parameters can be counted on. The measured statistics are then compared to reference statistics for the known object types. The resulting methods are limited to discriminations among a few simple types of objects.
A second approach to statistical tactile recognition uses patterns of the positions in which the fingers of articulated hands come to rest against the object. A number of researchers have used the joint angles of the fingers as their primary data [5] , [17] , [18] , [26] . A related approach classifies the pattern of activation of on-off contacts placed on the finger links [13] .
Several tactile recognition methods have been proposed that attempt to build a partial description from the sense data and and to match this description to the model. Individual approaches differ on the type of description used.
One group emulates the feature-based approach that has been successful in vision systems. The idea is that the pattern of measurements on a matrix sensor can be used to identify global object features, such as holes, edges, vertices, pits, and burrs [2] , [11] , [24] . These featuresmaybe difficult to locate and identify for objects that are significantly larger than the sensor, however. In particular, it may be difficult to integrate successive sensor readings to obtain reliable features.
Another group attempts to build surface models, either from pressure distributions on matrix sensors [19] , or from the displacements of an array of needle-like sensors [21] . [27] . These methods must face the rather complex problem of matching the surface descriptions obtained from the data to those of a model. A related approach that simplifies matching has been to build a representation of subsets of an object's cross section and match them to object models [13] , [20] . The method described in [20] is particularly interesting in this respect as it represents both objects and data as a sequence of unit surface tangents indexed by angle. This representation is invariant with translations and simply shifts with rotation, thus simplifying the matching process.
Note that, in many cases, the tactile sensors are used only to detect contact; it is the relative position of sensors to objects that is the actual source of data. The method described in this paper also uses relative positions, rather than two-dimensional patterns of contacts, as its primary data. The key differences from the methods outlined above are the following. 1) Our method uses very sparse data: one point from each sensor.
2) Our method exploits the geometric constraints obtained from complete object models.
The data we use for recognition and localization are estimates of the position and normal vector of a few points on the surface of the touched object. 1) Surface Point: On the basis of sensor readings, some points on the sensor can be identified as being in contact with external objects. In real sensors, there is some uncertainty as to the actual contact point, but its position can be constrained within some small area. If the sensor's shape and location in space are known, one can determine the position of some point on the touched object, to within some uncertainty volume.
2) Surface Normal: At the contact points, the known surface normal to the sensor must be the negative of the object's surface normal at that point. This is exactly true only for a rigid sensor and object in the absence of measurement error. In practice, weaker but stull useful constraints on the surface normal can be recovered.
We do not discuss how these data may be obtained from actual sensor data, since this process is completely sensor-dependent. Our aim is to show, instead, how such data may be used in conjunction with object models to recognize and localize objects. Different approaches to tactile recognition based on this type of data are outlined in [6] , [12] .
Position and normal data can be obtained reliably only if the tactile sensors have high spatial resolution; such sensors are currently under development. The sensor described by [11] , for example, has 256 sensitive points on an area of one square centimeter. Sensors with even higher resolutions are feasible.
Fortunately, the information required by our recognition method is very local, so the sensor need not be large. A related requirement on the sensor is that it be fairly stiff; otherwise, the accuracy of the position and normal information will suffer. Tactile sensors, by their very nature, provide information over a relatively small area of an object. This limitation is overcome either by mechanically scanning the sensor, which is slow, or by using multiple sensors. In this paper, we assume that a small number of sensors, typically three, are used in conjunction. The three sensors may be, for example, at the tip of three fingers used to grasp an object [23] .
In addition to the data provided by contact, there is an important additional constraint provided by lack of contact. For example, it the sensors traveled some distance before contact with an object, any valid interpretation of the sensory data must not predict an earlier contact along the path. The principle that a lack of data can provide constraints on interpretation has been exploited in the interpretation of visual data; see [9] . We will see later how this constraint can be exploited in the tactile domain.
B. Problem Definition
The specific problem we consider in this paper is that of identifying an object from among a set of known objects and of locating it relative to a "hand." We assume that the hand is equipped with three narrow circular fingers,' equipped with tactile sensors, that can be moved along linear paths. The sensor paths are parallel to, but possibly at different normal distances from, a prespecified support plane (see Fig. 1 ). The hand frame and the positions of the sensors relative to the hand frame are known to high accuracy. Each sensor is processsed 1The effect og sensor shape can be quite complex, and is outside of the scope of t;his paper. We have simplified the problem definition by neglecting this effect. to obtain (as above): 1) one point known to be on the object surface (within some error bound) and 2) a range of feasible surface normals at the point of contact. The object touched is assumed to be a single polyhedral object that is on the support plane in a stable state. Hence the object has three degrees of positional freedom, x, y, and 0, relative to the frame of the support plane. We call the vector of parameters that uniquely specify the position and orientation of the object its configuration. In this case, the vector (x,y, 0) will be the configuration. The different stable states of the object are treated, conceptually, as if they were separate objects. This set of assumptions is similar to those used in many binary vision systems, e.g., [8] .
The key limitation in this problem definition is the one limiting the number of degrees of positional freedom of the object relative to the hand.2 In bin-picking problems, for example, the objects may have up to six degrees of positional freedom relative to the hand. Note, however, that if one can locate any planar surface on an object, e.g., by aligning a planar sensor with it or from visual data, then the resulting localization problem is reduced to three degrees of freedom (relative to this surface).
II. BASIC ALGORITHM
In this section we illustrate the basic algorithm for the tactile recognition problem described above. We first illustrate the approach for three sensors moving in a plane, therefore objects can be taken as being polygonal. We will assume that there is no error in determining the position of points on the object's surface. We consider extensions in the next section.
A. Interpretation Tree
After closing an f-fingered hand on an object, we have the positions of f points Pi, known to be on the surfaces of one of the n known objects, Oj, having ej edges. Our first problem is determining on which of the edges of which object each of the Pi is located. From this information, we will be able to compute the location of the object relative to the hand. (e)f. In an object with symmetries, of course, the IT is highly redundant. The problem of detecting symmetries is beyond the scope of this paper. The interested reader is referred to [3] for a recent treatment of the topic. Once symmetries are identified, a representative subset of the edges is chosen for the first level of the IT. Once final solutions are found in this IT, the other symmetric solutions can be identified directly. Fig. 3 3) Model Constraint: The positions of the Pi must satisfy the equations of the edges paired with them for some position and orientation of the object. These constraints typically serve to prune away all except a few nonsymmetric f-interpretations of the data. Other constraints are possible, e.g., that on the angles in the triangle formed by three contact points.
Note that the distance and angle constraints can be used to prune k-interpretations, for k > 1, thereby collapsing the IT. We consider each of the constraints in more detail below. 1) Distance Pruning: Given two edges on an object, we can easily compute the range of distances between points on the edges. If the edges touch at a common vertex, the distances will range from zero, at the vertex, to the distance between the other two endpoints of the edges (see Fig. 4 ). Note that we can also compute the range of distances between points on one edge (zero to length of the edge).
If an interpretation calls for pairing two of the contact points with two object edges, the distance between the contact points must be within the range of distances between the edges (see also [3] ). In fact, the measured distance is subject to measurement error, so the actual constraint is that the range of measured distance plus or minus the estimated error intersects the legal range of distances between the edges. Note that the distances between all pairs of contact points must be consistent, i.e., there are three distances between three contact points. Because of this, the distance constraint typically becomes more effective as more contact points are considered.
2) Angle Pruning: Contact points may be associated with a range of legal surface normals obtained from analyzing the sensory data. Given our restriction on degrees of freedom, the range of normals can be represented as a range of angles relative to the hand frame. The range of normal directions can be directly converted to a range of legal orientations for the touched object. This is not the only source of constraints on the orientation of the object, however.
We also know that if an interpretation associates a contact point with an edge, then the path of the sensor to that contact point must not touch any part of the object before the specified edge. Hence, for each point on an edge, we can identify a range of forbidden approach directions which would violate this constraint. 3 We want to use this constraint to prune impossible interpretations, so we want a conservative estimate of the forbidden directions; hence, we take the intersection of the forbidden ranges for all points on the edge. The complement of this intersection is called the conservative angle pocket for the edge. Given an actual or hypothesized contact point on an edge, an exact angle pocket can be computed. Angle pockets are represented as ranges of angles relative to a reference frame fixed on the object (see Fig. 5 ).
An additional source of constraint on legal surface normals arises from the static force balance between the sensor and the surface. For the sensor to come to rest on the surface, the force applied by the sensor must point into the surface's friction cone, i.e., the tangential component of the applied force must be less than the maximum frictional force. This constraint can be incorporated into the computation of an edge's angle pocket, although it is fairly weak. It is only useful when no estimate on normal is available from the sensory data.
Given a pairing of a contact point with an object edge we can compute two ranges of orientations of the object's reference frame relative to the hand frame. One range follows from the requirement that the approach direction is within the angle pocket; the other from the requirement that the actual edge normal direction be within the range of measured normal directions. Let Let the equation for the jth edge line be Fj(P) = 0, where P = (x, y, 1) and let R(xo, yo, 0O) be a homogeneous transformation relating points in the hand frame to those in the object frame. We must solve for the transformation parameters given the equations Fj (R (xo, Yo, 0 O)Pi) = 0 for each i, j pairing of contact point and edge in the interpretation. For three edges and three points, these equations can be solved analytically; in more complex situations, e.g., curved surfaces, numerical solutions would be required.
In the two-dimensional case with no error, we need three independent equations to locate an object. When multiple contact points are matched to a single edge or parallel edges, only the orientation of the object and not its position may be determinable. If more than three contact points are available, the remaining equations may be used for disambiguation or doublechecking, when necessary.
Any legal solutions to the system of equations must satisfy two additional criteria. The first is that the transformed contact points must fall within the finite edge segments of the model. The existence of a solution for the equations guarantees only that the points are on the infinite line containing the edge segment. If the equation system fails to be solvable or if the solution places the points outside the edges, the interpretation can be pruned. Another constraint that must be satisfied is that the approach paths must lie within the exact angle pockets 14, i.e., less than 1 percent. In fact, had we had tighter angle constraints, fewer total interpretations would have been examined. This example illustrates the surprising effectiveness of the simple pruning mechanisms. Fig. 7 shows several other objects that were handled by an implemented program that embodies the basic algorithm described above. The number of legal configurations depends on symmetries and on the choice of contact points. Table I gives pruning statistics for these objects when distance pruning is used first. Table II gives the statistics when angle approach directions. The results can be better or worse depending on the actual contact points. If the contact points are clustered together, then little pruning can be done. We have found that the best results are obtained when the approach directions are evenly spaced around the object, which is intuitively appealing. Fig. 8 shows some results of running the algorithm to differentiate among several objects.
The program used on these examples employed only the constraint imposed by the approach direction, i.e., it does not use measured estimates of the surface normal. For this reason, angle pruning is significantly less effective as a first pruning step than distance pruning in these examples. Note that only a small percentage of the interpretations are examined in detail, but that for complex objects the absolute numbers are still large. The use of hierarchic object models as discussed in the next section is intended to address this problem.
In the tables below, the column labels are as follows. Column 1 indicates the number of nodes in the first level of the IT, which is the number of edges in the object (only half the edges of object tr-l are listed due to symmetry). Column 2 is the number of nodes in the second level of the IT which is equal to column 1 times the number of edges in the object. Column 2D is the number of 2-interpretations surviving distance pruning. Column 2A is the number of such interpretations surviving angle pruning. The order of the columns indicates which type of pruning is done first. Column 3 indicates the number of possible 3-interpretations. Columns 3D and 3A indicate the number of 3-interpretations that survive distance and angle pruning respectively. Column M indicates the number of 3-interpretations that pass the model test.
In Table III , we recast the statistics above into pruning efficiencies, i.e., the ratio of the number of interpretations that are eliminated by one or more pruning tests to the number of initial candidate interpretations. We refer to the columns in Tables I and II by prefixing the table number In this section, we consider extensions to the basic algorithm that may improve its performance as well as extend its range of applicability. The ideas discussed here are the subject of ongoing research [7] , [15 ] A. Sensors at Different Heights from the Support Plane The problem statement in Section II requires that the sensors be at same height above the support plane, effectively reducing the recognition and localization problem to two dimensions. Fig. 9 ). Hence, on each level of the IT the set of edge candidates for pairing with a contact point is drawn from a different cross section (see Fig. 9 ). Distance pruning is unchanged under these circumstances, except that only distance along the support plane is considered. Angle pruning and model pruning are unchanged.
B. Disambiguation
In general, multiple interpretations (several objects and several configurations of those objects) will be consistent with the distance, angle, and model constraints; we saw this in the examples in Section Il-C. There are two main sources of ambiguities: uncertainties in measuring the surface normals and symmetries.
Disambiguating between legal interpretations requires additional data, which may be obtained by moving the sensors on the object. An alternative to moving the sensor is the use of four or more sensors, instead of the minimum of three, so as to reduce the number of ambiguous interpretations. With redundant sensors, the number of interpretations that will require the model test should also be significantly fewer.
One possible strategy for obtaining the additional constraints required for disambiguation is A third strategy is to choose a new grip such that the approach directions of the fingers are guaranteed to disambiguate among the possible objects and configurations (or provide the maximal information). This can be done by choosing approach directions for the fingers such that, between them, the fingers cros's one edge for each object or configuration, and furthermore, that the possible crossing points along e'ach approach path be separated from each other by a perceptible amount (see Fig.10 ). Each of the crossing points of the approach directions and an edge represents the position of the contact poi'nt to be expected if that interpretation holds.
Note that the chosen next approach direction must be guaranteed to reach the edge, so the direction should be within the intersection of the exact angle pockets for all the points on all the edges. Because the candidate interpretations are know'n, these angle pockets are available as angles relative to the hand frame. One possible next approach direction found by an implementation of a simple form of this algorithm is shown in some of the examples in Section 11-C and labeled "next approach." C. Using Hierarchical Object Models For objects with large numbers of edges n, it may be too expensive to even consider the n 2 2-interpretations in the IT for pruning. The "hand" object in Section 11-C, for example, had 662 nodes at level 2. In these circumstances, we can use a hierarchical representation of the object's boundary to limit the combinatorial explosion. A good choice of representations for the object boundary is the strip tree representation -suggested by [1] (see Fig. I 1) . So as to accommodate angle pruning, each strip must represent a list of the edge normals within the strip, and the angle pocket for the strip, which is the union of the angle pockets for the edges in the strip.
We can now apply the basic algorithm of Section II to any level of the strip tree representation of an object's boundary. In particular, distance and angle pruning can be simply generalized to strips. Distance pruning is based on the ranges of distances between strips instead of those between edges. Angle pruning must deal with unions of angle ranges arising from the indiviual angles in each strip. These generalizations are illustrated in Fig. 12 . Model pruning is postponed until the most detailed level of the strip tree, corresponding to the original edge list.
Each remaining legal interpretation from one level of the strip tree defines a limited object model to which the basic algorithm can be applied. In the next iteration of the algorithm, a Pi is limited to pairing with the substrips of the strip paired with that contact point at the current level of the strip tree (see Fig. 13 ).
In the worst case, e.g., when all the interpretations are legal, the strip tree approach leads to additional work with no savings.
We expect that on average it will produce substantial savings for very large object models. is subject to error from a variety of sources, including sensor deflection, the sensor's limited spatial resolution, and errors in the hand's position sensors. The object model also is limited in accuracy.
D. Measurement Error
Distance pruning can be readily extended to deal with errors by using the technique discussed for strip trees. Each edge can be enclosed in a strip that encloses all possible measured positions of a contact point that could be on the edge. When an interpretation involving two such strips is pruned, it means that the interpretation is impossible even taking error into account. One can expect that the efficiency of distance pruning will deteriorate as the expected error increases.
Model pruning, as described earlier, is impossible in the presence of error. In general, the edge equations will be inconsistent with the measured data. The approach we are pursuing is to solve numerically for the object's configuration that minimizes the distances of the contact points from the edges paired with them in the interpretation. If any of the minimal distances exceeds a maximum error bound, the interpretation is invalid. The key problem in implementing this method is choosing initial values for the configuration parameters of the object given a pairing of edges and contact points. Ftarther work is underway in this area.
IV. SUMMARY
We have assumed, thus far, that the position of the contact This paper has introduced a simple and efficient approach to points are known exactly. In practice, the measured position the recognition and localization of objects using object models and very local tactile information: positions of surface points and constraints on surface normals. Using simple pruning mechanisms, we were able to achieve drastic reductions of the combinatorics in the recognition process.
The method described here is limited to polyhedral objects having three degrees of positional freedom relative to the hand. The generalization of the method to objects with curved surfaces and six degrees of positional freedom is the subject of ongoing research; the techniques described in this paper appear to generalize fairly directly. 
