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HOPF ALGEBRAS—VARIANT NOTIONS AND
RECONSTRUCTION THEOREMS
JOOST VERCRUYSSE
Abstract. Hopf algebras are closely related to monoidal categories. More
precise, k-Hopf algebras can be characterized as those algebras whose category
of finite dimensional representations is an autonomous monoidal category such
that the forgetful functor to k-vectorspaces is a strict monoidal functor. This
result is known as the Tannaka reconstruction theorem (for Hopf algebras).
Because of the importance of both Hopf algebras in various fields, over the last
last few decades, many generalizations have been defined. We will survey these
different generalizations from the point of view of the Tannaka reconstruction
theorem.
1. Introduction
Since the discovery of the notion of a Hopf algebra in the 1940s, they appeared
as useful tools in relation with various fields of mathematics, such as number theory
(the group ring of a formal group is a Hopf algebra), algebraic geometry (the alge-
bra of regular functions on an algebraic group is a Hopf algebra, or more generally
Hopf algebras are constructed from affine group schemes), Lie theory (the universal
enveloping algebra of a Lie algebra is a Hopf algebra), Galois theory and separable
field extensions (in relation with so-called Hopf-Galois theory), graded ring theory
(one constructs a Hopf algebra from a graded ring and there is a strong relation-
ship between graded modules and Hopf modules), locally compact group theory
(quantum group theory), combinatorics (see e.g. [1] and the references therein),
quantum mechanics and so on.
It should be of no surprise that because of the large variety of applications of the
theory of Hopf algebras, also a wide variety of mutations on the original definition
occurred in the literature. Some of these variations are quasi Hopf algebras [20] that
weaken certain (co)associativity constraints, weak Hopf algebras [8] that weaken
certain compatibility conditions on the (co)unit, Hopf algebroids [9] that allow the
transition to a non-commutative base, multiplier Hopf algebras [51] which are non-
unital as algebra, group Hopf co-algebras [49] that are a dual version of group graded
of Hopf-algebras, and Hopfish algebras [48] that is a Morita invariant notion of Hopf
algebras where structure maps are replaced by bimodules.
Although the motivation to introduce these alternative notions was often quite
diverse, it is surprisingly impressive how many features of the initial Hopf algebra
theory can be transferred to each of the generalised versions. An explanation to-
wards this striking fact might be offered by the use of monoidal categories. First of
all, Hopf algebras, originally defined over a base field, can be defined in any braided
monoidal category. Most of the theory can be quite easily lifted over to this setting,
sometimes under additional assumptions such as the existence and preservation of
certain (co)limits. Several, but not all, of the above mentioned generalizations can
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be understood as particular cases of Hopf algebras in a suitably chosen braided
monoidal category. Maybe a more subtle approach, that we will use as a starting
point in this survey, is not to treat Hopf algebras directly as objects with certain
properties in a braided monoidal category, but to study them as monads on a
monoidal category and characterize them by means of the Tannaka reconstruction
(also known as Tannaka duality or Tannaka-Krein duality).
The Tannaka reconstruction theorem originally stated that a compact topological
group is completely determined by its finite dimensional representations. This result
has been generalised to Hopf algebras and large classes of quantum groups. Let
k be a field and Vectfk the category of finite-dimensional k-vectorspaces. In this
setting, the Tannaka reconstruction theorem can be stated as follows.
Theorem 1.1. There is a bijective correspondence between the following objects:
(i) k-Hopf algebras H
(ii) autonomous monoidal categories V, together with a strict monoidal autonomous
functor U : V → Vectfk .
Under this correspondence, V ≃ MfH (the category of finite-dimensional represena-
tions of H) and U is the usual forgetful functor.
After recalling some necessary notions from monoidal categories and basic Hopf
algebra theory in Sections 2 and 3, it is our aim is to recall in Section 4 the ba-
sic ideas of the Tannaka reconstruction theorem and some variations. We make a
distinction between what we call “simple reconstruction”, where the algebra (or du-
ally coalgebra) object is already given by the onset, and the reconstruction concerns
only the bialgebra or Hopf algebra structure in relation with the monoidal structure
on the category of (co)representations (see Section 4.1 for the case of monads and
Section 4.2 for the algebra case); and what we could call “the difficult part” of the
reconstruction. The latter concerns the “real” Tannaka reconstruction, and allows
to reconstruct the algebra (or coalgebra) object itself from its category of (usually
only finite-dimensional) (co)representations (see Section 4.3).
We will then study in Section 5 how the variations on the notion of a Hopf
algebra are related to variations of the Tannaka theorem, by changing the base cat-
egory, the properties of the ‘forgetful’ functor, or both, and show that the different
generalizations of Hopf algebras can be re-obtained in a natural way. Of course, as
this is a survey paper, the results that will be stated are not meant to be exclusively
new. All (or most) theorems have appeared before, we will try to be as precise as
possible with references, and we will refer for most proofs to these references as
well.
There already exist several excellent surveys about Tannaka reconstruction, such
as [21], [24], [40]. It makes no sense to repeat or copy this work here. We do
not intend to explain very precisely how the reconstruction is obtained explicitly,
and what the motivation originally was to do this (which is done perfectly in the
references above), but we will use this construction to (hopefully) provide some
insight in the ‘zoo’ of Hopf-algebra-like structures.
Another survey that treats the different recent generalizations of Hopf algebras
is [25]. The difference with the present paper is firstly the central role that we give
to the Tannaka reconstruction theorem and secondly the fact that (for example)
Multiplier Hopf algebras and group Hopf co-algebras are not considered in Karaali’s
paper. Nevertheless, we certainly can recommend this paper for a different point
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of view, especially for the treatment of quasi Hopf algebras, weak Hopf algebras
and Hopf algebroids from the point of view of the dynamical quantum Yang Baxter
equation, which is not considered here.
2. Preliminaries
We suppose that the reader is familiar with the technicalities of monoidal cat-
egories, as it is one of the main subjects of this book. This section is only meant
to fix the notation and terminology. For more details, we refer to e.g. [30] Chapter
VII and IX or to [32]. First of all, for an object X in a category C, we denote the
identity morphism on X by idX or just by X .
X
idX=X // X .
Monoidal categories. Recall that a monoidal category (C,⊗, I, a, ℓ, r) consists of a
category C, a functor ⊗ : C × C → C, a monoidal unit object I ∈ C, an associativity
constraint (a natural isomorphism) aX,Y,Z : X ⊗ (Y ⊗Z)→ (X ⊗ Y )⊗Z and unit
constraints (natural isomorphisms) ℓX : I ⊗X → X and rX : X ⊗ I → X , satis-
fying suitable compatibility conditions. By Mac Lane’s coherence Theorem, every
monoidal category (C,⊗, I, a, l, r) is monoidally equivalent to a strict monoidal cat-
egory (C′,⊗′, I ′, a′, l′, r′), i.e. a′, l′ and r′ are identities, so there is no need to write
them. As a consequence of this Theorem, we will omit also to write the data a, l, r
in the remaining (unless mentioned explicitly otherwise), a monoidal category will
be shortly denoted by (C,⊗, I). We will make computations and definitions as if C
was strict monoidal, however, by coherence, everything we do and prove remains
valid in the non-strict setting (this will have important implications for quasi-Hopf
algebras).
Braidings and symmetries. We call a monoidal category (C,⊗, I, a, l, r) braided if
there exists a natural isomorphisms γX,Y : X ⊗ Y → Y ⊗ X , for all X,Y ∈ C
satisfying appropriate compatibility conditions with a, l and r. If γ−1X,Y = γY,X for
all X,Y ∈ C, then C is said to be a symmetric monoidal category.
Rigidity. An object X in a monoidal category is called left rigid if there exists an
object X∗ together with morphisms η : I → X ⊗X∗ and ǫ : X∗⊗X → I such that
X ⊗ ǫ ◦ a−1 ◦ η ⊗X = X, ǫ⊗X∗ ◦ a ◦X∗ ⊗ η = X∗
A right rigid object is defined symmetrically. A monoidal category is said to be left
rigid (resp. right rigid, resp. rigid) if every object is left (resp. right, resp. left
and right) rigid. Another name for a rigid monoidal category is an autonomous
(monoidal) category. If C is braided, then it is right rigid if and only if it is left
rigid.
A right closed monoidal category is a monoidal category C such that each endo-
functor X ⊗− : C → C associated to an object X ∈ C has a right adjoint [X,−]. A
monoidal category is left closed if each endofunctor of the form − ⊗X has a right
adjoint. Braided monoidal categories are left closed if and only if they are right
closed, that is they are closed for short. If a category is right (resp. left) rigid, then
it is right (resp. left) closed and [X,−] ≃ X∗ ⊗−.
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Monoidal functors. We warn the reader that our terminology of monoidal functors
differs slightly from the one used in [32] in this volume. What is called a monoidal
functor in [32] is called a strong monoidal functor in this note. If one uses the
terminology of [32], then what is called a monoidal functor below, should be refered
to as a lax monoidal functor.
A functor F : C → D between the monoidal categories (C,⊗, I) and (D,⊙, J) is
called a monoidal functor if there exists a D-morphism φ0 : J → F (I) and a natural
transformation φX,Y : F (X) ⊙ F (Y ) → F (X ⊗ Y ), X,Y ∈ C, satisfying suitable
compatibility conditions with relation to the associativity and unit constraints of C
and D. Furthermore, we make a difference between the notions of a strongmonoidal
functor (F, φ0, φ), where φ0 is an isomorphism and φ is a natural isomorphism and
a strict monoidal functor (F, φ0, φ), where φ0 is the identity morphism and φ is
the identity natural transformation. Dually, an op-monodial functor F : C → D is
a functor for which there exists a morphism ψ0 : F (I) → J in D and morphisms
ψX,Y : F (X ⊗ Y ) → F (X) ⊙ F (Y ) in D, that are natural in X,Y ∈ C, satisfying
suitable compatibility conditions. A strong monoidal functor (F, φ0, φ) is automat-
ically op-monoidal. Indeed, one can take ψ0 = φ
−1
0 and ψ = φ
−1. If C and D are
braided monoidal categories, then a braided monoidal functor F : C → D is a mo-
noidal functor such that FγX,Y ◦φX,Y = φY,X◦γFX,FY : FX⊙FY → F (Y ⊗X). Of
course, one has a canonical definition of a monoidal natural transformation between
monoidal functors.
Monoidal functors behave nicely with respect to adjuctions, as can be seen from
the following classical theorem.
Theorem 2.1. Let F : C → D be a left adjoint to G : D → C, where (C,⊗, I) and
(D,⊙, J) are monoidal categories. Then F is op-monoidal if and only if G is a
monoidal functor.
If (F,G) is an adjoint pair of monoidal functors such that the unit and counit of
this adjunction are monoidal natural transformations then we call (F,G) amonoidal
adjunction. By the above lemma, the left adjoint of a monoidal adjucntion is also
op-monodial, in fact it is even strong monoidal.
In a natural way, one defines a monoidal functor between rigid monoidal cate-
gories to be rigid (or autonomous), if it preserves dual objects. A monoidal functor
between (right, left) closed monoidal categories is said to be (right, left) closed if it
commutes with the adjoints of the endofunctors of type X ⊗− .
3. Bialgebras and Hopf algebras in monoidal categories
3.1. Algebras and coalgebras with their representations. Let C = (C,⊗, I)
be a monoidal category. An algebra or monoid in C is a triple A = (A,m, u), where
A ∈ A and m : A ⊗ A → A and u : I → A are morphisms in C such that the
following diagrams commute:
A⊗A⊗A
m⊗A //
A⊗m

A⊗A
m

A⊗A
m // A
I ⊗A
u⊗A //
∼=
$$❏
❏❏
❏❏
❏❏
❏❏
❏
A⊗A
m

A⊗ I
A⊗uoo
∼=
zztt
tt
tt
tt
tt
A
A coalgebra or comonoid in a monoidal category A is an algebra in the opposite
category Cop.
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A right module or representation over an algebra A in C is a pair (M,ρM ) where
M is an object of C and ρM : M ⊗ A → M is a morphism in C satisfying the
following associativity and unitary condition
M ⊗A⊗A
ρM⊗A //
M⊗m

M ⊗A
ρM

M ⊗A
ρM // M
M ⊗A
ρM // M
M ⊗ I
M⊗u
OO
∼=
66♥♥♥♥♥♥♥♥♥♥♥♥♥
A left module (M,λM ) is defined in a symmetric way by means of a left action
λ : A⊗M →M .
A right comodule (M,ρM ) over a coalgebra C in C is a right module over C,
considered as an algebra in Cop. In particular, the morphism ρM :M →M ⊗ C in
C is called the coaction.
Morphisms of algebras, coalgebras, modules and comodules are defined in an
obvious way as structure-preserving morphisms from C. This leads to the intro-
duction of the categories Alg(C), Coalg(C), CA and C
C of respectively algebras in
C, coalgebras in C, right modules over a fixed algebra A in C and right comodules
over a fixed coalgebra in C.
Example 3.1. Let k be a commutative ring. An algebra in Mk is a k-algebra,
and a coalgebra in Mk is a k-coalgebra. Modules and comodules are the classical
ones.
Example 3.2. An algebra in Set is a monoid (G,m, u). A module over G is a G-
set. Every set X has a unique structure of a coalgebra in Set. The comultiplication
∆ : X → X ×X is the diagonal map ∆(x) = (x, x), and the counit is the unique
map ε : X → {∗}. A comodule over X is then a set Y together with a (any) map
f : Y → X . The comultiplication ρf : Y → Y ×X is given by ρf (y) = (y, f(y)).
Example 3.3. Consider the category of categories (where of course some care has
to be taken in to account with respect to the kind of “largeness” of the categories
one is considering, to overcome set-theoretic problems, but we omit this discussion
here), with Cartesian product of categories as tensor product. An algebra in this
category is a (strict) monoidal category. A module over a monoidal category C, is
a category M together with a bifunctor ⊗M : M× C → M, such that we have
natural transformationsM⊗M (X⊗Y ) ∼= (M⊗MX)⊗MY andM⊗M I ∼= M that
satisfy a suitable collection of compatibility conditions. We call such a category a
right C-category.
Example 3.3 provides us with a tool to consider a wider range of modules and
comodules. Let (A,m, u) be an algebra in the monoidal category C and let (M,⊗M)
be a right C-category. Then a right A-module in M is an object M ∈M endowed
with a morphism ρM : M ⊗M A → M in M satisfying the following associativity
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and unitary contraints
(M ⊗M A)⊗M A
ρM⊗MA //
∼=

M ⊗M A
ρM

M ⊗M (A⊗A)
M⊗Mm

M ⊗M A
ρM // M
M ⊗M A
ρM // M
M ⊗M I
M⊗Mu
OO
∼=
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠
Example 3.4. Let A be an associative ring with unit. The category of (unital)
A-bimodules AMA is a monoidal category; the monoidal product is given by the
tensor product ⊗A over A, and the unit object by A. An algebra in AMA is just
a ring morphism ι : A → R. A coalgebra in AMA is called an A-coring (see e.g.
[13]). One can easily check thatMA is a right AMA-category, where we use again
the tensor product over A. So we can compute (co-)modules over an A-(co)ring in
MA.
Example 3.5. Monads and comonads are algebras and coalgebras in a monoidal
category of endofunctors EndoFun(C) on a category C. I.e. a monad is an endofunc-
tor A : C → C, with natural transformationsm : AA→ A and u : idC → A satisfying
suitable unitary and associativity conditions. Obviously, C is a left EndoFun(C)-
category. A module over a monad (A,m, u) in C called an Eilenberg-Moore object.
Explicitly, this is a pair (X, ρX), where X ∈ C and ρX : A(X) → X is a mor-
phism in C, satisfying the obvious associativity and unitary conditions. We denote
the category of Eilenberg-Moore objects (EM-category for short) by CA. If B is a
comonad, then we denote the category of comodules over B in C (also called the
category of Eilenberg-Moore objects) by CB.
If (A,m, u) is an algebra in a monoidal category C, then this induces canonically a
monad (A,M,U) on C by defining A = −⊗A,M = −⊗m : AA = −⊗A⊗A→ A =
−⊗A and U ≃ u by putting for anyX ∈ C, UX = X ∼= X ⊗ I
X⊗u // X ⊗A = AX .
The EM-category of A is exactly the category of right A-modules.
3.2. Bialgebras and Hopfalgebras with their representations. Let (C,⊗, I, γ)
be a braided monoidal category. Then Alg(C) and Coalg(C) are monoidal cate-
gories with a strict monoidal forgetful functor to C. Indeed, for any two algebras
(A,mA, uA) and (B,mB, uB), we can construct a new algebra
(A⊗B,m = (mA ⊗mB) ◦ (A⊗ γB,A ⊗B), uA ⊗ uB).
A bialgebra in C is a coalgebra in the monoidal category Alg(C) of algebras or
equivalently, an algebra in the monoidal category of coalgebras Coalg(C). Explicitly,
a bialgebra in C is an object B enriched with an algebra structure (B,m, u), and
a coalgebra structure (B,∆, ǫ) such that any of the following sets of equivalent
conditions hold
• ∆ and ǫ are algebra maps;
• m and u are coalgebra maps;
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• the following diagrams are commutative
B ⊗B
(B⊗γB,B⊗B)◦∆⊗∆ //
m

B ⊗B ⊗B ⊗B
m⊗m

B
∆
// B ⊗B
I
u // B
B
ǫ
__❄❄❄❄❄❄❄
(1)
B
∆ // B ⊗B
I
u
OO
∼= // I ⊗ I
u⊗u
OO B ⊗B
ǫ⊗ǫ

m // B
ǫ

I ⊗ I
∼= // I
An antipode for a bialgebra H in C is a C-morphism S : H → H such that
m ◦ (H ⊗ S) ◦∆ = u ◦ ǫ = m ◦ (S ⊗H) ◦∆.
In fact, this means that S is an inverse for the identity map on H in the monoid
EndC(H) for the convolution product ∗ that is defined by
f ∗ g = m ◦ (f ⊗ g) ◦∆ ∈ EndC(H),
for any f, g ∈ EndC(H). A Hopf algebra in C is a bialgebra that possesses an an-
tipode. An immediate property of the antipode tells us that it is an anti-algebra
morphism and an anti-coalgebra morphism. Some authors only consider Hopf alge-
bras with invertible antipodes, here we will mention explicitly when the antipode
is invertible (with respect to usual composition).
Morphisms of bialgebras are C-maps that preserve both the algebra and coalgebra
structure. Morphisms of Hopf algebras are morphisms of the underlying bialgebras.
It can be proven that Hopf algebra morphisms preserve also the antipode. Hence
we constructed the category Bialg(C) of bialgebras in C and its full subcategory
Hpfalg(C) of Hopf algebras in C.
For a bialgebra (hence also for a Hopf algebra), we can consider its category of
right (resp. left) modules and right (resp. left) comodules. Another interesting
category is the category of Hopf modules. A (right,right) Hopf module over a
bialgebra H is a triple (M,ρM , ρ
M ), where (M,ρM ) is a right H-module, (M,ρ
M )
is a right H-comodule, and the following compatibility condition holds
(ρM ⊗m) ◦ (M ⊗ γH,H ⊗H) ◦ (ρ
M ⊗∆) = ρM ◦ ρM :M ⊗H →M ⊗H.
Morphisms of H-Hopf modules are C-morphisms that are at the same time H-
module morphisms and H-comodule morphisms. The category of (right,right) H-
Hopf modules is denoted by CHH . For any bialgebra, we can consider the functor
(2) −⊗H : C → CHH
If C admits equalizers, then this functor has a right adjoint that we denote by
(−)coH , the functor that takesH-coinvariants and that is computed by the following
equalizer at any M ∈ CHH
M coH // M
ρM //
M⊗u
//M ⊗H .
If H is a Hopf algebra, the fundamental theorem for Hopf modules says that this
functor is an equivalence of categories [47]. The fact that this functor is an equiv-
alence of categories is even equivalent with the bialgebra H being a Hopf algebra.
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Theorem 3.6 (Fundamental theorem for Hopf modules). Let H be a bialgebra in
a braided monoidal category C with equalizers, then the following statements are
equivalent.
(i) the functor (−)coH : CHH → C is fully faithful;
(ii) the pair (−⊗H, (−)coH) is an equivalence of categories between C and CHH ;
(iii) can = (m⊗H) ◦ (H ⊗∆) : H ⊗H → H ⊗H is a C-isomorphism;
(iv) H admits an antipode, i.e. H is a Hopf algebra in C.
It is generally known and easily verified that a monoidal functor F : C → D sends
an algebra A in C to an algebra F (A) in D. Similarly, an op-monoidal functor
sends a coalgebra C in C to a coalgebra F (C) in D. Finally, a strong monoidal
functor sends a bialgebra B (respectively a Hopf algebra H) to a bialgebra F (B)
(respectively a Hopf algebra F (H)) in D.
Examples 3.7. (1) As in Set all objects are in a unique way coalgebras, Coalg(Set) =
Set. Consequently every monoid, i.e. every algebra in Set, also an algebra in
Coalg(Set), hence a bialgebra in Set. A Hopf algebra in Set is nothing else than
a group.
(2) A bialgebra, resp. a Hopf algebra, in Mk is a classical k-bialgebra, resp. Hopf
k-algebra. As the linearisation functor k− : Set → Mk is a strong monoidal
functor, every group algebra kG is in a canonical way a (cocommutative) Hopf
algebra. On the other side, the contravariant functor Fun(−, k) : Set → Mk,
which sends a set X to the vectorspace of k-valued functions on X , is only a
monoidal functor (if we consider it as a covariant functor from Setop →Mk).
Hence Fun(X, k) has the structure of a (commutative) algebra for any set X . If
we consider only finite sets, then Fun(−, k) : Setf →Mk becomes again strong
monoidal and hence Fun(G, k) Hopf algebra is a (commutive) Hopf algebra if
G is a finite group, but in general Fun(G, k) is no longer a Hopf algebra when
G is an infinite group. However, if we consider the more restrictive functor
of regular functions on affine sets (spaces) O : Aff → Mk, then we obtain
again a strong monoidal functor. As the algebra structure is obtained from the
unique coalgebra structure on the affine set given by the diagonal map, this
“explains” why regular functions on an affine space gives rise to a commuta-
tive algebra. Moreover if G is an affine group, then O(G) is a Hopf algebra
that is commutative as algebra. By deforming the multiplicative structure of
these algebras, one can construct non-commutative non-cocommutative Hopf
algebras that are called quantum groups, see e.g. [26]. (Often, quantum groups
are rather considered from the point of view of differential geometry than from
algebraic geometry, considering Lie groups rather than affine groups.)
(3) LetMZ2k be the category of Z2-graded k-modules. This is a symmetric monoidal
category with a symmetry given by
σX,Y : X ⊗ Y → Y ⊗X, σX,Y (x⊗ y) = (−1)
|x||y|y ⊗ x,
where | · | denotes the degree of an element. A Hopf algebra in this category is
a Hopf superalgebra.
3.3. Bimonads and Hopf monads. The word bimonad (and Hopf monad) is
(are) in use for different notions that are all meant to generalize bialgebras (or Hopf
algebras) in the setting of monads. The idea of a bimonad in the sense of [12] and
[37] (in the last cited paper the author uses, somewhat misleading, the term ‘Hopf
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monad’ for what is called a bimonad in the first cited paper and also below) is to
transfer the notion of a bialgebra from the setting of braided monoidal categories
to usual monoidal categories, similar to the case of usual monads, that made it
possible to transfer the notion of an algebra from the setting of monoidal categories
to arbitrary categories. The notion of a bimonad in the sense of Mesablishvili
and Wisbauer [36] has the ambition to go even a step further and wants to free
the notion of a bialgebra even of the monoidal structure. The price to pay is
that reconstruction theorems are not as easily obtained in this last setting, but
some other Hopf-algebraic features, such as the fundamental theorem arise more
naturally. So both approaches have there advantages and disadvantages. Because
this paper is greatly motivated by the reconstruction theorems, we will advocate
the approach of Bruguie`res-Lack-Virelizier and Moerdijk.
A bimonad B = (B,M,U) on a monoidal category C is an op-monoidal monad,
that is B is a monad on C such that the underlying functor B is an op-monoidal
functor and the natural transformations M : BB → B and U : idC → B are
opmonoidal natural transformations. In particular, B is endowed with a natural
transformation φBX,Y : B(X⊗Y )→ BX⊗BY and a morphism φ : BI → I satisfying
suitable compatibility conditions (see e.g. [12, Definition 2.4], we will omit the
technicalities in this review). A bicomonad is defined as a monoidal comonad.
The right fusion operator of a bimonad B is defined as the natural transformation
canrX,Y = (MX ⊗ BY ) ◦ φ
B
BX,Y : B(BX ⊗ Y )→ BX ⊗ BY
Similarly one defines a left fusion operator canℓ : B(1C ⊗ B)→ B⊗ B.
A right (resp. left) Hopf monad is a bimonad such that its right (resp. left)
fusion operator is a natural isomorphism. A Hopf monad is at the same time a left
and right Hopf monad.
Example 3.8. Any bialgebra (B,m, u,∆, ǫ) in a braided monoidal category C
induces bimonad B = − ⊗ B on C. Let us just give the formula for the structural
natural transformation φB and the morphism φ,
φBX,Y = (X ⊗ γY,B ⊗B) ◦X ⊗ Y ⊗∆ : (X ⊗ Y )⊗B → (X ⊗B)⊗ (Y ⊗B);
φ = ǫ : I ⊗B ∼= B → I.
Moreover, any Hopf algebra H induces right Hopf monad H = −⊗H on C. In this
situation, the right fusion operator is given explicitly by
can
H,r
X,Y = (X ⊗ γY,H ⊗H) ◦ (X ⊗ Y ⊗ can) ◦ (X ⊗ γ
−1
Y,H ⊗H) :
X ⊗H ⊗ Y ⊗H → X ⊗H ⊗ Y ⊗H
where can is the canonical map that appears in Theorem 3.6. In a similar way, the
left fusion operator is in correspondence with the morphism can◦γH,H , where γH,H
denotes the braiding on the Hopf algebra H . If the antipode is invertible, then H
is also a left Hopf monad, hence a Hopf monad.
Recall that an object G ∈ C is called a generator if and only if the functor
HomC(G,−) : C → Set is fully faithful. If the category C has coproducts, this is
furthermore equivalent with the fact that for any object X ∈ C there is a canonical
epimorphism fX : H =
∐
f :G→X G→ X , where the coproduct takes over a number
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of copies of G. Therefore, we find a fork
(3)
∐
(g,h):G→H, st
fX◦g=fX◦h
G
gX //
hX
//
∐
f :G→X G
fX // X
In general this diagram is not a coequalizer, but G is called a regular generator if
(3) is a coequalizer for every X ∈ C, see e.g. [27, page 81]. If we work moreover in a
category where the endofunctors −⊗X and X⊗− preserve colimits, it is not hard
to proof that for any two objects X and Y , one obtains a canonical epimorpfism of
the form fX ⊗ fY :
∐
G ⊗ G → X ⊗ Y , hence two morphisms h, h′ : X ⊗ Y → Z
are identical in C if and only if h ◦ (f ⊗ g) = h′ ◦ (f ⊗ g) for all f : G → X and
g : G→ Y .
We now state a first simple ‘reconstruction-type’ theorem.
Theorem 3.9. Let C be a cocomplete braided monoidal category such that I is a
regular generator of C and that − ⊗ X and X ⊗ − preserve colimits in C, for all
X ∈ A. Let (B,m, u) be an algebra in C and (B,M,U) the associated monad on C.
Then there is a bijective correspondence between
(i) bialgebra structures on B (in C) with underlying algebra (B,m, u);
(ii) bimonad structures on B (on C) with underlying monad (B,M,U).
Moreover, under the above correspondence, there is furthermore a bijective corre-
spondence between antipodes turning B into a Hopf algebra and inverses of the right
fusion operator turning B into a right Hopf monad. Moreover, there is a bijective
correspondence between invertible antipodes on B and inverses for both the left and
right fusion operators turing B into a Hopf monad.
Proof. We already know from Example 3.8 that a bialgebra B induces a bimonad
B = −⊗B. Conversely, if the monad B = −⊗B is a bimonad, then one can easily
verify that the morphisms ∆ = φBI,I : B
∼= (I⊗ I)⊗B → (I⊗B)⊗ (I⊗B) ∼= B⊗B
and ǫ = φ : B ∼= I ⊗B → I define a comultiplication and counit on B that turn B
into a bialgebra.
Let us prove that these constructions give a bijective correspondence. For any
two objects X,Y ∈ C, and any two morphisms f : I → X and g : I → Y , we find
by naturality of φB
φBX,Y ◦ (f ⊗ g ⊗B) = (f ⊗B ⊗ g ⊗B) ◦ φ
B
I,I
Moreover, by the properties of I as monoidal unit in C, we can consider φBI,I : B →
B ⊗B and it follows furthermore that
(f ⊗B ⊗ g ⊗B) ◦ φBI,I = (X ⊗ γY,B ⊗B) ◦ (X ⊗ Y ⊗ φ
B
I,I) ◦ (f ⊗ g ⊗B)
As this holds for all morphisms f, g and I is a regular generator, we obtain that
(see remark above)
φBX,Y = (X ⊗ γY,B ⊗B) ◦ (X ⊗ Y ⊗ φ
B
I,I).
In the same way, one proofs that ǫ = φ.
For the last statement, we know from Theorem 3.6 that antipodes on the bialge-
bra B are in correspondence with the bijectivity of the canonical map can : B⊗B →
B⊗B. Furthermore, as mentioned in Example 3.8, the fusionoperator is up to nat-
ural isomorphism completely determined by the canonical map. Hence the fusion
operator is invertible if and only if the canonical map is invertible if and only if B
HOPF ALGEBRAS—VARIANT NOTIONS AND RECONSTRUCTION THEOREMS 11
has an antipode. Finally, it known that both can and can◦γH,H are bijective if and
only if the antipode of a Hopf algebra is invertible. 
Remark 3.10. In Hopf algebra theory (over a base field), one considers sometimes
Hopf algebras with a one-sided antipode. That is, a right antipode for a bialgebra
H , is a morphism S : H → H that is a right inverse of the identity with relation to
the convolution product. A right Hopf algebra is then a bialgebra that possesses
a right antipode. Left antipodes and left Hopf algebras are defined in the same
way. Let us remark that this terminology does not fully correspond to the case
of Hopf monads. As we have seen, a right Hopf monad is a bimonad, such that
the right fusion operator is a natural isomorphism. By the above theorem, if the
monad H is of the form −⊗H for an algebra H , then right Hopf monad structures
on H correspond exactly to bialgebra structures on H with a usual antipode, that
is an ordinary Hopf algebra structures on H (not just right). Similarly, a left Hopf
monad of the form H⊗− corresponds as well to a Hopf algebra structure on H . So
H ⊗− is a left Hopf monad if and only if −⊗H is a right Hopf monad if and only
if H is a Hopf algebra. In a similar way as Theorem 3.9, one proves that a (left
and right) Hopf monad of the form − ⊗H corresponds exactly to a Hopf algebra
H with invertible antipode.
Remark 3.11. As mentioned above, Mesablishvili and Wisbauer [36] introduced an
alternative notion of bimonad and Hopf-monad. In their work a bimonad on a (not
necessarily monoidal) category C consists of a monad (B,m, u) on C such that the
underlying functor is endowed at the same time with the structure of a comonad
(B,∆, ǫ) on C, and there is a mixed distributive law λ : BB→ BB relating the monad
and comonad structure. This setting allows to consider a suitable kind of Hopf
modules CB
B
along with a comparison functor C → CB
B
, similar to the functor (2).
An antipode can now be introduced similarly as in the case of usual Hopf algebras
as a natural transformation S : B→ B satisfyingm∗(SH)∗∆ = u∗ǫ = m∗(HS)∗∆
(where ∗ is the Godement product). Theorem 3.6 has a very natural generalization
in this setting. (A version of the fundamental theorem also exists in the setting of
Hopf monads by Bruguie`res, Lack and Virelizier.)
4. Reconstruction theorems
4.1. Monoidal structure on the representation categories of bimonads and
Hopf monads. As mentioned earlier, it is classically known that bialgebras can be
characterised as those algebras whose category of modules is a monoidal category
with a strict monoidal forgetful functor. The monadic version of this theorem is of
folkloristic knowledge. For a sligthly different formulation of the following theorem,
see [37, Theorem 7.1] or [45, section 2.4].
Theorem 4.1. Let (B,M,U) be a monad on a monoidal category C. Then there
is a bijective correspondence between
(i) bimonad structures on the functor B with underlying monad (B,M,U); and
(ii) monoidal structures on the Eilenberg-Moore category of the monad (B,M,U)
such that the forgetful functor to C is a strict monoidal functor.
The following theorem follows now by a duality argument.
Theorem 4.2. Let (B,M,U) be a monad on a monoidal category C. Then there
is a bijective correspondence between
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(i) stuctures of a monoidal monad on the functor B with underlying monad (B,M,U);
and
(ii) monoidal structures on the Kleisli category of the monad (B,M,U) such that
the forgetful functor to C is a strict monoidal functor.
As will become clear when we proceed, to characterize Hopf algebras, we need
rigidity conditions on our underlying category. A first theorem that already fully
characterises Hopf monads in a very beautiful and general way is the following
theorem, that is a reformulation of [12, Theorem 3.6], where we only ask for a closed
monoidal category (such as a module category). Although it is not as strong as the
original Tannaka theorem from the reconstruction point of view, it explains very
nicely what the internal meaning is of Hopf monads, and therefore Hopf algebras,
in terms of monoidal categories.
Theorem 4.3 ([12, Theorem 3.6]). Let (B,M,U) be a monad on a right closed
monoidal category C. Then there is a bijective correspondence between
(i) right Hopf monad structures on B with underlying monad (B,M,U); and
(ii) right closed monoidal structures on the Eilenberg-Moore category of the monad
(B,M,U) such that the forgetful functor to C is right closed and strict mo-
noidal.
In the classical theory of Hopf algebras, rather than considering a closed structure
on the category of (right) H-modules over a Hopf algebra H , one often uses the
antipode to put a right H-module structure on the dual space M∗ of any right
H-module M as follows
f · h = f(ei · S(h))fi,
where f ∈M∗, h ∈ H and {ei, fi} ∈M ×M
∗ is a finite dual basis. This property
follows now directly from Theorem 4.3.
Corollary 4.4. Let Cf be the right rigid full subcategory of the closed monoidal
category C. If B is a Hopf monad on C, then there is a right rigid full subcategory
Cf
B
of the EM-category of B such that the forgetful functor restricts and corestricts
to a functor Uf : Cf
B
→ Cf that is strict monoidal (and hence right rigid).
Proof. One can construct the category Cf
B
as the pullback of the functor U : CB → C
and the embedding functor Cf →֒ C, as in the following diagram.
CB
U // C
Cf
B
?
OO
Uf // Cf
?
OO
Explicitly, Cf
B
consists of all objects (X, ρ) ∈ CB such that U(X, ρ) = X is rigid. We
denote [X,−] for the right adjoint of X ⊗ − : C → C and [(X, ρ),−]B for the right
adjoint of (X, ρ)⊗− : CB → CB. Then we have, U ◦ [(X, ρ),−]B = [X,−] ≃ X
∗⊗−.
Moreover, [(X, ρ), I]B ∈ CB, so X
∗ can be endowed with a B-module structure ρ∗,
and we find that (X, ρ) is right rigid with dual (X∗, ρ∗). 
As Theorem 4.1 and Theorem 4.3 are “if and only if” theorems, where Corol-
lary 4.4 only works in one direction, the natural question arises whether the state-
ment of Corollary 4.4 also has an inverse, that is: “Can we reconstruct a Hopf
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monad structure on B by only knowing the rigid monoidal structure of Cf
B
”. The
first problem is that in general, the monad B is not a functor defined on Cf . If one
thinks about (Hopf) monads that arise from ordinary k-(Hopf) algebras, this is only
the case if the underlying space of the (Hopf) algebra is itself finite dimensional.
In this case we can apply [12, Theorem 3.10] and find
Theorem 4.5. Let C be a rigid monoidal category and (B,M,U) a monad on C.
There is a bijective correspondence between
(i) Hopf monad structures on B with underlying monad (B,M,U); and
(ii) rigid monoidal structures on the Eilenberg-Moore category of the monad (B,M,U)
such that the forgetful functor to C is strict monoidal (and hence rigid).
4.2. Simple reconstruction of bialgebras and Hopf algebras. In this section,
we will apply the results of the previous section on the case where the bimonad is
obtained from a bialgebra. We give a reconstruction-type theorem for bialgebras
and Hopf algebras that are not yet of the type of Tannaka reconstruction theorem.
That is, we do not reconstruct a the whole algebra from only pieces of finite di-
mensional information, rather we reconstruct the coalgebraic structure on a given
algebra from the monoidal structure on its category of representations. This is
however the right step up towards a full Tannaka reconstruction theorem, as it
fully characterizes bialgebras and Hopf algebras, as one sees from Theorem 4.6 and
Theorem 4.7 respectively.
Theorem 4.6. Let B = (B,mB , uB) be an algebra in a braided monoidal category
A = (A,⊗, I, γ). Suppose that I is a regular generator of A and that − ⊗X and
X ⊗ − preserve colimits in A, for all X ∈ A. There is a bijective correspondence
between
(1) monoidal structures on AB such that the forgetful functor AB → A is strict
monoidal, and
(2) bialgebra structures (B,mB , uB,∆B, εB) on B.
Proof. Follows from Theorem 3.9 and Theorem 4.1 
Theorem 4.7. Let B = (B,mB, uB) be an algebra in a closed braided monoidal
category A = (A,⊗, I, γ). Suppose that I is a regular generator of A and that
− ⊗ X and X ⊗ − preserve colimits in A, for all X ∈ A. There is a bijective
correspondence between
(1) right closed monoidal structures on AB such that the forgetful functor AB → A
is strict monoidal and right closed, and
(2) Hopf algebra structures (B,mB , uB,∆B, εB) on B.
Proof. Follows from Theorem 3.9 and Theorem 4.3. 
Remark that the last two Theorems are in particular applicable to the case
C =Mk, i.e. they characterize classical bialgebras and Hopf algebras.
4.3. Tannaka reconstruction of bialgebras and Hopf algebras. We will not
discuss the Tannaka reconstruction theorem in terms of Hopf monads or bimonads,
of which an explicit description is not known to the author (although we can refer
the interested reader to the recent [11] for an even more general approach, see also
Section 5.3.6). In recent years, several variations and generalizations of the theorem
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in different settings have been formulated, see e.g. [24], [31], [35], [39], [38], [40]
and [46].
Our formulation is taken from [35]. Let C be a complete braided monoidal
category such that all endofunctors of the form − ⊗ X and X ⊗ − for X ∈ C
preserve limits. The category strmonւ C is defined as the category whose objects
are pairs (V , F ), where V is a monoidal category and F : V → C is a strict monoidal
functor F : V → C such that FX is right rigid for any object X ∈ V . A morphism
H : (V , F )→ (W , G) in this category is a strict monoidal functor H : V → W such
that F = G ◦H . The category strmon∗ ւ C is the subcategory of strmonւ C that
consists of functors F : V → C, where V is a right rigid category.
Let C be a braided monoidal category. As we know from Theorem 4.6 every
bialgebra B in C induces a strict monoidal functor UB : CB → C. If B is more-
over a Hopf algebra, then we have by Corollary 4.4 also functor UfB : C
f
B → C
f .
Therefore, we find functors U˜ : Bialg(C) → strmon ւ C, U˜(B) = (CB, UB) and
U˜∗ : Hpfalg(C) → strmon∗ ւ C, U˜∗(B) = (CfB, U
f
B). The Tannaka reconstruction
allows in first place a left adjoint for these functors.
Theorem 4.8. Let C be a complete braided monoidal category such that all endo-
functors of the form −⊗X and X ⊗− for X ∈ C preserve limits.
(i) The functor U˜ : Bialg(C)→ strmonւ C has a left adjoint tan.
(ii) The functor U˜∗ : Hpfalg(C)→ strmon∗ ւ C has a left adjoint tan∗.
The existence of the functors tan and tan∗ is based on the so-called end-construction,
which is in fact a particular limit, see e.g. [27]. This construction allows to build up
an algebra out of it’s category of representations, or dually a coalgebra out of it’s
category of corepresentations (in the latter case this coalgebra is sometimes called
the coendomorphism coalgebra, or coend for short). As in our situation, the rep-
resentation categories posses an additional monoidal structure, the reconstructed
algebra will inherit an additional structure as well, leading to a bialgebra or Hopf
algebra. We refer for a full proof of Theorem 4.8 to e.g. [44, Section 16] or [35,
Section 6].
The next question that arises, is whether the above theorem completely deter-
mines bialgebras and Hopf algebras. That is, when the functors U˜ , U˜∗ or their
adjoints are fully faithful. In particular, if H is a bialgebra (or a Hopf algebra),
one can wonder if H is isomorphic to the reconstructed algebra tanU˜H , this is
the so-called reconstruction problem. A second problem is termed recognition
problem and refers to the fact whether the pair U˜tan(V , F ) is isomorphic to (V , F )
in strmonւ C, that is, whether the functor F is essentially unique.
It turns out that in many of the cases of interest, such as when C = Vect(k), the
category of vector spaces over a fixed field k, both problems have a positive answer,
leading in particular to Theorem 1.1. Generalizations to a general categorical set-
ting often become highly technical, and we omit them explicitly here. Let us briefly
summarize some results.
• B. Day [19] solved both problems for finitely presentable, complete and
cocomplete symmetric monoidal closed categories for which the full sub-
category of objects with duals is closed under finite limits and colimits.
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• P. McCrudden [34] proved the reconstruction problem for so-calledMaschkean
categories, which are certain abelian monoidal categories in which all monomor-
phisms split
• Probably the most general (symmetric) setting can be found in [39], where
the author deals with complete and cocomplete symmetric monoidal and
closed categories (called cosmoi).
5. Varations on the notion of Hopf algebra
As we have seen, the reconstruction theorems (Theorem 1.1 and Theorem 4.7)
fully characterize Hopf algebras over a field. By varying the base category or the
properties of the forgetful functor, we will recover in this section different variations
on the notion of a classical Hopf algebra, that were defined over the last decades.
5.1. Variations on the properties of the forgetful functor.
5.1.1. Quasi Hopf algebras. Let (C,⊗, I) and (D,⊙, J) be monoidal categories, we
will say that a functor F : C → D is a quasi-monoidal functor if there is a natural
isomorphism ψX,Y : F (X)⊙F (Y ) ∼= F (X⊗Y ) and a C-isomorphism ψ0 : F (I) ∼= J
(without any further conditions). Clearly any strong monoidal functor is a quasi-
monoidal functor. Then we can introduce quasi bialgebras by postulating the fol-
lowing characterization:
Let (H,m, u) be a k-algebra. Then there is a bijective correspon-
dence between
(i) quasi bialgebra structures onH with underlying algebra (H,m, u);
and
(ii) monoidal structures on the category of right H-modules MH
such that the forgetful functor U : MH → Mk is a quasi
monoidal functor.
Clearly, every (usual) k-bialgebra is a quasi bialgebra, but the converse is not
true. The main difference with usual bialgebras is that the comultiplication in a
quasi bialgebra is not necessarily coassociative. Quasi bialgebras were introduced
by Drinfel’d in 1989 [20] using the following more explicit description. Let H be
a k-algebra with an invertible element Φ ∈ H ⊗ H ⊗ H , and endowed with a
comultiplication ∆ : H → H ⊗ H and a counit ǫ : H → k satisfing the following
conditions for all a ∈ H
(H ⊗∆) ◦∆(a) = Φ[(∆⊗H) ◦∆(a)]Φ−1,
(ε⊗H) ◦∆ = H = (H ⊗ ε) ◦∆.
Furthermore, Φ has to be a normalized 3-cocycle, in the sense that
[(H ⊗H ⊗∆)(Φ)] [(∆⊗H ⊗H)(Φ)] = (1 ⊗ Φ) [(H ⊗∆⊗H)(Φ)] (Φ⊗ 1)
(H ⊗ ε⊗H)(Φ) = 1⊗ 1.
Then H is a quasi bialgebra. The correspondence with the characterization above,
follows by the fact that the associativity constraint in the monoidal category of
right H-modules MH over a quasi bialgebra H can be constructed as
aX,Y,Z : X ⊗ (Y ⊗ Z)→ (X ⊗ Y )⊗ Z, aX,Y,Z(x⊗ (y ⊗ z)) = ((x ⊗ y)⊗ z) · Φ
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Conversely, if MH is monoidal, then we recover Φ = αH,H,H(1 ⊗ 1 ⊗ 1), which
satisfies the conditions of a normalized 3-cocycle as a consequence of the constraints
in a monoidal category.
If moreover, there exist elements α, β ∈ H and an anti-algebra morphism S :
H → H such that
S(a(1))αa(2) = ǫ(a)α; a(1)βS(a(2)) = ǫ(a)β,
for all a ∈ H and
X1βS(X1)αX3 = 1 = S(x1)αx2βS(x3).
where we have denoted Φ = X1 ⊗ X2 ⊗ X3 and Φ−1 = x1 ⊗ x2 ⊗ x3, then H is
called a quasi Hopf algebra. By means of Tannaka reconstruction, one then finds
the following characterization.
There is a bijective correspondence between:
(i) quasi Hopf k-Hopf algebras H ; and
(ii) right rigid monoidal categories V together with a right rigid
quasi monoidal functor V →Mk.
Usual group algebras give rise to usual Hopf algebras, similarly examples of quasi
Hopf algebras can be constructed by deforming group algebras with normalized 3-
cocycles on this group in classical sense. As quasi Hopf algebras are in bijective
correspondence with certain classes of monoidal categories, these results can be
used to compute all possible monoidal structures on certain (small) categories, this
is for example done in [15], see also references therein.
In contrast to usual bialgebras and Hopf algebras, which are self-dual objects
in a braided monoidal category, the quasi-version is not self-dual. Nevertheless,
it is possible to define “dual quasi bialgebras” or “co-quasi bialgebras” (and Hopf
algebras). In this dual setting, the objects are usual coalgebras, but posses a non-
associative algebra structure, that is governed by a “reassociator” φ ∈ Hom(H ⊗
H ⊗ H, k). More precisely, a co-quasi bialgebra is a coalgebra H such that its
category of comodules MH is monoidal and the forgetful functor to k-modules
is quasi monoidal. Hence one can consider algebras in the category MH , called
H-comodule algebras. Let A be an H-comodule algebra. Then A is a right H-
comodule equipped with H-comodule morphisms µ : A ⊗ A → A, µ(a ⊗ b) = a · b
and η : k → A. However, the triple (A, µ, η) is not an associative k-algebra. In
contrast, A satisfies the following quasi-associativity condition
(a · b) · c = a[0] · (b[0] · c[0])φ(a[1], b[1], c[1]).
It should be remarked that different from the classical case, H with regular multi-
plication is not an H-comodule algebra. Since the forgetful functor U :MH →Mk
is a not a strong monoidal functor, the underlying k-vectorspace of the H-comodule
algebraA does in general no longer possess the structure of an associative k-algebra.
Recall that two co-quasi bialgebrasH andH ′ are called gauge-equivalent iff there
exists a monoidal equivalence F : MH → MH
′
that commutes with the forgetful
functors. In particular, if a co-quasi Hopf algebraH is gauge equivalent with a usual
Hopf algebra HF , this means that we have a monoidal functor F : M
H → MHF
such that UH = UHF ◦ F : M
H → Mk. As we know that the forgetful functor
UHF : M
HF → Mk is strict monoidal, we find that the forgetful functor UH is
again monoidal, although not necessarily strict monoidal. Consequently, we obtain
that any (initial non-associative) H-comodule algebra, also possesses the structure
HOPF ALGEBRAS—VARIANT NOTIONS AND RECONSTRUCTION THEOREMS 17
of an associate k-algebra, by deforming its multiplication by means of the functor
UH in the following way
µ′ : A⊗A = UHA⊗ UHA // UH(A⊗A)
µ // UHA = A ,
where µ is the multiplication of the H-comodule algebra A. Using the converse
argumentation, certain associative k-algebras can be deformed into non-associative
ones by means of a gauge-transform. This idea is explored in a very elegant way in
[2], where it is shown that the octonions arise as a deformation of the group algebra
k[Z2 × Z2 × Z2] by a 2-cochain, and in this way can be interpreted as a comodule
algebra over a co-quasi Hopf algebra.
5.1.2. Quasitriangular Hopf algebras. Similar as in the previous section, we can
introduce quasitriangular Hopf algebras by postulating the following characteriza-
tion:
Let (H,m, u) be a k-algebra. Then there is a bijective correspon-
dence between
(i) quasitriangular Hopf algebra structures on H with underlying
algebra (H,m, u); and
(ii) right closed braided monoidal structures on the category of
rightH-modulesMH such that the forgetful functor U :MH →
Mk is a right closed braided strict monoidal functor.
Quasitriangularity is a in fact a property of a Hopf algebra, not a true variation
on the axioms. Every quasitriangular Hopf algebra is a Hopf algebra, but not
conversely. Explicitly, a Hopf algebra (H,m, u,∆, ǫ, S) is quasitriangular if there
exists an invertible element (called the R-matrix) R = r1 ⊗ r2 = R1⊗R2 ∈ H ⊗H
such that
r1x(1) ⊗ r
1x(2) = x(2)r
1 ⊗ x(1)r
2,
r1(1) ⊗ r
1
(2) ⊗ r
2 = r1 ⊗R1 ⊗ r2R2,
r1 ⊗ r2(1) ⊗ r
2
(2) = r
1R1 ⊗R2 ⊗ r1;
for all x ∈ H .
As a consequence of the properties of quasitriangularity, the R-matrix is a so-
lution of the Yang-Baxter equation. Therefore H-modules over a quasitriangular
Hopf algebra are for example studied to determine quasi-invariants of braids and
knots. In fact, quasitriangularity can already be considered for bialgebras, leading
to the expected versions of reconstruction and Tannaka theorems.
5.1.3. Weak Hopf algebras. Let (C,⊗, I) and (D,⊙, J) be monoidal categories. A
functor F : C → D is called Frobenius monoidal if F has a monoidal structure (φ, φ0)
and op-monoidal structure (ψ, ψ0) such that the following diagrams commute for
18 JOOST VERCRUYSSE
all A,B,C ∈ C
F (A⊗B)⊙ FC
φA⊗B,C //
ψA,B⊙FC

F (A⊗B ⊗ C)
ψA,B⊗C

FA⊙ FB ⊙ FC
FA⊙φB,C
// FA⊙ F (B ⊗ C)
FA⊙ F (B ⊗ C)
φA,B⊗C //
FA⊙ψB,C

F (A⊗B ⊗ C)
ψA⊗B,C

FA⊙ FB ⊙ FC
φA,B⊙FC
// F (A⊗B)⊙ FC
A Frobenius monoidal functor is called separable Frobenius monoidal if moreover
φA,B ◦ ψA,B = F (A⊗B)
for all A,B ∈ C. Any strong monoidal functor is separable Frobenius monoidal.
Again, we introduce the next notion by postulating the following characterization
Let (H,m, u) be a k-algebra. Then there is a bijective correspon-
dence between
(i) weak bialgebra structures onH with underlying algebra (H,m, u);
and
(ii) monoidal structures on the category of right H-modules MH
such that the forgetful functor U : MH →Mk is a separable
Frobenius monoidal functor.
The classical definition of a weak bialgebra and weak Hopf algebra was given
in [8]. A k-algebra (H,m, u) is a weak bialgebra if H has a k-coalgebra struc-
ture (H,∆, ǫ), such that ∆ is a multiplicative map (i.e. the first diagram of (1)
commutes) and the following weaker compatibility conditions hold
(∆(1)⊗ 1)(1⊗∆(1)) = (∆⊗H)∆(1) = (1⊗∆(1))(∆(1) ⊗ 1)
ǫ(b1(1))ǫ(1(2)b
′) = ǫ(bb′) = ǫ(b1(2))ǫ(1(1)b
′),
for b, b′ ∈ H . A weak Hopf algebra is a weak bialgebra that is equipped with a
k-linear map S : H → H satisfying
h(1)S(h(2)) = ǫ(1(1)h)1(2);
S(h(1))h(2) = 1(1)ǫ(h1(2));
S(h(1))h(2)S(h(3)) = S(h).
The Tannaka reconstruction gives us the following characterization (see e.g. [35]).
There is a bijective correspondence between:
(i) weak Hopf k-Hopf algebras H ; and
(ii) right rigid monoidal categories V together with a right rigid
separable Frobenius monoidal functor V →Mk.
Weak Hopf algebras are in relation with bimonads and Hopf monads, as we will
discuss in more detail in Section 5.2.1. To study the particularities of weak Hopf
algebra theory however, weak monads, weak bimonads and weak Hopf monads were
introduced in a series of papers (see e.g. [5] [7]).
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5.2. Variations on the monoidal base category.
5.2.1. Hopf algebroids. It took quite a long time to establish the correct Hopf-
algebraic notion over a non-commutative base. The reason of the difficulties are
quite clear. First of all, if R is a non-commutative ring, then the category of
right R-modules MR is no longer monoidal (in general). Therefore, we have to
look in stead to the category of R-bimodules RMR, which is monoidal, but in
general still not braided. So bialgebras and Hopf algebras can not be computed
inside this category. However, we can compute bimonads and Hopf-monads on this
category. This is how the theory of bialgebroids can be developed. It has to be
told that historically, bialgeboids and Hopf algebroids were constructed first in a
more direct way, and the interpretion via bimonads and Hopf monads is only very
recent. However, in order to make the relation between the different variations on
Hopf algebra-like structures more prominent, we take this converted approach in
this note and introduce bialgebroids by postulating the following characterization
(reformulation of [41][Theorem 5.1]):
Let B be an R ⊗ Rop-algebra (B,m, u) (i.e. an algebra in the mo-
noidal category RMR), then there is a bijective correspondence
between
(i) (right) R-bialgebroid structures on B, with underlying algebra
(B,m, u); and
(ii) monoidal structures on the category of right B-modules such
that the forgetful functor U :MB → RMR is strict monoidal.
A particular feature of bialgebroids, is that rather than a unit map u : R⊗Rop → B,
one considers the source and target maps s : R → B and t : Rop → B, which are
the combination of the unit map u with the canonical injections R→ R⊗Rop and
Rop → R⊗Rop (respectively).
As one can see, different from the case over a commutative base, the notion
of a bialgeboid is not left-right symmetric. A left bialgebroid is introduced sym-
metrically, as an R ⊗ Rop-algebra with monoidal structure on its category of left
modules.
Due to this assymetry, several different notions of a Hopf algebroid were intro-
duced in the literature. Some of these were shown to be equivalent, although this
was far from being trivial. We omit this disscusion here, but refer to the survey
[4]. The presently overall accepted notion of a Hopf algebroid (introduced in [9] for
bijective antipodes) consists of a triple (HL, HR, S), where HL is a left L-algebroid,
HR is a right R-algebroid, such that HL and HR share the same underlying k-
algebra H . The structure maps have to satisfy several compatibility conditions for
which we refer to [4][Definition 4.1], and S : H → H is the k-linear antipode map
that satisfies the following axiom
µL ◦ (S ⊗L H) ◦∆L = sR ◦ ǫR, µR ◦ (H ⊗R S) ◦∆R = sL ◦ ǫL,
where µL,∆L, ǫL and sL are respectively the multiplication map, the comultiplica-
tion map, the counit map and the source map of the left bialgebroid HL.
The way we defined a right bialgebroid B over R, tells immediately that −⊗RB
is a bimonad on RMR. It turns out that the bimonad − ⊗R HR associated to
a Hopf algebroid is a right Hopf monad on RMR and the bimonad HL ⊗L −
becomes a left Hopf monad on LML. The converse is not always true, but the
alternative notion of a ×R-Hopf algebra introduced by Schauenburg (see [42]) is
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defined as a rightR-bialgebroid such that the canonical morphism can : H⊗RopH →
H ⊗RH, can(h⊗Rop h
′) = h(1)⊗R h(2)h
′ is a bijection. This leads to the following
characterization.
Let B be an R ⊗ Rop-algebra, then there is a bijective correspon-
dence between
(i) ×R-Hopf algebra structures on B,
(ii) right closed monoidal structures on the category of right B-
modules such that the forgetful functor U : MB → RMR is
right closed.
It should be remarked that weak Hopf algebras (respectively weak bialgebras)
are strongly related to Hopf algebroids (resp. bialgebroids). To some extend,
weak Hopf algebras motivated largely the recent development in the theory of Hopf
algebroids. Let H be a weak bialgebra. Then MH is a monoidal category, but the
forgetful functor MH → Mk is not strict monoidal, not even strong monoidal, it
is only separable Frobenius monoidal. However, if we consider the H-subalgebra
R = ImπR, where πR : H → H, πR(b) = 1(1)ǫ(b1(2)),
which is called the target space, then we do obtain a strict monoidal functorMH →
RMR. In this way, the weak bialgebra H becomes a right R-bialgebroid, and in
a similar way a weak Hopf algebra becomes a weak Hopf algebroid see [4, section
3.2.2 and section 4.1.2]. For a detailed discussion of the monoidal properties of the
representation categories of weak bialgebras, we refer to [6].
5.2.2. Hopf Group coalgebras. Hopf group-coalgebras were introduced by Turaev
in his work on homotopy quantum field theories (see [50] and the earlier preprint
[49]). The purely algebraic study of these objects was initiated by Virelizier in [52].
Explicitly, a Hopf group-coalgebra is a family of algebras (Hg, µg, ηg)g∈G indexed
by a group G with unit e, together with a family of algebra maps
∆g,h : Hgh → Hg ⊗Hh, ∀g, h ∈ G
and an algebra map ǫ : He → k and a family of k-linear maps Sg : Hg−1 → Hg, ∀g ∈
G such the following compatibility conditions hold for all g, h, f ∈ G
(∆g,h ⊗Hf ) ◦∆gh,f = (Hg ⊗∆h,f ) ◦∆g,hf
(Hg ⊗ ǫ) ◦∆g,e = Hg = (ǫ⊗Hg) ◦∆e,g
µg ◦ (Sg ⊗Hg) ◦∆g−1,g = ηg ◦ ǫ = µg ◦ (Hg ⊗ Sg) ◦∆g,g−1
In [16] the nice observation was made that these objects can be understood as Hopf
algebras in a particular symmetric monoidal category.
Let us first recall a general construction in category theory. Let C be a category.
Then we can construct a new category Fam(C), the category of families in C, as
follows:
• an object in Fam(C) is a pair (I, {Ci}i∈I), where I ∈ Set;
• A morphism in Fam(C) is a pair (f, φ) : (I, {Ci}i∈I) → (J, {Dj}j∈J) con-
sisting of a map f : I → J and a family of C-morphisms φi : Ci → Df(i).
Dually, we defineMaf(C) = Fam(Cop)op. This is the category with the same objects,
but morphisms are pairs (f, φ) : (I, {Ci}i∈I) → (J, {Dj}j∈J ) consisting of a map
f : J → I and a family of C-morphisms φj : Cf(j) → Dj . If C is monoidal, braided
monoidal or closed than Fam(C) and Maf(C) are as well in a canonical way. In
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[16], the category Fam(C) was called the Zunino category and Maf(C) was called
the Turaev category associated to C. The reason for these names is the observation
we borrow from the same paper, based on the computation of algebras, coalgebras,
bialgebras and Hopf algebras in these categories.
• Algebras in Fam(C) are nothing else than algebras graded by a monoid;
coalgebras in Fam(C) are just a family of coalgebras indexed by a set.
• Algebras in Maf(C) are nothing else than families of algebras indexed by
a set; coalgebras in Maf(C) are coalgebras that are a kind of co-graded
coalgebras, called G-coalgebras in [49].
• bialgebras and Hopf algebras in Fam are Hopf algebras graded by a group
and bialgebras and Hopf algebras in Maf are “co-graded” versions, called
group Hopf coalgebras in [49].
As Hopf group coalgebras are just Hopf algebras a particular braided monoidal
category, the reconstruction theorems Theorem 4.6 and Theorem 4.7 can be directly
applied to this situation.
5.2.3. Multiplier Hopf algebras. Let A be a non-unital algebra. An (right) A-
module is called firm as if the multiplication map induces an isomorphismM⊗AA ∼=
M . The algebra A is called a firm algebra if it is firm as left or equivalently right
regular A-module. In this situation, then the category of firm A-bimodules is again
a monoidal category with monoidal unit A. Examples of this kind of non-unital
algebras are so-called algebras with local units, that is, algebras such that for any
a ∈ A, there exists an element e ∈ A such that ae = a = ea. If S is an infinite set,
then the algebra of functions with finite support fHom(S, k) is a non-unital algebra
with local units.
Multiplier Hopf algebras are a generalization of Hopf algebras in the setting
of non-unital algebras. They were motivated by study of non-compact quantum
groups in the setting C∗-algebras, but studied in a purely algebraic setting since
introduction. The non-compactness of their underlying space is directly related to
the fact that the algebra is non-unital. However, it was proven that multiplier Hopf
algebras always have local units.
If A is a non-unital k-algebra, then the multiplier algebra of A is the k-module
M(A) that is defined by the following pullback
M(A) //

AEnd(A)
(−)

EndA(A)
(−)
//
AHomA(A⊗A,A)
where we used the linear maps
(−) : AEnd(A)→ AHomA(A⊗A,A), ρ¯(a⊗ b) = ρ(a)b, for ρ ∈ AEnd(A);(4)
(−) : EndA(A)→ AHomA(A⊗A,A), λ(a⊗ b) = aλ(b), for λ ∈ EndA(A).(5)
Remark that if A is unital then A ∼= EndA(A) ∼= AEnd(A) ∼= AHomA(A⊗A,A) in a
canonical way, hence also M(A) ∼= A. We can understand M(A) as the set of pairs
(λ, ρ), where λ ∈ EndA(A) and ρ ∈ AEnd(A), such that
(6) aλ(b) = ρ(a)b,
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for all a, b ∈ A. Elements of M(A) are called multipliers. For any x ∈ M(A), we
will represent this element as (λx, ρx). Moreover, for any a ∈ A, we will denote
a · x = ρx(a), x · a = λx(a),
then (6) reads as a(xb) = (ax)b. One obtains in a canonical way that M(A) is a
unital algebra and there is a canonical algebra morphism ι : A→M(A). Moreover,
if f : A→M(B) is a morphism of algebras and the maps
A⊗B → B, a⊗ b 7→ f(a) · b
B ⊗A→ B, b⊗ a 7→ b · f(a)
are surjective, one can always extend this map to a morphism f¯ :M(A)→M(B).
Such morphisms are called non-degenerate.
Let A be an algebra with local units. Consider a non-degenerate algebra mor-
phism ∆ : A → M(A ⊗ A), such that for all a, b ∈ A, ∆(a)(1 ⊗ b) ∈ A ⊗ A and
(b ⊗ 1)∆(a) ∈ A ⊗A. Then we can express the following coassociativity condition
for all a, b, c ∈ A,
(c⊗ 1⊗ 1)(∆⊗A)(∆(a)(1 ⊗ b)) = (A⊗∆)((c⊗ 1)∆(a))(1 ⊗ 1⊗ b).
Now consider the following “fusion maps” or canonical maps
T1 : A⊗A→ A⊗A, T1(a⊗ b) = ∆(a)(1 ⊗ b);
T2 : A⊗A→ A⊗A, T1(a⊗ b) = (a⊗ 1)∆(b).
Following Van Daele [51], we say that A is a multiplier Hopf algebra if there is a
non-degenerate coassociative comultiplication ∆ : A → M(A ⊗ A) as above such
that the maps T1 and T2 are bijective.
It can be shown that A is a multiplier Hopf algebra if and only if there exists a
counit ǫ : A → k and an antipode S : A → M(A) satisfying conditions similar to
the classical case, but which have to be formulated with the needed care.
The full categorical description of multiplier Hopf algebras is not settled yet. A
first attempt was made in [22]. In this paper a reconstruction theorem for multiplier
bialgebras was given. By a multiplier bialgebra we mean a non-unital algebra A
(with local units), that has a coassociative non-degenerate comultiplication ∆ :
A → M(A ⊗ A) and a counit ǫ : A → k. Then according [22, Theorem 2.9], we
have the following characterization
Given an algebra with local units A, there is a bijective correspon-
dence between
(i) multiplier bialgebra structures on A; and
(ii) monoidal structures on the categories MA of firm right A-
modules, AM of firm left A-modules and the category A−Ext
of ring extensions A→ A′, where A′ is again a ring with local
units, such that the following diagram is a diagram of forgetful
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functors is strict monoidal
A− Ext
$$■
■■
■■
■■
■■
zz✉✉
✉✉
✉✉
✉✉
✉
AM
$$■
■■
■■
■■
■■
MA
zz✉✉
✉✉
✉✉
✉✉
✉
Mk
In forthcomming [23], some classes of Multiplier Hopf algebras, such as multiplier
Hopf algebras with a complete set of central local units including discrete quantum
groups, are studied as Hopf algebras in a particular monoidal category. This mo-
noidal category is closely related to the category Maf(C) of the previous section,
which indicates as well the close relationship between Hopf group coalgebras and
multiplier Hopf algebras. In particular, for a group Hopf coalgebra (Hg)g∈G, we
have that ⊕g∈GHg is a multiplier Hopf algebra, whose multiplier algebra is given
by M(⊕g∈GHg) =
∏
g∈GHg.
5.2.4. Hom-Hopf algebras. Another variation of the classical notion of Hopf algebra
that got a lot of attention recently, are so-called Hom-Hopf algebras (see [33]). This
concerns non-associative algebras H , whose non-associativity is ruled by a k-linear
endomorphism α ∈ End(H). It was proven in [17] that Hom-Hopf algebras can
be viewed as Hopf algebras in a monoidal category whose objects are pairs (X, f),
whereX is a k-module and f is a k-automorphism of X , and where the associativity
constraint is non-trivial. Moreover, an Hom-Hopf algebra is nothing else than a
usual Hopf algebra, together with a Hopf algebra automorphism.
5.3. More Hopf algebra-type structures and applications.
5.3.1. Yetter-Drinfel’d modules. For any monoidal category C, one can construct its
center, which is the braided monoidal category Z(C) whose objects are pairs (A, u),
where A is an object of C and uX : A ⊗X → X ⊗ A is a natural transformation
that satisfies
uX⊗Y = (X ⊗ uY ) ◦ (uX ⊗ Y ), uI ≃ A
An arrow from (A, u) to (B, v) in Z(C) consists of an arrow f : A → B in C such
that
vX(f ⊗ 1X) = (1X ⊗ f)uX .
The category Z(C) becomes a braided monoidal category with the tensor product
on objects defined as
(A, u)⊗ (B, v) = (A⊗B,w)
where wX = (uX ⊗ 1)(1⊗ vX), and the obvious braiding. Let H be a k-bialgebra.
As we have seen, the category of right H-modules is a monoidal category. We
can now define the category of Yetter-Drinfel’d modules as the center of the mo-
noidal category H-modules, YDHH = Z(MH). Moreover, as the tensor product is
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preserved, we obtain the following diagram of monoidal forgetful functors
YDHH
//
""❋
❋❋
❋❋
❋❋
❋
MH
||②②
②②
②②
②②
Mk
Hence there exists a quasi-triangular bialgebra D(H) such that YDHH
∼= MD(H).
We call D(H) the Drinfel’d double of H .
Moreover, if H is a finite dimensional Hopf algebra, then one can consider the
rigid categoryMfH and it can be checked that Z(M
f
H) is rigid as well. This allows
to construct a Hopf algebra structure on D(H), which can in this case be computed
explicitly as a crossed product on H and H∗.
Furthermore, as YDHH is again braided monoidal category, one can consider bial-
gebras and Hopf algebras inside this category. These objects are called Yetter-
Drinfeld Hopf algebras and studied for example in [43]. As explained by Takeuchi
[47] this is (almost) equivalent as to consider braided Hopf algebras, that is Hopf
algebras in the category of k-modules, but where one uses a “local braiding” in
stead of the usual twist maps.
5.3.2. Monoidal structures on categories of relative Hopf modules. Let H be a bial-
gebra. Then we know that the category of (right) H-modulesMH and the category
of (right) H-comodules MH are monoidal categories. Hence we can consider bi-
monads on these categories, and Hopf monads on these categories if H is a Hopf
algebra. Suppose for example that A is an H-comodule algebra. Than we have a
monad
A = −⊗A :MH →MH .
Moreover, the category of A-modules coincides with the category of relative Hopf
modules MHA . By Theorem 4.1 A is a bimonad if and only if M
H
A is a monoidal
category and the forgetful functorMHA →M
H is a strict monoidal forgetful functor.
For example, if A is an bialgebra in the monoidal centre of MH , that is A is a
bialgebra in the category of Yetter-Drinfel’d modules over H , then the conditions
are fulfilled and MHA is a monoidal category (see also [14]).
5.3.3. Hopfish algebras. Hopfish algebras were introduced in [48] and motivated by
Poisson geometry, where there was a need to describe the structure on irrational
rotation algebras, see [3]. From the purely algebraic point of view, a Hopfish alge-
bras can be motivated by the very nice feature that they provide a Morita invariant
notion of Hopf algebra-like structure. It is clear that the notion of a usual Hopf al-
gebra is not at all Morita invariant: if an algebra A is Morita equivalent with a Hopf
algebra H , then A has not necessarily the structure of a Hopf algebra. It follows
from the theory of Tang, Weinstein and Zhu that A however possesses a structure
that they call a Hopfish algebra. Different from usual Hopf algebras, Hopfish alge-
bras should be understood using higher category theory. As usual Hopf algebras
live in a braided monoidal base category, Hopfish algebras live in a monoidal bi-
category. The theory for Hopfish algebras, and Tannaka theory in particular, is far
from being fully explored.
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Suppose that A is a Morita equivalent algebra with the Hopf algebra H . Then
there is a strict Morita context (A,H,D,E, µ, τ) and we have functors
MA
F //MH
U //Mk .
Here F ≃ −⊗AD is an equivalence of categories, and U is the strict monoidal for-
getful functor. Using the equivalence betweenMH andMA we can put a monoidal
structure on the category MA by
X ⊙ Y := ((X ⊗A D)⊗ (Y ⊗A D))⊗H E
In particular, we see that the forgetful functor U ′ :MA →Mk is no longer a (strict)
monoidal functor, which explains that A is no longer a Hopf algebra, not even a
bialgebra. The ”comultiplication” is now a bimodule rather than a morphism.
Indeed, if we calculate A⊙A = (D⊗D)⊗H E =:∆A Then this is naturally a left
A ⊗ A-module and a right A-module. On the other side ǫA := k ⊗H E is a k-A
bimodule. The triple (A,∆A, ǫA) then becomes a sesquiunital sesquialgebra, that
satisfies the following coassociativity and counitality axioms:
(A⊗∆A)⊗A⊗A∆A ∼= (∆A ⊗A)⊗A⊗A∆A,
as A⊗A⊗A-A bimodules and
(ǫA ⊗A)⊗A⊗A∆A ∼= A ∼= (A⊗ ǫA)⊗A⊗A∆A
as A-bimodules. Conversely, the category of right A-modules of a sesquiunital
sesquialgebra can be endowed with a monoidal structure, however without having
a strict monoidal forgetful functor to the underlying category of k-modules.
Furthermore, A is a Hopfish algebra if it has antipode, which is defined as a left
A⊗A-module S such that the k-dual of S is isomorphic with the right A⊗A-module
HomA(ǫA,∆A), and such that S is free of rank one if it is considered as a A-A
op
bimodule.
5.3.4. Topological Hopf algebras and locally compact quantum groups. As generally
known, the theory of Hopf algebras has known a great revival thanks to the discov-
ery of quantum groups. Different from pure Hopf algebras, the theory of quantum
groups is however not always purely algebraic but involves often topological and
analytical features. This has lead to generalizations of the notion of a Hopf algebra.
First, one can consider a monoidal category of well-behaving topological vec-
torspaces with completed tensorproduct. A Hopf algebra in this category is called
a topological Hopf algebra, see e.g. [29] and [10].
Motivated by the Pontryagin duality for locally compact topological commuta-
tive groups, Vaes and Kustermans [28] introduced locally compact quantum groups.
To present day, a full Tannaka reconstruction theory for these locally compact quan-
tum groups is not known to the author.
5.3.5. Combinations. Of course, it is possible to make combinations of two or more
of several of the structures that we have reviewed above. For example structures
as weak quasi Hopf algebras, quasi-triangualar quasi Hopf algebras, weak group
Hopf coalgebras, weak multiplier Hopf algebras have been investigated by several
authors.
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5.3.6. Further generalizations and prospects. To combine all generalizations of Hopf
algebras into a single and unifying framework, it became clear during the recent
years that the proper setting will not be given by braided monoidal categories,
not even by Hopf monads (as treated above). Rather one will have to move to a
higher categorical setting, considering monoidal bicategories, 2-monoidal categories
and possibly even more involved structures (see e.g. [18], [11]). These recent
developments are indicating that the theory of Hopf algebras and the interrelation
with (higher) category have an exciting future ahead.
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