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THE LARGEST PROJECTIVE CUBE-FREE SUBSETS OF Z2n
JASON LONG AND ADAM ZSOLT WAGNER
Abstract. In the Boolean lattice, Sperner’s, Erdo˝s’s, Kleitman’s and Samotij’s the-
orems state that families that do not contain many chains must have a very specific
layered structure. We show that if instead of Zn2 we work in Z2n , several analogous
statements hold if one replaces the word k-chain by projective cube of dimension 2k−1.
We say that Bd is a projective cube of dimension d if there are numbers a1, a2, . . . , ad
such that
Bd =
{∑
i∈I
ai
∣∣∣∣∅ 6= I ⊆ [d]
}
.
As an analog of Sperner’s and Erdo˝s’s theorems, we show that whenever d = 2ℓ is a
power of two, the largest d-cube free set in Z2n is the union of the largest ℓ layers. As
an analog of Kleitman’s theorem, Samotij and Sudakov asked whether among subsets
of Z2n of given size M , the sets that minimize the number of Schur triples (2-cubes)
are those that are obtained by filling up the largest layers consecutively. We prove the
first non-trivial case where M = 2n−1 +1, and conjecture that the analog of Samotij’s
theorem also holds.
Several open questions and conjectures are also given.
1. Introduction
1.1. Theorems in Zn2 . We will consider four important results in the Boolean lattice,
which we identify in the usual way with the elements of Zn2 .
We begin with Sperner’s theorem from 1928, a cornerstone result in extremal com-
binatorics. Here we recall that two distinct sets A,B ⊆ [n] form a 2-chain if they are
comparable, i.e. if A ⊂ B or B ⊂ A. Similarly, k distinct sets form a k-chain if any two
of them are comparable.
Theorem 1.1 (Sperner, [21]). If F ⊂ Zn2 does not contain a 2-chain then |F| is not
larger than the largest layer.
The layers of the Boolean lattice are the collections of sets that have the same size,
so that the largest layer is
( [n]
⌊n/2⌋
)
and has size
( n
⌊n/2⌋
)
. Hence, Sperner’s theorem states
that a 2-chain free family has size at most
( n
⌊n/2⌋
)
.
One of the many generalisations of Sperner’s theorem is due to Erdo˝s:
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Theorem 1.2 (Erdo˝s, [5]). Let n ≥ k ≥ 2 be integers. If F ⊂ Zn2 does not contain a
k-chain then |F| is not larger than the union of the k − 1 largest layers.
Kleitman generalised Sperner’s theorem in a different direction. He considered families
larger than
( n
n/2
)
and asked which ones have the fewest 2-chains. Let the layers of
{0, 1}n in decreasing order of size be denoted by J1, J2, . . . , Jn+1 so that J1 =
( [n]
⌊n/2⌋
)
and {Jn, Jn+1} = {{∅}, {[n]}}. Say that a family F ⊆ {0, 1}
n is centred if there exists
an i ∈ [n + 1] such that for all j with 1 ≤ j < i we have Jj ⊆ F , and for all j with
i < j ≤ n+ 1 we have Jj ∩ F = ∅.
Theorem 1.3 (Kleitman, [14]). Let n ≥ 2 and M be integers. Amongst all families
F ⊆ Zn2 of size |F| =M , centred families minimise the number of 2-chains.
Very recently Samotij, proving a conjecture of Kleitman, generalised Theorems 1.2
and 1.3.
Theorem 1.4 (Samotij, [18]). Let n ≥ k ≥ 2 and M be integers. Amongst all families
F ⊆ Zn2 of size |F| =M , centred families minimise the number of k-chains.
The main result of this paper is that most of these results still hold if we replace Zn2
by Z2n . In order to make sense of what the analogs of these theorems are in Z2n we need
to find analogs of the definition of layers and chains.
1.2. Theorems in Z2n. Finding a natural partition of the elements of Z2n into n + 1
layers is not too difficult. For all 1 ≤ i ≤ n, let
Li := {x ∈ [2
n] : x ≡ 2i−1
(
mod 2i
)
}
be the i’th layer and define Ln+1 := {0}. So L1 consists of all odd numbers, L2 is all
numbers congruent to 2 mod 4, etc. In particular, we have |Li−1| = 2|Li| for all i ≤ n.
Finding the right analog of a chain in Z2n is much more challenging. It was not obvious
to us why a corresponding notion should exist, but it turns out it is projective cubes.
Following the notation of [4], given a multiset S = {a1, . . . , ad} of size d, we define
the projective d-cube generated by S as
Σ∗S =
{∑
i∈I
ai : ∅ 6= I ⊆ [k]
}
.
Extremal properties of projective cubes have a vast literature, see e.g. [1, 3, 6, 11]. In
particular, Rado [17], and later independently Sanders [20] and Folkman (see [9] or [10]),
showed that, for any r and d, there exists a least number n so that, for any partition of
[1, n] into r classes, one class contains a projective d-cube.
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Throughout the rest of this paper we work in the cyclic group Z2n , hence in the defi-
nition of Σ∗S the summations are all modulo 2n, and Σ∗S is a subset of Z2n . Following
e.g. [16] we do not assume that the numbers a1, . . . , ak are distinct, but we will always
view the d-cube Σ∗S as a set, rather than a multiset. Hence |Σ∗S| ≤ 2k − 1, but |Σ∗S|
could be much smaller. We say that a set A ⊂ Z2n is d-cube-free if there does not exist
a multiset S of size d with (Σ∗S) ⊆ A.
Examples
• If S = {a, b} then Σ∗S = {a, b, a+b} is a 2-cube (Schur triple). In the degenerate
case where a = b we have Σ∗S = {a, 2a} which is also a 2-cube.
• The set {a, 2a, 3a, . . . , ka} is a k-cube, as it is generated by S = {a, . . . , a︸ ︷︷ ︸
k times
}.
• If n = 3 then Σ∗{2, 5, 5} = {2, 4, 5, 7} and hence the set A = {2, 3, 4, 5, 7} is not
3-cube-free.
• The set {0} is a d-cube for any d.
We are now ready to state our main results. We obtain the statements by replacing
Z
n
2 by Z2n and the expression “k-chain” by “2
k−1-dimensional projective cube” in Theo-
rems 1.1-1.4. We begin with the resulting analog of Sperner’s theorem, which is an easy
exercise.
Proposition 1.5 (Analog of Sperner’s theorem in Z2n). If F ⊂ Z2n does not contain a
projective 2-cube then |F| is not larger than the largest layer, i.e. L1.
Note that a projective 2-cube is simply a Schur-triple, so Proposition 1.5 simply
states that any sum-free set in Z2n has size at most 2
n−1. The analog of Erdo˝s’ theorem
(Theorem 1.2) is on largest sets without projective cubes:
Theorem 1.6 (Analog of Erdo˝s’ theorem in Z2n). Let n ≥ k ≥ 2 be integers. If F ⊂ Z2n
does not contain a projective 2k−1-cube then |F| is not larger than the union of the k− 1
largest layers, i.e. L1 ∪ L2 ∪ . . . ∪ Lk−1.
This theorem is sharp, since L1 ∪ . . . ∪ Lk−1 is 2
k−1-cube-free (indeed, amongst any
collection of 2k−1 numbers there is a subset whose sum is divisible by 2k−1). In order to
state our version of Kleitman’s theorem (Theorem 1.3) we need to define what a centred
set is. Our definition of centred will be the exact same as in the Boolean lattice case: we
say that S ⊂ Z2n is centred if there exists an i ∈ [n+1] such that for all j with 1 ≤ j < i
we have Lj ⊆ S, and for all j with i < j ≤ n + 1 we have Lj ∩ S = ∅. The analog of
Kleitman’s theorem was raised as a question by Samotij and Sudakov [19] in the very
last line of their paper.1
1Compare this with Kleitman’s conjecture, which was proved by Samotij (see Theorem 1.4). This
conjecture appeared in the very last line of Kleitman’s paper!
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Conjecture 1.7 (Analog of Kleitman’s theorem in Z2n). Let n ≥ 2 and M be integers.
Amongst all families F ⊆ Z2n of size |F| =M , centred families minimise the number of
2-cubes.
For M ≤ 2n−1 Conjecture 1.7 is trivial, our modest contribution is that the first non-
trivial case of this conjecture is true. Theorem 1.8 states that the M = 2n−1 +1 case of
Conjecture 1.7 is true.
Theorem 1.8. All sets of size 2n−1 + 1 in Z2n contain at least 3 · 2
n−1 Schur triples.
Following [19], we define the number of 2-cubes in a set A ⊆ Z2n by
ST(A) =
∣∣{(x, y, z) ∈ A3 : x+ y = z}∣∣,
so that if x+ y = z and x 6= y then we consider (x, y, z) and (y, x, z) as different triples.
Observe that a centred set of size 2n−1+1, e.g. the set L1∪{2}, contains precisely 3·2
n−1
such 2-cubes, hence Theorem 1.8 is sharp. The number of k-cubes in a set can be defined
similarly, and indeed we conjecture that the analog of Samotij’s theorem (Theorem 1.4)
also holds.
Conjecture 1.9 (Analog of Samotij’s theorem in Z2n). Let n ≥ k ≥ 2 andM be integers.
Amongst all families F ⊆ Z2n of size |F| =M , centred families minimise the number of
2k-cubes.
1.3. When d is not a power of two. While we have seen that 2k−1-cubes in Z2n
correspond to k-chains in Zn2 , the case of d-cubes where d is not a power of two does not
seem to have an analog in Zn2 . Hence it is not obvious what the extremal constructions
should be, and indeed this case exhibits a much more interesting behaviour. Table 1
illustrates our conjectured largest d-cube-free constructions, which we refer to as Cd. We
will always assume that n is sufficiently large for our constructions to make sense, in
particular n ≥ d is always enough. Recall that Theorem 1.6 establishes that Cd is indeed
best possible for d = 2, 4, 8, . . ..
We give an explicit description of this construction Cd for all d in Section 3. While
we cannot prove that these constructions are best possible (except when d = 2ℓ), we can
show they are best amongst sets that are unions of layers.
Theorem 1.10. Let d, n be positive integers with d ≤ n. Then Cd is the largest d-cube
free subset of Z2n amongst all sets that can be written as a union of some layers.
Our main tool in the proof of Theorem 1.10 is the following elementary lemma, which
we believe is interesting in its own right.
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Lemma 1.11. Let k ≥ 1 and x ≥ 0 be integers. Given 2k + x not necessarily distinct
integers a1, a2, . . . , a2k+x, at least one of the following two statements holds.
(1) There exists a subset of these integers whose sum is divisible by 2k but not by
2k+1.
(2) There exist x+1 disjoint non-empty sets A1, . . . , Ax+1 ⊆ {1, 2, . . . , 2
k+x}, such
that for all s ≤ x+ 1, we have∑
i∈As
ai ≡ 0
(
mod 2k+1
)
.
The case of x = 0 in Lemma 1.11 follows from the standard statement that amongst
m numbers there is a non-empty subset whose sum is divisible by m, but already the
x = 1 case is far from trivial. Guaranteeing x+1 subsets whose sum is divisible by 2k+1
in the second point of Lemma 1.11 is easy, the power of our lemma lies in the fact that
we can take these sets to be disjoint from each other. Our proof of Lemma 1.11 relies
on a series of compressions and a downward induction on x with base case x = 2k − 1.
Our proof of Lemma 1.11 is quite lengthy, it would be very interesting to have a shorter
proof.
Given Theorem 1.10, we would be surprised if these constructions were not best pos-
sible amongst all sets.
Conjecture 1.12. Let d, n be positive integers with d ≤ n. Then Cd is the largest d-cube
free subset of Z2n .
d Cd, the largest conjectured d-cube-free subset of Z2n
2 L1
3 L1 ∪ L3
4 L1 ∪ L2
5 L1 ∪ L2 ∪ L4
6 L1 ∪ L2 ∪ L4 ∪ L6
7 L1 ∪ L2 ∪ L4 ∪ L5
8 L1 ∪ L2 ∪ L3
9 L1 ∪ L2 ∪ L3 ∪ L5
. . . . . .
26 L1 ∪ L2 ∪ L3 ∪ L4 ∪ L6 ∪ L7 ∪ L8 ∪ L10 ∪ L11
. . . . . .
Table 1. The conjectured best constructions
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Our paper is organised as follows. In Section 2 we focus on the d = 2ℓ case and
prove Theorem 1.6. The construction Cd is defined in Section 3, and there we also prove
Lemma 1.11 and Theorem 1.10. Theorem 1.8, our partial result on the Samotij-Sudakov
question, is proved in Section 4. Some further open questions and conjectures are given
in Section 5.
2. When d is a power of two
Our main goal in this section is to prove Theorem 1.6. We will prove the following
stronger statement, that immediately implies Theorem 1.6.
Theorem 2.1. Let ℓ, n ∈ N+ be integers with 2ℓ ≤ n. If A ⊂ Z2n satisfies |A| >(
1− 1
2ℓ
)
2n, then there exist integers x, y ∈ [2n] such that Σ∗{x, x, . . . , x︸ ︷︷ ︸
2ℓ−1
, y} ⊆ A.
We will first need the following simple claim.
Claim 2.2. If A ⊂ Z2n has size |A| >
(
1− 1
2ℓ−1
)
2n then there exists an integer x ∈ Z2n
such that
{
x, 2x, 3x, . . . ,
(
2ℓ − 1
)
x
}
⊆ A.
Proof. Recall the definition of the layers (Li)
n+1
i=1 from Section 1. For an integer 1 ≤ a ≤
n, define the set Fa as
Fa :=
{{
x, 2x, 3x, . . . ,
(
2ℓ − 1
)
x
}
: x ∈ La
}
.
Note that if a ≤ n − ℓ + 1 then all elements of Fa have size exactly 2
ℓ − 1. Indeed, if
i1x = i2x for some 1 ≤ i1 < i2 ≤ 2
ℓ − 1 then 2n|(i2 − i1)x. As a ≤ n − ℓ + 1, we have
that x is not divisible by 2n−ℓ+1, moreover 2ℓ cannot divide i2 − i1.
The proof goes by contradiction, let A be a counterexample to the statement of
Claim 2.2. Let B =
{
x, 2x, 3x, . . . ,
(
2ℓ − 1
)
x
}
be an element of Fa and observe that
|B∩La| = 2
ℓ−1, |B ∩La+1| = 2
ℓ−2, etc, and |B∩La+ℓ−1| = 1. Note moreover that every
element of
⋃a+ℓ−1
i=a Li appears in precisely 2
ℓ−1 different elements of Fa. As for every
element B ∈ Fa there exists an element xB ∈ B with xB /∈ A, this implies that
|A ∩ (La ∪ La+1 ∪ . . . ∪ La+ℓ−1)|
|La ∪ La+1 ∪ . . . ∪ La+ℓ−1|
≤ 1−
1
2ℓ − 1
.
Now let b be an integer with n − ℓ+ 2 ≤ b ≤ n + 1 and observe that since 0 /∈ A (as
otherwise we could take x = 0) we have
|A ∩ (Lb ∪ Lb+1 ∪ . . . ∪ Ln+1)|
|Lb ∪ Lb+1 ∪ . . . ∪ Ln+1|
≤ 1−
1
|Ln−ℓ+2 ∪ . . . ∪ Ln+1|
= 1−
1
2ℓ−1
≤ 1−
1
2ℓ − 1
.
Hence we can partition Z2n in at most ⌈(n + 1)/ℓ⌉ parts such that the density of A in
each part is at most 1− 1
2ℓ−1
. This completes the proof of Claim 2.2. 
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Now we are ready to give the proof of Theorem 2.1.
Proof of Theorem 2.1. Let ℓ, n ∈ N+ be integers with 2ℓ ≤ n and let A ⊂ Z2n be a set of
size |A| >
(
1− 2−ℓ
)
2n. Let x be such that {x, 2x, 3x, . . . ,
(
2ℓ − 1
)
x} ⊆ A, as guaranteed
by Claim 2.2. Note that as |A| >
(
1− 2−ℓ
)
2n we have
A′ = A ∩ (A− x) ∩ (A− 2x) ∩ . . . ∩
(
A−
(
2ℓ − 1
)
x
)
6= ∅.
Let y be an arbitrary element of A′ and note that then we have y, y + x, y + 2x, . . . , y +(
2ℓ − 1
)
x ∈ A. Hence we have that{
x, 2x, 3x, . . . ,
(
2ℓ − 1
)
x, y, y + x, . . . , y +
(
2ℓ − 1
)
x
}
= Σ∗{x, x, . . . , x︸ ︷︷ ︸
2ℓ−1
, y} ⊆ A
and A is not 2ℓ-cube-free. This completes the proof of Theorem 2.1. 
3. When d is not a power of two
Our goal in this section is to define the construction Cd for all integers d, n with n suf-
ficiently large (n ≥ d, say), then to prove Lemma 1.11 and use it to prove Theorem 1.10.
3.1. The construction Cd. Our conjectured largest d-cube free subsets of Z2n always
consist of the union of some of the first few layers, e.g. C10 = L1 ∪ L2 ∪ L3 ∪ L5 ∪ L7.
Which layers we take does not depend on n, as long as the construction makes sense,
since e.g. L7 does not exist if n = 4. Therefore, when defining Cd for all d we will always
assume that there is enough space in Z2n for our construction to fit (i.e. no layers past
Ln are included). It will always suffice to take e.g. n ≥ d in general. For positive integers
a, b with a ≤ b we will use the notation L[a,b] := La ∪ La+1 ∪ . . . ∪ Lb.
We define Cd recursively as follows.
(1) C1 = ∅.
(2) If d ≥ 2 then let ℓ be the largest integer such that 2ℓ ≤ d. Let
Cd := L[1,ℓ] ∪
{
2ℓ+1 · x : x ∈ Cd−2ℓ+1
}
.
In other words, Cd is the union of the first ℓ layers, it skips Lℓ+1, and includes a copy of
Cd−2ℓ+1 in Lℓ+2 ∪ Lℓ+3 ∪ . . . .
The same definition can be rephrased as follows. For any positive integer k, define
α(k) to be the largest integer ℓ with 2ℓ ≤ k, and let β(k) := k − α(k) + 1. Given d ≥ 2,
set ℓ1 := α(d) + 1 and let d1 := β(d). Set ℓ2 := α(d1) + 2 and let d2 := β(d1). Repeat
until one of the di-s, say dq, becomes equal to one. We will refer to the resulting sequence
(ℓ1, ℓ2, . . . , ℓq) as the block vector of Cd. Then we construct Cd by including the first ℓ1−1
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layers, excluding the next layer, including the next ℓ2−1 layers, excluding the layer after
these, etc. Hence we get that, letting M :=
∑q
i=1 ℓi,
Cd = L[1,ℓ1−1] ∪ L[ℓ1+1,ℓ1+ℓ2−1] ∪ . . . ∪ L[M−ℓq+1,M−1].
Example: Suppose we want to find C26.
• The largest power of two not greater than 26 is 24 = 16. So we include the first
four layers L1 ∪ . . . ∪ L4 and do not include L5. We replace 26 by 26− 15 = 11.
• The largest power of two not greater than 11 is 23 = 8. Now we include the next
three layers L6 ∪ L7 ∪ L8 and skip L9. We replace 11 by 11− 7 = 4.
• As 4 = 22, we include the next two layers L10 ∪ L11. We replace 4 by 4− 3 = 1
and stop the algorithm since we hit 1.
So the block vector of C26 is (5, 4, 3) and we have
C26 = L1 ∪ L2 ∪ L3 ∪ L4 ∪ L6 ∪ L7 ∪ L8 ∪ L10 ∪ L11 = L[1,4] ∪ L[6,8] ∪ L[10,11].
We will now use this example and Figure 1 to illustrate the intuition behind why this
construction is d-cube free.
C26 = L1 [ L2 [ L3 [ L4 [ L6 [ L7 [ L8 [ L10 [ L11
26 = 15 + 7 + 3 + 1
Figure 1. C26 is the union of three blocks
Suppose for contradiction that C26 contains a 26-cube, say Σ
∗{x1, x2, . . . , x26} ⊆ C26.
Let us call x1, . . . , x26 the generators of the cube. Each of these generators have to lie in
either the first block B1 = L1∪L2∪L3∪L4, the second block B2 = L6∪L7∪L8 or in the
third block B3 = L10 ∪L11. Suppose that precisely 16 generators lie in B1, 7 generators
lie in B2 and 3 lie in B3. Consider the 16 generators lying in B1. The numbers in B1 are
all not divisible by 16, but since we have 16 generators in B1 we can find a subset sum,
say S, that is divisible by 16. As S ∈ Σ∗{x1, x2, . . . , x26} ⊆ C26 we must have S ∈ C26,
and as S is divisible by 16 we must have S ∈ B2 ∪ B3. Assume S ∈ B2. Now the 7
generators in B2 together with S form 8 numbers, all divisible by 32, hence there is a
subset sum S′ that is divisible by 8 · 32 and thus must be in B3. Now amongst the three
generators in B3 together with S
′ there is a subset sum divisible by 4 · 29 and is thus not
in C26, which is a contradiction.
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The difficulty with making the above intuition rigorous is the following observation.
Suppose we are given that 17 instead of 16 of the generators lie in B1. Then we can
find two sets S1, S2 ⊂ {x1, . . . , x26} ∩ B1 such that the sums of elements in S1 and in
S2 are both divisible by 16. The issue is that if S1 and S2 are not disjoint, say they
both contain x1, then the number
∑
x∈S1
x +
∑
x∈S2
x is not necessarily an element
of Σ∗{x1, x2, . . . , x26} and hence need not be contained in C26. Luckily Lemma 1.11
guarantees that we may take S1 and S2 to be disjoint and the proof goes through.
3.2. Proof of Theorem 1.10 assuming Lemma 1.11. The proof consists of two
parts. First we use the ideas outlined above, together with Lemma 1.11, to show that
Cd does not contain a d-cube. Then we use a simple construction to show that no other
set that is a union of layers can be both d-cube free and larger than Cd.
Claim 3.1. For any d ≥ 1, Cd does not contain a d-cube.
Proof. The proof goes by induction on d, with C1 = ∅ not containing any 1-cube for
any n ≥ d = 1. Let (ℓ1, ℓ2, . . . , ℓq) be the block vector of Cd, so that Cd = L[1,ℓ1−1] ∪
L[ℓ1+1,ℓ1+ℓ2−1]∪ . . .∪L[M−ℓq+1,M−1], whereM =
∑q
i=1 ℓi. Let the blocks of Cd be defined
in the natural way as B1 = L[1,ℓ1−1], B2 = L[ℓ1+1,ℓ1+ℓ2−1] and in general for 1 ≤ i ≤ q we
set Bi = L[ℓ1+...+ℓi−1+1,ℓ1+...+ℓi−1]. Assume for contradiction that Σ
∗{x1, . . . , xd} ⊂ Cd.
By rearranging we can find an integer d1 such that xi ∈ B1 if and only if i ≤ d1. The
proof splits into two cases according to how large d1 is.
Suppose first that d1 ≤ 2
ℓ1−1 − 1. Then {xd1+1, . . . , xd} ⊂ Cd \B1 and hence
Σ∗{xd1+1, . . . , xd} ⊂ Cd \B1.
Observe that {2ℓ1 · x : x ∈ Cd−2ℓ1−1+1} = Cd \B1, and hence
Σ∗
{xd1+1
2ℓ1
,
xd1+2
2ℓ1
, . . . ,
xd
2ℓ1
}
⊂ Cd−2ℓ1−1+1.
This is a contradiction, as Cd−2ℓ1−1+1 does not contain a
(
d− 2ℓ1−1 + 1
)
-cube.
Hence we must have d1 ≥ 2
ℓ1−1. Applying Lemma 1.11 with k = ℓ1 − 1 we conclude
that either there is a subset of {x1, . . . , xd1} whose sum is divisible by 2
ℓ1−1 but not by 2ℓ1 ,
or we can find d1−2
ℓ1−1+1 disjoint non-empty sets A1, . . . , Ad1−2ℓ1−1+1 ⊆ {1, 2, . . . , d1}
such that for all s ≤ d1 − 2
ℓ1−1 + 1 we have
∑
i∈As
ai ≡ 0
(
mod 2ℓ1
)
. The first option
is impossible, as Cd ∩ Lℓ1 = ∅, hence the second option must occur. For all j with
1 ≤ j ≤ d1− 2
ℓ1−1+1 let us set sj :=
∑
i∈Aj
ai. Then as the Ai-s were disjoint, we have
that
Σ∗{s1, s2, . . . , sd1−2ℓ1−1+1, ad1+1, ad2+2, . . . , ad} ⊂ Cd \B1.
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Hence Cd \ B1 contains a
(
d− 2ℓ1−1 + 1
)
-cube. As before, this implies that Cd−2ℓ1−1+1
contains a
(
d− 2ℓ1−1 + 1
)
-cube which is a contradiction. This completes the proof of
Claim 3.1. 
Claim 3.2. For any d ≥ 1, if S ⊂ Z2n is a union of layers and |S| > |Cd|, then S
contains a d-cube.
Proof. As in the proof of Claim 3.1, let (ℓ1, ℓ2, . . . , ℓq) be the block vector of Cd, so that
Cd = L[1,ℓ1−1] ∪L[ℓ1+1,ℓ1+ℓ2−1] ∪ . . .∪L[M−ℓq+1,M−1], where M =
∑q
i=1 ℓi. Let s be index
of the first layer wher Cd and S differ. Because |Li−1| = 2|Li| for all i ≤ n, we must have
Ls ⊂ S and Ls ∩ Cd = ∅. We will show that L[1,s] ∩ S contains a d-cube.
For all i ≤ q let Mk :=
∑i
j=1 ℓj . Let k be the largest integer in the set {1, 2, . . . , q}
that satisfies Mk ≤ s. We split the proof into two cases, according to whether s ≤M or
s > M .
If s ≤M then note that s =Mk and we build a multiset T of size d, which will be the
collection of the generators of the d-cube we find in S, as follows. First, include 2ℓk − 1
copies of 2Mk−1 into T . Since L[Mk−1+1,Mk] ⊂ S, every subset sum of these is in S. Next,
for all i ≤ k − 1, include 2ℓi−1 − 1 copies of 2Mi−1 into T . Given any subset of T , the
largest power of two dividing its sum is determined by its smallest summands and their
quantity, and hence it is easily verified that Σ∗T ⊂ S.
By construction
|T | =
k−1∑
i=1
(
2ℓi−1 − 1
)
+ 2ℓk − 1.
By the definition of the block vector of Cd, we have that
α
(
d−
k−1∑
i=1
(
2ℓi−1 − 1
))
= ℓk − 1.
Hence d−
∑k−1
i=1
(
2ℓi−1 − 1
)
≤ 2ℓk − 1 and so |T | ≥ d, as required.
The case of s > M is easier, we construct T as follows. For all i ≤ q let T contain
2ℓi−1 − 1 copies of 2Mi−1 . Moreover, add to T one copy of the number 2s−1 (which is
an element of Ls). Checking that Σ
∗T ⊂ S is similar to the above, and |T | = d follows
from the definition of the block vector of Cd. This finishes the proof of Claim 3.2. 
Note that it is easy to modify the proof of Claim 3.2 to show that the constructions
Cd are maximal, i.e. adding a single element to Cd makes it not d-cube-free. Now Theo-
rem 1.10 follows from Claims 3.1 and 3.2. It only remains to prove Lemma 1.11, which
will take us a significant effort.
10
3.3. The proof of Lemma 1.11. Given a multiset S = {a1, . . . , ad} of size d, we define
the iterated sumset of S as
S∗ =
{∑
i∈I
ai : I ⊆ [k]
}
,
so that S∗ = (Σ∗S)∪{0}. The reader should be aware that we will be dealing with both
sets and multisets in what follows. Anything that is not an iterated sumset is a multiset,
also referred to as a collection. Iterated sumsets (of multisets) are just sets, as defined
above. Given a residue t modulo 2k+1 we define |t| to be the minimal absolute value of
any integer in the residue class of t modulo 2k+1. We will also refer to |t| as the absolute
value of t. Given an integer λ and a multiset C we define λ · C = {λc|c ∈ C} (where the
RHS is a multiset).
To begin the proof of Lemma 1.11, let C be a collection of 2k + r non-zero residues
modulo 2k+1 with the property that no sub-collection sums to 2k modulo 2k+1. Then
we need to show C contains at least r+ 1 disjoint, non-empty subsets whose sums are 0
modulo 2k+1.
The proof will involve two separate ideas. One, which we shall return to later, involves
building up the iterated sumset C∗ by introducing elements of C one by one, and analysing
how it can grow. This idea was used by Alon and Freiman ([3], Lemma 4.2) in the
following lemma, for which we include their proof.
Lemma 3.3. [Special case of Alon-Freiman Lemma ] Any collection C of 2k+1 − 1 non-
zero residues modulo 2k+1 contains a non-empty sub-collection summing to 2k modulo
2k+1.
Proof. The proof considers building up the iterated sumset C∗ by introducing elements
of C one by one. Let C = {c1, . . . , cm} where m = 2
k+1 − 1 and let Ci = {c1, . . . , ci}.
Note that |C∗1 | = 2 and C
∗
i ⊆ C
∗
i+1 for all i. If C
∗
i+1 = C
∗
i for some i then C
∗
i contains
the cyclic subgroup of Z2n generated by ci+1. Since 2
k is an element of every non-trivial
subgroup of Z2n , this completes the proof. 
The second idea is a compression that involves replacing elements of C in a way that
does not change the iterated sumset C∗ or the number of sub-collections that sum to
zero. These compressions fall into three categories, which we introduce with the following
definition.
Definition. Let C be a collection of non-zero residues modulo 2k+1 with the property
that no sub-collection sums to 2k modulo 2k+1. Suppose that C contains at least λ > 0
copies of residues ±1 and also a residue t with 1 < |t| ≤ λ + 1. A type 1 compression
replaces t with |t| copies of the residue 1 if t ∈ [1, 2k − 1] and with |t| copies of −1
11
otherwise. Alternatively, suppose that C contains a residue −t and two copies of the
residue 2k − t. Then replacing the two copies of 2k − t with two copies of −t is called
a type 2 compression. Finally, if we instead have that C contains at least 2k−1 copies of
±1 and if we have elements u and v that lie in the range [(3/2)2k−1, 2k − 1] then a type
3 compression replaces u and v with u− 2k and v − 2k.
Note that a type 1 compression which replaces the element t increases the number
of elements in C by |t| − 1. Therefore, provided that we can show that the number of
disjoint subsets summing to zero modulo 2k+1 does not increase by more than |t| − 1 we
will be able to proceed by induction. Type 2 and type 3 compressions do not change
the number of elements of C so we will not be able to immediately apply an induction
hypothesis, but provided that we can show that these compressions do not add to the
iterated sumset and do not increase the number of disjoint subsets summing to zero
modulo 2k+1 then we will be able to apply them to modify C in potentially helpful ways.
We now prove these properties, justifying our definitions for compressions.
Lemma 3.4. Let C be a collection of non-zero residues modulo 2k+1 with the property
that no sub-collection sums to 2k modulo 2k+1. Let T1(C) be the result of applying a type
1 compression to C (if possible), let T2(C) be the result of applying a type 2 compression
to C (if possible) and let T3(C) be the result of applying a type 3 compression to C (if
possible). Then T1(C)
∗ = C∗, T2(C)
∗ ⊆ C∗ and T3(C)
∗ ⊆ C∗. Moreover, if T2(C) or T3(C)
contain m disjoint sub-collections summing to 0 modulo 2k+1 then so does C. Lastly,
if we write T1(C, t) for the result of applying a type 1 compression to C which replaces
the element t then we have that if T1(C, t) contains m + |t| − 1 disjoint sub-collections
summing to 0 modulo 2k+1 then C contains at least m such sub-collections.
Proof. We prove the lemma separately for T1(C), T2(C) and T3(C), starting with T1(C).
Without loss of generality we assume that t ∈ [2, 2k − 1] (otherwise we multiply by
−1). We begin by observing that, given α+ β = t− 1, we have
{1(α),−1(β), t}∗ = [−β, α] ∪ [t− β, t+ α]
and
{1α+t,−1β}∗ = [−β, t+ α].
However, since α+ β = t− 1 and so α = t− β − 1 so
[−β, α] ∪ [t− β, t+ α] = [−β, t+ α].
It follows that T1(C)
∗ = C∗.
For T2 we also assume without loss of generality that t ∈ [1, 2
k − 1]. We observe that
{−t, 2k − t, 2k − t}∗ = {−t,−2t,−3t, 2k − t, 2k − 2t}
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and
{−t,−t,−t}∗ = {−t,−2t,−3t} ⊆ {−t, 2k − t, 2k − t}∗
whence T2(C)
∗ ⊆ C∗.
For T3 we observe that, given α+ β = 2
k−1, we have
{1(α),−1(β), u− 2k, v − 2k}∗
= [−β, α] ∪ [u− 2k − β, u− 2k + α] ∪ [v − 2k − β, v − 2k + α] ∪ [u+ v − β, u+ v + α].
However, since u and v that lie in the range [(3/2)2k−1, 2k − 1] we have that u+ v lies
in the range [−2k−1,−2] and therefore
[u− 2k − β, u− 2k + α] ∪ [v − 2k − β, v − 2k + α] ⊆ [−β, α] ∪ [u+ v − β, u+ v + α]
and therefore
{1(α), (−1)(β), u− 2k, v − 2k}∗ ⊆ {1(α),−1(β), u+ v}∗ ⊆ {1(α),−1(β), u, v}∗.
This shows that T3(C)
∗ ⊆ C∗.
Now suppose that S1, . . . , Sm+t−1 are disjoint sub-collections of T1(C, t) which all sum
to 0 modulo 2k+1 (as above we assume without loss of generality that t ∈ [2, 2k − 1]).
Consider the t copies of the element 1 in T1(C, t) that result from the type 1 compression
replacing t. If these do not all appear in distinct Si then by considering the Sj which do
not contain any of these 1s we obtain at least m disjoint sub-collections of C summing
to 0 modulo 2k+1. If they do all appear in distinct Si then combining the Si in which
they appear into a single big sub-collection S we may replace the t copies of 1 in S with
a copy of t to obtain a sub-collection of C. Combined with the rest of the Sj, we obtain
m disjoint sub-collections of C summing to 0 modulo 2k+1.
In the case of T2 the situation is slightly different. Suppose that S1, . . . , Sm are disjoint
sub-collections of T2(C) which all sum to 0 modulo 2
k+1. The type 2 compression replaced
two copies of 2k − t with two copies of −t. Undoing these replacements in the Si gives
m disjoint sub-collections of C which all have sum either 0 or 2k modulo 2k+1. But since
no sub-collection of C sums to 2k modulo 2k+1 we get m disjoint sub-collections of T2(C)
which all have sum 0.
Lastly, we consider the disjoint sums after a type 3 compression. Again, let S1, . . . , Sm
be disjoint sub-collections of T3(C) which all sum to 0 modulo 2
k+1. The type 3 com-
pression replaced u and v with u− 2k and v − 2k. As above, we see that undoing these
replacements in the Si gives m disjoint sub-collections of C which all have sum either 0
or 2k modulo 2k+1. But since no sub-collection of C sums to 2k modulo 2k+1 we get m
disjoint sub-collections of T3(C) which all have sum 0. 
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The proof of Lemma 1.11 will proceed by induction on both k and r. The induction
on r will proceed downwards from r = 2k − 2 – more details on this will follow. In light
of Lemma 3.4 we will be able to use our induction hypothesis on r if we are ever able to
apply a type 1 compression (to C itself or to any λ · C where λ is odd). We will therefore
care about the properties of ‘maximally type 1 compressed’ collections.
To this end, we return to the idea presented in Lemma 3.3. For our purposes the idea
will need to be extended a little, requiring a more detailed analysis of how the iterated
sumset of C can grow whilst avoiding the residue 2k under the additional assumption that
no λ · C for λ odd can be type 1 compressed. This process is captured in the following
lemma.
Lemma 3.5. Let k ≥ 3 and r ≥ 1. Let C be a collection of 2k + r non-zero residues
modulo 2k+1 with the property that no sub-collection sums to 2k modulo 2k+1. Assume
also that no λ · C for λ odd can be type 1 compressed. Then either C contains 2k−1 + r
even residues, or there is an odd residue t (modulo 2k+1) such that C contains 2k−1 + r
residues which are either ±t or ±(2k − t).
In order to prove this lemma, we shall need two technical lemmas that analyse the
process of building C∗ by taking into account new elements of C one by one.
Lemma 3.6. Let C be a collection of 2k + r non-zero residues modulo 2k+1 with the
property that no sub-collection sums to 2k modulo 2k+1. Assume also that no λ · C for
λ odd can be type 1 compressed. For some fixed i let Ci ⊂ C with |Ci| = i. Now choose
Ci+1 = Ci ∪ {xj} for some xj ∈ C \ Ci so that C
∗
i+1 \ C
∗
i is maximal. We claim that
|C∗i+1 \ C
∗
i | is greater than 2 unless one of the following cases holds :
(1) |C∗i | ≤ 5 or |C
∗
i | ≥ 2
k+1 − 5.
(2) All elements of C \ Ci are even.
(3) All elements of C \ Ci are either ±u or ±(2
k − u) modulo 2k+1 for some odd u.
Proof. Suppose we reach a point where all remaining generators increase the sumset by
at most 2. Let our pool of remaining generators be called T = C \ Ci, and our iterated
sumset so far is C∗i . Assume that |C
∗
i | ≥ 6 or we are in case (1).
If there are no odd elements in T then all remaining elements are even and we are
in case (2). So assume that there is an odd generator in T . Without loss of generality
(by multiplying everything by some odd residue λ) we may assume this generator is ±1.
Our goal is now to show that all remaining generators are ±1 or ±(2k − 1).
Since by assumption we know that including the ±1 increases the iterated sumset size
by at most 2, we have that C∗i is a union of two intervals I1 and I2 (of course it could be
a single interval, which is also a union of two intervals).
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Now we consider the possibilities for other elements in T . Suppose a ∈ T . We wish
to show a = ±1 or ±(2k − 1).
We have that |((I1+ a)∪ (I2+ a)) \ (I1 ∪ I2)| ≤ 2. Clearly this allows a to be equal to
±1. If a is ±2 then we are done because we can do a type 1 compression and replace the
±2 with two ±1s. As usual, we may assume that a ∈ [1, 2k−1] without loss of generality,
by multiplying everything by −1.
Suppose I1 + a intersects I1 but does not intersect I2. Then since |(I1 + a) \ I1| ≤ 2
we have a ≤ 2 and so a = 1 (since a = 2 is forbidden), or |I1| ≤ 2. But the latter case
also implies a = 1 since I1 + a intersects I1. Similarly, if I2 + a intersects I2 but does
not intersect I1 then we get that a = 1.
For a proper interval I we denote the x ∈ I such that x + 1 6∈ I by M(I) and the
x ∈ I such that x− 1 6∈ I by m(I).
By the above, if I1 + a intersects I1 we may assume that I1 + a also intersects I2.
So I1 + a contains the entire gap Ig between M(I1) and m(I2) which must therefore
have size at most 2. So now let I be the whole interval consisting of I1, I2 and Ig.
Note that I + a contains at least min(a, 4) new elements that do not belong in I, since
|I| ≤ 2k+1 − 6 + |Ig| ≤ 2
k+1 − 4 by assumption. But
2 ≥ |((I1 + a) ∪ (I2 + a)) \ (I1 ∪ I2)| ≥ |(I + a) \ I| − |Ig|+ |Ig|
since at most |Ig| elements from (I + a) \ I do not belong to ((I1 + a) ∪ (I2 + a)) and
also Ig ⊆ ((I1 + a) ∪ (I2 + a)). So a ≤ 2 and therefore a = 1 (since a = 2 is forbidden).
Therefore we may assume that I1+ a is disjoint from I1 and I2+ a is disjoint from I2.
Observe that
|((I1 + a) ∪ (I2 + a)) \ (I1 ∪ I2)| = |(I1 + a) \ I2|+ |(I2 + a) \ I1|
since I1 and I2 are disjoint.
We have that
|(I1 + 2a) \ I1| ≤ |(I2 + a) \ I1|+ |(I1 + 2a) \ (I2 + a)| = |(I2 + a) \ I1|+ |(I1 + a) \ I2|
so
2 ≥ |(I1 + a) \ I2|+ |(I2 + a) \ I1|
= |(I1 + 2a) \ I1|.
Similarly |(I2 + 2a) \ I2| ≤ 2. Since |I1| + |I2| ≥ 6 we may assume without loss of
generality that |I1| ≥ 3. But since |(I1 + 2a) \ I1| ≤ 2, we deduce that 2a = ±1 or
2a = ±2, so a is ±1 or ±(2k − 1). 
We need one final technical lemma that controls the size of C3.
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Lemma 3.7. Let C be a collection of 2k + r non-zero residues modulo 2k+1 with the
property that no sub-collection sums to 2k modulo 2k+1. Assume also that no λ · C for λ
odd can be type 1 compressed. Either C contains 2k−1 + r even residues, or there is an
odd residue t (modulo 2k+1) such that C contains 2k−1 + r residues which are either ±t
or ±(2k − t), or we can find 3 elements {x1, x2, x3} in C so that |{x1, x2, x3}
∗| ≥ 6.
Proof. Suppose that we can find x1, x2, x3 odd and distinct in C. Then {x1, x2, x3}
∗
contains {x1, x2, x3, x1 + x2, x1 + x3, x2 + x3} which are all distinct and we are done.
Suppose there are at most 2k−1 even elements in C. Then we may now assume that
the odd residues, of which there are at least 2k−1+r, all lie in at most two residue classes,
say u and v, and without loss of generality u appears at least twice. If u 6= v then
{0, u, v, 2u, u + v, 2u+ v} ⊆ {u, u, v}∗
and so |{u, u, v}∗| ≥ 6 unless u = 2k ± v or u = ±v. In this case there is an odd residue
t (modulo 2k+1) so that u and v are both either ±t or ±(2k − t) so we are done.
We may now assume that C contains more than 2k−1 even residues, so in particular it
contains a repeated even residue u. Note also that if C does not contain 2k−1 + r even
residues then it contains at least 2k−1 odd residues. Let v be an odd element of C. Then
{0, u, 2u, v, u + v, 2u + v} ⊆ {u, u, v}∗ and these are all distinct, so |{u, u, v}∗| ≥ 6. 
We are now ready to prove Lemma 3.5.
Proof of Lemma 3.5. By Lemma 3.7 we are either immediately done or we may find C3
of size 3 such that |C∗3 | ≥ 6. Now inductively define Ci+1 = Ci ∪ {x} for some choice of
x in C \ Ci so that C
∗
i+1 − C
∗
i is maximal. Let j ≥ 3 be minimal so that |C
∗
j+1 \ Cj | ≤ 2.
Then |C∗j | ≥ 3(j − 3) + 6 = 3j − 3. Note that we always have that |C
∗
i+1 − C
∗
i | ≥ 1, since,
by Lemma 3.3, the size of the iterated sumset increases by at least 1 whenever a new
element is introduced. Since |C∗| ≤ 2k+1 − 1 we have
3j − 3 + 2k + r − j ≤ 2k+1 − 1
which implies that
j ≤ 2k−1 −
⌈r
2
⌉
+ 1
and so
2k + r − j ≥ 2k−1 +
⌈3r
2
⌉
− 1 ≥ 2k−1 + r.
This is the number of remaining elements in C. By Lemma 3.6 we may deduce that
either
(1) |C∗i | ≤ 5 or |C
∗
i | ≥ 2
k+1 − 5.
(2) All remaining elements of C are even.
(3) All remaining elements of C are either ±u or ±(2k − u) modulo 2k+1 for u odd.
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In case (2) or (3) we are done since the number of remaining elements is at least 2k−1+r.
Note also that |C∗i | ≥ |C
∗
3 | ≥ 6, while if |C
∗
i | ≥ 2
k+1 − 5 then we must have 2k−1 + r ≤ 4
since each remaining element increases the size of the iterated sumset by 1 and |C∗| ≤
2k+1 − 1, but k ≥ 3 and r ≥ 1 so this is impossible. 
We are finally ready to prove Lemma 1.11.
Proof of Lemma 1.11. We prove the result by induction on k and r. The cases k ≤ 2 are
a trivial check. The induction goes downwards on r starting at a base case r = 2k − 2.
The case r = 0 is also done separately. These base cases are covered in detail as follows.
(1) k ≤ 2: This requires checking that given 4 + r residues modulo 8 that avoid a
sum of 4 modulo 8 then we can find r+ 1 sums which are 0 modulo 8, since the
k = 1 case has 0 ≤ r ≤ 2− 2 = 0 so is trivial. The above check for k = 2 can be
done by hand.
(2) r = 0: This follows immediately from the standard result that among n numbers
there is a sum which is 0 modulo n. In our case we have 2k numbers in C so
there is a non-trivial sub-collection with sum 0 modulo 2k. Since no sum is 2k
modulo 2k+1 the sum is in fact 0 modulo 2k+1.
(3) r = 2k − 2: Observe that in this case we have |C| = 2k+1− 2 and |C∗| = 2k+1− 1.
Therefore if we list the elements of C = {x1, . . . , xs} and define Ci = {x1, . . . , xi}
then we must have that |C∗i | = i + 1 for every i. In particular, |C
∗
i+1 \ C
∗
i | = 1
for each i. In particular, C∗2 has size 3. This holds for any ordering of the xi,
but if u 6= ±v then |{u, v}∗| = 4 so we find that all xi are ±t for some residue
t. Since |C| = 2k+1 − 2 we find that t cannot be even (otherwise all elements of
C are even and so |C∗| ≤ 2k−1 which is impossible) so by scaling we may assume
all elements of C are ±1. The only possibility that avoids a sum of 2k is to have
2k − 1 copies of +1 and 2k − 1 copies of −1. In this case we get 2k − 1 = r + 1
disjoint pairs which sum to 0 (by pairing up the +1s and −1s).
For the inductive case we may apply Lemma 3.5. We find that either C contains 2k−1+r
even residues, or there is an odd residue t (modulo 2k+1) such that C contains 2k−1 + r
residues which are either ±t or ±(2k − t). In the first case we may simply divide
everything by 2 – we are left with a collection C/2 of 2k−1+ r residues modulo 2k which
avoid a sum of 2k−1 modulo 2k. By induction on k this contains r + 1 disjoint sums
which are 0 modulo 2k, and the corresponding disjoint sums in C are all 0 modulo 2k+1.
So we are left in the case where there is an odd residue t (modulo 2k+1) such that C
contains 2k−1+ r residues which are either ±t or ±(2k− t). Observe that having +t and
+2k − t is impossible as it gives a sum of 2k, and similarly for −t and −(2k − t).
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Without loss of generality we assume that ±t occurs at least once. Then we can use
type 2 compressions to obtain that all but at most one of the 2k−1 + r residues are ±t.
By scaling we can assume that t = 1. We have thus reduced to the case where C contains
at least 2k−1 + r − 1 ≥ 2k−1 (as if r = 0 then done) copies of ±1. Since we are done
by induction on r if we are able to perform any type 1 compressions, we deduce that C
does not contain any residues u with |u| ∈ [2, 2k−1].
Therefore all remaining generators have absolute value in the range [2k−1 +1, 2k − 1].
Note that if two members u, v of C lie in the range [(3/2)2k−1+1, 2k−1] then we can do
a type 3 compression to replace u and v with u− 2k and v− 2k respectively. Then since
u − 2k and v − 2k have absolute value less than 2k−1 we can do a type 1 compression
and we are done by induction unless u− 2k = v− 2k = −1, ie u = v = 2k − 1. But after
our type 2 compressions we had that all but at most one of the elements equal to ±1 or
±(2k − 1) were in fact ±1, so this cannot arise. Thus if we can find such u and v then
we are done.
Similarly, if we find two members u, v of C lie in the range [2k +1, 2k +2k−2− 1] then
we can multiply by −1 to get two elements in the range [(3/2)2k−1 + 1, 2k − 1]. We are
then done as above.
If we find u ∈ [(3/2)2k−1+1, 2k − 1] and v ∈ [2k +1, 2k +2k−2− 1] then we must have
a sum congruent to 2k modulo 2k+1, since we have at least 2k−1 elements which are ±1.
We may therefore assume that C contains at most one element with absolute value in
the range [(3/2)2k−1 + 1, 2k − 1].
The last range to consider is the elements of C with absolute value in the range
[2k−1 + 1, (3/2)2k−1 − 1]. Suppose we have elements u and v in C with absolute value
in this range. Then order the elements of C as follows. Let x1 = u and x2 = v.
Then let x3, . . . , x2k−1+2 = ±1. Then take the remaining elements in any order. Let
Ci = {x1, . . . , xi}. Note that for i ≤ 2
k−1 + 2, we have
C∗i = [u− β, u+ α] ∪ [−β, α] ∪ [u+ v − β, u+ v + α]
where there are α copies of +1 and β copies of −1 amongst x3, . . . , x2k−1+2. By the
absolute values of u and v, we see that these 3 intervals are disjoint. So |C∗
2k−1+2
| ≥
3(2k−1 + 1).
Since adding each further element of C increases the size of the iterated sumset by at
least 1, we get that
|C∗| ≥ 3(2k−1 + 1) + 2k + r − (2k−1 + 2) ≥ 2k+1
which is impossible.
18
So we conclude that at most 1 element of C has absolute value in the range [2k−1 +
1, (3/2)2k−1 − 1], and thus at most 2 elements of C have absolute value in the range
[2k−1 + 1, 2k − 1]. All other members of C must be equal to ±1 or we can do type 1
compressions.
This means that we in fact have at least 2k + r − 2 ≥ 2k − 1 elements of C which are
±1. But this means that we can do type 1 compression if any element of C is not equal
to ±1. Since at most 2k − 1 of these can be +1, we get at least 2k + r− (2k − 1) = r+1
disjoint pairs of {±1}, giving us r + 1 disjoint sums equalling 0. This finishes the proof
of Lemma 1.11. 
4. Families minimising the number of 2-cubes
Our goal in this section is to prove Theorem 1.8. Given n, let S ⊂ Z2n be a set of
size M = 2n−1 + 1. Recall that for M ≤ 2n−1 the centred family of size M is a subset
of L1 and hence contains no Schur triples, our M = 2
n−1 +1 case is the first non-trivial
case of Conjecture 1.7. Our goal is to prove that any family of size 2n−1 + 1 contains
at least 3 · 2n−1 Schur triples, which is the number of Schur triples in the centred set
S = L1 ∪ {2}. We will use for all i the notation Si = S ∩ Li where Li is the i’th layer
as before, and similarly Si+ = S ∩ (Li+1 ∪ Li+2 ∪ . . . ∪ Ln+1) = Si+1 ∪ Si+2 ∪ . . . ∪ Sn+1.
Note that whenever the numbers x, y, z form a Schur triple, they cannot be in three
different layers, nor all in the same layer.
Denote by C(a, b, c) the set of Schur triples (x, y, z) ∈ S3 with x ∈ Sa, y ∈ Sb and z ∈
Sc. Similarly, let e.g. C(a+, b, c) :=
{
(x, y, z) ∈ S3 : x+ y = z, x ∈ Sa+, y ∈ Sb, z ∈ Sc
}
.
We will use the following elementary observation on the number of edges in an induced
subgraph of a regular graph.
Claim 4.1. Let G be a directed graph, with bidirectional edges (i.e. x → y and y → x)
and loops allowed. Suppose every vertex has out-degree and in-degree equal to k, let
N := |V (G)| and let R ⊂ V (G) be a set of size |R| = m. Then the number of edges in
the induced subgraph G[R] satisfies
E(G[R]) ≥ max{m(k −N +m), k(2m−N), 0}.
Proof. Since every vertex in R has k edges leaving it, and at most N −m of these end
in vertices not in R, it follows that at least k −N +m point to vertices in R, and the
first part follows. The middle inequality follows from the observation that there are km
edges starting at vertices of R and there are (N −m)k edges ending at vertices not in
R. The third part holds since the number of edges cannot be negative. 
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Claim 4.2. For any integer a with 1 ≤ a ≤ n, we have
|C(a, a, a+)| ≥ max{|Sa|(|Sa+| − |La|+ |Sa|), |Sa+|(2|Sa| − |La|), 0}.
Proof. Let z ∈ Sa+. Create a directed graph Gz on vertex set La by adding the edge
x → y if x + y = z. Every vertex in this graph has indegree and outdegree one (loops
possible) and every edge corresponds to a Schur triple in C(a, a, a+). Let
G =
⋃
z∈Sa+
Gz,
so that G is a directed graph with every vertex having indegree and outdegree ex-
actly |Sa+|, and every directed edge present at most once, and the bound follows from
Claim 4.1. When S = T we either have |Sa+| = 0 or Sa = La, with equality in both
cases. 
Claim 4.3. For any integer a with 1 ≤ a ≤ n, we have
|C(a+, a, a)| ≥ max{|Sa|(|Sa+| − |La|+ |Sa|), |Sa+|(2|Sa| − |La|), 0}.
Proof. The proof is very similar to the proof of Claim 4.2. Fix an element y ∈ Sa+ and
create a directed graph Gy on vertex set La by adding the edge x → z if y = z − x.
Then in G = ∪y∈Sa+Gy every vertex has indegree and outdegree |Sa+|, and the rest of
the proof is exactly as in Claim 4.2. When S = T we have equality as before. 
Proof of Theorem 1.8. Recall that ST(S) denotes the number of Schur triples in S. By
Claims 4.2 and 4.3 we have
ST(S) =
n∑
a=1
C(a+, a, a) + C(a, a+, a) + C(a, a, a+)
≥ 3max{|Sa|(|Sa+| − |La|+ |Sa|), |Sa+|(2|Sa| − |La|), 0}.
It suffices to show that amongst sets of size M the function
f(S) = 3
n∑
a=1
max{|Sa|(|Sa+| − |La|+ |Sa|), |Sa+|(2|Sa| − |La|), 0}
is never less than 3|L1|.
For every element x ∈ Z2n , define g(x) to be the integer satisfying x ∈ Lg(x). Observe
that if there exists an integer b ≥ 1 such that 0 < |Sb+| ≤ |Lb \ Sb| then we can replace
all of Sb+ by arbitrary elements of Lb \ Sb. This does not increase f(S) and decreases∑
x∈S g(x). Setting B := max{i : 0 < |Si|}, the highest non-empty layer, we can assume
that for all b < B we have |Lb \ Sb| < |Sb+|. So we have the strict inequalities
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|L1| < |S1|+ |S2|+ . . .+ |SB| = |L1|+ 1
|L2| < |S2|+ |S3|+ . . .+ |SB|
|L3| < |S3|+ |S4|+ . . .+ |SB|
. . .
|LB−1| < |SB−1|+ |SB |.
Hence we have
f(S)
3
≥
(
B−2∑
a=1
|Sa|(|Sa|+ |Sa+| − |La|)
)
+ |SB |(2|SB−1| − |LB−1|)
≥
(
B−2∑
a=1
|Sa|
)
+ |SB|(2|SB−1| − |LB−1|)
Now note that subject to the constraints 0 ≤ |SB−1| ≤ |LB−1|, 0 ≤ |SB | ≤ |LB | and
|SB−1|+ |SB | ≥ |LB−1|+ 1, we have the inequality |SB|(2|SB−1| − |LB−1|) ≥ (|SB−1| +
|SB | − |LB−1|)|LB−1|. So we have
f(S)
3
≥
(
B−2∑
a=1
|Sa|
)
+ (|SB−1|+ |SB | − |LB−1|)|LB−1|
≥ |L1|+ 1− |SB−1| − |SB |+ (|SB−1|+ |SB| − |LB−1|)|LB−1|
≥ |L1|+ 1− (|LB−1|+ 1) + |LB−1| = |L1|,
where in the last inequality we used that |SB−1| + |SB | > |LB−1|. Hence f(S) ≥ 3|L1|
and this completes the proof of Theorem 1.8. 
5. Conclusion and open questions
The main conjectures raised in the present paper are the analog of Samotij’s theorem
in Z2n (Conjecture 1.9) and that the constructions Cd are best possible (Conjecture 1.12).
The first open case of Conjecture 1.12 is the d = 3 case, which we restate here.
Conjecture 5.1. The largest 3-cube-free family in Z2n has size (5/8) · 2
n.
Recall that L1∪L3 is 3-cube-free, so this conjecture, if true, is sharp. Using Gurobi [12]
we could check that for n ≤ 7 the following stronger conjecture is also true.
Conjecture 5.2. If S ⊂ Z2n is a set of size |S| > (5/8) · 2
n then there exist x, y such
that Σ∗{x, x, x} ⊂ A or Σ∗{x, 3x, y} ⊂ A.
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If true, Conjecture 5.2 might be easier to prove than Conjecture 5.1. Our hope is that
an insightful proof of Conjecture 5.1 may quickly lead to a full proof of Conjecture 1.12.
Following [2, 7, 13], a natural complementary problem is to determine for all M,n
(and k) the set S ⊂ Z2n of size |S| = M with the largest number of Schur triples (or
k-chains). In the Boolean lattice for a wide range of M the constructions with the
largest number of comparable pairs are essentially towers of cubes. In Z2n , say that a
set S ⊂ Z2n is anti-centred if there exists an i ∈ [n+1] such that for all j with n ≥ j > i
we have Lj ⊆ S, and for all j with i > j ≥ 1 we have Lj ∩S = ∅. It seems plausible that
anti-centred families maximize the number of Schur triples and perhaps even k-cubes.
Note that ifM = 2n−ℓ for some ℓ then an anti-centred family is the union of the n−ℓ+1
smallest layers of Z2n and hence contains M
2 Schur triples and Mk distinct k-cubes,
both of which are optimal.
Another related problem, following [8, 15], is to determine the smallest maximal k-
cube free set in Z2n . That is, the smallest S ⊂ Z2n that is k-cube free, but the additon
of any new element to S makes it not k-cube-free. Here we do not even have a good
guess about what the extremal families could be.
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