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Introduzione 
 
 
Lo sviluppo dei sistemi di comunicazione nel decennio passato ha avuto un importante impatto sulla 
vita delle persone e nella società attuale. La richiesta di modi di comunicare veloci e semplici e il 
trasferimento di informazioni globali, oltre all’elaborazione real time, rappresentano i requisiti base 
dei sistemi di comunicazione moderni. Questa domanda si traduce nella ricerca di tecnologie capaci 
di permettere alti data rate ed alta mobilità. Purtroppo, i collegamenti wireless ad elevati rate di 
trasmissione divengono inaffidabili e prestano basse capacità. Ciò è imputabile a diversi fattori 
come il multipath, la presenza di interferenti ed il fading. Inoltre, il numero di sistemi di 
comunicazione che utilizzano l’interfaccia radio tenderà ad aumentare rendendo lo spettro 
frequenziale sempre più affollato, e costringendo i sistemi a condividere le limitate risorse 
frequenziali ancora disponibili. In questo contesto risulta molto importante l’uso di sistemi che 
presentano un’elevata efficienza spettrale. Quest’ultima è una delle sfide che occorre affrontare 
nella progettazione dei sistemi wireless del futuro. 
La caratteristica fondamentale delle comunicazioni wireless, cioè la possibilità di connettere utenti 
in movimento, è una potenzialità appetibile per gli utenti stessi, ma allo stesso tempo rappresenta 
una grossa sfida per i costruttori delle infrastrutture di rete. Fino a pochi anni or sono, era 
universalmente accettato che i gradi di libertà su cui potessero agire i costruttori delle infrastrutture 
di rete fossero solamente il tempo e la banda disponibili al servizio. In seguito, fu scoperto che lo 
spazio, ottenuto incrementando il numero di antenne in trasmissione e in ricezione, poteva 
effettivamente generare gradi di libertà, e quindi espandere il range delle scelte rese disponibili ai 
designer di rete. 
Nell’ambito delle reti wireless, una tecnica che efficientemente utilizza le risorse disponibili è la 
MIMO-OFDM con multiplazione spaziale. 
I sistemi MIMO (Multiple-Input Multiple-Output) che impiegano antenne multiple per la 
trasmissione e la ricezione di segnale risultano essere quelli più promettenti per il miglioramento 
delle prestazioni dei sistemi wireless, senza per questo richiedere l’uso aggiuntivo di risorse 
limitate, come potenza e banda frequenziale. Questi sistemi rivestono una grande importanza, visto 
che permettono di incrementare notevolmente la capacità del sistema di comunicazione oltre che 
mitigare gli effetti del fading tramite tecniche di diversità. Uno dei principali problemi nell’impiego 
di questi sistemi è rappresentata dalla selettività in frequenza del canale, che è tanto più distruttiva 
quanto più è ampia la banda impiegata. 
 6
La modulazione OFDM (Orthogonal Frequency Division Multiplexing) permette di risolvere 
questo problema. Infatti l’utilizzo di sottoportanti ortogonali trasforma il canale selettivo in un 
canale piatto in frequenza, aumentando l’immunità del sistema al delay spread. 
Questa tecnica di trasmissione è basta sul principio di suddivisione del flusso dati proveniente dalla 
sorgente in N sottoflussi, ciascuno dei quali modula una diversa sottoportante. Ciò equivale alla 
trasmissione parallela di N segnali, ciascuno dei quali occupa solo una frazione della banda 
complessiva del segnale, rendendo il sistema robusto nei confronti delle distorsioni causate dalla 
selettività in frequenza del canale. 
La tecnica di spatial multiplexing permette di incrementare la capacità del sistema trasmettendo 
simultaneamente da antenne diverse flussi dati indipendenti, aumentando così l’efficienza spettrale. 
Purtroppo, la presenza simultanea di più flussi dati sullo stesso canale introduce interferenza che va 
ad aggiungersi a quella generata dalla modulazione OFDM, pertanto in ricezione occorrerà tenere 
conto di questo disturbo. Tuttavia, ciò che più degrada le prestazioni del sistema è la presenza di 
uno o più utenti interferenti che trasmettono sulla stessa banda frequenziale del segnale utile. 
Questa interferenza cresce all’aumentare del numero di utenti attivi e inoltre, a parità di utenti, essa 
risulta maggiore se gli utenti interferenti non sono sincronizzati con il segnale dell’utente utile. Per 
mitigare questa interferenza, in ricezione vengono impiegati particolari rivelatori che combinano i 
segnali ricevuti dalle varie antenne in ricezione, cancellando così il contributo di interferenza ed 
estraendo il segnale utile. Le prestazioni di questi rivelatori migliorano all’aumentare del numero di 
antenne in ricezione e, a parità di questi, migliorano quanto più sono indipendenti tra loro i disturbi 
che gravano sui singoli canali wireless, uno per ogni coppia di antenne di trasmissione e ricezione. 
Tuttavia, per poterli utilizzare occorre conoscere le statistiche del canale. Si devono quindi trovare 
dei metodi per poter stimare il canale, considerando anche che questo può variare velocemente in 
presenza di terminali mobili. 
In questo elaborato di tesi viene analizzata la tecnologia MIMO applicabile allo standard LTE 
(Long Term Evolution), che, come anticipato, nasce come nuova generazione per i sistemi di 
accesso mobile a larga banda e si colloca in una posizione intermedia fra gli attuali standard 3G 
come l'UMTS (Universal Mobile Telecomunications System) e quelli di quarta generazione (4G) 
ancora in fase di sviluppo. 
Nel Capitolo 1 verrà presentata una panoramica delle tecnologie MIMO, con particolare attenzione 
alle loro applicazioni nel mondo delle telecomunicazioni. 
Nel Capitolo 2 l’attenzione sarà rivolta allo standard LTE; dopo una panoramica sulle relative 
specifiche, verranno affrontate in maniera dettagliata le caratteristiche dello strato fisico come, ad 
esempio, il framing e l’allocazione delle risorse. Infine verranno brevemente introdotte le tecniche 
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di trasmissione Transmit Diversity e Spatial Multiplexing, quest’ultima con maggiori dettagli 
perché oggetto del presente elaborato di tesi. 
Nel Capitolo 3 sarà invece introdotta la catena trasmettitore-canale-ricevitore, che è stata 
implementata via software, tenendo conto sia delle specifiche dello standard che dell’hardware a 
nostra disposizione e sul quale verranno eseguite, con le dovute ottimizzazioni, le versioni Fixed-
Point delle routine software che compongono l’intero codice. 
Nel Capitolo 4 saranno introdotti gli algoritmi software di recupero dei dati trasmessi adottati nel 
ricevitore LTE-MIMO, scritti in linguaggio di programmazione C++ sviluppato per questa 
applicazione. Per valutare il funzionamento dell’intero sistema, vengono poi riportati anche i 
risultati delle simulazioni effettuate in termini di curve BER (Bit Error Rate), parametrizzate dalle 
configurazioni d’antenna utilizzate, dai formati di modulazione e dalle bande previste per 
l’applicazione. 
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CAPITOLO 1 
 
LE TECNOLOGIE MIMO 
 
1.1   INTRODUZIONE AI SISTEMI MIMO 
 
Multiple Input Multiple Output (MIMO) è una tecnologia che in estrema sintesi consente di 
migliorare la qualità delle trasmissioni radio e/o aumentare la velocità di trasmissione.  
MIMO ci interessa ormai da vicino, infatti gli AP (Access Point) WLAN (Wireless Local Area 
Network) e le data card utilizzanti MIMO sono già arrivate sul mercato europeo da diverso tempo. 
Il termine MIMO si riferisce all’utilizzo di antenne multiple sia in trasmissione, sia in ricezione, in 
contrapposizione ai tradizionali sistemi SISO (Single Input Single Output) o ai sistemi con semplice 
diversità spaziale, ovvero antenne multiple, solo in trasmissione oppure solo in ricezione. Il temine 
MIMO non definisce però, in generale, il modo di utilizzare le antenne multiple, modo che varia 
profondamente sia a seconda dell’applicazione, sia a seconda del canale fisico di trasmissione con 
cui abbiamo a che fare. 
Tradizionalmente, le antenne multiple sono state impiegate per incrementare la diversità al fine di 
contrastare i fenomeni di fading dovuti al canale di propagazione. Ogni coppia di antenne di 
trasmissione e ricezione crea un diverso percorso del segnale che si propaga dal trasmettitore verso 
il ricevitore. Inviando segnali che trasportano la stessa informazione attraverso differenti cammini, 
possono essere ricevute diverse repliche dei dati trasmessi, le quali sono disturbate da fenomeni di 
fading che possono risultare indipendenti da un ramo all’altro. 
Il concetto di diversità può essere ottenuto, per esempio, utilizzando antenne multiple in ricezione, 
ottenendo così due effetti congiunti.  
Il primo di essi è il cosiddetto array gain, che consiste nell’innalzamento del rapporto segnale-
rumore SNR (Signal-to-Noise Ratio) dovuto alla combinazione coerente dei segnali ricevuti che 
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causa una riduzione della potenza media del rumore termico in ingresso al ricevitore anche in 
assenza di fading. L’array gain migliora quindi la resistenza al rumore.  
Il secondo è il cosiddetto diversity gain, dovuto alla combinazione dei segnali ricevuti che 
rappresentano delle repliche, disturbate da processi di fading tra loro indipendenti, dell’unico 
segnale utile trasmesso. Ad esempio, consideriamo un ambiente di propagazione caratterizzato da 
fading lento di Rayleigh, con una singola antenna di trasmissione ed r differenti percorsi (cioè r 
antenne in ricezione). È ben noto dalla letteratura specialistica che se i processi di fading sono 
indipendenti tra ogni coppia di antenne, può essere ottenuto un massimo diversity gain (quindi un 
vantaggio) pari a r. In queste circostanze, si può osservare che la probabilità media di errore sul bit, 
nota anche come BER (Bit Error Rate) decresce proporzionalmente al termine rSNR− , dove il già 
citato SNR rappresenta il rapporto segnale-rumore, in contrasto con il termine 1SNR−  riscontrabile 
nel caso di singola antenna in ricezione. 
Se, in aggiunta alle antenne multiple in ricezione, vengono considerate anche antenne multiple in 
trasmissione, si ottiene un sistema MIMO di tipo t r× , dove ,t r  rappresentano rispettivamente il 
numero di antenne di trasmissione e ricezione. 
Storicamente, l’opzione di aumentare il numero di antenne di trasmissione è stata originariamente 
trascurata a causa del fatto che la trasmissione simultanea su di esse crea interferenza spaziale che 
degrada il segnale ricevuto. La scoperta delle alte capacità di canale ottenibili con l’adozione delle 
tecniche MIMO, di tecniche di ricezione che rendono possibili la mitigazione delle interferenze 
spaziali con complessità limitata, e di codici chiamati “space-time” che possono essere impiegati 
per favorire la trasmissione ad alte capacità, ha chiarito che l’introduzione delle antenne multiple 
nei radio collegamenti e, conseguentemente, dell’elaborazione del segnale sia nel dominio 
temporale che in quello spaziale, non rappresentano solamente degli utili add-on ai sistemi esistenti, 
ma potrebbero essere necessari per portare la qualità della trasmissione ad un livello che non può 
essere raggiunto da nessuna altra tecnica allo stato attuale. Infatti, le tecniche MIMO permettono un 
alto grado di flessibilità nel design del sistema ed apportano potenziali vantaggi al prezzo di un 
moderato innalzamento della complessità dello stesso. Entrando maggiormente nei dettagli, è 
possibile riscontrare sia una riduzione delle interferenze che un innalzamento della velocità di 
trasmissione, ottenendo il cosiddetto rate gain (misurato in simboli per canale usato, e spesso 
chiamato anche multiplexing gain o capacity gain). Questo si verifica quando, impiegando una 
molteplicità di antenne in trasmissione, si crea un set di canali paralleli al fine di incrementare 
potenzialmente la velocità di trasmissione dei dati. Tuttavia, occorre specificare che il massimo 
valore di rate gain (uguale al min(t,r)) ed il più alto valore del diversity gain (che è t r× ) non 
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possono essere ottenuti contemporaneamente, essendo soggetti ad un inevitabile compromesso tra 
di loro. 
Il modello generale di un collegamento wireless MIMO con t antenne in trasmissione ed r antenne 
in ricezione è raffigurato in Figura 1.1. 
 
 
 
Figura 1.1: Sistema MIMO generico. 
 
Gli elementi complessi ijh  della matrice di canale H , dove i  e j  indicizzano rispettivamente il 
ricevitore e il trasmettitore, rappresentano i guadagni su ogni percorso del canale (Figura 1.2) 
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Figura 1.2: Struttura della matrice H . 
 
 
dove ijjij ijh h e
φ= . Casi particolari, semplificati, di sistemi MIMO sono i SIMO (Single-Input 
Multiple-Output), ottenuti quando il trasmettitore è vincolato ad avere una sola antenna, ed i MISO 
(Multiple-Input Single-Output) ottenibili quando il ricevitore è vincolato ad avere una singola 
antenna in ricezione ( 1)R = . 
Per effettuare una classificazione tassonomica, è possibile dire che le tecniche di comunicazione 
wireless MIMO possono essere suddivise in tre diverse categorie come segue: 
• multiplexing spaziale (multiplazione spaziale), usato per aumentare il picco della velocità di 
trasmissione (quindi per innalzare il multiplexing o capacity o rate gain); 
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• diversità di trasmissione/ricezione, per aumentare la robustezza del collegamento (quindi per 
innalzare il diversity gain); 
• beamforming, per ridurre l’interferenza da/verso altri utenti. 
 
 
La Figura seguente 1.3 schematizza quindi questi tre aspetti complementari che convivono in ogni 
sistema MIMO. 
 
 
 
Figura 1.3: Aspetti e compromessi in un sistema MIMO. 
 
Tuttavia, come è già stato affermato in precedenza, i vantaggi apportati dall’uso delle tecniche 
MIMO non sono mutuamente esclusivi, in quanto è possibile costruire un sistema MIMO con un 
certo compromesso che porta a vantaggi apportati sia dal multiplexing spaziale che dalla diversità. 
Le tecniche di diversità di trasmissione/ricezione mirano a migliorare l’efficienza energetica del 
segnale massimizzando la diversità spaziale. Queste tecniche includono i cosiddetti codici STBC 
“space time block code” e STTC “space-time trellis codes”. I codici STTC ottengono un guadagno 
di codifica ed un diversity gain grazie alla codifica di tipo spazio-tempo, ma presentano lo 
svantaggio che la complessità del processo di decodifica cresce con la complessità della 
costellazione di segnali utilizzata, con il numero di stati del codificatore e con la lunghezza del 
codice impiegato. I codici STBC ottengono un buon diversity gain con una bassa complessità di 
decodifica, e quindi sono largamente utilizzati nelle applicazioni pratiche. Il progenitore dei codici 
STBC è il cosiddetto codice di Alamouti, realizzato con una doppia antenna in trasmissione. [5] 
Quindi la diversità ha a che fare con la trasmissione e/o la ricezione di uno stesso simbolo via 
antenne diverse. Se le antenne sono fisicamente separate da una distanza tale da rendere i segnali 
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ricevuti indipendenti fra loro, è probabile che quando un’antenna non è caratterizzata da un buon 
rapporto segnale/rumore, l’informazione possa comunque essere correttamente decodificata a 
partire dal segnale delle antenne adiacenti. Trattandosi di un tipo di ridondanza spaziale, non 
aumenta la velocità di trasmissione dei segnali, ma ne aumenta l’affidabilità. Viceversa si può 
mantenere invariata l’affidabilità di un sistema SISO, diminuendo la potenza totale irradiata in 
trasmissione, il che consente ad esempio un guadagno di autonomia per i terminali portatili. 
La multiplazione spaziale è stata storicamente il primo impiego studiato per i sistemi MIMO. Più 
informazioni possono essere codificate, suddivise su antenne diverse, e trasmesse 
contemporaneamente sulla stessa banda. In questa situazione, le antenne riceventi vedono un campo 
risultante che è la sovrapposizione di tutti i segnali in trasmissione, che avranno tipicamente 
percorso cammini differenti e saranno stati soggetti a riflessioni multiple differenti. Si dimostra 
matematicamente che se i vari cammini sono effettivamente indipendenti, è possibile ricostruire 
tutte le informazioni trasmesse a partire da tutti i segnali presenti sulle antenne riceventi. La 
multiplazione spaziale permette, su canali trasmissivi ad alto rapporto segnale/rumore e molto ricchi 
di oggetti riflettenti sparsi, di aumentare notevolmente la velocità di trasmissione. 
Il multiplexing spaziale è quindi relativo alla trasmissione parallela di differenti canali spaziali al 
fine di trasmettere il maggior numero di dati indipendenti su antenne diverse. Lo schema più 
popolare di multiplexing spaziale è il ben noto BLAST (Bell Labs Layered Space Time), di cui si 
conoscono quattro possibili realizzazioni: diagonal BLAST (D-BLAST), horizontal BLAST (H-
BLAST), vertical BLAST (V-BLAST), e turbo BLAST. Il paradigma centrale su cui si fondano i 
sistemi BLAST è lo sfruttamento, piuttosto che la mitigazione, degli effetti di propagazione per 
cammini multipli al fine di ottenere efficienze spettrali elevate che assumono valori compresi tra 20 
e 40 bit/sec/Hz. 
Dal momento che la tecnica di multiplexing spaziale effettua un’inversione della matrice di canale 
H , questa tecnica è realizzabile a patto di avere in ricezione un numero di antenne maggiore o 
uguale al numero di flussi di informazione trasmessi in parallelo. Viceversa, l’utilizzo di MIMO in 
diversità non pone vincoli sul numero di antenne in trasmissione e ricezione. 
Il principale svantaggio della tecnica di multiplazione spaziale è la sua scarsa capacità di rivelare 
canali spazialmente correlati, condizione che si verifica utilizzando antenne strettamente vicine 
nello spazio, perché più sono vicine più i canali sono affetti dagli stessi parametri. 
Il beamforming consente invece, in generale, di indirizzare la potenza irradiata non uniformemente 
nello spazio, ma verso direzioni preferenziali in cui ad esempio possono essere localizzati gli utenti. 
Quindi le tecniche di beamforming sono tecniche di DSP (Digital Signal Processing) utilizzate con 
array di trasmettitori o ricevitori che controllano la direzionalità del terminale (in ricezione o 
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trasmissione), cioè la sua capacità di agire selettivamente nello spazio inviando o ricevendo aliquote 
di energia di segnale lungo direzioni prefissate. 
Le antenne multiple per sistemi di comunicazione wireless possono essere utilizzate per effettuare 
beamforming fisso o adattativo tra due terminali radio. Nel caso della trasmissione, un beamformer 
controlla l’ampiezza e la fase del segnale in ogni elemento componente l’array impiegato, al fine di 
creare interferenza costruttiva o distruttiva nel fronte d’onda. Nel caso duale, l’informazione 
pervenuta ai diversi sensori presenti in ricezione viene combinata al fine di permettere una corretta 
rivelazione del segnale ricevuto con un angolo di incidenza all’antenna prefissato. 
Nei sistemi MIMO, quando il canale di trasmissione è noto al trasmettitore, è possibile adottare una 
codifica di trasmissione detta “eigen-beamforming” (ovvero beamforming basato sui modi spaziali 
del canale), che ottimizza l’utilizzo della potenza e massimizza la trasmissione dell’informazione 
fra tutte le antenne trasmittenti e tutte quelle riceventi. L’eigen-beamforming è utilizzabile 
soprattutto quando è possibile stimare il canale di trasmissione con grande precisione e quando la 
variazione nel tempo del canale stesso non è troppo rapida. Quando applicabile, l’eigen-
beamforming garantisce inoltre un notevole aumento della capacità del canale rispetto ai sistemi 
SISO. 
Le tecnologie MIMO impiegate in sistemi commerciali si basano su una combinazione dei tre 
aspetti sopra riportati. Data questa genesi, è chiaro come non sia possibile dare ad un sistema 
MIMO massima diversità ed al contempo massimo grado di multiplazione spaziale. Si deve quindi 
progettare il sistema come un compromesso tra i due aspetti, che sono in contrapposizione e sono 
regolati dal cosiddetto “diversity-multiplexing trade-off” (ovvero compromesso tra diversità e 
multiplazione). L’utilizzo di eigen-beamforming, a sua volta, comporta un certo grado di diversità e 
di multiplazione spaziale. 
Nei recenti apparati di accesso broadband wireless e cellulari, si stanno progettando sistemi MIMO 
adattativi che consentono di muoversi all’interno del triangolo di Figura 1.3, in modo da scegliere in 
ogni momento il tipo di modulazione MIMO più adatto alle condizioni del canale di trasmissione in 
un certo istante. 
 
1.2   APPLICAZIONI DELLE TECNOLOGIE MIMO 
 
La richiesta di nuovi servizi dati ad elevata velocità di trasmissione e la scarsa disponibilità di banda 
giustificano l’impiego di nuove tecnologie radio che consentono l’aumento dell’efficienza spettrale 
e della qualità radio dei futuri sistemi di comunicazione wireless. Per questa ragione la tecnica 
MIMO è già oggi parte integrante di alcuni sistemi in corso di standardizzazione o il cui standard è 
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stato recentemente completato. Occorre comunque ricordare che l’introduzione di una nuova 
tecnologia in un sistema di comunicazione wireless è conveniente dal punto di vista industriale solo 
se i vantaggi introdotti dalla tecnologia considerata sono ottenuti con un aumento contenuto della 
complessità degli apparati (terminali mobili e stazioni radio base) e conseguentemente dei relativi 
costi.  
Al fine di valutare l’impatto sulla complessità degli apparati derivante dall’applicazione della 
tecnica MIMO è opportuno distinguere fra sistemi cosiddetti multiportante, come la tecnica di 
modulazione OFDM, e sistemi a singola portante, come ad esempio quelli basati sulla tecnica di 
accesso multiplo CDMA (Code Division Multiple Access) impiegata nei sistemi cellulari di terza 
generazione. 
Fra i sistemi che utilizzano la tecnica OFDM si possono includere le WLAN (Wireless Local Area 
Network) di nuova generazione, appartenenti allo standard IEEE 802.11n ed aventi alta velocità di 
trasmissione, il sistema WiMax (Worldwide Interoperability for Microwave Access) per l’accesso a 
larga banda sia fisso che mobile su aree estese, definito dallo standard IEEE 802.16d/e, e 
l’evoluzione del sistema UMTS al momento in fase di definizione nel gruppo di standardizzazione 
3GPP LTE. 
L’utilizzo della tecnica OFDM congiuntamente alla tecnica MIMO è particolarmente interessante 
perché permette di separare nel ricevitore l’operazione di equalizzazione del canale da quella di 
decodifica dell’informazione MIMO. La separazione di queste due operazioni permette di 
semplificare la struttura del ricevitore con una conseguente riduzione della complessità. 
La modulazione OFDM risolve in modo efficace il problema dell’equalizzazione del canale, cioè la 
compensazione della distorsione causata dalla propagazione su cammini multipli. Questo risultato si 
ottiene suddividendo il flusso di dati da trasmettere ad elevato bit rate in N flussi a più basso bit 
rate ciascuno dei quali modula una delle N sottoportanti OFDM. Il risultato è che ciascuna 
sottoportante occupa una banda N volte più piccola e, se il sistema è correttamente dimensionato, 
vede un canale non selettivo in frequenza, ovvero di semplice equalizzazione. 
La decodifica del segnale MIMO può essere effettuata separatamente su ciascuna sottoportante, o al 
più in gruppi di poche sottoportanti, sia che la trasmissione utilizzi la multiplazione spaziale, sia che 
utilizzi altre tecniche come i codici spazio-temporali o il beamforming. Ad esempio nel caso di pura 
multiplazione spaziale, il ricevitore può effettuare la separazione dei vari flussi trasmessi su una 
certa sottoportante OFDM mediante algoritmi come il VBLAST (Vertical Bell Labs Layered Space 
Time), basati sulla cancellazione successiva dell’interferenza. 
 
Lo schema a blocchi funzionale del ricevitore è illustrato in Figura 1.4.  
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Figura 1.4: Schema a blocchi funzionale del ricevitore di un sistema MIMO-OFDM. 
 
I segnali ricevuti dalle varie antenne sono prima convertiti in banda base e poi digitalizzati. I segnali 
sono quindi soggetti alla demodulazione OFDM che elimina la selettività in frequenza del canale e 
poi sono forniti al MIMO decoder che effettua, sulle corrispondenti sottoportanti delle diverse 
antenne, la separazione dei segnali trasmessi nel caso di multiplazione spaziale, oppure effettua 
trasformazioni più complesse nel caso dei codici spazio-temporali o del beamforming. Le 
successive operazioni di demodulazione, de-interleaving e decodifica di canale servono a migliorare 
l’affidabilità dei segnali ricevuti correggendo gli errori introdotti dal canale di propagazione. Tali 
moduli sono utilizzati sia in ricevitori tradizionali di tipo SISO sia in ricevitori avanzati di tipo 
MIMO. 
La complessità di un ricevitore MIMO-OFDM equipaggiato con n antenne in ricezione è pertanto 
pari a n volte la complessità di un ricevitore OFDM a singola antenna (SISO), a causa della 
presenza delle n catene costituite dai ricevitori radio analogici e dai demodulatori OFDM, a cui va 
aggiunta la corrispondente complessità dell’equalizzatore e del decodificatore MIMO. È importante 
osservare come, grazie alla separabilità delle operazioni di equalizzazione e decodifica MIMO, la 
complessità aggiuntiva introdotta dalla suddette operazioni è di tipo addizionale. 
Come detto in precedenza, la tecnica MIMO è attualmente considerata anche per l’applicazione in 
sistemi a singola portante. Fra questi il sistema che al momento potrebbe maggiormente beneficiare 
dell’introduzione della tecnologia MIMO è l’HSDPA (High Speed Downlink Packet Access) che 
consente la trasmissione efficiente dei dati a pacchetto sulla tratta di discesa (downlink) di reti 
cellulari di terza generazione (UMTS) basate sull’interfaccia radio CDMA. 
 16
In un ricevitore per sistemi basati su interfaccia radio CDMA le operazioni di equalizzazione del 
canale trasmissivo sono solitamente svolte da un dispositivo, noto come ricevitore Rake, dove i vari 
percorsi multipli che costituiscono il segnale ricevuto vengono separati grazie alle proprietà dei 
codici ortogonali impiegati in sistemi CDMA e successivamente ricombinati in modo coerente. Le 
operazioni effettuate dal ricevitore Rake equalizzano il segnale ricevuto operando, nel dominio del 
tempo, sull’intero segnale ricevuto a larga banda. Qualora il trasmettitore impieghi tecnologie 
MIMO basate sulla multiplazione spaziale, i segnali ricevuti dalle antenne del ricevitore sono affetti 
dalla distorsione introdotta dal canale trasmissivo, ovvero l’ISI (Inter  Symbolic Interference), e 
dall’interferenza fra i diversi flussi trasmessi. È importante osservare che, nel caso di sistemi a 
singola portante, al contrario di quanto viene effettuato nei sistemi MIMO-OFDM, al ricevitore non 
è possibile separare le operazioni di equalizzazione del canale trasmissivo e di decodifica del 
segnale MIMO; un ricevitore MIMO-CDMA deve pertanto effettuare congiuntamente le suddette 
operazioni, con un conseguente aumento della complessità realizzativa. Tale aspetto costituisce la 
principale limitazione all’impiego, in sistemi a singola portante, di tecniche MIMO basate sulla 
trasmissione di flussi multipli. 
L’impiego di tecnologie MIMO in sistemi a singola portante basati su interfaccia radio CDMA è 
comunque possibile, con una complessità realizzativa contenuta, nel caso in cui si voglia sfruttare la 
sola diversità di antenna in trasmissione e in ricezione. In particolare grazie ai recenti progressi 
ottenuti nelle tecnologie d’antenna (ad esempio le antenne dielettriche con dimensioni 
particolarmente ridotte), rendono oggi possibile l’integrazione di due o più antenne in un terminale 
mobile o in una data card. L’impiego di modem radio HSDPA equipaggiati con diversità di 
antenna in ricezione, favorito anche dalla disponibilità di chipset banda-base commerciali che 
supportano tale funzionalità, consente di aumentare le prestazioni radio del sistema HSDPA senza 
richiedere particolari modifiche alla rete di accesso radio dell’operatore. 
Inoltre, la disponibilità di modem radio (da impiegare in terminali o data card) che utilizzano la 
diversità di antenna in ricezione consente anche di introdurre un miglioramento della qualità del 
servizio percepita dall’utente che si traduce, ad esempio, in una riduzione dei tempi di download 
oppure nell’estensione dell’area di copertura in cui la rete è in grado di fornire un prefissato valore 
di throughput. 
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1.3   TECNICHE DI DIVERSITÀ 
 
Il miglioramento delle prestazioni, in termini di probabilità di errore, è ottenibile usando opportune 
tecniche di trasmissione o di ricezione. 
Una delle tecniche maggiormente utilizzate consiste nell'applicare il principio della diversità: si 
immagini di avere a disposizione L canali di comunicazione paralleli. Se lo stesso simbolo viene 
trasmesso su tali canali e se essi sono disturbati da fading tra loro statisticamente indipendenti, la 
probabilità che tutti gli L canali siano contemporaneamente fortemente degradati è molto bassa. Al 
ricevitore si può poi scegliere, simbolo per simbolo, il canale migliore, oppure cercare di combinare 
l'informazione derivante da tutti i canali in modo opportuno. 
In questo modo, maggiore è il numero L di canali a disposizione, minore è la probabilità che, 
contemporaneamente, tutti i canali siano affetti da fading profondo. 
Esistono vari modi per realizzare L canali paralleli tra il trasmettitore e il ricevitore. I modi più 
comuni sono qui elencati: 
Diversità di spazio: consiste nel ricevere il segnale utilizzando L antenne diverse al ricevitore, 
sfruttando il fatto che antenne con distanza sufficientemente elevata rispetto alla lunghezza d'onda 
corrispondono a canali pressoché statisticamente tra loro indipendenti.   
Diversità di polarizzazione: è applicabile nel caso in cui un canale presenti fading indipendente 
relativamente ai segnali trasmessi su polarizzazioni ortogonali. 
Diversità di frequenza: lo stesso segnale è trasmesso su più bande di frequenza diverse. La 
separazione tra le portanti deve essere maggiore della banda di coerenza del canale, altrimenti i 
risultanti canali sarebbero affetti da fading non indipendenti. 
Diversità di tempo: lo stesso segnale è trasmesso in più intervalli di tempo consecutivi. Gli 
intervalli devono avere un ritardo relativo maggiore del tempo di coerenza del canale, altrimenti i 
risultanti canali sarebbero affetti da fading non indipendenti. 
Ad eccezione della diversità di spazio, tutte le tecniche elencate richiedono il progetto ad-hoc sia 
del trasmettitore che del ricevitore. La diversità di spazio, invece, coinvolge il solo ricevitore. 
La diversità di spazio raggiunge la sua piena efficacia quando le distribuzioni di fading che 
caratterizzano gli L canali di comunicazione sono statisticamente indipendenti. Per realizzare tale 
condizione, è necessario che le antenne siano sufficientemente distanti. Si definisce distanza di 
coerenza la distanza minima tra le antenne riceventi tale da rendere statisticamente indipendenti i 
guadagni di fading. 
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1.3.1   RICEZIONE IN DIVERSITÀ 
 
Le tecniche di ricezione in diversità sono comunemente impiegate in diversi sistemi di 
comunicazione wireless. Esse consistono sostanzialmente nella ricezione di alcune copie del 
segnale proveniente da cammini diversi, tipicamente indipendenti tra di loro, ciascuno dei quali è 
elaborato da specifici rami o branches del ricevitore. Quest’ultimo provvede poi ad elaborare e 
combinare le uscite dei suddetti rami secondo opportune strategie. L’impiego di tecniche di 
ricezione in diversità si rende necessario per contrastare le degradazioni sulla qualità del segnale 
trasmesso, causate ad esempio da fenomeni di attenuazione dovuti a fading in canali multipath, dai 
ritardi con cui i segnali arrivano al ricevitore a causa del multipath, dai fenomeni di interferenza co-
canale (CCI) ed extra-sistema più in generale. 
Nei sistemi di radiocomunicazione odierni possono essere impiegate svariate tecniche di ricezione 
in diversità. Dal punto di vista della classificazione, essere possono essere suddivise in tecniche di 
diversità : 
 
• temporale; 
• frequenziale; 
• angolare o di pattern; 
• spaziale; 
• di polarizzazione. 
 
Per sfruttare il guadagno che la diversità può offrire, il ricevitore deve ricombinare i segnali 
provenienti dai vari canali in modo da migliorare le prestazioni del sistema, ossia ottenere una 
probabilità di errore inferiore rispetto ad uno schema coerente tradizionale ( 1L = ). 
Quando siamo nella configurazione con 1 layer in trasmissione e due antenne in ricezione, la 
tecnica di combinazione ottima (che consente di massimizzare il rapporto segnale-rumore all'uscita 
del combinatore) è chiamata Maximal Ratio Combining (MRC). 
Le altre tecniche di combinazione proposte in letteratura scientifica sono un compromesso tra 
complessità e prestazioni: la loro complessità è minore della tecnica MRC e le loro prestazioni sono 
peggiori. 
 
1.3.2   TRASMISSIONE IN DIVERSITÀ 
 
L’applicazione di antenne multiple in trasmissione nei sistemi di comunicazione wireless ha 
recentemente guadagnato molto successo. Se escludiamo il caso dell’architettura BLAST, in cui 
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sono utilizzate antenne multiple in trasmissione ed in ricezione per ottenere maggiori throughput di 
traffico dati, gli STTC e gli STBC sono stati e sono tuttora oggetto di intense attività di ricerca. 
Come già accennato in precedenza, gli STTC e gli STBC sfruttano la diversità spaziale al fine di 
ottenere diversity gain e/o code gain (dovuto all’adozione di codici a protezione dell’informazione 
dagli errori), e quindi, di riflesso, una migliore BER rispetto a quella ottenibile con sistemi a singola 
antenna. Con gli STTC e gli STBC le antenne multiple in ricezione sono opzionali. La diversità 
spaziale deriva dal fatto che i percorsi seguiti dal segnale nella propagazione dalle antenne di 
trasmissione all’antenna di ricezione (singola o multipla) sono soggetti a processi di fading tra loro 
indipendenti, e quindi la probabilità che ogni percorso sia degradato nello stesso istante di 
osservazione è significativamente minore della probabilità che un singolo percorso del segnale sia 
soggetto a fenomeni di deep fade, cioè di affievolimento profondo. 
L’applicazione degli STTC e STBC nei futuri sistemi di comunicazione wireless promette quindi 
trasmissioni affidabili ad alta velocità. In genere, mentre in downlink un singolo utente o MS 
(Mobile Station) richiede di effettuare il download di una grossa quantità di dati da una BTS (Base 
Transceiver Station), in uplink il traffico necessario per richiedere l’inizio delle operazioni di 
download è tipicamente modesto. A tal proposito, al fine di favorire le trasmissioni in downlink, 
cioè da una BTS verso una MS, l’applicazione dei STTC e STBC è molto appetibile a causa della 
condizione opzionale di presenza di antenne multiple in ricezione, cosa non sempre realizzabile a 
causa delle piccole dimensioni della MS. Ciò si mappa quindi nella necessità di equipaggiare solo le 
BTS con antenne addizionali. 
Nel paragrafo precedente è stata presentata la tecnica di combinazione ottima nel caso di più 
antenne riceventi, la combinazione MRC, che offre il miglior rapporto segnale-rumore all'uscita.  
Ora, viene descritto l'approccio duale al precedente, che consiste nel dotare il trasmettitore di più 
antenne trasmittenti. In questo caso, l'antenna ricevente viene investita da un campo 
elettromagnetico che è la somma di quelli generati dalle antenne trasmittenti e quindi opera come 
sommatore. 
Il trasmettitore deve fare in modo che le onde generate dalle due antenne si combinino in modo 
coerente all'antenna ricevente. Per fare questo, deve conoscere lo sfasamento introdotto dal canale. 
Inoltre, se si vuole massimizzare il rapporto segnale-rumore all'uscita del ricevitore (come nel caso 
MRC), il trasmettitore deve conoscere il guadagno iR  del canale formato dalla i-esima antenna 
trasmittente e dall'antenna ricevente. È quindi necessario che il trasmettitore conosca il vettore 
complesso dei guadagni 
 
 ( )ijih R e φ= ⋅  (1.1) 
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Infine, per poter confrontare in modo equo questo sistema con quello analogo ad antenne multiple 
in ricezione, è necessario porre un vincolo sulla potenza totale trasmessa, in modo che la somma 
delle potenze delle L antenne in trasmissione ( ,T iP ) non superi questo valore ( TP ). 
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Con queste ipotesi si ottiene un risultato analogo a quello ottenuto per il combinatore MRC. 
Tuttavia, la complessità realizzativa di un sistema di questo tipo è molto maggiore, a causa della 
necessità di conoscere il canale in trasmissione. In sede progettuale è quindi necessario prevedere, 
oltre alla stima del canale h  al ricevitore, un modo per inviare al trasmettitore un messaggio di 
feedback contenente tale stima. 
L'adozione di tecniche di questo tipo è resa necessaria dal fatto che non sempre è possibile dotare il 
ricevitore di più antenne. Tipicamente, i terminali mobili sono caratterizzati da requisiti progettuali 
che ne vincolano le dimensioni, il peso ed il consumo di potenza. In questi casi è spesso impossibile 
dotare il ricevitore di più antenne senza violare tali vincoli, quindi la diversità di spazio può essere 
sfruttata agendo solo sul trasmettitore. 
La difficoltà di progettare un sistema che preveda la comunicazione in feedback del canale al 
trasmettitore ha portato allo studio di tecniche che permettono di ottenere buone prestazioni anche 
se il trasmettitore non conosce il canale. Queste fanno parte di un insieme più ampio di tecniche di 
trasmissione denominato codifica spazio-temporale (space-time coding). 
Una tecnica molto semplice per sfruttare la diversità di un sistema ad antenne multiple senza 
conoscere il canale in trasmissione è trasmettere lo stesso simbolo per un intervallo /sT L  ( sT  
rappresenta l’intervallo di simbolo) da ognuna delle antenne, usando una sola antenna per volta. Il 
rapporto segnale-rumore risultante dipende dalla tecnica di combinazione usata. Nel caso MRC si 
ha 
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dove SE  rappresenta l’energia del simbolo. 
Questa tecnica tuttavia, a causa della riduzione dell'intervallo di simbolo, comporta un aumento 
della banda del segnale di un fattore L. Dal punto di vista dei codici spazio-tempo, questo schema 
equivale ad una ripetizione dell'informazione L volte. La ripetizione è utile per sfruttare il guadagno 
di diversità e rappresenta una soluzione molto semplice. 
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Un semplice esempio di codice spazio-temporale è rappresentato dallo schema di Alamouti, 
utilizzabile in un sistema dotato di due antenne trasmittenti e un’antenna ricevente (M=2, N=1) 
come si può vedere in Figura 1.5. 
 
 
Figura 1.5: Trasmissione in diversità (schema Alamouti). 
 
Sia ( )ijih R e φ= ⋅  il guadagno di fading del canale corrispondente alla i-esima antenna trasmittente, 
dati due simboli 1a  e 2a  complessi, appartenenti ad una costellazione qualsiasi, lo schema di 
Alamouti trasmette 
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dove [ ]1x  è trasmesso nel primo intervallo di simbolo e [ ]2x  nel secondo. 
Il primo elemento del vettore [ ]1x  corrisponde al simbolo trasmesso dall'antenna 1 nel primo 
intervallo di simbolo, e così via. Quindi abbiamo 
 
• all’istante 1, 
 
[ ]
[ ]
1 1
2 2
1
1
x a
x a
=
=  (1.5) 
• all’istante 2,  
 
[ ]
[ ]
1 2
2 1
2 ,
2
x a
x a
∗
∗
= −
=  (1.6) 
 
Se assumiamo che il canale rimanga costante su due tempi di simbolo e poniamo 
 
 1 1 1
2 2 2
[1] [2],
[1] [2],
h h h
h h h
= =
= =  (1.7) 
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allora il segnale ricevuto vale 
 
 [ ] [ ]1 1 2 21 1y h a h a n= ⋅ + ⋅ +  (1.8) 
 
dove [ ]1n  è il rumore Gaussiano bianco. Analogamente, nel secondo intervallo di simbolo si riceve  
 
 [ ] [ ]* *1 2 2 12 2y h a h a n= − ⋅ + ⋅ +  (1.9) 
 
Riscrivendo in forma matriciale si ottiene 
 
 
[ ]
[ ]
[ ]
[ ]
1 2 1
* ** *
2 1 2
1 1
2 2
y nh h a
h h ay n
⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤⎢ ⎥ = ⋅ + ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦
 (1.10) 
 
Si nota che le colonne della matrice h  sono ortogonali. Pertanto la rivelazione dei simboli 1a  e 2a  
si riduce alla proiezione del vettore ricevuto [ ] [ ]*1 , 2 Ty y⎡ ⎤⎣ ⎦ lungo le colonne di h , cioè  
 
 [ ] [ ][ ] ( ) [ ] [ ]2 2 *1 2 1 2 1 1 2*
1
, 1 2
2
y
h h h h a h n h n
y
⎡ ⎤⎢ ⎥⋅ = + ⋅ + ⋅ + ⋅⎢ ⎥⎣ ⎦
 (1.11) 
 
che permette di rivelare il simbolo 1a  e 
 
 
[ ]
[ ] ( ) [ ] [ ]2 2* *2 1 1 2 2 2 1*
1
, 1 2
2
y
h h h h a h n h n
y
⎡ ⎤⎢ ⎥⎡ ⎤− ⋅ = + ⋅ + ⋅ − ⋅⎣ ⎦ ⎢ ⎥⎣ ⎦
 (1.12) 
 
che permette di rivelare il simbolo 2a . 
Dalle due precedenti relazioni è possibile ricavare il rapporto segnale-rumore all’uscita del 
decodificatore di Alamouti, che vale 
 
 
( ) ( )2 2 2 21 2 1 2
0 02 2
S S
AL
h h E R R E
N N
η + ⋅ + ⋅= =  (1.13)
 
 
Tale espressione è analoga a quella di un combinatore MRC. Il fattore 2 a denominatore deriva dal 
fatto che, per rispettare il vincolo sulla potenza totale trasmessa, i simboli ia  sono trasmessi usando 
la metà della potenza totale. Quindi, rispetto al caso ottimo di combinazione MRC, la perdita è di 3 
dB. L’espressione è analoga alla (1.3) con 2L = , ma questo schema non richiede un allargamento 
della banda. 
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1.4   CAPACITÀ DI UN SISTEMA MIMO 
 
Consideriamo ora un sistema MIMO dotato di tN  antenne trasmittenti e rN  antenne riceventi. Per 
semplicità, assumiamo che t rN N M= = . 
In tal caso, si possono caratterizzare 2M canali, il canale ( ),i j  tra l’antenna trasmettente i  e 
l’antenna ricevente j  è caratterizzato dal coefficiente di fading ijjij ijh R e
φ= . Il canale MIMO è 
quindi caratterizzato dalla matrice ijH h⎡ ⎤= ⎣ ⎦ . È possibile scrivere il segnale ricevuto come 
 
 y H x n= ⋅ +  (1.14) 
 
dove x  è il vettore dei simboli trasmessi, y  è il vettore dei campioni all’uscita campionata degli M 
filtri adattati e n  è un vettore di variabili aleatorie gaussiane statisticamente indipendenti a media 
nulla e varianza 0 / 2N .  
Come nel caso di antenne multiple in trasmissione, per poter confrontare questo sistema con i 
precedenti, è necessario porre un vincolo sulla potenza totale trasmessa dalle L antenne: 
 
 ,
1
L
T i T
i
P P
=
≤∑  (1.15) 
 
La matrice H  può essere scomposta usando la decomposizione in valori singolari nel seguente 
modo: 
 
 *H U V= ⋅Λ ⋅  (1.16) 
 
dove *V  indica la trasposta coniugata di V , Λ  è una matrice diagonale e sia U  che V  sono matrici 
unitarie, cioè 
 
 * *U U V V I⋅ = ⋅ =  (1.17) 
 
La (1.14) diventa  
 
 *y U V x n= ⋅Λ ⋅ ⋅ +  (1.18) 
 
e moltiplicando tutti i membri a sinistra per *U  si ha 
 
 * * *U y V x U n⋅ = Λ ⋅ ⋅ + ⋅  (1.19) 
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che si può scrivere come  
 
 y x n= Λ ⋅ +  (1.20) 
 
dove *y U y= ⋅ , *x V x= ⋅ , mentre *n U n= ⋅ . 
 
Quest’ultima equazione mostra che il canale MIMO può essere considerato come un insieme di M 
canali paralleli ortogonali, ognuno caratterizzato da un coefficiente di fading iλ , dato che non ci 
sono i termini incrociati essendo la matrice Λ  diagonale. 
In un sistema MIMO, il vettore di simboli x  viene trasmesso utilizzando un insieme dei canali 
paralleli ortogonali. Il vettore in ingresso all’array di antenne trasmittenti è x V x= ⋅ . 
Questa operazione è chiamata precodifica. 
In ricezione, il canale MIMO fornisce il vettore y , che viene usato per calcolare *y U y= ⋅  dal 
quale è possibile calcolare la stima xˆ  e quindi rivelare i simboli trasmessi. Questa operazione è 
chiamata receiver shaping. 
Nel caso dei canali SIMO e MIMO, viene trasmesso un solo simbolo per intervallo. La 
combinazione rende tali canali equivalenti ad un canale SISO con caratteristiche migliorate, cioè 
una probabilità di errore minore rispetto al caso di singola antenna. Pertanto, il criterio di 
ottimizzazione è la massimizzazione del rapporto segnale-rumore. 
Nel caso di M canali paralleli, tale criterio viene esteso nel seguente modo: si considera la capacità 
di un canale AWGN definita come  
 
 2
0
log 1 [ / sec/ ]PC bit Hz
N
⎛ ⎞+⎜ ⎟⎝ ⎠
?  (1.21) 
 
dove P rappresenta la potenza del segnale. 
Nel caso di M canali paralleli, è ragionevole massimizzare la capacità totale del sistema, ossia la 
somma delle capacità di ogni canale 
 
 
2
,
2
1 0
log 1
M
i T i
m
P
C
N
λ
=
⎛ ⎞= +⎜ ⎟⎜ ⎟⎝ ⎠∑  (1.22) 
 
dove ,T iP  è la potenza assegnata all’i-esimo canale e iλ  è il relativo coefficiente di fading. 
L’allocazione di potenza ottima P ( ),T iP=  è ottenibile risolvendo il seguente problema di 
ottimizzazione: P [ ]arg max
P
C=  soggetto al vincolo (1.15). 
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 La soluzione a tale problema è nota come allocazione di potenza mediante waterfilling e vale 
 
 02max 0,i
i
NP µ λ
⎡ ⎤= −⎢ ⎥⎣ ⎦
 (1.23) 
 
dove µ  è un valore scelto in modo da soddisfare il vincolo di potenza (1.15). 
Questo criterio richiede la perfetta conoscenza del canale al trasmettitore. Se questa condizione non 
è verificata, è stato dimostrato che la migliore allocazione di potenza è quella uniforme, ossia tutte 
le antenne trasmettono alla stessa potenza. 
Da questa analisi si deduce che, a parità di potenza totale trasmessa e di banda occupata, i sistemi 
MIMO permettono di incrementare notevolmente la capacità totale del sistema. Tale incremento è 
determinato dalla disponibilità di M canali paralleli, ciascuno caratterizzato da un coefficiente di 
fading iλ  e quindi da una sua capacità. Rispetto ad un sistema a singola antenna, si ottiene quindi 
un incremento di capacità di un fattore M. Tale incremento è chiamato multiplexing gain. 
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CAPITOLO 2 
 
TRASMISSIONE LTE-MIMO 
 
2.1   CHE COS’È LO STANDARD LTE? 
 
Una nuova tecnologia di accesso radio in banda larga potrebbe presto consolidare il concetto di 
ufficio mobile in Europa: la Long Term Evolution (LTE), l’ultima frontiera dell’UMTS/HSPA. 
La sua architettura, combinata con la capacità SIP (Session Initiation Protocol), potrebbe dominare 
entro pochi anni il mercato del Broadband wireless, abilitando PC portatili e terminali mobili di 
ultima generazione ad un universo di soluzioni innovative ed interamente IP-based. 
Secondo gli analisti, l’UMTS LTE è una delle più concrete realizzazioni del cosiddetto Super 3G e 
in virtù delle sue caratteristiche vincenti si imporrà sulle tecnologie wireless broadband rivali, primo 
fra tutti il WiMax Mobile (IEEE 802.16m ). 
I suoi punti di forza sono l’architettura flat, la bassa latenza, l’ambiente interamente IP e la 
capacità di tipo NGN (Next-Generation-Network), per l’offerta di nuovi servizi a banda larga 
mobile su reti SIP-enabled, con costi per Mbyte molto più bassi rispetto a quelli correnti. 
Di fatto, combinando le funzionalità TDM e CDMA, la Long Term Evolution ben si posiziona in 
uno scenario di mercato in cui l’industria sta rapidamente passando ad un approccio ’all IP’ per 
l’offerta di servizi voce e dati. Non stupisce quindi che già si cominci a parlare di tecnologia di base 
per la quarta generazione (4G). In effetti, questa tecnologia può già essere considerata la "NGN 
dell'industria mobile" e sarà standardizzata dal 3GPP con il pieno supporto di tutti gli operatori, 
attraverso l'NGN Group. Sistema nato in seno alla filiera 3GPP e basato essenzialmente su 
tecnologie OFDM e MIMO, la LTE è in grado di fornire una elevata velocità di trasmissione (da 
100 Mb/s in downlink e da 50 Mb/s in uplink), ottimizzata per l’accesso a pacchetto e con bassi 
tempi di latenza, un canale da 20 MHz e acceso multiplo OFDMA in downlink, SC-FDMA in 
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uplink. Con la LTE, infatti, la tecnica di accesso radio passa dal W-CDMA su 5 MHz di banda, a 
modulazioni multi-portante OFDM su 1,25 MHz, fino a 20 MHz. 
Più in dettaglio i requisiti previsti per la Long Term Evolution sono (Tabella 2.1): 
 
• velocità di picco istantanea di almeno 100Mb/s per il downlink e 50 Mb/s per l’uplink; 
• gestione contemporanea di almeno 200 utenti attivi per cella in un canale radio di 5 MHz; 
• flessibilità nell’uso dello spettro, con canali radio di larghezza di banda variabile di 1,25 MHz, 
2,5 MHz, 5 MHz, 10 MHz, 15 MHz, 20 MHz, sia in uplink che in downlink; 
• capacità di funzionare sia in modalità FDD che TDD; 
• capacità di operare anche su un raggruppamento di risorse non contigue sia in uplink che in 
downlink, in configurazione con e senza canale adiacente; 
• obbiettivi di throughput, efficienza d’uso dello spettro da ripetere per celle da 5 km e, con 
leggera degradazione, con celle fino a 30 km (sono previste fino a 100 km); 
• coesistenza con gli standard GSM/GPRS e UMTS; 
• tempi di latenza ridotti ed inferiori ai 5 ms per pacchetti dati di piccole dimensioni; 
• servizi voce e real time offerti a commutazione di pacchetto qualitativamente analoghi a quelli 
oggi offerti dalla telefonia tradizionale (PSTN). 
 
 
 
Tabella 2.1: Requisiti previsti per la Long Term Evolution. 
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Nell’ambito dell’attività di sviluppo della LTE, il 3GPP si è occupato anche si definire l’evoluzione 
dell’architettura SAE (System Architecture Evolution) allo scopo di ottimizzarla per i requisiti 
prefissati. 
Ecco perché dovrà supportare un’ampia varietà di sistemi di accesso, garantendo all’operatore 
flessibilità sia nella scelta delle tecnologie che nell’uso delle reti, diminuire i ritardi, migliorare la 
qualità delle comunicazioni, ottimizzare il tempo di instaurazione di un collegamento e garantire 
interoperabilità tra diverse piattaforme di accesso radio (compresi WLAN e WiMax). Infine, dovrà 
gestire il controllo dell’accesso (autenticazione e autorizzazione), la riservatezza e la tariffazione 
indipendente dalla piattaforma di accesso.  
Di certo, la tecnologia LTE potrà portare un significativo apporto all’ecosistema delle 
comunicazioni multimediali, tanto consumer che business. Considerato che l’ITU  non rilascerà una 
definizione del 4G prima dei prossimi anni, secondo gli esperti la LTE “sponsorizzata” da colossi 
come Ericsson, Alcatel-Lucent, Nokia Siemens Network, Nortel ed LG potrebbe avere le “carte 
giuste” per vincere la partita: i primi smartphone Ericsson con piattaforma Open OS dovrebbero 
essere lanciati sul mercato dal terzo-quarto trimestre del 2009. 
Anche l'operatore mobile giapponese NTT DoCoMo ha avviato i primi test per lo sviluppo del 3G 
LTE, per riuscire a garantire downlink di 300 Mbps e uplink di 100 Mbps. La tecnologia MIMO 
utilizzata in laboratorio, infatti, sovrapponendo due segnali radio compatibili con l’802.11g, 
consente di duplicare la velocità di trasmissione dei dati e utilizza i riflessi del segnale per 
accrescere il raggio d'azione e copertura della rete. Il lancio commerciale della rete è previsto per il 
2009 e l’obbiettivo è rendere il super 3G compatibile con gli standard dell’alta definizione e 
presentare il 3G LTE prima dell’arrivo del 4G vero e proprio, atteso per gli anni 2011/2012. 
Il mercato del Super 3G potrebbe quindi riservare interessanti sorprese: secondo gli esperti, 
potrebbe raggiungere il valore di 18 miliardi di dollari entro i prossimi sette anni; eppure, sono 
ancora molti i Paesi che non hanno avviato alcuna sperimentazione e ciò ci conferma che la 
battaglia per la scelta dello standard vincente risulta ancora aperta e che la competizione sarà più 
agguerrita che mai. 
Il mercato si mostra comunque “maturo”: secondo i dati dello scorso UMTS Forum, l'industria del 
3G nel 2007 ha raggiunto il traguardo dei 100 milioni di utenti UMTS/WCDMA. Considerando gli 
oltre 50 milioni di utenti CDMA2000 1xEV-DO, il bacino d'utenza complessivo per le tecnologie 
mobili 3G è di circa 150 milioni di unità. Secondo le stime poi, entro il 2010, gli utenti 3G saranno 
circa 800 milioni ed il WCDMA rappresenterà il 70% dei consumi. Questo scenario è destinato a 
mutare con l'arrivo del 3.9G: l'accesso radio Long Term Evolution porterà infatti a una nuova ondata 
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di servizi mobili super veloci. Ma attenzione alle altre tecnologie pre-4G: la competizione 
agguerrita potrebbe spostarsi dall'area tecnica a quella dei contenuti e dei servizi.  
Giunti a questo punto, perciò, è inevitabile domandarsi quale sarà lo standard vincente per le nuove 
reti: HSPA+, WiMax Mobile, LTE? Una cosa certa è che ad avere la meglio saranno le soluzioni 
basate su IP come protocollo multi-servizio, anche in vista di una futura integrazione con la rete 
fissa NGN di prossima implementazione. 
 
2.2   FORMATO DEL FRAME LTE 
 
Prima di descrivere il formato del frame LTE vero e proprio è necessario introdurre alcune 
grandezze temporali e frequenziali che sono imposte dallo standard e che sono parte integrante dello 
schema di framing della Long Term Evolution. Si indica con sT  l’intervallo di segnalazione, che 
corrisponde all’inverso della frequenza di segnalazione sf  pari a 
   
 15 kHz 2048 30.72 MHzs FFTf f N= ∆ ⋅ = ⋅ =   (2.1) 
 
dove con 15 kHzf∆ = si è indicato la spaziatura tra le sottoportanti del simbolo OFDM, fissata a 
quel valore secondo lo standard, mentre 2048FFTN =  è la dimensione della FFT. Più nel dettaglio, 
sT  è uguale a: 
 
 1 1 32.55 ns
30.72 MHzs s
T
f
= = =   (2.2) 
 
Sia in uplink che in downlink (anche se l’interesse di questo capitolo si soffermerà solo sullo 
standard di downlink), la trasmissione è organizzata in trame (frame) di durata pari a 10 msfT = , 
cosicché in ogni trama ci sono / 307200f sT T =  intervalli di segnalazione. Ciascun frame (sia in 
uplink che in downlink) viene suddiviso in 20 slot, tutti di uguale durata pari a 
 
 slot s=15360 0.5 ms20
fTT T= ⋅ =  (2.3) 
 
e numerati da 0 a 19. Come possiamo vedere dalla Figura 2.1, un subframe è definito come due 
consecutivi slot della trama; indichiamo quindi con subframe i quello costituito dagli slot 2i e 2i+1. 
In ciascun intervallo di 10 ms, sono quindi disponibili nella modalità FDD 10 subframe sia nella 
trasmissione in uplink che in quella in downlink. 
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Figura 2.1: Struttura del frame LTE in downlink. 
 
 
Ciascuno slot, a sua volta, viene suddiviso in simboli OFDM, che, a differenza di quanto accade per 
gli slot, hanno lunghezza diversa. In particolare, il primo simbolo di ogni slot ha una lunghezza 
maggiore rispetto agli altri, in virtù dell’utilizzo di un prefisso ciclico di durata maggiore; questo è 
vero sia nel caso di trasmissione di simboli con prefisso ciclico di lunghezza normale sia quando i 
simboli sono invece caratterizzati da un prefisso ciclico esteso. 
 
 
CONFIGURAZIONE SIMBOLI IN UNO SLOT DLsymbN  
Prefisso ciclico normale kHz 15=∆f  7 
kHz 15=∆f  6 Prefisso ciclico esteso kHz 5.7=∆f  3 
 
Tabella 2.2: Possibili valori di DLsymbN . 
 
Come si vede dalla Tabella 2.2, DLsymbN  (cioè il numero di simboli per slot nella trama downlink), 
secondo lo standard, può assumere diversi valori in relazione al tipo di prefisso ciclico scelto; 
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tuttavia nelle simulazioni effettuate, sono sempre stati usati simboli con prefisso ciclico normale e 
conseguentemente DLsymbN  è stato mantenuto fisso e pari a 7. Secondo lo standard il prefisso ciclico 
del primo simbolo (CP0) di ogni slot è di lunghezza pari a 160 intervalli di segnalazione, per una 
durata complessiva del simbolo di (160 2048) sT+ ⋅  secondi; per tutti gli altri simboli la lunghezza 
del prefisso ciclico (CP) è di 144 simboli di sorgente, con una durata totale di (144 2048) sT+ ⋅  
secondi. 
Fino ad ora è stata presentata la struttura della trama nel dominio del tempo; tuttavia dato che la 
trasmissione utilizza una tecnica multi‐portante, l’allocazione delle risorse sarà visualizzabile come 
una griglia bidimensionale, dove una dimensione è quella temporale (come appena descritto) e 
l’altra è quella frequenziale. Il paragrafo seguente si occupa di presentare questa griglia di 
allocazione delle risorse. 
 
2.3   RESOURCE GRID E RESOURCE BLOCK 
 
Il segnale trasmesso su ciascuno slot può essere descritto da una Resource Grid di DL RBRB scN N⋅  
sottoportanti (dominio della frequenza) e DLsymbN  simboli OFDM (dominio del tempo), dove 
RB
scN  è il 
numero di sottoportanti per ciascuno Resource Block e può assumere i valori indicati nella Tabella 
2.3 seguente, anche se nelle nostre simulazioni è sempre rimasto fisso e pari a 12 (Normal cyclic 
prefix). 
 
CONFIGURAZIONE RBscN  DLsymbN  
Prefisso ciclico normale kHz 15=∆f  7 
kHz 15=∆f  
12 
6 
Prefisso ciclico esteso 
kHz 5.7=∆f  24 3 
  
Tabella 2.3: Parametri del Physical Resource Block. 
 
Il parametro DLRBN  è il numero di Resource Block assegnanti ad un utente per la sua trasmissione e 
varia a seconda della banda su cui l’utente è autorizzato a trasmettere; possibili valori di DLRBN  sono: 
 
 6 110 DLRBN≤ ≤   (2.4) 
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dove 110 è il numero massimo di blocchi di risorsa che possono essere assegnati ad un utente che 
determinano (per un valore RBscN  pari a 12) una banda risultante di 
 
 max 110 12 15 kHz 20 MHz
DL RB
DL RB scB N N f= ⋅ ⋅∆ = ⋅ ⋅ ≈  (2.5) 
 
che rappresenta un limite superiore per una trasmissione downlink. 
Lo schema dell’organizzazione delle risorse trasmissive disponibili viene mostrato nella Figura 2.2 
seguente: 
 
DL
symbN OFDM symbols
One downlink slot slotT
0=l 1DLsymb −= Nl
su
bc
ar
ri
er
s
su
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ar
rie
rs
RB
sc
DL
symb NN ×
Resource block
resource elements
Resource element ),( lk
 
 
Figura 2.2: Resource Grid e Resource Block nella trasmissione downlink. 
 
Nel caso di trasmissione con più antenne (MIMO), si ha una Resource Grid definita per ognuna 
delle porte d’antenna. La Figura 2.2 mette in evidenza la bidimensionalità dell’allocazione delle 
risorse trasmissive introdotte in precedenza. Ciascun elemento nella Resource Grid per la porta 
d’antenna p è chiamato Resource Element ed è univocamente identificato dalla coppia di indici (k,l) 
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in uno specifico slot, dove DL RBRB sc0,..., 1k N N= ⋅ −  e DLsymb0,..., 1l N= −  sono rispettivamente gli indici 
nel dominio della frequenza e del tempo. 
Il Resource Element (k,l) sulla porta d’antenna p corrisponde al valore complesso ( ),
p
k la . Qualora non 
ci siano rischi di confusione, oppure alcuna particolare porta d’antenna sia specificata, l’indice p 
può essere omesso. 
I Resource Block vengono usati per descrivere il mappaggio di alcuni canali fisici ai Resource 
Element. 
Un Physical Resource Block viene definito come DLsymbN  simboli OFDM consecutivi nel dominio del 
tempo e RBscN  sottoportanti consecutive nel dominio della frequenza, dove i valori di 
DL
symbN  e 
RB
scN  
sono mostrati in Tabella 2.3. 
Un Physical Resource Block inoltre consiste di DL RBsymb scN N×  Resource Element, corrispondenti ad 
uno slot nel dominio del tempo ed a ( )180 kHz 15 kHz 12×  nel dominio della frequenza. 
Per avere trasmissioni su bande più strette rispetto a quella massima possibile, pari all’intervallo 
frequenziale [ ]2; 2s sf f− , è necessario l’inserimento di portanti virtuali, a cui si ricorre spesso 
nelle trasmissioni OFDM. La Figura 2.3 ci permette di capire le ragioni dell’uso di questa tecnica 
(portanti virtuali): 
 
2
sf−
2
sf-10 MHz 10 MHz
-5 MHz 5 MHz
2.5 MHz-2.5 MHz
Total Bandwidth Available
20 MHz Transmission
10 MHz Transmission
5 MHz Transm.
 (Frequency)f
 
 
Figura 2.3: Trasmissioni LTE su bande scalabili. 
 
Valori di banda pari a 5 e 10 MHz sono quindi possibili grazie ad una differente combinazione tra il 
numero dei simboli dei dati e quello delle portanti virtuali come mostreremo nel seguente paragrafo. 
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2.4   SIMBOLO OFDM 
 
La Figura 2.4 mostra l’allocazione nel dominio della frequenza delle sottoportanti all’interno di un 
simbolo di dati OFDM, dove indichiamo con 2048FFTN =  la dimensione della FFT, con vlN  e vrN  
il numero delle portanti virtuali a sinistra e a destra, mentre aN  indica il numero delle portanti 
attive. 
  
0
OFDM Symbol
2
sf− 2
sf
N
vlN vrNaN
 number of active subcarriersNa =
 number of  virtual left subcarriersNvl =
1FFTN −
f0
number of virtual right subcarriersNvr =
DC
Direct CurrentDC =
 
Figura 2.4: Struttura del simbolo LTE downlink nel dominio della frequenza. 
 
Le trasmissioni su 20, 10 e 5 MHz utilizzano un numero crescente di portanti virtuali, perché 
sfruttano una porzione decrescente dello spettro trasmissivo disponibile. Nella Tabella 2.4 sono 
riportati i parametri relativi alle due bande di trasmissione 5 e 10 MHz, in termini di portanti attive 
e virtuali. Nel caso di trasmissione su banda di 5 MHz, all’interno di ogni simbolo OFDM, sono 
posizionate 874 sottoportanti virtuali a sinistra e 873 a destra, con 300 sottoportanti attive 
raggruppate in 25 Resource Block, ciascuno dei quali con 12RBscN = . Analogamente al caso 
precedente, con la trasmissione su banda di 10 MHz le sottoportanti virtuali sono 724 a sinistra e 
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723 a destra, mentre il numero di Resource Block è pari a 50 con 600 sottoportanti attive. È 
necessario poi inserire anche la DC (Direct Current) centrata sulla continua. Come da standard, il 
numero totale di sottoportanti, attive e virtuali (oltre la DC), è costante e uguale a 2048; queste 
configurazioni vengono mostrate in Figura 2.5. All’interno di ciascun Resource Element, vengono 
inseriti un segnale di riferimento (pilota) e di sincronismo oltre al carico utile (payload). 
 
BANDA DI 
TRASMISSIONE 
NUM. 
SOTTOPORTANTI 
ATTIVE 
NUM. 
SOTTOPORTANTI 
VIRTUALI A 
SINISTRA 
NUM. 
SOTTOPORTANTI 
VIRTUALI A  
DESTRA 
DL
RBN ASSIGNED 
5 MHz 300 874 873 25 
10 MHz 600 724 723 50 
 
 
Tabella 2.4: Numero di sottoportanti attive e virtuali per differenti bande (5 e 10 MHz). 
 
724 Virtual Left 
Subcarr .
723 Virtual Right 
Subcarr .600 Active Subcarr .
……………………...0 1 2047
874 Virtual Left 
Subcarr .
873 Virtual Right 
Subcarr .
300 Active Subcarr .
0
0
2047
2047
N Subcarrier Index
N Subcarrier Index
OFDM Symbol
10 MHz Transmission
5 MHz Transmission
DC
DC
 
Figura 2.5: Posizione e numero delle portanti virtuali e attive per trasmissioni su 5 e 10 MHz. 
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2.5   IL SEGNALE DI RIFERIMENTO 
 
Il segnale di riferimento (pilota) è uno speciale segnale inserito nel Resource Grid per consentire 
l’equalizzazione dei dati al ricevitore. 
La generazione del segnale di riferimento bidimensionale , ( )m n sr n , dove sn  è l’indice di slot 
all’interno della trama mentre m  e n  rappresentano l’indice di riga e colonna, dipende dal prefisso 
ciclico usato; nel caso di prefisso ciclico normale, , ( )m n sr n  è generato da un prodotto simbolo per 
simbolo tra una sequenza bidimensionale ortogonale ,
OS
m nr  ed una sequenza pseudo-casuale , ( )
PRS
m n sr n , 
come mostrato dalla seguente formula 
 
 , , ,( ) ( ) 
OS PRS
m n s m n m n sr n r r n= ⋅  (2.6) 
 
Ci sono tre possibili sequenze ortogonali previste dallo standard, mentre le sequenze pseudo-casuali 
disponibili sono 168. Le sequenze bidimensionali ortogonali per prefisso ciclico normale possono 
essere generate in accordo con 
 
 , , ,   0,1  e  0,1,..., 219
OS
m n m nr s n m= = =  (2.7) 
 
dove ,m ns  è l’elemento della riga m‐esima e colonna n‐esima della matrice iS , definita da 
 
 
74  entries
... ,    0,1,2T T TT
i i i i
S S S S i⎡ ⎤= =⎣ ⎦?????????  (2.8) 
 
dove 
 
 
4 3 2 3
2 3 4 3
0 1 2
4 3 2 3 2 3 4 3
1 1 1 1
1 1 ,     1 ,     1
1 1
j j
j j
j j j j
e e
S S e S e
e e e e
π π
π π
π π π π
⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎢ ⎥ ⎢ ⎥⎢ ⎥= = =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (2.9)  
 
L’indice i della matrice S  che deve essere usata in trasmissione viene scelto in accordo a quanto 
verrà spiegato nella sezione relativa ai segnali di sincronismo. La sequenza bidimensionale pseudo-
casuale , ( )
PRS
m n sr n viene costruita a partire da una sequenza di Gold c(i), definita come segue 
 
 ( )1 2( ) ( ) ( ) mod 2c i x i x i= +  (2.10) 
 
dove 
 
 ( )1 1 1( 33) ( 13) ( ) mod 2x i x i x i+ = + +  (2.11) 
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e 
 
 ( )2 2 2 2 2( 33) ( 22) ( 13) ( 11) ( ) mod 2x i x i x i x i x i+ = + + + + + +  (2.12) 
 
con condizioni iniziali date da 1 1 1 2 2 2(0), (1),... (32), (0), (1),... (32)x x x x x x  
 
Il segnale di riferimento bidimensionale , ( )m n sr n  può essere mappato su simboli di modulazione 
complessi ( ),
p
k la , dove p+1 è il numero di antenne su cui avviene la trasmissione e sn  rappresenta 
l’indice di slot; nelle nostre implementazioni p varrà sempre 1 perché sono state simulate 
trasmissioni avendo a disposizione una coppia di antenne (caso MIMO). 
Dunque possiamo scrivere 
 
 ( ), ', s( )  
p
k l m na r n=  (2.13) 
 
con 
 
 ( )shift6 mod 6k m v v= + +  (2.14) 
 
e 
 
 
{ }
{ }
{ }
{ }
DL
symb
DL
symb
0 if 0 and 0,1
1 if 0 and 2,3
3 if 1 and 0,1
2 if 1 and 2,3
n p
n p
l
N n p
N n p
= ∈⎧⎪ = ∈⎪= ⎨ − = ∈⎪⎪ − = ∈⎩
 (2.15) 
 
con DLRB0,1,..., 2 1m N= ⋅ −  e DLRB' 110m m N= + −  e 
 
 
{ }
{ }
0,1 if 0,1
0 if 2,3
p
n
p
∈⎧⎪= ⎨ ∈⎪⎩
 (2.16) 
 
Le variabili v  e shiftv  definiscono la posizione nel dominio della frequenza per differenti segnali di 
riferimento, in particolare v  è espresso nel seguente modo 
 
 
s
s
3 if 0
3 3 if 1
3( mod 2) if 2
3 3( mod 2) if 3
n p
n p
v
n p
n p
=⎧⎪ + =⎪= ⎨ =⎪⎪ + =⎩
 (2.17) 
 
Il parametro { }0,1,...,5shiftv ∈ è legato all’indice di cella di trasmissione. La posizione del simbolo di 
riferimento (pilota) all’interno del Resource Grid viene mostrato nella seguente Figura 2.6. 
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Come si può vedere, è evidenziato il posizionamento dei simboli pilota all’interno del Resource 
Block nel caso di utilizzo di una, due (nostro caso) oppure quattro antenne in trasmissione. 
Le pilota vengono inserite solamente nei simboli di posto 0 e 4 all’interno di ogni slot, e nel nostro 
caso (p=1), le pilota sono posizionate in modo simmetrico sui simboli delle due porte. 
Infatti, nel simbolo di posto 0 della porta 1 (prima antenna in trasmissione) abbiamo lo stesso 
posizionamento delle pilota che si ha nel simbolo 4 della porta 2 (seconda antenna in trasmissione), 
mentre in modo analogo le pilota nel simbolo 4 della porta 1 hanno la stessa posizione di quelle del 
simbolo 0 dell’altra porta. 
 
0=l
0R
0R
0R
0R
6=l 0=l
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6=l 0=l
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1R
1R
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0R
0R
0R
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6=l 0=l
0R
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6=l 0=l
1R
1R
1R
1R
6=l 0=l
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Figura 2.6: Mappaggio dei segnali di riferimento in downlink (con prefisso ciclico normale). 
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2.6   I SEGNALI DI SINCRONISMO  
 
Oltre al segnale di riferimento, all’interno della trama LTE vengono inseriti altri particolari segnali 
noti allo scopo di consentire l’allineamento temporale degli apparati di ricezione, con la trama 
ricevuta. I segnali di sincronismo sono di due tipi: segnali di sincronismo primario e di 
sincronismo secondario. 
Nello standard LTE sono previsti 504 possibili identificativi di cella, ciascuno individuabile dalla 
relazione: 
 
 (1) (2)= 3cellID ID IDN N N⋅ +  (2.18) 
 
dove (1)IDN  varia tra 0 e 167 e rappresenta l’indice del gruppo di cella, mentre 
(2)
IDN  rappresenta 
l’indice di cella all’interno dell’indice di gruppo e varia tra 0 e 2. 
 
Le sequenze di sincronismo primario appartengono alla classe delle sequenze di Zadoff-Chu (ZCS) 
[6], definite dalla seguente relazione 
 
 
( 1)
63
( 1)( 2)
63
0,1,...,30
( )  
31,32,...,61
un nj
u u n nj
e n
d n
e n
π
π
+−
+ +−
⎧ =⎪= ⎨⎪ =⎩
 (2.19) 
 
dove l’indice u, definito radice (root) della sequenza di Zadoff-Chu, può assumere tre valori 
{ }25, 29,34u = , ognuno dei quali corrisponde ad un valore di (2)IDN  come mostrato dalla seguente 
Tabella 2.5: 
 
(2)
IDN  ROOT INDEX u  
0 25 
1 29 
2 34 
 
 
Tabella 2.5: Valore corrispondente tra (2)IDN  e il root index. 
 
Come si vede dalla (2.19) la durata delle sequenze di sincronismo primario è di 62 campioni 
complessi, che devono essere inseriti nei simboli opportuni in accordo con quanto stabilito dallo 
standard. In particolare il sincronismo primario si trova nei simboli OFDM con indice 6 degli slot 0 
e 10 di ogni trama trasmessa. Come invece si mappino questi 62 campioni complessi all’interno 
dell’opportuno simbolo OFDM verrà ripreso dopo aver descritto il sincronismo secondario, ma per 
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adesso è sufficiente accennare che tale allocazione (delle ZCS nelle opportune posizioni del 
simbolo OFDM) viene effettuata nel dominio della frequenza. 
Le sequenze (0),..., (61)d d  usate per il segnale di sincronismo secondario nascono invece dalla 
concatenazione di due sequenze binarie di lunghezza pari a 31. Queste sequenze concatenate 
subiscono un’operazione di scrambling con una sequenza data dal segnale di sincronismo primario. 
La combinazione delle due sequenze di lunghezza 31, che definisce il segnale di sincronismo 
secondario, differisce dallo slot 0 allo slot 10 in accordo con la seguente formula: 
 
 
( )
( )
( ) ( )
( ) ( )
0
1
01
0 1
( )
0 0
( )
1 0
( )( )
1 1 1
( ) ( )
0 1 1
( ) in slot 0
(2 )
( ) in slot 10
( ) in slot 0
(2 1)
( ) in slot 10
m
m
mm
m m
s n c n
d n
s n c n
s n c n z n
d n
s n c n z n
⎧⎪= ⎨⎪⎩
⎧⎪+ = ⎨⎪⎩
 (2.20) 
 
dove 0 30n≤ ≤ , mentre gli indici 0m  e 1m  sono legati all’identificativo del gruppo di cella (1)IDN  in 
accordo con: 
 
 ( )
0
1 0
(1)
(1) (1)ID
ID ID
                                           mod31
                                31 1 mod31                            
( 1) 2( 1) 2, , 30
30
m m
m m m
N q qm N q q q q N
′=
′= + +⎢ ⎥⎣ ⎦
′ ′⎢ ⎥+ +′ ′ ⎢ ⎥= + + = =⎢ ⎥ ⎣ ⎦⎣ ⎦
 (2.21) 
 
dove con il simbolo .⎢ ⎥⎣ ⎦  si indica la parte intera inferiore dell’argomento. Le due sequenze 0( )0 ( )ms n  
e 1( )1 ( )
ms n  sono ottenute attraverso due diversi shift ciclici della sequenza ( )s n?  come mostrato da 
 
 
( )
( )
0
1
( )
0 0
( )
1 1
( ) ( ) mod31
( ) ( ) mod31  
m
m
s n s n m
s n s n m
⎧ = +⎪⎨ = +⎪⎩
?
?  (2.22) 
 
dove ( ) 1 2 ( )s i x i= −? , 0 30i≤ ≤  con 
 
 ( )( 5) ( 2) ( ) mod 2x i x i x i+ = + +  (2.23) 
 
con le condizioni iniziali (0) 0, (1) 0, (2) 0, (3) 0, (4) 1x x x x x= = = = = . 
 
Le due sequenze 0 ( )c n  e 1( )c n  dipendono dal segnale di sincronismo primario e vengono calcolate 
a partire da due differenti shift circolari della sequenza ( )c n? : 
 
 
(2)
0 ID
(2)
1 ID
( ) (( ) mod31)
( ) (( 3) mod31)
c n c n N
c n c n N
⎧ = +⎪⎨ = + +⎪⎩
?
?  (2.24) 
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dove { }(2)ID 0,1, 2N ∈  è l’indice di cella all’interno dell’indice di gruppo (1)IDN  e ( ) 1 2 ( )c i x i= −? , 
0 30i≤ ≤  con 
 
 ( )( 5) ( 3) ( ) mod 2x i x i x i+ = + +  (2.25) 
 
con le condizioni iniziali (0) 0, (1) 0, (2) 0, (3) 0, (4) 1x x x x x= = = = = .  
Infine le sequenze di scrambling 0( )1 ( )
mz n  e 1( )1 ( )
mz n  sono ottenute da due diversi shift ciclici della 
sequenza ( )z n?  
 
 
0
1
( )
1 0
( )
1 1
( ) ( ( mod8) mod31)
( ) ( ( mod8) mod31)
m
m
z n z n m
z n z n m
⎧ = +⎪⎨ = +⎪⎩
?
?  (2.26) 
 
dove ( ) 1 2 ( )z i x i= −? , 0 30i≤ ≤  con 
 
 ( )( 5) ( 4) ( 2) ( 1) ( ) mod 2x i x i x i x i x i+ = + + + + + +  (2.27) 
 
con le condizioni iniziali (0) 0, (1) 0, (2) 0, (3) 0, (4) 1x x x x x= = = = = . 
 
Come si vede dalla (2.19) anche la durata delle sequenze di sincronismo secondario è di 62 
campioni, stavolta antipodali e quindi reali (diversamente dal sincronismo primario) che devono 
essere inseriti nei simboli opportuni in accordo con quanto stabilito dallo standard. In particolare il 
sincronismo secondario si trova nei simboli OFDM con indice 5 degli slot 0 e 10 di ogni trama 
trasmessa. Tuttavia, come mostrato dalle formule, le sequenze di sincronismo secondario 
differiscono a seconda che debbano essere inserite nello slot 0 o nello slot 10. 
La trattazione di come le sequenze di sincronismo, primario e secondario, si mappino all’interno 
degli opportuni simboli OFDM della trama è del tutto equivalente, sebbene i simboli in cui vengono 
inseriti i due sincronismi siano diversi (simbolo di indice 6 degli slot 0 e 10 per il primario, simbolo 
di indice 5 degli slot 0 e 10 per il secondario). 
Indicando adesso con ( )d n  una generica sequenza di sincronismo (primario o secondario), questa 
potrà essere mappata nel Resource Element identificato dalla coppia di indici ( , )k l  secondo la 
relazione: 
 
 ( ) DL RBRB sc, ,      31 ,      0,...,612k l
N Na d n k n n= = − + =  (2.28) 
 
dove il prodotto DL RBRB scN N⋅  indica il numero di sottoportanti attive per la trasmissione, mentre la 
formula relativa a k  mostra come possa essere mappata la sequenza sopra le 62 sottoportanti 
centrali del simbolo OFDM. 
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Le rimanenti sottoportanti dei simboli di indice 5 e 6 degli slot 0 e 10 con 
 
 
DL RB
RB sc31 ,      5, 4,..., 1,62,63,...,66
2
N Nk n n= − + = − − −  (2.29) 
 
non sono riservate alle informazioni di sincronismo e vengono utilizzate per trasmettere dati, come 
possiamo vedere dalla Figura 2.7: 
 
Slot 0/10 Symbol 5/6 in Frequency Domain
Virtual Subcarriers
Left
Virtual Subcarriers
Right
Synchronism
sequence
1vslN − vslN 1FFT vsrN N− − FFT vsrN N−0 987
988 992
993 1FFTN −1055
1056 1060
1061
Data Data
Subcarrier
index1023
DC
 
 
Figura 2.7: Schematizzazione del sincronismo downlink (slot 0/10, simboli 5/6) in frequenza. 
 
Pertanto la trama LTE può essere riassunta dalla seguente Figura 2.8, dove abbiamo indicato con 
colore diverso il sincronismo secondario negli slot 0 e 10 per evidenziare il fatto che questo 
sincronismo sia diverso nei due slot.   
 
Slot 1 Slot 10Slot 0
……………. ……………….
Primary Synchronism Primary Synchronism
Sec Synch Slot 0 Sec Synch Slot 10
…... …….
 
 
Figura 2.8: Struttura del frame LTE downlink con sequenze di sincronismo. 
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2.7 SCHEMI DI RICEZIONE MIMO  
CON TRASMISSIONE SU 2 ANTENNE. 
 
In questo paragrafo vengono presentati i metodi di ricezione MIMO utilizzati in entrambe le 
modalità di trasmissione, ovvero Transmit Diversity (diversità in trasmissione) e Spatial 
Multiplexing (multiplazione spaziale) rispettivamente, sempre nella configurazione con due 
antenne in trasmissione e conformemente a quanto stabilito dallo standard LTE. 
Dopo una breve introduzione verrà mostrato la struttura (schema) generale del sistema riguardo ai 
canali fisici in downlink nel caso di trasmissione con due porte d’antenna, mentre i metodi di 
ricezione verranno descritti separatamente. 
Per quanto riguarda la trattazione dettagliata dei vari blocchi che compongono la struttura della 
catena, questa verrà esaminata nel successivo capitolo, dove verrà introdotto lo schema a blocchi 
utilizzato per effettuare la simulazione e per ottenere i risultati finali di questo elaborato. 
 
Come mostrato in Figura 2.9, lo schema generale per la trasmissione con due antenne include i 
seguenti blocchi funzionali: 
 
• scrambling dei bit codificati in ciascuna delle parole di codice (code word) che vengono 
trasmesse su un canale fisico; 
• modulazione dei bit in uscita allo scrambling per generare i simboli complessi di 
modulazione; 
• mappaggio dei simboli complessi di modulazione sopra uno o più layer di trasmissione; 
• precoding dei simboli di modulazione su ciascun layer per la trasmissione sulle porte 
d’antenna; 
• mappaggio dei simboli complessi per ciascuna porta d’antenna nei Resource Element; 
• generazione dei simboli complessi OFDM nel dominio del tempo per ciascuna antenna in 
trasmissione. 
 
Scrambling Modulation mapper
Layer
mapper Precoding
Resource element 
mapper
OFDM signal 
generation
Resource element 
mapper
OFDM signal 
generationScrambling
Modulation 
mapper
layers antenna portscode words
 
 
Figura 2.9: Panoramica dell’elaborazione del canale fisico. 
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Come illustrato in Tabella 2.6, nel caso di modalità Transmit Diversity, la code word è sempre pari 
a 1 mentre il numero di layer è fisso e uguale a 2; viceversa, nel caso di Spatial Multiplexing, il 
numero delle code word (1 oppure 2) è sempre uguale a quello dei layer. 
 
Transmission Mode  Code Word  Code Word index  i   Layer  Antenna Ports 
Transmit Diversity 1 0 2 2 
Spatial Multiplexing 1 0 1 2 
Spatial Multiplexing 2 0,1 2 2 
 
 
Tabella 2.6: Configurazione di trasmissione per due porte d’antenna. 
 
2.8   TRANSMIT DIVERSITY 
 
Nella Figura 2.10 seguente è mostrata la catena (Trasmettitore-Canale-Ricevitore) per la modalità di 
trasmissione Transmit Diversity su due antenne, nel dominio della frequenza. 
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Figura 2.10: Schema a blocchi Transmit Diversity con due antenne in trasmissione. 
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Dato un insieme (vettore) di bit di sorgente ( ) ( ) ( ) ( ) ( )0 0 0 0 00 1 2 1, , ,..., Nbb b b b b −⎡ ⎤= ⎣ ⎦ , dove Nb  indica il 
numero di bit, corrispondenti all’unica code word (0), questi vengono mappati su una determinata 
costellazione (QPSK, 16-QAM, 64-QAM), con il risultato di ottenere il rispettivo vettore di simboli 
di sorgente complessi ( ) ( ) ( ) ( ) ( )0 0 0 0 00 1 2 1, , ,..., Ndd d d d d −⎡ ⎤= ⎣ ⎦ , dove Nd  è il numero di simboli della stessa 
code word, legato al numero di bit dalla seguente relazione 
 
 ( )2logNb Nd Ns= ⋅  (2.30) 
 
dove 2log ( )Ns  è il numero di bit per simbolo mappato, mentre Ns  è il numero di simboli della 
costellazione, pari a 4 (QPSK), 16 (16-QAM) oppure 64 (64-QAM). 
L’insieme dei simboli di sorgente complessi ( )0d  è poi mappato su 2 layer (come mostrato in 
Tabella 2.6), indicati con (0) e (1) rispettivamente: 
 
 
( )
( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
0 0 0 0 0 0 0 00
0 1 2 / 2 1 0 2 4 2
1 1 1 1 1 0 0 0 0
0 1 2 / 2 1 1 3 5 1
, , ,..., , , ,...,
, , ,..., , , ,...,
Nd Nd
Nd Nd
x x x x d d d dx
x
x x x x d d d dx
− −
− −
⎡ ⎤ ⎡ ⎤⎡ ⎤= = =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (2.31) 
 
La relazione tra ( )0d  e x  può essere espressa anche con un’altra notazione: 
 
 ( ) ( ) ( )( ) ( )
0 0
2
1 0
2 1
, simboli di sorgente pari
0 , / 2 1
, simboli di sorgente dispari
i i
i i
x d
i Nd
x d +
⎧ =⎪∀ ∈ − →⎡ ⎤ ⎨⎣ ⎦ =⎪⎩
 (2.32) 
 
cosicché il blocco layer mapper mostrato in Figura 2.10 lavora come un convertitore serie/parallelo. 
Come possiamo vedere dalle relazioni (2.31) e (2.32), il primo layer utilizza i simboli di indice pari, 
il secondo quelli di indice dispari. 
Il blocco di precoding riceve in ingresso la matrice x  e genera in uscita la seguente matrice y : 
 
 
( )
( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
0 0 0 0 0 0 0
0 1 2 2 2 1 1
1 1 1 1 1 1 1
0 1 2 2 2 1 1
, , ,..., , ,...,
, , ,..., , ,...,
k k Nd
k k Nd
y y y y y y y
y
y y y y y yy
+ −
+ −
⎡ ⎤ ⎡ ⎤⎢ ⎥= = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
 (2.33) 
 
Indicato y  come composto da / 2Nd  matrici [2 2]ky × , dove ( )0... / 2 1k Nd= − , la relazione tra x  
e ky  la seguente: 
 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
0 0 0 1
2 2 1
1 1 1 0* *
2 2 1
k k k k
k
k k k k
y y x x
y
y y x x
+
+
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥−⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (2.34) 
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I due vettori ( )0y  e ( )1y , ciascuno costituito da Nd  elementi complessi, vengono poi passati al 
blocco LTE Frame Generator (Figura 2.10), che inserisce tutte le sottoportanti necessarie (data, 
pilota e sequenze di sincronismo), in modo da costruire i due frame LTE che devono essere 
trasmessi sulle due antenne. Quindi abbiamo la generazione dei due vettori (0)u  e (1)u , 
rispettivamente: 
 
 
( )
( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
0 0 0 0 0 00
0 1 2 2 2 1 1
1 1 1 1 1 1 1
0 1 2 2 2 1 1
, , ,..., , ,...,
, , ,..., , ,...,
j j Nf
j j Nf
u u u u u uu
u
u u u u u uu
+ −
+ −
⎡ ⎤⎡ ⎤ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
 (2.35) 
 
dove ( )0... / 2 1j Nf= −  e Nf  è il numero totale di sottoportanti in un frame LTE ( 286720Nf = ). 
L’effetto del canale MIMO, tramite la matrice di canale H  mostrata in Figura 2.10, deve essere 
considerato su ogni matrice  [2 2]ju ×  come sotto mostrato: 
 
 
( ) ( )
( ) ( )
0 0
2 2 1
1 1
2 2 1
j j
j j
j j
u u
c H u H
u u
+
+
⎡ ⎤= × = × ⎢ ⎥⎢ ⎥⎣ ⎦
 (2.36) 
 
dove jc  rappresenta la matrice del frame ricevuto per ogni j , nel dominio della frequenza; 
entrambe le matrici H  e jc  hanno dimensioni [2 2]×  oppure [1 2]× , rispettivamente nel caso di 
ricezione con una o due antenne, come viene descritto nei paragrafi successivi. In generale, le 
componenti complesse della matrice H  vengono indicate come abh , dove a  e b  sono gli indici di 
antenna, rispettivamente per la ricezione e la trasmissione. 
 
2.8.1   RICEZIONE CON UNA SINGOLA ANTENNA 
 
La Figura 2.11 mostra la configurazione delle antenne nel caso di utilizzo di un unico ricevitore, 
dove 00h  e 01h  rappresentano le componenti complesse della matrice di canale H . 
In particolare, 00h  rappresenta l’elemento complesso che caratterizza il collegamento tra la prima e 
unica antenna in ricezione e la prima antenna in trasmissione, mentre 01h  indica il canale tra 
l’antenna in ricezione e la seconda antenna in trasmissione. 
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00h
01h
 
 
Figura 2.11: Configurazione nel caso di singola antenna ricevente. 
 
Conformemente a quanto stabilito dalla (2.36), jc  è una matrice complessa di dimensione [1 2]×  
data da  
 
 [ ] ( ) ( )( ) ( ) [ ]
0 0
2 2 1
00 01 00 011 1
2 2 1
j j
j
j j
u u
c h h c c
u u
+
+
⎡ ⎤= × =⎢ ⎥⎢ ⎥⎣ ⎦
 (2.37) 
 
dove 
 
 [ ]00 01H h h=  (2.38) 
 
è la matrice complessa del canale di dimensione [1 2]× .  
 
Con riferimento alla Figura 2.10, il blocco Operator A specifica come leggere i dati ricevuti; in 
particolare, per ogni j , la matrice complessa jr  [1 2]×  è data da 
 
 *00 01jr c c⎡ ⎤= ⎣ ⎦  (2.39) 
 
La matrice di equalizzazione complessa [2 2]×  viene costruita a partire dalla stima dei parametri di 
canale abh : 
 
 
? ?
? ?
* *
00 01
01 00
h h
h h
ψ ⎡ ⎤−= ⎢ ⎥⎢ ⎥⎣ ⎦
 (2.40) 
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Pertanto, combinando la (2.37), (2.39), e (2.40) per ogni valore di j , si ottiene come risultato il 
vettore complesso jz  [1 2]× : 
 ? ( ) ? ( )0 11 2 2 2j j j j j jz z z r P u uψ ⎡ ⎤⎡ ⎤= = × = ⋅ −⎣ ⎦ ⎣ ⎦  (2.41) 
 
dove 
 
 ( )2 200 01P h h= +  (2.42) 
 
Con riferimento sempre alla Figura 2.10, il blocco Operator B specifica come leggere i risultati 
equalizzati; in particolare, per ogni j , il vettore complesso jξ  [1 2]×  è dato da 
 
 ? ( ) ? ( )0 * 11 *2 2 21j j j j jz z u uPξ ⎡ ⎤⎡ ⎤= ⋅ = −⎣ ⎦ ⎣ ⎦  (2.43) 
 
In seguito, combinando tutti i vettori jξ  con ( )0... / 2 1j Nf= − , si costruisce un vettore ξ  con Nf  
elementi complessi: 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 1 0 1 0 1 0 10 1 2 0 0 2 2 4 4 2 2/ 2 1, , ,..., , , , , , ,..., ,Nf NfNf u u u u u u u uξ ξ ξ ξ ξ − −−⎡ ⎤ ⎡ ⎤= = ⎣ ⎦⎣ ⎦  (2.44) 
 
Confrontando la (2.44) con la (2.35) risulta evidente che, dopo l’equalizzazione del frame, vengono 
selezionate solo le stime delle sottoportanti di posizione pari sulle sequenze totali trasmesse ( )0u  e 
( )1u  in entrambe le porte d’antenna. 
Dopo il blocco data extraction, che rimuove dal vettore ξ  tutte le sottoportanti che corrispondono 
alle pilota e alle sequenze di sincronismo, ed il threshlod decisor (decisore a soglia), si ottiene un 
vettore ζ  costituito da Nd  elementi complessi: 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 1 0 1 0 1 0 10 0 2 2 4 4 2 2, , , , , ,..., ,Nd Ndy y y y y y y yζ − −⎡ ⎤= ⎣ ⎦  (2.45) 
 
In uscita al TH Decisor block (Figura 2.10) si ottiene la stima del vettore di simboli di sorgente 
complessi trasmessi ( )0d : 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 0 0 0 00 1 2 1, , ,..., Ndd d d d d −⎡ ⎤= ⎣ ⎦  (2.46) 
 
Di conseguenza, alla fine della catena, può essere ottenuta la stima del vettore di bit di sorgente 
( )0b : 
 
 
(0) (0) (0) (0) (0)
0 1 1 1
ˆ ˆ ˆ ˆ ˆ, , ,..., Nbb b b b b −⎡ ⎤= ⎣ ⎦  (2.47) 
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2.8.2   RICEZIONE CON DUE ANTENNE 
 
La Figura 2.12 mostra la configurazione delle antenne nel caso di utilizzo di due ricevitori, dove 
vengono indicate le componenti complesse della matrice di canale H , che caratterizzano il 
collegamento tra le antenne trasmittenti e quelle riceventi. 
 
00h
10h
11h
01h
 
 
Figura 2.12: Configurazione nel caso di due antenne riceventi. 
 
In accordo con quanto stabilito dalla relazione (2.36), jc  è una matrice complessa [2 2]×  data da 
 
 
( ) ( )
( ) ( )
0 0
2 2 100 01 00 01
1 1
10 11 10 112 2 1
j j
j
j j
u uh h c c
c
h h c cu u
+
+
⎡ ⎤⎡ ⎤ ⎡ ⎤= × =⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
 (2.48) 
 
dove 
 
 00 01
10 11
h h
H
h h
⎡ ⎤= ⎢ ⎥⎣ ⎦
 (2.49) 
 
è la matrice di canale complessa [2 2]× . Con riferimento alla Figura 2.10, il blocco Operator A 
produce in questo caso, per ogni j , una matrice jr complessa [2 2]×  data da 
 
 
( )
( )
1*
00 01
* 2
10 11
j
j
j
rc c
r
c c r
⎡ ⎤⎡ ⎤ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (2.50) 
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In questo caso (due antenne in ricezione), ψ  è composta da due matrici complesse di 
equalizzazione [2 2]× , 1ψ  e 2ψ  rispettivamente, entrambe costruite a partire dalla stima dei 
parametri di canale abh : 
 
 
? ?
? ?
* *
00 01
1
01 00
h h
h h
ψ ⎡ ⎤−= ⎢ ⎥⎢ ⎥⎣ ⎦
 (2.51) 
 
 
? ?
? ?
* *
10 11
2
11 10
h h
h h
ψ ⎡ ⎤−= ⎢ ⎥⎢ ⎥⎣ ⎦
 (2.52) 
 
Successivamente, combinando la (2.48), (2.50), (2.51) e (2.52) per ogni j , il risultante vettore 
complesso jz  [2 2]×  è: 
 
 ( ) ( ) ? ( ) ? ( )1 2 0 11 2 1 2 2 2j j j j j j jz z z r r P u uψ ψ ⎡ ⎤⎡ ⎤= = × + × = ⋅ −⎣ ⎦ ⎣ ⎦  (2.53) 
 
dove 
 
 ( )2 2 2 211 12 21 22P h h h h= + + +  (2.54) 
 
Con riferimento alla Figura 2.10, il blocco Operator B produce in questo caso, per ciascun valore di 
j , un vettore complesso jξ  dato da 
 
 ? ( ) ? ( )0 * 11 *2 2 21j j j j jz z u uPξ ⎡ ⎤⎡ ⎤= ⋅ = −⎣ ⎦ ⎣ ⎦  (2.55) 
 
e, di conseguenza (dalla 2.44) 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 1 0 1 0 1 0 10 1 2 0 0 2 2 4 4 2 2/ 2 1, , ,..., , , , , , ,..., ,Nf NfNf u u u u u u u uξ ξ ξ ξ ξ − −−⎡ ⎤ ⎡ ⎤= = ⎣ ⎦⎣ ⎦  (2.56) 
 
Per quanto riguarda il data extraction, threshold decisor e demapper function, i vettori risultanti 
sono gli stessi di quelli che avevamo visto nel caso di singola antenna ricevente (vedere (2.45), 
(2.46) e (2.47)), rispettivamente: 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 1 0 1 0 1 0 10 0 2 2 4 4 2 2, , , , , ,..., ,Nd Ndy y y y y y y yζ − −⎡ ⎤= ⎣ ⎦  (2.57) 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 0 0 0 00 1 2 1, , ,..., Ndd d d d d −⎡ ⎤= ⎣ ⎦  (2.58) 
 
 ? ( ) ( ) ( ) ( ) ( )0 0 0 0 00 1 2 1ˆ ˆ ˆ ˆ, , ,..., Nbb b b b b −⎡ ⎤= ⎣ ⎦  (2.59) 
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2.9   SPATIAL MULTIPLEXING 
 
La Figura 2.13 mostra la catena (Trasmettitore-Canale-Ricevitore) per la modalità di trasmissione 
Spatial Multiplexing su due antenne, nel dominio della frequenza. 
Per quanto riguarda  la trattazione dettagliata dei vari blocchi della catena, rimandiamo al capitolo 
successivo, dove viene mostrato uno schema a blocchi più dettagliato (in cui compare anche il 
dominio del tempo) per effettuare le nostre simulazioni. 
 
 
1,2 layer(s)
Precoding
2 Antennas
(Ports)
LTE Frame 
Generator
Pilots
(reference signals)
MIMO
Channel
1, 1Rx
2, 2Rx
y
Synchronization 
Sequences
u
Demapper
Source Mapper
1,2 code word
i=0,1 2
c
TH
Decisor
Data 
Extraction
( )ib
P
2x1 (1 layer, 1cw)
2x2 (2 layers, 2 cw)
1x2, 1Rx
2x2, 2Rx
H
Hˆ
1,21,2
( )ˆ iς
1,21,2
( )ˆ ib
n. layers
(n. code  word)
( ) ( )ˆˆ iix d=
( ) ( )i id x=
TX
RX
Hˆ ′
H y H P x H x′⋅ = ⋅ ⋅ = ⋅
P
( ) ( )Hˆ P×
ˆ ˆSNRˆ
SNR
ˆSNR
MIMO
Channel
Estimator
Transmission Data 
Estimator Block
A:  QR decomposition  
or metod
B:  MRC
C:  Zero Forcing equalization
ˆSNR
 
 
Figura 2.13: Schema a blocchi Spatial Multiplexing con due antenne in trasmissione. 
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Per ciascuna code word (1 oppure 2 a seconda del numero di layer), dato un vettore di bit di 
sorgente ( ) ( ) ( ) ( ) ( )0 1 2 1, , ,...,
i i i i i
Nbb b b b b −⎡ ⎤= ⎣ ⎦ , dove Nb  indica il numero di bit di sorgente e dove i  
rappresenta l’indice della code word (vedi Tabella 2.6), questi vengono mappati su una particolare 
costellazione (QPSK, 16-QAM oppure 64-QAM), con il risultato di ottenere, a seconda dei casi, 
uno o due vettori di simboli di sorgente complessi ( ) ( ) ( ) ( ) ( )0 1 2 1, , ,...,
i i i i i
Ndd d d d d −⎡ ⎤= ⎣ ⎦ , dove Nd  è il 
numero dei simboli; la relazione tra Nb , Nd  e Ns  (numero di simboli della costellazione) è data 
ancora dalla (2.30); Nb  e Nd  sono sempre pari. 
Come riportato in Figura 2.13, uno oppure due vettori di simboli di sorgente ( )id  coincidono 
rispettivamente con uno o due layer ( )ix  (il numero di layer è lo stesso di quello delle code word 
(Tabella 2.6)); la matrice x  ha dimensione cw dN N× , dove cwN  è il numero di code word (1 oppure 
2). 
Il blocco di Precoding riceve in ingresso la matrice x  e genera la matrice y , di dimensione 
[2 ]dN× , che rappresenta i due vettori di dati trasmessi sulle due corrispondenti porte d’antenna: 
 
 
( )
( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
0 0 0 0 0 0
0 1 2 1
1 1 1 1 1 1
0 1 2 1
, , ,..., ,...,
, , ,..., ,...,
k Nd
k Nd
y y y y y y
y
y y y y yy
−
−
⎡ ⎤ ⎡ ⎤⎢ ⎥= = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
 (2.60) 
 
Essendo le matrici y  e x  composte rispettivamente da Nd  sottomatrici ky  e Nd  sottomatrici kx , 
dove ( )0... 1k Nd= −  rappresenta l’indice della sottoportante dei dati, la relazione tra ky  e kx  è la 
seguente: 
 
 k ky P x= ×  (2.61) 
 
dove P  è la matrice di precoding. Per ciascuna sottoportante dati k-esima, le dimensioni delle 
matrici kx , ky  e P  sono le seguenti: 
 
LAYER kx   ky   P  
1 1×1 2×1 2×1 
2 2×1 2×1 2×2 
 
Tabella 2.7: Dimensioni delle matrici kx , ky  e P  per ciascuna sottoportante. 
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Quindi, la relazione può essere riscritta nella seguente maniera: 
 
 
( )
( )
( )
( )
( )
0 0
0
1
01
00 10
1
01 11
1 layer
2 layer
k
k
k k
kk
k
p
x
py
y P x
p p xy
p p x
⎧ ⎡ ⎤ ⎡ ⎤× − >⎪ ⎢ ⎥ ⎣ ⎦⎡ ⎤ ⎣ ⎦⎪= = × =⎢ ⎥ ⎨ ⎡ ⎤⎡ ⎤⎢ ⎥ ⎪⎣ ⎦ × − >⎢ ⎥⎢ ⎥⎪ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎩
 (2.62) 
 
I due vettori ( )0y  e ( )1y  (2.60), ognuno dei quali costituito da Nd  elementi complessi, vengono 
successivamente passati al blocco LTE Frame Generator (Figura 2.13), in modo che vengano 
allocate tutte le varie sottoportanti (dati, pilota e sequenze di sincronismo), con lo scopo di costruire 
i due frame LTE che verranno poi trasmessi rispettivamente sulle due porte d’antenna. 
Si ottengono quindi i due vettori ( )0u  e ( )1u : 
 
 
( )
( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
0 0 0 0 00
0 1 2 1
1 1 1 1 1 1
0 1 2 1
, , ,..., ,...,
, , ,..., ,...,
j Nf
j Nf
u u u u uu
u
u u u u uu
−
−
⎡ ⎤⎡ ⎤ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
 (2.63) 
 
dove ( )0... 1j Nf= −  è l’indice di sottoportante mentre Nf  indica il numero totale di sottoportanti 
in un frame LTE ( 286720Nf = ). L’effetto del canale MIMO, tramite la matrice di canale H  
mostrata in Figura 2.13, deve essere considerato su ogni  singola matrice  [2 1]ju × : 
 
( )
( )
0
1
j
j j
j
u
c H u H
u
⎡ ⎤= × = × ⎢ ⎥⎢ ⎥⎣ ⎦
 (2.64) 
 
dove jc  rappresenta  per ogni valore di j  la matrice del frame ricevuto, nel dominio della 
frequenza. La matrice H  ha dimensioni [1 2]×  o [2 2]×  mentre la matrice jc  ha dimensioni [1 1]×  
o [2 1]× , rispettivamente nel caso di ricezione con una o due antenne , come riportato in Tabella 
2.8; quando il trasmettitore lavora con due layer, la ricezione viene fatta solo utilizzando due 
antenne. In tutti i casi, le componenti complesse della matrice di canale H  sono indicate come abh , 
dove a  e b  sono gli indici di antenna, rispettivamente per la ricezione e per la trasmissione.  
 
NUMERO DI LAYER 
(NUMERO DI CODE WORD) 
NUMERO DI ANTENNE 
RICEVENTI 
H   jc  
1 1×2 1×1 1 2 2×2 2×1 
2 2 2×2 2×1 
 
Tabella 2.8: Dimensione di H  e jc  a seconda del numero di layer e di antenne riceventi. 
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2.9.1   RICEZIONE CON UNA SINGOLA ANTENNA 
 
La ricezione con una sola antenna è possibile solo nel caso in cui il trasmettitore lavori con un 
singolo layer (Tabella 2.8); come già  mostrato in Figura 2.11, anche in Figura 2.14 viene ripetuta la 
stessa configurazione nel caso di ricezione con una singola antenna, dove vengono indicate le 
componenti complesse della matrice H . 
 
00h
01h
 
 
Figura 2.14: Configurazione nel caso di singola antenna ricevente. 
 
Come viene mostrato in Figura 2.13, la prima operazione nel dominio della frequenza che viene 
eseguita dal ricevitore è la Data Extraction a partire dal frame LTE ricevuto ( c ); all’uscita di 
questo blocco abbiamo  gli Nf  dati sorgente ( x ) moltiplicati per la matrice 'H  definita come 
 
 'H H P= ×  (2.65) 
dove H  è la matrice di canale MIMO, mentre P  è la matrice di precoding selezionata nel 
trasmettitore: 
 
 [ ]00 01H h h=  (2.66) 
 
 0
1
p
P
p
⎡ ⎤= ⎢ ⎥⎣ ⎦
 (2.67) 
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Quando i dati vengono processati nel ricevitore, la matrice di precoding P  risulta nota. In accordo 
con la Tabella 2.8 e 2.9, in questo caso la matrice 'H  risulta di dimensione [ ]1 1× . 
Per ciascuna sottoportante di dati k-esima, viene fornita dal blocco MIMO Channel estimator una 
stima dei parametri complessi abh  della matrice di canale H ; questo ci permette poi di ottenere la 
stima della matrice 'H  nel seguente modo: 
 
 ? ? ? ?' '00 00 0 01 1H h h p h p⎡ ⎤ ⎡ ⎤= = ⋅ + ⋅⎢ ⎥ ⎣ ⎦⎣ ⎦  (2.68) 
 
In seguito, si utilizza su ciascuna sottoportante dati k-esima un’equalizzazione di tipo Zero Forcing, 
all’interno del blocco Transmission Data Estimator (funzione C); le altra funzioni di questo blocco 
(A e B) sono implementate nel caso di due antenne riceventi (vedere paragrafo 2.8.2). 
All’uscita del blocco Transmission Data Estimator si ottiene il seguente vettore ? (0)ς  stimato: 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 0 0 0 00 1 2 1, , ,..., Nfς ς ς ς ς −⎡ ⎤= ⎣ ⎦  (2.69) 
 
Questo vettore viene inviato al successivo blocco TH Decisor (Figura 2.13), che compie 
un’operazione di decisione a soglia, fornendo una stima del vettore di simboli di sorgente complessi 
trasmessi ( ( )0d ): 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 0 0 0 00 1 2 1, , ,..., Ndd d d d d −⎡ ⎤= ⎣ ⎦  (2.70) 
 
Di conseguenza, alla fine della catena di ricezione (dopo il Demapper), si può ottenere la stima del 
vettore di bit di sorgente trasmessi ( ( )0b ): 
 
 ? ( ) ( ) ( ) ( ) ( )0 0 0 0 00 1 2 1ˆ ˆ ˆ ˆ, , ,..., Nbb b b b b −⎡ ⎤= ⎣ ⎦  (2.71) 
 
2.9.2   RICEZIONE CON DUE ANTENNE 
 
Nel caso di utilizzo di due antenne in ricezione (Figura 2.15) possiamo utilizzare in trasmissione sia 
la configurazione con un singolo layer che quella con due layer (Tabella 2.9), quindi di 
conseguenza una oppure due code word rispettivamente. In ogni caso, poiché si stanno utilizzando 
due antenne sia in trasmissione che in ricezione, la matrice di canale H  avrà dimensione [2 2]×  
 56
dove gli elementi della matrice sono sempre espressi come abh  ( a  indica l’antenna ricevente mente 
b  quella trasmittente). 
 
 00 01
10 11
h h
H
h h
⎡ ⎤= ⎢ ⎥⎣ ⎦
 (2.72) 
   
00h
10h
11h
01h
 
 
Figura 2.15: Configurazione nel caso di due antenne riceventi. 
 
• Trasmissione di dati su un singolo layer 
 
In questo caso (un layer e due antenne in ricezione) la matrice di precoding P  ha dimensione 
[2 1]×  (Tabella 2.7), mentre la matrice del frame ricevuto jc  ( j  è l’indice di sottoportante) è una 
[2 1]×  (Tabella 2.8). 
All’uscita del blocco Data Extraction (Figura 2.13) abbiamo il prodotto fra la matrice 'H  e la 
matrice dei dati di sorgente ( x ): 
 'H x H P x H y⋅ = ⋅ ⋅ = ⋅  (2.73) 
La matrice 'H  è definita dalla (2.65) ed in questo particolare caso ha dimensione [2 1]× , dato che 
H  è una [2 2]×  mentre P  una [2 1]× . 
Dopo aver stimato la matrice 'H  (? ?'H H P= × ) a partire dalla stima della matrice di canale H  
(blocco MIMO Channel Estimator), per poter stimare i dati trasmessi, viene utilizzato il metodo 
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MRC (Maximal Ratio Combining), ovvero la funzione B all’interno del blocco Transmission Data 
Estimator. 
Questo metodo (come tutti gli altri) verrà analizzato nel dettaglio nel prossimo capitolo quando si 
analizzerà blocco per blocco la catena trasmettitore-canale-ricevitore utilizzata per la simulazione 
software. 
All’uscita dei blocchi Data Extraction, TH Decisor e Demapper, avremo rispettivamente i vettori, 
? (0)ς , ? (0)d  e (0)b? : 
 
 ? ? ( ) ? ( ) ? ( ) ? ( )( ) 0 1 2 1, , ,...,
i i i i i
Nfς ς ς ς ς −⎡ ⎤= ⎣ ⎦  (2.74) 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 0 0 0 00 1 2 1, , ,..., Ndd d d d d −⎡ ⎤= ⎣ ⎦  (2.75) 
 
 ? ( ) ( ) ( ) ( ) ( )0 0 0 0 00 1 2 1ˆ ˆ ˆ ˆ, , ,..., Nbb b b b b −⎡ ⎤= ⎣ ⎦  (2.76) 
 
• Trasmissione di dati su due layer 
 
Quando la trasmissione avviene su due layer e la ricezione viene fatta tramite due antenne, la 
matrice di precoding P  risulta essere di dimensione [2 2]×  (Tabella 2.7), mentre la matrice del 
frame ricevuto jc  una [2 1]×  (Tabella 2.8). 
In questo caso 'H  (2.9.1.1) è una matrice [2 2]× , essendo di questa stessa dimensione sia la matrice 
di canale H  che quella di precoding P . 
Per poter poi effettuare la stima dei dati trasmessi, viene utilizzato all’interno del blocco 
Transmission Data Estimator il metodo a SNR stimato oppure la decomposizione QR della matrice 
'H  stimata (funzione A). Poiché in trasmissione si sono utilizzati due layer, anche le uscite dei vari 
blocchi Transmission Data Estimator, TH Decisor e Demapper saranno due e avremo 
rispettivamente i vettori ? ( )iς , ? ( )id  e ( )ib?  con 0,1i = . 
 
 ? ( ) ? ( ) ? ( ) ? ( ) ? ( )0 1 2 1, , ,...,
i i i i i
Nfς ς ς ς ς −⎡ ⎤= ⎣ ⎦  (2.77) 
 
 ? ? ? ( ) ? ( ) ? ( )( ) ( )0 1 2 1, , ,...,
i i i ii
Ndd d d d d −⎡ ⎤= ⎣ ⎦  (2.78) 
 
 
( ) ( ) ( ) ( ) ( )
0 1 2 1, , ,...,
i i i i i
Nbb b b b b −⎡ ⎤= ⎣ ⎦? ? ? ? ?  (2.79) 
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CAPITOLO 3 
 
SIMULAZIONE DI UNA 
TRASMISSIONE LTE-MIMO 
NELLA MODALITÀ  
SPATIAL MULTIPLEXING 
 
Nel capitolo precedente è stato descritto brevemente lo standard LTE, come specificato dalla 3GPP. 
In questo capitolo viene illustrato come, le specifiche dettate dallo standard e analizzate per la tratta 
in dovnlink (collegamento BS-MS), vengono applicate per l’implementazione software di un 
sistema LTE-MIMO nella modalità spatial multiplexing, introdotto brevemente in precedenza. 
In seguito saranno presentati gli algoritmi di calcolo usati per valutare alcuni parametri e verranno 
riportati alcuni grafici a sostegno degli argomenti trattati. Saranno illustrati anche i risultati delle 
simulazioni eseguite usando l’ambiente di sviluppo Microsoft Visual C++ 6.0 su sistema operativo 
Windows XP. Lo scopo è quello di implementare un ricevitore LTE-MIMO (in particolare il blocco 
che effettua la stima del canale), ma verrà descritto anche il funzionamento del trasmettitore LTE-
MIMO per rendere più comprensibile il funzionamento dell’intera catena di trasmissione. 
Lo schema a blocchi di Figura 3.1 rappresenta la catena di trasmissione LTE-MIMO nella modalità 
spatial multiplexing che è stata implementata. 
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Figura 3.1: Schema a blocchi SW della catena in modalità spatial multiplexing. 
 
Per non complicare troppo la trattazione abbiamo scelto un trasmettitore senza codifica 
(  1coding rate = ) ed anche un canale AWGN (Additive White Gaussian Noise). Quindi con il 
software implementato si vogliono studiare le prestazioni del ricevitore LTE-MIMO (istallato su 
una Mobile Station) che riceve un segnale LTE (trasmesso da una Base Station sempre su due 
antenne) non codificato e nella modalità spatial multiplexing, su un canale additivo gaussiano 
bianco (AWGN). 
La frequenza RF ( )RFf  utilizzata nella trasmissione, quando verrà fatto girare il software sviluppato 
su una piattaforma hardware, è di 2.14 GHz, che rientra nelle specifiche imposte dallo standard; il 
software di simulazione, come vedremo nei paragrafi seguenti, funziona invece a frequenza 
intermedia ( )IFf . 
Per la simulazione è stato implementato uno schema di trasmissione bastato sempre sull’utilizzo di 
due antenne trasmittenti; per quanto riguarda invece il numero delle antenne in ricezione sono state 
utilizzate sia la configurazione con una antenna che quella con due. 
Nei prossimi paragrafi saranno analizzati i vari blocchi della catena trasmettitore-ricevitore, facendo 
sempre attenzione che questi rispettino le specifiche dello standard presentate nel precedente 
capitolo. Tutti questi blocchi (Figura 3.1) sono presenti nello schema della trasmissione LTE-
MIMO reale. 
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Nello schema ideale, necessario per poter poi valutare le prestazioni ottenute con la catena reale, 
alcuni di questi blocchi non verranno utilizzati e lo schema a blocchi di Figura 3.1 risulterà 
notevolmente semplificato. 
In particolare, in trasmissione non verrà utilizzato il sovra-campionamento, il filtro è by-passato dal 
segnale in ingresso e non verrà utilizzata l’operazione di up-conversion per portare il segnale dalla 
banda base alla banda passante. 
Analogamente in ricezione non verranno utilizzate le operazioni duali, ovvero la down-conversion e 
la decimazione, mentre anche il filtro ricevente continuerà a comportarsi da filtro ideale passa-tutto. 
Nello schema ideale non servirà nemmeno lo stimatore di canale, visto che la matrice di canale H  
sarà nota sia al trasmettitore che al ricevitore. 
Sia nella trasmissione reale che in quella ideale, il blocco di sincronismo verrà ritenuto ideale, dato 
che il lavoro di questo elaborato di tesi non è incentrato sullo studio di tecniche per il recupero del 
sincronismo, bensì sulla stima del canale e sui criteri di decodifica dei dati. 
 
3.1 IL TRASMETTITORE 
 
Essendo il trasmettitore solo un blocco di ausilio al test del ricevitore LTE implementato, verrà 
descritto solo a grandi linee sulla base del suo schema a blocchi riportato in Figura 3.2. 
L’implementazione di questo blocco, come descritto nei capitoli precedenti, si basa sulla tecnica di 
trasmissione OFDM. 
Facendo riferimento alla Figura 3.1, lo schema del trasmettitore comprende dal blocco Source che 
genera i bit di sorgente, fino al blocco up-conversion che porta il segnale in banda passante prima di 
venire sommato col rumore gaussiano bianco. 
Lo schema mostrato in Figura 3.2 è semplificato perché, come già detto non è interesse di questo 
elaborato entrare nel dettaglio del trasmettitore, ma per rendere più comprensibile quanto segue ne 
vengono presentati brevemente i principali blocchi. 
Il primo blocco, Subcarrier Allocation, si occupa di allocare le risorse (dati, pilota e sincronismi) e 
di organizzarle in trame, secondo quanto stabilito dallo standard e quindi discusso nel secondo 
capitolo. Tale blocco lavora nel dominio della frequenza, perché l’allocazione da esso 
implementata, viene specificata dallo standard proprio in tale dominio. 
Il passo successivo a livello logico è quello di inserire i prefissi ciclici, ma per far ciò è necessario 
passare nel dominio del tempo: questo passaggio viene effettuato grazie al blocco IFFT. In seguito, 
come detto, si inseriscono i prefissi ciclici che sono di due possibili lunghezze, sempre secondo 
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standard, prima di passare al blocco di oversampling; quest’ultima funzione si occupa di 
sovra‐campionare la trama downlink fino qui costruita. 
Infine i campioni in uscita dal blocco di sovra-campionamento passano al blocco che si occupa di 
sagomare il segnale trasmesso secondo una forma opportuna (Shaping Tx Filter), ed il segnale viene 
poi portato a radiofrequenza dal blocco di up-conversion. 
 
SUBCARRIER ALLOCATION
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- Synchronism (1° and 2°)
IFFT (2K) Add Cyclic Prefix     CP/CP0
Oversampling
Shaping Tx Filter 
Mask 5/10Mhz
Primary Synchronism
Z-C Sequences
Secondary
Synchronism 
Sequences
4
sin()
cos()
DDS
16
16
Local Clock
24 Mhz
DAC
DSP FPGA
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Analog IF = Digital IF
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B=5/10MHz 18
1816
16
16
1616
fsa = 4·fs
fs = 30.72 MHz
fsa
16
-
+
fsa
UP CONVERSION
 
 
Figura 3.2: Schema a blocchi del trasmettitore LTE. 
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3.1.1   GENERATORE DI BIT E MODULAZIONI  
DIGITALI UTILIZZATE 
 
Come le pilota e i sincronismi, anche i dati vengono allocati in corrispondenza delle sottoportanti 
attive. I dati, quindi, vengono allocati sulle sottoportanti attive in cui non sono presenti né i segnali 
di riferimento (pilota) né le sequenze di sincronismo, delle cui allocazioni si è parlato nel 
precedente capitolo. 
Lo schema a blocchi di Figura 3.3 mostra come vengono generati i dati sulle sottoportanti ad essi 
assegnate. 
 
 
Figura 3.3: Generazione dei dati. 
 
Il blocco Bit generator (Source) è un generatore pseudo-casuale di bit di sorgente che vengono 
successivamente mappati sui simboli OFDM. 
Il software implementa questo blocco con una funzione definita all’interno del blocco chiamato 
‘Tx_module’. 
Tale funzione genera, ad ogni chiamata, una variabile aleatoria uniformemente distribuita 
all’interno dell’intervallo [0,1)  e fornisce in uscita 1 qualora il valore della variabile casuale sia 
maggiore o uguale a 0.5, e 0 altrimenti. 
Qui di seguito viene riportato il codice che implementa questa funzione. 
 
//****************************************** 
//********** Random Bit Generator ********** 
//****************************************** 
void Bit_Generator (int mod_type, int BIT[6], int &jseed)  
{ 
 int k, nbit_per_symb; 
 double un; 
 switch (mod_type) 
 { 
  case 0:     // QPSK 
   nbit_per_symb=2; 
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  break; 
  case 1:     // 16-QAM 
   nbit_per_symb=4; 
  break; 
  case 2:     // 64-QAM 
   nbit_per_symb=6; 
  break; 
 } 
for (k = 0; k < nbit_per_symb; k++) 
 { 
  un = unif (jseed); 
  if (un < 0.5) BIT[k]=0; 
  else if (un >= 0.5) BIT[k] = 1; 
 } 
return; 
} 
//******** End Random Bit Generator ******** 
 
Dopo il blocco Bit generator, i bit vengono passati al blocco Mapper per poter essere mappati e 
generare quindi i simboli di sorgente. Per i dati utente, i formati di modulazione previsti dallo 
standard sono tre : QPSK, 16-QAM e 64- QAM. 
Il mappaggio dei bit { }0,1  in simboli di modulazione, viene mostrato in Figura 3.4: 
 
Figura 3.4: Costellazioni delle modulazioni previste dallo standard. 
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Le Tabelle 3.1 e 3.2 mostrano un esempio di mappaggio dei bit di sorgente in simboli di 
modulazione a valori complessi x I j Q= + ⋅ , per la QPSK e 16-QAM rispettivamente. 
 
b(i), b(i+1) I Q 
00 1 2  1 2  
01 1 2  1 2−
10 1 2− 1 2  
11 1 2− 1 2−
 
Tabella 3.1: Mappaggio della modulazione QPSK. 
 
b(i), b(i+1), b(i+2), b(i+3) I Q 
0000 1 10  1 10  
0001 1 10  3 10
0010 3 10 1 10  
0011 3 10 3 10
0100 1 10  1 10−  
0101 1 10  3 10−  
0110 3 10 1 10−  
0111 3 10 3 10−  
1000 1 10− 1 10  
1001 1 10− 3 10
1010 3 10− 1 10  
1011 3 10− 3 10
1100 1 10− 1 10−  
1101 1 10− 3 10−  
1110 3 10− 1 10−  
1111 3 10− 3 10−  
 
Tabella 3.2: Mappaggio della modulazione 16-QAM. 
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Tali tabelle sono state riportate a titolo di esempio per mostrare come lo standard stabilisca una 
relazione tra i punti della costellazione e le parole di codice usate in trasmissione, seguendo una 
mappatura di Gray, per ridurre il numero di bit errati a seguito di una decisione non corretta. 
Per motivi di spazio non è stata riportata la tabella che rappresenta il mappaggio per la modulazione 
64-QAM. 
 
3.1.2   LA MATRICE DI PRECODING 
 
Il blocco di Precoding, tramite la matrice P , come possiamo vedere dallo schema a blocchi di 
Figura 3.1, riceve in ingresso la matrice x  dal blocco Mapper e genera in uscita la matrice y , di 
dimensione [2 ]dN× , dove sono contenuti i due vettori (0)y  e (1)y  che rappresentano i dati trasmessi 
sulle due porte d’antenna. La relazione è la seguente: 
 
 
(0)
(1)
y
y P x
y
⎡ ⎤⎢ ⎥= = ⋅⎢ ⎥⎣ ⎦
 (3.1) 
 
La matrice x , invece, può avere dimensione [1 ]dN×  o [2 ]dN×  a seconda se la trasmissione venga 
fatta su uno oppure due layer rispettivamente; dN  indica ovviamente il numero di dati trasmessi. 
Di conseguenza, anche la matrice di Precoding avrà una dimensione diversa in base al numero di 
layer utilizzati in trasmissione; inoltre si ha un Precoding diverso a seconda se poi si utilizza la 
configurazione con CDD o quella senza CDD. 
CDD (Cyclic Delay Diversity) indica un sistema di diversità usato nei sistemi di telecomunicazione 
basati sulla trasmissione OFDM, che trasforma una diversità spaziale in una frequenziale, con lo 
scopo di evitare l’interferenza tra i simboli. 
Nella nostra tesi non ci interessa entrare nei dettagli del CDD, ma indicare solamente all’interno del 
software utilizzato un opportuno parametro, chiamato per semplicità appunto CDD, che specifichi 
quale configurazione è stata utilizzata, CDD=1 (con CDD) oppure CDD=0 (senza CDD). 
Ci sarà ovviamente anche un parametro L che indicherà il numero di layer utilizzati (L=1 oppure 
L=2); a seconda della combinazione di questi due valori (CDD e L) verrà poi caricata l’opportuna 
matrice di Precoding. 
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3.1.2.1   PRECODING CON CDD 
 
La matrice di Precoding la possiamo scrivere come prodotto di tre matrici: 
 
 P W D U= ⋅ ⋅  (3.2) 
 
Ricordando che la trasmissione viene sempre fatta tramite due antenne, riportiamo qui di seguito 
come si modificano i parametri nel caso di trasmissione su un unico o su due layer. 
 
• 1 layer (1 code word) 
 
In questo caso la matrice di Precoding P  ha dimensione [2 1]×  e combinando le relazioni (3.1) e 
(3.2) si ottiene: 
 
 
(0)
(0)
(1)
( )
( ) ( )
( ) k
y i
W D i U x i
y i
⎡ ⎤ = ⋅ ⋅ ⋅⎢ ⎥⎣ ⎦
 (3.3) 
 
dove (0) ( )x i  è il simbolo (i) della code word, (0) ( )y i  e (1) ( )y i  sono i valori dei simboli (i) trasmessi  
dalle due antenne 0 e 1, mentre k  rappresenta l’indice di codebook. 
Le matrici U  e D , in questo caso (1 layer), hanno entrambe dimensione [1 1]×  ed assumono valore 
unitario ( 1)U D= = . 
Di conseguenza la (3.2) diventa 
 
 P W=  (3.4) 
 
mentre la (3.3) viene semplificata nel seguente modo 
 
 
(0)
(0)
(1)
( )
( ) ( )
( ) k
y i
W i x i
y i
⎡ ⎤ = ⋅⎢ ⎥⎣ ⎦
 (3.5) 
 
Con questa configurazione si hanno 4 diverse matrici di Precoding ( 0,1,2,3)k =  da scegliere: 
 
 
0 1
2 3
1 11 1          
1 12 2
1 11 1          
2 2
P P
P P
j j
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
 (3.6) 
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• 2 layer (2 code word) 
 
Ora la matrice di Precoding P  ha dimensione [2 2]× ; combinando la (3.1) con la (3.2) si ottiene: 
 
 
(0) (0)
(1) (1)
( ) ( )
( )
( ) ( )k
y i x i
W D i U
y i x i
⎡ ⎤ ⎡ ⎤= ⋅ ⋅ ⋅⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (3.7) 
 
dove, avendo utilizzato 2 layer, si hanno due valori (0) ( )x i  e (1) ( )x i  che sono rispettivamente i 
simboli (i) delle code word 0 e 1. 
Le matrici U  e ( )D i  hanno dimensione [2 2]×  e assumono i seguenti valori: 
 
 
2
2
1 1 1 11 1
1 12 21
j
U
e
π−
⎡ ⎤ ⎡ ⎤⎢ ⎥= = ⎢ ⎥−⎢ ⎥ ⎣ ⎦⎣ ⎦
 (3.8) 
 
 
2 / 2
1 0 1 0
             ( )
1 0 ( 1)
1 0 1 0
( )   i pari         ( )   i dispari
0 1 0 1
j i iD i e
D i D i
−
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
 (3.9) 
 
La matrice kW  è anch’essa di dimensione [2 2]×  e assume tre possibili valori ( 0,1,2)k = : 
 
 0 1 2
1 0 1 1 1 11 1 1            
0 1 1 12 22
W W W
j j
⎡ ⎤ ⎡ ⎤ ⎡ ⎤= = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦  (3.10) 
 
Avremo quindi le seguenti matrici di Precoding: 
 
 
0 0
1 1
2
         i pari                                      i dispari
1 1 1 11 1                       
1 1 1 12 2
1 0 0 1
                               
0 1 1 0
1 0
             
0
P P
P P
P
j
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
⎡ ⎤= ⎢ ⎥⎣ ⎦ 2
0 1
                  
0
P
j
⎡ ⎤= ⎢ ⎥⎣ ⎦
 (3.11) 
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3.1.2.2   PRECODING SENZA CDD 
 
Nel caso di trasmissione su 1 layer, le matrici di Precoding del caso senza CDD (CDD=0) sono 
identiche a quelle viste in precedenza con un layer nel caso con CDD (CDD=1). 
Nel caso di 2 layer abbiamo invece la seguente situazione: 
 
 
(0) (0) (0)
(1) (1) (1)
( ) ( ) ( )
( )
( ) ( ) ( )k
y i x i x i
P i W
y i x i x i
⎡ ⎤ ⎡ ⎤ ⎡ ⎤= ⋅ = ⋅⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (3.12) 
 
dato che 
 
 ( )kP i W=  (3.13) 
 
essendo U  e D  due matrici identità [2 2]× . 
In questo caso la matrice di Precoding potrà assumere i seguenti 3 valori: 
 
 
0
1
2
1 01
0 12
1 11
1 12
1 11
2
P
P
P
j j
⎡ ⎤= ⎢ ⎥⎣ ⎦
⎡ ⎤= ⎢ ⎥−⎣ ⎦
⎡ ⎤= ⎢ ⎥−⎣ ⎦
 (3.14) 
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3.1.3   IFFT 
 
Per poter passare dal dominio della frequenza a quello del tempo è necessario l’uso di un blocco 
chiamato IFFT; questo blocco esegue l’operazione di IFFT (Inverse Fast Fourier Transform) su 
FFTN  campioni complessi 
( )l
kX  in frequenza, per ottenere lo stesso numero di campioni 
( )l
nx  nel 
tempo, implementando un efficiente algoritmo per elaborare la IDFT (Inverse Discrete Fourier 
Transform) dei campioni ( )lkX , definito dalla seguente formula: 
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( ) ( )
0
  0,..., 1
FFT
FFT
j nkN
Nl l
n k FFT
n
x X e k N
π−
=
= = −∑  (3.15) 
 
3.1.4   PREFISSO CICLICO 
 
Dopo l’applicazione della IFFT, la modulazione OFDM richiede che un prefisso ciclico, CP (Cyclic 
Prefix), venga aggiunto all’inizio del simbolo OFDM (Figura 3.5). 
 
 
 
Figura 3.5: Inserzione del CP nel simbolo OFDM. 
 
Secondo lo standard, il prefisso ciclico non è uguale per tutti i simboli OFDM della trama LTE. 
Come già detto, il prefisso ciclico del primo simbolo (CP0) di ogni slot è di lunghezza pari a 160 
intervalli di segnalazione, mentre per tutti gli altri simboli la lunghezza del prefisso ciclico (CP) è di 
144 simboli di sorgente. 
Il frame LTE, come abbiamo già visto nel precedente capitolo (Figura 2.1), è costituito da 20 slot, 
ciascuno dei quali a sua volta è suddiviso in 7 simboli OFDM. 
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3.1.5   SOVRA-CAMPIONAMENTO E FILTRAGGIO 
 
Dopo il blocco che inserisce i prefissi ciclici posizionato in cascata alla IFFT, si effettua 
l’operazione di oversamping (sovra-campionamento) con fattore pari a 4. Questa funzione si occupa 
di sovra-campionare la trama downlink fin qui costruita. 
Le ragioni della necessità di sovra-campionamento vanno ricercate nel fatto che talvolta una 
frequenza di campionamento che rispetti la condizione di Nyquist ( 2 )cf B≥ ⋅  rimanendo tuttavia 
troppo vicina al limite ( 2 )cf B≈ ⋅ , non consente di ottenere una traslazione del segnale alla 
frequenza intermedia che ci interessa. Utilizzare un sovra-campionamento permette di avere più 
campioni per simbolo da decidere in fase di decimazione. 
Nel nostro caso, 4 campioni corrispondono ad un simbolo di sorgente, quindi sbagliare di un solo 
campione (il minimo errore possibile) vuol dire sbagliare di 1/4 di simbolo di sorgente. 
La situazione migliorerebbe aumentando il fattore di sovra-campionamento, in quanto diminuirebbe 
l’impatto di ogni singolo campione errato in termini di frazione di simboli di sorgente, ma 
l’hardware scelto per l’applicazione non permette fattori superiori a 4. 
In seguito all’oversampling, si passa dalla frequenza 30.72 MHzsf = , indicata dallo standard, ad 
una frequenza 4 122.88 MHzsa sf f= ⋅ = . 
Da questo punto in poi non parliamo più in termini di simboli di sorgente, ma di campioni. I 
campioni in uscita dal blocco di sovra-campionamento passano al filtro di trasmissione, che, come 
noto dalla teoria delle Trasmissioni Numeriche, si occupa di sagomare la trama downlink prima di 
essere trasmessa sul canale AWGN in questione. 
Le Figure 3.6 e 3.7 rappresentano le risposte in frequenza del filtro sagomature usato in 
trasmissione nei due casi di nostro interesse, cioè per le bande pari a 5 MHz e 10 MHz. 
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Figura 3.6: Risposta in frequenza del filtro di trasmissione per la banda di segnale di 5 MHz. 
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Figura 3.7: Risposta in frequenza del filtro di trasmissione per la banda di segnale di 10 MHz. 
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Il filtro di trasmissione è di Nyquist ed ha la stessa larghezza spettrale sia per la trasmissione su 5 
MHz sia per quella su 10 MHz; questo perché la banda utile su cui verrà effettuata la trasmissione è 
controllabile grazie alle portanti virtuali (come anticipato nel secondo capitolo).  
La lunghezza del filtro sagomature è di 32 4 1 129× + =  prese, dove 32 è la durata del filtro in 
termini di intervalli di segnalazione (simboli di sorgente), mentre 4 è il fattore di sovra-
campionamento che, come già detto in precedenza, nella nostra simulazione è stato fissato a questo 
valore, come da specifiche imposte dall’hardware sul quale verrà implementata la catena di 
Trasmissione-Ricezione. 
Dalle figure precedenti è possibile quindi osservare che la risposta in frequenza del filtro abbia una 
banda di circa 30 MHz (15 MHz in banda base). Tale valore è dettato dallo standard e coincide con 
l’inverso dell’intervallo di segnalazione sT . Il roll-off scelto è pari a 0.2. 
 
La risposta impulsiva del filtro viene mostrata in Figura 3.8: 
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Figura 3.8: Risposta impulsiva del filtro di trasmissione. 
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3.1.6   OPERAZIONE DI UP-CONVERSION 
 
In cascata al filtro sagomature interviene il blocco che, pilotato dal clock ideale, effettua 
l’operazione di up-conversion, che consiste nel traslare lo spettro del segnale sulla frequenza 
intermedia IFf  che nella nostra applicazione vale 24 MHz. 
L’up-conversion permette quindi di passare dalla banda base alla frequenza intermedia prestabilita 
(banda passante). 
La Figura 3.9 mostra lo spettro del segnale trasmesso, cioè in uscita dal blocco di up-conversion, sia 
per la trasmissione a 5 MHz che per quella a 10 MHz. 
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Figura 3.9: Spettro del segnale trasmesso. 
 
Lo spettro di figura, essendo la trasformata di Fourier di una sequenza trasmessa e campionata a 
122.88 MHzcf = , ha un andamento periodico proprio di cf , cosicché si spiega la ulteriore replica 
centrata su 4 (122.88 24) MHz 98.88 MHzs IF c IFf f f f⋅ − = − = − = . 
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3.2   IL RUMORE AWGN 
 
Al segnale, dopo essere portato a radiofrequenza, viene aggiunto del rumore di tipo gaussiano 
bianco (AWGN). La funzione che genera tale rumore viene descritta all’interno del blocco chiamato 
‘Ch_module’. Il nodo cruciale è trovare la relazione che lega la deviazione standard di tale rumore 
con gli altri parametri della simulazione. 
Lo spettro del rumore AWGN è costante e di valore pari a / 2No  su una banda cf , dove / 2No  è la 
densità spettrale bilatera del rumore a radiofrequenza (RF), mentre cf  rappresenta la frequenza di 
campionamento della simulazione (122.88 MHz), con cui cioè viene generato il rumore AWGN. 
L’area di tale rettangolo (potenza del rumore) è proprio uguale a 2σ  (il quadrato della deviazione 
standard ovvero la varianza). 
La relazione è quindi la seguente: 
 
 
2
2 c
No
f
σ=  (3.16) 
 
A questo punto è possibile calcolare il rapporto sE
No
, che rappresenta l’energia per simbolo sulla 
densità spettrale di potenza del rumore, nella seguente maniera: 
 
 2 2 2
( ) ( )
2 2 2
Rx s g Rx c s gs Rx tot
c c
P T T P f T TE P T
No f fσ σ σ
⋅ + ⋅ ⋅ +⋅= = =⋅ ⋅ ⋅  (3.17) 
 
dove l’energia sE  è per definizione: 
 
 ( )s Rx tot Rx s gE P T P T T⋅ = ⋅ +?  (3.18) 
 
La quantità RxP  rappresenta la potenza media per simbolo ricevuta e nelle nostra simulazione viene 
calcolata in base al numero di frame ricevuti (1 oppure 2 a seconda del numero di ricevitori 
utilizzati); totT  è invece la somma tra il tempo di simbolo ( sT ) e quello di guardia ( gT ), quest’ultimo 
dovuto al prefisso ciclico che viene inserito. 
Dalla (3.17) possiamo ricavarci la varianza del rumore: 
 
 2
( )
2 /
Rx c s g
s
P f T T
E No
σ ⋅ ⋅ +=  (3.19) 
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Sappiamo inoltre che: 
 
 ( ) ( )gc s g FFTf T T N N Nov⋅ + = + ⋅  (3.20) 
 
dove Nov  è il noto fattore di oversampling, FFTN  il numero di sottoportanti per ogni simbolo del 
frame, mentre gN  rappresenta il prefisso ciclico medio dato dalla seguente formula: 
 
 20 0 120 20 160 120 140 146.3
140 140
g
NCP NCPN ⋅ + ⋅ ⋅ + ⋅= = =  (3.21) 
 
Dall’energia per simbolo ( sE ) possiamo calcolarci l’energia per bit ( bE ): 
 
 
2log
s
b
EE
Na M L
= ⋅ ⋅  (3.22) 
 
dove Na  è il numero delle sottoportanti attive per ogni simbolo, M  è il numero di simboli della 
costellazione utilizzata, mentre L  indica il numero di layer utilizzati in trasmissione. 
A questo punto è facile trovare il valore della deviazione standard, che servirà per impostare il 
generatore di rumore AWGN. 
 
 
2
( )
2 / log
gRx FFT
b
P N N Nov
E No Na M L
σ ⋅ + ⋅= ⋅ ⋅ ⋅  (3.23) 
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3.3   IL RICEVITORE 
 
Vengono qui introdotti i vari blocchi che costituiscono il ricevitore LTE implementato; questo 
ricevitore viene utilizzato nella catena di downlink, quindi dovrà essere utilizzato soprattutto da 
delle piattaforme di test, ma in alcuni casi, se possibile, anche dai terminali mobili che, per ovvi 
motivi economici, hanno capacità di calcolo piuttosto limitata. Per questo motivo il codice scritto è 
stato reso il più leggero possibile, dal punto di vista del numero e del tipo di operazioni effettuate. 
In riferimento allo schema di Figura 3.1, il ricevitore comprende dal blocco di down-conversion, 
che riporta il segnale in banda base, fino al blocco Demapper dove in uscita si hanno i bit di 
sorgente stimati. 
Il segnale in ingresso al ricevitore ha lo spettro centrato sulla frequenza intermedia di 17.12 MHz, 
come evidenziato dalla Figura 3.10; questo viene campionato e quantizzato dal convertitore 
Analogico‐Digitale (ADC), che non viene implementato nella nostra simulazione. I campioni 
prodotti dal blocco ADC vengono prelevati ad una frequenza di c s ovf f N= ⋅  (frequenza di 
campionamento dell’ADC) e quantizzati su 142  livelli, essendo 14 le linee di uscita del convertitore 
analogico‐digitale. 
Successivamente viene effettuata l’operazione di down-conversion, duale a quella di up-conversion 
in trasmissione, che verrà presentata nel paragrafo successivo. 
 
3.3.1   OPERAZIONE DI DOWN-CONVERSION 
 
Sui campioni del segnale digitale viene eseguita l’operazione di down-conversion; questo blocco 
(Mixer) esegue l’operazione duale dell’up-conversion in trasmissione, in modo da riportare il 
segnale ricevuto (il cui spettro è centrato a 17.12 MHzIFf =  e campionato a 122.88 MHz) dalla 
banda passante alla banda base. 
I campioni delle funzioni seno e coseno usate per la down-conversion vengono quantizzate su 18 
bit, mentre l’uscita del demodulatore viene quantizzata su 16 bit. 
La Figura 3.10 mostra la densità spettrale di potenza del segnale reale all’ingresso del blocco che 
effettua la down-conversion, sia per la banda a 5 MHz che per quella a 10 MHz. 
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Figura 3.10: Densità spettrale all’ingresso del ricevitore con 17.12 MHzIFB = . 
 
3.3.2   FILTRO DI RICEZIONE 
 
Analogamente al filtro di trasmissione, anche il filtro di ricezione implementato è un filtro di 
Nyquist appartenente alla classe dei filtri a radice di coseno rialzato (RCR). Presenta un fattore di 
roll-off pari a 0.15 e banda (in banda base) (2.5 0.6) MHzBBB = +  per la trasmissione su 5 MHz, e 
(5 0.6) MHzBBB = +  per la trasmissione su 10 MHz. 
La scelta del roll-off deve essere effettuata cercando il giusto compromesso tra non attenuare troppo 
le sottoportanti attive a centro banda, senza penalizzare neppure quelle attive ai margini della banda. 
Infatti un roll-off piccolo (al limite tendente a zero) comporterebbe un allargamento del lobo 
principale della risposta impulsiva del filtro, con conseguente riduzione del numero di lobi laterali 
considerati, a parità di durata del filtro. 
Questo produce un effetto negativo legato ad un maggiore ripple a centro banda, con la 
penalizzazione di alcune di queste sottoportanti, ma anche un effetto positivo dovuto ad un brusco 
fronte della risposta in frequenza (che tende a comportarsi come una finestra rettangolare), che 
dunque penalizza soltanto poche sottoportanti attive, quelle più esterne. 
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Analogamente, una scelta di roll-off troppo grande (al limite tendente a 1), comporterebbe un 
andamento della risposta in frequenza troppo graduale, ovvero una banda di transizione troppo 
lunga, con eccessiva penalizzazione di un consistente numero di attive sottoportanti sui bordi; le 
sottoportanti centrali invece subirebbero un minor ripple, dovuto al maggior numero di lobi 
secondari. L’introduzione del termine 0.6 MHz, come correttivo della larghezza spettrale del filtro 
di ricezione, rispetto alla banda del segnale ricevuto, è servita per evitare proprio questa eccessiva 
penalizzazione delle sottoportanti attive più esterne. In altre parole, aumentando la banda del filtro 
si ottiene che questa transizione troppo lenta da banda passante a banda oscura in termini di 
variazione di ampiezza, abbia un effetto minore sulle portanti attive più esterne. 
Ricapitolando, quindi, se avessimo scelto una banda di 5 MHz o 10 MHz, nella banda di 
trasmissione avremo avuto un ripple a causa delle prese del filtro e del roll-off, se scelto in maniera 
poco opportuna. Se aumentiamo le prese otteniamo un filtro piatto in banda ma abbiamo sempre un 
brusco salto di ampiezza, dovuto al roll-off, in corrispondenza della posizione delle portanti attive 
più esterne. La soluzione scelta è allora quella di allargare la banda per portare l’effetto del roll-off 
al di fuori della banda, ma allo stesso tempo riusciamo ad ottenere un ripple contenuto sulla banda 
del segnale. Aumentando la banda si riesce anche a ridurre l’effetto del roll-off sulle portanti attive. 
Le Figure 3.11, 3.12 e 3.13 mostrano la risposta in frequenza e la risposta impulsiva di questo filtro. 
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Figura 3.11: Risposta in frequenza del filtro di ricezione per trasmissioni su 5 MHz. 
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Figura 3.12: Risposta in frequenza del filtro di ricezione per trasmissioni su 10 MHz. 
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Figura 3.13: Risposta impulsiva del filtro di ricezione per le bande 5 MHz e 10 MHz. 
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Come si vede dalle figure precedenti, la lunghezza del filtro di ricezione ha 32 4 1 129× + =  prese, 
dove 32 rappresenta la lunghezza del filtro in termini di intervalli di segnalazione, 4 è il fattore di 
oversampling usato in trasmissione, mentre 1 viene aggiunto per rendere dispari il numero di prese 
e ottenere così la simmetria temporale rispetto alla presa centrale. 
Come si vede dalla Figura 3.13, poiché il filtro di ricezione per trasmissione su 5 MHz ha una banda 
più stretta, la risposta impulsiva ha con un lobo principale più largo rispetto a quello della risposta 
impulsiva del filtro su 10 MHz. Conseguentemente, essendo fissata la durata del filtro in termini di 
numero di prese, il numero di lobi laterali del filtro per la trasmissione su 5 MHz è minore rispetto 
al caso su 10 MHz, e quindi la limitazione nel tempo comporta un ripple maggiore a centro banda, 
come già accennato. 
 
3.3.3   SINCRONISMO IDEALE 
 
Come possiamo vedere dalla Figura 3.1, il segnale in uscita dal filtro di ricezione entra nel 
Synchronization Block, che effettua la procedura di sincronizzazione tra la sequenza trasmessa dalla 
Base Station e quella ricevuta dall’apparato mobile. Questa procedura, una volta completata, 
consentirà all’apparato di essere allineato nonché di conoscere la cella di ricezione. 
L’argomento di questa tesi non è incentrato sullo sviluppo via software di un particolare algoritmo 
di sincronizzazione, quindi per semplicità è stato implementato un sincronismo di tipo ideale, dove 
cioè l’esatto allineamento di trama è noto come anche la cella. 
Il ritardo, in intervalli di segnalazione, tra il simbolo ricevuto e quello trasmesso sarà quindi 
impostato come parametro noto e fisso, pari a 
 
 
2 2
DurTx DurRxdelay= +  (3.24) 
 
dove DurTx  e DurRx  sono rispettivamente la lunghezza (in intervalli di segnalazione) dei filtri di 
trasmissione e ricezione visti in precedenza. 
 
3.3.4   DECIMAZIONE, RIMOZIONE PREFISSO CICLICO  
E FFT 
 
Dopo aver implementato un sincronismo ideale tra il frame trasmesso e quello ricevuto, vengono 
effettuate in ricezione le operazioni duali a quelle descritte precedentemente in trasmissione.  
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Per prima cosa viene eseguita l’operazione di decimazione, duale a quella di oversampling 
implementata dal trasmettitore, che permette di tornare alla frequenza di segnalazione sf  (32.72 
MHz). 
In seguito, ai simboli OFDM in uscita dal blocco di decimazione vengono tolti i prefissi ciclici, 
prima di ripassare nel dominio della frequenza tramite FFT di taglia 2048 (2 )k . 
In modo del tutto analogo alla IFFT, il blocco FFT effettua la Fast Fourier Transform di FFTN  
campioni nel dominio del tempo ( )( )lnr , per ottenere lo stesso numero di campioni (complessi) nel 
dominio della frequenza ( )( )lkR , implementando un algoritmo per calcolare la DFT (Discrete 
Fourier Transform) di ( )lnr , definito secondo la seguente formula: 
 
 
21
( ) ( )
0
  0,..., 1
FFT
FFT
j nkN
Nl l
k n FFT
n
R r e k N
π−−
=
= = −∑  (3.25) 
 
I campioni in uscita dalla FFT, come possiamo vedere la Figura 3.1, vengono poi inviati in ingresso 
a due blocchi: il blocco Data Extraction e il blocco MIMO Channel Estimation. 
Il primo, come indica il nome, estrae i dati di sorgente dal frame ricevuto (cioè toglie pilota e 
segnali di sincronismo) che verranno in seguito equalizzati. Il secondo effettua la stima del canale e 
verrà descritto nel seguente paragrafo. 
 
3.3.5   STIMATORE DI CANALE 
 
Il blocco MIMO Channel Estimation effettua la stima della matrice di canale H . A seconda che in 
ricezione vengano utilizzate 1 oppure 2 antenne, i parametri da stimare sono due 00, 01(  )h h  o quattro 
00 01 10 11( ,  ,  ,  )h h h h  rispettivamente. 
Come si è già visto, per poter stimare il canale, lo standard prevede l’inserimento nella trama LTE 
dei simboli noti (pilota). Per ciascuna sottoportante di indice k possiamo scrivere 
 
 k k kR T H= ⋅  (3.26) 
 
dove kR  e kT  rappresentano rispettivamente il segnale ricevuto e trasmesso sulla k-esima 
sottoportante. kH  tiene conto di tutto il resto, quindi delle eventuali distorsioni introdotte dal canale 
e dai filtri di trasmissione e ricezione, e possiamo chiamarla risposta complessiva del sistema 
MIMO, non considerando la matrice di precoding. Tutte le quantità espresse nella relazione (3.26) 
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sono complesse. Su alcuni valori dell’indice k, e quindi su alcuni simboli, vengono posizionate le 
pilota trasmesse, che indicheremo con Tkp . Per questi valori dell’indice k è noto il valore trasmesso, 
visto che le pilota sono posizionate e modulate secondo lo standard. Possiamo quindi scrivere: 
 
 R Tk k kp p H= ⋅  (3.27) 
 
dove Tkp  e 
R
kp  sono rispettivamente le pilota trasmesse e ricevute sulla k-esima sottoportante. In 
corrispondenza di questi k stimiamo: 
 
 
?1 Tk
R
k k
p
H p
⎛ ⎞ =⎜ ⎟⎜ ⎟⎝ ⎠
 (3.28) 
 
In realtà, essendo Tkp  e 
R
kp  noti, per questi valori di k la stima di 1 kH  è esatta. Consideriamo ad 
esempio 2 valori di k con pilota, 1k  e 2k ; in questi punti si equalizza esattamente perché sono noti 
1
1 kH e 21 kH , ma lo scopo è di equalizzare i dati e quindi è necessario stimare 1 kH  per gli altri 
valori di k, dove non ci sono le pilota. Per effettuare questa stima è stato scelto di effettuare una 
interpolazione lineare a partire da 
1
1 kH  e 21 kH ; in realtà viene eseguita un’operazione 
preliminare. Dopo aver stimato 1 kH , prima di eseguire l’interpolazione lineare, vengono mediati 
nel tempo gli 1 kH  stimati tramite un filtro ARMA, per ogni valore di k. Tale filtro tiene conto del 
blocco canale-filtri per un opportuno numero di simboli con pilota, effettuando una media pesata 
dei valori di 1 kH  stimati ai passi corrente e precedente, come indicato di seguito: 
 
 ( ) ( ) ( )1 1 11 1ˆ ˆ ˆ( ) ( ) ( 1)currk k kNH n H n H nN N− − −−⎛ ⎞= ⋅ + ⋅ −⎜ ⎟⎝ ⎠  (3.29) 
 
dove n  rappresenta l’indice temporale di slot, ˆ ( )currkH n  la stima di canale corrente e ˆ ( )kH n  indica 
la stima di canale risultante dalla media pesata tra la stima corrente e la stima passata ˆ ( 1)kH n −  
(stato del filtro). Il valore di N  rappresenta il numero di slot che bisogna attendere prima di poter 
considerare i filtri ARMA a regime. Ad esempio se fosse stato scelto 2N = , la (3.29) 
corrisponderebbe ad una media aritmetica tra la stima attuale e lo stato precedente del filtro. 
Tuttavia, essendo il canale simulato AWGN, non tempo variante, sarà conveniente effettuare un 
buon numero di medie, cosicché è stato scelto 33N = . In questo modo il rapporto 1 N  è piccolo e 
quindi viene pesato maggiormente lo stato passato del filtro. Se invece il canale simulato fosse stato 
tempo variante, sarebbe stato necessario scegliere un N  piccolo, per ottenere un tempo di 
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osservazione minore del tempo di coerenza del canale (definito come l’inverso della banda di 
coerenza), altrimenti le medie effettuate avrebbero potuto peggiorare le stime del canale. 
Poiché le pilota sono sui simboli 0 e 4, i filtri ARMA impiegati sono due: uno per effettuare una 
media delle stime sui simboli 0 ed uno per la media delle stime sui simboli 4. Sono necessari due 
filtri ARMA, anziché uno, perché i segnali di riferimento hanno indici di sottoportante diversi a 
seconda che si trovino sul simbolo 0 oppure sul simbolo 4. Per questa ragione l’indice n nella 
relazione (3.29) corrisponde all’indice di slot in quanto ogni slot ha un simbolo 0 e un simbolo 4 
corrispondentemente per i 2 filtri.  
In seguito vengono combinati i risultati prodotti dai due filtri ARMA per avere una densità 
maggiore dei simboli pilota, e conseguentemente avere interpolazioni su distanze più corte con una 
migliore equalizzazione. 
Una volta calcolati ( ) 1ˆ ( )kH n −  per ogni sottoportante k in cui si trovano le pilota secondo la (3.29), 
possiamo ricavare la stima di canale anche per le sottoportanti k in cui si trovano i dati, che, come 
accennato in precedenza, viene fatta tramite una interpolazione lineare. 
La Figura 3.14 mostra l’operazione di interpolazione lineare, applicata a due valori generici 1k  e 2k  
in corrispondenza dei quali abbiamo le pilota. 
 
 
 
Figura 3.14: Interpolazione lineare. 
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In Figura 3.15 è riportato invece il diagramma di flusso dell’implementazione software dello 
stimatore di canale come descritto in questo paragrafo. 
 
Symbol 0
Channel Estimate 
on Pilots of 
Symbol 0
Symbol 4
Received Frame (f)
yes
no
First Symbol 0
Inizializing
ARMA-0
(writing ch_est_0)
yes
Apply ARMA-0
(update ch_est_0)
no
Channel Estimate 
on Pilots of 
Symbol 4
yes
First Symbol 4
Inizializing
ARMA-4
(writing ch_est_4)
yes
Apply ARMA-4
(update ch_est_4)
Combining
ch_est_0 with ch_est_4
→ ch_est on Pilots
Channel Estimate 
on Symbol
(interpolation,extrapolation)
no
acquisition 
phase
no
Out Function
yes
no
symbol 0
symbol 1
symbol 139
acquisition phase
acquisition 
phase
yes
no
 
Figura 3.15: Diagramma di flusso dell’implementazione software dello stimatore di canale. 
 
Dal diagramma di flusso è evidente come la stima del canale sulle pilota viene fatta esclusivamente 
sui simboli 0 e 4. Successivamente vengono applicati i filtri ARMA sulle stime di canale calcolate. 
A questo punto, qualora sia stata superata la fase di acquisizione, si combinano i risultati ottenuti sui 
due simboli e si procede con l’interpolazione e l’estrapolazione per ottenere tutta la stima del 
canale; in caso contrario, si procede con la ripetizione di tutte le operazioni. 
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CAPITOLO 4 
 
CRITERI DI DECODIFICA E 
RISULTATI OTTENUTI  
 
In questo capitolo verrà presentato inizialmente il file di configurazione del software scritto per 
l’implementazione del ricevitore LTE-MIMO, e successivamente, i possibili metodi utilizzati 
all’interno del Transmission Data Estimator Block di Figura 3.1 a seconda della particolare 
configurazione utilizzata nella simulazione (numero di layer e numero di antenne riceventi). 
Infine, per valutare le prestazioni del sistema LTE-MIMO da noi implementato, verranno mostrati 
gli andamenti delle BER al variare del rapporto segnale-rumore, sia nel caso di trasmissione su 5 
MHz sia nel caso di trasmissione su 10 MHz, per le configurazioni d’antenna utilizzate. 
La BER o, anche, probabilità di errore, è calcolata, secondo il metodo Monte Carlo, come rapporto 
tra numero di bit errati e numero totale di bit trasmessi, 
 
.  
.  
num bit erratiBER
num bit trasmessi
=  
 
e rappresenta, quindi, una misura di prestazione end-to-end di tutta la catena trasmettitore-canale-
ricevitore LTE MIMO. 
Nelle figure saranno riportati gli andamenti della BER sia nel caso di trasmissione ideale sia nel 
caso reale, per poter meglio valutare i risultati ottenuti. I valori di BER in condizioni ideali sono 
stati ottenuti implementando una trasmissione estremamente semplificata, cioè senza filtri di 
trasmissione e ricezione, senza sovra-campionamento e decimazione, in condizione di sincronismo 
ideale (questo anche nel caso di trasmissione reale) e senza impiego dello stimatore di canale, come 
già anticipato nel capitolo precedente. 
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4.1 PARAMETRI DI SIMULAZIONE 
 
Di seguito viene descritto il file di configurazione del software, denominato LTE_input.txt e 
rappresentato nelle Figure 4.1-a e 4.1-b; questo file viene usato dall’utente per impostare i parametri 
di simulazione. 
Osservando la figura, si vede che nella sezione System Settings, è possibile selezionare il tipo di 
modulazione; in particolare selezionando 0, 1 o 2 si scelgono rispettivamente la modulazione 
QPSK, 16-QAM, o 64-QAM, cioè una delle tre modulazioni supportate dallo standard. Il file di 
configurazione consente anche di selezionare la banda su cui viene effettuata la trasmissione (5 o 10 
MHz); la trasmissione su 20 MHz, anch’essa prevista dallo standard, per adesso non è stata 
implementata. In questa sezione è anche possibile impostare il valore dell’indice di cella (0,..503); 
selezionato tale indice il sistema trasmettitore inserirà automaticamente i valori della sequenza di 
Zadoff-Chu e di sincronismo secondario ad esso associati nelle corrette posizioni della trama. 
Nella sezione AWGN Settings invece è possibile attivare o meno il canale di trasmissione; quando 
attivo, è possibile scegliere il seme del generatore di rumore. 
Nella sezione Shift Frequency Settings è possibile selezionare l’eventuale scostamento dalla 
frequenza di trasmissione nominale; nelle applicazioni pratiche, la causa di questo scostamento è da 
ricercarsi nella deriva dei clock del trasmettitore e del ricevitore, (da specifica nella nostra 
applicazione, tale offset vale al massimo 0.2 ppm che equivale a 428 Hz). 
Inoltre è possibile stampare i valori di probabilità di errore per ogni valore di SNR (flag di controllo 
della sezione System Monitoring posto ad 1), impostare la frequenza di down-conversion (che nel 
nostro caso è settata a 17.12 MHz, come dettato dalle specifiche del sistema hardware sul quale il 
ricevitore sarà implementato) e selezionare il numero di campioni per periodo su cui vengono 
rappresentate le funzioni seno e coseno (768 campioni in un periodo nel nostro caso), usate per l’up 
e down-conversion. 
La sezione BER Computation Settings è quella che consente di impostare le condizioni di rumore in 
cui vengono effettuate le simulazioni; nella prima riga di questa sezione è necessario inserire tre 
valori: Starting, Step e Number of points. Il primo parametro indica il più piccolo valore di SNR (in 
dB) per cui si effettua la simulazione; il secondo indica di quanti dB viene incrementato il rapporto 
segnale-rumore ad ogni ciclo del programma; il parametro Number of points definisce il numero di 
valori di SNR in corrispondenza dei quali viene calcolata la probabilità d’errore del sistema (BER). 
I parametri Max Number of DL frame e Max Number of errated bit costituiscono due controlli 
necessari per arrestare la simulazione ad ogni valore di SNR. 
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La sezione Spatial Multiplexing Settings permette di poter scegliere la particolare configurazione da 
adottare nella simulazione, ovvero la presenza o meno del CDD, il numero di layer, il tipo di 
matrice P  e il numero di antenne in ricezione utilizzate. 
Infine le sezioni MIMO Channel e  Type of Decomposition consentono rispettivamente di scegliere 
gli elementi della matrice di canale H  da stimare e il tipo di decomposizione (QR oppure a SNR 
stimato) da utilizzare nel caso di configurazione con 2 layer e 2 antenne in ricezione. 
 
 
 
Figura 4.1-a: Parametri configurabili dall’utente. 
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Figura 4.1-b: Parametri configurabili dall’utente. 
 
Ci sono, invece, alcuni parametri che non possono essere impostati dall’utente. Questi parametri 
sono fissi e derivano dalle specifiche imposte dallo standard oppure da limiti dell’hardware a nostra 
disposizione. I parametri fissi imposti dallo standard sono, sostanzialmente, quelli visti nel secondo 
capitolo come, ad esempio la lunghezza dei prefissi ciclici, la dimensione della FFT, la durata di 
uno slot, il numero di slot in un frame, il numero di simboli OFDM in uno slot, ecc. I parametri che 
non derivano dallo standard sono, ad esempio, il fattore di oversampling, il coefficiente del filtro 
ARMA usato nell’equalizzatore, la lunghezza in prese temporali della risposta impulsiva ed il roll- 
off dei filtri di trasmissione e di ricezione, il numero di frame per la fase di acquisizione, ecc. 
La Figura 4.2 mostra il file dove sono definite tutte queste grandezze, chiamato Global.h, a 
sottolineare il fatto che sono grandezze non variabili e impostate come globali attraverso una 
istruzione chiamata #define. 
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Figura 4.2: Parametri fissi nella simulazione. 
 
4.2 CRITERI DI DECODIFICA 
 
Come già visto in Figura 3.1, il Transmission Data Estimator Block prevede diversi metodi 
utilizzati per l’equalizzazione dei dati trasmessi a seconda della particolare configurazione utilizzata 
nella trasmissione LTE-MIMO.  
Nel caso in cui vengano usati due layer in trasmissione e due antenne in ricezione (L=2, R=2), si 
può adoperare sia la decomposizione QR che il metodo SNR; utilizzando un layer con due antenne 
in ricezione (L=1, R=2) si sfrutta il metodo MRC (Maximal Ratio Combining), mentre nell’ultimo 
caso (L=1, R=1) viene usato l’equalizzatore Zero Forcing. 
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• DECOMPOSIZIONE QR 
 
La decomposizione QR, usando l’algoritmo di Gram-Schmidt, viene utilizzata quando la 
trasmissione avviene su 2 layer ed il numero di antenne riceventi è pari a 2. 
In questo caso sia la matrice di canale H  che quella complessiva 'H , come abbiamo già visto nel 
secondo capitolo nella sezione spatial multiplexing, sono di dimensione [2 2]× . 
Il segnale ricevuto lo possiamo scrivere come: 
 
 
'ˆr H x w= ⋅ +  (4.1) 
 
dove 
'
Hˆ , come abbiamo già visto, è il prodotto tra la matrice di canale stimata Hˆ (ottenuto dal 
blocco MIMO Channel Estimator) e quella di precoding P , x  è il segnale trasmesso da stimare, 
mentre w  rappresenta il rumore. 
Sulla matrice 
'
Hˆ  applichiamo la decomposizione QR: scriviamo cioè questa matrice come il 
prodotto tra una matrice ortogonale e una triangolare superiore destra. 
 
 
'
Hˆ Q R= ⋅  (4.2) 
 
dove Q  è una matrice ortogonale ed è definita nel seguente modo: 
 
 *Q Q I⋅ =  (4.3) 
 
mentre R  è una matrice triangolare superiore destra di dimensione [2 2]× : 
 
 00 01
110
R R
R
R
⎡ ⎤= ⎢ ⎥⎣ ⎦
 (4.4) 
 
Grazie al processo di Gram-Schmidt, il cui algoritmo di calcolo è stato implementato nel codice 
all’interno della funzione omonima, è stato possibile calcolare i valori di queste due matrici Q  e R . 
La (4.1) può essere scritta come: 
 
 r Q R x w= ⋅ ⋅ +  (4.5) 
 
Moltiplicando per *Q  entrambi i membri dell’equazione otteniamo: 
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 * * *ˆQ r Q Q R x Q w⋅ = ⋅ ⋅ ⋅ + ⋅  (4.6) 
 
e ricordando la (4.3) abbiamo: 
 
 * * 'ˆQ r R x Q w⋅ = ⋅ + ⋅  (4.7) 
 
Trascurando il rumore si ottiene: 
 
 
* *
0 00 0 01 1* 00 01 00 10
* *
11 1 11 101 11
ˆ ˆ
ˆ
ˆ0
r R x R xR R q q
Q r x
R r R xq q
⋅ + ⋅⎡ ⎤ ⎡ ⎤⎡ ⎤⎡ ⎤⋅ = ⋅ = ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⋅⎣ ⎦ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (4.8) 
 
Il segnale ricevuto r  e le matrici *Q  e R  sono note, quindi le uniche incognite sono i vettori della 
matrice xˆ , che rappresentano proprio i dati stimati. 
Una volta calcolato il vettore 1ˆx  dalla seconda equazione (
* *
01 0 11 1 11 1ˆq r q r R x⋅ + ⋅ = ⋅ ) , si va a sostituire 
questo valore nella prima * *00 0 10 1 00 0 01 1ˆ ˆq r q r R x R x⋅ + ⋅ = ⋅ + ⋅  e si ricava anche il valore di 0xˆ . 
 
• METODO SNR 
 
Sempre nella configurazione con 2 layer e 2 ricevitori (L=2, R=2), in alternativa alla 
decomposizione QR, può essere utilizzato il metodo SNR. 
Il segnale ricevuto, come abbiamo già visto in precedenza, può essere scritto nella seguente 
maniera: 
 
 
'ˆr H x w= ⋅ +  (4.9) 
Questo metodo ci dice che esiste una matrice chiamata A  tale che: 
 
 xˆ A r= ⋅  (4.10) 
 
dove xˆ  rappresenta la stima dei dati trasmessi che voglio ottenere. 
Il criterio da utilizzare per la ricerca di A  è la ricerca del minimo dell’errore quadratico medio della 
stima dei dati, ovvero della seguente quantità: 
 
 { } { }2 2ˆE x x E A r x− = ⋅ −  (4.11) 
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La soluzione è la seguente: 
 
 
' ' '* 1ˆ ˆ ˆ( )A SNR H I SNR H H −= ⋅ ⋅ + ⋅ ⋅  (4.12) 
 
dove SNR è il rapporto segnale-rumore stimato (nel nostro caso in realtà non è stato sviluppato lo 
stimatore di SNR ed è un quindi parametro noto), mentre I  è la matrice identità. 
A questo punto, grazie alla relazione (4.10), è possibile ottenere la stima dei dati trasmessi a partire 
dalla conoscenza della matrice A  e dei dati ricevuti. 
 
• METODO MRC (MAXIMAL RATIO COMBINING)  
 
Qualora la combinazione usata sia quella con 1 layer e 2 ricevitori, viene utilizzato il metodo MRC, 
che combina massimizzando le uscite dei due ricevitori. 
In questa situazione (L=1, R=2) la matrice 
'
Hˆ  è di dimensione [2 1]× , quindi avremo solamente gli 
elementi '00hˆ  e 
'
10hˆ  ricavati dal prodotto tra gli elementi stimati di H  e quelli noti della matrice P  di 
dimensione [2 1]× . 
Utilizzando un solo layer avremo un unico dato stimato ricavato dalla seguente formula: 
 
 
'* '*
1 00 2 10
0 2 2
' '
00 10
ˆ ˆ
ˆ
ˆ ˆ
r h r h
x
h h
⋅ + ⋅=
+
 (4.13) 
 
dove 1r  e 2r  rappresentano i due segnali ricevuti sulle due antenne in ricezione. 
 
• L’EQUALIZZATORE ZERO FORCING 
 
L’equalizzatore Zero Forcing viene utilizzato quando siamo nella configurazione più semplice 
possibile, ovvero un unico layer in trasmissione e una sola antenna ricevente. 
La matrice 
'
Hˆ  risulta essere un numero, dato che le matrici Hˆ  e P  sono rispettivamente di 
dimensione [1 2]×  e [2 1]× . 
Il dato stimato si ottiene semplicemente da questa formula: 
 
 00 '
00
ˆ ˆ
r
x
h
=  (4.14) 
 
dove 0r  rappresenta sempre il dato ricevuto. 
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4.3   RISULTATI OTTENUTI 
 
Qui di seguito vengono rappresentati gli andamenti delle curve di probabilità d’errore al variare del 
rapporto segnale-rumore in funzione della particolare configurazione adottata. 
La Figura 4.3 mostra la curva di probabilità d’errore per il caso di trasmissione su un layer con 
banda 5 MHz e ricezione con una antenna (L=1, R=1). Come si vede vengono riportati i valori di 
BER sia nel caso di trasmissione ideale (andamento rosso tratteggiato), sia nel caso di trasmissione 
reale (andamento nero). I valori di BER in condizioni ideali, come già accennato, sono stati ottenuti 
nel caso di una trasmissione estremamente semplificata, cioè senza filtri di trasmissione e ricezione, 
senza i blocchi up-conversion e down-conversion, senza sovra‐campionamento e decimazione e 
senza impiego dello stimatore di canale. 
 
10-4
10-3
10-2
10-1
B
ER
17161514131211109876543210
Eb/N0 [dB]
BER LTE-MIMO (reale e ideale)
CDD = 0; L = 1, R = 1; P = P0;
 BW = 5 MHz;
h00 = 3 + j;  h01 = 5 - 3j
 ideale 
 reale 
QPSK
16-QAM
64-QAM
 
Figura 4.3: Curve di BER per la simulazione nella configurazione L=1, R=1. 
 
La curva ottenuta utilizzando questa catena di trasmissione ideale rappresenta un limite al di sotto 
del quale le prestazioni di un qualunque ricevitore reale non potranno mai scendere. La vicinanza 
tra le curve in nero e quelle ideali è indice di risultati piuttosto soddisfacenti, che convincono della 
validità del ricevitore implementato. Per questa configurazione, come accennato in precedenza, 
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viene utilizzato in ricezione un equalizzatore di tipo Zero-Forcing, che riesce a compensare 
ottimamente le distorsioni introdotte dai filtri di trasmissione e ricezione, e permette quindi alle 
curve ideali e reali di essere praticamente sovrapposte. 
Per verificarne il corretto funzionamento, sono stati ricavati i diagrammi I-Q prima e dopo 
l’equalizzatore. Questi sono mostrati nella Figure 4.4 e 4.5 per la modulazione 64-QAM, insieme al 
diagramma I-Q ideale. La figura 4.5 mostra una rotazione dei dati pre-equalizzati in virtù 
dell’utilizzo di una matrice H  con termine immaginario. Come si vede dalle due figure, prima 
dell’equalizzazione il diagramma I-Q è soggetto ad errori di ampiezza e soprattutto di fase notevoli 
causati dal non perfetto allineamento di simboli OFDM; tali errori sono correttamente recuperati 
dall’equalizzatore come evidente dal fatto che punti che rappresentano il segnale equalizzato sono 
praticamente coincidenti con quelli che rappresentano il segnale trasmesso. Come si legge dalla 
legenda della figura, l’andamento in rosso rappresenta i dati ricevuti prima di essere equalizzati, 
mentre i puntini neri mostrano i simboli effettivamente trasmessi. Il buon funzionamento 
dell’equalizzatore è messo in evidenza dall’andamento in verde (dati equalizzati), che coincide con 
il segnale effettivamente trasmesso. 
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Figura 4.4: Diagramma I/Q per l’equalizzatore. 
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Figura 4.5: Diagramma I/Q per l’equalizzatore. 
 
La Figura 4.6 rappresenta il grafico della probabilità d’errore per la configurazione ad un layer e 
due ricevitori (L=1, R=2), che utilizza, come accennato in precedenza, il metodo MRC per la 
decodifica dei dati.  
La Figura 4.7 fa riferimento invece all’ultima configurazione utilizzata (L=2, R=2) nel caso di 
utilizzo della decomposizione QR come metodo di decodifica. 
Anche queste ultime figure mostrano risultati soddisfacenti, che confermano la validità del 
ricevitore LTE-MIMO implementato. Il ricevitore utilizza, come già detto nel corso del terzo 
capitolo, un filtro di banda (2.5+0.6) MHz (caso di trasmissione a 5 MHz) con roll-off pari a 0.15 ed 
una frequenza di down-conversion pari a 17.12 MHz. 
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Figura 4.6: Curve di BER per la simulazione nella configurazione L=1, R=2. 
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Figura 4.7: Curve di BER per la simulazione nella configurazione L=2, R=2. 
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Le curve della BER dipendono anche dalla matrice di canale H  e da quella di precoding P . 
La matrice H  agisce sulle pilota, quindi una diversa scelta di essa può portare ad una differente 
stima di canale e modificare la BER. 
La matrice P  agisce invece solo sui dati, e gli effetti di tale matrice possono influire 
sull’equalizzazione. 
Prendiamo adesso in esame la configurazione 2, 2L R= = : la matrici di precoding, come già visto 
nel terzo capitolo, sono di tre tipi: 
 
 
0 0
1 1
2
         i pari                                      i dispari
1 1 1 11 1                       
1 1 1 12 2
1 0 0 1
                               
0 1 1 0
1 0
             
0
P P
P P
P
j
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
⎡ ⎤= ⎢ ⎥⎣ ⎦ 2
0 1
                  
0
P
j
⎡ ⎤= ⎢ ⎥⎣ ⎦
 (4.15) 
 
 
 
Qualora si utilizzi una matrice di canale pari a 
1 0
0 1
H ⎡ ⎤= ⎢ ⎥⎣ ⎦ , le curve BER ottenute con le tre matrici 
P  sono identiche dato che la potenza totale, come somma delle potenza trasmesse dalle due 
antenne, rimane invariata. 
Per particolari valori della matrice H  può accadere che le BER risultino diverse. In particolare, in 
Figura 4.8 è rappresentato il caso in cui 
3 2 7
3 2
j
H
j j
− +⎡ ⎤= ⎢ ⎥− −⎣ ⎦ . 
Poiché rispetto al caso precedente sono presenti nella matrice H  anche termini incrociati e 
rotazioni di fase, le prestazioni della BER con la matrice 0P , anch’essa costituita da termini 
incrociati, possono risultare migliori o peggiori rispetto ai casi con 1P  e 2P . 
Ad esempio, con l’utilizzo di questa matrice, come evidenziato dalla Figura 4.8, al di sopra di un 
certo valore di 0bE N  si ha un miglioramento delle prestazioni. 
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Figura 4.8: Curve di BER al variare di P . 
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APPENDICE A: SOFTWARE 
 
#include <stdio.h> 
#include <malloc.h> 
#include <math.h> 
#include <windows.h> 
 
#include "Global.h" 
#include "Rx_module.h" 
#include "fft.h" 
#include "SynchroTime.h" 
 
//***************************************************** 
//***** MIMO channel estimator function ***** 
//***************************************************** 
 
void MIMO_ch_estimator(LTE_DL_FRAME Tx_frame, double *rx_DL_vett0, double *rx_DL_vett1, double* ch_est00, double* ch_est01, 
double* ch_est10, double* ch_est11, bool firstCallEq, SIMULATION_CONTROL Control, int nf, int nsym, int nslot) 
{ 
 int k,j;     // Generic indexs 
 int i_offset, k_offset0, k_offset1; 
 int k_a0, k_a1;  
 int k_0; 
 double pr_00, pi_00;   // Imaginary and real slope for interpolation/extrapolation channel estimation 
 double pr_01, pi_01;   // Imaginary and real slope for interpolation/extrapolation channel estimation 
 double pr_10, pi_10;   // Imaginary and real slope for interpolation/extrapolation channel estimation 
 double pr_11, pi_11;   // Imaginary and real slope for interpolation/extrapolation channel estimation 
 double a0[2];    // Pilot value (real, imm) port 0 
 double a1[2];    // Pilot value (real, imm) port 1 
 double hr_00_0, hi_00_0, hr_00_1, hi_00_1, Req, Ieq; 
 double hr_01_0, hi_01_0, hr_01_1, hi_01_1; 
 double hr_10_0, hi_10_0, hr_10_1, hi_10_1; 
 double hr_11_0, hi_11_0, hr_11_1, hi_11_1; 
 double mod2_0, mod2_1; 
 double* ch_est_curr00;   // Current estimated channel on pilots of received symbol 
 double* ch_est_curr01; 
 double* ch_est_curr10; 
 double* ch_est_curr11; 
  
 // Current estimated channel on all subcarriers for symbol equalization 
 static double* ch_est_0_00; // Estimated channel on pilots of symbols 0, updated for each symbol 0 with ARMA filter  
 static double* ch_est_0_10; 
 static double* ch_est_0_01; 
 static double* ch_est_0_11; 
 static double* ch_est_4_00; // Estimated channel on pilots of symbols 4, updated for each symbol 4 with ARMA filter 
 static double* ch_est_4_01; 
 static double* ch_est_4_10; 
 static double* ch_est_4_11; 
  
 //------------ Dynamic Memory Allocation ------------ 
 ch_est_curr00=(double*)calloc(2*NFFT, sizeof(double)); 
 ch_est_curr01=(double*)calloc(2*NFFT, sizeof(double)); 
 ch_est_curr10=(double*)calloc(2*NFFT, sizeof(double)); 
 ch_est_curr11=(double*)calloc(2*NFFT, sizeof(double)); 
  
 if (firstCallEq&&(nsym==0)) // First processed frame 
 { 
  free((void*)ch_est_0_00); 
  free((void*)ch_est_0_01); 
  free((void*)ch_est_0_10); 
  free((void*)ch_est_0_11); 
  free((void*)ch_est_4_00); 
  free((void*)ch_est_4_01); 
  free((void*)ch_est_4_10); 
  free((void*)ch_est_4_11); 
   
 100
ch_est_0_00=(double*)calloc(2*NFFT, sizeof(double)); 
  ch_est_0_01=(double*)calloc(2*NFFT, sizeof(double)); 
  ch_est_0_10=(double*)calloc(2*NFFT, sizeof(double)); 
  ch_est_0_11=(double*)calloc(2*NFFT, sizeof(double)); 
  ch_est_4_00=(double*)calloc(2*NFFT, sizeof(double)); 
  ch_est_4_01=(double*)calloc(2*NFFT, sizeof(double)); 
  ch_est_4_10=(double*)calloc(2*NFFT, sizeof(double)); 
  ch_est_4_11=(double*)calloc(2*NFFT, sizeof(double)); 
 } 
 //--------------------------------------------------- 
  
 i_offset=Tx_frame.Nvirt/2; 
 //------- Symbol 0 ------- 
 If (nsym==0)    
 { 
  //------ Channel estimate on symbol 0 and ARMA filtering ------ 
  for (k=0; k<2*Tx_frame.Nrb; k++)   // 2*Tx_frame.Nrb pilots in symbol 0  
  { 
   k_a0=k*(NSUB_RB/2); 
   k_offset0=Tx_frame.Nvirt/2+k_a0; 
   Pilot_Value_ric(k_a0, nsym, nslot, Tx_frame.bandwidth, &a0[0]); 
   k_a1=k*(NSUB_RB/2)+3; 
   k_offset1=Tx_frame.Nvirt/2+k_a1; 
   Pilot_Value_ric(k_a1, nsym, nslot, Tx_frame.bandwidth, &a1[0]); 
    
   if (k<Tx_frame.Nrb)  // Symbol 0 First half 
   {   
    mod2_0=pow(a0[0],2)+pow(a0[1],2); 
    mod2_1=pow(a1[0],2)+pow(a1[1],2); 
    
    if (mod2_0!=0)  
    {         
     ch_est_curr00[2*k_offset0]=(a0[0]*rx_DL_vett0[2*(i_offset+k_a0)]+ 
a0[1]*rx_DL_vett0[2*(i_offset+k_a0)+1])/mod2_0; 
 
ch_est_curr00[2*k_offset0+1]=(a0[0]*rx_DL_vett0[2*(i_offset+k_a0)+1]-
a0[1]*rx_DL_vett0[2*(i_offset+k_a0)])/mod2_0; 
 
     if (Control.R==2) 
     {        
      ch_est_curr10[2*k_offset0]=(a0[0]*rx_DL_vett1[2*(i_offset+k_a0)]+ 
a0[1]*rx_DL_vett1[2*(i_offset+k_a0)+1])/mod2_0; 
 
ch_est_curr10[2*k_offset0+1]=(a0[0]*rx_DL_vett1[2*(i_offset+k_a0)+1]-
a0[1]*rx_DL_vett1[2*(i_offset+k_a0)])/mod2_0; 
     } 
    } 
   
    if (mod2_1!=0) 
    { 
     ch_est_curr01[2*k_offset1]=(a1[0]*rx_DL_vett0[2*(i_offset+k_a1)]+ 
a1[1]*rx_DL_vett0[2*(i_offset+k_a1)+1])/mod2_1; 
 
     ch_est_curr01[2*k_offset1+1]=(a1[0]*rx_DL_vett0[2*(i_offset+k_a1)+1]- 
a1[1]*rx_DL_vett0[2*(i_offset+k_a1)])/mod2_1; 
 
     if (Control.R==2) 
     {  
      ch_est_curr11[2*k_offset1]=(a1[0]*rx_DL_vett1[2*(i_offset+k_a1)]+ 
a1[1]*rx_DL_vett1[2*(i_offset+k_a1)+1])/mod2_1; 
 
ch_est_curr11[2*k_offset1+1]=(a1[0]*rx_DL_vett1[2*(i_offset+k_a1)+1]-
a1[1]*rx_DL_vett1[2*(i_offset+k_a1)])/mod2_1; 
     } 
    }  
    
    //---- Applying ARMA filter on symbol 0 ---- 
    if ((firstCallEq)&&(nslot==0)) // First processed symbol 0 
    { 
     ch_est_0_00[2*k_offset0]=ch_est_curr00[2*k_offset0]; 
     ch_est_0_00[2*k_offset0+1]=ch_est_curr00[2*k_offset0+1]; 
     ch_est_0_01[2*k_offset1]=ch_est_curr01[2*k_offset1]; 
     ch_est_0_01[2*k_offset1+1]=ch_est_curr01[2*k_offset1+1]; 
     
     if (Control.R==2) 
     {  
      ch_est_0_10[2*k_offset0]=ch_est_curr10[2*k_offset0]; 
      ch_est_0_10[2*k_offset0+1]=ch_est_curr10[2*k_offset0+1]; 
      ch_est_0_11[2*k_offset1]=ch_est_curr11[2*k_offset1]; 
      ch_est_0_11[2*k_offset1+1]=ch_est_curr11[2*k_offset1+1]; 
     } 
    } 
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    else 
    { 
ch_est_0_00[2*k_offset0]=Karma*ch_est_curr00[2*k_offset0]+ 
(1-Karma)*ch_est_0_00[2*k_offset0]; 
 
ch_est_0_00[2*k_offset0+1]=Karma*ch_est_curr00[2*k_offset0+1]+ 
(1-Karma)*ch_est_0_00[2*k_offset0+1]; 
 
ch_est_0_01[2*k_offset1]=Karma*ch_est_curr01[2*k_offset1]+ 
(1-Karma)*ch_est_0_01[2*k_offset1]; 
 
ch_est_0_01[2*k_offset1+1]=Karma*ch_est_curr01[2*k_offset1+1]+ 
(1-Karma)*ch_est_0_01[2*k_offset1+1]; 
     
     if (Control.R==2) 
     { 
ch_est_0_10[2*k_offset0]=Karma*ch_est_curr10[2*k_offset0]+ 
(1-Karma)*ch_est_0_10[2*k_offset0]; 
 
ch_est_0_10[2*k_offset0+1]=Karma*ch_est_curr10[2*k_offset0+1]+ 
(1-Karma)*ch_est_0_10[2*k_offset0+1]; 
 
ch_est_0_11[2*k_offset1]=Karma*ch_est_curr11[2*k_offset1]+ 
(1-Karma)*ch_est_0_11[2*k_offset1]; 
 
ch_est_0_11[2*k_offset1+1]=Karma*ch_est_curr11[2*k_offset1+1]+ 
(1-Karma)*ch_est_0_11[2*k_offset1+1]; 
     } 
     //------------------------------------------ 
    
    } 
   } 
   else     // Symbol 0 Second half 
   { 
    mod2_0=pow(a0[0],2)+pow(a0[1],2); 
    mod2_1=pow(a1[0],2)+pow(a1[1],2); 
    
    if (mod2_0!=0)  
    { 
  ch_est_curr00[2*(k_offset0+1)]=(a0[0]*rx_DL_vett0[2*(i_offset+k_a0+1)]+ 
a0[1]*rx_DL_vett0[2*(i_offset+k_a0+1)+1])/mod2_0; 
 
ch_est_curr00[2*(k_offset0+1)+1]=(a0[0]*rx_DL_vett0[2*(i_offset+k_a0+1)+1]-
a0[1]*rx_DL_vett0[2*(i_offset+k_a0+1)])/mod2_0; 
     
     if (Control.R==2) 
     {        
       ch_est_curr10[2*(k_offset0+1)]=(a0[0]*rx_DL_vett1[2*(i_offset+k_a0+1)]+ 
a0[1]*rx_DL_vett1[2*(i_offset+k_a0+1)+1])/mod2_0; 
 
ch_est_curr10[2*(k_offset0+1)+1]=(a0[0]*rx_DL_vett1[2*(i_offset+k_a0+1)+1]- 
a0[1]*rx_DL_vett1[2*(i_offset+k_a0+1)])/mod2_0; 
     } 
    } 
   
    if (mod2_1!=0) 
    { 
ch_est_curr01[2*(k_offset1+1)]=(a1[0]*rx_DL_vett0[2*(i_offset+k_a1+1)]+ 
a1[1]*rx_DL_vett0[2*(i_offset+k_a1+1)+1])/mod2_1; 
 
ch_est_curr01[2*(k_offset1+1)+1]=(a1[0]*rx_DL_vett0[2*(i_offset+k_a1+1)+1]-
a1[1]*rx_DL_vett0[2*(i_offset+k_a1+1)])/mod2_1; 
     
     if (Control.R==2) 
     {  
ch_est_curr11[2*(k_offset1+1)]=(a1[0]*rx_DL_vett1[2*(i_offset+k_a1+1)]+ 
a1[1]*rx_DL_vett1[2*(i_offset+k_a1+1)+1])/mod2_1; 
 
ch_est_curr11[2*(k_offset1+1)+1]=(a1[0]*rx_DL_vett1[2*(i_offset+k_a1+1)+1]-
a1[1]*rx_DL_vett1[2*(i_offset+k_a1+1)])/mod2_1; 
     } 
    }  
    
    //---- Applying ARMA filter on symbol 0 ---- 
 
    if ((firstCallEq)&&(nslot==0)) // First processed symbol 0 
    { 
     ch_est_0_00[2*(k_offset0+1)]=ch_est_curr00[2*(k_offset0+1)]; 
     ch_est_0_00[2*(k_offset0+1)+1]=ch_est_curr00[2*(k_offset0+1)+1]; 
     ch_est_0_01[2*(k_offset1+1)]=ch_est_curr01[2*(k_offset1+1)]; 
     ch_est_0_01[2*(k_offset1+1)+1]=ch_est_curr01[2*(k_offset1+1)+1]; 
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if (Control.R==2) 
     {  
      ch_est_0_10[2*(k_offset0+1)]=ch_est_curr10[2*(k_offset0+1)]; 
      ch_est_0_10[2*(k_offset0+1)+1]=ch_est_curr10[2*(k_offset0+1)+1]; 
      ch_est_0_11[2*(k_offset1+1)]=ch_est_curr11[2*(k_offset1+1)]; 
      ch_est_0_11[2*(k_offset1+1)+1]=ch_est_curr11[2*(k_offset1+1)+1]; 
     } 
    } 
    else 
    { 
ch_est_0_00[2*(k_offset0+1)]=Karma*ch_est_curr00[2*(k_offset0+1)]+ 
(1-Karma)*ch_est_0_00[2*(k_offset0+1)]; 
 
ch_est_0_00[2*(k_offset0+1)+1]=Karma*ch_est_curr00[2*(k_offset0+1)+1]+ 
(1-Karma)*ch_est_0_00[2*(k_offset0+1)+1]; 
 
ch_est_0_01[2*(k_offset1+1)]=Karma*ch_est_curr01[2*(k_offset1+1)]+ 
(1-Karma)*ch_est_0_01[2*(k_offset1+1)]; 
 
ch_est_0_01[2*(k_offset1+1)+1]=Karma*ch_est_curr01[2*(k_offset1+1)+1]+ 
(1-Karma)*ch_est_0_01[2*(k_offset1+1)+1]; 
     
     if (Control.R==2) 
     { 
ch_est_0_10[2*(k_offset0+1)]=Karma*ch_est_curr10[2*(k_offset0+1)]+ 
(1-Karma)*ch_est_0_10[2*(k_offset0+1)]; 
 
ch_est_0_10[2*(k_offset0+1)+1]=Karma*ch_est_curr10[2*(k_offset0+1)+1]+ 
(1-Karma)*ch_est_0_10[2*(k_offset0+1)+1]; 
 
ch_est_0_11[2*(k_offset1+1)]=Karma*ch_est_curr11[2*(k_offset1+1)]+ 
(1-Karma)*ch_est_0_11[2*(k_offset1+1)]; 
 
      ch_est_0_11[2*(k_offset1+1)+1]=Karma*ch_est_curr11[2*(k_offset1+1)+1]+ 
(1-Karma)*ch_est_0_11[2*(k_offset1+1)+1]; 
     } 
        
    } 
    //------------------------------------------ 
   } 
   //------------------------------------------ 
  }   
  //---- End Channel estimate on symbol 0 and ARMA filtering ----     
 } 
 //----- End Symbol 0 -----  
   
 //------- Symbol 4 ------- 
 If (nsym==4)    
 { 
  //------ Channel estimate on symbol 4 and ARMA filtering ------ 
  for(k=0; k<2*Tx_frame.Nrb; k++)   // 2*Tx_frame.Nrb pilots in symbol 4  
  { 
   k_a0=k*(NSUB_RB/2)+3; 
   k_offset0=Tx_frame.Nvirt/2+k_a0; 
   Pilot_Value_ric(k_a0, nsym, nslot, Tx_frame.bandwidth, &a0[0]); 
   k_a1=k*(NSUB_RB/2); 
   k_offset1=Tx_frame.Nvirt/2+k_a1; 
   Pilot_Value_ric(k_a1, nsym, nslot, Tx_frame.bandwidth, &a1[0]); 
    
   if (k<Tx_frame.Nrb)  // Symbol 4 First half 
   { 
    mod2_0=pow(a0[0],2)+pow(a0[1],2); 
    mod2_1=pow(a1[0],2)+pow(a1[1],2); 
    
    if (mod2_0!=0)  
    { 
     ch_est_curr00[2*k_offset0]=(a0[0]*rx_DL_vett0[2*(i_offset+k_a0)]+ 
a0[1]*rx_DL_vett0[2*(i_offset+k_a0)+1])/mod2_0; 
 
ch_est_curr00[2*k_offset0+1]=(a0[0]*rx_DL_vett0[2*(i_offset+k_a0)+1]-
a0[1]*rx_DL_vett0[2*(i_offset+k_a0)])/mod2_0; 
     
     if (Control.R==2) 
     {  
     ch_est_curr10[2*k_offset0]=(a0[0]*rx_DL_vett1[2*(i_offset+k_a0)]+ 
a0[1]*rx_DL_vett1[2*(i_offset+k_a0)+1])/mod2_0; 
 
ch_est_curr10[2*k_offset0+1]=(a0[0]*rx_DL_vett1[2*(i_offset+k_a0)+1]-
a0[1]*rx_DL_vett1[2*(i_offset+k_a0)])/mod2_0; 
     } 
    } 
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if (mod2_1!=0) 
    { 
     ch_est_curr01[2*k_offset1]=(a1[0]*rx_DL_vett0[2*(i_offset+k_a1)]+ 
a1[1]*rx_DL_vett0[2*(i_offset+k_a1)+1])/mod2_1; 
 
ch_est_curr01[2*k_offset1+1]=(a1[0]*rx_DL_vett0[2*(i_offset+k_a1)+1]-
a1[1]*rx_DL_vett0[2*(i_offset+k_a1)])/mod2_1;      
     if (Control.R==2) 
     { 
      ch_est_curr11[2*k_offset1]=(a1[0]*rx_DL_vett1[2*(i_offset+k_a1)]+ 
a1[1]*rx_DL_vett1[2*(i_offset+k_a1)+1])/mod2_1; 
 
ch_est_curr11[2*k_offset1+1]=(a1[0]*rx_DL_vett1[2*(i_offset+k_a1)+1]-
a1[1]*rx_DL_vett1[2*(i_offset+k_a1)])/mod2_1; 
     }       
    }  
    //---- Applying ARMA filter on symbol 4 ---- 
 
    if ((firstCallEq)&&(nslot==0)) // First processed symbol 4 
    { 
     ch_est_4_00[2*k_offset0]=ch_est_curr00[2*k_offset0]; 
     ch_est_4_00[2*k_offset0+1]=ch_est_curr00[2*k_offset0+1]; 
     ch_est_4_01[2*k_offset1]=ch_est_curr01[2*k_offset1]; 
     ch_est_4_01[2*k_offset1+1]=ch_est_curr01[2*k_offset1+1]; 
     
     if (Control.R==2) 
     {  
      ch_est_4_10[2*k_offset0]=ch_est_curr10[2*k_offset0]; 
      ch_est_4_10[2*k_offset0+1]=ch_est_curr10[2*k_offset0+1]; 
      ch_est_4_11[2*k_offset1]=ch_est_curr11[2*k_offset1]; 
      ch_est_4_11[2*k_offset1+1]=ch_est_curr11[2*k_offset1+1]; 
     } 
    } 
    else 
    { 
     ch_est_4_00[2*k_offset0]=Karma*ch_est_curr00[2*k_offset0]+ 
(1-Karma)*ch_est_4_00[2*k_offset0]; 
 
     ch_est_4_00[2*k_offset0+1]=Karma*ch_est_curr00[2*k_offset0+1]+ 
(1-Karma)*ch_est_4_00[2*k_offset0+1]; 
 
     ch_est_4_01[2*k_offset1]=Karma*ch_est_curr01[2*k_offset1]+ 
(1-Karma)*ch_est_4_01[2*k_offset1]; 
 
     ch_est_4_01[2*k_offset1+1]=Karma*ch_est_curr01[2*k_offset1+1]+ 
(1-Karma)*ch_est_4_01[2*k_offset1+1]; 
     
     if (Control.R==2) 
     {  
      ch_est_4_10[2*k_offset0]=Karma*ch_est_curr10[2*k_offset0]+ 
(1-Karma)*ch_est_4_10[2*k_offset0]; 
 
      ch_est_4_10[2*k_offset0+1]=Karma*ch_est_curr10[2*k_offset0+1]+ 
(1-Karma)*ch_est_4_10[2*k_offset0+1]; 
 
      ch_est_4_11[2*k_offset1]=Karma*ch_est_curr11[2*k_offset1]+ 
(1-Karma)*ch_est_4_11[2*k_offset1]; 
 
      ch_est_4_11[2*k_offset1+1]=Karma*ch_est_curr11[2*k_offset1+1]+ 
(1-Karma)*ch_est_4_11[2*k_offset1+1]; 
     } 
    } 
    //------------------------------------------ 
 
   } 
   else     // Symbol 4 Second half 
   { 
    mod2_0=pow(a0[0],2)+pow(a0[1],2); 
    mod2_1=pow(a1[0],2)+pow(a1[1],2); 
    
    if (mod2_0!=0)  
    { 
     ch_est_curr00[2*(k_offset0+1)]=(a0[0]*rx_DL_vett0[2*(i_offset+k_a0+1)]+ 
a0[1]*rx_DL_vett0[2*(i_offset+k_a0+1)+1])/mod2_0; 
 
ch_est_curr00[2*(k_offset0+1)+1]=(a0[0]*rx_DL_vett0[2*(i_offset+k_a0+1)+1]-
a0[1]*rx_DL_vett0[2*(i_offset+k_a0+1)])/mod2_0; 
     
     if (Control.R==2) 
     {  
      ch_est_curr10[2*(k_offset0+1)]=(a0[0]*rx_DL_vett1[2*(i_offset+k_a0+1)]+ 
a0[1]*rx_DL_vett1[2*(i_offset+k_a0+1)+1])/mod2_0; 
 
      ch_est_curr10[2*(k_offset0+1)+1]=(a0[0]*rx_DL_vett1[2*(i_offset+k_a0+1)+1]- 
a0[1]*rx_DL_vett1[2*(i_offset+k_a0+1)])/mod2_0; 
     } 
    } 
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    if (mod2_1!=0) 
    { 
     ch_est_curr01[2*(k_offset1+1)]=(a1[0]*rx_DL_vett0[2*(i_offset+k_a1+1)]+ 
a1[1]*rx_DL_vett0[2*(i_offset+k_a1+1)+1])/mod2_1; 
 
ch_est_curr01[2*(k_offset1+1)+1]=(a1[0]*rx_DL_vett0[2*(i_offset+k_a1+1)+1]-
a1[1]*rx_DL_vett0[2*(i_offset+k_a1+1)])/mod2_1; 
     
     if (Control.R==2) 
     { 
      ch_est_curr11[2*(k_offset1+1)]=(a1[0]*rx_DL_vett1[2*(i_offset+k_a1+1)]+ 
a1[1]*rx_DL_vett1[2*(i_offset+k_a1+1)+1])/mod2_1; 
 
      ch_est_curr11[2*(k_offset1+1)+1]=(a1[0]*rx_DL_vett1[2*(i_offset+k_a1+1)+1]- 
a1[1]*rx_DL_vett1[2*(i_offset+k_a1+1)])/mod2_1; 
     }       
    }  
    
    //---- Applying ARMA filter on symbol 4 ---- 
 
    if ((firstCallEq)&&(nslot==0)) // First processed symbol 4 
    { 
     ch_est_4_00[2*(k_offset0+1)]=ch_est_curr00[2*(k_offset0+1)]; 
     ch_est_4_00[2*(k_offset0+1)+1]=ch_est_curr00[2*(k_offset0+1)+1]; 
     ch_est_4_01[2*(k_offset1+1)]=ch_est_curr01[2*(k_offset1+1)]; 
     ch_est_4_01[2*(k_offset1+1)+1]=ch_est_curr01[2*(k_offset1+1)+1]; 
     
     if (Control.R==2) 
     {  
      ch_est_4_10[2*(k_offset0+1)]=ch_est_curr10[2*(k_offset0+1)]; 
      ch_est_4_10[2*(k_offset0+1)+1]=ch_est_curr10[2*(k_offset0+1)+1]; 
      ch_est_4_11[2*(k_offset1+1)]=ch_est_curr11[2*(k_offset1+1)]; 
      ch_est_4_11[2*(k_offset1+1)+1]=ch_est_curr11[2*(k_offset1+1)+1]; 
     } 
    } 
    else 
    { 
ch_est_4_00[2*(k_offset0+1)]=Karma*ch_est_curr00[2*(k_offset0+1)]+ 
(1-Karma)*ch_est_4_00[2*(k_offset0+1)]; 
 
ch_est_4_00[2*(k_offset0+1)+1]=Karma*ch_est_curr00[2*(k_offset0+1)+1]+ 
(1-Karma)*ch_est_4_00[2*(k_offset0+1)+1]; 
 
ch_est_4_01[2*(k_offset1+1)]=Karma*ch_est_curr01[2*(k_offset1+1)]+ 
(1-Karma)*ch_est_4_01[2*(k_offset1+1)]; 
 
ch_est_4_01[2*(k_offset1+1)+1]=Karma*ch_est_curr01[2*(k_offset1+1)+1]+ 
(1-Karma)*ch_est_4_01[2*(k_offset1+1)+1]; 
     
     if (Control.R==2) 
     {  
ch_est_4_10[2*(k_offset0+1)]=Karma*ch_est_curr10[2*(k_offset0+1)]+ 
(1-Karma)*ch_est_4_10[2*(k_offset0+1)]; 
 
      ch_est_4_10[2*(k_offset0+1)+1]=Karma*ch_est_curr10[2*(k_offset0+1)+1]+ 
(1-Karma)*ch_est_4_10[2*(k_offset0+1)+1]; 
 
      ch_est_4_11[2*(k_offset1+1)]=Karma*ch_est_curr11[2*(k_offset1+1)]+ 
(1-Karma)*ch_est_4_11[2*(k_offset1+1)]; 
 
      ch_est_4_11[2*(k_offset1+1)+1]=Karma*ch_est_curr11[2*(k_offset1+1)+1]+ 
(1-Karma)*ch_est_4_11[2*(k_offset1+1)+1]; 
     } 
    } 
    //------------------------------------------ 
   } 
  } 
  //---- End Channel estimate on symbol 4 and ARMA filtering ---- 
 } 
 //----- End Symbol 4 ----- 
   
 if (nf>NACQ) 
 { 
  //-- Combining estimate on symbol 0 and 4 (write ch_est on pilot index) --- 
  for(k=Tx_frame.Nvirt/2; k<(NFFT-Tx_frame.Nvirt/2); k++) 
  { 
   ch_est00[2*k]=ch_est_0_00[2*k]+ch_est_4_00[2*k]; 
   ch_est00[2*k+1]=ch_est_0_00[2*k+1]+ch_est_4_00[2*k+1]; 
ch_est01[2*k]=ch_est_0_01[2*k]+ch_est_4_01[2*k]; 
   ch_est01[2*k+1]=ch_est_0_01[2*k+1]+ch_est_4_01[2*k+1]; 
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if (Control.R==2) 
   {  
    ch_est10[2*k]=ch_est_0_10[2*k]+ch_est_4_10[2*k]; 
    ch_est10[2*k+1]=ch_est_0_10[2*k+1]+ch_est_4_10[2*k+1]; 
    ch_est11[2*k]=ch_est_0_11[2*k]+ch_est_4_11[2*k]; 
    ch_est11[2*k+1]=ch_est_0_11[2*k+1]+ch_est_4_11[2*k+1]; 
   } 
  }  
  //-------------------------------------------------------------------------   
    
  //------ Interpolation/Extrapolation on ch_est ------ 
    
  k_0=Tx_frame.Nvirt/2;  // First index with pilot    
    
  hr_00_0=ch_est00[2*k_0];  // First sample (real part) 
  hi_00_0=ch_est00[2*k_0+1];  // First sample (imaginary part)  
  hr_01_0=ch_est01[2*k_0];  // First sample (real part) 
  hi_01_0=ch_est01[2*k_0+1];  // First sample (imaginary part) 
    
  if (Control.R==2) 
  { 
   hr_10_0=ch_est10[2*k_0];  // First sample (real part) 
   hi_10_0=ch_est10[2*k_0+1];  // First sample (imaginary part) 
   hr_11_0=ch_est11[2*k_0];  // First sample (real part) 
   hi_11_0=ch_est11[2*k_0+1];  // First sample (imaginary part) 
  } 
    
  for (k=1; k<2*Tx_frame.Nrb; k++)  // First half 
  { 
    
   hr_00_1=ch_est00[2*(k_0+3*k)];  // Next sample (real part) 
   hi_00_1=ch_est00[2*(k_0+3*k)+1];  // Next sample (imaginary part) 
   hr_01_1=ch_est01[2*(k_0+3*k)];  // Next sample (real part) 
   hi_01_1=ch_est01[2*(k_0+3*k)+1];  // Next sample (imaginary part) 
    
   pr_00=(hr_00_1-hr_00_0)/3.0; 
   pi_00=(hi_00_1-hi_00_0)/3.0; 
   pr_01=(hr_01_1-hr_01_0)/3.0; 
   pi_01=(hi_01_1-hi_01_0)/3.0; 
    
   if (Control.R==2) 
   { 
    hr_10_1=ch_est10[2*(k_0+3*k)];  // Next sample (real part) 
    hi_10_1=ch_est10[2*(k_0+3*k)+1];  // Next sample (imaginary part) 
    hr_11_1=ch_est11[2*(k_0+3*k)];  // Next sample (real part) 
    hi_11_1=ch_est11[2*(k_0+3*k)+1];  // Next sample  
     
    pr_10=(hr_10_1-hr_10_0)/3.0; 
    pi_10=(hi_10_1-hi_10_0)/3.0; 
    pr_11=(hr_11_1-hr_11_0)/3.0; 
    pi_11=(hi_11_1-hi_11_0)/3.0; 
   } 
   for (j=1; j<=2; j++)  // // Interpolation (2 positions) 
   { 
    ch_est00[2*(k_0+3*k-3+j)]=hr_00_0+j*pr_00;  // Real part interpolated 
    ch_est00[2*(k_0+3*k-3+j)+1]=hi_00_0+j*pi_00;  // Imaginary part interpolated 
    ch_est01[2*(k_0+3*k-3+j)]=hr_01_0+j*pr_01;  // Real part interpolated 
    ch_est01[2*(k_0+3*k-3+j)+1]=hi_01_0+j*pi_01;  // Imaginary part interpolated 
     
    if (Control.R==2) 
    { 
     ch_est10[2*(k_0+3*k-3+j)]=hr_10_0+j*pr_10; // Real part interpolated 
     ch_est10[2*(k_0+3*k-3+j)+1]=hi_10_0+j*pi_10; // Imaginary part interpolated 
     ch_est11[2*(k_0+3*k-3+j)]=hr_11_0+j*pr_11; // Real part interpolated 
     ch_est11[2*(k_0+3*k-3+j)+1]=hi_11_0+j*pi_11; // Imaginary part interpolated 
    } 
   } 
   hr_00_0=hr_00_1; 
   hi_00_0=hi_00_1; 
   hr_01_0=hr_01_1; 
   hi_01_0=hi_01_1; 
    
   if (Control.R==2) 
   { 
    hr_10_0=hr_10_1; 
    hi_10_0=hi_10_1; 
    hr_11_0=hr_11_1; 
    hi_11_0=hi_11_1; 
   } 
   
  } 
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//--- Central interpolation (3 positions) --- 
  hr_00_1=ch_est00[2*(k_0+3*k+1)];  // Next sample (real part) 
  hi_00_1=ch_est00[2*(k_0+3*k+1)+1];  // Next sample (imaginary part) 
  hr_01_1=ch_est01[2*(k_0+3*k+1)];  // Next sample (real part) 
  hi_01_1=ch_est01[2*(k_0+3*k+1)+1];  // Next sample (imaginary part) 
    
  pr_00=(hr_00_1-hr_00_0)/4.0; 
  pi_00=(hi_00_1-hi_00_0)/4.0; 
  pr_01=(hr_01_1-hr_01_0)/4.0; 
  pi_01=(hi_01_1-hi_01_0)/4.0; 
    
  if (Control.R==2) 
  { 
   hr_10_1=ch_est10[2*(k_0+3*k+1)];  // Next sample (real part) 
   hi_10_1=ch_est10[2*(k_0+3*k+1)+1];  // Next sample (imaginary part) 
   hr_11_1=ch_est11[2*(k_0+3*k+1)];  // Next sample (real part) 
   hi_11_1=ch_est11[2*(k_0+3*k+1)+1];  // Next sample  
     
   pr_10=(hr_10_1-hr_10_0)/4.0; 
   pi_10=(hi_10_1-hi_10_0)/4.0; 
   pr_11=(hr_11_1-hr_11_0)/4.0; 
   pi_11=(hi_11_1-hi_11_0)/4.0; 
  } 
     
  for (j=1; j<=2; j++)   // Interpolation (the number 3 is DC) 
  { 
   ch_est00[2*(k_0+3*k-3+j)]=hr_00_0+j*pr_00;   // Real part interpolated 
   ch_est00[2*(k_0+3*k-3+j)+1]=hi_00_0+j*pi_00;   // Imaginary part interpolated 
   ch_est01[2*(k_0+3*k-3+j)]=hr_01_0+j*pr_01;   // Real part interpolated 
   ch_est01[2*(k_0+3*k-3+j)+1]=hi_01_0+j*pi_01;   // Imaginary part interpolated 
       
   if (Control.R==2) 
   { 
    ch_est10[2*(k_0+3*k-3+j)]=hr_10_0+j*pr_10;  // Real part interpolated 
    ch_est10[2*(k_0+3*k-3+j)+1]=hi_10_0+j*pi_10;  // Imaginary part interpolated 
    ch_est11[2*(k_0+3*k-3+j)]=hr_11_0+j*pr_11;  // Real part interpolated 
    ch_est11[2*(k_0+3*k-3+j)+1]=hi_11_0+j*pi_11;  // Imaginary part interpolated 
   } 
  }  
    
  hr_00_0=hr_00_1; 
  hi_00_0=hi_00_1; 
  hr_01_0=hr_01_1; 
  hi_01_0=hi_01_1; 
    
  if (Control.R==2) 
  { 
   hr_10_0=hr_10_1; 
   hi_10_0=hi_10_1; 
   hr_11_0=hr_11_1; 
   hi_11_0=hi_11_1; 
  }  
  //--- End Central Interpolation ---   
    
  for (k=(2*Tx_frame.Nrb+1); k<4*Tx_frame.Nrb; k++)  // Second half 
  {   
     
   hr_00_1=ch_est00[2*(k_0+3*k+1)];  // Next sample (real part) 
   hi_00_1=ch_est00[2*(k_0+3*k+1)+1];  // Next sample (imaginary part) 
   hr_01_1=ch_est01[2*(k_0+3*k+1)];  // Next sample (real part) 
   hi_01_1=ch_est01[2*(k_0+3*k+1)+1];  // Next sample (imaginary part) 
    
   pr_00=(hr_00_1-hr_00_0)/3.0; 
   pi_00=(hi_00_1-hi_00_0)/3.0; 
   pr_01=(hr_01_1-hr_01_0)/3.0; 
   pi_01=(hi_01_1-hi_01_0)/3.0; 
    
   if (Control.R==2) 
   { 
    hr_10_1=ch_est10[2*(k_0+3*k+1)];  // Next sample (real part) 
    hi_10_1=ch_est10[2*(k_0+3*k+1)+1];  // Next sample (imaginary part) 
    hr_11_1=ch_est11[2*(k_0+3*k+1)];  // Next sample (real part) 
    hi_11_1=ch_est11[2*(k_0+3*k+1)+1];  // Next sample  
     
    pr_10=(hr_10_1-hr_10_0)/3.0; 
    pi_10=(hi_10_1-hi_10_0)/3.0; 
    pr_11=(hr_11_1-hr_11_0)/3.0; 
    pi_11=(hi_11_1-hi_11_0)/3.0; 
   } 
    
    
 
 
 
 107
for (j=1; j<=2; j++)  // // Interpolation (2 positions) 
   { 
    ch_est00[2*(k_0+3*k-3+j+1)]=hr_00_0+j*pr_00;  // Real part interpolated 
    ch_est00[2*(k_0+3*k-3+j+1)+1]=hi_00_0+j*pi_00;  // Imaginary part interpolated 
    ch_est01[2*(k_0+3*k-3+j+1)]=hr_01_0+j*pr_01;  // Real part interpolated 
    ch_est01[2*(k_0+3*k-3+j+1)+1]=hi_01_0+j*pi_01;  // Imaginary part interpolated 
     
    if (Control.R==2) 
    { 
     ch_est10[2*(k_0+3*k-3+j+1)]=hr_10_0+j*pr_10;   // Real part interpolated 
     ch_est10[2*(k_0+3*k-3+j+1)+1]=hi_10_0+j*pi_10;  // Imaginary part interpolated 
     ch_est11[2*(k_0+3*k-3+j+1)]=hr_11_0+j*pr_11;   // Real part interpolated 
     ch_est11[2*(k_0+3*k-3+j+1)+1]=hi_11_0+j*pi_11;  // Imaginary part interpolated 
    } 
   } 
   
   if (k==(4*Tx_frame.Nrb-1)) 
   { 
    for(j=1; j<=2; j++)   // Extrapolation (2 positions) 
    { 
     ch_est00[2*(k_0+3*k+j+1)]=ch_est00[2*(k_0+3*k+1)]+j*pr_00;     
// Real part interpolated 
     ch_est00[2*(k_0+3*k+j+1)+1]=ch_est00[2*(k_0+3*k+1)+1]+j*pi_00 ;  
 // Imm part interpolated 
     ch_est01[2*(k_0+3*k+j+1)]=ch_est01[2*(k_0+3*k+1)]+j*pr_01;    
 // Real part interpolated 
     ch_est01[2*(k_0+3*k+j+1)+1]=ch_est01[2*(k_0+3*k+1)+1]+j*pi_01;  
 // Imm part interpolated 
     
     if (Control.R==2) 
     { 
      ch_est10[2*(k_0+3*k+j+1)]=ch_est10[2*(k_0+3*k+1)]+j*pr_10; 
      // Real part interpolated 
      ch_est10[2*(k_0+3*k+j+1)+1]=ch_est10[2*(k_0+3*k+1)+1]+j*pi_10; 
      // Imaginary part interpolated 
      ch_est11[2*(k_0+3*k+j+1)]=ch_est11[2*(k_0+3*k+1)]+j*pr_11; 
      // Real part interpolated 
      ch_est11[2*(k_0+3*k+j+1)+1]=ch_est11[2*(k_0+3*k+1)+1]+j*pi_11; 
      // Imaginary part interpolated 
     } 
    } 
   } 
   
   hr_00_0=hr_00_1; 
   hi_00_0=hi_00_1; 
   hr_01_0=hr_01_1; 
   hi_01_0=hi_01_1; 
    
   if (Control.R==2) 
   { 
    hr_10_0=hr_10_1; 
    hi_10_0=hi_10_1; 
    hr_11_0=hr_11_1; 
    hi_11_0=hi_11_1; 
   } 
    
  } 
  //---- End Interpolation/Extrapolation on ch_est ---- 
 }   
           
 free((void*)ch_est_curr00); // Current estimated channel on pilots of received symbol 
 free((void*)ch_est_curr01); 
 free((void*)ch_est_curr10); 
 free((void*)ch_est_curr11); 
  
 return; 
} 
 
//*** End MIMO channel estimator function *** 
//-------------------------------------------------// 
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//*** QR decomposition(Gram-Schmidt process) function *** 
 
void g_s(complex A[2][2], complex Q[2][2], complex R[2][2]) 
{  
 complex U[2][2]; 
 double normU1; 
 double numero; 
 complex E[2]; 
 complex Numeratore; 
 complex prodscalare_E; 
 complex prodscal; 
 double normU2; 
 
 U[0][0].real=A[0][0].real; 
 U[0][0].imm=A[0][0].imm; 
 U[1][0].real=A[1][0].real; 
 U[1][0].imm=A[1][0].imm; 
 
 normU1=sqrt(U[0][0].real*U[0][0].real+U[0][0].imm*U[0][0].imm+U[1][0].real*U[1][0].real+U[1][0].imm*U[1][0].imm); 
 
 E[0].real=U[0][0].real/normU1; 
 E[0].imm=U[0][0].imm/normU1; 
 E[1].real=U[1][0].real/normU1; 
 E[1].imm=U[1][0].imm/normU1; 
  
 prodscalare_E.real=E[0].real*E[0].real+E[0].imm*E[0].imm+E[1].real*E[1].real+E[1].imm*E[1].imm; 
 prodscalare_E.imm=-E[0].real*E[0].imm+E[0].imm*E[0].real-E[1].real*E[1].imm+E[1].imm*E[1].real; 
 
 prodscal.real=E[0].real*A[0][1].real+E[0].imm*A[0][1].imm+E[1].real*A[1][1].real+E[1].imm*A[1][1].imm; 
 prodscal.imm=E[0].real*A[0][1].imm-E[0].imm*A[0][1].real+E[1].real*A[1][1].imm-E[1].imm*A[1][1].real; 
  
 numero=pow(prodscalare_E.real,2)+pow(prodscalare_E.imm,2); 
 Numeratore.real=prodscal.real*prodscalare_E.real+prodscal.imm*prodscalare_E.imm; 
 Numeratore.imm=-prodscal.real*prodscalare_E.imm+prodscal.imm*prodscalare_E.real; 
 
 U[0][1].real=A[0][1].real-((Numeratore.real*E[0].real-Numeratore.imm*E[0].imm))/numero; 
 U[0][1].imm=A[0][1].imm-((Numeratore.real*E[0].imm+Numeratore.imm*E[0].real))/numero; 
 U[1][1].real=A[1][1].real-((Numeratore.real*E[1].real-Numeratore.imm*E[1].imm))/numero; 
 U[1][1].imm=A[1][1].imm-((Numeratore.real*E[1].imm+Numeratore.imm*E[1].real))/numero; 
 
 normU2=sqrt(U[0][1].real*U[0][1].real+U[0][1].imm*U[0][1].imm+U[1][1].real*U[1][1].real+U[1][1].imm*U[1][1].imm); 
  
 Q[0][0].real=U[0][0].real/normU1; 
 Q[0][0].imm=U[0][0].imm/normU1; 
 Q[0][1].real=U[0][1].real/normU2; 
 Q[0][1].imm=U[0][1].imm/normU2; 
 Q[1][0].real=U[1][0].real/normU1; 
 Q[1][0].imm=U[1][0].imm/normU1; 
 Q[1][1].real=U[1][1].real/normU2; 
 Q[1][1].imm=U[1][1].imm/normU2; 
 
 R[0][0].real=Q[0][0].real*A[0][0].real+Q[0][0].imm*A[0][0].imm+Q[1][0].real*A[1][0].real+Q[1][0].imm*A[1][0].imm; 
 R[0][0].imm=Q[0][0].real*A[0][0].imm-Q[0][0].imm*A[0][0].real+Q[1][0].real*A[1][0].imm-Q[1][0].imm*A[1][0].real; 
 R[0][1].real=Q[0][0].real*A[0][1].real+Q[0][0].imm*A[0][1].imm+Q[1][0].real*A[1][1].real+Q[1][0].imm*A[1][1].imm; 
 R[0][1].imm=Q[0][0].real*A[0][1].imm-Q[0][0].imm*A[0][1].real+Q[1][0].real*A[1][1].imm-Q[1][0].imm*A[1][1].real; 
 R[1][0].real=Q[0][1].real*A[0][0].real+Q[0][1].imm*A[0][0].imm+Q[1][1].real*A[1][0].real+Q[1][1].imm*A[1][0].imm; 
 R[1][0].imm=Q[0][1].real*A[0][0].imm-Q[0][1].imm*A[0][0].real+Q[1][1].real*A[1][0].imm-Q[1][1].imm*A[1][0].real; 
 R[1][1].real=Q[0][1].real*A[0][1].real+Q[0][1].imm*A[0][1].imm+Q[1][1].real*A[1][1].real+Q[1][1].imm*A[1][1].imm; 
 R[1][1].imm=Q[0][1].real*A[0][1].imm-Q[0][1].imm*A[0][1].real+Q[1][1].real*A[1][1].imm-Q[1][1].imm*A[1][1].real; 
/*  
 A1[0][0].real=Q[0][0].real*R[0][0].real-Q[0][0].imm*R[0][0].imm+Q[0][1].real*R[1][0].real-Q[0][1].imm*R[1][0].imm; 
 A1[0][0].imm=Q[0][0].real*R[0][0].imm+Q[0][0].imm*R[0][0].real+Q[0][1].real*R[1][0].imm+Q[0][1].imm*R[1][0].real; 
 A1[0][1].real=Q[0][0].real*R[0][1].real-Q[0][0].imm*R[0][1].imm+Q[0][1].real*R[1][1].real-Q[0][1].imm*R[1][1].imm; 
 A1[0][1].imm=Q[0][0].real*R[0][1].imm+Q[0][0].imm*R[0][1].real+Q[0][1].real*R[1][1].imm+Q[0][1].imm*R[1][1].real; 
 A1[1][0].real=Q[1][0].real*R[0][0].real-Q[1][0].imm*R[0][0].imm+Q[1][1].real*R[1][0].real-Q[1][1].imm*R[1][0].imm; 
 A1[1][0].imm=Q[1][0].real*R[0][0].imm+Q[1][0].imm*R[0][0].real+Q[1][1].real*R[1][0].imm+Q[1][1].imm*R[1][0].real; 
 A1[1][1].real=Q[1][0].real*R[0][1].real-Q[1][0].imm*R[0][1].imm+Q[1][1].real*R[1][1].real-Q[1][1].imm*R[1][1].imm; 
 A1[1][1].imm=Q[1][0].real*R[0][1].imm+Q[1][0].imm*R[0][1].real+Q[1][1].real*R[1][1].imm+Q[1][1].imm*R[1][1].real; 
*/ 
 return; 
} 
 
//*** End QR decomposition(Gram-Schmidt process) function *** 
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//**************** SNR metod function ************** 
 
void estima(double SNR, complex H[2][2], complex A[2][2]) 
{   
 complex H_Htc[2][2]; 
 complex B[2][2]; 
 complex Det; 
 double Det2; 
 complex Binv[2][2]; 
 
 H_Htc[0][0].real=pow(H[0][0].real,2)+pow(H[0][0].imm,2)+pow(H[0][1].real,2)+pow(H[0][1].imm,2); 
 H_Htc[0][0].imm=0; 
 H_Htc[0][1].real=H[0][0].real*H[1][0].real+H[0][0].imm*H[1][0].imm+H[0][1].real*H[1][1].real+H[0][1].imm*H[1][1].imm; 
 H_Htc[0][1].imm=-H[0][0].real*H[1][0].imm+H[0][0].imm*H[1][0].real+H[0][1].imm*H[1][1].real-H[0][1].real*H[1][1].imm; 
 H_Htc[1][0].real=H[1][0].real*H[0][0].real+H[1][0].imm*H[0][0].imm+H[1][1].real*H[0][1].real+H[1][1].imm*H[0][1].imm; 
 H_Htc[1][0].imm=H[1][0].imm*H[0][0].real-H[0][0].imm*H[1][0].real-H[0][1].imm*H[1][1].real+H[1][1].imm*H[0][1].real;  
 H_Htc[1][1].real=pow(H[1][0].real,2)+pow(H[1][0].imm,2)+pow(H[1][1].real,2)+pow(H[1][1].imm,2); 
 H_Htc[1][1].imm=0; 
 
 B[0][0].real=1+SNR*H_Htc[0][0].real; 
 B[0][0].imm=SNR*H_Htc[0][0].imm; 
 B[0][1].real=SNR*H_Htc[0][1].real; 
 B[0][1].imm=SNR*H_Htc[0][1].imm; 
 B[1][0].real=SNR*H_Htc[1][0].real; 
 B[1][0].imm=SNR*H_Htc[1][0].imm; 
 B[1][1].real=1+SNR*H_Htc[1][1].real; 
 B[1][1].imm=SNR*H_Htc[1][1].imm; 
 Det.real=B[0][0].real*B[1][1].real-B[0][0].imm*B[1][1].imm-B[0][1].real*B[1][0].real+B[0][1].imm*B[1][0].imm; 
 Det.imm=B[0][0].real*B[1][1].imm+B[0][0].imm*B[1][1].real-B[0][1].real*B[1][0].imm-B[0][1].imm*B[1][0].real; 
 Det2=pow(Det.real,2)+pow(Det.imm,2); 
  
 Binv[0][0].real=(B[1][1].real*Det.real+B[1][1].imm*Det.imm)/Det2; 
 Binv[0][0].imm=(B[1][1].imm*Det.real-B[1][1].real*Det.imm)/Det2; 
 Binv[0][1].real=(-B[0][1].real*Det.real-B[0][1].imm*Det.imm)/Det2; 
 Binv[0][1].imm=(-B[0][1].imm*Det.real+B[0][1].real*Det.imm)/Det2; 
 Binv[1][0].real=(-B[1][0].real*Det.real-B[1][0].imm*Det.imm)/Det2; 
 Binv[1][0].imm=(-B[1][0].imm*Det.real+B[1][0].real*Det.imm)/Det2; 
 Binv[1][1].real=(B[0][0].real*Det.real+B[0][0].imm*Det.imm)/Det2; 
 Binv[1][1].imm=(B[0][0].imm*Det.real-B[0][0].real*Det.imm)/Det2; 
 
 A[0][0].real=(H[0][0].real*Binv[0][0].real+H[0][0].imm*Binv[0][0].imm+H[1][0].real*Binv[1][0].real+H[1][0].imm*Binv[1][0].imm)*SNR; 
 A[0][0].imm=(H[0][0].real*Binv[0][0].imm-H[0][0].imm*Binv[0][0].real+H[1][0].real*Binv[1][0].imm-H[1][0].imm*Binv[1][0].real)*SNR; 
 A[0][1].real=(H[0][0].real*Binv[0][1].real+H[0][0].imm*Binv[0][1].imm+H[1][0].real*Binv[1][1].real+H[1][0].imm*Binv[1][1].imm)*SNR; 
 A[0][1].imm=(H[0][0].real*Binv[0][1].imm-H[0][0].imm*Binv[0][1].real+H[1][0].real*Binv[1][1].imm-H[1][0].imm*Binv[1][1].real)*SNR; 
 A[1][0].real=(H[0][1].real*Binv[0][0].real+H[0][1].imm*Binv[0][0].imm+H[1][1].real*Binv[1][0].real+H[1][1].imm*Binv[1][0].imm)*SNR; 
 A[1][0].imm=(H[0][1].real*Binv[0][0].imm-H[0][1].imm*Binv[0][0].real+H[1][1].real*Binv[1][0].imm-H[1][1].imm*Binv[1][0].real)*SNR; 
 A[1][1].real=(H[0][1].real*Binv[0][1].real+H[0][1].imm*Binv[0][1].imm+H[1][1].real*Binv[1][1].real+H[1][1].imm*Binv[1][1].imm)*SNR; 
 A[1][1].imm=(H[0][1].real*Binv[0][1].imm-H[0][1].imm*Binv[0][1].real+H[1][1].real*Binv[1][1].imm-H[1][1].imm*Binv[1][1].real)*SNR; 
  
 return; 
} 
 
//**************** End SNR metod function ************** 
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APPENDICE B: ACRONIMI 
 
3GPP = Third Generation Partnership Project 
AP = Access Point 
ARMA = Auto Regressive Mobile Average 
AWGN = Additive White Gaussian Noise 
BER = Bit Error Rate 
BLAST = Bell Labs Layered Space Time 
BS = Base Station 
CDD = Cyclic Delay Diversity 
CDMA = Code Division Multiple Access 
DCT = Discrete Cosine Transform 
DFT = Discrete Fourier Transform 
DSP = Digital Signal Processing 
EDGE = Enhanced Data rates for GSM Evolution 
FDD = Frequency Division Duplexing 
FDMA = Frequency Division Multiple Access 
FFT = Fast Fourier Transform 
FIR = Finite Impulse Response 
GSM = Global System for Mobile communications 
HSPA = High‐Speed Packet Access 
HSDPA = High‐Speed Downlink Packet Access 
HSUPA = High‐Speed Uplink Packet Access 
ICI = Inter‐Carrier Intereference 
ITU = International Telecommunication Union 
IDFT = Inverse Discrete Fourier Transform 
IFFT = Inverse Fast Fourier Transform 
ISI = Inter Symbolic Interference 
LTE = Long Term Evolution 
MIMO = Multiple Input Multiple Output 
MISO = Multiple Input Single Output 
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MRC = Maximal Ratio Combining 
NGN = Next Generation Network 
OFDM = Orthogonal Frequency‐Division Multiplexing 
OFDMA = Orthogonal Frequency‐Division Multiple Access 
PSTN = Public Switched Telephone Network 
QAM = Quadrature Amplitude Modulation 
QPSK = Quadrature Phase‐Shift Keying 
QoS = Quality of Service 
SAE = System Architecture Evolution 
SER = Symbol Error Rate 
SIP = Session Initial Protocol 
SIMO = Single Input Multiple Output 
SISO = Single Input Single Output 
SNR = Signal-to-Noise Ratio 
STBC = Space Time Block Code 
STTC = Space Time Trellis Codes 
TDD = Time Division Duplexing 
TDM = Time Division Multiplexing 
UMTS = Universal Mobile Telecommunication System 
WIMAX = Worldwide Interoperability for Microwave Access 
WLAN = Wireless Local Area Network 
ZCS = Zadoff‐Chu Sequence 
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