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2 YUNBO ZENG
1. Introduction.
For a finite-dimensional integrable Hamiltonian systems (FDIHS), let m denote the
number of degrees of freedom, and Pi, i = 1, ..., m, be functionally independent inte-
grals of motion in involution, the separation of variables means to construct m pairs of
canonical separated variables vk, uk, k = 1, ..., m, [1,2,3]
{uk, ul} = {vk, vl} = 0, {vk, ul} = δkl, k, l = 1, ..., m, (1.1)
and m functions fk such that
fk(uk, vk, P1, ..., Pm) = 0, k = 1, ..., m, (1.2)
which are called separated equations. The equations (1.2) give rise to an explicit fac-
torization of the Liouville tori. For the FDIHSs with the Lax matrices admitting the
r-matrices of the XXX,XXZ and XY Z type, there is a general approach to their sep-
aration of variables [1-6]. The corresponding separated equations enable us to express
the generating function of canonical transformation in completely separated form as an
abelian integral on the associated invariant spectral curve. The resulted linearizing map
is essentially the Abel map to the Jacobi variety of the spectral curve, thus providing a
link with the algebro-geometric linearization methods given by [7-9].
The separation of variables for a FDIHS requires that the number of canonical sep-
arated variables uk should be equal to the number m of degrees of freedom. In some
cases, the number of uk resulted by the normal method may be less than m and one
needs to introduce some additional canonical separated variables. So far very few mod-
els in these cases have been studied. These cases remain to be a challenging problem
[3].
The separation of variables for constrained flows of soliton equations has been stud-
ied (see, for example, [4,10-14]). In recent years binary constrained flows of soliton
hierarchies have attracted attention (see, for example, [15-22]). However the separation
of variables for binary constrained flows has not been studied. The degree of freedom
for high-order binary constrained flows admitting 2×2 Lax matricesM =
(
A(λ) B(λ)
C(λ) −A(λ)
)
is a natural number 2N+k0. Via the Lax matrixM , N+k0 pairs of canonical separated
variables u1, ..., uN+k0 can be introduced by the set of zeros of B(λ) and vk = A(uk),
and N + k0 separated equations can be found from the generation function of intrgrals
of motions. In previous papers [23,24] we pesented a method with two different ways for
determining additional N pairs of canonical separated variables and additional N sepa-
rated equations for first binary constrained flows with 2N degree of freedom. The main
idea in [23,24] is to construct two functions B˜(λ) and A˜(λ) and define uN+1, ..., u2N
by the set of zeros of B˜(λ) and vN+k = A˜(uN+k). The ways for constructing B˜(λ)
and A˜(λ) in [23] and [24] are some different. In present paper we propose a completely
different method from that in [23,24] to introduce the additional N separated variables
and N separated equations for high-order binary constrained flows with 2N + k0 de-
gree of freedom. It is observed that the introduction of vk has some link with integrals
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of motion and should lead to the separated equations. We find that there are N in-
tegrals of motion PN+k0+1, ..., P2N+k0 among the 2N + k0 integrals of motion for the
high-order binary constrained flows which commute with A(λ) and B(λ). This ob-
servation and property stimulate us to directly use the additional integrals of motion
to define both the N pairs of additional separated variables and N separated equa-
tions by vN+k0+j = PN+k0+j , j = 1, ..., N . Then we can find the conjugated variables
uN+k0+j , 1, ..., N, commuting with A(λ) and B(λ). In contrast to the method in [23,24],
this method is easer to be applied to the high-order binary constrained flows.
We will also present the separation of variables of soliton equations. The first step is to
factorize (1+1)−dimensional soliton equations into two commuting x− and t−FDIHSs
via high-order binary constrained flows, namely the x− and t−dependences of the soliton
equations are separated by the x− and t−FDIHSs obtained from the x- and t-binary
constrained flows. The second step is to produce separation of variables for the x− and
t−FDIHDs. Finally, combining the factorization of soliton equations with the Jacobi
inversion problems for x− and t−FDIHSs enables us to establish the Jacobi inversion
problems for soliton equations. If the Jacobi inversion problem can be solved by the
Jacobi inversion technique [7], one can obtain the solution in terms of the Riemann-
theta function for soliton equations. We illustrate the method by KdV, AKNS and
Kaup-Newell (KN) hierarchies. The paper is organized as follows.
In section 2, we first recall the high-order binary constrained flows and factorization of
the KdV hierarchy. Then propose the mehtod for introducing the N pairs of additional
separated variables. We illustrate the method by both first binary constrained flow
and second binary constrained flow. Finally we present the separation of variables for
KdV hierarchy. In section 3 and 4, the method is applied to the AKNS hierarchy and
KN hierarchy, respectively. In fact this method can be applied to all high-order binary
constrained flows and other soliton hierarchies admitting 2× 2 Lax pairs.
2. Separation of variables for the KdV equations.
We first recall the high-order binary constrained flows of the KdV hierarchy.
2.1 High-order binary constrained flows of the KdV hierarchy.
Consider the Schro¨dinger equation [25]
φxx + (λ+ u)φ = 0
which is equivalent to the following spectral problem
φx = U(u, λ)φ, U(u, λ) =
(
0 1
−λ− u 0
)
, φ =
(
φ1
φ2
)
. (2.1)
Take the time evolution law of φ as
φtn = V
(n)(u, λ)φ, (2.2)
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where
V (n)(u, λ) =
n+1∑
i=0
(
ai bi
ci −ai
)
λn+1−i +
(
0 0
bn+2 0
)
,
a0 = b0 = 0, c0 = −1, a1 = 0, b1 = 1,
bk+1 = Lbk = −
1
2
Lk−1u, , ak = −
1
2
bk,x, ck = −
1
2
bk,xx − bk+1 − bku, k = 1, 2, · · · ,
L = −
1
4
∂2 − u+
1
2
∂−1ux, ∂ = ∂x, ∂
−1∂ = ∂∂−1 = 1. (2.3)
The compatibility condition of (2.1) and (2.2) gives rise to the n-th KdV equation
which can be written as an infinite-dimensional Hamiltonian system [25]
utn = −2bn+2,x = ∂L
nu = ∂
δHn
δu
, (2.4)
with the Hamiltonian Hn =
4bn+3
2n+3 and
δHn
δu
= −2bn+2.
For n = 1 we have
φt1 = V
(1)(u, λ)φ, V (1) =
(
1
4ux λ−
1
2u
−λ2 − 1
2
uλ+ 1
4
uxx +
1
2
u2 −1
4
ux
)
, (2.5)
and the equation (2.4) for n = 1 is the well-known KdV equation
ut1 = −
1
4
(uxxx + 6uux). (2.6)
The adjoint spectral problem reads
ψx = −U
T (u, λ)ψ, ψ =
(
ψ1
ψ2
)
. (2.7)
By means of the formula in [26], we have
δλ
δu
= Tr[
(
φ1ψ1 φ1ψ2
φ2ψ1 φ2ψ2
)
∂U(u, λ)
∂u
] = −ψ2φ1.
According to [15-22], the high-order binary x-constrained flows of the KdV hierar-
chy (2.4) consist of the equations obtained from the spectral problem (2.1) and the
adjoint spectral problem (2.7) for N distinct real numbers λj and the restriction of the
variational
derivatives for the conserved quantities Hk0 (for any fixed k0) and λj :
Φ1,x = Φ2, Φ2,x = −ΛΦ1 − uΦ1, (2.8a)
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Ψ1,x = ΛΨ2 + uΨ2, Ψ2,x = −Ψ1, (2.8b)
δHk0
δu
−
N∑
j=1
δλj
δu
= −2bk0+2+ < Ψ2,Φ1 >= 0. (2.8c)
Hereafter we denote the inner product in RN by < ., . > and
Φi = (φi1, · · · , φiN )
T , Ψi = (ψi1, · · · , ψiN )
T , i = 1, 2, Λ = diag(λ1, · · · , λN ).
The binary tn-constrained flows of the KdV hierarchy (2.4) are defined by the replicas
of (2.2) and its adjoint system for N distinct real number λj(
φ1j
φ2j
)
tn
= V (n)(u, λj)
(
φ1j
φ2j
)
,
(
ψ1j
ψ2j
)
tn
= −(V (n)(u, λj))
T
(
ψ1j
ψ2j
)
, j = 1, ..., N,
(2.9a)
as well as the n-th KdV equation itself (2.4) in the case of the higher-order constraint
for k0 ≥ 1
utn = −2bn+2,x. (2.9b)
(1) For k0 = 0, we have
b2 = −
1
2
u =
1
2
< Ψ2,Φ1 >, i.e., u = − < Ψ2,Φ1 > . (2.10)
By substituting (2.10), (2.8a) and (2.8b) becomes a finite-dimensional Hamiltonian sys-
tem (FDHS) [18]
Φ1x =
∂F1
∂Ψ1
, Φ2x =
∂F1
∂Ψ2
, Ψ1x = −
∂F1
∂Φ1
, Ψ2x = −
∂F1
∂Φ2
, (2.11)
F1 =< Ψ1,Φ2 > − < ΛΨ2,Φ1 > +
1
2
< Ψ2,Φ1 >
2 .
Under the constraint (2.10) and the x-FDHS (2.11), the binary t1-constrained flow
obtained from (2.9a) with V (1) given by (2.5) can also be written as a t1-FDHS
Φ1,t1 =
∂F2
∂Ψ1
, Φ2,t1 =
∂F2
∂Ψ2
, Ψ1,t1 = −
∂F2
∂Φ1
, Ψ2,t1 = −
∂F2
∂Φ2
, (2.12)
F2 = − < Λ
2Ψ2,Φ1 > + < ΛΨ1,Φ2 > +
1
2
< Ψ2,Φ1 >< ΛΨ2,Φ1 >
+
1
2
< Ψ2,Φ1 >< Ψ1,Φ2 > +
1
8
(< Ψ2,Φ2 > − < Ψ1,Φ1 >)
2.
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The Lax representation for the x-constrained flow (2.8) and the tn-constrained flow
(2.9) can be deduced from the adjoint representation of (2.1) and (2.2) by using the
method in [27,28]
Mx = [U˜ ,M ], Mtn = [V˜
(n),M ], (2.13)
where U˜ and V˜ (n) are obtained from U and V (n) under the system (2.8), and the Lax
matrix M is of the form
M =
(
A(λ) B(λ)
C(λ) −A(λ)
)
.
The Lax matrix M for x-FDHS (2.11) and t1-FDHS (2.12) is given by
A(λ) =
1
4
N∑
j=1
ψ1jφ1j − ψ2jφ2j
λ− λj
, B(λ) = 1 +
1
2
N∑
j=1
ψ2jφ1j
λ− λj
,
C(λ) = −λ+
1
2
< Ψ2,Φ1 > +
1
2
N∑
j=1
ψ1jφ2j
λ− λj
. (2.14)
The generating function of integrals of motion for (2.11) and (2.12) yields
A2(λ) +B(λ)C(λ) ≡ P (λ) = −λ+
N∑
j=1
[
Pj
λ− λj
+
P 2N+j
(λ− λj)2
], (2.15)
where P1, ..., P2N are independent integrals of motion for the FDHSs (2.11) and (2.12)
Pj =
1
2
ψ1jφ2j + (−
1
2
λj +
1
4
< Ψ2,Φ1 >)ψ2jφ1j
+
1
8
∑
k 6=j
1
λj − λk
[(ψ1jφ1j − ψ2jφ2j)(ψ1kφ1k − ψ2kφ2k) + 4ψ1jφ2jψ2kφ1k], (2.16a)
PN+j =
1
4
(ψ1jφ1j + ψ2jφ2j), j = 1, ..., N. (2.16b)
It is easy to verify that
F1 = 2
N∑
j=1
Pj , F2 = 2
N∑
j=1
(λjPj + P
2
N+j). (2.17)
With respect to the standard Poisson bracket
{f, g} =
N∑
j=1
(
∂f
∂ψ1j
∂g
∂φ1j
+
∂f
∂ψ2j
∂g
∂φ2j
−
∂f
∂φ1j
∂g
∂ψ1j
−
∂f
∂φ2j
∂g
∂ψ2j
), (2.18)
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by calculating the formulas like (2.31), it is easy to verify that
{A2(λ) +B(λ)C(λ), A2(µ) +B(µ)C(µ)} = 0, (2.19)
which implies that P1, .., P2N are in involution, (2.11) and (2.12) are FDIHSs and com-
mute with each other. The construction of (2.11) and (2.12) ensures that if (Ψ1,Ψ2,Φ1,Φ2)
satisfies the FDIHSs (2.11) and (2.12) simultaneously, then u defined by (2.10) solves
the KdV equation (2.6).
Set
A2(λ) +B(λ)C(λ) = λ
∞∑
k=0
F˜kλ
−k, (2.20)
where F˜k, k = 1, 2, ..., are also integrals of motion for both the x-FDHSs (2.11) and the
tn-binary constrained flows (2.9). Comparing (2.20) with (2.15), one gets
F˜0 = −1, F˜1 = 0, F˜k =
N∑
j=1
[λk−2j Pj + (k − 2)λ
k−3
j P
2
N+j ], k = 2, 3, .... (2.21)
By employing the method in [28,29], the tn-FDIHS obtained from the tn-binary con-
strained flow (2.9) is found to be of the form
Φ1,tn =
∂Fn+1
∂Ψ1
, Φ2,tn =
∂Fn+1
∂Ψ2
, Ψ1,tn = −
∂Fn+1
∂Φ1
, Ψ2,tn = −
∂Fn+1
∂Φ2
, (2.22a)
Fn+1 =
n∑
m=0
(
1
2
)m−1
αm
m+ 1
∑
l1+...+lm+1=n+2
F˜l1 ...F˜lm+1 , (2.22b)
where l1 ≥ 1, ..., lm+1 ≥ 1, α0 = 1, α1 =
1
2
, α2 =
3
2
, and [28,29]
αm = 2αm−1 +
m−2∑
l=1
αlαm−l−1 −
1
2
m−1∑
l=1
αlαm−l, m ≥ 3. (2.22c)
The n-th KdV equation (2.4) is factorized by the x-FDIHS (2.11) and the tn-FDIHS
(2.22).
(2) For k0 = 1, one gets
b3 =
1
8
(uxx + 3u
2) =
1
2
< Ψ2,Φ1 > . (2.23)
By introducing q = u, p = 14ux, (2.8a), (2.8b) and (2.23) can be written as a x-FDHS
Φix =
∂F1
∂Ψi
, Ψix = −
∂F1
∂Φi
, i = 1, 2, qx =
∂F1
∂p
, px = −
∂F1
∂q
, (2.24)
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F1 = − < ΛΨ2,Φ1 > + < Ψ1,Φ2 > −q < Ψ2,Φ1 > +2p
2 +
1
4
q3.
Under the constraint (2.23), V (1) becomes
V˜ (1) =
(
p λ− 1
2
q
−λ2 − 12qλ+ < Ψ2,Φ1 > −
1
4q
2 −p
)
. (2.25)
Under the constraint (2.23) and the x-FDHS (2.24), the binary t1-constrained flow
consists of (2.9a) with V (1) replaced by V˜ (1) and (2.9b) given by (2.6) can also be
written as a t1-FDHS
Φit1 =
∂F2
∂Ψi
, Ψit1 = −
∂F2
∂Φi
, i = 1, 2, qt1 =
∂F2
∂p
, pt1 = −
∂F2
∂q
, (2.26)
F2 = − < Λ
2Ψ2,Φ1 > + < ΛΨ1,Φ2 > −
1
2
q < ΛΨ2,Φ1 > −
1
2
q < Ψ1,Φ2 >
+p < Ψ1,Φ1 > −p < Ψ2,Φ2 > +
1
2
< Ψ2,Φ1 >
2 −
1
4
q2 < Ψ2,Φ1 > .
The Lax representations for the x-FDHS (2.24) and the t1-FDHS (2.26), which can
can be deduced from the adjoint representation of (2.1) and (2.2), are given by (2.13)
with V˜ (1) defined by (2.25) and U˜ obtained from U by using q instead of u as well as
M given by
A(λ) = p+
1
4
N∑
j=1
ψ1jφ1j − ψ2jφ2j
λ− λj
, B(λ) = λ−
1
2
q +
1
2
N∑
j=1
ψ2jφ1j
λ− λj
,
C(λ) = −λ2 −
1
2
qλ+
1
2
< Ψ2,Φ1 > −
1
4
q2 +
1
2
N∑
j=1
ψ1jφ2j
λ− λj
. (2.27)
The generating function of integrals of motion for (2.24) and (2.26) yields
A2(λ) +B(λ)C(λ) ≡ P (λ) = −λ3 + P0 +
N∑
j=1
[
Pj
λ− λj
+
P 2N+j
(λ− λj)2
], (2.28)
where P0, ..., P2N are independent integrals of motion for the FDHSs (2.24) and (2.26)
and P0 =
1
2F1,
Pj = −
1
2
λ2jψ2jφ1j +
1
2
λjψ1jφ2j −
1
4
λjqψ2jφ1j −
1
4
qψ1jφ2j
+
1
2
p(ψ1jφ1j − ψ2jφ2j) +
1
4
(< Ψ2,Φ1 > −
1
2
q2)ψ2jφ1j
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+
1
8
∑
k 6=j
1
λj − λk
[(ψ1jφ1j − ψ2jφ2j)(ψ1kφ1k − ψ2kφ2k) + 4ψ1jφ2jψ2kφ1k], (2.29a)
PN+j =
1
4
(ψ1jφ1j + ψ2jφ2j), j = 1, ..., N. (2.29b)
We have
F1 = 2P0, F2 = 2
N∑
j=1
Pj . (2.30)
Similarly, it can be shown that (2.24) and (2.26) are FDIHSs and commute with each
other. The KdV equation (2.6) is factorized by x-FDIHS (2.24) and t1-FDIHS (2.26). If
(Ψ1,Ψ2, p,Φ1,Φ2, q) satisfies the FDIHSs (2.24) and (2.26) simultaneously, then u = q
solves the KdV equation (2.6).
2.2 The separation of variables for the KdV equations.
(1) For the case k0 = 0, we first consider the separation of variables for FDIHSs
(2.11) and (2.12). With respect to the standard Poisson bracket (2.18), it is found that
for the A(λ) and B(λ) given by (2.14) we have
{A(λ), A(µ)} = {B(λ), B(µ)} = 0, {A(λ), B(µ)} =
1
2(λ− µ)
[B(µ)−B(λ)]. (2.31)
An effective way to introduce the separated variables vk, uk and to obtain the separated
equations is to use the Lax matrixM and the generating function of integrals of motion.
The commutator relations (2.31) and the equation (2.15) enable us to define the first
N pairs of the canonical variables u1, ..., uN by the set of zeros of B(λ) [1-3]
B(λ) = 1 +
1
2
N∑
j=1
ψ2jφ1j
λ− λj
=
R(λ)
K(λ)
, (2.32a)
where
R(λ) =
N∏
k=1
(λ− uk), K(λ) =
N∏
k=1
(λ− λk),
and v1, ..., vN by
vk = 2A(uk), k = 1, ..., N. (2.32b)
The commutator relations (2.31) guarantee that u1, ..., uN and v1, ..., vN satisfy the
canonical conditions (1.1) [1-3]. Then substituting uk into (2.15) gives rise to the first
N separated equations
vk = 2A(uk) = 2
√
P (uk) = 2
√√√√−uk + N∑
j=1
[
Pj
uk − λj
+
P 2N+j
(uk − λj)2
], k = 1, ..., N.
(2.33)
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The FDIHSs (2.11) and (2.12) have 2N degrees of freedom, we need to introduce the
other N pairs of canonical variables vk, uk, k = N + 1, ..., 2N . Notice that PN+j given
by (2.16b) are integrals of motion for the FDIHSs (2.11) and (2.12), and satisfy
{B(λ), PN+j} = {A(λ), PN+j} = 0. (2.34)
Thus we may define
vN+j = 2PN+j =
1
2
(ψ1jφ1j + ψ2jφ2j), j = 1, ..., N, (2.35a)
which also give rise to the separated equations. It is easy to see that if we take
uN+j = ln
φ1j
ψ2j
, j = 1, ..., N, (2.35b)
then
{vN+j , uN+k} = δjk, {vN+j , vN+k} = {uN+j , uN+k} = 0, j, k = 1, ..., N, (2.36)
{B(λ), uN+j} = {A(λ), uN+j} = {B(λ), vN+j} = {A(λ), vN+j} = 0. (2.37)
We have the following proposition.
Proposition 1. Assume that λj , φij , ψij ∈ R, i = 1, 2, j = 1, ..., N . Introduce the
separated variables u1, ..., u2N and v1, ..., v2N by (2.32) and (2.35). If u1, ..., uN , are
single zeros of B(λ), then v1, ..., v2N and u1, ..., u2N are canonically conjugated, i.e.,
they satisfy (1.1).
Proof. By following the similar method in [1-6,23,24], it is easy to show that v1, ..., vN
and u1, ..., uN satisfy (1.1). Notice B
′(uk) 6= 0. Hereafter the prime denotes the differ-
entiation with respect to λ. It follows from (2.36) and (2.37) that
0 = {uN+k, B(ul)} = B
′(ul){uN+k, ul}+ {uN+k, B(µ)}|µ=ul = B
′(ul){uN+k, ul},
{vk, uN+l} = 2{A(uk), uN+l}
= 2A′(uk){uk, uN+l}+ {A(λ), uN+l}|λ=uk = 2A
′(uk){uk, uN+l}, (2.38)
which leads to {uN+k, ul} = {uN+k, vl} = 0. Similarly we can show that {vN+k, ul} =
{vN+k, vl} = 0. These together with (2.36) complete the proof.
It follows from (2.32a) and (2.35b) that
u = − < Ψ2,Φ1 >= 2
N∑
j=1
(uj − λj), (2.39)
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ψ2jφ1j = 2
R(λj)
K ′(λj)
,
φ1j
ψ2j
= euN+j , j = 1, ..., N,
or
φ1j =
√
2R(λj)euN+j
K ′(λj)
, ψ2j =
√
2R(λj)e−uN+j
K ′(λj)
, j = 1, ..., N. (2.40)
The separated equations are given by (2.33) and (2.35a). Replacing vk by the partial
derivative ∂S
∂uk
of the generating function S of the canonical transformation and inter-
preting the Pi as integration constants, the equations (2.33) and (2.35a) give rise to the
Hamilton-Jacobi equations which are completely separable and may be integrated to
give the completely separated solution
S(u1, ..., u2N) =
N∑
k=1
[
∫ uk
2
√
P (λ)dλ+ 2PN+kuN+k]. (2.41)
The linearizing coordinates are then
Qi =
∂S
∂Pi
=
N∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ, i = 1, ..., N, (2.42a)
QN+i =
∂S
∂PN+i
= 2
N∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ 2uN+i, i = 1, ..., N. (2.42b)
By using (2.17), the linear flow induced by (2.11) is then given by
Qi = γi+x
∂F1
∂Pi
= γi+2x, QN+i = 2γN+i+x
∂F1
∂PN+i
= 2γN+i, i = 1, ..., N. (2.43)
Hereafter γi, i = 1, ..., 2N, are arbitrary constants. Combining the equation (2.42) with
the equation (2.43) leads to the Jacobi inversion problem for the FDIHS (2.11)
N∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γi + 2x, i = 1, ..., N, (2.44a)
N∑
k=1
[
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+i = γN+i, i = 1, ..., N. (2.44b)
If, by using the Jacobi inversion technique [7], φ1j , ψ2j, < Ψ2,Φ1 > given by (2.39) and
(2.40) can be obtained from (2.44), then φ2j , ψ1j can be found from the first and the
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last equation in (2.11) by an algebraic calculation, respectively. The (φ1j , φ2j, ψ1j, ψ2j)
provides the solution to the FDIHS (2.11).
By using (2.17), the linear flow induced by (2.12) is then given by
Qi = γ¯i +
∂F2
∂Pi
t1 = γ¯i + 2λit1,
QN+i = 2γ¯N+i +
∂F2
∂PN+i
t1 = 2γ¯N+i + 4PN+it1, i = 1, ..., N, (2.45)
where γ¯i are arbitrary constants. Combining the equation (2.42) with the equation
(2.45) leads to the Jacobi inversion problem for the FDIHS (2.12)
N∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γ¯i + 2λit1, i = 1, ..., N, (2.46a)
N∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+i = γ¯N+i + 2PN+it1, i = 1, ..., N. (2.46b)
Finally, since the KdV equation (2.6) is factorized by the FDIHSs (2.11)
and (2.12), combining the equation (2.44) with the equation (2.46) give rise to the
Jacobi inversion problem for the KdV equation (2.6)
N∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γi + 2x+ 2λit1, i = 1, ..., N, (2.47a)
N∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+i = γN+i + 2PN+it1, i = 1, ..., N. (2.47b)
If, by using the Jacobi inversion technique [7], u given by (2.39) can be found in terms
of Riemann theta functions by solving (2.47), then u provides the solution of the KdV
equation (2.6).
In general, since the n-th KdV equation (2.4) is factorized by the x-FDIHS (2.11) and
the tn-FDIHS (2.22), the above procedure can be applied to find the Jacobi inversion
problem for the n-th KdV equation (2.4). We have the following proposition.
Proposition 2. The Jacobi inversion problem for the n-th KdV equation (2.4) is given
by
N∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γi + 2x
+tn
n∑
m=0
(
1
2
)m−1αm
∑
l1+...+lm+1=n+2
λ
lm+1−2
i F˜l1 ...F˜lm , i = 1, ..., N,
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N∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+i = γN+i
+tn
n∑
m=0
(
1
2
)m−2αm
∑
l1+...+lm+1=n+2
(lm+1 − 2)λ
lm+1−3
i PN+iF˜l1 ...F˜lm , i = 1, ..., N,
where l1 ≥ 1, ..., lm+1 ≥ 1 and F˜l1 , ...F˜lm , are given by (2.21).
(2) For the case k0 = 1, we now consider the separation of variables for FDIHSs
(2.24) and (2.26). With respect to the standard Poisson bracket, it is found that the
A(λ) and B(λ) given by (2.27) also satisfy commutator relation (2.31). In the same
way, the first N + 1 pairs of the canonical variables u1, ..., uN+1 can be introduced by
the set of zeros of B(λ)
B(λ) = λ−
1
2
q +
1
2
N∑
j=1
ψ2jφ1j
λ− λj
=
R(λ)
K(λ)
, (2.48a)
where
R(λ) =
N+1∏
k=1
(λ− uk), K(λ) =
N∏
k=1
(λ− λk),
and v1, ..., vN+1 by
vk = 2A(uk), k = 1, ..., N + 1. (2.48b)
Then substituting uk into (2.28) gives rise to the first N + 1 separated equations
vk = 2A(uk) = 2
√
P (uk) = 2
√√√√−u3k + P0 + N∑
j=1
[
Pj
uk − λj
+
P 2N+j
(uk − λj)2
],
k = 1, ..., N + 1. (2.49)
The additional N pairs of canonical variables can also be defined by the same way
vN+1+j = 2PN+j =
1
2
(ψ1jφ1j + ψ2jφ2j), j = 1, ..., N, (2.50a)
uN+1+j = ln
φ1j
ψ2j
, j = 1, ..., N. (2.50b)
In the same way we can show the following proposition.
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Proposition 3. Assume that λj , φij , ψij ∈ R, i = 1, 2, j = 1, ..., N . Introduce the
separated variables u1, ..., u2N+1 and v1, ..., v2N+1 by (2.48) and (2.50). If u1, ..., uN+1,
are single zeros of B(λ), then v1, ..., v2N+1 and u1, ..., u2N+1 are canonically conjugated,
i.e., they satisfy (1.1).
It follows from (2.48) and (2.50) that
u = q = 2
N+1∑
j=1
uj − 2
N∑
j=1
λj , (2.51a)
φ1j =
√
2R(λj)euN+1+j
K ′(λj)
, ψ2j =
√
2R(λj)e−uN+1+j
K ′(λj)
, j = 1, ..., N. (2.51b)
The separated equations (2.49) and (2.50a) may be integrated to give the completely
separated solution for the generating function S of the canonical transformation
S(u1, ..., u2N+1) =
N+1∑
k=1
∫ uk
2
√
P (λ)dλ+ 2
N∑
k=1
PN+kuN+1+k, (2.52)
where P (λ) is given by (2.28).
In the exactly same way, one gets the Jacobi inversion problem for the FDIHS (2.24)
N+1∑
k=1
∫ uk 1√
P (λ)
dλ = γ0 + 2x, (2.53a)
N+1∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γi, i = 1, ..., N, (2.53b)
N+1∑
k=1
[
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+1+i = γN+i, i = 1, ..., N, (2.53c)
the Jacobi inversion problem for the FDIHS (2.26)
N+1∑
k=1
∫ uk 1√
P (λ)
dλ = γ0, (2.54a)
N+1∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γi + 2t1, i = 1, ..., N, (2.54b)
N+1∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+1+i = γN+i, i = 1, ..., N. (2.54c)
Finally we have the following proposition.
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Proposition 4. The Jacobi inversion problem for the KdV equation (2.6)
N+1∑
k=1
∫ uk 1√
P (λ)
dλ = γ0 + 2x, (2.55a)
N+1∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γi + 2t1, i = 1, ..., N, (2.55b)
N+1∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+1+i = γN+i, i = 1, ..., N. (2.55c)
If, by using the Jacobi inversion technique [7], u given by (2.51a) can be found in
terms of Riemann theta functions by solving (2.55), then u provides the solution of the
KdV equation (2.6).
In general, since the n-th KdV equation (2.4) is factorized by the x-FDIHS (2.24)
and the tn-FDIHS obtained from (2.9) under (2.24), the above procedure can be applied
to find the Jacobi inversion problem for the n-th KdV equation (2.4).
(3) The method can be applied to all high-order binary constrained flows
(2.8) and (2.9) as well as the whole KdV hierarchy. For any fixed k0,
by introducing the so-called Jacobi-Ostrogradsky coordinates, the high-order binary
x-constrained flow (2.8) can be transformed into a x-FDIHS with degree of freedom 2N+
k0. Under the x-FDIHS, the binary tn-constrained flow (2.9) can also be transformed
into a tn-FDIHS. The Lax representation for the x- and tn-FDIHS can be deduced from
the adjoint representation of (2.1) and (2.2) by using the method in [27,28]. By means
of the Lax matrix we can introduce the first N + k0 canonical variables u1, ..., uN+k0
by the set of zeros of B(λ) and vk = 2A(uk), k = 1, ..., N + k0. Then the additional N
canonical separated variables can be defined by
vN+k0+j = 2PN+j =
1
2
(ψ1jφ1j + ψ2jφ2j), uN+k0+j = ln
φ1j
ψ2j
, j = 1, ..., N.
Finally, since the n-th KdV equation (2.4) is factorized by the x-FDIHS and the tn-
FDIHS, in the exactly same way we can obtain the Jacobi inversion problem for (2.4).
The above scheme can be applied to all soliton equations admitting 2× 2 Lax pairs.
3. The separation of variables for the AKNS equations.
3.1 Binary constrained flows of the AKNS hierarchy.
For the AKNS spectral problem [30]
φx = U(u, λ)φ, U(u, λ) =
(
−λ q
r λ
)
, φ =
(
φ1
φ2
)
, u =
(
q
r
)
, (3.1)
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Take
φtn = V
(n)(u, λ)φ, V (n)(u, λ) =
n∑
i=0
(
ai bi
ci −ai
)
λn−i, (3.2)
where
a0 = −1, b0 = c0 = 0, a1 = 0, b1 = q, c1 = r, a2 =
1
2
qr, ...,
(
ck+1
bk+1
)
= L
(
ck
bk
)
, ak = ∂
−1(qck − rbk), k = 1, 2, · · · , (3.3)
L =
1
2
(
∂ − 2r∂−1q 2r∂−1r
−2q∂−1q −∂ + 2q∂−1r
)
.
The AKNS hierarchy associated with (3.1) and (3.2) reads [30]
utn =
(
q
r
)
tn
= JLn
(
r
q
)
= J
δHn+1
δu
, n = 1, 2, . . . , (3.4)
J =
(
0 −2
2 0
)
, Hn =
2an+1
n+ 1
,
(
cn
bn
)
=
δHn
δu
, n = 1, 2, . . . .
For n = 2 we have
φt2 = V
(2)(u, λ)φ, V (2) =
(
−λ2 + 1
2
qr qλ− 1
2
qx
rλ+ 12rx λ
2 − 12qr
)
, (3.5)
and the AKNS equation (3.4) for n = 2 reads
qt2 = −
1
2
qxx + q
2r, rt2 =
1
2
rxx − r
2q. (3.6)
The adjoint AKNS spectral problem is of the same form as equation (2.7).
We have
δλ
δu
=
( δλ
δq
δλ
δr
)
= Tr[
(
φ1ψ1 φ1ψ2
φ2ψ1 φ2ψ2
)
∂U(u, λ)
∂u
] =
(
ψ1φ2
ψ2φ1
)
, (3.7)
which should be read componentwise [26].
The binary x-constrained flows of the AKNS hierarchy (3.4) are defined by [15,17,21]
Φ1,x = −ΛΦ1 + qΦ2, Φ2,x = rΦ1 + ΛΦ2, (3.8a)
Ψ1,x = ΛΨ1 − rΨ2, Ψ2,x = −qΨ1 − ΛΨ2, (3.8b)
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δHk0+1
δu
−
N∑
j=1
δλj
δu
=
(
ck0+1
bk0+1
)
− β
(
< Ψ1,Φ2 >
< Ψ2,Φ1 >
)
= 0. (3.8c)
(1) For k0 = 0, β = 1, we have(
c1
b1
)
=
(
r
q
)
=
(
< Ψ1,Φ2 >
< Ψ2,Φ1 >
)
. (3.9)
By substituting (3.9) into (3.8a) and (3.8b), one gets a x-FDHS [15,17]
Φ1x =
∂F1
∂Ψ1
, Φ2x =
∂F1
∂Ψ2
, Ψ1x = −
∂F1
∂Φ1
, Ψ2x = −
∂F1
∂Φ2
, (3.10)
F1 =< ΛΨ2,Φ2 > − < ΛΨ1,Φ1 > + < Ψ2,Φ1 >< Ψ1,Φ2 > .
Under the constraint (3.9) and the FDHS (3.10), the binary t2-constrained flow ob-
tained from (3.2) with V (2) given by (3.5) and its adjoint equation for N distinct real
number λj can also be written as a t2-FDHS
Φ1,t2 =
∂F2
∂Ψ1
, Φ2,t2 =
∂F2
∂Ψ2
, Ψ1,t2 = −
∂F2
∂Φ1
, Ψ2,t2 = −
∂F2
∂Φ2
, (3.11)
F2 =< Λ
2Ψ2,Φ2 > − < Λ
2Ψ1,Φ1 > + < Ψ2,Φ1 >< ΛΨ1,Φ2 >
+ < ΛΨ2,Φ1 >< Ψ1,Φ2 > −
1
2
(< Ψ2,Φ2 > − < Ψ1,Φ1 >) < Ψ2,Φ1 >< Ψ1,Φ2 > .
The Lax representation for the FDHSs (3.10) and (3.11) which can also be deduced
from the adjoint representation of (3.1) and (3.2) are presented by (2.13) with the entries
of the Lax matrix M given by [21]
A(λ) = −1 +
1
2
N∑
j=1
ψ1jφ1j − ψ2jφ2j
λ− λj
, (3.12a)
B(λ) =
N∑
j=1
ψ2jφ1j
λ− λj
, C(λ) =
N∑
j=1
ψ1jφ2j
λ− λj
. (3.12b)
A straightforward calculation yields
A2(λ) +B(λ)C(λ) ≡ P (λ) = 1 +
N∑
j=1
[
Pj
λ− λj
+
P 2N+j
(λ− λj)2
], (3.13)
where P1, ..., P2N are independent integrals of motion for the FDHSs
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(3.10) and (3.11)
Pj = ψ2jφ2j − ψ1jφ1j
+
1
2
∑
k 6=j
1
λj − λk
[(ψ1jφ1j − ψ2jφ2j)(ψ1kφ1k − ψ2kφ2k) + 4ψ1jφ2jψ2kφ1k], (3.14a)
PN+j =
1
2
(ψ1jφ1j + ψ2jφ2j), j = 1, ..., N. (3.14b)
It is easy to verify that
F1 =
N∑
j=1
(λjPj + P
2
N+j)−
1
4
(
N∑
j=1
Pj)
2, (3.15a)
F2 =
N∑
j=1
(λ2jPj + 2λjP
2
N+j)−
1
2
(
N∑
j=1
Pj)
N∑
j=1
(λjPj + P
2
N+j) +
1
8
(
N∑
j=1
Pj)
3. (3.15b)
Similarly, it is easy to show that P1, ..., P2N are in involution, (3.10) and (3.11)
are FDIHSs. The AKNS equation (3.6) is factorized by the x-FDIHS (3.10) and the
t2-FDIHS (3.11), namely, if (Ψ1,Ψ2,Φ1,Φ2) satisfies the FDIHSs (3.10) and (3.11) si-
multaneously, then (q, r) given by (3.9) solves the AKNS equation (3.6). In general, the
factorization of the n-th AKNS equations (3.4) will be presented in the end of section
3.2.
(2) For k0 = 1, β =
1
2 , (3.8c) yields
rx =< Ψ1,Φ2 >, qx = − < Ψ2,Φ1 > . (3.16)
The equations (3.8a), (3.8b) and (3.16) can be written as a x-FDIHS
Φix =
∂F1
∂Ψ1
, rx =
∂F1
∂q
, Ψix = −
∂F1
∂Φi
, qx = −
∂F1
∂r
, i = 1, 2, (3.17)
F1 =< ΛΨ2,Φ2 > − < ΛΨ1,Φ1 > +r < Ψ2,Φ1 > +q < Ψ1,Φ2 > .
Under the constraint (3.16) and the FDIHS (3.17), V (2) becomes
V˜ (2) =
(
−λ2 + 1
2
qr qλ+ 1
2
< Ψ2,Φ1 >
rλ+ 12 < Ψ1,Φ2 > λ
2 − 12qr
)
. (3.18)
Then under the constraint (3.16) and the FDIHS (3.17), the binary t2-constrained con-
sisting of replicas (3.5) and its adjoint system for N distinct real number λj as well as
(3.6) can also be written as a t2-FDIHS
Φi,t2 =
∂F2
∂Ψi
, rt2 =
∂F2
∂q
, Ψi,t2 = −
∂F2
∂Φi
, qt2 = −
∂F2
∂r
i = 1, 2, (3.19)
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F2 =< Λ
2Ψ2,Φ2 > − < Λ
2Ψ1,Φ1 > +q < ΛΨ1,Φ2 > +r < ΛΨ2,Φ1 >
−
1
2
qr(< Ψ2,Φ2 > − < Ψ1,Φ1 >) +
1
2
< Ψ2,Φ1 >< Ψ1,Φ2 > −
1
2
q2r2.
The Lax matrix M for FDIHS (3.17) and (3.19) is given by
A(λ) = −λ+
1
4
N∑
j=1
ψ1jφ1j − ψ2jφ2j
λ− λj
, (3.20a)
B(λ) = q +
1
2
N∑
j=1
ψ2jφ1j
λ− λj
, C(λ) = r +
1
2
N∑
j=1
ψ1jφ2j
λ− λj
. (3.20b)
A straightforward calculation yields
A2(λ) +B(λ)C(λ) ≡ P (λ) = λ2 + P0 +
N∑
j=1
[
Pj
λ− λj
+
P 2N+j
(λ− λj)2
], (3.21)
where P0, ..., P2N are independent integrals of motion in involution for the FDIHSs
(3.17) and (3.19)
P0 =
1
2
(< Ψ2,Φ2 > − < Ψ1,Φ1 >) + qr,
Pj =
1
2
[λjψ2jφ2j − λjψ1jφ1j + qψ1jφ2j + rψ2jφ1j ]
+
1
8
∑
k 6=j
1
λj − λk
[(ψ1jφ1j − ψ2jφ2j)(ψ1kφ1k − ψ2kφ2k) + 4ψ1jφ2jψ2kφ1k],
PN+j =
1
4
(ψ1jφ1j + ψ2jφ2j), j = 1, ..., N.
It is easy to verify that
F1 = 2
N∑
j=1
Pj , F2 = 2
N∑
j=1
(λjPj + P
2
N+j)−
1
2
P 20 . (3.22)
It is easy to show that P1, ..., P2N are in involution, (3.17) and (3.18) are FDIHSs and
commute each other. The AKNS equation (3.6) is factorized by the x-FDIHS (3.17)
and the t2-FDIHS (3.19), namely, if (Ψ1,Ψ2, q,Φ1,Φ2, r) satisfies the FDIHSs (3.17)
and (3.19) simultaneously, then (q, r) solves the AKNS equation (3.6).
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3.2 The separation of variables for the AKNS equations .
(1) For k0 = 0 case, we present the Jacobi inversion problem for (3.10) and (3.11) as
well as for (3.6). With respect to the standard Poisson bracket, A(λ) and B(λ) given
by (3.12) satisfy
{A(λ), A(µ)} = {B(λ), B(µ)} = 0, {A(λ), B(µ)} =
1
λ− µ
[B(µ)−B(λ)]. (3.23)
In contrast with the B(λ) for the constrained KdV flows, the B(λ) given by (3.12b)
has only N − 1 zeros, one has to define the canonical variables uk, vk, k = 1, ..., N, in a
little different way:
B(λ) =
N∑
j=1
ψ2jφ1j
λ− λj
= euN
R(λ)
K(λ)
, R(λ) =
N−1∏
k=1
(λ−uk), K(λ) =
N∏
k=1
(λ−λk), (3.24a)
vk = A(uk), k = 1, ..., N − 1, vN =
1
2
(< Ψ1,Φ1 > − < Ψ2,Φ2 >). (3.24b)
The equation (3.24a) yields
uN = ln < Ψ2,Φ1 > . (3.24c)
Then it is easy to verify that
{uN , B(µ)} = {vN , A(µ)} = 0, {vN , uN} = 1, (3.25a)
{uN , A(µ)} = −
B(µ)
< Ψ2,Φ1 >
, {vN , B(µ)} = B(µ). (3.25b)
The commutator relations (3.23) and (3.25) guarantee that u1, ..., uN , v1, ..., vN satisfy
the canonical conditions (1.1). Similarly, we define
vN+j = PN+j , uN+j = ln
φ1j
ψ2j
, j = 1, ..., N. (3.26)
In the same way we can show the following proposition.
Proposition 5. Assume that λj , φij , ψij ∈ R, i = 1, 2, j = 1, ..., N . Introduce the
separated variables u1, ..., u2N and v1, ..., v2N by (3.24) and (3.26). If u1, ..., uN−1, are
single zeros of B(λ), then v1, ..., v2N and u1, ..., u2N are canonically conjugated, i.e.,
they satisfy (1.1).
It follows from (3.24) that
q = euN , (3.27)
ψ2jφ1j = e
uN
R(λj)
K ′(λj)
,
φ1j
ψ2j
= euN+j , j = 1, ..., N,
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or
φ1j =
√
euN+uN+jR(λj)
K ′(λj)
, ψ2j =
√
euN−uN+jR(λj)
K ′(λj)
, j = 1, ..., N. (3.28)
It is easy to see from (3.13) that
vN =
1
2
(< Ψ1,Φ1 > − < Ψ2,Φ2 >) = −
1
2
N∑
i=1
Pi. (3.29)
Then the separated equations obtained by substituting uk into (3.13) and using (3.24)
and the separated equations (3.26) and (3.29) may be integrated to give the generating
function of the canonical transformation
S(u1, ..., u2N) =
N−1∑
k=1
∫ uk√
P (λ)dλ−
1
2
N∑
i=1
PiuN +
N∑
i=1
PN+iuN+i. (3.30)
The linearizing coordinates are then
Qi =
∂S
∂Pi
=
1
2
N−1∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ−
1
2
uN , i = 1, ..., N, (3.31a)
QN+i =
∂S
∂PN+i
=
N−1∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+i, i = 1, ..., N. (3.31b)
By using (3.15a), the linear flow induced by the FDIHS (3.10) together with the
equations (3.31) leads to the Jacobi inversion problem
for the FDIHS (3.10)
N−1∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ− uN = γi + (2λi −
N∑
k=1
Pk)x, i = 1, ..., N, (3.32a)
N−1∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+i = γN+i + 2PN+ix, i = 1, ..., N. (3.32b)
By using (3.15b), the linear flow induced by the FDIHS (3.11) and the equations
(3.31) result in the Jacobi inversion problem for the FDIHS (3.11)
N−1∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ− uN
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= γ¯i + [2λ
2
i −
N∑
k=1
(λkPk + λiPk + P
2
N+k) +
3
4
(
N∑
k=1
Pk)
2]t2, i = 1, ..., N, (3.33a)
N−1∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+i = γ¯N+i + PN+i(4λi −
N∑
k=1
Pk)t2, i = 1, ..., N.
(3.33b)
Then, since the AKNS equations (3.6) are factorized by the FDIHSs (3.10)
and (3.11), combining the equations (3.32) with the equations (3.33) gives rise to the
Jacobi inversion problem for the AKNS equations (3.6)
N−1∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ− uN
= γi + (2λi −
N∑
k=1
Pk)x+ [2λ
2
i −
N∑
k=1
(λkPk + λiPk + P
2
N+k) +
3
4
(
N∑
k=1
Pk)
2]t2, (3.34a)
N∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+i = γN+i + 2PN+ix+ PN+i(4λi −
N∑
k=1
Pk)t2,
i = 1, ..., N. (3.34b)
If φ1j , ψ2j, q defined by (3.27) and (3.28) can be solved from (3.34) by using the Jacobi
inversion technique, then φ2j , ψ1j can
be obtained from the first equation and the last equation in (3.10) by an algebraic
calculation, respectively. Finally q and r =< Ψ1,Φ2 >
provides the solution to the AKNS equations (3.6).
Comparing (2.20) with (3.13), one gets
F˜0 = 1, F˜k =
N∑
j=1
[λk−1j Pj + (k − 1)λ
k−2
j P
2
N+j ], k = 1, 2, ..., (3.35)
where F˜k, k = 1, 2, ..., are also integrals of motion for both the FDIHS (3.10) and the tn-
binary constrained flow. The n-th AKNS equations (3.4) are factorized by the x-FDIHS
(3.10) and the tn-FDIHS with the Hamiltonian Fn given by
Fn = 2
n∑
m=0
(−
1
2
)m
αm
m+ 1
∑
l1+...+lm+1=n+1
F˜l1 ...F˜lm+1 , (3.36)
where l1 ≥ 1, ..., lm+1 ≥ 1, αm are given by (2.22c). We have the proposition:
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Proposition 6. The Jacobi inversion problem for the n-th AKNS
equations (3.4) is
N−1∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ− uN = γi + (2λi −
N∑
k=1
Pk)x
+2tn
n∑
m=0
(−
1
2
)mαm
∑
l1+...+lm+1=n+1
λ
lm+1−1
i F˜l1 ...F˜lm , i = 1, ..., N,
N∑
k=1
[
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+i = γN+i + 2PN+ix
+4tn
n∑
m=0
(−
1
2
)mαm
∑
l1+...+lm+1=n+1
(lm+1 − 1)λ
lm+1−2
i PN+iF˜l1 ...F˜lm , i = 1, ..., N,
where l1 ≥ 1, ..., lm+1 ≥ 1, and F˜l1 , ...F˜lm , are given by (3.35).
(2) For k0 = 1 case, with respect to the standard Poisson bracket, A(λ) and B(λ)
given by (3.20) also satisfy the commutator relation (2.31). One define the first N + 1
pair of canonical variables uk, vk, k = 1, ..., N + 1, in the following way:
B(λ) = q +
1
2
N∑
j=1
ψ2jφ1j
λ− λj
= euN+1
R(λ)
K(λ)
, (3.37a)
with
R(λ) =
N∏
k=1
(λ− uk), K(λ) =
N∏
k=1
(λ− λk),
and
vk = 2A(uk), k = 1, ..., N, (3.37b)
vN+1 = P0 = qr −
1
2
(< Ψ1,Φ1 > − < Ψ2,Φ2 >). (3.37c)
The equation (3.24a) yields
uN+1 = lnq. (3.37d)
Then it is easy to verify that
{uN+1, B(µ)} = {vN+1, A(µ)} = 0, {vN+1, uN+1} = 1,
{uN+1, A(µ)} = 0, {vN+1, B(µ)} = B(µ). (3.38)
Similarly, we define
vN+1+j = 2PN+j , j = 1, ..., N, (3.39a)
uN+1+j = ln
φ1j
ψ2j
, j = 1, ..., N. (3.39b)
In the same way we can show the following proposition.
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Proposition 7. Assume that λj , φij , ψij ∈ R, i = 1, 2, j = 1, ..., N . Introduce the
separated variables u1, ..., u2N+1 and v1, ..., v2N+1 by (3.37) and (3.39). If u1, ..., uN ,
are single zeros of B(λ), then v1, ..., v2N+1 and u1, ..., u2N+1 are canonically conjugated,
i.e., they satisfy (1.1).
It follows from (3.37) that
q = euN+1 , (3.40a)
φ1j =
√
2euN+1+uN+1+jR(λj)
K ′(λj)
, ψ2j =
√
2euN+1−uN+1+jR(λj)
K ′(λj)
, j = 1, ..., N.
(3.40b)
The first N separated equations can be found by substituting uk into (3.21) and using
(3.37b), the last N +1 separated equations are given by (3.37c) and (3.39a). They may
be integrated to give
S(u1, ..., u2N+1) =
N∑
k=1
(2
∫ uk√
P (λ)dλ+ 2PN+kuN+1+k) + P0uN+1, (3.41)
with P (λ) given by (3.21). Then the Jacobi inversion problem for the FDIHS (3.17) is
N∑
k=1
∫ uk 1√
P (λ)
dλ+ uN+1 = γ0,
N∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γi + 2x, i = 1, ..., N,
N∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+1+i = γN+i, i = 1, ..., N. (3.42)
The Jacobi inversion problem for the FDIHS (3.19) is
N∑
k=1
∫ uk 1√
P (λ)
dλ+ uN+1 = γ0 − P0t2,
N∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γi + 2λit2, i = 1, ..., N,
N∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+1+i = γN+i + 2PN+it2, i = 1, ..., N. (3.43)
Finally we have
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Proposition 8. The Jacobi inversion problem for the AKNS equation (3.6) is
N∑
k=1
∫ uk 1√
P (λ)
dλ+ uN+1 = γ0 − P0t2,
N∑
k=1
∫ uk 1
(λ− λi)
√
P (λ)
dλ = γi + 2(x+ λit2), i = 1, ..., N,
N∑
k=1
∫ uk PN+i
(λ− λi)2
√
P (λ)
dλ+ uN+1+i = γN+i + 2PN+it2, i = 1, ..., N. (3.44)
If φ1j , ψ2j, q defined by (3.40) can be solved from (3.44) by using the Jacobi inversion
technique, then φ2j , ψ1j and r can be obtained from the equations in (3.17) by an
algebraic calculation, respectively. Finally (q, r) provides the solution to the AKNS
equations (3.6).
(3) The above procedure can be applied to all high-order binary constrained flows
(3.8) and and whole AKNS hierarchy (3.4).
4. The separation of variables for the Kaup-Newell equations .
4.1 Binary constrained flows of the Kaup-Newell hierarchy.
For the Kaup-Newell spectral problem [31]
φx = U(u, λ)φ, U(u, λ) =
(
−λ2 qλ
rλ λ2
)
, φ =
(
φ1
φ2
)
, u =
(
q
r
)
, (4.1)
take
φtn = V
(n)(u, λ)φ, V (n)(u, λ) =
n−1∑
i=0
(
a2iλ
2n−2i b2i+1λ
2n−2i−1
c2i+1λ
2n−2i−1 −a2iλ
2n−2i
)
(4.2)
where
a0 = 1, a2 = −
1
2
qr, b1 = −q, c1 = −r, b3 =
1
2
(q2r + qx), c3 =
1
2
(qr2 − rx), ...,
and in general a2k+1 = b2k = c2k = 0(
c2k+1
b2k+1
)
= L
(
c2k−1
b2k−1
)
, a2k =
1
2
∂−1(qc2k−1,x + rb2k−1,x), k = 1, 2, · · · , (4.3)
L =
1
2
(
∂ − r∂−1q∂ −r∂−1r∂
−q∂−1q∂ −∂ − q∂−1r∂
)
.
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Then the compatibility condition of equations (4.1) and (4.2) gives rise to the Kaup-
Newell hierarchy [31]
utn =
(
q
r
)
tn
= J
(
c2n−1
b2n−1
)
= J
δH2n−2
δu
, n = 1, 2, . . . , (4.4)
where the Hamiltonian Hn and the Hamiltonian operator J are given by
J =
(
0 ∂
∂ 0
)
, H2n =
4a2n+2 − rc2n+1 − qb2n+1
2n
,
(
c2n+1
b2n+1
)
=
δH2n
δu
.
For n = 2 we have
φt2 = V
(2)(u, λ)φ, V (2) =
(
λ4 − 12qrλ
2 −qλ3 + 12 (q
2r + qx)λ
−rλ3 + 12(qr
2 − rx)λ −λ
4 + 12qrλ
2
)
(4.5)
and the coupled derivative nonlinear Schro¨dinger (CDNS) equations obtained from the
equation (4.4) for n = 2 read
qt2 =
1
2
qxx +
1
2
(q2r)x, rt2 = −
1
2
rxx +
1
2
(r2q)x. (4.6)
The adjoint Kaup-Newell spectral problem is the equation (2.7) with U given by
(4.1). We have [26]
δλ
δu
=
( δλ
δq
δλ
δr
)
= Tr[
(
φ1ψ1 φ1ψ2
φ2ψ1 φ2ψ2
)
∂U(u, λ)
∂u
] =
(
λψ1φ2
λψ2φ1
)
. (4.7)
The binary x-constrained flows of the Kaup-Newell hierarchy (4.4) are defined by
Φ1,x = −Λ
2Φ1 + qΛΦ2, Φ2,x = rΛΦ1 +Λ
2Φ2, (4.8a)
Ψ1,x = Λ
2Ψ1 − rΛΨ2, Ψ2,x = −qΛΨ1 − Λ
2Ψ2, (4.8b)
δHk0
δu
−
N∑
j=1
δλj
δu
=
(
c2k0+1
b2k0+1
)
−
1
2
(
< ΛΨ1,Φ2 >
< ΛΨ2,Φ1 >
)
= 0. (4.8c)
For k0 = 0, we have (
c1
b1
)
= −
(
r
q
)
=
1
2
(
< ΛΨ1,Φ2 >
< ΛΨ2,Φ1 >
)
. (4.9)
By substituting (4.9) into (4.8a) and (4.8b), the first binary x-constrained flow becomes
a FDHS
Φ1x =
∂F1
∂Ψ1
, Φ2x =
∂F1
∂Ψ2
, Ψ1x = −
∂F1
∂Φ1
, Ψ2x = −
∂F1
∂Φ2
, (4.10)
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with the Hamiltonian
F1 =< Λ
2Ψ2,Φ2 > − < Λ
2Ψ1,Φ1 > −
1
2
< ΛΨ2,Φ1 >< ΛΨ1,Φ2 > .
Under the constraint (4.9) and the FDHS (4.10), the binary t2-constrained flow ob-
tained from (4.5) and its adjoint equation for N distinct reral numbers λj can also be
written as a FDHS
Φ1,t2 =
∂F2
∂Ψ1
, Φ2,t2 =
∂F2
∂Ψ2
, Ψ1,t2 = −
∂F2
∂Φ1
, Ψ2,t2 = −
∂F2
∂Φ2
, (4.11)
with the Hamiltonian
F2 = − < Λ
4Ψ2,Φ2 > + < Λ
4Ψ1,Φ1 > +
1
2
< ΛΨ2,Φ1 >< Λ
3Ψ1,Φ2 >
+
1
2
< Λ3Ψ2,Φ1 >< ΛΨ1,Φ2 > −
1
32
< ΛΨ2,Φ1 >
2< ΛΨ1,Φ2 >
2
+
1
8
(< Λ2Ψ2,Φ2 > − < Λ
2Ψ1,Φ1 >) < ΛΨ2,Φ1 >< ΛΨ1,Φ2 > .
The Lax representation for the FDHSs (4.10) and (4.11) are presented by (2.13) with
the entries of the Lax matrix M given by
A(λ) = 1 +
1
4
N∑
j=1
λ2j (ψ1jφ1j − ψ2jφ2j)
λ2 − λ2j
, (4.12a)
B(λ) =
1
2
λ
N∑
j=1
λjψ2jφ1j
λ2 − λ2j
, C(λ) =
1
2
λ
N∑
j=1
λjψ1jφ2j
λ2 − λ2j
. (4.12b)
A straightforward calculation yields
A2(λ) +B(λ)C(λ) ≡ P (λ) = 1 +
N∑
j=1
[
Pj
λ2 − λ2j
+
λ4jP
2
N+j
(λ2 − λ2j )
2
], (4.13)
where Pj, j = 1, ..., 2N, are 2N independent integrals of motion for the FDHSs (4.10)
and (4.11)
Pj = −
1
2
λ2j (ψ2jφ2j − ψ1jφ1j) +
1
8
< ΛΨ2,Φ1 > λjψ1jφ2j +
1
8
< ΛΨ1,Φ2 > λjψ2jφ1j
+
1
8
∑
k 6=j
1
λ2j − λ
2
k
[λ2jλ
2
k(ψ1jφ1j−ψ2jφ2j)(ψ1kφ1k−ψ2kφ2k)+2λjλk(λ
2
j+λ
2
k)ψ1jφ2jψ2kφ1k],
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j = 1, ..., N (4.14a)
PN+j =
1
4
(ψ1jφ1j + ψ2jφ2j), j = 1, ..., N. (4.14b)
It is easy to varify that
F1 = −2
N∑
j=1
Pj , F2 = 2
N∑
j=1
(λ2jPj + λ
4
jP
2
N+j)−
1
2
(
N∑
j=1
Pj)
2, (4.15a)
< Ψ2,Φ2 > + < Ψ1,Φ1 >= 4
N∑
j=1
PN+j . (4.15b)
By inserting λ = 0, (4.13) leads to
1 +
1
4
(< Ψ2,Φ2 > − < Ψ1,Φ1 >) =
√
P (0) =
√√√√1 + N∑
j=1
[−Pjλ
−2
j + P
2
N+j ]. (4.16)
With respect to the standard Poisson bracket it is found that
{A(λ), A(µ)} = {B(λ), B(µ)}, (4.17a)
{A(λ), B(µ)} =
µ
2(λ2 − µ2)
[µB(µ)− λB(λ)]. (4.17b)
Then {A2(λ) + B(λ)C(λ), A2(µ) + B(µ)C(µ)} = 0 implies that Pj , j = 1, ..., 2N, are
in involution. The CDNS equations (4.6) are factorized by the x-FDIHS (4.10) and
the t2-FDIHS (4.11), namely, if (Ψ1,Ψ2,Φ1,Φ2) satisfies the FDIHSs (4.10) and (4.11)
simultaneously, then (q, r) given by (4.9) solves the CDNS equations (4.6). The factor-
ization of the n-th Kaup-Newell ewuations (4.4) will be presented in the end of section
4.2.
4.2 The separation of variables for the Kaup-Newell equations.
Since the commutator relations (4.17) are quite different from (2.31) and (3.23), we
have to modify a little bit of the method presented in sections 2 and 3. Let us denote
λ˜ = λ2, λ˜j = λ
2
j . The entries of the Lax matrix M given by (4.12) can be rewritten as
A(λ˜) = 1 +
1
4
(< Ψ2,Φ2 > − < Ψ1,Φ1 >) +
1
2
λ˜A(λ˜), B(λ˜) =
1
2
√
λ˜B(λ˜), (4.18a)
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where
A(λ˜) =
1
2
N∑
j=1
ψ1jφ1j − ψ2jφ2j
λ˜− λ˜j
, B(λ˜) =
N∑
j=1
√
λ˜jψ2jφ1j
λ˜− λ˜j
. (4.18b)
It is easy to see that
{A(λ˜), A(µ˜)} = {B(λ˜), B(µ˜)} = 0, (4.19a)
{A(λ˜), B(µ˜)} =
1
λ˜− µ˜
[B(µ˜)−B(λ˜)]. (4.19b)
It follows from (4.16) and (4.18a) that
A(λ˜) =
√√√√1 + N∑
j=1
[−Pj λ˜
−1
j + P
2
N+j ] +
1
2
λ˜A(λ˜). (4.19c)
The commutator relations (4.19) and the generating function of integrals of motion
(4.13) enable us to introduce u1, ..., uN in the following way:
B(λ˜) =
N∑
j=1
√
λ˜jψ2jφ1j
λ˜− λ˜j
= euN
R(λ˜)
K(λ˜)
, (4.20a)
with
R(λ˜) =
N−1∏
k=1
(λ˜− uk), K(λ˜) =
N∏
k=1
(λ˜− λ˜k),
and v1, ..., vN by A(λ˜):
vk = A(uk), k = 1, ..., N − 1, (4.20b)
vN = − < Ψ2,Φ2 > . (4.20c)
The eq. (4.20a) yields
uN = ln < ΛΨ2,Φ1 > . (4.20d)
Similarly we define
vN+j = 2PN+j , j = 1, ..., N, (4.21a)
uN+j = ln
φ1j
ψ2j
, j = 1, ..., N. (4.21b)
Then we have
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Proposition 9. Assume that λj , φij , ψij ∈ R, i = 1, 2, j = 1, ..., N . Introduce the
separated variables u1, ..., u2N and v1, ..., v2N by (4.20) and (4.21). If u1, ..., uN−1, are
single zeros of B(λ), then v1, ..., v2N and u1, ..., u2N are canonically conjugated, i.e.,
they satisfy (1.1).
It follows from (4.9), (4.20a), (4.20d) and (4.21b) that
q = −
1
2
euN , (4.22a)
φ1j =
√
euN+uN+jR(λ2j)
λjK ′(λ
2
j )
, ψ2j =
√
euN−uN+jR(λ2j)
λjK ′(λ
2
j )
, , j = 1, ..., N. (4.22b)
By substituting uk into (4.13) and using (4.16) and (4.19c), one gets the first N − 1
separated equations
vk = A(uk) =
2
uk
[
√
P˜ (uk)−
√
P (0)], k = 1, ..., N − 1, (4.23a)
where P (0) are given by (4.16) and
P˜ (λ˜) = 1 +
N∑
j=1
[
Pj
λ˜− λ2j
+
λ4jP
2
N+j
(λ˜− λ2j )
2
].
It follows from (4.15b), (4.16) and (4.20c) that
vN = 2− 2
√
P (0)− 2
N∑
i=1
PN+i. (4.23b)
The separated equations (4.23) and (4.21a) may be integrated to give the generating
function of the canonical transformation
S(u1, ..., u2N) =
N−1∑
k=1
[
∫ uk 2
λ˜
√
P˜ (λ˜)dλ˜− 2
√
P (0)ln|uk|]
+(2− 2
√
P (0)− 2
N∑
i=1
PN+i)uN + 2
N∑
i=1
PN+iuN+i. (4.24)
The Jacobi inversion problem for the FDIHS (4.10) is
N−1∑
k=1
[
∫ uk 1
λ˜(λ˜− λ2i )
√
P˜ (λ˜)
dλ˜+
1
λ2i
√
P (0)
ln|uk|] +
1
λ2i
√
P (0)
uN = γi − 2x,
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N−1∑
k=1
[
∫ uk λ4iPN+i
λ˜(λ˜− λ2i )
2
√
P˜ (λ˜)
dλ˜−
PN+i√
P (0)
ln|uk|]
−(
PN+i√
P (0)
+ 1)uN + uN+i = γN+i, i = 1, ..., N. (4.25)
The Jacobi inversion problem for the FDIHS (4.11) is
N−1∑
k=1
[
∫ uk 1
λ˜(λ˜− λ2i )
√
P˜ (λ˜)
dλ˜+
1
λ2i
√
P (0)
ln|uk|] +
1
λ2i
√
P (0)
uN
= γ¯i + (2λ
2
i −
N∑
k=1
Pk)t2,
N−1∑
k=1
[
∫ uk λ4iPN+i
λ˜(λ˜− λ2i )
2
√
P˜ (λ˜)
dλ˜−
PN+i√
P (0)
ln|uk|]
−(
PN+i√
P (0)
+ 1)uN + uN+i = γ¯N+i + 2λ
4
iPN+it2, i = 1, ..., N. (4.26)
Finally, since the CDNS equations (4.6) are factorized by the FDIHS (4.10) and
(4.11), combining the equation (4.25) with the equation (4.26) gives rise to the Jacobi
inversion problem for the CDNS equations (4.6)
N−1∑
k=1
[
∫ uk 1
λ˜(λ˜− λ2i )
√
P˜ (λ˜)
dλ˜+
1
λ2i
√
P (0)
ln|uk|] +
1
λ2i
√
P (0)
uN
= γi − 2x+ (2λ
2
i −
N∑
k=1
Pk)t2, i = 1, ..., N, (4.27a)
N−1∑
k=1
[
∫ uk λ4iPN+i
λ˜(λ˜− λ2i )
2
√
P˜ (λ˜)
dλ˜−
PN+i√
P (0)
ln|uk|]
−(
PN+i√
P (0)
+ 1)uN + uN+i = γN+i + 2λ
4
iPN+it2, i = 1, ..., N. (4.27b)
If φ1j , ψ2j, q defined by (4.22) can be solved from (4.36)
by using the Jacobi inversion technique, then φ2j , ψ1j can
be obtained from the first equation and the last equation in (4.10), respectively.
Finally q and r = − < ΛΨ1,Φ2 > provides the solution to the CDNS equations (4.6).
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In general, the above procedure can be applied to the whole Kaup-Newell hierarchy
(4.4). Set
A2(λ) +B(λ)C(λ) =
∞∑
k=0
F˜kλ
−2k, (4.28a)
where F˜k, k = 1, 2, ..., are also integrals of motion for both the x-FDHSs (4.10) and the
tn-binary constrained flows (2.16). Comparing (4.28a) with (4.13), one gets
F˜0 = 1, F˜k =
N∑
j=1
[λ2k−2j Pj + (k − 1)λ
2k
j P
2
N+j ], k = 1, 2, .... (4.28b)
By employing the method in [28,29], the tn-FDIHS obtained from the tn-constrained
flow is of the form
Φ1,tn =
∂Fn
∂Ψ1
, Φ2,tn =
∂Fn
∂Ψ2
, Ψ1,tn = −
∂Fn
∂Φ1
, Ψ2,tn = −
∂Fn
∂Φ2
, (4.29a)
with the Hamiltonian
Fn = 2
n−1∑
m=0
(−
1
2
)m
αm
m+ 1
∑
l1+...+lm+1=n
F˜l1 ...F˜lm+1 , (4.29b)
where l1 ≥ 1, ..., lm+1 ≥ 1, and αm are given by (2.22). Since the n-th Kaup-Newell
equations (4.4) is factorized by the x-FDIHS (4.10) and the tn-FDIHS (4.29). We have
the following proposition.
Proposition 10. The Jacobi inversion problem for the n-th Kaup-Newell equations
(4.4) is given by
N−1∑
k=1
[
∫ uk 1
λ˜(λ˜− λ2i )
√
P˜ (λ˜)
dλ˜+
1
λ2i
√
P (0)
ln|uk|] +
1
λ2i
√
P (0)
uN = γi − 2x
+2tn
n−1∑
m=0
(−
1
2
)mαm
∑
l1+...+lm+1=n
λ
2lm+1−2
i F˜l1 ...F˜lm , i = 1, ..., N, (4.30a)
N−1∑
k=1
[
∫ uk λ4iPN+i
λ˜(λ˜− λ2i )
2
√
P˜ (λ˜)
dλ˜−
PN+i√
P (0)
ln|uk|]− (
PN+i√
P (0)
+ 1)uN + uN+i = γN+i
+2tn
n−1∑
m=0
(−
1
2
)mαm
∑
l1+...+lm+1=n
(lm+1−1)λ
2lm+1
i PN+iF˜l1 ...F˜lm , i = 1, ..., N, (4.30b)
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where l1 ≥ 1, ..., lm+1 ≥ 1, and F˜l1 , ...F˜lm , are given by (4.28b).
For example, the third equations in the Kaup-Newell hierarchy with n = 3 are of the
form
qt3 = −
1
4
qxxx −
3
8
(q3r2 + 2qrqx)x, rt3 = −
1
4
rxxx −
3
8
(r3q2 − 2qrrx)x. (4.31)
The Kaup-Newell equations (4.31) can be factorized by the x-FDIHS (4.10) and t3-
FDIHS with the Hamiltonian F3 defined by
F3 =
N∑
j=1
(2λ4jPj + 4λ
6
jP
2
N+j)− [
N∑
j=1
(λ2jPj + λ
4
jP
2
N+j)]
N∑
j=1
Pj +
1
4
(
N∑
j=1
Pj)
3. (4.32)
The Jacobi inversion problem for the equations (4.31) is given by
N−1∑
k=1
[
∫ uk 1
λ˜(λ˜− λ2i )
√
P˜ (λ˜)
dλ˜+
1
λ2i
√
P (0)
ln|uk|] +
1
λ2i
√
P (0)
uN
= γi − 2x+ [2λ
4
i −
N∑
j=1
(λ2jPj + λ
2
iPj + λ
4
jP
2
N+j) +
3
4
(
N∑
j=1
Pj)
2]t3, i = 1, ..., N,
N−1∑
k=1
[
∫ uk λ4iPN+i
λ˜(λ˜− λ2i )
2
√
P˜ (λ˜)
dλ˜−
PN+i√
P (0)
ln|uk|]− (
PN+i√
P (0)
+ 1)uN
+uN+i = γN+i + [4λ
6
iPN+i − λ
4
iPN+j
N∑
j=1
Pj ]t3, i = 1, ..., N.
In general, the method can be applied to all high-order binary constrained flows (4.8)
and whole KN hierarchy (4.4) in the exactly same way.
4. Concluding remarks.
For high-order binary constrained flows, the method in [1-6] allows us to directly
introduce N +k0 pairs of canonical separated variables and N +k0 separated equations
via the Lax matrices and generating function of integrals of motion. In this paper
we propose a new method for determining additional N pairs of canonical separated
variables and N additional separated equations for high-order binary constrained flows
by directly using N additional integrals of motion. This method is completely different
from that proposed in [23,24] and can be applied to all high-order binary constrained
flows and other soliton hierarchies admitting 2× 2 Lax pairs.
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