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Particle deposition at solid-liquid interfaces is a critical process in a diverse 
number of technological systems. The surface forces governing particle deposition are 
typically treated within the framework of the well-known DLVO (Derjaguin-Landau-
Verwey-Overbeek) theory. DLVO theory assumes of a uniform surface charge density 
but real surfaces often contain chemical heterogeneities that can introduce variations in 
surface charge density. While numerous studies have revealed a great deal on the role of 
charge heterogeneities in particle deposition, direct force measurement of 
heterogeneously charged surfaces has remained a largely unexplored area of research. 
Force measurements would allow for systematic investigation into the effects of charge 
heterogeneities on surface forces. A significant challenge with employing force 
measurements of heterogeneously charged surfaces is the size of the interaction area, 
referred to in literature as the electrostatic zone of influence. For microparticles, the size 
of the zone of influence is, at most, a few hundred nanometers across. Creating a surface 
with well-defined patterned heterogeneities within this area is out of reach of most 
conventional photolithographic techniques. 
Here, we present a means of simultaneously scaling up the electrostatic zone of 
influence and performing direct force measurements with micropatterned 
heterogeneously charged surfaces by employing the surface forces apparatus (SFA). A 
technique is developed here based on the vapor deposition of an aminosilane (3-
aminopropyltriethoxysilane, APTES) through elastomeric membranes to create surfaces 
for force measurement experiments. This vapor deposition technique produces surfaces 
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with well-defined micropatterned charge heterogeneities consisting of APTES 
monolayers on both flat and curved mica substrates. Characterization of these surfaces 
reveals highly charged APTES patches with minimal topographical variations. Force 
measurements between these micropatterned surfaces and mica results in interaction 
force profiles intermediate between mica-mica and APTES-mica. These force profiles are 
compared to a simple linear approximation for calculating forces with charge 
heterogeneities, expanded here to account for arbitrary charge heterogeneities. Our 
findings indicate a simple additive contribution between the APTES patches and 
surrounding mica to the measured force profile and suggest surface forces with charge 
heterogeneities can be predicted from a simple linear approximation based on the surface 
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Chapter 1 Introduction 
1.1 Motivation 
Particle deposition at solid-liquid interfaces is a fundamental process in many 
systems of technological importance. Perhaps the single most widespread example is 
colloidal transport through porous media, such as occurs in packed bed filtration1, 2, 3, 4, 5 
or colloidal transport into groundwater reserves in the environment.6, 7, 8 Another 
common example is paints and coatings9, 10, 11 Controlled particle deposition can also be 
exploited as a mechanism for “bottom-up” self-assembly.12 , 13, 14, 15  For self-assembly 
processes, colloidal particles serve as the building blocks for a device by depositing on a 
surface containing well-defined patterns.14, 16, 17, 18  This can be accomplished by 
patterning surface domains where particle deposition is energetically favorable.14, 16, 19, 20, 
21, 22, 23 
While particle deposition onto surfaces is fundamental  to filtration, coating, and 
bottom-up colloidal assembly processes, in several systems particle deposition is 
undesirable and can present serious (and often costly)24, 25 consequences. In many 
industrial unit operations, particle deposition can lead to fouling of surfaces in process 
equipment, such as heat exchangers24 and reverse osmosis membranes26, 27, reducing 
equipment efficiency and potentially leading to complete failure. In microfluidics, 
unwanted particle deposition can lead to clogging of microchannels.28  Surface fouling is 




Whether particle deposition is a nuisance such as in surface fouling or the 
fundamental requirement in a process, a thorough understanding of colloidal interactions 
is necessary if one wishes to engineer systems dependent on particle deposition 
phenomena. Particle deposition onto a surface involves in interplay of both 
hydrodynamic and colloidal interaction forces.30, 31  Classically, colloidal interactions are 
described using the well-known DLVO theory (Derjaguin-Landau-Verwey-Overbeek).32, 
33, 34  DLVO theory treats the net particle-surface interaction as arising from electrical 
double layer interactions and van der Waals (vdW) interactions.35 DLVO theory has, 
without a doubt, proven itself time and again for predicting colloidal stability and 
deposition.36 Yet, for all its success, there are many examples throughout literature of 
discrepancies of observed particle deposition rates compared to predictions based on 
DLVO theory10, 37, 38. These discrepancies are often the result of applying DLVO theory 
in systems that violate one or more of the basic assumptions of DLVO theory, such as 
applying the theory to systems containing chemical heterogeneous surfaces where the 
surface charge density cannot be assumed to be uniform.37, 39 Such heterogeneities can 
cause variations in surface charge density and locally alter interaction forces between a 
particle and surface.19, 40 These charge heterogeneities introduce locally favorable regions 
for particle deposition on a surface that should otherwise be repulsive based on DLVO 
predictions from average surface properties.41 Further, surface charge heterogeneities can 
be intentionally introduced onto surfaces to facilitate controlled deposition of particles 




Numerous investigations into the effects of charge heterogeneities on surface 
forces have be conducted based on computational methods39, 41, 42, 43, 44, 45 or experiments 
measuring particle deposition rates onto heterogeneously charged substrates in flow 
systems.16, 19, 20, 46, 47, 48, 49 However, investigations based on direct measurement of 
surface forces with heterogeneously charged surfaces has remained largely unexplored.41, 
50 Such experiments would allow interrogation of the force-separation relationship 
between particle and a heterogeneously charged surface. Also, unlike particle deposition 
experiments, force measurement allows surface forces to be decoupled from 
hydrodynamic interactions and studied independently. Finally, if patterned 
heterogeneities are used force measurements provide a means to directly and 
systematically explore the effects of parameters such as the size and surface coverage of 
charge heterogeneity on surface forces.  
1.2 Thesis Overview 
This thesis summarizes a process for fabricating micropatterned heterogeneously 
charged surfaces and the experimental results from force measurement experiments with 
patterned charge heterogeneities in the surfaces forces apparatus (SFA). First, it will 
describe the technique developed to produce heterogeneous charged surfaces with 
minimal topographical variations tailored to match the requirements of the surface forces 
apparatus (SFA). Next, it will outline a simple method for estimating surface forces with 
heterogeneously charged surfaces and investigate the effects of boundary conditions on 




experiments with micropatterned charge heterogeneities. The thesis chapters are 
organized as follows:  
Chapter 2 is intended to provide a brief background on the electrical double layer 
and DLVO theory. It covers a derivation of the Poisson-Boltzmann equation, the 
Derjaguin approximation, and calculating electrostatic and van der Waals forces.  
Chapter 3 will provide a brief overview of the primary experimental techniques 
used in this thesis. A review of the surface forces apparatus (SFA), atomic force 
microscopy (AFM) and fluorescence microscopy will be provided. 
Chapter 4 (peer reviewed publication51, reprinted with permission) will discuss a 
method developed to generate high-quality micropatterned aminosilane (3-
aminopropyltriethoxysilane, APTES) monolayers on both flat and curved mica substrates 
based on a chemical vapor deposition procedure through elastomeric membranes. In 
electrolyte solutions, these substrates create micropatterned heterogeneously charged 
surfaces. This chapter outlines the critical process parameters needed to generate 
monolayers with minimal topographical variation while leaving the surrounding mica 
surface free of residue. The surface potential of the APTES and mica substrates is 
characterized through direct force measurements in the SFA and compared to literature 
values from electrokinetic studies. 
Chapter 5 presents a simple analytical method for estimating DLVO interaction 
potentials and forces for heterogeneously charged surfaces. This analytical method, 




in literature on the grid-surface integration (GSI) method and expanded here to 
incorporate the effects of boundary conditions on electrostatic interactions for patchy 
heterogeneously charged surfaces. 
Chapter 6 presents force measurements with patterned charge heterogeneities in 
the surface forces apparatus (SFA). The results of this chapter will be analyzed within the 
framework of linear mixing approximation outlined in chapter 5. It will be shown that for 
a heterogeneously charged surface, the net measured interaction falls between that of the 
heterogeneity and the surrounding bulk surface and a fractional patch coverage, as well as 
an effective surface potential can be calculated from the measured force profiles. 
Chapter 7 summarizes the results of the thesis and my contributions to 
understanding the effects of charge heterogeneities on surface forces. It will also discuss 











Chapter 2 Background 
 
Colloidal interactions are typically treated within the framework of DLVO 
theory32, 36, 37, 52. DLVO theory assumes the net particle-particle or particle-surface 
interaction force or energy come from the superposition of two components: electrostatic 
interactions arising from electrical double layer overlap and van der Waals interactions32, 
35, 52. These contribution of these two components are assumed to act independently of 
each other and are calculated separately then added together to obtain the total net 
particle-particle or particle-surface interaction. The following chapter will provide a 
background on DLVO theory and the calculation of electrostatic and van der Waals 
interaction forces. 
2.2 Electrostatic interactions 
2.2.1 The origin of surface charge and the electrical 
double layer 
Most interfaces in electrolyte solutions have a charge associated with them. This charge 
can arise from a few sources33, 34 52: 
1) Dissociation of ions from a surface into solution 




Because the solid/liquid interface develops a surface charge, the distribution of ions 
in the electrolyte solution adjacent to the charge interface is altered. The ions in solution 
will reorient themselves in response to the surface charge present with co-ions (same sign 
as the surface) being repelled from the surface while counter-ions (opposite sign as the 
surface charge) are attracted the interface. Simultaneously, these ions are still free to 
diffuse under thermal motion.35 This arrangement of the charged surface and distribution 
of ions in the electrolyte solution set up a structure called the electrical double layer. 
 Several models exist for the structure of electrical double layer. An early, 
illustrative model for the electrical double layer is the Gouy-Chapman model.34 In the 
Gouy-Chapman model of the double layer, the surface charge density is assumed to be 
uniform, which ignores the effects of discrete ion binding sites.35 Further, the electrolyte 
is assumed to have a uniform electrical permittivity throughout and the ions in solution 
are assumed to be point charges that form a diffuse layer. 36 
 While the Gouy-Chapman model serves as the foundation for modeling the 
diffuse double layer and calculation of electrostatic interactions, some modifications to 
the model have been proposed to account for the finite size of ions adsorbed at the 
interface. Ions have a finite size and can only approach within an ionic radius of the 
surface. This region where the ions are adsorbed to the interface is known as the Stern 
layer.34, 52 (Figure 2.1) The Stern layer can be further divided into two regions known as 
the inner and outer Helmholtz planes. The inner Helmholtz plane represents the location 
of fully adsorbed ions bound to the surface. The outer Helmholtz plane corresponds to the 




and the boundary of the Stern layer coincide.34 The diffuse layer (described by the Gouy-
Chapman model) lies outside the Stern layer. 
 
Figure 2.1. The electrical double layer showing the inner Helmholtz plane of adsorbed 
counter-ions and the outer Helmholtz plane (which corresponds to outer edge of the Stern 
layer). The diffuse layer extended beyond the outer Helmholtz plane. 
For the purposes of analyzing electrostatic interactions in this chapter, the Gouy-
Chapman model will be used where the charged surface is described by a single surface 
potential or surface charge density. The double layer consists of the plane of surface 
charge at the interface and the diffuse layer. Next, we derive an equation that described 






2.2.2 The Poisson-Boltzmann Equation 
To describe the electrostatic double layer, we need to know the variation in the 
electrical potential away from the surface as a function of distance. This is obtained from 
solution of the Poisson-Boltzmann equation which relates the electrical potential at any 
point in the electrolyte to the concentration of ions at that point. Here we derive the 
Poisson-Boltzmann equation following along closely with the approach from Chapter 4 
of Colloids and Interfaces with Surfactants and Polymers52. Deriving the Poisson-
Boltzmann equation starts from Gauss’ Law, which relates the divergence of the electric 
field at a point to the free charge density: 





Where ?⃗⃗?  is the electric field, 𝜌𝑓 is the free charge density, and 𝜀 is the dielectric constant 
of the medium and 𝜀0 is the permittivity of free space. Because the electric field is 
assumed to be constant with respect to time (an electrostatic field), which further implies 
the curl of the electric field is 0 (𝛻𝑥?⃗? = 0), the electric field can be expressed as the 
gradient of the electrical potential ψ: 
 
?⃗⃗? = −𝛻ψ (2.2) 
 






















⁄  is the Laplace operator. Equation 2.4 is 
Poisson’s equation and relates the gradient of the electrical potential to the free charge 
density at any point in the diffuse layer. The free charge density, 𝜌𝑓, comes from the ions 







Where 𝑛𝑖 is the number density of species i, 𝑛𝑖0 is the number density of species i at 
location x where the potential, ψ, is assumed to be 0, z is the valence of species i, e is the 
elementary charge, k is the Boltzmann constant, and T is the temperature. The potential is 
assumed to be 0 far from the interface in the bulk electrolyte solution, therefore 𝑛𝑖0 is the 
bulk concentration of species i in solution. 
For a simple aqueous solution consisting of a symmetric electrolyte (where the valence, 
z, of cations and anions are of equal magnitude, such as in NaCl or KCl), the total free 
charge density is the sum of the number densities of the cationic and anionic species: 
  








𝑛0 is the number density of the bulk electrolyte. Substituting the free charge density (eqn. 











For a 1-D system, such as when the charged surface is an infinitely flat plate, we are only 
concerned with the variation of the potential normal to the surface (defined as the x 

























Where κ is the Debye-Hϋckel parameter. The inverse of the Debye-Hϋckel parameter, 
κ−1, has units of length and is known as the Debye length. The Debye length for a 










The Debye length is a decay length of the diffuse double layer and represents the 
characteristic length scale for double layer interactions. For a 1:1 electrolyte under 
standard conditions (T=20°C), the Debye length is equal to 3nm for a 10mM solution and 
30.7nm for a 0.1mM solution. 
The Poisson-Boltzmann equation is a non-linear second order differential 
equation and can only be solved analytically for the case of a single isolated flat interface 
















Where ψ𝑠 is the potential at the surface where x = 0. For values of the low surface 










Eqn. 2.12 comes from solution of the linearized Poisson-Boltzmann equation. The 







approximation is known as the Debye-Hϋckel approximation.52 
 
2.2.2 Relating surface charge density and surface 
potential for an isolated surface 
The surface charge density,𝜎𝑠, of an interface is related to the surface potential, 
ψ𝑠, by recognizing that electroneutrality must be maintained for the entire solid-liquid 
interface system. In other words, the total free charge in the diffuse layer must match the 
surface charge present on the surface34: 
 𝜎𝑠 = −∫ 𝜌𝑓𝑑𝑥
∞
0
 ( 2.13) 
 
The free charge density comes from eqn. 2.6 Performing this integration leads a relation 
between the surface charge density and surface potential. For a 1-1 electrolyte, the 
solution is known as the Grahame equation33: 








For small surface potential values (|ψs| < 25mV) the surface charge density can be related 
to the surface potential through the following expression34: 
 
𝜎𝑠 = κ𝜀𝜀0ψs 
(2.15) 
 
2.2.3 Interacting double layers 
For problems involving particle-particle or particle-surface interactions, the 
electrical double layers of both particles or the particle and surface overlap upon 
approach. This overlap of double layers leads to a pressure, Π, in the gap between the two 
approaching surfaces32.  
 
Figure 2.2 Two charged flat surfaces (1 and 2) at separation, D where the position 
between the surfaces is equal to x. x = 0 at surface 1 and x = D/2 at the midplane half-
way between the surfaces. ѱ1, ѱ2 are the surface potentials of surface 1 and 2. σ1 and σ2 




Consider two flat plates, as shown in Figure 2.2. The net interaction energy per 
unit area due to double layer overlap can be obtained from integrating the gap pressure 
from when the surfaces are at infinite separation (i.e. sufficiently far so that double layer 
overlap is negligible) to a finite separation distance, D34: 
 





Eqn. 2.16 is essentially just the work required (per unit area) to bring the surfaces to their 
final separation distance D. The pressure at any location in the gap between the surfaces 
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 (2.17) 
 
The value of the potential,ψ(x), comes from solving the Poisson-Boltzmann 
equation using appropriate boundary conditions to describe each surfaces. Two different 
boundary conditions are typically assumed: the constant potential (CP) boundary 
condition and the constant charge (CC) boundary condition52. When the constant 
potential boundary condition is used, the surface potentials of each surface (ѱ1, ѱ2) are 
assumed to remain constant as the two approach. When the constant charge boundary 
condition is used, the surface charge density of each surface (σ1 and σ2) is assumed to be 




The expressions thus far for the electrostatic interaction energy and gap pressure 
are for infinite flat plates. For particles with a large radius of curvature compared to the 
separation distance between them (or between a particle and a surface), the Derjaguin 
approximation can be used to relate flat plate interaction energies into forces.  
2.4 The Derjaguin Approximation 
The gap pressure in equation 2.17 and the electrostatic interaction energy in 
equation 2.16 as a consequence are for two infinite flat plates and flat plate interaction 
energy is per unit area. However, for particle deposition problems we are interested 
instead in obtaining the interaction between a sphere and a plane. The Derjaguin 
Approximation provides a method to relate the interaction energy per unit area between 
two flat plates to the interaction force between two spheres.33 A sphere-plate interaction 
can be treated as a special case of the interaction between two spheres where the limit of 
one of the spherical radii is allowed to approach infinity.  
 
Figure 2.2 The Derjaguin Approximation relates flat plate interaction energy per unit 




Following along closely with the derivation found in chapter 11 of Intermolecular 
and Surface Forces33, consider two spheres of radii a1 and a2 with a separation D, as 
shown in Figure 2.2. Consider each sphere’s surface as consisting of a series of 
concentric annular rings, each with radius x and a thickness dx. The separation between 
each ring is denoted as Z. The area of each of these concentric rings is 2πxdx. The total 
force 𝐹(𝐷) on each sphere can be calculated by summing up the individual pairwise 
interaction forces 𝑓(𝑧) for each of these annular elements: 
 





For a given separation D, Z is equal to the following: 
 











And the derivative of Z is equal to: 






) 𝑥𝑑𝑥 (2.20) 
 
Equation 2.19 comes from applying the Chord Theorem33, which states that 𝑥2~2𝑎1𝑧1 =
2𝑎2𝑧2. 













The integral on the right hand side of equation 2.21 is equal to the interaction energy per 





= 𝑈𝑓𝑙𝑎𝑡𝑠(𝐷) =  
(2.22) 
 
This implies that the interaction force between two spheres is: 






The case of a single sphere of radius a interacting with a plate can be obtained by taking 
the limit as one sphere’s radii goes to infinity: 
 𝐹𝑠𝑝ℎ𝑒𝑟𝑒−𝑝𝑙𝑎𝑡𝑒(𝐷) = 2𝜋𝑎𝑈𝑓𝑙𝑎𝑡𝑠(𝐷) 
(2.24) 
 
Additionally, for two sphere of equal radii, a, equation 2.22 can be simplified to: 






The Derjaguin approximation relates the interaction force between spheres or a sphere 
and a plate to flat plate interaction energies and can be used for different interaction 
forces such electrostatic interactions or van der Waals interactions. However, the 
Derjaguin approximation is only valid in situations where the curvature of the spherical 
particle(s) is much larger than the interaction distances between them (a/D>>1). For 
electrostatic interactions, where the range of interactions is on the order of a Debye 
length, κ-1, this would imply that (aκ≫1). In general, this condition is satisfied for micron 
scale particles but begins to break down for sub-micron particles. 
2.4 Calculating electrostatic interaction forces 
Equations 2.16 and 2.17 can be used together with the Derjaguin approximation to 
calculate the electrostatic force between a particle and surface. In general, to obtain the 
gap pressure, Π, from 2.17, numerical solutions must be used to solve the full Poisson-
Boltzmann equation (equation 2.8)  for the potential, ψ(x). The potential must be solved 
at every surface separation distance, D. The two surfaces are assumed to obey either 
constant potential or constant charge boundary conditions. Once the potential is solved 
for, the gap pressure can be calculated. The pressure between the surfaces is equal at all 
points, x, so the gap pressure only needs to be solved for at one value of x. The midplane 
(x = D/2, see figure 2.2) is used here. A boundary value problem solver, such as the 
Matlab’s bvp5c (used here) can solve the Poisson-Boltzmann equation with the 
appropriate boundary conditions. Once the pressure, Π, is known for all separations D, 




electrostatic interaction energy per unit area. This flat plate interaction energy can be 
used with the Derjaguin approximation for a sphere and a plate (equation 2.24) to obtain 
the electrostatic interaction force for a spherical particle and a surface. 
Analytical approximations for the electrostatic interaction 
Several approximate analytical expressions exist to calculate the electrostatic 
interaction force that avoid the need for solving the Poisson-Boltzmann equation 
numerically.33, 34 One widely used expression is that derived by Hogg, Healy, and 
Fusternau54 (known as the Hogg-Healy-Fusternau or HHF expression). The HHF 
expression invokes the Debye-Hϋckel approximation to linearize the Poisson-Boltzmann 
equation and assumes constant potential boundary conditions. The flat plate interaction 












Where κ is the Debye- Hϋckel parameter, ѱ1 and ѱ2 are the surface potential each of the 
surfaces, 𝜀 is the dielectric constant, 𝜀0 is the permittivity of free space, and D is the 
separation. Because the HHF expression is based on the Debye- Hϋckel approximation, it 
should only be applied to surfaces of low potential (|ѱ| < 25mV). However, it has been 
found to agree reasonably well with numerical solutions up to about 50-60mV.54 
 Figure 2.3 shows an example calculation of the electrostatic interaction forces for 




T=22°C). The figure shows the electrostatic interaction for 4 separate combinations of 
surface potentials. Symmetric (A,C) denotes the particle and surface have identical 
surface potentials while asymmetric (B,D) denote that the particle and surface have 
surface potentials of the same magnitude but opposite sign. Figure 2.3 shows the results 
from numerical solutions using the constant charge (CC) and constant potential (CP) 
boundary conditions applied to the surfaces. For constant charge boundary conditions, the 
surface potential denotes the potential of the surface when they are far apart. 
Additionally, the results from the HHF expression are shown for comparison. At 50mV 
(A, B), the HHF results match the numerical solution with constant potential boundary 
conditions. However, this agreement breaks down at 100mV (C, D), due to the HHF 






Figure 2.3. Electrostatic interaction force between a particle and a surface normalized by 
particle radius of curvature. The electrolyte solution is a 10-3 M 1:1 electrolyte solution. 
Particle and surface interaction plotted for 50mV (A, B) and 100mV(C, D) and 
symmetric surfaces (same potential) in A,C and asymmetric surfaces (opposite sign but 
same magnitude of surface potential (B, D). Solid black line represent numerical solution 
with constant charge boundary conditions, dashed black line represent numerical solution 
with constant potential boundary condition, and dotted green line is the result from HHF. 
2.3 Van der Waals Interactions 
London-van der Waals forces are a greater class of intermolecular forces that 
include interactions between dipoles-dipoles (Keesom Interaction), dipole-induced dipole 
(Debye interaction), and induced dipole- induced dipole (London interaction) 
interactions.52 Perhaps the most well-known example of van der Waals forces is the 




are attractive between particles or a particle and a surface, although repulsive van der 
Waals interactions are possible in a few special circumstances.33 
Two different theoretical approaches for calculating van der Waals interactions 
between surfaces are available.34 These are Hamaker Theory56 and Lifshitz theory57. In 
Hamaker theory, the pairwise interaction between individual molecules at each surface is 
calculated to obtain a total interaction. This is illustrated in figure 2.4. Hamaker theory 
ignores multi-body interactions (the effects neighboring molecules have on each other). 
Lifshitz theory corrects for this by adopting a continuum approach where van der Waals 
interactions are calculated on the basis of the macroscopic electromagnetic properties of 
the surfaces and the medium between them. However, it is often difficult to apply 
Lifshitz theory due to a limited amount of information available on the full dielectric 
properties of a material.34. As a consequence, Hamaker theory is often used for particle-





Figure 2.4 Illustration of pairwise molecular interaction assumption used in Hamaker 
theory. A single atom of surface 1 interacts with all the atoms of surface 2 across the 
intervening medium, 3. The separation between the surfaces is denoted as D. The sum of 
all the net pairwise interactions between the surfaces give the total van der Waals 
interaction. 
The van der Waals interaction energy per unit area between to infinite flat surfaces can be 








Where D is the surface separation and 𝐴𝐻 is the Hamaker constant. The Hamaker 
constant is a material-dependent constant that depends on the surfaces and the medium 
between them. The Hamaker constant for most systems falls between 10-21 and 10-19 J.34 
Substituting equation 2.27 into the Derjaguin approximation (equation 2.24) provides the 











2.1 DLVO Theory 
Derjaguin and Landau58 and Verwey and Overbeek35 independently developed a 
theory of colloidal stability based on the assumption that only electrostatic and van der 
Waals interaction contribute to colloidal interactions. This theory in known as DLVO 
(Derjaguin, Landau, Verwey, Overbeek) theory in honor of its founders. DLVO theory 
assumes that the net interaction energy for a system of two colloidal particles of a particle 
and a surface comes from the superposition of electrical double layer interactions and van 
der Waals interactions: 
 UDLVO(D) = Uedl(D) + UvdW(D) (2.29) 
 
 Where UDLVO(D) is the DLVO potential energy as a function of either the 
particle-particle or particle-surface separation, D,  Uedl(D) is the electrostatic potential 
energy of interaction from electrical double layer overlap, and UvdW(D) is the van der 
Waals interaction energy. Figure 2.5 shows a plot of the electrostatic, van der Waals, and 






Figure 2.5: Example plot of electrostatic (blue), van der Waal (red), and DLVO (black) 
energy as a function of separation. Positive values denote repulsive interactions and 
negative values denote attractive interactions. 
The DLVO interaction force can be obtained by recognizing𝐹 = −𝑑 𝑈 𝑑𝐷⁄ .  
 FDLVO(D) = Fedl(D) + FvdW(D) (2.30) 
Where FDLVO(𝐷) is the net DLVO interaction force, Fedl(D) is the electrostatic force, 
and FvdW(D) is the van der Waals interaction force. 
Particle stability (i.e. a particle’s “resistance” to aggregation with other particles 
or deposition onto a surface) is dependent upon the presence of a sufficiently large 
repulsive energy barrier. As shown in figure 2.1, the van der Waals energy is negative, 
indicating attractive interactions. Electrostatic forces are repulsive (positive interaction 
energies). The net interaction energy from DLVO theory is just the sum of these two 
interaction energies. At some small separation, the DLVO interaction energy changes 























maximum repulsive DLVO energy is referred to as the energy barrier. In the example of 
figure 2.1, it is over 300kT. A particle must have sufficient energy to overcome this 
energy barrier. Typically, an energy barrier of at least 10kbT is considered sufficient to 
prevent particle deposition and aggregation.59  
2.5 Non-DLVO forces  
DLVO theory has been extremely successful in describing colloidal interactions in 
several systems. However, there are systems where DLVO does not fully describe net 
particle-particle and particle-surface interactions due to additional contributions from 
sources not incorporated into DLVO theory. 
Several forces not included in DLVO theory can arise in particle interactions. Such forces 
are often grouped together under the overall term non-DLVO forces.36 Non-DLVO forces 
include steric forces due to the overlap of adsorbed polymer layers on surfaces, as well as 
hydration effects.34 Hydration effects are the result of structural order of the solvent layer 
at a solid-liquid interface and generally produce an additional repulsion as the surfaces 
approach each other. 
Often, these additional non-DLVO forces are added to DLVO theory to incorporate them 
into calculations of particle interactions.36 This approach is sometimes referred to as 




Chapter 3 Overview of 
Experimental Techniques 
The following chapter is intended to provide a brief overview of the three main 
experimental techniques used throughout this thesis. These techniques are the surfaces 
forces apparatus (SFA), atomic force microscopy (AFM), and fluorescence microscopy. 
3.1 Surface Forces Apparatus (SFA) 
The surface forces apparatus (SFA) is a direct force measurement technique 
capable of measuring a forces between two surfaces as a function of separation with a 
force sensitivity of 10 nN and separation resolution of 0.1 nm.33 The technique was 
developed by Tabor, Winterton, and Israelachvilli for measurement of van der Waals 
forces between mica surfaces in air and vacuum.61, 62 Soon after, it was extended to work 
with liquids and used to measure double-layer forces in electrolyte solutions.63 Since 
then, it has been  used to study a wide range of forces such as hydrophobic interactions64, 
65, steric forces, hydrodynamic interactions66, 67. 
 The substrates used for an SFA experiment consist of two mica surfaces arranged 
in a cross cylinder geometry. Mica is the ideal substrate for the SFA as it is optically 
transparent and can be cleaved into thin, molecularly smooth sheets and serves as the 
substrate of choice for nearly all SFA experiments. These mica surfaces are 2-5 microns 
thick and coated on one side with approximately 50nm of silver via either thermal 




silica support disk that have a radius of curvature of 1-2 cm. Figure 3.1 shows an example 
of one of the disks with the glued and silvered mica substrate. 
 
Figure 3.1. Illustration of a single silica support disk with a glued piece of mica. The 
backside of the mica is coated with 50nm of silver via thermal evaporation. 
Inside the SFA, the surfaces are mounted opposed to one another in a crossed-
cylinder configuration. This crossed-cylinder geometry is equivalent to a sphere 
interacting with a plane. One surface is fixed in place to a top mount and the other surface 
is mounted onto a leaf spring with a known spring constant. Figure 3.2 shows the 
mechanism of the Mk II SFA that was used in this thesis. The entire leaf spring assembly 
is movable and allows for control of the surfaces separation. The leaf spring assembly is 
movable via two independent microstepping drives. One microstepping drive (the upper 
drive in Figure 3.2) is rigidly attached to the mounted leaf-spring assembly and provides 
course movements for positioning the lower surface (mm to μm movements). Fine 
separation control is achieved through a system of two springs in connected in series: the 
helical spring and double cantilever spring. The leaf spring with mounted lower surface is 
connected directly to the double cantilever spring. This double cantilever spring has a 




compresses it. The helical spring is connected directly to a shaft driven by a microstepper 
motor (lower drive in Fig 3.2). With this system, a small compression of the helical 
spring by the lower drive translates into an even smaller compression of the double 
cantilever spring (approximately 1000 times less). Because the lower surface (and the 
cantilever spring) are mounted directly on the double cantilever spring, this creates a 
small shift in the lower surface’s position. In other words, a micron scale compression of 
the helical spring by the lower drive (driven by a microstepper motor) translates into a 
nanometer shift in the lower surface position. 
 
Figure 3.2. Illustration of internal mechanism of the SFA Mk II 
 
One of the primary advantages to using the SFA for surface force measurement is 
that it provides data on absolute surface separations with sub-nanometer resolution. 
Because the mica pieces are silvered and optically transparent, they form an 
interferometer and multiple beam interferometry (MBI)68 can be used to analyze the 
surface separation with angstrom-level precision69. Light is conveyed from an external 
white light source through a window in the bottom of the SFA. This light is directed 




The silvered mica surfaces (and medium between them) form a three layer 
interferometer and only permit certain discrete wavelengths of light through them due to 
constructive and destructive interference.70 These wavelengths form fringes of equal 
chromatic order (FECO)70 that can be resolved with a spectrometer. An example of the 
FECO from an SFA experiment are shown in figure 3.3.  
 
Figure 3.3 Example of FECO for mica surfaces taken with a CCD camera. A) Two 
symmetrical mica surfaces immersed in aqueous solution. Line shows tip of parabolic 
fringes corresponding to point of closest approach (PCA) between the surfaces. Fringes 
appear as doublets because of birefringent properties of mica. B) Same mica surfaces as 
in A now in contact. Note flattening at the tip of the parabolic fringes. Additionally, the 
vertical lines are spectral emission lines from a mercury arc lamp (wavelengths: λ = 
546nm, 577nm, 579nm) used to calibrate the image by converting pixel position into a 




The FECO appear parabolic in Fig. 3.3A because of the curvature of the mica surfaces 
and a slit in front of the spectrometer only allows a single cross-section of the surfaces to 
be viewed as a time. The tips of the parabolic fringes corresponds to the point of closest 
approach (PCA) between the surfaces. The wavelength of the FECO depend on the 
refractive index (n) of the surfaces and medium between them and the absolute surface 
separation (D). As the separation between the surfaces is changed, the FECO 
wavelengths will shift as well. Measuring the wavelengths of the FECO at the PCA 
allows for determination of the surface separation. Additionally, the radius of curvature 
(ROC) of the surfaces can also be obtained from analysis of the FECO. The lateral 
resolution is typically about 1 μm. 
There is an analytical expression available to solve for the surface separation and 
refractive index for symmetrical three and five layer interferometers.70,71 For more 
complicated interferometers with asymmetric and several layers, the multi-layer matrix 
method can be is used to solve for the separation numerically. In this thesis, the fast 
spectral correlation algorithm developed by Heuberger72 is used to calculate the 
separation from the fringe positions. The algorithm was implemented in a LabVIEW 
script developed by Dr. Gloria Olivier (PhD 2010, Frechette lab) and further modified by 
Dr. Rohini Gupta (PhD 2013, Frechette lab). 
The raw data obtained during an experiment is the absolute surface separation 
obtained from analyzing the FECO and the microstepping motor position (obtained from 
a rotary encoder attached to the motor). A motor calibration curve is fitted for each force 




the interaction force between the surfaces. The motor calibration curve is obtained from a 
least squares fit of the motor position vs. separation data when the two surfaces are far 
enough apart that there is no interaction force between them. Under these conditions, 
there is a linear correlation between the movement of the microstepping motor and the 
change in separation of the surfaces (Fig. 3.4). 
 
Figure 3.4 Example of motor calibration to calculate interaction force for SFA data. 
Points correspond to measured surface separation in SFA and line corresponds to motor 
calibration which provides the expected surface separation in the absense of any 
interaction force (zero force regime). Comparison of actual surface separation to expected 
separation with zero force allows calculation of the interaction force. 
The interaction force (which is usually normalized by the radius of curvature of the 
surfaces) is obtained by taking the difference between the actual surface separation and 












Where 𝑘𝑠 is the spring constant of the leaf spring, ROC is the geometrically 
averaged radius of curvature the surfaces (𝑅𝑂𝐶 =  √𝑅1𝑅2 where R1 and R2 are the radii 
of curvature of the upper and lower surfaces), 𝐷𝑆𝐹𝐴 is the measured surface separation of 
the SFA data, and 𝐷𝐹=0 is the expected surface separation in the absence of any 
interaction forces between the surfaces and is obtained from a motor calibration. When 
F/R is positive, there is a net repulsive force between the surfaces (further apart than if 
there is no interaction force). When F/R is negative, there is a net attractive force (closer 
together than if there is no interaction force). For attractive forces, the interaction can 
only be measured as long as the gradient of the force does not exceed the spring constant, 
𝑘𝑠, of the leaf spring. If the gradient of the forces is exceeded, a mechanical instability 
results and the surfaces will jump into contact.73 
3.2 Atomic Force Microscopy (AFM) 
The atomic force microscope (AFM) is a versatile type of scanning probe 
microscope that has a wide number of uses from imaging surfaces to performing force 
measurements, such as in the colloidal probe technique. The AFM was used in this thesis 
as an imaging tool for characterizing the topography of micropatterned chemically 
heterogeneous surfaces. As such, the purpose of this section will be to provide a brief 





Figure 3.5 Basic components of an atomic force microscope. Sample is shown attached 
to piezo transducer. 
Figure 3.5 shows the most basic components of an atomic force microscope. In 
the layout of figure 3.5, a microcantilever interacts with the surface of a sample. A laser 
from a laser diode is directed at the tip of the microcantilever and reflects off of it onto 4 
quadrant position sensitive detector (PSD)33. The purpose of the PSD is to measure the 
deflection of the microcantilever while the surface is scanned. The sample that is scanned 
sits on a piezo transducer that moves the sample in the x, y, and z directions. The piezo 
transducer expands or contracts in response to a voltage applied to it. In some systems, 
the sample is stationary and the microcantilever is instead attached to a piezo transducer. 
The AFM can be operated in three different imaging modes: contact mode (C-
AFM), non-contact mode (NC-AFM), and tapping mode (T-AFM).74 In contact mode, as 
the name suggests, the tip of the microcantilever remains in contact with the sample 
surface during imaging. As the surface is shifted laterally, the cantilever tip will deflect in 




constant height and constant force mode. In constant height mode, the position of the 
cantilever is kept fixed as the sample is scanned. When a change in the sample’s surface 
topography causes the cantilever to deflect, the deflection is detected from movement of 
the reflected laser light on the PSD. This generates a feedback signal to adjust the sample 
height (via the piezo transducer) to restore the cantilever to its original position. In 
constant force mode, the force applied by the cantilever on the sample surface is kept 
constant by monitoring the cantilever’s deflection and keeping a constant deflection 
during sample scanning.  
In non-contact mode, the cantilever is driven to oscillate at or near its natural 
resonant frequency by a piezo-transducer attached to the cantilever (not shown in Fig. 
3.5). The oscillating cantilever is brought near the sample surface. The typical separation 
between the tip and sample is approximately 5-15 nm.74 As the tip is scanned over the 
surface, attractive interaction forces between the tip and sample causes changes in 
amplitude, phase, or frequency of the cantilever oscillation due to damping. These 
changes in the cantilever oscillation versus the lateral position on the surface provide data 
for imaging the surface topography.  
In tapping mode AFM imaging, the AFM cantilever taps the sample surface 
during scanning but does not remain in contact. The AFM cantilever is made to oscillate 
like in non-contact mode, with an amplitude of 20-100 nm when the tip is far from the 
surface.74 The oscillating tip is brought near the sample surface until it begins to lightly 
tap it. This tapping causes a change in the amplitude of the oscillations from a set-point 




amplitude oscillation. The required change in sample height (from the corresponding 
voltage applied to the piezo transducer) is used to map the surface topography at each 
lateral surface position. Tapping mode is considered the ideal imaging mode for samples 
that could be damaged from scanning in contact mode.  
3.3 Fluorescence Microscopy 
 Fluorescence microscopy is an extremely common microscopy technique 
used in several fields, particularly cell and molecular biology.75 Fluorescence microscopy 
is based on the imaging of a fluorescent chemical, known as a fluorophore, to generate 
high contrast images. Fluorophores absorb light at a characteristic wavelength, known as 
the excitation wavelength, and subsequently emits a portion of the absorbed energy back 
at a characteristic wavelength. Because a portion of the initial absorbed energy is loss 
through non-radiative processes, the emitted light is always at a longer wavelength (lower 
energy) than the excitation light. The difference between the excitation and emission 
wavelengths is known as the Stokes shift of the fluorescent material.  
 A variety of different fluorescence imaging techniques are used. However, in this 
thesis, basic epi-illumination fluorescence microscopy is used to characterize the quality 
of micropatterned charge heterogeneities. The charge heterogeneities are imaged by 
tagging them with commercially available fluorescent polystyrene nanoparticles. The 
nanoparticles, obtained from Bang’s Laboratories (Fishers, IN) are internally dyed with a 
fluorophore and have a carboxylic acid surface functionality. In aqueous solution, the 




charged heterogeneities. The deposited particles are imaged with a fluorescence 
microscope to generate high contrast images (Fig. 3.6) that can be analyzed using image 
analysis software, such as ImageJ to characterize the pattern dimensions and quality. 
 
Figure 3.6 Fluorescence microscope image of 110nm diameter fluorescent polystyrene 
nanoparticles deposited onto micropatterned aminosilane (3-aminopropyltriethoxysilane, 
APTES) patches on a mica surface. The diameter of the patches is 4.6 μm with a center-
to-center separation of 12.5 μm. Scale bar = 50 μm. 
 The basic components of an upright epi-illumination fluorescence microscope are 
shown in Figure 3.7. Epi-illumination means that the excitation light and emission light 
both go through the objective simultaneously. In many fluorescence microscopes, 
excitation light is generated by a mercury arc lamp. The light emitted from this lamp is 
passed through an excitation filter to remove wavelengths that do not excite the 
fluorophore. This also helps with removing wavelengths from the excitation light source 
that match the emission wavelengths of the sample improve image contrast. After passing 
through the excitation filter, the excitation light reflects of a dichroic mirror and is 
conveyed through the objective to excite the sample. The dichroic mirror is a special 




longer wavelength light.75 The emission light is collected by the objective and passes 
through the dichroic mirror and an additional barrier filter that further excludes any light 
not at the emission wavelength. The excitation, dichroic mirror, and barrier filter are 
tailored for the fluorophore used to tag the sample. Then, the light passes through a beam 
splitter to either the eyepiece for direct viewing or a camera or photodetector. 
 









Chapter 4 Chemical vapor 
deposition of patterned 
aminosilane (APTES) monolayers 
[Reprinted (with minor modifications) with permission from: C. Pick, C. Argento, G. 
Drazer, J. Frechette, “Micropatterned charge heterogeneities via vapor deposition of 
aminosilane” Langmuir 2015, 31, 10725-10733 Copyright © 2015, American Chemical 
Society.] 
4.1 Introduction 
Spatial control of chemical functionality is critical in the development of 
platforms for bio-sensing technologies where the localization and immobilization of 
molecules or particles to surfaces is necessary.14, 22 Of particular interest is the deposition 
of 3-aminopropyltriethoxysilane (APTES) on oxide surfaces such as SiO2
76, 77 or 
sapphire77, as well as on mica surfaces78, 79. APTES contains two different reactive 
groups: on one end are three ethoxysilanes that can undergo a condensation reaction, 
covalently attach to surfaces, and crosslink. The other end is a primary amine group that 
is protonated in aqueous solutions (pKA = 9.6)
80. Therefore, an APTES-covered surface 
will be positively charged, allowing for the reversal of the negative charge present on 
most surfaces in aqueous solutions. Additionally, the primary amine group can undergo 
further reactions with functional groups such as carboxylic acid, aldehydes, and epoxy 




biomolecules onto surfaces82, making APTES monolayers the foundation layer on many 
devices.83, 84, 85  
Creating high quality APTES monolayers can be a challenge, even without the 
added difficulties associated with creating microscale patterns. In particular, precursors 
containing multiple reactive groups, e.g. trichloro- or trialkoxy- functionalities, have 
condensation reactions that are not self-limiting and therefore films can build up well 
beyond a monolayer86. Control over the deposition conditions is particularly important 
for organosilanes with a primary amine functional group (such as APTES) because the 
amine group catalyzes the hydrolysis of alkoxysilane endgroups.86 As a result, many 
solution-based deposition procedures of aminosilanes can lead to copolymerization of the 
precursor molecules in the solution prior to deposition, resulting in the formation of 
aggregates77, 87 or multi-layers on the surfaces86. Conversely, unwanted sub-monolayer 
coverage of primary amine functional groups on a surface can prevent charge reversal 
and limit the number of binding sites for covalent attachment of target molecules. While 
multilayers (or sub-monolayers) may be acceptable in certain applications, they are often 
undesirable. For example, when used as a coupling layer in biosensing devices, non-
uniformities in this coupling layer can adversely affect sensor performance.82 Similarly, 
interactions measured with the surface forces apparatus (SFA) are obtained with sub-
nanometer resolution in the separation between relatively large surfaces (~1cm2) with 
mica as the substrate of choice. Therefore functionalization with high quality monolayers 
on mica88 is particularly important and a surface patterned with well-defined charge 




layer forces between patchy surfaces. The SFA brings about additional requirements for 
patterning that include the fact that the SFA relies on curved surfaces (radius of curvature 
of ~2cm).  
Both solution and vapor-phase deposition have been employed to create 
organosilane monolayers.89 In solution-based deposition, the organosilane precursor is 
dissolved in a solvent and the surface is subsequently immersed in this solution for a set 
period of time. One of the primary issues negatively affecting this approach is the 
undesired deposition of aggregates and multilayers due to the hydrolysis, and subsequent 
cross-linking of the precursor molecules in solution prior the deposition on the surface.90 
To minimize the formation of these aggregates it is necessary to optimize deposition 
time, temperature, and organosilane concentration.86  To limit the amount of dissolved 
water, anhydrous organic solvents such as toluene91 or hexane92 are commonly used. This 
helps to minimize hydrolysis during silanization89. For aminosilanes in particular, much 
of the previous work on solution-phase deposition has focused on generating high-quality 
monolayers without the added challenge of creating microscale patterns. Any patterning 
method should reproducibly yield regions with high-quality aminosilane monolayers 
while leaving the surrounding area free of any contamination resulting from the 
patterning process. Microcontact printing93 is a common solution-based patterning 
method that has been used for organosilanes77, 94 and relies on the use of an elastomeric 
stamp to control the spatial transfer of an “ink” containingthe desired species to a surface. 
While microcontact printing represents a fairly straightforward method of patterning 




deposition along with additional ones. For example, variations in contact time and 
pressure applied to the stamp can result in variability in the patterned layers.95 
Chemical vapor deposition (CVD) is a practical alternative to create organosilane 
monolayers. In closed-system vapor deposition, the target surface is placed in an 
evacuated chamber together with a small dish containing a liquid drop of the 
organosilane. The organosilane first vaporizes and then condenses on all the surfaces, 
including the target surface. Some of the advantages of vapor deposition over liquid-
based deposition protocols include the reduction in the amount of aggregates on the 
surface, the elimination of solvents, and a better control over excess humidity during the 
deposition process.76, 87, 89 To create a pattern, it is necessary to selectively expose parts 
of the surface to the vapor phase by using a blocking layer or mask. Alternatively, the 
deposited organosilane can be selectively desorbed from the surface following 
deposition. A typical mask consists of a film with open features that are patterned via 
either e-beam lithography96 or photolithography97. Once the silane deposition is 
complete, the blocking layer is removed via a lift-off step. It can be challenging, 
however, to fabricate such a blocking layer on curved surfaces.  
Here we show how chemical vapor deposition of APTES monolayers through a 
PDMS mask can be used to create positively-charge patterns on mica with minimal 
topographical variations. The method, based on the work of Jackman et al.98, is relatively 
simple, relies on the dry lift-off of the PDMS membrane after deposition, leaves the 
unpatterned surface free of residues, and works on curved surfaces. Our results identify 




include hexane extraction and plasma treatment of the membranes, as well as the 
necessary APTES concentration to minimize topographical variations on the patterned 
surfaces while maintaining local charge reversal. 
 
4.2 Materials and Methods. 
4.2.1 Materials.  
Elastomer (Dow Corning Sylgard® 184) is purchased from Robert McKeown Inc. 
(Branchburg, NJ). SU-8 2025 photoresist and developer are purchased from MicroChem 
Corp. (Newton, MA). 3-aminopropyltriethoxysilane (APTES) 98% and tridecafluoro-
1,1,2,2-tetrahydrooctyl trichlorosilane are purchased from Sigma-Aldrich (St. Louis, 
MO). Mica (Ruby, ASTM V-1/2) is purchased from S&J Trading (Glenn Oaks, NY), and 
hydrochloric acid (Fisher Chemical, OPTIMA grade) is diluted with deionized water to a 
concentration of 10-4 M. Fluorescent carboxylic acid-functionalized particles (diameter = 
93nm) are purchased from Bang’s Laboratories (Fishers, IN). Unless mentioned 
otherwise, all chemicals are used as received.  
4.2.2 Fabrication. 
PDMS membranes. Molds for the PDMS membranes are fabricated using 




membrane holes, are fabricated on a silicon wafer using SU-8 2025. Following 
fabrication, the mold is silanized with tridecafluoro-1,1,2,2-tetrahydrooctyl 
trichlorosilane for 1 hr at room temperature in a vacuum desiccator. The elastomer base 
and curing agent are mixed in a 10:1 ratio and degassed under vacuum for 20 minutes. 
Following degassing, the elastomer mix is spin-coated onto the mold so that the layer 
deposited is thinner than the height of the micropillars, ensuring the membrane contains 
through-holes. The final membrane thickness used in this work is 20 µm. Following spin-
coating, the elastomer is cured at 70oC for 48 hours to ensure complete cross-linking.99 
Once cured and peeled off the mold, the membranes are imaged under an optical 
microscope to verify that the pillars are not removed from the mold upon lift-off and that 
the holes are clean and go through the membrane (Figure 4.1). Shown in Figure 4.1 are 
optical images of the membranes. For the membrane on the left, the edge was cut to see 
that there was no PDMS film over the holes (Fig. 4.1A). The image on the right (Fig. 
4.1B) is used to check pattern dimensions of the membrane. The photomask used to 
fabricate the membrane template creates 40 μm diameter pillars with a 12 μm spacing 
between the pillars. After fabricating and removing the membranes from the template, we 
image the membranes to verify they have the correct dimensions. The average diameter 
of the holes in the membrane shown in Fig. 4.1B is 39.8 μm and the average spacing is 





Figure 4.1 Bright-field optical microscope images of the PDMS membranes. 
Any remaining unreacted PDMS oligomers in the membrane are removed via an 
overnight extraction in hexanes.100 Following extraction, the membranes are dried in a 
vacuum oven overnight at 70 oC and cleaned in an ultrasonic bath in 200 proof ethanol 3 
times for 5 minutes each. The membranes are then dried again in a vacuum oven at 70 oC 
overnight. Before APTES vapor deposition, the membranes are exposed to an oxygen 
plasma treatment (50W, 0.3 Torr, and 1 min) on their top surface to produce an oxide 
layer that acts as a barrier to the transport of small molecules through the membrane, 
using a home-built plasma reactor. This barrier layer is necessary to reduce the 
permeability of the membranes to APTES vapor. 
Patterned APTES. Freshly cleaved mica surfaces are used as the substrates for APTES 
deposition. Prepared membranes are carefully applied to the mica with tweezers to ensure 
conformal contact. The mica surfaces covered with the PDMS membranes are placed in a 
plastic desiccator (Scienceware® vacuum desiccator) that is transferred to a glovebag 
(Aldrich® Atmosbag). The desiccator is evacuated for 30min with a mechanical vacuum 




nitrogen 3-5 times to remove traces of moisture. Following purging, the desiccator is 
opened in the dry nitrogen atmosphere inside the glovebag and a small dish of APTES 
with a known volume is placed inside. The APTES concentrations reported throughout 
this work are defined as the APTES drop volume used for the deposition (in microliters) 
per the internal desiccator volume (in liters). The desiccator is evacuated for 1 min and 
then sealed to allow silane deposition to occur over a period of 4-12 hours at room 
temperature (22 °C). We found that 4 hours was the minimum time required for the 
formation of complete patterns. Following this deposition period, the desiccator is purged 
with nitrogen and the samples are removed. The PDMS membranes are then lifted off the 
mica surfaces with tweezers and the surfaces are rinsed with 200 proof ethanol. After the 
ethanol rinse, the surfaces are dried with filtered nitrogen and ready for subsequent 
characterization.  
4.2.3 Characterization. 
Surface Forces Apparatus (SFA) experiments. The MK II SFA69 equipped with 
microstepping motors is employed to measure the interaction forces between APTES-
APTES, APTES-Mica, and Mica-Mica surfaces in aqueous electrolyte solutions. In the 
SFA, the surface separation is estimated from the position of the fringes of equal 
chromatic order (FECO)71 resulting from multiple beam interferometry (MBI).68  The 
wavelengths at the vertex of the parabolic fringes are used to estimate the surface 
separation at the point of closet approach for a sphere-plane configuration. To determine 




correlation algorithm.72, 102 The interaction between the two crossed-cylinders is 
calculated from the deflection of a soft cantilever spring (k = 118.3N/m). The radius of 
curvature,  is determined from the geometric mean of two spatially resolved 
FECO profiles coming from perpendicular cross-sections. 
Cleaning. All stainless steel parts that come into contact with electrolyte (spring, upper, 
and lower disk holder) are cleaned in an RBS 35 (Pierce, Rockford, IL) detergent 
solution, passivated in 50% nitric acid, rinsed thoroughly with ethanol, and dried 
immediately before use. All of the Teflon parts (bath, tubing assembly) are cleaned in a 
detergent solution, rinsed thoroughly with water, and dried with nitrogen immediately 
before use. All glassware is cleaned with detergent, and rinsed with water.  
Surface preparation. For the surfaces used in in the SFA, 3-5 µm thick mica pieces are 
cleaved in a laminar hood and placed on a larger backing sheet. The cleaved mica pieces 
are coated with 50 nm of silver (99.999% purity, Alfa Aesar) via thermal evaporation 
(Kurt J. Lesker Nano 38) at a rate of 2-3 Å/s. The mica pieces are then glued (on the 
silvered side) onto a silica support disk for the SFA. For the APTES deposition, the entire 
disk/silvered mica combination is placed inside the vacuum desiccator and transferred to 
a glove bag. The APTES deposition procedure follows the same protocol for the 
patterned surfaces. 
Procedure. A Teflon bath is employed inside the SFA chamber and 25 mL of the 
electrolyte solution is injected while the surfaces are separated using a syringe equipped 
with all Teflon tubing and valves. The solution is left in the apparatus for 1-2 h for 




equilibration prior to force measurements. Each force profile (approach and retraction) is 
repeated at least 5 times. All experiments were performed at 23 °C. 
Double layer interactions. Measurement of double layer forces and their comparison with 
DLVO (Derjaguin-Landau-Verwey-Overbeck) theory is employed to determine the 
surface potential and surface charge density of the APTES-covered surfaces. DLVO 
theory32, 35, 58 describes the interaction between two flat surfaces in an electrolyte solution 
as the superposition of the van der Waals and electrostatic interaction energies. We 
calculate the electrostatic interaction energy from the excess pressure in the gap, 
calculated by solving numerically the full Poisson-Boltzmann equation for both constant 
potential and constant charge boundary conditions using MATLAB’s boundary value 
problem solver (bvp5c), and the electrostatic interaction energy is obtained from a 
numerical integration of the pressure. Hamaker theory is used for the non-retarded van 
der Waals interactions with a Hamaker constant of 2.2x10-20J103 for the interactions 
between mica surfaces in aqueous solutions. Finally, we employ the Derjaguin 
approximation to convert the interaction energy between flat surfaces to the forces 
normalized by the radius of curvature between crossed-cylinders. In comparing to DLVO 
theory, the measured forces were fitted for both a Debye length and surface potentials. 
The fitted Debye length was obtained from a least-squares fit of the force data to an 
exponential function at separations greater than 1 expected Debye length, κ-1. The Debye 
length is calculated for a 1-1 electrolyte using: κ-1=√𝜀0𝜀𝑟𝑘𝑇 2𝑒2𝑛𝑏⁄  ,where nb is the bulk 
ion concentration, k is Boltzmann constant, T is temperature, 𝜀0 is the permittivity of free 




density of the surfaces were obtained from a least squares fit of the data to predictions for 
both the constant charge and constant potential boundary conditions.  
Fluorescence Imaging. Surfaces are tagged by soaking them for 30-45 minutes in a 10-5 
volume fraction solution of carboxyl-functionalized fluorescent particles dispersed in 
deionized water (18.2 MΩ·cm). Following soaking, the surfaces are rinsed with 
deionized water and dried with nitrogen. Fluorescence images of the tagged surfaces are 
taken with an Olympus BH-2 microscope equipped with a Tucsen 3.3MP CCD camera. 
TSview version 6 is used for image capture. Pattern dimensions and area coverage are 
measured using ImageJ 1.46r. Coverage is determined by converting the fluorescent 
images to binary format in ImageJ and measuring the area coverage using the built-in 
particle analyzer. 
Atomic force microscopy (AFM) imaging. Topographical and phase images of the 
patterned APTES monolayers are taken with a Bruker Dimension 3100 AFM in tapping 
mode with a scan rate of 1.5 Hz and a scan area of 50x50 μm. The height of the APTES 
layers is measured in Bruker Nanoscope Analysis version 1.40 after performing a third 








4.3 Results and Discussion. 
4.3.1 CVD deposition of patterned APTES 
monolayers. 
 The patterning procedure extends the work of Jackman et al.98 to aminosilane 
monolayers. The chemical vapor deposition of APTES relies on the condensation of the 
molecules from the vapor phase on the accessible areas of a mica surface. Arrays of 
APTES monolayers are formed by blocking part of the mica substrate with a PDMS 
membrane that has been patterned with a hexagonal array of through-holes (see Fig. 4.1 
for optical micrographs of the membranes and Fig. 4.2).   
 In principle, APTES deposition only occurs through the membrane holes, and the 
PDMS membrane acts as a mask (Fig. 4.2B-D). The APTES vapor comes from a droplet 
of APTES of known volume allowed to evaporate in a partially evacuated desiccator 
(Fig. 4.2B). The volume of the drop controls the concentration (partial pressure) of 
APTES in the vapor phase, and needs to be optimized to yield high quality monolayers. 
The APTES concentration is defined as the APTES drop volume (in microliters) per 
internal desiccator volume (in liters). Advantages of this method for patterning APTES 
are the dry lift-off, i.e. it is resist-free (does not require the chemical removal of a 
sacrificial layer), and the mechanical flexibility of the membrane allowing for the 
patterning on curved surfaces. In developing the process we faced two important 




permeability of PDMS to small molecules95, and 2) the transfer of PDMS oligomers from 
the membrane to the mica surface99, 100, 104. Additional challenges associated with the 
deposition process include achieving a good pattern fidelity over large areas and making 
high quality monolayers with minimal topographical heterogeneities. 
 
Figure 4.2 Diagram of patterning CVD steps. A) A plasma treated and hexane extracted 
PDMS membrane is placed on a mica surface (plasma treated side facing up). B) the mica 
surface is placed in a partially evacuated desiccator in the presence of an APTES drop 
and left to react for 4-12 hours. C) After the deposition, the membrane is lifted from the 
surface to yield (D) patterned areas of APTES monolayers. 
Transport of APTES through the PDMS membranes can lead to its deposition outside 
of the desired patterns (in the areas blocked by the membrane). Using thicker membranes 
and shorter deposition times can help reduce some of the APTES transport through the 
membrane material. However, we found that plasma treatment of the membranes, prior to 
their contact with the mica substrates, blocks the diffusion of APTES through the 
membranes and prevents deposition outside of the open areas. Plasma treatment of 
PDMS is known to form a silica-like oxide layer on the PDMS surface105, 106, which has 
been reported to hinder the diffusive transport of small molecules through bulk PDMS107. 




surfaces with negatively charged fluorescent particles to determine the extent of APTES 
deposition outside of the patterned areas (Fig. 4.3). In the absence of plasma treatment we 
observe particle deposition everywhere on the mica surface (Fig. 4.3A). In contrast, we 
do not observe particle deposition outside of the patterned areas when the top of the 
PDMS surface has been exposed to oxygen plasma (Fig 4.3B).  
 
Figure 4.3 Images of APTES patterned surfaces tagged with fluorescent carboxylic acid 
functionalized particles. The patterned PDMS membrane used as a blocking is A) without 
barrier layer, and B) with barrier layer generated with 1 min oxygen plasma. The scale 
bar is 100µm. 
The right conditions for the plasma treatment are critical to its success in blocking 
APTES diffusion. To block the transport of the APTES through the membrane it is 
important to optimize the duration of the plasma treatment. We imaged the surface of the 
PDMS sheets (without holes) after plasma treatment (see Fig. 4.4). We observed cracks 
on the PDMS surfaces for plasma treatments longer than a minute (Fig. 4.4D). The 
presence of cracks increases the permeability of the PDMS to the APTES molecules and 




treatment is too short, the barrier layer is not sufficient to prevent APTES diffusion 
either. 
 
Figure 4.4 Dark-field optical microscope image of PDMS surfaces after different oxygen 
plasma treatment of increasing duration, A) No plasma, B) 0.5 minutes, C) 1 minute, and 
D) 2.5 minutes, showing cracks in the barrier layer. The conditions for the plasma 
treatment are 300 mTorr of oxygen at 50W and the scale bar is 100 microns. 
We found that a 300 mTorr and 50W oxygen plasma treatment for 1 minute 
worked best. Although plasma treatment performed on the side of the PDMS membrane 
that is in contact with the mica surface was also found to prevent diffusion of APTES 
through the membrane, it significantly increases the adhesion between the mica and the 
PDMS membrane. This increase in adhesion makes lift-off difficult and can even leave 
pieces of PDMS on the mica. Therefore, we opted to perform the plasma treatment on the 





Figure 4.5 Measured force (normalized by the radius of curvature) in 10-4 M HCl 
solution between two mica surfaces as a function of surface separation. Prior to force 
measurements the mica surfaces were in contact with PDMS sheets with APTES vapor 
present. The PDMS sheet was A) unextracted with a barrier layer generated on the 
bottom, and B) extracted membrane with a plasma-generated barrier layer on the top. 
Solid lines represent DLVO fits with constant charge boundary conditions and dashed 
lines represent constant potential boundary condition. 
Cured PDMS is known to contain traces of unreacted oligomers100 that can be 
transferred to the underlying mica substrate, leaving unwanted residues on the surface 
after the membrane is lifted-off. We investigated if extended curing of the PDMS 




reduce transfer of oligomers to the mica surface. We performed complete APTES 
deposition procedures on mica surfaces covered with PDMS sheets of the same thickness 
as the patterned membranes. We considered both extracted and unextracted PDMS 
sheets. After the APTES deposition and membrane lift-off we measured the double layer 
forces in 10-4M HCl (pH 4.0) using the SFA, see Fig. 4.5. Mica surfaces that have been in 
contact with unextracted PDMS sheets show strong short-range repulsive forces that 
cannot be described by DLVO theory alone. We attribute these forces to the transfer of 
reacted and unreacted PDMS to the mica (Figure 4.5A). In contrast, no short range steric 
forces are observed for the mica surfaces that have been in contact with the extracted 
PDMS sheets (Figure 4.5B). In this case, the surfaces jump into van der Waals contact. In 
addition, the surface forces between these mica surfaces are well-described by DLVO 
theory with surface potentials in agreement with those obtained for fresh mica surface in 
1 mM KClO4 adjusted to pH 4.98 (with perchloric acid) (Fig. 4.6). The solid line 
corresponds to a constant charge boundary condition and the dashed line is for the 
constant potential boundary condition. The forces are well-described by DLVO theory 
and fit best with the constant potential boundary condition. The fitted surface potential (at 
infinite separation), Ѱmica, is -93 ± 4 mV and the fitted Debye length is 9.2 ± 0.8 nm, for 
comparison based on the ionic strength the expected Debye length is 9.7nm. Although the 
solution conditions are not exactly the same as in Figure 4.5, the fitted surface potential is 
very close to the one obtained for forces measured mica surfaces after they have been in 
contact with a PDMS membrane that has gone through the hexane extraction detailed in 





Figure 4.6 Force normalized by radius of curvature measured between two freshly 
cleaved mica surfaces in 10-3 M KClO4, pH 4.98. Dashed Line – Constant potential 
boundary condition, solid line – constant charge boundary condition. The fitted Debye 
Length is 9.2 ± 0.8nm and the fitted surface potential is -93 ± 4 mV. 
Therefore based on these results we find that hexane extraction reduces unwanted 
transfer of the membrane material to the mica surface. Note here that to act as a true 
control experiment the PDMS sheets remained in contact with the mica surface for as 
long as the APTES deposition step, and 5 μL/L of APTES vapor was also present in the 
chamber for the whole process. Due to its positive charge, partial APTES deposition 
through the membrane would have rendered the surface potential of the mica surface less 
negative, a feature we do not observe here. Additionally, the sign of the surface potentials 
were verified by attempting to tag the mica surfaces after the SFA experiments with 
negatively charged fluorescent particles. No particle deposition was observed on the 

































Figure 4.7 Optical micrographs of APTES patterned mica tagged with fluorescent 
particles. The following APTES deposition concentrations were used: A) 0.25 μL/L, B) 
1.25 μL/L,  C) 5 μL/L, D) 1.25 μL/L (curved surface, ~2cm radius). Scale bar = 100 μm. 
Dimensions of the patterned features are given in Table 4-1. 
We investigate the effect of both APTES concentration during deposition and 
feature sizes on pattern fidelity by tagging the surfaces with negatively charged 
fluorescent particles (see Figure 4.7). These particles deposit on the positively charged 
(APTES) regions of the surface but not on the negative ones (bare mica) allowing us to 
quantify APTES pattern fidelity using image analysis. Table 4-1 compares the size of the 
APTES features, as determined from fluorescent images, to the ones expected based on 
the array dimensions on the photomask used to fabricate the membrane template. We 
obtain good pattern fidelity for all the APTES concentrations investigated here and find 
that the APTES concentration in the desiccator has no measurable effect on the overall 
quality of the patterns. For patterns created on flat surfaces with feature sizes that are 
greater than 30 microns we observe that the diameter of individual patterned circles is 




expected values. However, for curved surfaces and for smaller features (6.5 μm x 6.5 
μm), we find that, although we retain the hexagonal array and the pattern features are 
very uniform over large area, the diameter of the patterned circles is consistently 
significantly smaller than expected. We suspect that the discrepancy is due to the large 
aspect ratio of the holes in the membranes when patterning smaller features which could 
hinder transport of APTES. For example, for the features shown in Figure 4.7C the hole 
diameter is 6.5 µm and the membrane thickness is 20 µm. In addition, deformation of the 
membranes when they are in contact with the substrates could alter the size and shape of 
the patterned features, especially for curved surfaces since the membranes must deform 
to conform to the curvature. 
 



















0.25 (Fig. 4.7A) 40 x 12  37.2 ± 0.3  53.7 51.5 ± 0.7 
1.25 (Fig. 4.7B) 40 x 12  38.0 ± 1.1  53.7 53.4 ± 2.8 
5.00 (Fig. 4.7C) 6.5 x 6.5  3.6 ± 0.1  21.7 9.5 ± 0.2 
5.00 (not shown) 30 x 9 29.0 ± 1.5  53.7  47.7 ± 4.3  
1.25a (Fig. 4.7D) 40 x 40  24.1 ± 1.1  21.7 9.4 ± 0.9 
a





While tagging the patterned areas on the surfaces with fluorescent particles 
showcases pattern fidelity over large areas, it does not allow us to determine the quality 
of the APTES monolayers within the deposited areas. We characterize the quality of the 
monolayers within an individual patterned circle using AFM (Fig. 4 and Table 4-2, as 
well as higher resolution images in Fig. S5 of the supplemental information). AFM 
imaging can determine the height of the monolayers and identify the presence of 
aggregates or multilayers on the surfaces. For the three different APTES deposition 
concentrations investigated, the average height of individual features are uniform and all 
at least 0.8nm, in agreement with reported values for a full monolayer83. Moreover we do 
not see evidence of large APTES aggregates inside the patterned areas. However, the 
APTES height observed for the 5 μL/L concentration is nearly twice the reported value 
for a monolayer (Table 2), indicating nearly a bilayer coverage. Therefore this 
concentration should be avoided if a monolayer deposition is required.  
The AFM images also indicate the presence of thicker rings around the patterned 
APTES features, see Figure 4.8 and a higher resolution image for the 0.25 µL/L 
concentration in Figure 4.9)  This is particularly noticeable in the case of the 5 μL/L (Fig. 
4C). We suspect that the rings are due to the condensation of the APTES at the triple 
contact line, which is where PDMS, APTES condensate (and residual water condensate), 
and mica meet. Similar raised edges have been observed during vapor deposition within 
PDMS microchannels by George et al.108 Capillary condensation at the triple contact line 
is a barrierless nucleation process for unsaturated vapors that is described by the Kelvin 




  (4.1) 
 
where 1/r is the meniscus curvature, which is negative for a concave meniscus. Here we 
approximate the height of the condensate as –r. P/ Psat is the partial pressure with Psat = 10 
Pa at 22oC109, 𝛾 is the APTES surface tension (assumed equal to 21 mN/m which is a 
reported value for triethoxysilane at 20°C)110, 𝑉𝑀 is the molar volume of APTES, R is the 
ideal gas constant, and T is the temperature. Unsaturated conditions (P<Psat) should 
decrease the ring height but cannot completely eliminate the rings. We estimate that a 
drop volume of about 1.0 μL/L or greater results in saturated conditions if we assume that 
the entire drop evaporates until saturation is reached. Therefore, the APTES drop volume 
of 0.25 μL/L corresponds to unsaturated conditions, while there is sufficient APTES in 
the 5 μL/L concentration to reach saturation (see Table 4-2). The 1.25 μL/L drop is 
estimated to generate a pressure around the saturated limit. To minimize the condensation 
ring height, it is important to optimize the amount of APTES used in the chamber: we 
need a monolayer coverage but rings that are as small as possible. Based on the AFM and 
fluorescent imaging, a concentration of 0.25 μL/L minimizes the ring height to that of a 















Figure 4.8 AFM height images of patterns deposited at different APTES concentrations 
A) 0.25 μL/L B) 1.25 μL/L C) 5 μL/L 






















0.9 ± 0.2 3.1 ± 0.8 N/A 






Figure 4.9 AFM height image of mica surface patterned with an array of APTES 
monolayer patches. The height profile on the left shows the height of the condensation 
rings and is taken along the line labeled as (1) on the right panel. 
4.3.2 Charge density of APTES monolayers. 
We measured the surface forces between two APTES monolayers in 10-4 HCl 
aqueous solution to determine how the APTES concentration during deposition 
influences the surface potential and robustness of the monolayers. Surface forces 
measured in an aqueous electrolyte solution between ideal APTES monolayers would be 
well-described by DLVO theory, have a positive surface potential, and be reproducible 
over multiple approach and retraction curves. Shown in Figure 4.10A-C are the surface 
forces for APTES films deposited using the three different APTES concentrations. Note 
that here the APTES deposition on mica is performed without a PDMS membrane (no 




were fitted to obtain the surface potential of APTES ( ) and the Debye length. In all 
cases the APTES layers appear stable and robust and we see that the measured forces are 
reproducible over multiple approach and retraction curves, even after repeated contact 
and pull-out cycles. For separations greater than a Debye length, the forces between 
APTES monolayers are well-described by DLVO theory for the three APTES 
concentrations investigated here and are better described by the constant charge boundary 
condition (solid line). The decay length of the forces is also in good agreement with 
predictions for a 10-4M (1-1) electrolyte concentration (31nm). Forces between APTES 
monolayers formed at the highest APTES concentration (5 μL/L) during deposition 
display repulsion close to contact that is not accounted for by DLVO theory (Fig. 4.10A). 
This additional steric repulsion could be explained by the existence of multilayers on the 
surface, which is consistent with the AFM measurements shown in Fig. 4.8C. This 
additional repulsion prevents the surfaces prepared at the highest concentration (5 μL/L) 
from reaching adhesive contact, which is in contrast with monolayers prepared at the two 
lowest concentrations (see the pull-out forces in Table 4-3). 
Comparison between the measured forces and DLVO theory for two identical 
surfaces gives the magnitude but not the sign of the surface potential. To determine the 
sign of the surface potential of the APTES surfaces, we measured the double layer forces 
between a bare mica surface (known negative surface potential) and APTES-covered 
mica surfaces prepared under identical conditions as in Fig. 4.10A-C (see Fig. 4.10D-F). 
The surface potential of mica is well-characterized in the literature103 and has been 





shown in Fig. 4.10 D-F are DLVO predictions for the asymmetrical interactions 
calculated based on the value of  obtained from the corresponding APTES-APTES 
covered surfaces assuming that the value of  obtained in Fig. 4.10 A-C is positive. 
By comparing the symmetric (APTES-APTES) and asymmetric (APTES-mica) 
interactions, we find that we achieve charge reversal only at the two highest APTES 
concentrations (See Table 4-3 for fitted surface potentials and corresponding surface 
charge densities). The repulsive interaction for the APTES-mica forces shown in Fig. 
4.10F indicates that the 0.25 μL/L APTES surface potential is negative. The absence of 
charge reversal is indicative of an incomplete APTES monolayer on the mica surface, 
even if the height of the monolayer as measured in the AFM indicates a full monolayer. 
This discrepancy between the SFA force measurements and the AFM height data is 
surprising, but could be related to the capillary condensation observed to produce rings 
shown in Fig. 4.8 and Fig 4.9. Condensation at the triple contact line, as observed with 
the AFM, provides a nucleation site for the APTES vapor which facilitates monolayer 
formation. In contrast, no membranes are used to create unpatterned monolayers for the 
force measurements, therefore these sites for nucleation at the triple contact line are 
absent. This discrepancy is likely less important at higher APTES concentrations where 
PAPTES=Psat and condensation can occur everywhere.  
The mica/APTES pull-off forces also increases with APTES concentration during 
deposition (Table 4-3), which is consistent with having more APTES on the surface. We 
also observed that the pull-off forces for the 0.25 μL/L APTES symmetric is quite large, 






over multiple approach and retraction cycles. We suspect that it might be due to 
incomplete APTES monolayers present on both surfaces where, for example, APTES 
domains and bare mica interact in contact leading to large adhesion forces.111 
While APTES monolayers are used extensively to reverse the charge of a negatively 
charged surface, the surface potential of a monolayer of APTES has not been 
characterized extensively through force measurements. Grabbe measured the surface 
forces between films of (γ-aminopropyl)-dimethylethoxysilane (APDMS) on silica 
surfaces using the SFA under similar conditions  as in our experiments (10-4 M NaCl 
solution at pH 5.15)112. Agreement with DLVO theory was found for a surface potential 
of +24.6mV. This surface potential is significantly lower than the value we obtain based 
in our surface force measurements with APTES monolayers. It is likely that the 
discrepancy arises because APDMS contains a single ethoxy group to bind to a surface 
while APTES has three. In contrast to APTES, APDMS molecules are unable to crosslink 
with other molecules on the surface, which can prevent the formation a dense monolayer 
on the surface.  
More extensive information is available from electrokinetic measurements of APTES 
functionalized surfaces. For example, Lin et al.113 conducted streaming potential 
measurements of APTES deposited on glass from an acetone solution in 1mM NaCl at 
different pH values. For a pH value of ~4.0, they obtain a streaming potential of about 
+92mV. Similarly, Na et al. reported a zeta potential value of +93.8mV in 1mM NaCl for 
a vapor deposited APTES layer on glass.97 A similar aminosilane, 3-




have a streaming potential of about +92mV at pH 4.0.114  These values are in agreement 
with our measured potentials for APTES films (𝜓𝐴𝑃𝑇𝐸𝑆 = +110 ± 6 mV for the 1.25 μL/L 
APTES concentration), especially when considering that streaming potential values are 
expected to be lower than surface potential values obtained through direct force 
measurement, as they are measured at the slip plane away from the surface.  
 
Table 4-3 Fitted values for DLVO theory for the forces curves in Fig. 2 and Fig. 5. The 



















































Figure 4.10 Force curves, normalized by the radius of curvature, as a function of 
separation measured between (A-C) APTES-APTES (symmetric), and (D-F) APTES-
mica (asymmetric) surfaces in 10-4M HCl. Each plot show multiple approach/retraction 
curves, each indicated by different symbols. The APTES concentration during the 
deposition are (A,D) 5 µL/L, (B,E) 1.25 µL/L, (C,F) 0.25 µL/L. Solid lines represent 




potential boundary condition. The sign of ψAPTES in (A-C) is determined from the force 
measurements in (D-F). 
4.4 Conclusions 
We have shown a method that relies on elastomeric membranes to spatially control 
the chemical vapor deposition of high quality aminosilane monolayers to create 
microscale charge heterogeneities on mica substrates. The advantages of the method 
include a dry lift-off of the elastomeric membranes that leaves the unpatterned areas free 
of residues, the capability to pattern on curved surfaces, a high pattern fidelity of full 
monolayers with minimal topographical variation at the nanoscale, and the absence of 
aggregates on the surface. The surface potential of both the APTES films and mica were 
obtained from a series of direct force measurements. These direct force measurements 
indicate the deposition conditions necessary for charge inversion of the underlying mica 
surfaces. Additionally, pattern fidelity was characterized by tagging the APTES patterns 
with fluorescent particles and observing the patterns under a fluorescence microscope. 
Finally, APTES height measurements were taken with an AFM revealed the formation of 
condensation rings when the APTES vapor pressure is close to saturation. Additionally, 
we found that a hexane extraction and plasma treatment of the PDMS membranes were 
necessary to prevent oligomer contamination of mica from the membranes and to block 
APTES diffusion in the PDMS, respectively. Ultimately, we find that 1.25μL/L is the 
optimum concentration for the reproducible deposition of APTES monolayers on mica, as 
it leads to charge reversal (Fig. 4.10 and Table 4-3), good pattern fidelity (Fig. 4.7), a full 




Chapter 5 Estimating particle-
patchy surface interactions for 
with variable boundary conditions 
5.1 Introduction 
 Reliable predictions of particle deposition behavior at solid-liquid interfaces are 
necessary in a wide variety of systems of technological interest. Perhaps the single most 
common example is the transport of colloidal particles through porous media, such as 
packed bed filtration5 or colloidal transport through soil into underground aquifers.6, 8, 115 
Control over particle deposition can also be exploited as a means of “bottom-up” 
assembly where surfaces can be precisely pattern to control the location of particle 
deposition.14, 22 Conversely, particle deposition can be an undesirable characteristic in 
certain systems where it leads to surface fouling.24, 26 One example is surface fouling in 
microfluidic systems.28  In a microfluidic system, particle deposition on microchannel 
walls can easily lead to surface fouling, clogging the channel, and potentially resulting in 
complete device failure. 
 Particle deposition involves the interplay of conservative surface forces and 
dissipative hydrodynamic interactions. Colloid-colloid and colloid-surface interactions 
are typically calculated within the framework of the well-known DLVO (Derjaguin-
Landau-Verwey-Overbeek) theory.34, 35, 58 DLVO theory treats particle surface 




overlap and van der Waals forces. Deposition is defined as unfavorable when there is a 
significant repulsive electrostatic energy barrier and favorable when this energy barrier is 
absent. 
One of the fundamental assumptions of DLVO theory applied to colloidal systems 
is that the surfaces involved are homogeneous. In other words, the surfaces are well-
described by a uniform surface charge and free of any physical asperities. Yet, all but the 
most ideal of systems contain heterogeneities.37, 116 The presence of these heterogeneities 
can alter particle deposition behavior dramatically over predictions based on average 
surface properties.117 Consequently, predicting particle deposition behavior in the 
presence of heterogeneities is of great value for real systems and a significant effort37, 43, 
45, 118, 119 has been devoted to developing methods of calculating particle-surface 
interactions in the presence of surface heterogeneities. These methods43, 45, 119, 120, 121 are 
based on discretizing both the particle and surface and calculating a net interaction by 
summing up the individual DLVO interactions between each of the elements, such as in 
the grid surface integration (GSI) method.43, 120 However, these methods can be 
computationally complex41 and typically rely on analytical approximations for double-
layer interactions based on linearization of the Poisson-Boltzmann (valid for low, 
<25mV, surface potentials) under constant surface potential boundary conditions. A more 
generalized method of predicting particle-surface interactions that is valid for arbitrary 
surface potentials and boundary conditions would allow for the estimation of particle-
surface interactions for a wider range of systems arbitrary surface potentials and 




The following chapter outlines as simplified method of estimating interactions 
with patchy heterogeneously charged surfaces referred to here as the “linear mixing 
approximation”. This semi-analytical method is simpler than implementation of the GSI 
technique developed by Duffadar and Davis and relies on the “electrostatic zone of 
influence” (ZOI) argument originally developed by Kozlova and Santore and used 
throughout literature on patchy surface interactions. While this simplified formulation 
was previously shown to work well for surfaces containing many small patches in 
relation to the zone of influence 45, 119, it will be demonstrated by comparisons with GSI 
estimates published in literature that with the proper scaling of the ZOI, it can be 
extended to estimate interactions under conditions of highly heterogeneous surfaces 
where a single heterogeneity is located within the ZOI. Finally, we will use full numerical 
solutions to the non-linear Poisson-Boltzmann equation to predict particle-surface 
interactions for arbitrary surface potentials and both constant potential and constant 
charge boundary conditions. It will be shown that boundary conditions can have a 
significant effect on interactions and can alter the critical surface coverage of 








5.2 Existing methods of calculating interactions 
with heterogeneous surfaces 
5.2.1 Idealized model of a chemically heterogeneous 
surface 
 A simplified representation of a heterogeneously charged surface is a one bearing 
uniform attractive heterogeneities (referred to as patches) with a constant spacing, such as 
shown in figure 5.1. This surface will be referred to as the “collector” in subsequent 
sections of this chapter as it is one onto which particle deposition can occur. These 
patches bear a different surface potential (Ѱ𝑃𝑎𝑡𝑐ℎ) or surface charge density (𝜎𝑃𝑎𝑡𝑐ℎ) than 
the bulk surface on which they reside. (Ѱ𝐵𝑢𝑙𝑘, 𝜎𝐵𝑢𝑙𝑘). 
 
Figure 5.1: a) Diagram of patterned surface, highlighting patch diameter(d), center-to-center 
spacing (l), edge-to-edge spacing (s=l-d), and the lattice angle (θ) b) larger image showing a 
single unit cell of the pattern. Red circles represent patches and the white background represents 




 The patches could come from a variety of sources, such as the adsorption of 
polyionic species19, 121 on a surface or patterned charge heterogeneities16, 20, 22. In the case 
of a randomly adsorbed species, however, uniform spacing is an approximation of the 
distribution of patches based on the average patch distribution.  
To specify the surface coverage of patches, the patch diameter (d) and spacing (l 
for center-to-center or s for edge spacing where s = l-d) need to be specified. 
Additionally, we can specify a lattice angle (θ) for the array to allow for different patch 
arrangements. With a known patch diameter, spacing, and lattice angle, the fractional 
surface coverage of the patches can be calculated. For an ordered array of patches, the 
fractional coverage is simple the area of a single circular patch divided by the area of a 
unit cell of the pattern. (1 unit cell contains the equivalent of one patch). 












For the special case of a square array (θ=90°), 𝑓𝑝 = (𝜋 4⁄ ) ∗ (𝑑 𝑙⁄ )
2 and for a hexagonal 
array (θ=60°), 𝑓𝑝 = (𝜋 2√3⁄ ) ∗ (𝑑 𝑙⁄ )
2. A value of 𝑑 𝑙 = 1⁄  corresponds to the maximum 
patch coverage where the patches can still be considered discrete (non-overlapping). 
5.2.2 Review of the grid surface integration (GSI) 
technique 
Prior studies have been conducted to calculate particle-surface interactions for 
heterogeneously charged surfaces.41, 43, 115, 117, 120, 121, 122 The technique used in many of 




The SEI technique was originally presented as a more accurate method of calculating 
particle-surface interactions for small particles where the Derjaguin approximation is 
invalid due to the curvature of the particle becoming similar in scale to the range of 
interactions.123 The SEI technique can also be used for particles of arbitrary shape 
interacting with a flat collector surface.124  In the SEI technique, the particle’s surface is 
discretized, while the opposing collector surface is treated as an infinite (homogeneous) 
flat plate. The net DLVO interaction is calculated by summing of the interactions 
between each of the particle’s discrete surface elements with the opposing flat plate.  
 While the SEI technique involves discretizing only the particle’s surface, 
investigations with heterogeneous surfaces on particle deposition require that collector 
surface must also be discretized. This allows the heterogeneous nature of the surface to 
be incorporated into calculations by assigning different surface properties (surface 
potential and/or Hamaker constant) to each individual element. One method previously 
published treated the collector surface as an assemblage of spherical nanoscale 
subunits.122  The interaction between the particle and each spherical subunit are summed 
up to get the net interaction. More recently, studies that investigate heterogeneous surface 
use a method called the grid-surface integration (GSI) technique developed by Duffadar 
and Davis.43, 120 The GSI technique discretizes both particle and collector surfaces and 
calculates the net interaction from the sum of pairwise interactions between each element 





Figure 5.2: Illustration of the grid-surface integration technique showing a discrete 
particle element interacting with a collector surface element 
 The next part of this section will summarize how the GSI technique works as 
described by Duffadar and Davis43. Consider a particle of radius a approaching a flat 
surface with a separation D. The particle and surface are discretized into area elements 
dA and dS respectively. The surface is discretized first and the size of the discrete 
elements of the collector surface is selected to be at least as small as the individual 
surface heterogeneities present.43 After breaking up the collector surface, the surface of 
the particle is discretized, where the area of the particle surface element, dA, can be 










Where n is a unit vector normal to the particle surface element and ez is a unit vector 
normal to the collector surface. The pairwise interaction force or energy 𝑑𝑓 between the 
two elements 𝑑𝑆 and 𝑑𝐴 is calculated as: 
 
𝑑𝑓 = 𝑃(ℎ)(𝒆𝟏 ∙ 𝒆𝒛)𝑑𝑆 ( 5.3 ) 
 
Where e1 is a unit vector pointing in the direction of the two elements and 𝑃(ℎ) is the net 
interaction force or energy per unit area between two infinite flat plates separated by a 
distance, ℎ. The entire interaction between a single element dA on the particle with the 
collector surface, 𝑑𝐹 is then just the sum of all of the interactions between dA and every 
element on the collector: 
 




To calculate the entire interaction for the particle, 𝐹, every individual element on the 
surface must be summed up: 
 




The interaction force or energy per unit area 𝑃(ℎ) comes from expressions for the DLVO 
interaction between infinite flat plates per unit area based on an approximate analytical 




expressions of Hogg-Healy-Fusternau54 are used extensively to calculate the electrostatic 
force, however, other expressions have been used as well.41 
 The GSI technique provides a way to numerically integrating the net energy or 
force between a particle and a heterogeneous surface by allowing the individual collector 
surface elements to be different assigned properties (such as surface potential and 
Hamaker constant) to generate surface with arbitrary layouts of heterogeneities. 
Originally, the technique was used to investigate random distributions of cationic patches 
on anionic surfaces43, 120, 121 but it has also been used to investigate ordered arrays of 
heterogeneities119. Additionally, the GSI technique has been adapted to study particles 
interacting with spherical collectors as opposed to a flat collector surface.59 Likewise, a 
slightly modified version of the technique have been used to study the interaction of a 
particle with a single heterogeneous patch as opposed to multiple patches.44  
 While the GSI technique represents a straightforward way of calculating 
interactions, it can be computationally intensive.41 The interaction between each area 
element must be computed and summed up. The next section discusses a simplification 
over the GSI technique developed for estimating interactions with heterogeneous surfaces 
bearing many patches. 
5.3.3 The electrostatic zone of influence (ZOI) 
A simplification to the GSI approach was proposed by Bendersky et al. based on 




coverage of the patches on the surface.41, 45, 119 Bendersky et al. found this technique 
provided excellent agreement to the GSI technique when there were many patches within 
a region called the electrostatic zone of influence (ZOI). 
 
Figure 5.3: Diagram showing the derivations of the radius of the electrostatic zone of 
influence for a.) a single Debye length intersecting the surface (ZOI-1) b.) the 
intersection of the debye lengths on the particle and surface (ZOI-2). 𝛋−𝟏 is the Debye 




 Electrostatic interactions outside the ZOI do not contribute significantly to the 
total particle-surface interaction force and energy profile due to the decay of the 
interaction with the Debye length and the curvature of the particle. The radius of the ZOI 
scales with the particle’s radius and Debye length and can be estimated from a simple 
geometric argument when the particle is in contact with a surface, as shown in figure 5.3. 
Two different versions of the zone of influence have been used throughout literature, 
depending on whether one or two Debye lengths are used to govern the ZOI scaling.19, 41, 
44, 45, 119 The first argument (denoted here as ZOI-1), originally defined by Kozlova and 
Santore, is defined as the area of intersection of a single shell of the thickness of one 
Debye length away from the particle where it intersects with a surface.19 (Fig. 5.3a)  The 
radius of ZOI-1, r’zoi, is: 
 
 𝑟′𝑧𝑜𝑖 = √2𝑎𝜅−1 + (𝜅−1)2 (5.6) 
Where a is particle radius and 𝜅−1is the Debye length. However, when the particle radius, 
is much larger than the Debye length (a≫𝜅−1) this expression simplifies to: 
 
 𝑟′𝑧𝑜𝑖 ≅ √2𝑎𝜅−1 (5.7) 
A second argument (ZOI-2) is defined as the area of intersection of two shells on Debye 
length away from the particle and surface when the two are in contact.19, 121 (Fig. 5.3b) 
The radius of ZOI-2, r’’zoi, is
3:  




Both arguments differ by a factor of 21/2 (r’’zoi = 2
1/2’rzoi) and have been used throughout 
the literature.19, 41, 44, 121 The value of the ZOI radius is often cited as ~√𝑎𝜅−1.44, 45 
The fractional patch coverage within the ZOI can be calculated as: 
 fp,zoi = 
Apatch,zoi
Azoi
  (5.9) 
Where Azoi is the area enclosed by the zone of influence, Apatch,zoi is the area covered with 
patches enclosed by the ZOI, and fp,zoi is the fractional coverage of the patches within the 
ZOI. A value of fp,zoi = 1 corresponds to the entire ZOI being covered with the patch 
surface and fp = 0 corresponds to all bulk surface. When the ZOI is much larger than the 
patch spacing, fp,zoi=fp. In words, the patch coverage within the zone of influence matches 
the net coverage for the entire surface. This is illustrated in figure 5.4a. As the ZOI 
decreases in size (due to decreasing Debye length or particle radius) and approaches the 
length scale of the patches, patch coverage in the zone of influence can deviate 






Figure 5.4: Figure showing two different zones of influence on patterned surfaces. Both 
surfaces have the same patch diameter to patch spacing ratio (d/l) and consequently the 
same patch surface coverage. a) Zone of influence much larger than patch spacing b) 
zone of influence of approaching same size as patch spacing 
5.3.3 Simplified method of predicting colloidal 
interactions: linear mixing approximation (LA) 
 For a patchy heterogeneous surface, there are two possible “extremes” to the net 
particle-surface interaction. These limits come from treating the bulk and patch surfaces 
as homogenous surfaces. (The particle is only interacting with either the homogeneous 
“patch” surface or homogeneous “bulk” surface.) One would expect the net interaction to 
fall somewhere between the limits of these homogeneous interactions. A simplified 
method compared to the GSI technique for calculating electrostatic interactions with 




patch coverage within the ZOI.41, 45 The net electrostatic interaction,𝑈𝐸𝐷𝐿,𝑛𝑒𝑡(𝐷), for a 
particle at any position on a patchy surface is: 
 
𝑈𝐸𝐷𝐿,𝑛𝑒𝑡(𝐷) = 𝑓𝑝,𝑧𝑜𝑖𝑈𝐸𝐷𝐿,𝑝𝑎𝑡𝑐ℎ(𝐷) + (1 − 𝑓𝑝,𝑧𝑜𝑖)𝑈𝐸𝐷𝐿,𝐵𝑢𝑙𝑘(𝐷) (5.10) 
 
Where 𝑈𝐸𝐷𝐿,𝑝𝑎𝑡𝑐ℎ(𝐷)  is the particle interaction energy with the patch surface (treating 
the patch as homogenous surface) and 𝑈𝐸𝐷𝐿,𝐵𝑢𝑙𝑘(𝐷) is the particle interaction energy 







Where 𝐹𝐸𝐷𝐿,𝑛𝑒𝑡 is the net electrostatic interaction force of a particle with a patchy surface. 
While used here to describe a heterogeneously charged surface, a similar treatment was 
employed previously to investigate surfaces with physical asperities60 and equation 5.10 
could be extended to work with physically heterogeneous surfaces by “shifting” treating 
the patches as pillars and shifting the this “pillar” interaction by the height of the 
pillars.119 Using equation 5.10, the total net DLVO interaction is calculated by adding the 
van der Waals interaction: 
 





One important point to note about the total net DLVO interaction in eqn. 5.12 is that only 
the electrostatic interaction depends on patch coverage within the ZOI. In reality, a 
patchy surface can have different van der Waals interactions for the patch and bulk 
materials owing to different Hamaker constants, depending on how the patch is formed. 
For the purposes of this chapter, the van der Waals interaction will be assumed to be 
identical for a patch and bulk materials (identical Hamaker constants are assumed and 
van der Waals interactions are the same everywhere).  
 
This simplified method essentially acts like an ideal mixing assumption, where the 
particle-patch and particle-bulk interactions are simply added together by weighting the 
interactions based on fp,zoi. As such, this technique will be referred to as the linear mixing 
approximation or linear approximation41 (LA) throughout this chapter. It’s important to 
recognize that when the zone of influence is much larger than the patch spacing (2rzoi ≫ 
l), the particle’s ZOI samples a surface that is representative of the entire surface 
coverage. (fp,zoi~fp). In this regime, subsequently referred to as the many patch regime, 
the particle’s ZOI encompasses several patches. It is this many patch regime that was 
originally shown to work well with the linear mixing approximation by Bendersky and 
Davis previously, giving results that agreed with GSI calculations.45, 119 When the ZOI is 
small compared to the pattern dimensions, however, the value of fp,zoi can vary spatially 
on the surface. If fp,zoi = 0 or 1 the homogeneous bulk or patch interactions are recovered, 





5.3.3 Homogeneous surface interactions 
 
Electrostatic double layer interactions with homogeneous surfaces 
To use equation 5.10 to calculate net interactions with patchy surfaces, it is 
necessary to have the electrostatic interaction potentials for the homogeneous patch and 
bulk surfaces. This interaction potential can be calculated from full numerical solutions 
or approximate analytical expressions. One of the most common analytical expressions 
used to calculate electrostatic interactions for asymmetrical surfaces is the expression 
developed by Hogg-Healy-Fusternau (HHF).54 The expression for the electrostatic 
interaction potential for a sphere-plane geometry from HHF is: 
 











+ 𝑙𝑛(1 − 𝑒𝑥𝑝(−2κD))] 
(5.13) 
 
Where 𝑎 is the particle radius, 𝜀0 is the permittivity of free space, 𝜀𝑟 is relative 
permittivity, ѱ1 is the  particle surface potential, ѱ2 is the surface potential opposing 
surface (assigned the surface potential of either the patch or the bulk), κ is the inverse 
Debye length, and D is separation at the point of closest approach. When the patch 
surface potential is used, the electrostatic potential energy for the particle with the 
(homogenous) patch material is obtained: 𝑈𝐸𝐷𝐿,𝑝𝑎𝑡𝑐ℎ. When the bulk surface potential is 




𝑈𝐸𝐷𝐿,𝑝𝑎𝑡𝑐ℎ and 𝑈𝐸𝐷𝐿,𝑏𝑢𝑙𝑘 represent the two “bounds” for a net electrostatic interaction 
between a particle and patchy surface. 
The HHF expression relies the Debye-Hϋckel approximation to linearize the 
Poisson-Boltzmann equation and assumes constant potential boundary conditions. 
Consequently, it should only be valid for low surface potentials, |ѱ| < 25mV, although it 
has be found to agree with full numeric solution us to about ~50-60mV.54 Further, the 
Derjaguin integration method is used to obtain sphere-plate interaction potentials in 
equation 5.13. As a result, equation 5.13 is applicable when the particle radius is much 
larger than the range of interaction (a≫𝜅−1). 
Calculation of the electrostatic interaction at high surface potentials and arbitrary 
boundary conditions requires numerical solutions of the Poisson-Boltzmann equation. 
The Poisson-Boltzmann equation can be solved numerically using a boundary value 
problem solver such as MATLAB’s boundary value problem solver (bvp5c). Numerical 
solutions provide the electrical potential in the gap between two infinite parallel plates 
which is used to obtain the pressure in the gap. (One plate corresponds to the particle and 
the other is assigned the surface potential of either the bulk or patch surface). This 
pressure is numerical integrated to obtain the flat plate interaction energy per unit area. 
Here, the Derjaguin approximation converts the interaction energy between flat surfaces 
to the forces normalized by the radius of curvature of the particle. As such, these results 
are only valid when the assumptions of the Derjaguin approximation are satisfied (a≫𝜅−1 
and a≫D). When employing the Derjaguin approximation, the particle radius must be 





van der Waals interactions 
 








Where 𝐴𝐻 is the non-retarded Hamaker constant and D is the separation. For the purposes 
of this chapter, the van der Waals interaction for the patch and bulk surfaces will be 
assumed to be approximately equal and assigned the same Hamaker constant. A similar 
assumption was made in published literature using the GSI technique.43, 119 
DLVO interaction 
 
The total DLVO interaction energy, 𝑈𝐷𝐿𝑉𝑂, is the superposition of the electrostatic and 
van der Waals interaction potentials: 
 
𝑈𝐷𝐿𝑉𝑂(𝐷) =  𝑈𝐸𝐷𝐿(𝐷)  + 𝑈𝑉𝐷𝑊(𝐷)  (5.15) 
 
5.4 Results and discussion 





The ZOI arguments derived previously (eqn. 5.7 and 5.8) are for a particle in 
contact with a surface.19, 121 However, it is expected that the ZOI size should vary with 
separation.43 One method to modify the size of the zone of influence with separation is to 
increase the size of the intersecting shell(s) as the particle moves away from the surface 
by the particle-surface separation, D. (D being the separation at the point of closest 
approach). This modifies the radius of the zone of influence for out-of-contact positions, 
as shown in Fig. 5.5: 
 
For the ZOI-1 argument (Fig. 5.5a): 
 
 
𝑟′𝑧𝑜𝑖(𝐷) = √2𝜅−1(𝑎 + 𝐷) + (𝜅−1)2 
 
(5.16) 
When the particle radius is much larger than the separation (a≫D) and the Debye length 
(a≫𝜅−1), this expression simplifies back to the in-contact expression: 
 
 




For large particles, the ZOI-1 argument can be approximated as constant regardless of 
separation. Likewise, the second zone of influence expression (ZOI-2) can be adapted to 
out of contact positions (Fig. 5.5b): 
 
 r'''zoi(D)=√D2+2D(a+κ-1)+4aκ-1 (5.18) 





 r'''zoi(D)=√2a(𝐷 + 2κ-1) (5.19) 
 
Unlike the ZOI-1 argument, the modified ZOI-2 has a radius (r’’zoi(D)) that increases 
with separation, even for large particles. Both the modified ZOI-1 and ZOI-2 arguments 









Figure 5.5: Diagram showing the modifications of the radius of the ZOI for out of 
contact positions a) a single Debye length shell intersecting the surface (ZOI-1) b) the 
intersection of the debye lengths on the particle and surface (ZOI-2). 𝜿−𝟏 is the Debye 






5.4.2 Linear mixing approximation versus GSI 
technique – many patches in the ZOI 
The linear mixing approximation (Eqn. 5.10) has been shown to work well for 
many patches in the ZOI previously by Bendersky and Davis.45, 119 However, the 
homogeneous patch and bulk surface interactions were still calculated using the GSI 
technique except with homogenous surfaces. One advantage to the using the linear 
mixing approximation would the ability to use fully analytical solutions, such as in 
equation 5.12 based on the Derjaguin approximation without needing to resort to the GSI 
technique for the homogeneous surface solutions. This was mentioned by Bendersky and 
Davis but not investigated.119 Here we compare published calculations for particle 
interactions with heterogeneous surfaces obtained from the full GSI technique to the 
linear mixing approximation using a purely analytical approach 
Figure 5.6 shows the particle- patchy surface arrangement investigated with the 
GSI technique in literature119 and a comparison to the linear mixing approximation. The 
inset of figure 5.6A shows the size of the ZOI (using ZOI-1, eqn. 5.17) for particle radii 
of 0.5 μm and 1.0 μm in an electrolyte solution with κ-1 = 5nm. For both particle radii, the 
zone of influence encompasses many patches. Because the ZOI is much larger than the 
pattern dimensions, it is assumed that fp,zoi is equal to the surface coverage obtained from 
the pattern dimensions. This is true regardless of whether the the ZOI-1 or ZOI-2 
argument is used. The surface coverage of patches within the ZOI is further assumed to 





Figure 5.6: a) Particle of radius a and separation D interacting with surface containing 
circular heterogeneities arranged in a square array (d=10nm, l=20nm; fp=fp,zoi=19.6%) . 
Inset shows relative size of ZOI-1 for different particle radii (a = 0.5 and 1.0 μm). b) 
Comparison of GSI technique results of Bendersky and Davis119 (points) to the linear 
approximation method (LA) with the Derjaguin approximation (lines). The patch (red) 
and bulk (blue) homogeneous interactions are also shown. Values used for calculation: κ-
1 = 5nm, ѱpatch = +50.8mV, ѱbulk= ѱparticle = -25.4mV, and AH = 5x10
-21J 
 
Figure 5.6 B shows the comparison of the linear mixing approximation (lines) to 
published119 GSI solutions for particle radii of a = 0.5 and 1.0 μm with 𝜅−1 = 5nm 
(points). The dimensions of the patches are found in the caption of Fig. 5.6. The HHF 
expressions with the Derjaguin approximation (Eqn,. 5.13) are used here in the linear 
mixing approximation to calculate electrical double layer interactions. In Fig. 5.6b, the 
linear mixing approximation (lines) matches the published GSI solutions (points) exactly 
for both particle radii. It was previously demonstrated that the linear mixing 
approximation works in the many patch regime45, 119 however in those demonstrations the 
particle-patch and particle-bulk homogeneous interactions came from GSI solutions for 




of the GSI technique is required to obtain the particle-homogeneous surface interactions. 
Thus, a fully analytical approach can provide identical results to the GSI technique. 
 
5.4.3 Linear mixing approximation versus GSI 
technique – single patch in the ZOI 
While the linear mixing approximation has been shown to work well with many 
patches in the ZOI, an alternative situation that can be encountered is a particle 
approaching a single, small heterogeneity. How does the linear mixing approximation 
work in this case of a single patch within the ZOI? 
As the ZOI approaches the size of a single patch, one could reason that averaging 
the surface coverage becomes less accurate compared to when there are many patches in 
the ZOI. Further, the differences between the ZOI-1 and ZOI-2 arguments will become 
apparent as fp,zoi will differ for each argument used. This section will extended the use of 
the linear mixing approximation to a single patch within the ZOI and investigate the 
effects of the ZOI arguments (ZOI-1 or ZOI-2) on the predicted interaction profiles. The 
results from the linear mixing approximation will be compared to results published by 
Shen et al., who using a slightly modified GSI technique to calculate particle-surface 







Figure 5.7: Illustration of particle of radius a interacting with surface bearing a square 
chemical heterogeneity of side length, lpatch. Particle is centered over heterogeneity at a 
separation, D. 
In Shen et al.’s analysis, a particle is centered on a single attractive patch. The net 
particle-surface interaction energy is calculated from a GSI technique as the size of the 
patch, ionic strength, and surface potential of the patch and surrounding bulk surface are 
varied. This arrangement is illustrated in Figure 5.7. The surface potentials of the patch, 
bulk, and particle are reported in Table 5.1 for the different ionic strengths investigated in 
along with the Hamaker constant and particle radius. 
Table 5-1: Parameters for DLVO interaction energy estimates from Shen et al.44 
Ionic Strength 1 mM 10 mM 100 mM 
ψpatch 36 mV 25 mV 13 mV 
ψbulk -60 mV -48 mV -24 mV 
ψparticle -87 mV -81 mV -30 mV 
AH 1x10
-20 J 
a 0.5 μm 
 
Shen et al. used the double layer interaction expressions of HHF coupled with a non-




for the discretized surfaces. They also included a Born interaction potential in their 













Where a is the particle radius, D is the particle-surface separation, 𝐴𝐻, is the Hamaker 
constant, and 𝜎 is the collision parameter. A value of 𝜎 = 0.5nm was used. Adding 
additional interaction terms beyond electrostatic and van der Waals interactions leads to 
what is known as extended DLVO (abbreviated as xDLVO) theory.60 To match the 
published results, a Born interaction potential is added to the linear mixing approximation 
method:  
 
𝑈𝑥𝐷𝐿𝑉𝑂,𝑛𝑒𝑡(𝐷) = 𝑈𝐸𝐷𝐿,𝑛𝑒𝑡(𝐷)  + 𝑈𝑉𝐷𝑊(𝐷) + 𝑈𝐵𝑜𝑟𝑛(𝐷) (5.21) 
 
To compare the results of Shen et al. to the linear approximation with the added born 
repulsion, one further assumption is made here about the patch geometry to simplify the 
calculation of fp,zoi. Shen et al. primarily investigated square heterogeneities. Here, the 
square heterogeneity is approximated as a circular patch with the same equivalent area. 
(shown in the inset to figure 5.7). 
When a particle approaches a single heterogeneity, the fractional patch coverage 
within the ZOI will depend of the argument used (ZOI-1 or ZOI-2) to calculate the ZOI 
radius. This is in contrast to the case of a surface bearing many small patches much 
smaller than the ZOI where fp,zoi will be the same if either ZOI-1 or ZOI-2 is used. This is 




the surface surrounding the patch than ZOI-1, lowering the value of fp,zoi. Here, we will 
use both ZOI-1 and ZOI-2 arguments to calculate fp,zoi for the linear mixing approximation 
and compare to the published results from Shen et al.44 
 
Single patch regime comparison with ZOI-1 argument 
 
Figure 5.8 shows a comparison of the linear mixing approximation with Shen et al.’s 
published results at three different ionic strengths (1, 10, and 100 mM) using the ZOI-1 
argument to calculate fp,zoi. The zone of influence was assumed to be constant with 
separation (equation 5.17) owing to the size of the particle (a = 0.5 μm). The plots show 
the interaction energy with varying patch size, where the patch size is given as the side 
length of the original square heterogeneity in nanometers. The surface potentials and 






Figure 5.8: Comparison between the GSI results of Shen et al.44 (points) with estimates 
from the linear mixing approximation method (lines) for a 0.5 μm radius particle at 1, 10, 
and 100mM (1:1) electrolyte solutions using the ZOI-1 argument. Values for the 
Hamaker constant and surface potentials are given in Table (5.1). The relative size of the 
ZOI is shown for each patch and ionic strength is shown in the bottom right. Values are 
plotted for the different sizes of the square patch (given as side length by side length in 
nm) 
The linear mixing approximation generates results comparable to the published results44 
using the GSI technique. This is true for all of the ionic strengths. The approximation 
tends to slightly overestimate the patch attraction for large patches (compared to the ZOI) 
and underestimate the patch attraction for small patches. This is most likely attributable 




equally to the surround surface (i.e. by the net coverage within the ZOI). One limitation 
of the linear mixing approximation is that the exact same interaction will be obtained 
regardless of where the patch is located in the ZOI. This can be demonstrated by 
comparing estimates from the linear mixing approximation with another geometry 
investigated by Shen et al. with a single circular heterogeneity and 9 smaller 
heterogeneities, shown in Figure 5.9 
 
Figure 5.9: Interaction with a circular patch of radius 16.93nm and 9 square patches 
(from Shen et al.44, points) each 10x10nm compared the linear approximation (line) in 
10mM solution with a particle of radius 0.5 μm. The circular patch and 9 patches have the 
same equivalent area and should have the same interaction with the approximation 
method. Note how the 9 patch case match the approximation exactly due the patchy 
surface being distributed throughout the ZOI. 
The equivalent area of the single patch and multiple patches shown in figure 5.9 is 
identical and both are completely enclosed by the ZOI. Therefore, the exact same 𝑓𝑝,𝑧𝑜𝑖 is 
obtained and the linear mixing approximation gives the same predicted interaction for 




agree with the full GSI technique for the 9 patch case where the heterogeneities are 
distributed in the ZOI. This demonstrates that the linear mixing approximation provides 
estimates that agree much better with GSI solutions with multiple patches distributed 
throughout the ZOI. 
 Single patch in zone of influence – ZOI-2 argument 
The previous section showed comparisons of the linear mixing approximation to 
published GSI results by Shen et al. using the smaller ZOI-1 argument. The same 
comparison is made here with the ZOI-2 argument, as shown in Figure 5.10. 
 
Figure 5.10: Comparison between the GSI techniques (points) from published results44 
(points) with estimates from the linear mixing approximation (lines) for a 0.5 μm radius 




Values for the Hamaker constant and surface potentials are given in Table (5-1). The 
relative size of the ZOI is shown for each patch and ionic strength. 
When the ZOI-2 argument is used to calculate fp,zoi in Fig. 5.10, the estimates obtained 
from the linear mixing approximation are always much more repulsive than the GSI 
calculations published by Shen et al. This is in contrast to the much better agreement 
obtained using the ZOI-1 argument in figure 5.9. As the bulk surface is repulsive, this 
immediately implies that the value of fp,zoi is too low and the radius calculated using the 
ZOI-2 argument, based on the intersection of two Debye “shells” is too large to yield 
comparable results between the linear mixing approximation and GSI solutions. 
5.4.6 Transitioning from many patches in the ZOI to a 
single patch – effects of ionic strength 
 We have treated the many patch and single patch regimes as two separate cases 
thus far. However, it is possible to transition between these two regimes by changing the 
particle radii or the ionic strength of the solution. To illustrate the effects of the ionic 
strength on ZOI size on particle-surface interactions, consider a particle of radius a = 0.5 
μm interacting with a surface containing circular patches arranged in a square array 
(θ=90°), similar to the previous example of Fig. 5.6. Each patch has a diameter (d) of 
60nm and a center-to-center spacing (l) of 120nm. The corresponding patch coverage for 
this surface is fp = 19.6%. The particle is allowed to probe the patchy surface at different 
spatial locations, analogous to a particle translating over the surface with its ZOI (using 




(1:1 electrolyte; 0.1mM and 10mM) illustrate how the size of the zone of influence 
affects the net particle-surface interactions at different locations. The surface potential of 
the patches is assumed to be +25.4mV, while the bulk’s surface potential is assumed to 
be -25.4mV. For simplicity, the particle is assumed to have a surface potential that 
matches the bulk. The Hamaker constant is AH = 5x10
-21 J for both the patch and bulk 
material. Equations 5.13 will be used to calculate the electrostatic interactions for the 
homogeneous (patch-particle and bulk-particle) interactions. 
 Figure 5.11A shows 10 randomly distributed ZOI’s in a 0.1mM solution (κ-1 = 
30.7nm, r’zoi = 175.2nm). Figure 5.11B shows 10 random ZOI’s in a 10mM solution (κ
-1 
= 3.0nm, r’zoi = 54.8nm). The net patch coverage in each of the ZOI’s can be calculated 
along with a standard deviation for the patch coverage. 
 
Figure 5.11: a) ZOI-1 (a=0.5 μm, κ-1 = 30.7nm) on square array of patches (d=60nm, 
l=120nm; fp = 19.6%) with κ




bars in A and B = 500nm) c) DLVO interaction energy profile for low ionic strength case 
in “5.11a” d) DLVO interaction energy for high ionic strength case in “5.11d”. Surface 
potentials values: ψpatch = +25.4mV, ψparticle = ψbulk = -25.4mV. 
 In the low ionic strength case (Fig. 5.11A), the net coverage of patches in the ZOI 
is 20.1±1.4% while in the high ionic strength case (Fig. 5.11B) it is 18.1±9.4%. In both 
cases, the average fp,zoi is nearly agrees with the average based on the pattern dimensions 
of 19.6%. However, the high ionic strength case, when the zone of influence is small, the 
variability of the patch coverage is large compared to the low ionic strength case. These 
values of the patch coverage as well as the distribution can be used to calculate particle 
interaction potentials from the linear mixing approximation (Figure 5.11C and Figure 
5.11D). Figure 5.11C shows the interaction energy for the low ionic strength case (Fig. 
5.11A) and Figure 5.11D shows the interaction energy for the high ionic strength case 
(Fig. 5.11B). The net interaction is shown based on the average fp,zoi and its standard 
deviation. Additionally, the net interaction based on the pattern dimensions (fp,zoi = 
19.6%) is shown for comparison, along with the particle-patch and particle-bulk 
(homogeneous) interactions. The interaction based on the average coverage in the ZOI 
nearly agrees with the value from the pattern dimensions both each cases. The difference 
between 5.11C and 5.11D is the variation in the interaction. No matter where the ZOI is 
located in 5.11A, the interaction is nearly constant everywhere. However, in 5.11D, there 
is a large variability in the interaction depending on if the ZOI is centered over a patch or 
the bulk surface due to the small size of the ZOI at higher ionic strength (smaller Debye 




 The example calculations in Fig. 5.11 provides several insights into how ionic 
strength can influence particle deposition behavior on patchy surfaces. First, consider the 
low ionic strength case of Figure 5.11A,C. At all spatial locations on the surface, the 
interaction is nearly identical and there is an energy barrier present of ~130kbT. Ignoring 
any hydrodynamic effects, with such an energy barrier present, particle deposition is 
energetically unfavorable despite the presence of the attractive heterogeneous patches. 
(An energy barrier of less than 10kbT is typically considered necessary for particle 
deposition to occur.)59 The high ionic strength presents a more interesting surface. While 
the average energy barrier is ~90kbT, there are large fluctuations, from ~30-180kbT 
depending on whether the particle is over a patch or the bulk. One can image that if the 
ionic strength was a little higher, the energy barrier over the patches would be reduced 
enough to allow deposition on the patches. This situation is analogous to “salting out” of 
colloidal dispersions by increasing ionic strength to reduce the energy barrier between 
particles leading to aggregation and settling. In this case however, the decreasing energy 
barrier comes from a combination of the lower energy barriers from increased ionic 
strength (increased double layer screening) and the smaller ZOI size forcing the particle 
to see more of a single attractive patch. When fp,zoi become large enough, the energy 






5.4.7 The effects of boundary conditions and variable 
surface potentials 
The previous calculations for the DLVO interaction with patchy surfaces have 
calculated electrostatic interactions with an analytical approximation for the electrostatic 
double layer interaction that assumes constant potential boundary conditions. However, 
the linear mixing approximation allows numerical solutions for the Poisson-Boltzmann 
equation to be used together with constant potential (CP) or constant charge (CC) 
boundary conditions easily. Benefits of using the numeric solutions based on the full 
Poisson-Boltzmann equation as opposed to approximate analytical expressions are two-
fold: 1) the effects of the boundary conditions can be incorporated into calculations, and 
2) numerical solutions provide greater accuracy for surfaces at high surface potentials (or 
surface charge densities) when solutions based on the linearized Poisson-Boltzmann 
equation are not as accurate (surface potentials greater in magnitude than ~25mV). 
Furthermore, more complex boundary conditions, such as charge regulation could be 
included in the analysis to model real systems better.125 
 Like with analytical expressions, implementation of full numerical solutions to 
the Poisson-Boltzmann equation is used with the linear mixing approximation for patchy 
surface by performing two calculations: one for the particle-bulk homogeneous 
interaction energy and one for the particle-patch homogeneous interaction energy. Until 
now, we have looked at DLVO interaction energies but surface forces can be calculated 




Figure 5.12 provides an example of DLVO interaction energy and force 
normalized by the radius of curvature for a particle of radius 0.5 μm using full numerical 
solutions of the Poisson-Boltzmann equation under constant potential and constant charge 
boundary conditions. The interaction of the particle with the (homogeneous) patch 
surface is denoted as fp,zoi =100% and bulk surface is denoted as fp,zoi = 0%. The 
electrolyte is a 1mM 1:1 electrolyte solution with κ-1 = 9.6 nm. The surface potentials (at 
large separation for the constant charge case) are ѱpatch=+50mV and ѱbulk = ѱparticle = -








Figure 5.12: a) DLVO interaction force normalized by particle radius (a=0.5 μm) and b) 
DLVO interaction potential for constant charge (solid lines) and constant potential 
(dashed line) boundary conditions for homogeneous surfaces given as percent patch. 0% 
(blue) corresponds to only bulk surface and 100% (red) corresponds to only patch 
surface. The HHF expressions are also shown as dotted black lines for comparision. 
ѱbulk= ѱparticle = -50mV, ѱpatch=+50mV, κ
-1 = 9.6 nm, AH = 0.5x10
-20J 
The interaction energies and forces for the homogeneous surfaces shown in figure 5.12 
can be used to calculate interactions with patchy surfaces vs. fp,zoi by employing the linear 
mixing approximation. Figure 5.13 shows the calculated interaction potentials for fp,zoi = 






Figure 5.13: a) DLVO Interaction potential and b) force normalized by particle radius of 
curvature for constant charge (solid lines) and constant potential (dashed line) boundary 
conditions. A,B) 25% coverage, C,D) 50% coverage, E,F) 75% coverage ѱbulk= ѱparticle = -
50mV, ѱpatch=+50mV, κ
-1 = 9.6 nm AH = 0.5x10
-20J 
In Fig. 5.13, a few general trends can be observed. First, the repulsive force 




at all coverages. In the case of 50% patch coverage (Fig. 5.13C and 5.13D), repulsion is 
observed in the constant charge case but not the constant potential case. If the surface 
obeys the constant charge boundary condition, particles will still experience a repulsive 
force while they will experience purely attractive interactions for the constant potential 
case. This indicates that the boundary conditions can have a dramatic effect on particle–
surface interactions. Repulsion may be predicted for a given patch coverage with constant 
charge conditions and attraction may be predicted under constant potential boundary 
conditions. Further, it is important to remember that real surfaces generally do not obey 
either the constant charge or constant potential boundary conditions.126 Instead, charge 
regulation occurs during particle approach and net interaction will fall somewhere 
between the calculated constant charge and potential boundary conditions.125 This implies 
minor deviations from either boundary condition could cause particle interactions to 
switch from being either attractive or repulsive. 
5.4.8 Estimating critical patch coverage for arbitrary 
surface potential and boundary conditions 
 Using the linear mixing approximation with known solutions for the DLVO 
interactions, it is possible to estimate a critical patch surface coverage for patches in the 
zone of influence for a given particle radius and set of boundary conditions. The critical 
patch coverage is the coverage when the predicted repulsive energy barrier becomes less 
than a critical value (typically taken as ~10kBT when considering the stability of colloidal 





𝑈𝐷𝐿𝑉𝑂,𝑛𝑒𝑡,𝑚𝑎𝑥 (𝑓𝑝,𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) ≤ ~10𝑘𝐵𝑇 (5.22) 
The value of the critical patch coverage, fp,critical, will depend on particle size, ionic 
strength, and the surface potentials and boundary conditions applied to the particle, bulk, 
and patch surfaces.  
Figure 5.14A shows the critical patch coverage for a 0.5 μm radius particle versus 
boundary condition and surface potential (reported at large separation for constant charge 
case) for the using the same Debye length and Hamaker constant as Fig. 5.12 and Fig. 
5.13. The surface potential for the particle and bulk are identical and equal in magnitude 
but opposite in sign to the patch surface potential (patch surface potential is set to the 





Figure 5.14 A) critical patch coverage versus the magnitude of the surface potential (at 
infinite separation) for the constant charge and constant potential boundary conditions 
(ѱbulk= ѱparticle = -ѱpatch) (a=0.5, κ
-1 = 9.6 nm AH = 0.5x10
-20J) B) Critical single patch 
diameter versus the magnitude of the surface potentials 
 In Fig. 5.14A, the critical patch coverage is always higher for the constant charge 
case but the two approach each other as the magnitude of the surface potential increase. 
The critical patch coverage for both constant charge and constant potential cases 
approach the same value as the magnitude of the surface potential increases, with the 
constant charge critical patch coverage decreasing with increasing magnitude of the 




the surface potential. One would expect that using charge regulation conditions would 
result in a coverage falling between the bounds set by the CC and CP cases. 
The critical patch coverage can be used to estimate a minimum diameter, dcritical, for a 
single patch to capture a particle of a given size: 
 
𝑑𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = √8𝑎κ−1𝑓𝑝,𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 (5.23) 
 
Equation 5.23 solves for the area of a single patch necessary to achieve the critical 
patch coverage in the ZOI (using the ZOI-1 argument of eqn. 5.17). The results of 
this analysis are shown in shown in figure 5.14B and follow the same trends as 
5.14A. Once again, a charge regulation model will fall between the CP and CC 
limits. This analysis can be extended to other particle radii as well, as shown in 
Table 5.2 for 0.25 μm and 1.00 μm radii particles. The same general trends occur at 
other particle radii with the critical patch coverage being nearly identical regardless of 
particle radius for both CC and CP boundary conditions. However, the critical single 








Table 5-2: Critical patch coverage and single patch size estimates for particles of 
different radii and surface potentials (κ-1 = 9.6 nm, ѱParticle = ѱBulk = -|ѱ|, ѱPatch = |ѱ|) with 
CP and CC boundary conditions 
a r'zoi |ѱ| 
fp,critical (CP) fp,critical (CC) 
dcritical (CP) dcritical (CC) 
(μm) (nm) (mV) (nm) (nm) 
0.25 138.6 
25 0.35 0.58 82.0 105.3 
50 0.41 0.53 88.9 100.7 
75 0.42 0.45 90.1 93.4 
100 0.43 0.43 90.4 90.6 
0.50 196.0 
25 0.38 0.59 121.3 150.0 
50 0.43 0.53 128.6 142.7 
75 0.44 0.46 129.9 132.3 
100 0.44 0.44 130.2 130.3 
1.00 277.1 
25 0.40 0.59 176.3 212.9 
50 0.44 0.53 184.5 202.0 
75 0.45 0.46 186.0 187.1 
100 0.45 0.45 186.4 186.5 
 
5.5 Conclusions 
This chapter has outlined a simple linear mixing approximation to estimate 
particle-surface interaction forces and energies for surfaces containing discrete surface 
charge heterogeneities. This method is based on the work of Bendersky and Davis45, 119 
and the zone of influence argument described throughout the literature19, 41, 43, 44, 120, 121. It 
allows for relatively simple calculation of net heterogeneous surface interactions from the 
independent homogenous interactions of the patch and bulk surfaces. These 
homogeneous interactions can come from approximate analytical solutions for 
electrostatic interactions, allowing for a fully analytical approach to calculating patchy 




equation, which allows calculation at high surface potentials and arbitrary boundary 
conditions. The linear mixing approximation outlined in this chapter and its comparison 
to published results from the GSI technique carry several implications for patchy surface 
interactions that can be summarized as follows: 
1) The ZOI argument based on a single Debye (ZOI-1: 
𝑟′𝑧𝑜𝑖 ≅ √2𝑎𝜅−1 ) allows the linear mixing approximation to provide comparable 
interaction predictions to GSI solutions. This observation is based on comparing 
predictions from linear mixing approximation to full GSI solutions published in literature 
for the case of a particle interacting with a single patch.  
2) The ZOI size does not change significantly with separation for large particles. This 
means that fp,zoi will be a fixed value for all separations and depend only on a particle’s 
lateral position on a surface. 
3) Results from the linear mixing approximation match solutions from the full GSI 
technique when many small patches are distributed within the ZOI. If the homogeneous 
patch and bulk surface interaction energies, UBulk(D) and UPatch(D), are calculated, the net 
interaction energy for a particle approaching a patchy surface can be easily calculated 
based on the patch surface coverage, as was observed by Bendersky and Davis.119 If 
approximate analytical expression are used to calculate the patch and bulk interaction 
energies, the linear mixing approximation provides a fully analytical approach to 




4) When applied to a single patch within the ZOI (using ZOI-1), the linear mixing 
approximation provides interaction potentials that are comparable to GSI solutions. This 
allows the linear mixing approximation to be used as a simple method of quickly 
estimating critical patch sizes. Further, the transition between the many patch regime and 
single patch regime can occur by increasing ionic strength of the system. (Fig. 5.11) and 
the same approximation can be used to provide estimates for a fixed patch layout at 
different ionic strengths. 
5) Full numeric solutions to the Poisson-Boltzmann equations with arbitrary boundary 
conditions applied to the surfaces can be easily incorporated in linear mixing 
approximation. It was shown that the boundary conditions can have significant influence 
on the interaction forces and energies for a particle approaching a patchy surface, with 
attractive behavior under constant potential boundary conditions and repulsive behavior 
under constant charge boundary conditions (Fig. 5.14) Critical patch coverages can be 
calculated for the different boundary conditions as well (Table 5-2). Interactions with 
surfaces obeying charge regulation boundary conditions are expected to fall between the 
constant potential and constant charge boundary conditions.126 
. 
It is important to remember that the predictions made in this chapter have ignored 
the effects of hydrodynamic interactions on particle deposition behavior. Further, the 
analysis was limited here to ordered arrays of charge heterogeneities. Such ordered arrays 
of heterogeneities only serve as an approximation of randomly distributed 




surface, which may not be true for heterogeneous surfaces. However, the linear mixing 
approximation provides a facile method of estimating DLVO interaction from 
homogeneous particle-patch and particle-bulk interaction forces and energies. By 
employing more complex solutions for the homogeneous surface interactions based on 
full numeric solution of the Poisson-Boltzmann equation, the effects of different 
boundary conditions can be incorporated into estimates particle interaction energies and 
forces for patchy surfaces. For surfaces with many small heterogeneous patches 
compared to the size of the ZOI, we would expect excellent agreement with full GSI 
solutions and the ability to incorporate arbitrary boundary conditions allows for better 











Chapter 6 Direct force 
measurement with patterned 
surface charge heterogeneities 
6.1 Introduction 
Artificially patterning surfaces allows for precise control of interfacial properties 
through both surface chemistry and pattern geometry. Surface patterns can be used to 
modulate wetting properties127, 128, direct biological processes and cell morphology on 
surfaces129, 130, or allow for spatially controlled particle deposition131, 132. Control over 
particle deposition in particular has numerous implications for designing high-specificity 
surfaces for sensors133, 134 and “bottom-up” assembly processes13, 14, 15 Patterned surface 
charge heterogeneities are one method of controlling particle deposition behavior. 14, 16, 19, 
20, 21, 22, 23 Surface charge heterogeneities can modify electrostatic interactions and 
produce attractive regions for particle deposition to occur on an otherwise repulsive 
surface. 
Numerous studies have investigated the effects of surface charge heterogeneities 
on particle-surface interactions.4, 16, 20, 38, 41, 43, 44, 45, 46, 119, 121, 122, 135 These studies are 
largely based on computational methods and experimental studies measuring particle 
deposition rates on surfaces bearing heterogeneities. However, the direct force 




remained a largely unexplored method of studying the effects of charge heterogeneity on 
colloidal interactions.41, 50  
There are primarily two techniques available for directly measuring surface 
forces. These techniques are the colloidal probe technique and the surface forces 
apparatus (SFA). The colloidal probe technique uses an atomic force microscope (AFM) 
to measure the interaction forces between a spherical probe with a radius of 
approximately 1-10 μm136 attached to the end of a AFM cantilever. The force-separation 
profiles are measured between this probe and a flat surface. In contrast, the SFA 
technique consist of two mica surfaces arranged in a crossed cylinder geometry. This 
geometry is geometrically equivalent to a sphere interacting with a flat plate.69 The radius 
of curvature of these surfaces is 1-2cm and the surface separation is obtained from 
multiple beam interferometry (MBI)68 by analyzing the wavelength of fringes of equal 
chromic order (FECO).62, 63, 72 This provides the data on the absolute surface separation 
with sub-nanometer resolution.  
The SFA and colloidal probe technique have both been applied in studies of 
chemically heterogeneous surfaces. For example, the SFA has been used to measure the 
interactions between two surfaces covered in disordered charge heterogeneities formed 
from the rearrangement of cationic surfactant layers on mica.137, 138 A long-range 
attraction was observed between the surfaces that the authors ascribed to correlation 
between positive and negatively charged domains on each surface.137 However, such a 
system provides little control over the size of the charge heterogeneities present and the 




surface. Likewise, the colloidal probe technique has be used by Kokkoli and Zukoski to 
study the interaction of silica probes with patterned hydrophobic and hydrophilic 
stripes.50 The results of Kokkoli and Zukoski suggested that hydrophobic-hydrophilic 
interactions were non-additive.50. Finally, the AFM has been used to map the surface 
charge variation on surfaces in a process referred to a surface charge mapping.139, 140, 141, 
142 In surface charge mapping, the AFM tip is typically the same size or smaller than the 
charge heterogeneities and does not measure a net interaction of the heterogeneities and 
surrounding surface, as can occur when a particle approaches a heterogeneously charged 
surface.  
A thorough study the effects of charge heterogeneities on surface forces requires 
precise control of the size and surface coverage of the heterogeneities. In order to fully 
investigate interactions with heterogeneously charged surfaces it is necessary to pattern 
several heterogeneities within the effective electrostatic interaction area. Prior work 
based on computational methods and particle deposition experiments have determined the 
scaling of this interaction zone, referred to as the electrostatic zone of influence or ZOI19, 
44, 45, 121, 143. The radius of the electrostatic zone of influence, rzoi, is approximately 
√2𝑎κ−1, where 𝑎 is the radius of curvature of the surface and κ−1is the Debye length.19 
Systematic investigation of surface forces with charge heterogeneities requires the 
fabrication of well-defined charge heterogeneities much smaller than the electrostatic 
zone of influence. If charge heterogeneities are larger than the ZOI, a homogeneous 
interaction based on the surface potential of the heterogeneity will be obtained (i.e. only 




surface will contribute the measured interaction force). Therefore, the electrostatic zone 
of influence provides a maximum size for patterned charge heterogeneities and it is 
necessary to fabricate surface patterns much smaller than this interaction area.  
 
Figure 6.1 Comparison of zone of influence radius (rzoi) to the radius of curvature of the 
surface/probes used in the SFA and colloidal probe techniques for three different Debye 
lengths (𝛋−𝟏 = 3nm, 10nm, and 30nm). The dark highlighted regions show the 
corresponding radii of curvature for the SFA (1-2cm) and colloidal probe (1-10 μm) 
techniques. The resolution limit of i-line lithography (365nm) is highlighted showing the 
regions accessible to microfabrication of heterogeneously charged features.  
Figure 6.1 shows the radius of the zone of influence versus the interacting 
surface’s radius of curvature for three different Debye lengths (κ−1 = 30 nm, 10 nm, 3 
nm corresponding to ~10-4, 10-3, and 10-2 M 1:1 electrolyte solutions). The relevant radii 
of curvature for both the colloidal probe technique (1-10 μm) and the SFA (1-2 cm) are 
highlighted. The radius of curvature changes the size of the ZOI and as a result, the 
necessary pattern dimensions required for fabricating charge heterogeneities. For the 




the SFA it is on the order of approximately 10-100 μm. To fully investigate 
heterogeneous surface interactions, several heterogeneous “patches” must be patterned 
within the interaction area. However, there are practical limits to the resolution 
(minimum resolvable feature size) of optical lithographic techniques.144, 145 In optical 
lithography, the resolution is generally limited to the same size as the exposure 
wavelength used.145 The dashed line in figure 6.1 shows the minimum resolution possible 
using the i-line exposure wavelength (365nm).145 The i-line is a spectral line from a 
mercury arc lamp and is commonly used in photolithographic systems. While other 
lithographic techniques are available utilizing shorter exposure wavelengths 146 or 
switching to electron beam (e-beam) lithography 145, 147 these techniques add additional 
cost and complexity to surface fabrication processes. The surface forces apparatus, 
because of its large radius of curvature drastically increases the size of the interaction 
area and allows for interrogation of heterogeneities over a much larger range of length 
scales that are essentially inaccessible to the colloidal probe measurements. The SFA also 
has the added benefit of providing absolute surface separations and in situ imaging of the 
interaction area from the FECO. This allows the radius of curvature of the interacting 
surfaces to be measured during the experiment. 
 This chapter presents results from the direct measurement of interaction forces 
between micropatterned heterogeneously charged surfaces and plain mica in the surface 
forces apparatus. The patterns are fabricated from the chemical vapor deposition of 3-
aminopropyltriethoxysilane (APTES) through elastomeric masks and consist of an array 




different scaling regimes of the patches compared to the electrostatic zone of influence 
are investigated: a single small heterogeneity within the zone of influence and multiple 
heterogeneities in the zone of influence. The force profiles were found to be intermediate 
between a mica-mica and mica-APTES. The measured force profiles are compared to the 
linear mixing approximation of chapter 5 and also fitted for an effective surface potential 
of the patterned surface. The fitting procedure is shown to be dependent upon the 
boundary conditions applied to the surfaces when numerically solving the Poisson-
Boltzmann equation. It is shown that the effective surface potential cannot be predicted 
from the patch coverage and surface charge densities of the patch and mica surfaces, in 
agreement with observations published in literature from computational studies and 
electrokinetic measurements. General agreement with the linear mixing approximation is 
shown and spatially-independent behavior in the many patch regime is found where 
multiple locations on the surface generate the same net interaction force profile. 
6.2 Materials and Methods 
6.2.1 Materials 
Elastomer (Dow Corning Sylgard® 184) is purchased from Robert McKeown Inc. 
(Branchburg, NJ). SU-8 2025 photoresist and developer are purchased from Microchem 
Corp. (Newton, MA). 3-aminopropyltriethoxysilane (APTES) 98%, tridecafluoro-1,1,2,2-
tetrahydrooctyl trichlorosilane, semiconductor grade isopropyl alcohol, and potassium 




ASTM V-1/2) is purchased from S&J Trading (Glenn Oaks, NY), and hydrochloric acid 
(Fisher Chemical, OPTIMA grade) is diluted with deionized water to a concentration of 
10-4 M. Fluorescent carboxylic acid-functionalized particles (diameter = 110nm) are 
purchased from Bang’s Laboratories (Fishers, IN). Unless mentioned otherwise, all 
chemicals are used as received. 
Membrane Preparation 
The elastomeric membranes used to generate the APTES patterns for SFA 
experiments are fabricated by a spin-coating procedure onto a micropillar array template 
in a process adapted from Jackman et al.98 The template is fabricated from SU-8 2025 on 
a silicon wafer following standard photolithography procedures (more details located in 
Appendix). Following fabrication, the template is treated with an anti-adhesion layer of 
tridecafluoro-1,1,2,2-tetrahydrooctyl trichlorosilane in a vacuum desiccator for 1 hour at 
room temperature. This fluorosilane layer was found to help facilitate lift-off of the 
PDMS elastomer in subsequent steps.98 
After fabrication of the micropillar array templates, Sylgard® 184 elastomer, 
mixed in a ratio of 10:1 base to curing agent, is spin-coated onto the template, ensuring a 
sufficient spin-speed for through-holes to be formed in the membrane. After spin-coating, 
the elastomer is cured in an oven for 48 hours at 70oC. Once cured, the membranes are 
removed from the template by cutting the periphery of the membranes with a razor and 
carefully peeling the membrane off the template with tweezers. An extraction procedure 
is performed to remove any unreacted PDMS oligomers from the membrane material.100 




agitation via a magnetic stir bar. After extraction is completed, the membranes are dried 
overnight in a vacuum oven at a temperature of 70 °C to remove the hexane from the 
membranes. Once dried, the membranes are removed from the vacuum oven and cleaned 
via ultrasonication in semiconductor grade isopropyl alcohol for 3 times at 5 minutes 
each. After this final cleaning step, the membranes are dried again overnight in a vacuum 
oven at 70°C. It was found that freshly cleaved mica serves as an excellent substrate to 
support the membranes during this final drying step and subsequent storage until use.     
Just before the membranes are used for the vapor deposition process, they are 
treated on their top side with an oxygen plasma treatment for 1 minute at a pressure of 0.3 
Torr and 50W of power. This treatment is conducted within 30 minutes of preparation of 
the SFA substrates and forms a barrier layer to block APTES diffusion into the elastomer 
material. Additionally, it was found that plasma treating the membranes on a curved 
substrate with a radius of curvature matching the final SFA surfaces (~2cm) helped 
improve the integrity of the plasma-generated barrier layer for patterning curved 
substrates.  
Surface preparation. For the patterned surfaces used in in the SFA, 3-5 µm thick mica 
pieces are cleaved in a laminar hood and placed on a larger backing sheet. The cleaved 
mica pieces are coated with 50 nm of silver (99.999% purity, Alfa Aesar) via thermal 
evaporation (Kurt J. Lesker Nano 38) at a rate of 2-3 Å/s. The mica pieces are then glued 
(on the silvered side) onto a silica support disk for the SFA. For patterning, the extracted 
and plasma-treated membranes are applied directly to glued mica surfaces. The 




treated membrane’s curvature is matched to the mica substrates. It was also found that 
pre-applying the membranes to sheets of freshly cleaved mica ~3-5 times prior to 
applying to the SFA substrates helped remove any particulate that may be present on the 
membranes from the fabrication and extraction steps. This “blotting” of the membranes 
helps prevent the transfer of any possible particulate contaminates from the membrane to 
the underlying mica surface. 
In order to verify successful APTES patterning, two substrates are prepared 
simultaneously. One surface is used for force measurements in the SFA. The other 
surface, referred to as a “twin surface”, is tagged with negatively charged fluorescent 
nanoparticles after APTES deposition to verify successful APTES deposition and 
characterize the pattern dimensions prior to performing force measurements. Following 
application of the elastomeric membranes to the mica surfaces, the SFA and twin surfaces 
are both placed in a vacuum desiccator (Scienceware® vacuum desiccator, internal 
volume 2L) and moved to a glove bag (Aldrich® Atmosbag). The desiccator is evacuated 
for 30 minutes with a mechanical vacuum pump then sealed under vacuum. The glove 
bag is purged with high purity nitrogen 3-5 times to remove any traces of moisture from 
the setup. Then, the vacuum is broken on the desiccator in the dry nitrogen atmosphere 
and a dish of APTES (1.25 μL APTES per liter internal desiccator volume) is placed in 
the desiccator. The desiccator is then pumped down for 1 minute with the vacuum pump 
and sealed for the APTES vapor deposition. A total deposition time of 4 hours was used 
here. After deposition, the desiccator is purged with nitrogen and the dish of APTES is 




lifted off the mica substrates with tweezers. Then, the substrates are rinsed with 200 proof 
ethanol and dried with filtered nitrogen. At this point, the substrates are ready to be used. 
The SFA substrate is placed inside the instrument while the twin surface is tagged with 
fluorescent negatively charge carboxyl-functionalized nanoparticles to verify successful 
patterning via fluorescence imaging. 
Fluorescence Imaging. Surfaces are tagged by soaking them for 30-45 minutes in a 10-5 
volume fraction solution of carboxyl-functionalized fluorescent particles dispersed in 
deionized water (18.2 MΩ·cm). Following soaking, the surfaces are rinsed with 
deionized water and dried with nitrogen. Fluorescence images of the tagged surfaces are 
taken with an Olympus BH-2 microscope equipped with a Tucsen 3.3MP CCD camera. 
TSview version 6 is used for image capture. Pattern dimensions and area coverage are 
measured using ImageJ 1.46r. Coverage is determined by converting the fluorescent 
images to binary format in ImageJ and measuring the area coverage using the built-in 
particle analyzer. 
Surface Forces Apparatus (SFA) experiments. The MK II SFA69 equipped with 
microstepping motors is employed to measure the interaction forces between the APTES 
patterned surfaces and a sheet of freshly cleaved mica (of the same thickness as the 
patterned mica sheet) in aqueous electrolyte solutions. In the SFA, the surface separation 
is estimated from the position of the fringes of equal chromatic order (FECO)71 resulting 
from multiple beam interferometry (MBI).68  The wavelengths at the vertex of the 
parabolic fringes are used to estimate the surface separation at the point of closet 




multilayer matrix method101 combined with the fast spectral correlation algorithm.72, 102 
The interaction between the two crossed-cylinders is calculated from the deflection of a 
soft cantilever spring (k = 118.3N/m). The radius of curvature,  is determined 
from the geometric mean of two spatially resolved FECO profiles coming from 
perpendicular cross-sections. 
Cleaning. All stainless steel parts that come into contact with electrolyte (spring, upper, 
and lower disk holder) are cleaned in an RBS 35 (Pierce, Rockford, IL) detergent 
solution, passivated in 50% nitric acid, rinsed thoroughly with ethanol, and dried 
immediately before use. All of the Teflon parts (bath, tubing assembly) are cleaned in a 
detergent solution, rinsed thoroughly with water, and dried with nitrogen immediately 
before use. All glassware is cleaned with detergent, and rinsed with water.  
Procedure. A Teflon bath is employed inside the SFA chamber and 25 mL of the 
electrolyte solution is injected while the surfaces are separated using a syringe equipped 
with all Teflon tubing and valves. The solution is left in the apparatus for 1-2 h for 
equilibration prior to force measurements. Each force profile (approach and retraction) is 
repeated at least 5 times. All experiments were performed at 23 °C. 
Double layer interactions. When fitting for an effective surface potential for the patterned 
surfaces, measurement of double layer forces and their comparison with DLVO 
(Derjaguin-Landau-Verwey-Overbeek) theory is used to interpret the force data for the 
patterned surfaces. DLVO theory32, 35, 58 describes the interaction between two flat 
surfaces in an electrolyte solution as the superposition of the van der Waals and 




electrostatic interaction energies. We calculate the electrostatic interaction energy from 
the excess pressure in the gap, calculated by solving numerically the full Poisson-
Boltzmann equation for both constant potential and constant charge boundary conditions 
using MATLAB’s boundary value problem solver (bvp5c), and the electrostatic 
interaction energy is obtained from a numerical integration of the pressure. (Additional 
details in chapter 2.2.3) Hamaker theory is used for the non-retarded van der Waals 
interactions with a Hamaker constant of 2.2x10-20J103 for the interactions between mica 
surfaces in aqueous solutions. Finally, we employ the Derjaguin approximation to 
convert the interaction energy between flat surfaces to the forces normalized by the 
radius of curvature between crossed-cylinders. In comparing to DLVO theory, the 
measured forces were fitted for a surface potential. The Debye length is calculated for a 
1-1 electrolyte using: κ-1=√𝜀0𝜀𝑟𝑘𝑇 2𝑒2𝑛𝑏⁄  ,where nb is the bulk ion concentration, k is 
Boltzmann constant, T is temperature, 𝜀0 is the permittivity of free space, 𝜀𝑟 is the 
relative permittivity of the solution. Unless otherwise noted, the Debye length used is the 
expected value based on the ionic strength of the prepared aqueous solutions. 
6.3 Results and Discussion 
6.3.1 Homogeneous surface interactions 
The micropatterned surfaces used in the SFA are fabricated by performing a 
chemical vapor deposition of an aminosilane (3-aminopropyltriethoxysilane, APTES) 




micropatterned patches of APTES monolayers with minimal topographical variation. 
Minimizing topographical variation helps ensure that only the effects of charge 
heterogeneities and not topography are being investigated. APTES monolayers create 
positively charged heterodomains on a negatively charged bulk surface (mica) when 
immersed in aqueous electrolyte solutions. When the opposing surface is mica, this 
means that the interaction is repulsive for mica-mica and attractive for the APTES 
patches (APTES-mica).  
Characterization of homogeneous mica and APTES surfaces provides values for 
the surface potentials and surface charge densities of the mica and APTES surfaces at the 
electrolyte conditions employed. Figure 6.2 shows the mica-mica, APTES-mica, and 
APTES-APTES interactions for the homogeneous (unpatterned) surfaces and Table 6.1 
lists the fitted surface potentials and surface charge densities.51 Figure 6.2 includes fits of 
the data from numerical solutions of the Poisson-Boltzmann equation for constant charge 
and constant potential boundary conditions. The homogeneous mica-mica surfaces more 
closely follow constant potential (CP) boundary conditions and APTES surfaces tend to 
obey constant charge (CC) boundary conditions. Additionally, adhesion forces for 
measured for mica-mica, APTES-mica, and APTES-APTES surfaces and presented in 
Table 6-1. In contact, mica-mica and APTES-APTES (denoted as symmetric) are both 






Figure 6.2 Force normalized by radius of curvature for A) mica-mica surfaces B) 
APTES-mica C) APTES-APTES surfaces in a 10-4 M HCl solution. Solid lines show fit 
with constant charge boundary conditions and dashed lines shows fit with constant 




Table 6-1 Fitted APTES and mica surface potentials, surface charge densities, and 



















Mica-Mica 30.9 ± 0.8 -120 ± 5 -0.038±0.004 N/A  28.9 ± 2.3 
APTES-APTES  30.0 ± 0.8  110 ± 6 0.032±0.004 77.1 ± 8.0  1.5 ± 0.9 
 
6.3.2 Single patch in the zone of influence 
There are three possible regimes for the size of heterogeneous APTES patches 
compared to the electrostatic zone of influence: 1) patches much larger than the ZOI, 2) 
patch of approximately the same order as ZOI such that only one domain is present in the 
ZOI at a time, or 3) patches much smaller than the ZOI. In the case of a patch much 
larger than the ZOI, it would be expected that a homogeneous interaction would be 
obtained. However, when the patches are smaller than the ZOI, the approaching mica 
surface interacts with both the APTES patch(es) and the mica surrounding them, 





Figure 6.3 A) Force normalized by radius of curvature of between a APTES patterned 
mica surface (APTES patches 26.9 ± 1.1 μm diameter, 48.6 ± 2.6 μm edge-to-edge 
spacing) and mica in 10-4 hydrochloric acid (κ-1 = 31 nm) over multiple approaches, 
indicated by different symbols. Blue shows expected mica-mica interaction and red 
APTES-mica interaction B) Fit through points for a nominal surface potential of 
patterned surface with CC-CP, CC-CC, and CP-CP boundary conditions for the patterned 
and mica surface respectively, C) fit for effective patch coverage based on linear mixing 
approximation, fp,zoi  = 26% ) Fluorescence image of twin surface showing expected ZOI 
(rzoi = 35.2 μm)  randomly distributed over surface. The patch surface coverage is fp = 
11.5 ± 0.8% for the entire surface from image analysis. Scale bar = 100 μm. 
By properly scaling the heterogeneities to the ZOI based on the radius of 
curvature of the SFA surfaces and Debye length, it is possible to investigate both the case 
of a single patch and many patches in the zone of influence. Figure 6.3A shows the 




sheet of mica in 10-4M hydrochloric acid. The APTES patches dimensions are: diameter 
= 26.9 ± 1.1 μm, edge-to-edge spacing = 48.6 ± 2.6 μm, patch surface coverage, fp = 11.5 
± 0.8%. Figure 6.3A also shows the expected homogeneous (mica-mica and APTES-
mica) interactions. The surface potentials and boundary conditions applied to the mica 
and APTES surfaces are:Ψmica = -120mV, constant potential (CP) boundary condition and 
ΨAPTES = +110mV, constant charge (CC) boundary condition.  
Fig. 6.3A shows that the measured force profile between the micropatterned 
surface and mica is intermediate between the mica-mica and APTES-mica interactions. 
This suggests the net interaction arises from the contribution of both the patch (APTES-
mica) and the surrounding mica (mica-mica). The force profile is reproducible over 
multiple approach/pull-off cycles and the patterned surfaces jump into adhesive contact 
on each approach. Upon separation from contact, an adhesive force can be measured for 
the patterned surface that is reproducible over multiple force runs. The adhesive force is -
Fadh/R = 7.6 ± 3.0 mN/m. This adhesive force is lower than both the measured mica-mica 
and APTES-mica adhesion values of Table 6.1. 
Assigning an effective surface potential to the patterned surfaces 
One way to treat a heterogeneously charged surface for calculating particle-
surface interaction forces  is to assign an effective surface potential to the surface, 
treating it as if it behaved like a homogeneous surface.117 This is essentially a mean-field 
treatment of heterogeneous surface. We are interested in obtaining an effective surface 
potential for the patterned surface in Fig. 6.2 and comparing this value to a net surface 




homogeneous APTES and mica surfaces. An effective surface potential is fitted to the 
patterned surface by performing a least squares fit for the patterned surface’s effective 
potential (as if it were a homogeneous surface described by one potential). To perform 
this fit, the surface potential of the opposing mica surface fixed to the value reported for 
mica in Table 6.1 and the expected Debye length for the electrolyte (κ—1 = 31nm for 10-4 
HCl) is used. The fits for an effective surface potential are shown in Figure 6.2B. The 
corresponding effective surface potentials are reported in Table 6.2 for a three different 
pairs of boundary conditions: 1) Patterned surface constant charge (CC) or 2) constant 
potential (CP) with a constant potential opposing mica surface (CC-CP or CP-CP) and 3) 
both patterned surface and mica surface set to constant charge boundary condition (CC-
CC). 
Table 6-2 Fits for an effective potential for the patterned surface for different boundary 
conditions (Ѱmica = -120 mV, κ-1 = 31 nm) Plots of fitted values shown in Fig. 6.2B. 
Boundary conditions 
(Patterns:Mica) 
CC:CP CP:CP CC:CC 
Effective surface potential, Ѱpatterns 8 ±4 mV 
-51 ±13 
mV 
18 ± 4 mV 
 
As shown in Figure 6.3B, using constant potential boundary conditions for both 
surfaces leads to a fit that does not describe the measured force profiles well. While 
constant charge boundary conditions for both surfaces are an improvement, the best fit 
comes from setting the patterned surface to a constant charge surface and the mica 





The fitted effective surface potential can be compared to a value predicted based 
on the patch coverage and the surface charge densities of the APTES and mica surfaces. 
In this treatment, the surface charge of the APTES patches and mica are treated as if it 
was “smeared out” over the entire surface uniformly. The surface charge densities for the 
homogeneous surfaces are related to the surface potentials by the Grahame equation: 






Using the surface charge densities for the APTES and mica surfaces reported in Table 
6.1, a net surface charge density, σnet, for the patterned surface is calculated from the 
fractional patch surface coverage as follows: 
 
σnet= σAPTES fp+(1-fp) σm  (6.2) 
 
Where  fp is the fraction of the surface covered by APTES patches. Using the net surface 











When applied to the surface shown in Fig. 6.2 with the patch coverage of 11.5%, 
Ѱnet = -107.9 mV. This is a significantly more negative value than the fitted effective 




fractional coverage of the entire surface may not agree with the coverage inside the 
electrostatic zone of influence and instead, the surface charge density within the ZOI 
should be smeared out instead of the entire surface. If the maximum and minimum 
possible patch coverages within the ZOI (obtained from image analysis) are used, we can 
recalculate the net surface potential and compare it to the fitted effective surface 
potentials. Table 6.3 summarizes the average, maximum and minimum patch coverages 
measured in the ZOI from image analysis and the corresponding net surface potentials 
calculated. 
Table 6-3 Measured average, maximum, and minimum patch coverage within ZOI from 
image analysis of figure 6.3D and corresponding calculated net surface potentials 
fp,zoi 13.1±3.8% Ѱnet,zoi -106±4 mV 
fp,zoi,max 18.4% Ѱnet,zoi,max -100mV 
fp,zoi,min 4.9% Ѱnet,zoi,min -115mV 
    
The average coverage within the zone of influence differs slightly from the 
coverage based on the entire surface. Using the average coverage in the zone of 
influence, Ѱnet = -106  ± 4 mV. Likewise, the maximum and minimum patch coverage in 
the zone of influence measured from image analysis still produce very negative surface 
potentials (-100 and -115 mV respectively). Neither of these values obtained agree with 
the fitted effective surface potentials from table 6.2. This suggests that the effective 
surface potential cannot be calculated from patch surface coverage and the surface charge 
densities of APTES and mica. This result agrees with previous studies that have 
attempted to predict an effective surface potential for a heterogeneously charged surface 




based on surface coverage.117, 119 This observation has also been made from electrokinetic 
studies of heterogeneously charged surfaces.40 
Linear mixing of interaction forces for APTES-mica and mica-mica 
An alternative fitting procedure to the effective surface potential method would be to 
invoke the linear mixing approximation outlined in detail in chapter 5. In this case, the 











Where 𝐹𝑛𝑒𝑡 𝑅⁄  is the net DLVO interaction force normalized by the radius of curvature, 
 𝐹𝐴𝑃𝑇𝐸𝑆−𝑚𝑖𝑐𝑎 𝑅⁄  is the homogeneous APTES-mica DLVO interaction force,  
 𝐹𝑚𝑖𝑐𝑎−𝑚𝑖𝑐𝑎 𝑅⁄  is the homogeneous mica-mica DLVO interaction force, and 𝑓𝑝,𝑧𝑜𝑖 is the 
APTES patch coverage within the zone of influence. It is assumed here that the van der 
Waals force for APTES-mica and mica-mica are approximately equal and the Hamaker 
constant for mica-mica in aqueous solutions is assigned to both. (Hamaker constant, AH = 
2.2x10-20J)103 
Using the known homogeneous mica-mica and mica-APTES interactions, the 
fractional coverage within the ZOI can be fitted from a least squares fit. When applied to 
the force data in Fig 6.3, we obtain fp,zoi = 26.0±1.6%. The solid black line in figure 6.2C 
shows the fitted interaction with this patch coverage. This is a higher patch coverage than 




18.4%). This could be attributed to the linear mixing approximation causing an 
overestimation of the patch coverage within the zone of influence. As detailed in chapter 
5, the linear mixing approximation is better applied to multiple patches in the ZOI versus 
single patches. However, despite this discrepancy, general agreement with linear mixing 
approximation supports a simple additivity to surface forces with heterogeneously 
charged surfaces. This is in contrast to the non-additive nature of hydrophobic-
hydrophilic interactions observed by Kokkoli and Zukoski.50 
Recovering mica-mica interaction with removal of APTES patterns 
The observed results in Fig. 6.2 support an additive interaction between APTES-
mica and mica-mica. To further support this, the APTES patches can be removed from 
the surface in-situ to see if a mica-mica interaction is recovered. APTES monolayers are 
susceptible to removal in highly alkaline pH conditions,76, 148 which we exploit here to 
remove the APTES patterns from the patterned surface during an experiment. Figure 6.4 
shows the measured force profiles between the patterned surface of Figure 6.2 at a pH of 
9.1 (The pH of the bath solution is measured after the SFA experiment). This pH change 
was accomplished by added a small amount of concentrated potassium hydroxide 
solution to the electrolyte bath in the SFA. After adding potassium hydroxide the surfaces 
separation is cycled several times to facilitate mixing of the electrolyte solution and the 
bath is equilibrated for 4 hours under alkaline conditions prior to subsequent force 
measurements. Figure 6.3B shows the surface tagged with negatively charged fluorescent 




is removed from the surface (as compared to its “twin” in Fig. 6.2D) as a result of the 
alkaline conditions in the bath. 
 
Figure 6.4 A) Force normalized by radius of curvature between a mica surface and 
patterned surface of Fig. 6.2 at pH 9.1. Black line is fitted force profile with κ-1 = 18.6 nm 
and Ѱpatterns = -103 mV with constant potential boundary conditions. B) Fluorescent 
image of tagged surface verifying APTES patch removal under alkaline conditions, Scale 
bar = 100 μm. 
The black line in figure 6.3A is a fit for the surface potential of the patterned 
surface with APTES removed. The opposing mica surface potential was set to -120mV. 
The surface (with patterns removed) was fitted to a surface potential of -103 ± 10 mV and 
a Debye length of 18.6 ± 2.2 nm by performing a least squares fit of the data under 
constant potential boundary conditions . This indicates a recovery of a mica-mica 
interaction when patches are removed and supports the argument that the measured forces 




 Finally, an adhesive force can be measured upon pull-out after the surfaces are 
brought into contact. The measured adhesion forces, -Fadh/R, is 4.3 ± 0.6 mN/m and is 
reproducible over multiple force measurements. It is similar, though slightly lower, value 
to that reported with the patterns present at low pH. 
6.3.3 Many patches in the zone of influence 
The previous force measurement in Fig 6.2 involved the case where the ZOI is 
nearly the same size as the patch spacing and contains a single APTES patch. However, 
an alternative scaling regime is when many small patches are within the zone of 
influence. In this case (when there is also an ordered distribution of patches on the entire 
surface) the fractional coverage of patches within the ZOI should be identical regardless 
of the location of the point-of-closest approach between the surfaces. As a consequence, 
similar force profiles should be measured on different locations of the surface. The can be 
demonstrated by reducing pattern dimensions and measuring interaction forces on 
multiple locations in the SFA, as is shown in Figure 6.4. 
Figure 6.4A shows the interaction of a mica surface with an APTES-patterned 
surface containing patches 9.3 ± 2.6 μm in diameter and 9.4 ± 2.6 μm edge-to-edge 
spacing (fp = 23.0 ± 8.7 % from image analysis)  in 10
-4 M hydrochloric acid solution. 
The interaction at two different locations is shown for multiple approaches runs (solid 
symbols for the first location and empty symbols for the second). Both of these locations 
show similar force profiles and are attractive with a jump in to contact. The homogeneous 




larger patterns in Fig 6.2, the measured forces fall between these two homogeneous 
limits. Fig. 6.4B shows the surface tagged with fluorescent carboxylic acid functionalized 
nanoparticles following force measurement. 
 
 
Figure 6.5 A) Force normalized by radius of curvature for a mica surface interacting with 
small patterns in 10-4 M hydrochloric acid solution at two different locations (solid and 
empty symbols). Blue line shows mica-mica interaction, red shows APTES-mica, and 
black shows fit based on linear mixing approximation with fp,zoi = 66% (based on fit for 
both locations) B) Surface tagged with fluorescent particles after SFA experiment (fp = 
23.0 ± 8.7 % from image analysis), Scale bar = 100 microns, ZOI (rzoi = 35.2 μm) shown 
as a circle above the scale bar. 
In Fig. 6.4A, the fit of the data for the fractional coverage in the zone of influence 
is shown. For location 1 (solid symbols), fp,zoi = 64.9 ± 25.7%. For location 2, fp,zoi = 67.2 
± 22.6 %. Both spots combined give an average coverage of fp,zoi = 66.1 ± 23.1%, the 













































shown in Fig. 6.4A, an adhesive force can be measured upon separation of the surfaces. 
For the first location (solid symbols), -Fadh/R = 23.6 ± 3.9 mN/m. For the second location 
(empty symbols), -Fadh/R = 24.1 ± 1.2 mN/m. The adhesion force between both locations 
agree and are reproducible over multiple approach/retraction cycles.  
While the fitted fractional coverage for the two locations in figure 6.4A agree, this 
fitted coverage is significantly higher than that obtained from image analysis. There 
could be a few causes for this discrepancy. First, the pattern fidelity in figure 6.4B isn’t 
as high as in Figure 6.3D, as indicated by some extraneous particle deposition outside of 
the larger patches. This would lead to a higher effective patch coverage than expected. 
Further, the attractive nature of the forces measured means that fewer data points are 
available for fitting, as indicated by the large deviation in the fitted patch coverages 
reported. Still, the fact that two different spatial locations on the surface agree supports 
the hypothesis that when there is little variation in patch coverage within the ZOI 
between different spatial locations, the net interaction should be similar for different 
locations on the surface. 
6.4 Conclusions 
Direct force measurement has remained a relatively unexplored avenue for 
studying the effects of charge heterogeneities on surface forces. The benefits of 
employing the SFA come from the ability to scale up the electrostatic zone of influence 
and fabricate surfaces with well-defined charge heterogeneities within this zone to 




presented in this chapter are the first time surfaces bearing micropatterned charge 
heterogeneities have been employed in the surface forces apparatus to directly probe the 
effects of charge heterogeneities on surface forces in electrolyte solutions. The force 
measurements in this chapter were between a negatively charge mica surface and a mica 
surface bearing positively charge APTES monolayer patches. The measured net 
interaction forces were found to be reproducible over multiple force runs and 
intermediate between the homogeneous mica-mica and APTES-mica interactions. The 
measured force profiles could be fitted for a patch coverage based on the linear mixing 
approximation presented in chapter 5. The results of this chapter suggests that 
interactions between a particle and a patchy surface are additive, in contrast to 
hydrophobic-hydrophilic interactions measured by Kokkoli50.  
For the case of a single patch located within the ZOI, the interactions were fitted 
for both an effective surface potential for and an effective patch coverage. The fitted 
effective surface potential could not be predicted from the homogeneous mica and 
APTES surface potentials and patch coverage. Alternatively, it was found that fitting for 
patch coverage gave a very good fit to the data although there was a discrepancy with a 
higher fitted patch coverage compared to that expected from image analysis. Removing 
the APTES patches under highly alkaline conditions results in recovery of a mica-mica 
interaction. This result further supports that measured force profiles with the patches 
present are due to contributions from both the patch and surround mica surfaces. 
For smaller patterns, in which several patches are located in the ZOI, the 




patch coverage does not agree with that obtained from image analysis of the tagged 
surface. However, this could be the result of poorer pattern fidelity than expected leading 





Chapter 7 Conclusions 
7.1 Concluding remarks 
 Colloidal interactions at solid-liquid interfaces play a critical role in governing 
particle deposition phenomena by determine whether particle deposition onto a surface is 
energetically favorable or not. Colloidal interactions at surfaces are classically described 
within the framework of DLVO theory where the net particle-surface interaction is a 
superposition of an electrostatic force arising from double layer overlap and van der 
Waals forces. For all its success, DLVO theory alone falls short in predicting particle-
surface interaction energies in systems that violate the assumption of uniform surface 
charge densities by containing surface charge heterogeneities. These surface charge 
heterogeneities alter electrostatic interaction forces and can provide local energetically 
favorable locations for particle deposition onto surfaces. Patterned charge heterogeneities 
also present a means of controlling particle deposition for applications in involving self-
assembly and the fabrication of high-specificity surfaces for sensing and separations 
applications. While several studies has investigated the effects of charge heterogeneities 
through computational methods and the measurement of particle deposition rates in flow 
systems, the direct measurement of surface forces with charge heterogeneities remains an 
unexplored method for studying the effects of charge heterogeneities on particle 
deposition behavior. One of the primary difficulties involved with direct force 
measurement experiments is the small size of the effective electrostatic interaction area, 




influence scales with the square root of the particle radius of curvature and Debye length 
of the system. 
 In this thesis, the surface forces apparatus (SFA) was employed to directly 
measure forces profiles with surfaces containing well-defined charge heterogeneities. The 
SFA simultaneously provides a means of performing direct force measurements and 
scaling up the interaction area due to the large radius of curvature (1-2cm) of the 
interacting surfaces. This allows conventional photolithographic techniques to be used to 
fabricate surfaces with well-defined micropatterned charge heterogeneities smaller than 
the electrostatic zone of influence. A vapor deposition process was developed here to 
create monolayers of aminosilane on mica surfaces. This process was optimized to ensure 
that the aminosilane patches present minimal topographical variations while leaving the 
surrounding mica surface free of any contamination from the patterning process. Creating 
a surface with minimal topographical variations is necessary to ensure that only the 
effects of charge heterogeneities and not physical asperities is investigated. Additionally, 
such patterns are required due to the sub-nanometer resolution in surface separation 
afforded by the SFA. The measured force profiles for heterogeneously charged surfaces 
show an intermediate profile between the expected interactions for homogeneous 
aminosilane-mica and mica-mica surface pairs. The measured forces are also analyzed 
with a simple linear mixing approximation previously reported in literature and expanded 




7.2 Impact and Contributions 
 Chapter 4 presents a method of generating surfaces with micropatterned charge 
heterogeneities on flat and curved mica surfaces using a vapor deposition procedure 
through elastomeric PDMS membranes. This chapter discusses several steps necessary to 
successfully generate high quality micropatterned monolayers of 3-
aminopropyltriethoxysilane (APTES) with minimal topographical variations and 
minimizing the transfer of contaminates to the surrounding mica surfaces. Such steps 
include extracting oligomers from the membranes to prevent the transfer of oligomers 
from the membranes to the underlying mica surfaces and forming a barrier layer on 
generated on the top side of the membrane surfaces to minimize diffusion of APTES 
through the elastomeric material. Further, the amount of APTES used in the vapor 
deposition process is optimized to generate complete monolayers while minimizing 
capillary condensation at the membrane-mica-vapor triple contact line. The surfaces 
potentials of both the mica and APTES surfaces are characterized through a series of 
direct force measurements indicated that the process yields highly charged micropatterns 
while leaving the surrounding mica free of any residues from the patterning process. 
Chapter 5 discusses a simple method, referred to here as the linear mixing 
approximation, for estimating forces and interaction energies between particles and 
heterogeneously charged surfaces. This method expands upon previous work found in 
literature41, 45, 119 and outlines the necessary scaling of the electrostatic zone of influence 




integration (GSI) solutions. Additionally, the linear mixing approximation is used here 
with numerical solutions to the Poisson-Boltzmann equation to predict interaction forces 
and energies for particles interaction with patchy surfaces at arbitrary surface potentials 
and boundary conditions. The results of this chapter illustrate the importance of boundary 
conditions in particle-surface interaction forces and energies. 
Chapter 6 presents direct force measurements with micropatterned charged 
heterogeneities in the surface forces apparatus (SFA). The heterogeneities consist of 
APTES patches on mica and the opposing surface is mica. The SFA is ideally suited for 
performing direct force measurements with charge heterogeneities due particularly to the 
large radius of curvature of the interacting surfaces. This large radius of curvature 
drastically scales the size of the electrostatic zone of influence up so that several charge 
heterogeneities can be patterned within this area. The force measurement results 
presented in this chapter reveal that the net interaction force with a patchy heterogeneous 
surface falls between the surrounding surface and the heterogeneities, indicating an 
additive contribution from the bulk and patch surfaces. The measured data can be fitted 
for an effective potential of the heterogeneous surfaces. It is shown that this fitting is 
highly dependent on the boundary conditions used and does not agree with a predicted 
potential based on the surface charge densities of the patch and surround bulk surfaces 
and the surface coverage of the patches. Instead, it is shown that the data can be fitted for 
a patch coverage based on the homogeneous interactions between the patch-mica and 
mica-mica interactions by invoking the linear mixing approximation. When the patches 




reasoning that the measured interaction is from the contribution of the patches. Further, it 
is shown that when several patches are present in the ZOI, the interaction obtained is 
approximately constant on different locations of the surface, in agreement with the 
scaling of the electrostatic zone of influence. 
7.3 Future Directions 
The work presented in this thesis centers on the fabrication of surfaces with well-
defined micropatterned charge heterogeneities and the use of these substrates in the 
surface forces apparatus (SFA) to explore the effects of charge heterogeneities on surface 
forces. The patterning method developed here, together with their use in the SFA, opens 
the doors to a wide range of future experiments further exploring interactions with 
heterogeneously charged surfaces. The results presented in this thesis show that the 
measured interaction of a heterogeneously patchy surface is intermediate between the 
patch-mica and mica-mica interaction and general agreement with the linear mixing 
approximation is observed. Future work would be best focused on performing additional 
force measurements for surfaces with many patches within the zone of influence and 
comparing the results to estimates from the linear mixing approximation to determine 
whether or not exact agreement can be obtained with the true fractional surface coverage 
of patches. Accomplishing this will require further experiments with surfaces containing 
well-defined charge heterogeneities and measuring interactions on several locations on 
the surfaces. Different ionic strengths could also be investigated but will require the 




conditions. Of particular interest in future studies would be capturing a transition between 
the many patches in the ZOI to a single patch in the ZOI by decreasing the size of the 
zone of influence during an experiment through an increase in the solution ionic strength 
leading to a reduction in the Debye lengths. 
One interesting avenue of research arising from the work presented in this thesis 
would be the possibility for measuring the interaction between two micropatterned patchy 
surfaces. Previous work with the SFA measured forces between random charge mosaic 
surfaces that revealed a long-range attraction which has been attributed to correlation 
between randomly distributed positively and negatively charged surface domains.137, 138 
With the micropatterned surfaces developed in this thesis, interactions between two 
micropatterned surfaces could be explored. Patterning could provide an exact correlation 
between positively and negatively domains and measured interactions could be highly 
dependent on the alignment between the two SFA surfaces. A maximum repulsive force 
obtained when positively charged patches are aligned while misalignment could lead to 
attractive interactions. Such an investigation has implications in surface pattern 
recognition. 
There are, potentially, other directions possible that build from the work presented 
in this thesis. While only APTES patterned surfaces were explored in this thesis, the 
vapor deposition procedure developed here could be adapted to other silane species to 
generate surfaces with different chemical functionality. Likewise, the primary amine 
group on APTES could be used as a reactive site for incorporating different chemical 




patterned chemical functionality to be explored in the surface forces apparatus (SFA). For 
example, hydrophobic surfaces could be fabricated through the vapor deposition of 
fluorosilanes on mica, opening up the door to studying hydrophobic–hydrophilic 
interactions with well-defined surface patterns in the SFA. In contrast to the colloidal 
probe technique used previously by Kokkoli and Zukoski50, both surfaces could be 
patterned with hydrophobic domains to study pattern recognition with hydrophobic 
interactions. 
 
Figure 7.1 40x12 μm array of 50nm high silver pillars on a curved mica surface (radius 
of curvature ~2cm) formed via thermal evaporation through an elastomeric membrane. 
Scale bar = 200 μm. 
Finally, an alternative method for studying heterogeneous interactions is available 
using elastomeric membranes as shadow masks for the thermal evaporation of silver on 
mica surfaces. Use of the elastomeric membranes for patterning metallic layers was 
demonstrated in the work of Jackman et al. during their work developing elastomeric 
membranes.98 For surface force measurements, the silver pillars can be evaporated 
directly on curved mica substrates, as shown in Fig. 7.1. These silver pillars can be 




generating negatively charged micropatterned surfaces. These surfaces could be used to 
study the effects of surface topography on electrostatic interactions in the surface forces 
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 Appendix:  Fabrication of 
elastomeric membranes 
 The following section provides a detailed explanation of how to fabricate the 
elastomeric membranes used in the chemical vapor deposition process of Chapter 4. The 
fabrication procedure is based on the work of Jackman et al98 and includes additional 
steps to extract the PDMS oligomers from the membranes to yield contaminant-free 
patterned surfaces. Figure A.1 is an image of a fabricated elastomeric membrane 
containing 10μm diameter through holes.  
 
 
Figure A.1 Elastomeric membrane with 10 μm through holes separated by 10 μm 
A.1 Overview of membrane fabrication 
The fabrication of the elastomeric membranes has the following steps: 1) fabrication of 
micropillar template, 2) spin-coating of template with Sylgard 184, 3) Removal of 
membranes from the template, and 4) extraction and cleaning of membranes. Figure A.2 





Figure A.2 Overview of membrane fabrication procedure A) Micropillar template for 
membrane fabrication. Pillars are fabricated from SU-8 on a silicon wafer. B) Template 
coated with Sylgard 184 via spin-coating to form membranes. Sylgard 184 layer thinner 
than SU-8 pillar height C) Cured Sylgard 184 peeled from template forming elastomeric 
membrane with through-holes.  
The template for the membrane holes is fabricated by photolithography and consists of an 
array of SU-8 pillars on a silicon wafer. The actual membrane is fabricated on the 
template by spin-coating a layer of Sylgard® 184 on the template. The spin-coating speed 
and pillar height must be sufficient to allow this elastomer layer to be thinner than the 
actual pillars otherwise the membrane will not contain through holes. Once the Sylgard® 
184 is thermally cured, the membrane can be peeled off of the template. This produces a 
free-standing membrane. The membranes are further extracted to remove any remaining 
oligomers that could be transferred when the membranes are used for surface patterning. 
A.2 Template fabrication 
 Conventional photolithography is used to fabricate a template for the elastomer 
membranes. The templates are made by patterning the negative tone photoresist SU-8 
(Microchem Corp., Newton, MA) on a silicon wafer. The key parameter that needs to be 
determined prior to fabrication is the height of the SU-8 structures as this will dictate the 




formation of through holes is accomplished by having sufficiently tall pillars on the 
template and using a high enough spin-speed. Spin-speed can be optimized after template 
fabrication if necessary. Taller pillars help ensure through-holes can be formed at lower 
spin-speeds and allow for thicker membranes. However, if the pillars are too tall, 
problems can occur during mold fabrication, particularly after the pillars are developed. 
With very tall pillars, capillary forces from drying the template after SU-8 development 
can cause pillars to delaminate of the pillars from the silicon wafer surface.  
A.2.1 Wafer preparation 
 Obtaining a high-quality, reusable template for membrane fabrication starts with 
ensuring a clean silicon wafer surface. Fresh silicon wafers from the wafer supplier are 
first rinsed with acetone and isopropyl alcohol then dried with filtered air or nitrogen. 
Following this solvent rinse, a dehydration bake is performed at 200°C for 20-30 
minutes. After the dehydration bake, an additional oxygen plasma cleaning can be 
performed immediately using a plasma etcher (Technics PEII-A Plasma System). The 
recommended plasma cleaning parameters are as follows: 0.3-0.4 Torr O2, 100W, and 5 
minutes. The wafer should be used immediately after cleaning. 
A.2.2 SU-8 Spin-coating 
Following wafer cleaning, the SU-8 photoresist is coated onto the substrate via spin-
coating. The exact spin speed parameters depend on the desired final film thickness. The 




Microchem, Corp. For a 22 μm thick film using SU-8 2025, the recommended spin 
procedure is summarized in the following table: 
Table A-1 Recommended SU-8 2025 spin-coating parameters for a final film thickness 
of 22 μm 






1 500 10 100 
2 4000 30 300 
 
A.2.3 Soft Bake 
 Following spin-coating, a soft bake step is performed to drive off excess solvent 
from the SU-8 film and prevent the photoresist from sticking to the photomask. For a 22 
μm thick film, a soft bake time of 4min and 40s at 95°C is recommended. 
A.2.4 Exposure 
 After soft baking is completed, the SU-8 film is exposed. Because SU-8 is a 
negative photoresist, the film that is exposed will remain following development while 
the unexposed film will dissolve away. Good patterning requires a sufficient exposure 
energy and conformal contact between the photomask and SU-8 film. The recommended 






A.2.5 Post-exposure Bake 
 Following exposure, a post-exposure bake (PEB) is used to ensure complete 
cross-linking of the exposed SU-8. For a 22μm thick film, the recommended baking 
parameters are 1 min at 65°C followed by 4min 40s at 95°C. If the correct exposure 
energy was used, the exposed patterns should become visible within 1 minute of the 
wafer being placed on the 95°C hotplate. 
A.2.6 Development 
 The final step in generating the SU-8 structures is a development step in which 
the unexposed SU-8 is removed from the wafer leaving only the exposed SU-8. The 
wafer is developed by immersing it in a bath of SU-8 developer for about 5 minutes (For 
a 22 μm micropillar array). To help facilitate development, the bath can be gently 
agitated by hand. Following immersion, the entire wafer is rinsed once with fresh 
developer and then isopropyl alcohol and dried with filtered air or nitrogen. If a white 
residue is formed after rinsing the wafer with isopropyl alcohol, the wafer needs to be 
developed longer. Development time is highly dependent on the SU-8 film thickness and 
the pitch of the features. Thicker films and structures closer together will generally 






A.2.7 Hard bake 
 A final, optional, step following development is a hard bake at elevated 
temperatures. This hard baking step can help anneal surface cracks in the SU-8 layer and 
ensure stable properties of the structures in future thermal cycling steps during membrane 
curing. A 10 min hard bake at 200°C was used for the templates in this work. 
A.2.8 Mold Characterization 
 The key parameter to check following mold fabrication is the height of the 
fabricated SU-8 pillars. A 3D laser scanning microscope (Keyence VK-X100) can be 
used to image the pillar structures and determine their height. Figure A.3 shows an 





Figure A.3 Example micropillar arrays characterized by laser scanning microscope 
showing a 3D profile, binary image of the pillar dimensions, average pillar height, and 
pillar surface coverage. 
 The pillar dimensions used in figure A.3 are given as the pillar diameter (d) by the 
pillar to pillar edge spacing (s) in microns. For example 6.5 x 4 corresponds to 6.5 μm 
diameter pillars separated by 4 μm. The estimated fractional coverage of the pillars 














A.2.9 Mold release agent  
 After the template is fabricated, it can be coated with a mold release agent to 
facilitate easier removal of the cured elastomeric membranes. This is accomplished by 
performing a chemical vapor deposition of the fluorosilane trichloro(1H,1H,2H,2H-
perfluorooctyl)silane (Sigma-Aldrich, St. Louis, MO) on the fabricated template. For the 
templates used in this work, 20 μL of fluorosilane was used per silicon wafer in a vacuum 
desiccator (Scienceware® vacuum desiccator). After adding the fluorosilane species, the 
desiccator was pumped down for 1min under vacuum and sealed to allow the silanization 
to occur for 2 hours. Following silanization, the surfaces were rinsed with isopropyl 
alcohol and annealed in an oven at 100°C for 1 hour and then rinsed one more time with 
isopropyl alcohol and dried with filtered nitrogen. 
A.3 Elastomeric membrane fabrication 
A.3.1 Spin-coating PDMS elastomer  
The elastomeric membranes are fabricated by spin-coating Dow Corning 
Sylgard® 184 (Purchased from Robert McKeown Inc., Branchburg, NJ) onto the 
membrane template. The primary concern with membrane fabrication is ensuring that the 
membranes have through-holes. If insufficient spin-coating parameters (low RPM or 





Figure A.4 Laser microscope 3D profile images of the top-side of cured elastomeric 
membranes (6.5x6.5μm) removed from mold A) Insufficient spin-coating parameters lead 
to film over holes. B) Sufficient spin-coating parameters showing though holes in 
membrane.  
 The elastomeric membranes are fabricated by mixing Sylgard 184 in a 10:1 ratio 
of base to curing agent. After thoroughly mixing the base with the curing agent, the 
mixture is degassed under vacuum for ~20 min to remove entrained air bubbles. Then, 
~4mL of mixed elastomer is poured onto the template and spin-coated. The required spin 
speed is highly dependent on the height of the micropillars on the template and their 
spacing. In general, the shorter the pillars and the closer they are together, the higher the 
rotation rate needed for spin-coating. For membranes with dimensions 6.5x6.5 μm, with a 





Table A-2 Spin-coating parameters for a final elastomer film thickness of 20 μm with a 
membrane template dimensions 6.5x6.5 μm and micropillar height 22 μm 






1 200 10 100 
2 8000 80 100 
3 8000 300 100 
 
The 300s (5min) spin-coating time in step 3 of Table 8-2 was adapted from literature for 
fabricating uniform thin films of PDMS elastomer.150 After spin-coating, a ring of 
uncured PDMS elastomer can be carefully painted around the periphery of the micropillar 
arrays. This ring creates a support structure that helps with handling after the membranes 
are cured and removed from the template. 
A.3.1 Curing membranes 
 Following spin-coating, the membranes are cured in an oven at a temperature of 
70°C for 48 hours. This extended curing allows for full cross-linking of the PDMS 
elastomer to help prevent transfer of oligomers when the membranes are used for surface 
patterning.99 When curing is completed, the membranes can be removed from the 
template by cutting around their edges and carefully peeling them off with tweezers. The 
template can be cleaned for reuse once the membranes are removed by pouring a large 
amount of PDMS on it and curing. This cured PDMS can be peeled off the template and 





A.3.2 Membranes extraction 
 Even with the extended curing of the last step, the membranes will still contain 
some unreacted PDMS oligomers that can be transferred to surfaces they are used for 
patterning. A solvent extraction step in hexanes is used to remove these unreacted 
oligomers.100 The membranes are extracted by immersing them in a dish of hexanes for 
48 hours. The hexane can be stirred with a magnetic stirrer to help improve the extraction 
efficiency. Additionally, the hexanes should be replaced at least 3 times during the 
process to remove extracted oligomers dissolved in the hexanes. When extraction is 
completed, the membranes are removed from the hexane and placed on a surface for 
drying. Fresh-cleaved mica is an ideal substrate for drying the membranes but cleaned 
glass slides can be used as well. The hexane-swelled membranes are dried overnight at 
70°C in a vacuum oven. After drying to remove the hexane, the membranes are cleaned 
by sonicating them in isopropyl alcohol 3 times for 5 minutes. Then, they are placed on a 
fresh substrate for another drying step to remove the isopropyl alcohol. The membranes 
are once again dried overnight 70°C in a vacuum oven. Following this drying step, the 









 Christian Pick was born April 17th 1986 in North Kansas City, Missouri and grew 
up in Liberty, Missouri. He received his bachelors of science in chemical engineering in 
2008 from the Missouri University of Science and Technology. While at Missouri S&T, 
Christian conducted research in the Intelligent Microsystem Laboratory (IML) on 
evanescent waveguide sensors and hydrogel composites for optical glucose and hydrogen 
peroxide sensing. After graduating from Missouri S&T, Christian became a graduate 
research assistant in the Department of Chemical and Biomolecular Engineering at the 
Johns Hopkins University under the guidance of Dr. Joelle Frechette and Dr. German 
Drazer. He was also an IGERT fellow in the Institute for Nanobiotechnology (INBT). His 
research at Johns Hopkins focused on studying the effects of charge heterogeneities on 
electrical double layer interactions. His research interests include surface force 
measurement, chemical surface patterning, and thin films. 
