Abstract. We study multiclass many-server queues for which the arrival, service and abandonment rates are all modulated by a common finite-state Markov process. We assume that the system operates in the "averaged" Halfin-Whitt regime, which means that it is critically loaded in the average sense, although not necessarily in each state of the Markov process. We show that under any static priority policy, the Markov-modulated diffusion-scaled queueing process is geometrically ergodic. This is accomplished by employing a solution to an associated Poisson equation in order to construct a suitable Lyapunov function. We establish a functional central limit theorem for the diffusion-scaled queueing process and show that the limiting process is a controlled diffusion with piecewise linear drift and constant covariance matrix. We address the infinite-horizon discounted and long-run average (ergodic) optimal control problems and establish asymptotic optimality.
Introduction
Queueing networks operating in a random environment have been studied extensively. A functional central limit theorem (FCLT) for Markov-modulated infinite-server queues is established in [1] , which shows that the limit process is an Ornstein-Uhlenbeck diffusion; see also [17, 24] for more recent work. Scheduling control problems for Markov-modulated multiclass single-server queueing networks have been addressed in [11, 20, 26] . In [11] , the authors show that a modified cµ-policy is asymptotically optimal for the infinite horizon discounted problem. For a single-server queue with only the arrival rates modulated, service rate control problems over a finite and infinite horizon have been studied in [20, 26] . For multiclass many-server queues without modulation, the infinite-horizon discounted and ergodic control problems have been studied in [7] and [2] , respectively.
In this paper we address the aforementioned control problems for Markov-modulated multiclass many-server queues. We establish the weak convergence of the diffusion-scaled queueing processes, study their stability properties, characterize the optimal solutions via the associated limiting diffusion control problems, and then prove asymptotic optimality. Specifically, we assume that the arrival, service and abandonment rates are all modulated by a finite-state Markov process, and that given the state of this process, the arrivals are Poisson, and the service and patient times are exponentially distributed. The system operates in the "averaged" Halfin-Whitt (H-W) regime, namely, it is critically loaded in an average sense, but it may be underloaded or overloaded for a given state of the environment. This situation is different from the standard H-W regime for many-server queues, which requires that the system is critically loaded as the arrival rates and number of servers get large; see, e.g., [2, 7, 16, 17] . policies, i.e., work-conserving and non-preemptive polices. We then adopt the approach in [7] and construct a sequence of polices which asymptotically converges to the optimal value of the discounted problem for the limiting diffusion process. To prove asymptotic optimality for the ergodic problem, it is critical to study the convergence of the mean empirical measures associated with the Markov-modulated diffusion-scaled queueing processes. Unlike the studies in [2, 4, 5] , the Markov modulation makes this work much more challenging. For both the lower and upper bounds, we construct an auxiliary (semimartingale) process associated with a diffusion-scaled queueing process and the underlying Markov process. We then establish the convergence of the mean empirical measure of the auxiliary process, and thus prove that of the Markov-modulated diffusion-scaled queueing processes by establishing their asymptotic equivalence. In establishing the upper bound, we adopt the technique developed in [2] . Using a spatial truncation, we obtain nearly optimal controls for the ergodic problem of our controlled limiting diffusion by fixing a stable Markov control (any constant control) outside a compact set. We then map such concatenated controls for the limiting diffusion process to a family of scheduling polices for the auxiliary processes as well as the diffusion-scaled queueing processes, which also preserve the ergodicity properties. With these concatenated policies, we are able to prove the upper bound for the value functions.
1.1. Organization of the paper. In the next subsection, we summarize the notation used in this paper. Section 2 contains a detailed description of the Markov-modulated multiclass many-server queueing model. In Section 2.1, we introduce the scheduling policies considered in this paper. In Section 2.2, we present the controlled limiting diffusions and the results of weak convergence. We state the main results on asymptotic optimality for the discounted and ergodic problems in Sections 2.3 and 2.4, respectively. In Section 3, we summarize the ergodic properties of the controlled limiting diffusions, and establish the geometric ergodicity of the diffusion-scaled processes. A characterization of optimal controls for the controlled limiting diffusions, and the proofs of asymptotic optimality are given in Section 4. Appendix A is devoted to the proofs of Theorem 2.1 and Lemma 3.1, while Appendix B contain the proofs of some technical results in Section 4.
1.2. Notation. We let N denote the set of positive integers. For k ∈ N, R k (R k + ) denotes the set of k-dimensional real (nonnegative) vectors, and we write R (R + ) for k = 1. For k ∈ N, Z k + stands for the set of d-dimensional nonnegative integer vectors. For i = 1, . . . , d, we let e i denote the vector in R d with the i th element equal to 1 and all other elements equal to 0, and define e = (1, . . . , 1) T . The complement of a set A ⊂ R d is denoted by A c . The open ball in R d with center the origin and radius R is denoted by B R . For a, b ∈ R, the minimum (maximum) of a and b is denoted by a ∧ b (a ∨ b), and we let a + := a ∨ 0. For a ∈ R + , ⌊a⌋ denotes the largest integer not greater than a. Given any vectors a, b ∈ R d , let a, b denote the inner product.
The Euclidean norm in R k is denoted by | · |. For x ∈ R k , we let x := k i=1 |x i |. We use 1 to denote the indicator function. We use the notations 1+g(x) = 0 . The arrows → and ⇒ are used to denote convergence of real numbers and convergence in distribution, respectively. For any path X(·), ∆X(t) is used to denote the jump at time t. We use · to denote the predictable quadratic variation of a square integrable martingale, and use [·] to denote the optional quadratic variation. We define D := D(R + , R) as the real-valued function space of all cádlág functions on R + . We endow the space D with the Skorohod J 1 topology and denote this topological space as (D, J ). For any complete and separable metric spaces S 1 and S 2 , we use S 1 × S 2 to denote their product space endowed with the maximum metric. For any complete and separable space S, and k ∈ N, the k-fold product space with the maximum metric is denoted by S k . For k ∈ N, (D k , J ) denotes the k-fold product of (D, J ) with the product topology. Given a Polish space E, P(E) denotes the space of probability measures on E, endowed with the Prokhorov metric.
The Model and Control Problems
We consider a sequence of d-class Markov-modulated M/M/n + M queueing models indexed by n. Define the space of customer classes by I := {1, . . . , d}. For n ∈ N, let J n := {J n (t) : t ≥ 0} be a continuous-time Markov chain with finite state space K := {1, . . . , K}, with an irreducible transition rate matrix n α Q for some α > 0. Thus, J n has a stationary distribution denoted by π = (π 1 , · · · , π K ), for each n ∈ N. We assume that J n starts from this stationary distribution.
For each n and i ∈ I, let A n i := {A n i (t) : t ≥ 0} denote the arrival process of class-i customers in the n th system. Provided J n is in state k, the arrival rate of class-i customers is defined by λ n i (k) ∈ R + , and the service time and the patience time are exponentially distributed with rates µ n i (k) and γ n i (k), respectively. Let A n denote a Markov-modulated Poisson process, that is, for t ≥ 0, each n and i ∈ I,
where A * ,i 's are mutually independent unit-rate Poisson processes. In each class, we also assume that the arrival, service and abandonment processes are mutually independent. Let X n , Q n and Z n denote the d-dimensional processes counting the number of customers of each class in the n th system, in queue and in service, respectively, and the following constraints are satisfied: for t ≥ 0 and i ∈ I,
Then, we have the following dynamic equation: for t ≥ 0, n ∈ N and i ∈ I,
where
and {S * ,i , R * ,i : i ∈ I} are mutually independent unit-rate Poisson processes. Assumption 2.1. As n → ∞, for i ∈ I and k ∈ K,
For i ∈ I and n ∈ N, we define
and
Assumption 2.2. The system is critically loaded, that is, i∈I ρ i = 1.
Under Assumptions 2.1 and 2.2, we have
Assumptions 2.1 and 2.2 are in effect throughout the paper, without further mention. A model satisfying these assumptions is said to be in the "averaged" H-W regime.
LetX n ,Z n ,Q n ,X n ,Ẑ n andQ n denote the d-dimensional processes satisfyinḡ
for i ∈ I. Then, for t ≥ 0 and i ∈ I,X n i (t) can be written aŝ
3)
respectively. Then, (2.3) can be written aŝ
Throughout the paper, we assume that {X n (0) : n ∈ N} are deterministic.
2.1. Scheduling policies. Let τ n (t) := inf{r ≥ t : J n (r) = 1} for t ≥ 0. We define the following filtrations: for t ≥ 0, r ≥ 0,
where N is a collection of P-null sets.
Definition 2.1. We say a scheduling policy Z n is admissible, if it satisfies following conditions. (i) Preemptive: a server can stop serving a class of customer to serve some other class of customers at any time, and resume the original service at a later time.
(ii) Work-conserving: for each t ≥ 0, e, Z n (t) = e, X n (t) ∧ n. (iii) Non-anticipative: for t ≥ 0 and r ≥ 0, (a) Z n (t) is adapted to F n t . (b) F n t and G n t,r are independent. We only consider admissible scheduling policies. Given an admissible scheduling policy Z n , the process X n in (2.2) is well defined, and we say that it is governed by the scheduling policy Z n . Abusing the terminology we equivalently also say thatX n is governed by the scheduling policyẐ n .
Define the set U := {u ∈ R d + : e, u = 1} , It is often useful to re-parametrize and replace the scheduling policy Z n with a new scheduling policyÛ n defined as follows. Given a process X n defined using (2.2) and an admissible scheduling policy Z n , for t ≥ 0, defineÛ
for e, X n (t) > n , e d for e, X n (t) ≤ n .
U n (t) is a U-valued process, representing the proportion of class-i customers in the queue. Any processÛ n defined as above by using some admissible scheduling policy Z n is called an admissible proportions-scheduling policy. The set of all such admissible proportions-scheduling policesÛ n is denoted by U n . Abusing terminology we replace the term admissible proportions-scheduling policy with admissible scheduling policy.
2.2.
The limiting controlled diffusion. By the equation (4) in [1] and Assumption 2.1, we havê
. Let π be the stationary distribution of J n , that is, π ′ Q = 0 and π ′ e = 1. (Note that scaling Q does not change the stationary distribution.)
for i, j ∈ I, and Υ kl := +∞ 0
Here, Π denotes the matrix whose rows are equal to the vector π.
The proof of the following result is in Appendix A.
Theorem 2.1. Under Assumptions 2.1 and 2.2, and assuming thatX n (0) is uniformly bounded, the following results hold.
whereŴ is a d-dimensional Brownian motion with a covariance coefficient matrix σ ′ α σ α defined by
(iv) Provided thatÛ n is tight, any limitX ofX n is a unique strong solution of
, is a limit ofX n (0),Û is a limit ofÛ n , and b :
where N is the collection of P-null sets.
The discounted cost problem. Let
for some c > 0 and m ≥ 1. Define the running cost function R :
Remark 2.1. In place of (2.7) one may merely stipulate that R(x) is a locally Hölder continuous function such that
See, e.g., Remark 3.1 in [4] . For the discounted problem, the lower bound in (2.8) is not required.
For each n and ϑ > 0, givenX n (0), the ϑ-discounted problem can be written aŝ
Let U denote the set of all admissible controls for the limiting diffusion in (2.6). The ϑ-discounted cost criterion for the limiting controlled diffusion is defined by
forÛ ∈ U, and the ϑ-discounted problem iŝ
In the study of the discounted and ergodic control problems, we assume thatX n (0) → x ∈ R d as n → ∞, and, as mentioned earlier, we impose the conditions in Assumptions 2.1 and 2.2.
2.4.
The ergodic control problem. GivenX n (0), define the ergodic cost associated withX n andÛ n by
and the associated ergodic control problem bŷ
Analogously, we define the ergodic cost associated with the limiting controlled processX in (2.6) by
and the ergodic control problem by
The value ̺ * (x) is independent of x. As we show in Theorem 4.2, the infimum is realized with a stationary Markov control and ̺ * (x) = ̺ * . The asymptotic optimality of the value functions is stated below (proof in Sections 4.3 and 4.4).
Theorem 2.3. It holds that
with a ii := 1(α ≥ 1)λ π i + 1 2 1(α ≤ 1)θ ii , and a ij := 1 2 1(α ≤ 1)θ ij for i = j. We denote by U SM , U SSM and G, the sets of stationary controls, stable controls and ergodic occupation measures, respectively. We extend the definition of b and R by using the relaxed control framework (see, for example, Section 2.3 in [3] ). Without changing the notation, for v ∈ U SM , we replace b i by
where v(du | x) denotes a Borel measurable kernel on U given x, and replace R analogously. If a control is a measurable map from R d to U, we say it is a precise control.
Ergodic Properties
The limiting diffusion belongs to the class of piecewise linear diffusions studied in [13] . Applying Theorem 3 in [13] , we deduce that the limiting processX with abandonment in (2.6) is exponentially ergodic under a constant controlū = e d = (0, . . . , 0, 1) ′ . By Theorem 3.5 in [6] , the limiting procesŝ X in (2.6) is exponentially ergodic under any constant control. (Note that in [13, Theorem 2] , only positive recurrence is shown under the controlū = e d .) We summarize the ergodicity properties of the limiting controlled processX in the following proposition.
Proposition 3.1. The controlled diffusionX in (2.6) is exponentially ergodic under any constant control u ∈ U. Remark 3.1. As a consequence of the proposition, ifṽ is a stationary Markov control which is constant on the complement of some compact set, then the controlled diffusionX in (2.6) is exponentially ergodic under this control. For the diffusion-scaled processX n , we first prove exponential ergodicity under a static priority scheduling policy in Lemma 3.1. It then follows that any stationary Markov scheduling policy, which agrees with this static priority policy outside a compact set, is geometrically ergodic. We remark here that exponential ergodicity of the diffusion-scaled process under any stationary Markov scheduling policy is an open problem (compare with the study of ergodicity for the standard 'V' network in [15] ).
We next focus on the ergodicity properties of the diffusion-scaled processX n .
By using the balance equation x i =z n i (x) +q n i (x) and Definition 3.1, we obtain for x ∈ Z d + and i ∈ I, thatq
Definition 3.3. Denote the infinitesimal generator of the "average" process bȳ
Lemma 3.1. Letz n be the scheduling policy in Definition 3.1. Then for any even integer m ≥ 2, there exist a positive vector ξ, positive constants C 1 and C 2 , and n 0 ∈ N, such that the functions f n , n ∈ N, defined by
For a proof of Lemma 3.1, see Appendix A. This lemma shows that, under the static priority policyz n , the "average" process is geometrically ergodic.
Definition 3.4. Under a stationary Markov policy z n = z n (x), the infinitesimal generator of (X n (t), J n (t)) is defined by
Let ∆λ n i (k) :=λ n i − λ n i (k) for i ∈ I and k ∈ K, and define ∆µ n i and ∆γ n i , analogously. Let
Define the embedding M :
It is easy to see, by Definitions 3.3 and 3.4, that for all
Abusing the notation, we can identifyf = M(f ) with f , and thus (3.2) can be written as
Let f n (x) be the function defined in (3.1), and z n be any stationary Markov policy. There exists a function
with some constants c kk ′ independent of n, and
As a consequence, we have, for fixed α > 0 and each n ∈ N,
where C 3 is some positive constant, and ǫ n > 0 can be chosen arbitrarily small for large enough n.
Proof. The existence of g n [f n ](x, k) directly follows from the Fredholm alternative. The version applicable here may be found in [18] . For k ∈ K, we observe that
where C 4 is some positive constant, and the last inequality follows by using x i =x n i + nρ i , Assumption 2.1, and following inequalities with sufficiently small ǫ > 0:
(3.5)
Note that when α > 1, n m(1−α) ≤ 1 . Thus, by the expression of g n [f n ] in (3.3), we obtain (3.4). This completes the proof.
For each n, define the functionf n ∈ C(
The norm-like function V m,ξ is defined by V m,ξ (x) := i∈I ξ i |x i | m for x ∈ R d , with m > 0 and a positive vector ξ defined in (3.1). Let L z n n be the generator of (X n , J n ). Under any stationary Markov policy, by usingx n in Definition 3.2, we can write L z n n as
for x ∈ R d with the constants c kk ′ defined in (3.3).
Theorem 3.1. Let Lz n n denote the generator of the (X n , J n ) under the scheduling policy defined in Definition 3.1. For any even integer m ≥ 2, there exists n 2 ∈ N such that 6) for some positive constants C 1 , C 2 and n 2 ≥ n 0 depending on ξ and m. As a consequence, (X n , J n ) under the the scheduling policyz n is geometrically ergodic, and for any m > 0,
Proof. Since operators defined in Definitions 3.3 and 3.4 are linear, we have
+ and k ∈ K. Thus, it suffices to show that Lz
Let ξ be the vector in (3.1). It is easy to see that 9) where the inequality follows from Lemma 3.1. Applying Lemma 3.2, we see that there exist positive constants C 6 , C 7 , andñ 1 , such that
Thus, to prove (3.8), by using (3.9) and (3.10), it suffices to show that, for large enough n,
where C 8 is some positive constant, and ǫ > 0 can be chosen arbitrarily small for large enough n.
Recall the definition of g n [f n ] in (3.3), and observe that
Note that in order to prove (3.11), by using (3.5) and the balance equationz n i (x) =x n i (x) −q n i (x) + nρ i , we only need to show that
where C 9 is some positive constant, and ǫ > 0 can be chosen arbitrarily small for all large enough n; the other terms in Lz n n,k g n [f n ] can be treated similarly. We obtain
Note that for i ′ ∈ I, |q
is the unscaled queuing process. We first consider F
n,i (x). We have i∈I F
By using the fact that a + − b + = η(a − b), for a, b ∈ R d and η ∈ [0, 1], we havẽ
for the mappings η i ,η i :
. By using (3.13) and Young's inequality, we havẽ
Therefore, applying inequalities in (3.5), we obtain i∈I F (1)
where C 10 is some positive constant, and ǫ can be chosen arbitrarily small for large enough n. On the other hand, sincez
where C 11 is some positive constant, and ǫ can be chosen arbitrarily small for large enough n, and the second inequality follows from (3.5). By Lemma 3.2, there exists n 1 > 0 such that for all x ∈ X n , k ∈ K and n > n 1 , we have
We choose n 2 ∈ N satisfying n 2 ≥ max{n 0 ,ñ 1 , n 1 }. Thus, since 1 − α < β, by (3.14) and (3.15) we have shown (3.12). As a result, we have proved (3.8), which implies (3.6). Let Ez n = E. By Itô's formula, we obtain
Then, using (3.6), we have, for ∀n ≥ n 2 ,
Applying (3.16) and (3.17), we obtain that, for some positive constant C 12 , and for all n ≥ n 2 ,
This proves (3.7).
Definition 3.6. Let v n : R d → U be any sequence of functions satisfying v n (x n (x)) = e d , for all x / ∈ A n , and such that x → v n (x n (x)) is continuous. Define
for sup i∈I |x i − nρ i | > κn , whereq n (x) is as in Definition 3.1, and κ < inf i∈I {ρ i }. Define the admissible scheduling policy
We have the following lemma on stabilization of the diffusion-scaled queueing processes.
Lemma 3.3. For the scheduling policy z n in Definition 3.6, let L z n n denote the infinitesimal generator of (X n , J n ). Then, the analogous Foster-Lyapunov equation as in Theorem 3.1 holds.
Proof. Observe that for all n:
(i) For i ∈ I, there exists a constant C such that
Hence the same proof as that of Theorem 3.1 may be employed to obtain the result. . We summarize these for our model.
Moreover, v ∈ U SM is optimal for the ϑ-discounted problem if and only if
Proof. The result follows directly from Theorem 3.5.6 and Remark 3.5.8 in [3, Section 3.5.2].
Also, v ∈ U SM is optimal for the ergodic control problem associate with R if and only if it satisfies
Moreover, for an optimal v ∈ U SM , it holds that
Proof. This follows directly from Theorem 3.4 in [2] .
The next theorem shows the existence of an ǫ-optimal control, for any ǫ > 0. This is proved via the spatial truncation technique. 
Proof. This result follows from the proof of claim (5.14) in [2] .
4.2.
Asymptotic optimality of the discounted cost problem. In this subsection, we first establish an estimate forX n by using an auxiliary process. Then, following a similar approach as in [7] , we prove asymptotic optimality for the discounted problem. Given the admissible scheduling policyÛ n , letX n be a d-dimensional process defined by
for i ∈ I. Lemma 4.1. As n → ∞,X n andX n are asymptotically equivalent.
The proof of Lemma 4.1 is given in Appendix B.
for some positive constants C 1 and m 0 , with m defined in (2.7).
Proof. RecallX n defined in (4.1). For t ≥ 0,X n (t)− e,X n (t) +Û n (t) satisfies the work-conserving condition. Thus, following the same method in [7, Lemma 3] , we have
for some positive constants C 2 and m 0 . As a consequence, (4.2) holds by Lemma 4.1. Next, we show that there exists a sequence of admissible scheduling policesÛ n which attains optimality (asymptotically). Observe from [7] that the partial derivates ofV ϑ in Theorem 4.1 up to order two are locally Hölder continuous (see also [3, Lemma 3.5.4] ), and the optimal valueV ϑ has polynomial growth. By [7, Theorem 1] , there exists an optimal control v h ∈ U SM for the discounted problem. Recall ω defined in Definition 3.5. Let A n h := {x ∈ R d + : e, x ≤ x i , ∀i ∈ I} , and X n h := {x n (x) : x ∈ A n h } . Given X n , we construct a sequence of scheduling policies as follows:
wherez n is the static priority policy defined in Definition 3.1. Here the value of the scheduling policy outside X n h is irrelevant for our purpose. For n ∈ N, let X n h , Q n h , Z n h ,Û n h be a sequence of queueing systems constructed by using (4.4), and K n be the process defined by
. It is easy to see that, for any y ∈ R d , |ω(y) − y| ≤ 2d. Then, using Theorem 2.1 and Lemma 4.2, and following the same proof as in [7, Theorem 2 (i)], we have
Note that (4.5) corresponds to the claim (49) in [7] . Then, we follow the method in [7, Theorem 4 (ii)] and obtain that lim
This completes the proof.
4.3.
Proof of the lower bound for the ergodic problem. We have the following theorem concerning the lower bound.
Theorem 4.4 (lower bound). It holds that
We first assert thatX n is a semi-martingale. The proof of the following lemma is given in Appendix B.
Lemma 4.3. Under any admissible policy Z n ,X n is a semi-martingale with respect to the filtration F n := {F n t : t ≥ 0}, where F n t is defined in Section 2.1. Definition 4.1. Define the family of operators A n k :
where the functions
, and
n β for i ∈ I and k ∈ K, respectively.
and B n denote the d-dimensional processes defined by 6) for i ∈ I, k ∈ K, where δ 0 := (1 − β) − α 2 . Then we have the following result, which shows that all the long-run average absolute moments of the diffusion-scaled process are finite. The proof is given in Appendix B.
Lemma 4.4. Under any sequence of admissible scheduling polices {Û n : n ∈ N} such that sup n J n (X n (0),Û n ) < ∞, we have
for m defined in (2.7).
Definition 4.2. Define the mean empirical measure ζ n T ∈ P(R d × U) associated withX n andÛ n by
for any Borel sets A ⊂ R d and B ⊂ U.
Note that the sequence {ζ n T } is tight by Lemma 4.4. The next lemma shows that the sequence {ζ n T } converges, along some subsequence, to an ergodic occupation measure associated with the limiting diffusion process under some stationary stable Markov control.
Lemma 4.5. Suppose under some sequence of admissible scheduling polices {Û n : n ∈ N}, (4.7) holds. Then π is in G, where π ∈ P(R d × U) is any limit point of ζ n T as (n, T ) → ∞. Proof. We construct a related stochastic processX n to prove this lemma. LetX n be the ddimensional process defined byX n :=X n + B n , (4.8) where B n is defined in (4.6). Applying Lemma 3.1 in [1] and Lemma 4.3,X n is also a semimartingale. We first consider the case with α ≤ 1. Using the Kunita-Watanable formula for semi-martingales (see, e.g., [25] , Theorem II.33) with E = EÛ n , we obtain
is a martingale, and hence the sum of the second and third terms of (4.9) is equal to zero. By equation (8) in [1] and the same calculation as in equation (10) of [1] , the fourth term on the r.h.s. of (4.9) can be written as
by the boundedness of f , [1, Proposition 3.2] and [17, Theorem 5.2]. Thus, we can replace 1(J n (s) = k) by π k for all k ∈ K in (4.9), when we let (n, T ) → ∞.
We next prove that the last term on the r.h.s. of (4.9) vanishes as (n, T ) → ∞. Let
Since the jump size ofX n is of order n − α /2+δ 0 or n −β , then by Taylor's formula, we have
for some positive constantĉ 0 independent of n. By equation (2) in [1] , and the independence of Poisson processes, we obtain
ds , (4.11) where {ĉ k : k ∈ K} are determined by the constants in (4.6). Using (4.7), the r.h.s. of (4.11) is uniformly bounded over n ∈ N and T > 0. Therefore, by (4.6) and (4.10), the last term on the r.h.s. of (4.9) converges to 0 as (n, T ) → ∞. As in Definition 4.2, letζ n T ∈ P(R d × U) denote the mean empirical measure associated withX n andÛ n , that is,ζ
for any Borel sets A ⊂ R d and B ⊂ U. Then, by (4.9) and the above analysis, for f ∈ C ∞ c (R d ), we have lim sup
Note that for i ∈ I, k∈K b n i (x, u, k)π k and k∈K σ n i (x, u, k)π k converge uniformly over compact sets in R d × U, to b i (see (2.6)) and 21(α ≥ 1)λ π i , respectively.
On the other hand, by the definition of B n , we have that
for some positive constantC 0 . By (4.7) and (4.13), we deduce that ζ n T is tight. Let (n l , T l ) be any sequence such thatζ n T converges toπ, as (n l , T l ) → ∞. Hence, for any f ∈ C ∞ c (R d ), we have
with L u defined in (2.9). Using (4.13), we obtain that ζ n T andζ n T have same limit points. Therefore, as (n, T ) → ∞, any limit point π of ζ n T satisfies
When α > 1, the proof is the same as above. This completes the proof.
Proof of Theorem 4.4. Without loss of generality, supposeV n l (X n l (0)) for some increasing sequence {n l } ⊂ N converges to a finite value, as l → ∞, andÛ n l ∈ U n l . By the definitions of V n , and the mean empirical measure ζ n T in Definition 4.2, there exists a sequence of {T l } ⊂ R + with T l → ∞, such thatV
By Lemma 4.4 and Lemma 4.5, {ζ
: l ∈ N} is tight and any limit point of ζ
4.4.
Proof of the upper bound for the ergodic problem. We have the following theorem concerning the upper bound. 
The following lemma is used in the proof of the upper bound. The lemma shows that under a scheduling policy constructed from the ǫ-optimal control given in Theorem 4.3, any limit of the mean empirical measures of the diffusion-scaled queuing processes is the ergodic occupation measure of the limiting diffusion under that control. Lemma 4.6. For any fixed ǫ > 0, let {q n : n ∈ N} be a sequence of maps such that
withq n defined in Definition 3.1, κ in Definition 3.6, and
Letζ n T be the mean empirical measure defined bŷ
for Borel sets A ⊂ R d and B ⊂ U, whereX n is the queuing process under the admissible scheduling policy Z n (t) =ẑ n [v](X n (t)). Let π v ∈ P(R d ×U) be the ergodic occupation measure of the controlled diffusion in (2.6) under the control v. Thenζ n T has a unique limit point π v as (n, T ) → ∞.
Proof. Applying Lemma 3.3, we obtain thatζ n T is tight. Recall the definition ofX n in (4.8). Define the mean empirical measurȇ
By (4.13), it is easy to seeζ n T is also tight, andζ n T andζ n T have same limits as (n, T ) → ∞. Thus, to prove this lemma, it suffices to show thatζ n T has the unique limit point π v as (n, T ) → ∞. Note that sup
for any compact set D ⊂ R d . Let π n be any limit point ofζ n T as T → ∞. We have
for A ⊂ R d . By Lemma 4.5, ν n exists for all n and {ν n : n ∈ N} is tight. We choose an increasing sequence n ∈ N such that ν n → ν in P(R d ). For each n, letÃ n be the operator defined bỹ
Recall L v defined in (2.9) for v ∈ U SM . Therefore, we have
By (4.14) and the convergence ofÃ n in (4.12), we haveÃ n f → L v f uniformly as n → ∞; thus the first term on the r.h.s. of (4.15) converges to 0. By the convergence of ν n , the second term of (4.15) also converges to 0. Applying Lemma 4.5, it holds that, for any
Therefore,
which implies that ν is the invariant measure ofX defined in (2.3) under the control v. By (4.14), we obtain δ u n [v](·) (u) → δ v(·) (u) in the topology of Markov controls. Define the ergodic occupation measure
By the convergence of ν n , the first term of (4.16) converges to 0 as n → ∞. Since ν has a continuous density, then applying [3, Lemma 2.4.1], we deduce that the second term of (4.16) converges to 0 as n → ∞. Thus, π n → π v in P(R d × U). This completes the proof.
Proof of Theorem 4.5. Letm = 2m with m defined in (2.7). Let Z n be a scheduling policy such that Z n (t) =ẑ n [v ǫ ](X n (t)) with v ǫ (together with a positive constant R(ǫ)) defined in Theorem 4.3 andẑ n defined in Lemma 4.6. Note that
where π vǫ ∈ P(R d × U) is the ergodic occupation measure defined by π vǫ (dx, du) : 17) for some positive constants C 1 and C 2 . Using (4.17), we can select a sequence of {T n : n ∈ N} such that T n → ∞ as n → ∞, and
) is uniformly integrable. Moreover, by Lemma 4.6,ζ n T converges in distribution to π vǫ . This completes the proof.
Appendix A. Proofs of Theorem 2.1 and Lemma 3.1
Proof of Theorem 2.1. To prove (i), we fix β = 1 /2, and first show thatX n is stochastically bounded (see Definition 5.4 in [22] ). Recall the definition ofX n in (2.3). By (2.4) and (2.5), {l n i +L n i : n ∈ N} is stochastically bounded in (D, J ). The predictable quadratic variation processes ofŜ n i andR n i are defined by
respectively. By (2.2), we have the crude inequality
, and thus, by (2.1), the analogous inequalities hold forZ n i andQ n i . Thus, applying Lemma 5.8 in [22] together with (2.5), we deduce that {(Ŝ n i ,R n i ) : n ∈ N} is stochastically bounded in (D, J ) 2 , and thus {Ŵ n i : n ∈ N} is stochastically bounded. For each u ∈ U, the map x → c 1 x − e, x + u + c 2 e, x + u has the Lipschitz property, where c 1 and c 2 are some positive constants. Then, by Assumption 2.1, we obtain X n (t) ≤ X n (0) + Ŵ n (t) + C t 0 1 + X n (s) ds for t ≥ 0 and some constant C. Therefore, applying Gronwall's inequality, and using the assumption onX n (0) and Lemma 5.3 in [22] , it follows that {X n : n ∈ N} is stochastically bounded in (D d , J ). Then, applying the functional weak law of large numbers (Lemma 5.9 in [22] ), we havê
as n → ∞. By (2.1) and Assumption 2.2, we have e,Q n = ( e,X n − 1) + ⇒ 0 in (D, J ) as n → ∞. SinceQ n ≥ 0, it follows thatQ n ⇒ 0 and
We next prove (ii). For i ∈ I and t ≥ 0,Â n i can be written aŝ 
− −− → denotes uniform convergence on compact sets in probability, and e(t) := t for all t ≥ 0. Thus, by the FCLT of Poisson martingales and a random change of time (see, for example, [10, Page 151]), we haveÂ − −− → 0 , as n → ∞ , for i ∈ I and t ≥ 0. Thus, we obtain
with a d-dimensional standard Brownian motion W 2 , and
Since the Poisson processes are independent and the random time changes converge to deterministic functions, the joint weak convergence of (L n ,Â n ,Ŝ n ,R n ) holds. Note that W , W 1 and W 2 are independent, and thusŴ n ⇒Ŵ in (D d , J ) as n → ∞ .
This completes the proof of (ii). It is easy to see thatl n i , µ n i (k) and γ n i (k) are uniformly bounded in i, k and n. The rest of the proof of (iii) is same as [7, Lemma 4(iii) ].
Finally, we prove (iv). Note thatÛ n may not have a limit in the space D d . So to establish the weak limit, we need to assumeÛ n is tight in D d . By the representation ofX n in (4.1) together with Theorem 2.1 (ii) , and the continuity of the integral representation (see [22, Theorem 4 .1] for one-dimension and [17, Lemma 4.1] in the multi-dimensional case), any limit ofX n is a unique strong solution of (2.6). Applying Lemma 4.1, we deduce that the limitX ofX n is also a strong solution of (2.6).
Recall that τ n (t) is defined in Definition 2.1. For r ≥ 0, we observe that Thus, by Definition 2.1, and following the proof of Lemma 6 in [7] , we deduce thatÛ n is nonanticipative.
Proof of Lemma 3.1. Note that
Recall the definition ofx n in Definition 3.2. We obtain It is easy to see thatLz n n f n (x) =F (1) n (x) +F (2) n (x) . From Definition 3.1 and Assumption 2.1, we havē Next, we considerF (2) n (x). By using the balance equationz n i =x n i −q n i + ρ n i n, we obtain . Then, by using (3.13) and (A.2), we obtain 
