We introduce a subexponential algorithm for geometric solving of multivariate polynomial equation systems whose bit complexity depends mainly on intrinsic geometric invariants of the solution set.
Introduction
The present pages represent a continuation of 21], 22], 39]. These papers concern the design of algorithms of intrinsic type to solve systems of polynomial equations. Solving is then applied to decide consistency of systems of polynomial equations. By \intrinsic type" we mean algorithms which are able to distinguish between the semantical and the syntactical character of the input system in order to pro t from both for the improvement of the complexity estimates. With respect to bit complexity we show how the time necessary to solve a given polynomial equation system is related to the a ne degree and the (a ne) logarithmic height of the corresponding diophantine variety. In this sense, the results of 21] and 22] show already that the (a ne) degree of an input system is associated with the complexity when measured in terms of number of arithmetic operations. However, there are still some drawbacks in this approach. The rst one is that the algorithms developed in 22] require iterative calls to the procedure and that the algorithms in 21] rely on the use of algebraic numbers. Thus in the case of 21] the algorithms are not \rational" although their inputs and outputs are. A second drawback concerns the modeling used to measure complexity. The quantity of arithmetic operations of an algorithm does not explain su ciently what happens when we are using it on a \real life" computer. Years of experience show that models of bit complexity (Turing machines, random access machines or equivalent models) represent more realistic patterns for practical computing. In this sense a study of bit complexity of the intrinsic complexity of the algorithms of 21] and 22] becomes necessary.
In the present paper we deal with both disadvantages of the algorithms in 21] and 22], giving practicable solutions (cf. also Section 3 below). First, our new algorithm is completely rational. It does not require any constants other than those in the eld of coe cients of the input system. Secondly, to improve the bit complexity estimates, we introduce a suitable notion of height of a ne diophantine varieties which is inspired by the corresponding notion introduced for projective varieties As shown in Section 2, our notion of height is strongly related to the bit complexity of geometric elimination procedures of any kind. Our notion of height combined with a new algorithmic interpretation of duality theory for complete intersection ideals yields a new Liouville estimate (cf. Sections 2 and 4 below). Liouville estimates can be applied to get lower time bounds for the numerical analysis approach to solving systems of polynomial equations. In particular, we show the practical ine ciency of both oating point and binary encoding for rational approximation of zero{ dimensional multivariate polynomial equation systems even in the algorithmically well suited cases. To illustrate these introductory observations, let us rst consider the following two problems:
Problem 1 Let be given a sequence of n integer polynomials of degree at most 3 , with coe cients in f0; 1g , concerning three variables each: p 1 (X 1;1 ; X 1;2 ; X 1;3 ); : : : ; p n (X n;1 ; X n;2 ; X n;3 )
Decide whether the following system of polynomial equations has a solution: Both problems have a similar \syntactical form" (i.e. they look very similar, as a consistency question for \syntactically easy" polynomial equation systems). However, they possess completely di erent \semantical" characters : the rst problem is a translation of a well{known NP{complete problem (3-satis ability, for short 3SAT), while the second one just concerns the binary encoding of k with n bits (if there exists such an encoding). This means that the second system is consistent if and only if k may be encoded using at most n binary digits (cf. 27], 39]). Traditional symbolic procedures deal with both problems using in each case the same generalistic treatment. However these two problems demand for di erent algorithms that may pro t from their di erent semantical features. The construction of algorithms which are able to distinguish between equation systems which are semantically well suited and such which are not is the main goal of our paper. We shall also consider the question of consistency of polynomial equation systems in the following terms:
Problem 3 (E ective Nullstellensatz) Given a sequence of polynomials f 1 ; : : : ; f s 2 ZZ X 1 ; : : : ; X n ] , decide whether the a ne algebraic variety V (f 1 ; : : : ; f s ) := fx 2 C n : f 1 (x) = = f s (x) = 0g is empty or not.
As both Problems 1 and 2 above can be written as a special case of this more general Problem 3, we have to nd a way to distinguish (within the context of Problem 3) between the di erent levels of di culty Problems 1 and 2 represent. To design algorithms which solve this problem, taking care of the special features of the particular instance of the input system, we need two major geometric invariants: the a ne degree and the a ne height of the system (cf. Section 2.2 below). Assuming these two notions we are going to show in this paper the following result:
Theorem 1 There exists a bounded error probability Turing machine which solves the following task: given polynomials f 1 ; : : : ; f n+1 2 ZZ X 1 ; : : : ; X n ] of degree at most 2 and of (logarithmic) height h, the Turing machine decides whether the variety V (f 1 ; : : : ; f n+1 )
is empty or not. Moreover, if is the intrinsic (a ne) degree of the system and is the intrinsic (logarithmic) height of the system, the Turing machine answers in (bit) time (nh ) O(log 2 n) using a total amount of arithmetic operations in Q of (n ) O(1) :
Our algorithm rst solves a suitable polynomial equation system and then uses this information for the consistency test of the original system f 1 ; : : : ; f n+1 . Solving is done inductively. In order to explain the procedure let us assume that the polynomials f 1 ; : : : ; f n form a regular sequence, each ideal (f 1 ; : : : ; f i ) 1 i n, being radical. Then the algorithm proceeds in n steps, solving at each stage 1 i n the system f 1 = 0; : : : ; f i = 0 . The corresponding intermediate algebraic varieties are obtained by a lifting process from special zero-dimensional varieties which we call the lifting bers. The lifting process is based on a division-free symbolic version of the Newton-Hensel algorithm and represents a algorithmic version of the Implicit Function Theorem. In this way, the procedure constructs the lifting ber of step i + 1 from the lifting ber of step i. Each inductive step includes two cleaning phases : one is performed to throw away extraneous projective components (mainly those at in nity) and a second one reduces the size of the representation of the integers which appear during the process. This second cleaning phase is included to avoid uncontrolled growth of integer coe cients of intermediate polynomials.
Finally we show how the following two computational problems are related: the division problem in the Nullstellensatz and the numerical analysis approach to solving systems of multivariate polynomial equations.
Problem 4 (Division Problem in the E ective Nullstellensatz) Let be given polynomials f 1 ; : : : ; f s 2 ZZ X 1 ; : : : ; X n ] without any common zeroes (i.e. the polynomials satisfy the condition V (f 1 ; : : : ; f s ) = ;), compute a non-zero integer a 2 ZZ, and polynomials g 1 ; : : : ; g s 2 ZZ X 1 ; : : : ; X n ] such that a = g 1 f 1 + + g s f s holds.
Problem 5 (Numerical Analysis Approach to Solving) Given a real number " > 0 and a regular sequence of polynomials f 1 ; : : : ; f n 2 ZZ X 1 ; : : : ; X n ] of degree at most d de ning a zero-dimensional a ne variety V := V (f 1 ; : : : ; f n ) , compute for any point 2 V an approximation a 2 C n at level " > 0 , i.e. nd by an e ective procedure a point a 2 C such that jja ? jj < " holds. At rst glance Problems 4 and 5 seem to be unrelated. However we shall see how the solution of Problem 4 provides lower bounds for any solution of Problem 5. We shall state this observation in terms of Liouville estimates. In order to understand the relation between Problems 4 and 5, let us observe that in the context of Problem 5 any approximation a computer may output is necessarily rational (i.e. such an approximation must be a point a belonging to Q i] n ). Such an output is assumed to be encoded in binary (i.e. by the binary expansion of denominators and numerators of the coordinates of a). In the past the division problem in the Nullstellensatz was studied in both number theory and computer science simultaneously. The rst results mainly established upper bounds for the degree ( 9] 26] show that even in case of semantically and syntactically \easy" systems such an approximation level may be necessary. Therefore it becomes reasonable to x an approximation level for numerical solving of " := 2 d n , where d n represents the B ezout number of the input system. Under this assumption, inequality (1) becomes meaningless and more precise lower bounds are required. However an exponential lower time bound for numerical solving is implicitly contained in the following corollary to Theorem 2: Corollary 3 Given a smooth regular sequence f 1 ; : : : ; f n 2 ZZ X 1 ; : : : ; X n ] , and points 2 V , a 2 Q i] n verifying the conditions of Theorem 2 above, let " > 0 be a level of approximation such that ?log 2 " = d n (where d n represents the B ezout number of the system). Then we have d n (nd ) C ? (h + ) log 2 q; where C is a suitable universal constant as in Theorem 2. In particular, for systems of \small" degree and height, the output length for numerical solving methods is necessarily exponential in the number of variables.
For instance, we may consider the following smooth regular sequence of quadratic polynomials: X 2 1 + X 1 + 1; X 2 ? X 2 1 ; : : : ; X n ? X 2 n?1
This sequence de nes a zero-dimensional variety with just two points (the degree of the variety is 2) of small height (the height is 1). Thus, for a level of approximation " > 0 with ?log 2 " = 2 n , the lower bound obtained from inequality (1) says just:
2 n 2 O(n) log 2 q; whereas the lower bound from Corollary 3 states that every rational approximation of level " of either solution of this system has exponential binary length. Thus, the main consequence of this corollary is that both binary and oating point encoding of numbers in 
Geometric Solving
The previous considerations reduce the search for a consistency test for the polynomial equation system f 1 = 0; : : : ; f n = 0 , namely Problem 3, to the problem of computing a Noether normalization of the variety V (f 1 ; : : : ; f r?1 ) and the matrix M fr of the homothety fr with respect to a suitable R -module basis. Assume that X 1 ; : : : ; X n are already in Noether position with respect to the variety V (f 1 ; : : : ; f r?1 ) , the variables X 1 ; : : : ; X n?r+1 being free. Then we consider the following integral ring extension R := Q X 1 ; : : : ; X n?r+1 ] ?! Q X 1 ; : : : ; X n ]=(f 1 ; : : : ; f r?1 ) =: B:
Our assumptions on f 1 ; : : : ; f r?1 imply that B is a reduced algebra and a nite free Rmodule. We are now going to explain what we mean by \geometric solving" or \geometric solution". The computation of the matrix M fr is a consequence of the following \generic point" description of the K -algebra B 0 : this algebra is characterized by the following items (which our algorithm will compute): a K -vectorspace basis of B 0 for n ? r + 2 i n the matrices M X i of the homotheties X i : B ?! B with respect to the given basis (these matrices describe the multiplication tensor of the K-algebra B 0 and hence also of the R -algebra B )
We then obtain the matrix M f r+1 by substituting for the variables X n?r+2 ; : : : ; X n appearing in the polynomial f r+1 (X 1 ; : : : ; X n ) just the matrices M X x?r+2 ; : : : ; M Xn . (In the sequel we shall write for short M f r+1 = f r+1 (M X n?r+2 ; : : : ; M Xn ) for this substitution, interpreting f r+1 as an element of the polynomial ring R X n?r+2 ; : : : ; X n ] ). In this sense, geometric solving means just computing both a basis of the K-algebra B 0 and the matrices M X n?r+1 ; : : : ; M Xn . This is done making use of a suitable primitive element of B .
In the context of this paper, the primitive element u 2 B will always be chosen as the image in B of a generic ZZ-linear form of the variables X n?r+2 ; : : : ; X n . In particular, we may assume that u is the image of a linear form U = n?r+2 X n?r+2 + + n X n , with i 2 ZZ for n ? r + 2 i n. Let T be a new indeterminate. The minimal polynomial m u (T ) of u as an element of the R -algebra B (or equivalently as an element of the K -algebra B 0 ) will be a monic polynomial in Q X 1 ; : : : ; X n?r+1 ; T] = Q ZZ R T]. We shall shall choose this minimal polynomial as an element of ZZ X 1 ; : : : ; X n?r+1 ; T] = R T]. In the sequel we shall pay special attention to the case r = n + 1 , where we have R = ZZ, K = Q and where m u is a polynomial of ZZ T] of positive degree (the polynomial m u is then trivially monic over Q T] since we may divide it by its leading coe cient, which is a non-zero integer). Discarding the content (the maximum common divisor) of the coe cients of m u , we may replace the minimal polynomial m u by its primitive counterpart which we shall always denote by q u . Similarly, for the case r n, 
for n ? r + 2 i n. To simplify notations we shall often omit the superindex (u) when refering to these polynomials. After these explanations we shall assume without loss of generality that we have r := n + 1 in the statement of Problems 3 and 4. Consequently we restrict the meaning of \geometric solving" to the case where we have given as input polynomials f 1 ; : : : ; f n 2 ZZ X 1 ; : : : ; X n ] forming a regular sequence in Q X 1 ; : : : ; X n ] (we shall say in the future for short that f 1 ; : : : ; f n 2 ZZ X 1 ; : : : ; X n ] is a regular sequence).
With these conventions \geometric solving" means the following:
De nition 6 An algorithm for geometric solving is a procedure which from a smooth regular sequence f 1 ; : : : ; f n 2 ZZ X 1 ; : : : ; X n ] as input produces: In the sequel we shall refer to the polynomials U = 1 X 1 + + n X n 2 ZZ X 1 ; : : : ; 
Intrinsic Parameters
We said in the introduction that we are interested in algorithms for geometric solving which are able to pro t from \good" geometrical properties that an input system of polynomial equations might possess. This makes it necessary to precise what such \good" geometrical properties may be and how to nd measures for them. Therefore, we are going to de ne two geometric invariants in this subsection that will arise as parameters of the complexity of our procedures: the (a ne) degree and the (a ne) logarithmic height of complete intersection varieties. Let us rst recall the notion of degree of an a ne algebraic variety. We begin by de ning the degree of a zero-dimensional variety and then we extend this notion to positive dimensional complete intersection algebraic varieties. To x notations, let V C n be an algebraic subset ( The main outcome of this paper will be the reinterpretation of the notion of height for algebraic varieties as a measure for the bit complexity of an elimination procedure. In this sense, our contribution justi es a posteriori Northcott's terminology of \complexity" for the height of an algebraic variety 52].
For a vector of integer numbers := (a 1 ; : : : ; a n ) 2 ZZ n , we de ne the height ht( ) as the maximum of the heights of its coordinates. Proof.{ Let V C n be a zero-dimensional diophantine variety of degree 2 IN . The inequality is trivial for ht V (c) = 1 . Therefore we may suppose without loss of generality that the ring extension Q ?! Q V ] has a primitive element u which is the image of a linear form U = 1 X 1 + + n X n 2 ZZ X 1 ; : : : ; X n ] of height at most c. We just show the inequality: 
k is an integer and v k (T ) is a polynomial of degree at most ? 1 and of height at most 2 ht V (c) , we conclude :
This implies jjV jj := maxfjj jj : 2 V g p n 2 ht V (c) :
Remark 11 The height is deeply related to complexity issues in polynomial equation solving. In fact, given a regular sequence of polynomials f 1 ; : : : ; f n 2 ZZ X 1 ; : : : ; X n ] de ning a zero-dimensional diophantine variety V , we have an upper bound for the length of the output of any algorithm which solves the system f 1 = 0; : : : ; f n = 0 geometrically, namely:
Here we assume tacitly that the output is given by a linear form representing a primitive element of the ring extension Q ?! Q V ] and by polynomials as in De nition 6 and that these polynomials are given in dense and their coe cients in bit representation.
It is also possible to give an upper bound for the height of zero-dimensional complete intersection varieties in terms of purely syntactical properties of its de ning equations. This is the content of what follows, namely a weak form of the so-called arithmetical B ezout theorem ( 3] 
Straight{line Programs
In the previous subsections we discussed the mathematical form and syntactical encoding of the output of an algorithm for geometric solving we are going to exhibit. However we also need a suitable encoding for input and intermediate results of our algorithm. As mathematical objects our inputs are polynomials with integer coe cients f 2 ZZ X 1 ; : : : ; X n ] . 
A Division Step in the Nullstellensatz
In this subsection we show how Nullstellensatz bounds imply Liouville estimates. This establishes a close connection between Problems 4 and 5 in the Introduction. Let us recall the assumptions in the statement of Theorem 2.
There is given a smooth regular sequence of polynomials f 1 ; : : : ; f n 2 ZZ X 1 ; : : : ; X n ] of degree at most d and of height at most h, de ning a zero-dimensional a ne variety V := V (f 1 ; : : : ; f n ) C n . Moreover there is given a point = ( 1 ; : : : ; n ) 2 V and a real number 0 < " 1 . Finally, we assume that V \ Q i] n = ; holds. By a well-chosen linear change of coordinates we may assume without loss of generality V \(Q i] C n?1 ) = ;.
It is su cient to show that the algebraic number 1 >From the second inequality we deduce that it is su cient to bound the values of jj jj and jg n+1 ( )j in order to obtain a Liouville estimate for the rational approximation a of the point . Note that the bounds for jj jj and jg n+1 ( )j which can be easily deduced from the known Nullstellens atze (as e.g. Theorem 18 Let f 1 ; : : : ; f n ; f n+1 2 ZZ X 1 ; : : : ; X n ] polynomials having no common zero in C n and verifying the following assumptions:
there exists a straight{line program of size L and non-scalar depth`with parameters of height h that evaluates the polynomials f 1 ; : : : ; f n ; f n+1 the degrees of the polynomials f 1 ; : : : ; f n+1 are bounded by d and h 0 is an upper bound for their heights Let us furthermore assume that f 1 ; : : : ; f n form a smooth regular sequence which de nes a zero-dimensional a ne algebraic variety V = V (f 1 ; : : : ; f n ) . We also consider the following quantities: := deg(V ) := minimal height of V (i.e. is the minimal value of ht V distinct from 1 )
Then there exists a straight{line program of size L(nd ) O(1) and non-scalar depth of order O(log 2 n + log 2 d + log 2 +`) with parameters of height at most O(maxfh; h 0 ; ; log 2 n;`g) which evaluates a non-zero integer a 2 ZZ and a polynomial g n+1 2 ZZ X 1 ; : : : ; X n ] such that a ? g n+1 f n+1
belongs to the ideal (f 1 ; : : : ; f n ) generated by f 1 ; : : : ; f n in ZZ X 1 ; : : : ; X n ] .
The proof of this theorem will follow from the description of the algorithm given in Section 4 below. Applying Theorem 18 and Lemma 20 below, we obtain a more precise upper bound for the value jg n+1 ( )j . From this bound together with Proposition 10 and 17 we then deduce easily Theorem 2.
An algorithm for Geometric Solving
The aim of this section is to establish a proof for Theorem 16. We describe an algorithm which implies Theorem 16. This algorithm works inductively on the codimension of the varieties V i := V (f 1 ; : : : ; f i ) , 1 i n, and our main goal is to describe this recursion.
Recall that our input is a smooth regular sequence f 1 ; : : : ; f n 2 ZZ X 1 ; : : : ; X n ] of degree at most d. We assume that this input is encoded by a straight{line program ? of size L and non{scalar depth`with parameters of height at most h that evaluates the polynomials f 1 ; : : : ; f n . Our algorithm computes a geometric solution of the zero-dimensional algebraic variety V := V (f 1 ; : : : ; f n ) C n . In order to describe for 1 i n the i-th recursive step of our algorithm, we shall refer to the intermediate complete intersection algebraic varieties as V i := V (f 1 ; : : : ; f i ) and introduce the following parameters: Let us conclude this subsection with the following remark: let 1 i n and consider the lifting ber V P i . Since the degree of V P i equals D i = rank R i (B i ) , any ZZ-linear form U i := n?i+1 Y (i) n?i+1 + + n Y (i) n which separates the points of V P i represents not only a primitive element of the ring extension Q ?! Q V P i ] but also a primitive element of the integral ring extension R i B i (which we will denote by u i ). Our algorithm will compute a geometric solution of both V i and V P i using such a linear form U i . Let us observe that the bit length of our geometric solution of the equations of V P i will be bounded by the quantity (i + 1)( i + 2) i :
Elementary operations and bounds for straight{line programs
In this subsection we collect some elementary facts about straight{line programs. We start with an estimate for the degree and height of a polynomial given by a straight{line program. In order to state our result with su cient generality, let us observe that the notion of height makes sense mutatis mutandi for polynomials over any domain equipped with an absolute value.
Lemma 20 ( 30] ) Let One of the main ingredients used in our procedure below is the e cient computation of the coe cients of the characteristic polynomial of a matrix. We shall use for this task Berkowitz' division-free and well parallelizable algorithm 6]. This is the content of the the next lemma.
Lemma 21 We use this algorithm not only for the computation of the characteristic polynomial of a given matrix but also for the computation of the greatest common divisor of two given univariate polynomials with coe cients in a unique factorization domain (this task can be reduced to solving a suitable linear equation system corresponding to the B ezout identity over the ground domain. In some exceptional cases the straight{line programs we are going to consider might contain divisions as operations. Since we are only interested in division-free straight{line programs, the following \Vermeidung von Divisionen" technique due to V. Moreover, the height of is of order:
2 O(`) (maxfh;`g + log 2 L):
The proof of this proposition is based on the computation of the homogeneous components of a polynomial given by a straight{line program. This proof also provides an algorithm computing the homogenization of a polynomial given by a straight{line program. This is the content of the next lemma.
Lemma 24 ( 30] ) Suppose that we are given a polynomial P := P P X In Section 4 we shall work with a speci c polynomial which we call the pseudo-jacobian determinant of a given regular sequence. We introduce now this polynomial and say how it can be evaluated. Let R be a domain containing Q . Let K be the eld of fractions of R and let f 1 ; : : : ; f n 2 R X 1 ; : : : ; X n ] be a regular sequence in K X 1 ; : : : ; X n ] . Another important aspect of our main algorithm is its probabilistic (or alternatively its non-uniform) character. This is the content of the next de nition and proposition.
De nition 25 Let be given a set of polynomials W ZZ X 1 ; : : : ; X n ] . A nite set Q ZZ n is called a correct test sequence (or questor set) for W if for any polynomial f belonging to W the following implication holds:
f(x) = 0 for all x 2 Q implies f = 0:
Denote by W(n; L;`) the class of all polynomials of ZZ X 1 ; : : : ; X n ] which can be evaluated by straight{line programs of size at most L and of non-scalar depth at most`. The following result says that for the class W(n; L;`) exist many correct test sequences of moderate length.
Proposition 26 ( 28] , 30]) Let be given natural numbers n;`; L with L n + 1 and consider the following quantities: u := (2`+ 1 ? 2) (2`+ 1) 2 and t := 6 (`L) 2 : Then the nite set f1; : : : ; ug nt ZZ nt contains at least u nt (1?u ? t 6 ) correct test sequences of length t for W(n; L;`). In particular the set of correct test sequences for W(n; L;`) of length t containing only test points from f1; : : : ; ug n is not empty.
>From Lemma 20 we deduce the following complexity estimate:
Let f 2 ZZ X 1 ; : : : ; X n ] be a polynomial given by a straight{line program of size L and non-scalar depth`with parameters of height h. Let =2 ZZ n be a point of height h 0 given in bit representation. Then there exists a (deterministic) ordinary Turing machine which computes the bit representation of the value f( ) in time (2`Lmaxfh; h 0 g) O(1) .
In the next subsection we shall make use of a problem adapted version of the HenselNewton iteration. We are now going to describe a suitable division-free symbolic form of this procedure.
Let R be a polynomial ring over Q ; let K be its eld of fractions and let f 1 ; : : : ; f n 2 R X 1 ; : : : ; X n ] be polynomials of degree at most d. Suppose This operator is given as a vector of n rational functions of K(X 1 ; : : : ; X n ) . This is also true for the k -th iteration of this operator, which we denote by N k f . For any k 2 IN there exist numerators (g (k)
1 ; : : : ; g (k)
n ) 2 R X 1 ; : : : ; X n ] and a non-zero denominator h (k) 2 R X 1 ; : : : ; X n ] such that N k f can be written as:
The next lemma gives a description of a division-free straight{line program in R X 1 ; : : : ; X n ] that evaluates numerators and denominators for N k f .
Lemma 27 Let notations and assumptions be as before. Let k be a natural number.
There exists a straight{line program in R X 1 ; : : : ; X n ] of size O(kd 2 n 7 L) and non-scalar depth O((log 2 n+`)k) with the same parameters as which evaluates numerators g (k) 1 ; : : : ; g (k) According to Lemma 24, there exists a division-free straight{line program in R X 1 ; : : : ; X n ] of size O(d 2 (n 7 + n 3 L)) and non{scalar depth O(log 2 n +`) which evaluates the forms G 1 ; : : : ; G n ; H . We now de ne recursively the following polynomials:
for k = 1 and 1 i n let g (1) i := G i (1; X 1 ; : : : ; X n ) and q (1) := H(1; X 1 ; : : : ; X n ) , for k 2 and 1 i n let g (k) i := G i (h (k?1) ; g (k?1) 1 ; : : : ; g (k?1) n ) and h (k) := H(h (k?1) ; g (k?1) 1 ; : : : ; g (k?1) n ):
It is easy to see that these polynomials g (k) 1 ; : : : ; g (k) n are numerators and that the polynomial h (k) is a denominator of the iterated Newton-Hensel operator N k f . A straight{ line program evaluating them is obtained by iterating k times the straight{line program which computes G 1 ; : : : ; G n and H . No new parameters are introduced by this procedure. Putting all this together we get the complexity bounds in the statement of Lemma 27.
Lifting bers by the symbolic Newton-Hensel algorithm
The idea of using a symbolic adaptation of Newton{Hensel iteration for lifting bers was introduced in 21]. For technical reasons, in that paper it was necessary to use algebraic parameters for the lifting process. We present here a new version of this lifting algorithm in which the use of algebraic numbers is replaced by a certain matrix with integer entries. The whole procedure therefore becomes completely rational. The new lifting process is described in the statement of the next theorem and its proof. Let notations and assumptions be as the same as at the beginning of this section. We x 1 i n and assume for the sake of notational simplicity that the variables X 1 ; : : : ; X n are already in Noether position with respect to the variety V i , the variables X 1 ; : : : ; X n?i being free. We suppose that the lifting point P i , the coordinates of the ZZ-linear form U i and a geometric solution for the equations of the lifting ber V P i are explicitly given. With these conventions we state the main result of this subsection as follows:
Theorem 28 Let k be a natural number. Using Lemma 27 we deduce the existence of numerators g n?i+1 ; : : : ; g n and a non-zero denominator q in the polynomial ring R i X n?i+1 ; : : : ; X n ] such that the following k -fold iterated Newton operator has the form:
. . . (6) and (7) U i separates the associated primes of (r k ; q i ) , we can apply directly Lemma 26 in 30] in order to obtain the parametrization associated to the variable X k . Doing the same for each of the variables involved (namely fX n?i+1 ; : : : ; X n g) and putting together the corresponding straight{line programs, we obtain a procedure of the desired complexity.
Inductive
Step Proof.{ The rst step is the application of the algorithm underlying Theorem 28. The second step is an elimination step, that is, the generation of a Noether normalization with respect to V i+1 , a primitive element u i+1 and a straight{line program representing similar polynomials for V i+1 as those obtained as output for the variety V i in Theorem 28 above. This step is nearly the same as in the proof of Proposition 14 in 21] just by considering that in our case K is Q and taking into account the height of the parameters we introduce. We remark that this straight{line program has non-scalar size (id i L) O and parallel time O((log 2 i +`)log 2 i ) a rational point P i+1 2 ZZ n?i?1 of logarithmic height bounded by O((log 2 i +`)log 2 i ) which satis es ( )(P i+1 ) 6 = 0 . Clearly, P i+1 is a lifting point for the variety V i+1 . In order to obtain the geometric solving for V P i+1 with primitive element u i+1 we must specialize the polynomials obtained as output for the elimination step in P i+1 (see 21], Section 3). After this specialization we obtained the binary representation of some polynomials which veri es all the hypothesis of the geometric solving. Nevertheless it can happen that the height of these coe cients is excessive. In order to make these polynomials primitive and hence with admissible height, we have to make some integer gcd calculations which do not modify the asymptotic time complexity estimations made for the algorithm.
Lifting Residues and Division Steps
This section is dedicated to the proof of Theorem 18. Our new outcome is a new version of the Trace Formula in Gorenstein algebras that pro ts from the good features of the algebra. Our new version requires no monomial basis: the Trace Formula is an \easy-toevaluate" expression.
Trace and Duality
The Trace Formula appears in several recent works in elimination theory. Some of these works use the Trace Formula to compute quotients of divisions modulo complete intersections ( cf. 19], 30] ). Other works design algorithms for computing basis (and solving) of Gorenstein algebras ( 1], 2], 13] ). Some other works simply use the Trace Formula to get upper bounds for the degrees in the Nullstellensatz ( 44] ). However, all of these applications of the Trace Formula require the use of some generating family of monomials of bounded degree. In this sense, it just provides syntactical bounds and no intrinsic upper complexity bound can be obtained (as in Theorem 18) . In this subsection we introduce an alternative version in order to get a maximum bene t from the good features of the Gorenstein algebra. Let us start with a sketch of the trace theory. Readers interested in details might want to consult Appendices E and F of 33]. Let R be a ring of polynomials with coe cients in a eld (for our discussion the eld may be assumed to be Q ). Now, R X 1 ; : : : ; X n ] is the ring on n-variate polynomials with coe cients in R and K should be the quotient eld of R . Let f 1 ; : : : ; f n 2 R X 1 ; : : : ; X n ] a smooth regular sequence of polynomials of degree at most d generating the radical ideal (f 1 ; : : : ; f n ) . Now we have the R -algebra B given as the quotient of R X 1 ; : : : ; X n ] by this ideal:
B := R X 1 ; : : : ; X n ]=(f 1 ; : : : ; f n ):
We also assume that the morphism R ! B is an integral ring extension such that R will be a Noether normalization of B . Thus, B is a free R -module of rank bounded by the degree of the variety V (f 1 ; : : : ; f n ) . Moreover, B is a typical Gorenstein R -algebra and we have good properties coming from this fact. Finally, an elementary exercise of linear algebra would show that for all f 2 B X 1 ; : : : ; X n ] , f Tr(f) is simply the usual trace of the R X 1 ; : : : ; X n ] -module B X 1 ; : : : ; X n ] . We leave this to the reader. Now we observe that the lifting process can be described just in terms of the tensor matrices. This means that we can consider the K -algebra B 0 = K R B obtained by localization and a basis 0 be a basis of B 0 considered as a nite dimensional vector space. 
A Division Step
This lifting process is applied to compute the quotient of two polynomials modulo a reduced complete intersection ideal. More precisely, let us consider f 2 R X 1 ; : : : ; X n ] a polynomial which is not a zero-divisor in B and another polynomial g 2 R X 1 ; : : : ; X n ] such that the residual classes verify f j g in B .
The following proposition shows how to compute a lifting quotient q 2 R X (Remember to distinguish well between X i as an element of the ring of coe cients B of B X 1 ; : : : ; X n ] and X i as variable.) Next, since the polynomials f and J(f 1 ; : : : ; f n ) are not zero-divisors modulo (f 1 ; : : : ; f n ) , the following matrices are non-singular: Clearly, the polynomial q 1 is the quotient of q , while q f ? g is 0 in B . The bounds stated in the Proposition follow by reconstructing the straight{line programs that evaluate f; g; J(f 1 ; : : : ; f n ); and the determinants described above (cf. Subsection 3.1 above).
Proof of Theorem 18
In order to prove Theorem 18 we just follow the previous proposition. We have to add just some comments concerning the tensor matrices in this case. Let us consider a primitive element u = 1 X 1 + + n X n (with i 2 ZZ) of the zero-dimensional Q -algebra Q X 1 ; : : : ; X n ]=(f 1 ; : : : ; f n ) . In this case R will be the eld Q . Let q u 2 ZZ T] be the 
