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By using the Floquet eigenstates, we derive a formula to calculate the high-harmonic components
of the electric current (HHC) in the setup where a monochromatic laser field is turned on at some
time. On the basis of this formulation, we study the HHC spectrum of electrons on a one-dimensional
chain with the staggered potential to study the effect of multiple sites in the unit cell such as the
systems with charge density wave (CDW) order. With the help of the solution for the Floquet
eigenstates, we analytically show that two plateaus of different origins emerge in the HHC spectrum.
The widths of these plateaus are both proportional to the field amplitude, but inversely proportional
to the laser frequency and its square, respectively. We also show numerically that multi-step plateaus
appear when both the field amplitude and the staggered potential are strong.
I. INTRODUCTION
High-harmonic generation (HHG) is the basis for the
attosecond physics and has attracted renewed attention
owing to its successful observations in bulk solids driven
by a strong laser field [1–9]. These observations have re-
vealed that the HHG in solids has characteristics different
from those in atomic gases [10]. For example, the high-
energy cutoff of the output spectrum scales linearly with
the input field amplitude [1, 2, 4] rather than its square
i.e. the laser intensity. Besides, multiple plateaus emerge
in the high-harmonic output spectrum for very large am-
plitude [5]. To understand the microscopic mechanism of
these unique features of HHG in solids, many theoretical
and experimental studies are actively being conducted.
A theoretical approach to this problem is to analyze
the electron dynamics in solids in the time domain. In
this approach, the two-band semiconductor Bloch equa-
tion [11–16] and the time-dependent Schro¨dinger equa-
tion [17–23] were numerically solved in the presence of
a pulse electric field, and analysis was performed for the
high-harmonic components of the electric current (HHC),
which work as the source of the HHG. For both equa-
tions, the unique scaling in solids is reproduced in one-
dimensional models and it has been shown that the in-
terband transition plays an important role as well as the
intraband dynamics. Thus the time-domain approach
has successfully reproduced the experimental observa-
tions, but it does not fit analytical approaches and it is
not straightforward to obtain systematic understanding
of microscopic physics. For instance, it is obscure why
the output spectrum has peaks at multiples of the input
laser frequency since the pulse input has a continuous
spectrum.
A complementary theoretical approach is to invoke the
Floquet theory [24] and analyze the electron dynam-
ics in the frequency domain. In this approach, the in-
put electric field is idealized to have an exact period-
icity in time, and this periodicity is utilized to define
the Floquet eigenstates [25], which correspond to the so-
lutions of the time evolution equation. For the time-
dependent Schro¨dinger equation, early studies [26–29]
analyzed the Floquet eigenstates and the HHC carried
by them. More recently, the Floquet theory has been ap-
plied to one-dimensional systems [30–33], graphene and
carbon nanotubes [34–36], and three-dimensional sys-
tems [37]. However, it has not been discussed well how
the Floquet eigenstates are related to the initial states
in recent experiments. In addition, those previous stud-
ies are mostly numerical, and the characteristics of the
HHG in solids have not been fully understood. There are
also Floquet-theoretical approaches for the semiconduc-
tor equation [38, 39]. Higuchi et al. [38] considered the
quasistatic limit of the input electric field and discussed
the HHC originating from the Bloch oscillation. The high
harmonics induced by this mechanism are multiples of
the Bloch frequency ΩB, not the input laser frequency Ω,
and this regime differs from that of the experiments in
Ref. [1, 5].
In this paper, we develop a theoretical framework
based on the Floquet theory to investigate the mecha-
nism of the HHG in solids. Considering the setup that
an ac electric field with frequency Ω is turned on at
some time to drive the system, we derive a formula to
obtain the HHC spectrum from the Floquet eigenstates
[see Eqs. (25) and (26)]. On the basis of our formula-
tion, we then analyze the HHC spectrum of electrons on
a one-dimensional chain [see Eq. (1)] to study the effect of
multiple sites in the unit cell. We realize a two-site unit
cell by introducing a staggered potential, which changes
its sign alternately along the chain. In the absence of the
staggered potential, we see the presence of a plateau in
the HHC spectrum for strong field. Then we analytically
show that the staggered potential induces another wider
plateau, which sets in already for a weaker field. We ar-
gue that the widths of both plateaus scale linearly with
the field amplitude consistently with experimental ob-
servations. A new prediction of our analysis is that, for
a fixed field amplitude, the widths of the two plateaus
scale as Ω−1 and Ω−2. We then numerically calculate
the HHC spectrum and show that multi-step plateaus
emerge when both the field amplitude and the staggered
potential are strong enough.
The rest of this paper is organized as follows. In Sec. II,
we introduce our model Hamiltonian in the Floquet for-
mulation. We also summarize the properties of the Flo-
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2quet eigenstates and explain how to calculate the HHC
spectrum. Section III summarizes the symmetry proper-
ties of the HHC spectrum. In Sec. IV, we obtain an ana-
lytic form of the HHC spectrum in the single-band limit,
where the staggered potential is absent, and discuss the
plateau in the spectrum. We also obtain the asymptot-
ically exact Floquet eigenstates analytically for small or
moderate field amplitude. By using these analytic forms
of eigenstates, we develop in Sec. V a perturbation the-
ory with respect to the staggered potential, and discuss
the new plateau induced by the potential. In Sec. VI, we
numerically analyze the HHC spectrum where the pertur-
bation theory is not applicable. Section VII summarizes
the results with concluding remarks. In the Appendix,
we provide supplemental technical details consolidating
the discussions in the main text.
II. FORMULATION OF THE PROBLEM
In this section, we derive formulas for the HHC in
terms of the Floquet eigenstates. We investigate a sit-
uation in which a monochromatic ac electric field is
turned on at time t = 0. We solve the time-dependent
Schro¨dinger equation by invoking the Floquet eigenstates
and calculate the Fourier components of the electric cur-
rent for the solution.
A. Model
In this paper, we study the response of electron sys-
tems on a lattice with unit cell containing multiple sites.
As the simplest model, we consider a model of electrons
on a one-dimensional chain with the staggered potential,
which doubles the size of the unit cell. We note that it is
straightforward to generalize the following arguments to
the cases of potentials with periodicity larger than two
and the results do not change qualitatively. The Hamil-
tonian is given by
Hˆ0 =
2L∑
j=1
[
t0(cˆ
†
j cˆj+1 + cˆ
†
j+1cˆj) +Q(−1)j cˆ†j cˆj
]
, (1)
where cˆj (cˆ
†
j) is the annihilation (creation) operator for
the electron on the j-th site. We have ignored the spin
degrees of freedom, which, if considered, only multiply
the following results by the factor of 2. The length of the
chain is given by 2L with an even number L (> 0), and
the periodic boundary condition is imposed. The param-
eter t0 denotes the transfer integral, Q is the amplitude
of the staggered potential, and we restrict ourselves to
the case of |Q| < 1 in this paper.
This model is often used to study the interplay be-
tween the Bloch oscillation and the Zener tunneling [40–
42] since the staggered potential Q splits the single cosine
band into two. The physical systems described well by
this model include some binary compounds with chemi-
cal formula AB and the electrons in the presence of static
CDW order with period two. In the following, the unit of
energy is fixed so that t0 = 1/2. This implies that the half
of the total band width for Q = 0 is set to unity in our
unit. Thus our unit of energy is read typically as 2.5 eV
for semiconductors and 0.25 eV for one-dimensional or-
ganic conductors.
We make a remark on the relationship between our
model (1) and the two-band models for typical semi-
conductors. Generally speaking, multiple bands are
formed from several single-electron states in the unit cell,
and there are two typical cases. In the first case, the
band multiplicity corresponds to the number of different
atomic orbitals at each site, and this is a standard setup
for semiconductors. In the second case, the band multi-
plicity is the number of different sublattice sites in the
unit cell, and we focus on this case in this paper. A tight-
binding Hamiltonian can model both cases, and applying
the electric field generally induces interband transitions
of electrons regardless of the origin of multiple bands, al-
though their matrix elements depend on details such as
the type of atomic orbitals and the position of sublattice
sites.
The Hamiltonian (1) is diagonalized in the momen-
tum space by the Fourier transformation for two-site
unit cells: aˆk = L
−1/2∑L
j=1 e
−ik(2j)cˆ2j and bˆk =
L−1/2
∑L
j=1 e
−ik(2j+1)cˆ2j+1. Here the distance a be-
tween the neighboring sites is set to unity, and the lat-
tice momentum k takes the values of k = pin/L (n =
−L/2,−L/2 + 1, . . . , L/2 − 1). By substituting these
Fourier transforms into Eq. (1), we obtain
Hˆ0 =
∑
k
φˆ†kH0(k)φˆk (2)
with φˆ†k = (aˆ
†
k bˆ
†
k) and the 2× 2 Hamiltonian matrix
H0(k) = cos k σx +Qσz, (3)
where σx and σz are the Pauli matrices. The two eigen-
values of H0(k) are given by
±(k) = ±
√
cos2 k +Q2 (4)
and we refer to +(k) and −(k) as the upper and the
lower bands, respectively. The band gap is given by
2|Q|, which is the energy difference at the Brillouin-zone
boundary k = −pi/2 [43].
The effects of the time-dependent electric field E(t)
are taken into account in terms of the vector poten-
tial A(t), which satisfies dA(t)/dt = −E(t). Through-
out this paper, we assume that the electric field and,
hence, the vector potential are homogeneous in space.
The vector potential modifies the Hamiltonian (1)
by the gauge-invariant Peierls substitution: cˆ†j1 cˆj2 →
cˆ†j1 cˆj2e
ieA(t)(j1−j2), where −e denotes the electron charge.
3Correspondingly, Eq. (2) is replaced by
Hˆ(t) =
∑
k
φˆ†kH(k, t)φˆk (5)
where
H(k, t) = H0(k + eA(t)) = cos [k + eA(t)]σx +Qσz.
(6)
We note that this time-dependent Hamiltonian is diag-
onal in k since the vector potential does not break the
translation symmetry.
B. Time evolution
In the present work, we consider the dynamics induced
by the ac electric field E(t) with frequency Ω (> 0), which
is turned on at time t = 0: E(t) = −E0 cos Ωt for t > 0
and E(t < 0) = 0. This is represented by the following
vector potential:
A(t) = A0θ(t) sin Ωt; A0 =
E0
Ω
. (7)
The time dependence in the Hamiltonian (5) is now given
by
H(k, t) = cos(k + F sin Ωt)σx +Qσz (8)
for t > 0. Here the dimensionless parameter
F ≡ eA0 = eE0
Ω
=
ΩB
Ω
(9)
quantifies the strength of the coupling to the input elec-
tric field and ΩB = eE0 is the so-called Bloch frequency.
Our monochromatic input (7) has two advantages.
First, the high harmonics are well defined as multi-
ples of Ω, in contrast to polychromatic inputs such
as a pulse [44]. Second, the time-dependent Hamilto-
nian H(k, t) (8) becomes periodic in t > 0 with pe-
riod T = 2pi/Ω. We will utilize this periodicity in the
following to solve the time-dependent Scho¨dinger equa-
tion. We note that the input (7) has additional sym-
metries A(t) = −A(T/2 + t) = −A(T − t), which imply
H(−k, t) = H(k, t+ T/2) = H(k, T − t).
As for the initial condition (t < 0), we consider the
case that the electron density is half-filling, 〈cˆ†j cˆj〉 +
〈cˆ†j+1cˆj+1〉 = 1 in each unit cell, and the system is in
the ground state of Hˆ0:
|Ψ0〉 =
∏
k
[
φˆ†k · ~ψ0k
]
|0〉 ; ~ψ0k =
(
ψ0k,a
ψ0k,b
)
, (10)
where the product runs over all k’s in the Brillouin zone
and |0〉 denotes the Fock vacuum [45]. Namely, ~ψ0k cor-
responds to the one-particle wave function with the neg-
ative energy −(k). Then we are interested in the evolu-
tion of the many-body state |Ψ(t)〉 = ∏k[φˆ†k · ~ψk(t)] |0〉,
in which each ~ψk(t) obeys the one-particle Schro¨dinger
equation
i
d
dt
~ψk(t) = H(k, t)~ψk(t) (11)
with the initial condition ~ψk(t = 0) = ~ψ
0
k. Here we have
used the fact that Hˆ(t) is diagonal in k and the particle
number φˆ†kφˆk for each k is conserved.
Owing to the periodicity in time, the general solutions
of the time-dependent Scho¨dinger equation (11) are ob-
tained by the Floquet theory [24]. The Floquet Hamil-
tonian is given by [46]
HFmn(k) = nΩδmn1 +
∫ T
0
dt
T
H(k, t)e−i(m−n)Ωt (12)
= (nΩ1+Qσz)δmn
+ im−nJm−n(F ) cos
[
k − (m− n)pi
2
]
σx
(13)
for each pair of integers m and n (−∞ < m,n < ∞).
Here 1 is the 2 × 2 unit matrix, and Jn(z) denotes the
Bessel function of the first kind. The Floquet eigenstates
χ(k) = {~χn(k)}n are defined by∑
n
HFmn(k)~χ
α
n(k) = Eα(k)~χ
α
m(k), (14)
and Eα(k)’s are the Floquet eigenvalues. The corre-
sponding time-dependent physical state is given by
~χα(k, t) = e−iEα(k)t
∑
n
~χαn(k)e
inΩt. (15)
This becomes a solution of Eq. (11) and satisfies ~χα(k, t+
T ) = e−iEα(k)T ~χα(k, t).
Although the Floquet Hamiltonian (12) has an infi-
nite number of eigenstates, only two of them are phys-
ically independent and this number is the dimension
of H(k, t). This is because, if {~χn(k)}n is a Floquet
eigenstate with eigenvalue E(k), then, shifting this in
the Floquet space by any integer M leads to another
eigenstate {~χn+M (k)}n with eigenvalue E(k)−MΩ, and
these shifted eigenstates all describe the same evolu-
tion (15). To avoid this redundancy, we may choose the
two Floquet eigenstates with eigenvalues in the interval
[−Ω/2,Ω/2), for example, then they are always inequiva-
lent. In the following, we let χα(k) = {~χαn(k)}n [α = 1, 2
and E1(k) ≤ E2(k)] be the inequivalent Floquet eigen-
states thus obtained, which are normalized and orthogo-
nal to each other χα(k)†χβ(k) = δαβ .
Equation (11) with our initial condition is solved by
expanding the initial state ~ψ0k in terms of ~χ
α(k, t = 0) =∑
n ~χ
α
n(k) ≡ ~Xα(k). This expansion is always possible
since
∑
α
~Xα(k) ~Xα†(k) = 1, and the expansion coeffi-
cients are calculated as wα(k) = ~X
α(k)† ~ψ0k, which satisfy
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FIG. 1. (a) Floquet eigenvalues for F = 0 and Ω = 1.0. The
solid lines correspond to the energy bands ±(k) [Eq. (4)], and
the dashed lines to the other Floquet bands. The shaded area
represents the representative interval [−Ω/2,Ω/2), in which
the point of band crossing is encircled. For F = 0.5, (b)
the representative Floquet eigenvalues and (c) the weight dif-
ference |w2(k)|2 − |w1(k)|2 are plotted against k. The panels
(d)-(f) are similar plots to (a)-(c), where Ω is changed to 0.25.
In all panels, we have set Q = 0.1.
∑
α |wα(k)|2 = 1. Then, the solution of Eq. (11) is given
by
~ψk(t) =
∑
α
wα(k)e
−iEα(k)t
∑
n
~χαn(k)e
inΩt. (16)
We note that Eq. (16) holds true only for t ≥ 0, and
~ψk(t < 0) = e
−i−(k)t ~ψ0k for t ≤ 0.
Numerically, the Floquet eigenstates are obtained by
diagonalizing the Floquet Hamiltonian HFmn(k) with a
sufficiently large cutoff for |m| and |n|, and the expan-
sion coefficients wα(k) are calculated from them. Fig-
ure 1 shows in the left column the results for Ω = 1.
First, the panel (a) shows the Floquet eigenvalues for
F = 0 for reference, i.e. ±(k)−MΩ for some M ’s. The
panel (b) shows the representative Floquet eigenvalues
Eα(k) for F = 1. They change smoothly with F at
most k’s, but the crossing points of the different bands
at F = 0 become anticrossings at F 6= 0. The panel (c)
shows the weight difference |w2(k)|2−|w1(k)|2 of the two
Floquet eigenstates. It changes sign at the anticrossing
points, and its modulus reduces also at the Brillouin-zone
boundary. Figures 1(d)-(f) show the corresponding data
for Ω = 0.25. The lower input frequency increases the
number of anticrossing points in the Floquet bands, and
this results in more oscillations in the weight difference.
C. High-harmonic current (HHC)
Here we use the solution (16) represented by the Flo-
quet eigenstates (14) to calculate the time evolution of
the electric current, which is the source of radiation. We
will show that the current spectrum consists of a discrete
part peaked at nΩ (n ∈ Z) and a continuous part. The
former, the high-harmonic current, works as the source
of HHG.
The electric current density is obtained as the expec-
tation value of the operator
Iˆ(t) ≡ 1
2L
∂Hˆ(t)
∂A(t)
=
1
2L
∑
k
φˆ†kIk(t)φˆk, (17)
which is again diagonal in k as seen from Eq. (5). Since
A(t) is periodic in time, Ik(t) is also periodic and, hence,
expanded in a Fourier series as
Ik(t) =
∂H(k, t)
∂A(t)
= −e sin(k + F sin Ωt)σx
=
∑
n
Ik,ne
−inΩt. (18)
We note that Ik,−n = I
†
k,n since Ik(t) is Hermitian. The
2× 2 matrix Ik,n is given by
Ik,n = −ineJn(F ) sin
(
k +
npi
2
)
σx ≡ −evn(k)σx. (19)
Equation (19) follows from Eqs. (5) and (3) and the her-
miticity implies Ik,−n = (−1)nIk,n = I∗k,n. Evaluating
the expectation value of Eq. (17) for the solution (16),
we obtain
I(t) = 〈Ψ(t)|Iˆ(t)|Ψ(t)〉 = 1
2L
∑
k
~ψk(t)
†Ik(t)~ψk(k) (20)
=
1
2L
∑
k,α,β
wα(k)
∗wβ(k)
∑
m,n,l
~χαm(k)
†Ik,l~χβn(k)
× e−i[Eβ(k)−Eα(k)+(m+l−n)Ω]t. (21)
Equation (20) consists of two kinds of contributions,
which are diagonal (α = β) and off-diagonal (α 6= β) in
terms of the labels for the Floquet eigenstates [47]:
I(t) = IH(t) + IC(t), (22)
IH(t) ≡
∑
N
IH(N)e
−iNΩt, (23)
IC(t) ≡
∫ ∞
−∞
dω
2pi
IC(ω)e
−iωt. (24)
The part IH(t) corresponds to the diagonal part, and we
have
IH(N) ≡ 1
2L
∑
k,α
|wα(k)|2IαH(k,N), (25)
IαH(k,N) ≡
∑
n,l
~χαn−l+N (k)
†Ik,l~χαn(k). (26)
5This contribution only involves a discrete set of the har-
monics of the input frequency Ω. On the other hand,
IC(t) involves the k-dependent frequencies Eα(k)−Eβ(k),
which lead to a continuous spectrum IC(ω) in the ther-
modynamic limit, L → ∞. In the time domain, IC(t)
decays [48] whereas IH(t) remains to oscillate as t→∞,
and the harmonic part dominates for sufficiently large t.
Thus we regard Eq. (25) as the source of the N -th
order HHG and refer to IH(N) as the HHC spectrum.
According to the classical electromagnetism, the total
radiation power Prad(N) from the N -th HHC is propor-
tional to (NΩ)2|IH(N)|2. In the following, we investigate
the symmetry aspects and the N -dependence of IH(N)
rather than Prad(N) for comparison to the related the-
oretical studies. One can immediately obtain Prad(N)
from IH(N) if necessary, and the plateaus discussed be-
low will become clearer when plotted for Prad(N) due to
the factor (NΩ)2.
We note that Eq. (25) is a generalization of similar
formulas in the literature (see e.g. Eq. (28) in Ref. [36]).
In the literature, it is assume that some of the Floquet
bands are fully occupied and the quantity
IαH
′(N) =
1
2L
∑
k
IαH(k,N) (27)
is discussed. On the other hand, our formula (25) in-
volves the weight factor |wα(k)|2 on each Floquet eigen-
state, and |wα(k)|2 can take any value between 0 and
1. The effects of the fractional weight factor become
more significant for a stronger electric field or near the
Brillouin-zone boundary and the anticrossing points as
shown in Fig. 1.
III. SYMMETRY ASPECTS
Formulas (25) and (26) for the HHC based on the
Floquet eigenstates have the advantage that the conse-
quences of the symmetry are manifest. In this section,
we first reproduce the important known property that
IαH
′(N) (27) vanishes for any even N owing to the in-
version symmetry (see e.g. Ref. [29]). Then we discuss
the symmetry of the weights |wα(±k)|2 and show that
IH(N) (25) vanishes for any even N in our choice of the
vector potential A(t), although this does not hold once
the initial phase of the input filed is shifted.
We begin by noting that the inversion symmetry
H0(−k) = H0(k) (28)
breaks down at time t > 0 in the presence of the elec-
tric field. However, there exists another symmetry com-
bined with half-period time translation H(−k, t+T/2) =
H(k, t) owing to A(t + T/2) = −A(t). This leads to the
following symmetry for the Floquet Hamiltonian
HFmn(−k) = (−1)m−nHFmn(k), (29)
which implies ~χαn(−k) = (−1)n~χαn(k) for an appropri-
ate choice of the overall phase. Together with I−k,n =
(−1)n+1Ik,n, it follows from Eq. (26)
IαH(−k,N) = (−1)N+1IαH(k,N). (30)
This means IαH
′(N) = 0 for even N since the contribu-
tions from ±k cancel out with each other. We remark
that Eq. (26) holds true also for any inputs as long as
A(t+ T/2) = −A(t) is satisfied.
The inversion symmetry between the weights
|wα(±k)|2 follows from yet another symmetry
H(−k, T − t) = H(k, T + t), which leads to
HFmn(−k) = HFnm(k) = HFmn(k)∗. (31)
This implies ~χαn(−k) = ~χαn(k)∗ and ~Xα(−k) = ~Xα(k)∗
with appropriate choices of the overall phases. Besides,
since Eqs. (28) and (3) ensure ~ψ0−k = ~ψ
0
k =
~ψ0k
∗, we
obtain wα(−k) = wα(k)∗ and, hence,
|wα(−k)|2 = |wα(k)|2 (32)
for all α’s. The inversion symmetry of |wα(±k)|2 (32), to-
gether with Eq. (30), means that the HHC spectrum (25)
vanishes for even N ’s.
We note that this property (32) is violated if we shift
the initial phase of the input as A(t) = A0 sin(Ωt + θ0).
When 0 < θ0 < pi, the time evolution for ±k occur
asymmetrically, and we have ~χαn(−k) = ~χαn(k)∗e2inθ0 and
|wα(−k)|2 6= |wα(k)|2. This asymmetry in the weights
of Floquet eigenstates leads to IH(N) 6= 0 for even N ’s
even if Hˆ0 has the inversion symmetry. In the following,
we restrict ourselves to the case of θ0 = 0 and discuss the
N -dependence of the HHC spectrum for odd N ’s.
IV. SINGLE-BAND LIMIT
In this section, we discuss the case whereQ = 0 and the
staggered potential is absent. We refer to this case as the
single-band limit because we can also use the single-site
unit cell and the Brillouin zone is doubled, where each
k has only one energy band cos k. However, to compare
with the case of Q 6= 0, we keep using the two-site unit
cell. As discussed in Ref. [49], the HHC are present due to
the nonlinearity of the Peierls substitution, in contrast to
the continuous models (see e.g., Ref. [33]). In Sec. IV A,
we calculate the HHC spectrum for Q = 0 in our for-
mulation and obtain results consistent with Ref. [49]. In
Sec. IV B, we derive the asymptotically exact eigenstates
for the Floquet Hamiltonian for small |F | (. 1), which
will serve as the basis for analyzing the Q 6= 0 case in
Sec. V.
A. The HHC spectrum
In this special case of Q = 0, the time-evolution oper-
ator for Eq. (11) is exactly obtained since the Hamilto-
nians at different times commute with each other. In the
62 × 2 matrix form, the time-evolution operator is given
by
Uk(t) = exp
[
−iσx
∫ t
0
dτ cos(k + F sin Ωτ)
]
. (33)
It is noteworthy that this commutes with the cur-
rent matrix [Eqs. (18) and (19)], and therefore
Uk(t)
†Ik(t)Uk(t) = Ik(t).
It is straightforward to calculate the HHC spectrum
from Eqs. (18) and (19). Noting that the initial state ~ψ0k
is the eigenvector of σx with −1 eigenvalue, we obtain
IH(k,N) = ei
NJN (F ) sin
(
k +
Npi
2
)
(34)
Its k-sum vanishes for even N ’s, and this is consistent
with the inversion symmetry as discussed in Sec. III. For
odd N ’s, we obtain
IH(N) = lim
L→∞
1
2L
∑
k
IH(k,N) =
ie
pi
JN (F ). (35)
We note that, for an initial state at arbitrary filling, the
sum over k in Eq. (35) is restricted, and the result is
multiplied by sin(piρ), where ρ is the electron density and
1/2 at half filling.
We remark that the expectation value of the current is
also obtained at arbitrary time directly from Eq. (18) as
I(t) =
e
pi
sin (F sin Ωt) (36)
in the limit of L → ∞. One can check that the Fourier
expansion of Eq. (36) reproduces Eq. (35). Furthermore,
Eq. (36) implies that the HHC spectrum contains only
harmonics of Ω and the continuous part does not exist,
IC(t) = 0, in the single-band limit.
Equation (35) implies that the HHC spectrum qualita-
tively changes depending on whether |F | < 1 or |F | > 1.
To understand this, we note that |JN (F )| with fixed F is
approximately constant for |N | . |F | and rapidly decays
for |N | & |F |. Thus, when |F | < 1, the HHC spectrum
merely decays as |N | increases. On the other hand, when
|F | > 1, a plateau emerges in the spectrum and its width
is given by |F |, which is proportional to E0 and Ω−1.
These features are shown in Fig. 2. This plateau is es-
sentially the same as the one discovered by Pronin and
coworkers [49].
We note, however, that this plateau is too narrow to
explain the experiment by Ghimire et al. [1] that detected
the harmonics up to the 25th at F ∼ 5. They also showed
the presence of a wider plateau if the band dispersion is
deformed from cos k even in the single-band case. Later
in Sec. V, we will show another mechanism for a wider
plateau, i.e., the staggered potential Q splitting a single
band into two. This wider plateau has a different scaling
of its width with input frequency Ω.
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FIG. 2. The HHC spectrum in the single-band limit Q = 0
[Eq. (35)]. Each data set corresponds to the field strength F =
0.1 (circle), 1.0 (square), 5.0 (triangle), and 8.0 (diamond).
B. Floquet Eigenstates at |F | < 1
We will show in Sec. V that the staggered potential Q
produces another plateau even when |F | < 1. For this
purpose, we here derive the Floquet eigenstates χα(k) in
the single-band limit.
To obtain the Floquet eigenstates, we first calculate the
Fourier expansion of the time-evolution operator Uk(t).
Since the exact result is very complicated, we consider
the case of |F | < 1 and approximate the expansion
cos(k + F sin Ωt) =
∑
n Jn(F )Re[e
i(k+nΩt)] in Eq. (33)
by its partial sum of −1 ≤ n ≤ 1. Within this approxi-
mation, the time-evolution operator is given by
UTk (t) = e
−itJ0(F ) cos kσxe−izk[cos(Ωt)−1]σx (37)
= e−i[tJ0(F ) cos k−zk]σx
∑
n
(−iσx)nJn(zk)einΩt
(38)
with
zk ≡ 2t0J1(F )
Ω
sin k ∼ t0F
Ω
sin k. (39)
Here the superscript T indicates that the truncation is
performed, and we have recovered the transfer integral
t0, which have been set to 1/2 so far. The contributions
proportional to Jn(F ) with |n| ≥ 2, which are O(F 2), are
neglected in this approximation.
The solutions of the time-dependent Schro¨dinger equa-
tion is immediately obtained within this approximation
since UTk (t) contains only σx. By applying U
T
k (t) onto
the eigenstates of σx, σx~ζ± = ±~ζ± i.e. ~ζ± =
(
1±1
)
/
√
2,
we obtain from Eq. (38)
UTk (t)
~ζα = e
iαzk−iEα(k)t
∑
n
(−iα)nJn(zk)einΩt~ζα (40)
for α = ±, where we have introduced
Eα(k) = αJ0(F ) cos k. (41)
7Comparing Eqs. (15) and (40), one finds that the two
Floquet eigenvalues are E±(k) and their eigenstates are
given by
~χ±n (k) =
(±i)n√
2
Jn(zk)
(
1
±1
)
≡ c±n (k)~ζ±. (42)
Here we have ignored the phase factor e±izk and this
corresponds to the choice of the global phase of ~χα(k, t).
We note that we do not require Eα(k) ∈ [−Ω/2,Ω/2) in
the analytical calculations for convenience.
The above approximation is equivalent to truncating
the off-diagonal elements in the Floquet Hamiltonian as
HT,Fmn (k) ≡
{
HFmn(k) (|m− n| ≤ 1)
0 (otherwise).
(43)
The complete set of the eigenstates χα,M (k) of the trun-
cated Floquet Hamiltonian HT,F(k) are defined for inte-
ger M ’s as
~χα,Mn (k) = ~χ
α
n+M (k) = c
α
n+M (k)
~ζα. (44)
Then they satisfy the eigenvalue equation∑
n
HT,Fmn (k)~χ
α,M
n (k) = [Eα(k) +MΩ]~χ
α,M
m (k). (45)
Now we discuss the distribution of a Floquet eigenstate
over the Floquet space, or index n:
pαn(k) ≡ |~χαn(k)|2 = Jn(zk)2. (46)
As we have seen above, this distribution is approximately
constant for |n| . |zk| and rapidly decays for |n| & |zk|.
Therefore, if Ω is smaller enough than t0, a plateau with
width |zk| emerges in pαn(k) even for F < 1 where no
plateau appears in the HHC. In other words, the width
of the plateau in pαn(k) is larger than that in the HHC by
the factor
ξ =
|zk|
|F | ∼
t0
Ω
, (47)
for Ω < t0, where |zk| is the k-space average of |zk|.
We note that, in the single-band limit, the plateau in
pαn(k) has nothing to do with the HHC spectrum. This
is because the time-dependent state (40) is always pro-
portional to either of ~ζα’s and the high-harmonic terms
in Eq. (40) amount to an overall phase factor. In fact,
we have shown in Sec. IV A that the HHC spectrum does
not show a plateau for |F | < 1, although pαn(k) can show
a plateau. We will show in Sec. V, however, that the
plateau in pαn(k) is converted into the HHC spectrum
once the staggered potential is turned on.
We remark on the work in Ref. [38] that studied the
case of quasistatic input field with frequency Ω much
smaller than the Bloch frequency ΩB. This corresponds
to the limit of F = ΩB/Ω→∞ in the present study, and
the Bloch oscillation occurs many times within one period
of input time dependence. Although this differs from
the typical situation in the present study, one can apply
the present formulation without any problem also to this
parameter regime, as far as the input field is periodic
in time. The harmonics in output are multiples of Ω,
which distribute densely in the frequency space for small
Ω and one of them is very close to the Bloch frequency,
NBΩ ∼ ΩB. Considering that the Floquet Hamiltonian
has the largest matrix element for this harmonics NB,
we expect that the output spectrum shows peaks around
multiples of NBΩ, which is consistent with the result of
Ref. [38] predicting harmonics of ΩB. For this regime,
one needs to diagonalize the Floquet Hamiltonian with
a very large dimension greater than NB, and we do not
further analyze this case.
V. NEW PLATEAU INDUCED BY
STAGGERED POTENTIAL
In this section, we study the case of Q 6= 0 and ex-
amine the effects of the staggered potential on the HHC
spectrum. We will develop an analytical perturbative
approach to the effects of the staggered potential Q, and
mainly focus on the region of |F | < 1 since the eigen-
states (44) are available. While the Q = 0 limit does not
show a plateau, we will show that a plateau appears in
the HHC spectrum at the order of Q2.
Since |F | . 1, we may use the truncated Floquet
Hamiltonian HT,F(k) (43). We expand its eigenstates
as a polynomial in Q:
χα,M (k) +Qνα,M (k) +Q2λα,M (k) + · · · , (48)
where χα,M (k) is the Floquet eigenstates in the single-
band limit (Q = 0) discussed in Sec. IV B. Correspond-
ingly, we expand the HHC spectrum for each Floquet
eigenstate (26) also as a polynomial in Q:
Iα,0H (k,N) +QI
α,1
H (k,N) +Q
2Iα,2H (k,N) + · · · , (49)
and we will calculate Iα,1H (k,N) and I
α,2
H (k,N) below.
A. Perturbation Theory
The perturbation to the Floquet Hamiltonian is
V Fmn = Qσzδmn (50)
and this interchanges the two eigenstates ~ζ± of σx. Its
matrix elements between the unperturbed eigenstates are
given by
χα,M (k)†V Fχβ,M
′
(k) = Q(αi)M−M
′
JM−M ′(2zk)δα,−β .
(51)
8Let us focus on the correction for M = 0 owing to the
physical equivalence of the Floquet eigenstates. The first-
order correction να,0(k) is obtained by the standard first-
order perturbation theory as
να,0(k) =
∑
M 6=0
BαM (k)χ−α,M (k) (52)
with
BαM (k) =
(−αi)MJM (2zk)
MΩ + 2αJ0(F ) cos k
. (53)
We note that |BαM (k)| also shows a plateau structure in
M due to the Bessel function. When the vanishing of the
denominator of Eq. (52) is ignored, the M -dependence of
|BαM (k)| is approximately constant for |M | . 2|zk| and
rapidly decays for larger |M | as shown in Fig. 3(a).
Although the correction να,0(k) spreads over various
Floquet bands, the HHC does not change at the first
order of Q, or the first-order contribution to the HHC
vanishes:
Iα,1H (k,N) = 0. (54)
This is because the current matrix (19) is proportional
to σx and χ
α,0†σxνα,M = 0.
We make a remark on the vanishing of the denom-
inator in Eq. (52) for some k. This condition implies
the resonance between two Floquet eigenstates and one
needs a degenerate perturbation analysis. We show in
Appendix A that this resonance actually gives contri-
butions of O(Q). However, this contribution has the
same N dependence as the HHC spectrum in the single-
band limit (34), and, hence, does not show a plateau for
|F | . 1.
Let us evaluate the O(Q2) correction of the HHC spec-
trum due to the matrix elements between να,M ’s. This
is a part of Iα,2H (k,N) and we define this as
Iα,2AH (k,N) ≡
∑
n,l
~να,0n−l+N (k)Ik,l~ν
α,0
n (k). (55)
In fact, another contribution of O(Q2) comes from the
second-order correction of the wave function λα,M (k). In
Appendix B, we show that its N -dependence is similar to
that of Eq. (55). By invoking Eqs. (52) and performing
some algebra, we obtain
Iα,2AH (k,N)
= αe
∑
M,M ′
BαM (k)∗BαM ′(k)vM−M ′+N (k). (56)
Equation (56) implies that, when 4|zk| > 1, the HHC
spectrum Iα,2AH (k,N) shows a plateau for |N | . 4|zk| and
rapidly decays for larger |N | as understood as follows.
Since we are considering |F | . 1 and vn(k) ∝ Jn(F )
rapidly decays as |n| increases, the sum over M ′ is dom-
inated by M ′ = N + M and Eq. (56) is approximated
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FIG. 3. (a) Typical behavior of |BαM (k)| [Eq. (53)] calculated
for F = 0.5, Ω = 0.15, α = +, and k = 7pi/20. The plateau
region M . 2zk is shown by arrows. (b) Schematic illus-
tration for the overlap between BαM (k) and BαN+M (k). For
N & 4zk, the overlap rapidly decays. (c) The second-order
correction Iα,2H (k,N) to the HHC spectrum (55) for k = 7pi/20
(square) and for the average over k = (pi/2)(m/10) with
m = 0, 1, . . . , 9. The arrow indicates 4zk for k = 7pi/20.
as αev0(k)
∑
M BαM (k)∗BαN+M (k). As Fig. 3(b) shows,
this sum, or the overlap between BαM (k) and BαN+M (k),
rapidly decays for |N | & 4|zk|, whereas it changes rather
slowly for |N | . 4|zk| [50]. This is how a plateau appears
in the HHC spectrum at the second order of the staggered
potential Q. The above argument is confirmed by the nu-
merical results shown in Fig. 3(c), where Iα,2AH (k,N) is
calculated as in Eq. (55) and plotted for a representative
k and the average over k.
As a result of these analyses, we propose
Ncut =
8
pi
|J1(F )| t0
Ω
(57)
as an indicator of the plateau width, or the high-energy
cutoff order of the HHC spectrum. Here we have recov-
ered the transfer integral t0, which has been set to 1/2.
The observable of interest is actually
∑
k I
α,2A
H (k,N) and
4zk depends on k. Averaging |zk| over the Brillouin zone,
we obtain Eq. (57). Since the averaging is a crude ap-
proximation, the numerical factor 8/pi in Eq. (57) should
not be taken very seriously.
Equation (57) can be used to derive the onset field
strength Fonset at which the plateau sets in. Whether a
plateau exists or not should correspond to Ncut . 1 and
Ncut & 1, respectively. Thus Fonset is estimated by the
condition Ncut = 1, which leads to
Fonset =
Ω
t0
, (58)
where we have ignored the numerical factor pi/4 and
approximated J1(F ) by F/2 assuming Fonset is small
enough. We emphasize that Fonset can be less than 1
if Ω < t0.
9B. Scaling properties of the plateau
Now we discuss how Ncut depends on the amplitude E0
and the frequency Ω of the input ac electric field. When
|F | . 1, we approximate J1(F ) ' F/2 in Eq. (57) and
omit the numerical factor to obtain
Ncut ∼ |eaE0t0|
(~Ω)2
, (59)
where we have used Eq. (9) and recovered a and ~ that
have been set to unity.
Equation (59) shows that the cutoff order Ncut is pro-
portional to the amplitude E0 rather than the power E
2
0
of the input electric field. This is consistent with the ex-
perimental observations [1] and a unique feature of the
HHG in solids in contrast to that in gases.
A remarkable prediction of Eq. (59) is that the cutoff
order Ncut is proportional to Ω
−2 rather than Ω−1 for a
fixed field amplitude |E0|. This originates from the in-
trinsic property of the Floquet eigenstate χα,M (k). As
shown in Sec. IV B, this eigenstate distributes over the
Floquet index and the width of the distribution is propor-
tional to |zk| ∼ J1(F )/Ω ∼ F/Ω ∝ Ω−2 since F = ΩB/Ω.
Thus the scaling Ncut ∝ Ω−2 is a signature of the Floquet
eigenstate, which could be tested in experiments.
We remark that the cutoff energy defined by
Ecut ≡ Ncut~Ω ∼ |eaE0t0|~Ω (60)
has a slightly different scaling. The cutoff energy is pro-
portional to E0 and Ω
−1. This scaling could also be
tested experimentally if several frequencies for the input
are available.
C. Numerical Verification
Let us numerically verify the above analytical argu-
ments based on perturbation theory. Figure 4 shows the
HHC spectrum IH(N) calculated as in Eq. (25) for sev-
eral parameter sets (F,Ω) with L = 104 and Q = 0.01.
We have used the Floquet Hamiltonian without trunca-
tion HFmn(k), and the cutoff for the Floquet index has
been chosen as −80 ≤ m,n ≤ 80.
A plateau is observed for each parameter set (F,Ω) in
Fig. 4. For the F = 1.0 data, we assign from the plot
the cutoff order Ncut as 13 (Ω = 0.2), 17 (Ω = 0.15), and
25 (Ω = 0.1) as indicated by arrows in the figure. The
ratios between these numbers are in good agreement with
the analytical prediction (57), which states that Ncut is
proportional to Ω−1 with fixed F . We also assign Ncut =
11 for the (F,Ω) = (0.5, 0.1) data, which is approximately
consistent with Eq. (57).
We have also verified that the Q-dependence of the
magnitude |IH(N)| is consistent with the perturbation
analysis. This requires a careful treatment due to the
resonances between the Floquet eigenstates as remarked
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FIG. 4. The HHC spectrum calculated for the four parameter
sets (F,Ω) as indicated in the figure. The parameter Q is
set 0.01. The arrow indicates the end of the plateau that is
identified from the plot.
in Sec. V A. We show the details of the verification in
Appendix A.
VI. BEYOND PERTURBATION
In Secs. IV and V, we have analytically investigated the
HHC spectrum in the two limiting cases: (i) Q = 0 and
arbitrary F , and (ii) |F | . 1 and small |Q|. In the other
cases, we numerically calculate the HHC spectrum and
show that the scalings in the limiting cases still hold if
either |F | or |Q| is small, whereas a qualitative difference
sets in when both |F | and |Q| become large.
First, we investigate the case of |F | ≥ 1 with very small
|Q|. Figure 5(a) shows the HHC spectrum for F = 1.0
and 5.0 with Ω = 0.1 and Q = 0.01. For F = 5.0,
we observe two plateaus in 1 ≤ N ≤ 5 and N ≥ 11,
respectively. The first plateau originates from the con-
tribution discussed in Sec. IV since its width coincides
with the value of F . The second plateau already exists
at F = 1.0, and it is induced by the staggered poten-
tial. We note that the width of the second plateau does
not necessarily follow Eq. (57) since the truncation of the
Floquet Hamiltonian is no longer justified for F & 1.
Second, we discuss the case of |F | . 1 with larger |Q|.
Figure 5(b) shows the HHC spectrums for Q = 0.1 and
0.2 with (F,Ω) = (1.0, 0.1). They are compared with the
data for Q = 0.01, for which the perturbation analysis
works well. For Q = 0.1 and 0.2, the perturbation theory
is no longer justified since Q is not the smallest parame-
ter, but its results are still valid approximately. Namely,
compared with the data for Q = 0.01, the plateau has
almost the same width, and its height is enhanced about
two orders of magnitude. Thus we conclude that the
presence of the plateau induced by the staggered poten-
tial is not restricted to the region |Q| < Ω, but can be
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FIG. 5. Numerically calculated HHC spectrum in the nonperturbative regimes including the three cases (a) small Q but large
F , (b) small F but large Q, and (c) large F and Q. In all panels, Ω = 0.1. In panel (a), the three data sets correspond to
different field strengths F = 5.0 (circle), 1.0 (square), and 0.1 (triangle) with Q = 0.01. In panel (b), the staggered potential
strength is varied: Q = 0.20 (circle), 0.10 (square), and 0.01 (triangle) with F = 1.0. In panel (c), the parameter set is (F,Q) =
(3.0,0.30) (filled circle), (1.0,0.30) (open circle), (3.0,0.01) (filled square), and (1.0,0.01) (open square). Dashed lines indicate
the multi-step plateaus.
extended to |Q| > Ω for |F | . 1.
Finally, we consider the case that neither |F | nor |Q|
is small. Figure 5(c) shows that the HHC spectrum for
Q = 0.3 and F = 3.0 is remarkably enhanced for N & 30
compared with the data for F = 1.0. Moreover, in addi-
tion to the plateau in N . 20, multi-step plateaus emerge
as indicated by dashed lines in the figure. We also plot
the data for Q = 0.01 in Fig. 5(c) for comparison. Al-
though the enhancement of the magnitude with F is com-
mon for both Q’s, the multi-step plateaus appear only for
the larger Q. Thus a qualitative difference arises in the
HHC spectrum when neither |F | nor |Q| is small, and
an approach beyond perturbation is desired to reveal the
origin of the multi-step plateaus.
We make a remark on the possible relevance of the
plateaus in N & 30 in experiments. Ndabashimiye and
coworkers [5] have observed the HHG in rare-gas solids
and reported that a new plateau emerges around N ∼ 30
as the input laser intensity is increased. This experimen-
tal observation is consistent at least apparently with our
numerical results. Thus the plateaus in Fig. 5(c) merit
further study.
VII. CONCLUSIONS
We have considered the setup where an ac electric field
with frequency Ω is turned on at some time. In this setup,
the harmonics are well defined as multiples of Ω, and the
HHC spectrum have been related to the Floquet eigen-
states [see Eq. (25) and (26)]. Our formulation is a gener-
alization of similar formulas in the literature because the
condition that the initial state is the ground state is taken
into account by the weights of each Floquet eigenstate. In
this formulation, analytical approaches are feasible, and
the consequences of symmetries of the Hamiltonian are
easily tractable from the Floquet eigenstates and their
weights.
On the basis of this formulation, we have investigated
the HHC spectrum of electrons on a one-dimensional
chain with the staggered potential Q, which splits the
single cosine band into two. In the single-band limit
(Q = 0), we have confirmed the result [49] that a plateau
of width |F | appears owing to the nonlinearity of the
Peierls substitution for strong field |F | > 1, where the di-
mensionless parameter F = ΩB/Ω ∝ E0/Ω quantifies the
coupling between the electron and the electric field. Our
new finding is that the staggered potential Q induces an-
other wider plateau emerging from weaker field |F | < 1.
On the basis of the asymptotically exact solutions of the
Floquet eigenstates for Q = 0, we have shown that the
width of plateau induced by the staggered potential is
ξ|F | = |eaE0t0|/(~Ω)2, which is proportional to E0 and
larger by the factor ξ = t0/Ω than that in the absence of
the staggered potential. Our result also provides a new
prediction that the width of the plateau scales as Ω−2.
Since this scaling originates from the Floquet eigenstates,
it could also be an experimental signature in identifying
those states.
We have numerically confirmed that our analytical re-
sults hold qualitatively as far as either the field amplitude
|F | or the staggered potential |Q| is small. This condi-
tion includes the case where Ω is smaller than the band
gap. We have also analyzed the case where both |F | and
|Q| are large and found that a more complex structure
in the HHC spectrum involving the multi-step plateaus,
which might be relevant in interpreting experiments and
merits further systematic studies.
We make a remark on an implication on the HHG ex-
periments in CDW materials. The cases Q = 0 and
Q 6= 0 correspond to the phases above and below the
transition temperature Tc of the CDW order. Because of
high carrier density above Tc, the largest |E0| is limited
in experiments to avoid damaging the samples and only a
few harmonics would be observable. In fact, the 9th har-
monic has been the highest observed in 2H-NbSe2 above
Tc [51]. Our results imply that, even with the same lim-
ited |E0|, the HHG is enhanced below Tc and a plateau
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could be observable in the spectrum. In this situation,
our results also predict that the cutoff order Ncut scales
as Ω−1 and Ω−2 above and below Tc, respectively.
As a concluding remark, we should mention that sev-
eral physical processes are not taken into account in our
formulation. First, the correlation effects [23, 52–54] and
the order parameters [55] have been neglected in our
model. Second, the energy dissipation to the phonon
thermal bath [56]. has not been considered either, which
might be relevant if the driving frequency is as low as
1THz∼ 1ps−1. For the carrier bath, the Keldysh for-
malism has been employed to calculate the HHC [57–
60]. Third, we have treated the electric field classically.
Quantum processes lead to spontaneous emission of pho-
tons [61], which is not discussed in the present work.
These effects are all important and our simple model
could serve as a starting point in interpreting the ex-
perimental data.
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Appendix A: Resonances of Floquet eigenstates
In this appendix, we refine the perturbation theory in
Sec. V A by taking account of the resonances of the Flo-
quet eigenstates, and calculate the O(Q) contributions to
the HHC spectrum.
Let us take a positive integer ` satisfying ` <
|2J0(F )/Ω|. Then there exist a momentum k` such that
E+(k`)− `Ω = E−(k`). (A1)
This means that when Q = 0 the Floquet eigenstates
χ+,`(k`) and χ
−,0(k`) are degenerate. We investigate
the Floquet eigenstates for Q 6= 0 in the vicinity of k =
k`, where the mixing of these states cannot be treated
by perturbation theory with respect to Q, and must be
treated exactly.
Since we are interested in the vicinity of k = k`, the
2 × 2 Hamiltonian matrix within the subspace spanned
by χ+,`(k`) and χ
−,0(k`) is linearized in ∆k ≡ k − k`,
and we obtain
HF,res(k) =
(
E+(k)− `Ω Qi`J`(2zk)
Q(−i)`J`(2zk) E−(k)
)
∼ E−(k`)1+
( −a i`b
(−i)`b a
)
, (A2)
where 1 is the unit matrix, zk = 2J1(F ) sin k/Ω,
and we have defined a ≡ u`∆k, b ≡ (c` +
d`∆k)Q, u` ≡ J0(F ) sin k`, c` ≡ J`(2zk`), and d` ≡
2J ′`(2zk`)`J1(F )/J0(F ).
The two eigenvalues of the linearized Hamiltonian (A2)
are given by
E−(k`)±∆E(∆k) (A3)
with the energy splitting
∆E(∆k) ≡
√
Q2(c` + d`∆k)2 + u2`(∆k)
2, (A4)
and the two-fold degeneracy is lifted by the coupling Q.
We emphasize that the energy splitting is not minimal at
∆k = 0 in general. The position of minimum, which is
denoted by ∆k∗, is obtained by minimizing Eq. (A4) as
∆k∗ = − Q
2c`d`
u2` +Q
2d2`
. (A5)
The position of resonance shifts by this amount due to
the coupling Q.
We denote by t
(
x±(k), y±(k)
)
the two eigenvectors
with the corresponding eigenvalues (A3). The explicit
forms of these eigenvectors are given by
(
x±(k)
y±(k)
)
=
1√
2∆E(∆k)[∆E(∆k)∓ a]1/2
(±∆E(∆k)− a
(−i)`b
)
. (A6)
Thus the appropriate Floquet eigenstates are given by
χ′+(k) = x+(k)χ+,`(k) + y+(k)χ−,0(k), (A7)
χ′−(k) = x−(k)χ+,`(k) + y−(k)χ−,0(k) (A8)
instead of χ+,`(k) and χ−,0(k) in the vicinity of reso-
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nance.
The new Floquet eigenstates χ′±(k) carries harmonic
currents, which are proportional to ∆k. From Eqs. (19),
(25), and (26), we obtain
IresH (k,N) ≡ −evN (k)
∑
α=±
|wα(k)|2
[|xα(k)|2 − |yα(k)|2]
(A9)
= −evN (k)u`∆k
∆E(∆k)
[|w−(k)|2 − |w+(k)|2] ,
(A10)
where w±(k) are now expansion coefficients in terms of
χ′±(k). This result reflects the fact that the Floquet
eigenstates χ+,`(k`) and χ
−,0(k`) carry harmonic cur-
rents with opposite sign.
The HHC contribution near resonance IresH (k,N) be-
comes as large as O(Q0) if |u`∆k| . Q, although it van-
ishes at an exceptional point ∆k = 0, where |x±(k)|2 =
|y±(k)|2 = 1/2. Thus, when summed over k, the HHC
contribution near resonance amounts to O(Q) owing to
the k-space volume factor of Q. We note that the k sum
around ∆k does not vanish because ∆E(∆k) is not an
even function of ∆k and the denominator becomes min-
imum at ∆k = ∆k∗ 6= 0.
The O(Q) contribution from resonance does not show
a plateau for |F | . 1 since it originates from the
single-band limit discussed in Sec. IV. In fact, the N -
dependence of IresH (k,N) derives from that of vN (k) and
hence JN (F ). As mentioned in Sec. IV, this does not
show a plateau for |F | . 1.
The resonance also has higher-order contributions of
O(Q2). Mixing of χ′±(k) with the other Floquet eigen-
states with eigenvalues differring by MΩ (M ∈ Z) is
caused by Q at the first order, and this mixing leads to
O(Q) contribution to the HHC spectrum. When summed
over k, this contribution amounts to O(Q2) due to the
k-space volume factor of Q. One can show that the N -
dependence of this contribution can be a plateau, but its
width is about 2zk rather than 4zk obtained in Sec. V A.
Thus the O(Q2) contribution from resonances is not very
important to determine the width of the plateau in the
HHC spectrum.
Let us now numerically verify the Q-dependence of the
HHC spectrum for small Q. For this purpose, we define
the HHC spectrum induced by the staggered potential
∆IH(N) ≡ IH(N)− IH(N,Q = 0), (A11)
where IH(N,Q = 0) denotes the HHC spectrum in the
single-band limit discussed in Sec. IV. According to our
perturbation theory, this quantity is expanded as a poly-
nomial in Q as
∆IH(N) = e(aNQ+ bNQ
2 + · · · ). (A12)
We have shown that |aN | decreases faster than |bN | and
the O(Q2) contribution becomes more important than
10-18
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FIG. 6. (a) Absolute value of ∆IH(N) [Eq. (A11)] calculated
for F = 0.5 and Ω = 1.0 plotted against Q in the log-log
scale. Data are shown for the harmonics N = 1 (filled cir-
cle), 3 (filled square), 5 (filled triangle), 7 (open circle), 9
(open square), and 11 (open triangle). The solid lines are
the polynomial fit (A12) of the fourth order. (b) The de-
termined fitting parameters normalized as aN/a1 (filled) and
bN/b1 (open) plotted against the harmonic order N , where
a1 = 6.0 × 10−2 and b1 = −1.0. The error bars show the
fitting errors.
the O(Q) one for larger N . Figure 6(a) shows the numeri-
cally calculated ∆IH(N) for several Q’s with F = 0.5 and
Ω = 1.0. The Q-dependence of ∆IH(N) is fitted well by
a polynomial (A12) of the fourth order, and this justifies
the polynomial expansion. The first- and second-order
coefficients aN and bN are shown in Fig. 6(b). This figure
shows that theO(Q) contribution decreases withN faster
than the O(Q2) one, and this tendency is consistent with
our analytical calculations. Thus these numerical data
support our analysis with perturbation in Q including
the resonance effects between the Floquet eigenstates.
Appendix B: Second-Order Perturbation Theory
Here we extend the first-order perturbation theory in
Sec. V A to the second order. We derive the second or-
der correction λα,0 to the Floquet eigenstates, and show
that its O(Q2) contribution to the HHC has a similar
N -dependence to the one discussed in Sec. V A.
The second-order correction λα,0(k) in Eq. (48) is a
superposition of χα,M (k) with various M ’s with the same
σx-eigenvalue α since each V
F
mn [Eq. (50)] flips α. Thus
the correction is represented as
λα,0(k) =
∑
M 6=0
CαM (k)χα,M (k), (B1)
and the coefficients CαM (k) are given by the standard pro-
cedure from the matrix elements (51) and the eigenener-
gies as
CαM (k) =
(αi)M
MΩ
∑
M ′
JM−M ′(2zk)J−M ′(2zk)
M ′Ω + 2αJ0(F ) cos k
. (B2)
One can easily check that CαM (−k) = (−1)MCαM (k) =
C−α−M (k).
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We briefly interpret the M -dependence of CαM (k) in
Eq. (B2). We can safely ignore the vanishing of the de-
nominator, which corresponds to the resonance discussed
in Appendix A, because the contribution of the reso-
nant region amounts to O(Q3) due to the extra factor
Q from the k-space volume. The sum in Eq. (B2) takes
the form of
∑
M ′ gM ′JM−M ′(2zk)J−M ′(2zk) with a grad-
ually changing gM ′ . Now we recall that the n-dependence
of |Jn(2zk)| is approximately constant for |n| . 2zk and
decays rapidly for |n| & 2zk. Therefore, the sum and,
hence, CαM (k) depend on M rather slowly for |M | . |4zk|
and rapidly decreases for |M | & |4zk|. We note that
this behavior is not qualitatively modified by the overall
factor M−1 in Eq. (B2) since it varies slowly.
Let us evaluate the second-order correction of the HHC
spectrum from λα,0:
Iα,2BH (k,N) ≡
∑
n,l
(
~χα,0n−l+N (k)
†Ik,l~λα,0n (k)
+~λα,0n−l+N (k)
†Ik,l~χα,0n (k)
)
. (B3)
By invoking Eq. (B1) and performing some algebra, we
obtain
Iα,2BH (k,N) = −αe
∑
M 6=0
[
vN−M (k)CαM (k) + v∗N−M (k)C−αM (k)∗
]
.
(B4)
Here vn(k) ∝ Jn(F ) has a significant weight only around
n = 0 since |F | . 1. Then the sum over M in Eq. (56)
leaves αv0(k)[CαN (k)+C−αN (k)∗] and the N -dependence of
Iα,2BH (k,N) is governed by that of C±N (k). Since C±N (k)
shows a plateau as shown above, Iα,2BH (k,N) also shows
a plateau in its N -dependence. The width of the plateau
is 4|zk|.
We remark that, apart from the resonance, the whole
O(Q2) contribution to the HHC spectrum is given by
the sum Iα,2H (k,N) = I
α,2A
H (k,N) + I
α,2B
H (k,N), where
Iα,2AH (k,N) derives from the first-order corrections to the
Floquet eigenstates explained in Sec. V A and shows a
plateau of width 4|zk|. The analysis in this appendix
shows that a similar plateau appears in the other part
Iα,2BH (k,N) with the same width.
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