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Abstract 
In this thesis, we consider how to construct and maintain an overlay struc-
tured P2P network based on the "small-world paradigm". Two main attractive 
properties of a small-world network are (1) low average hop distance between 
any two randomly chosen nodes and, (2) high clustering coefficient. Having 
a low average hop distance implies a "potential" to have a low latency for 
object lookup. While having a high clustering coefficient implies the "poten-
tial" to provide object lookup service even in the midst of heavy object traffic 
loading, for example, under a flash crowd scenario. In this work, we present 
the SWOP protocol of constructing a small-world overlay P2P network. We 
compare our result with other structured P2P networks such as the Chord 
protocol. Although the Chord protocol can provide object lookup with la-
tency of 0(log{N)) complexity, where N is the number of nodes in a P2P 
network, we show that the SWOP protocol can further improve the object 
lookup performance. We take advantage of the high clustering coefficient of a 
small-world P2P network and we propose an object replication algorithm to 
handle the heavy object traffic loading situation, e.g. under the dynamic flash 
crowd scenario. We show that the SWOP network can quickly and efficiently 
deliver the "popular" and "dynamic" object to all requested nodes. Based on 
our knowledge, this is the first work that addresses how to handle the dynamic 
flash crowd scenario on a structured P2P network. 
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摘要 
在這篇論文中，我們會論及我們的硏究成果：有關應用[小世界效 
應](small world paradigm)去建造和保存一個新的[點對點的新重疊網 
路](peer to peer overlay network)。小世界纖有兩個有趣的特點：（1) 
很短的平均距離(short average hop distance)，(2)很高聚類係數 
(clustering coefficient)。一個網路如有彳•的平均距離，這表示了這個 
網路擁有有效和快捷的物件搜尋能力；如果它有很高的聚類係數’這 
就表示了它可以在大量網路交流的環境下進行有效的搜尋工作。 
我們的硏究課題主要有兩部份：首先，我們設計了一個通訊協定 
SWOP去建造一個小世界重叠點對點網路(small world overlay P2P 
network)。我們除了在這論文中介紹我們的協定外，還會將這個協定 
和其他現有的點對點網路作比較(主要對象爲Chord)。在比較的結果 
中，我們發現雖然現有的點對點網路有0(log (N))的出色效果，我們 
的新協定可以做出Kif的表現。另外，我們利用了小世界網路的另一 
個特點一高聚類係數一去設計了一套有效的網路物件複製通訊協越 
幫助解決近年來的網路交通大增的問題。我們會在這論文中向大家闡 
述這個協定的效_爲大家說明這個協定如何處埋受到一些廣受歡迎 
的、經常改變的物件所帶來的網路交通問題。最後，跟據我們的了解， 
這個硏究方向還未有其他學習硏究，是創新的。 
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Chapter 1 
Introduction 
1.1 Motivation 
Peer-to-peer networks are distributed information sharing systems with no 
centralized control. Each node in a P2P network has similar functionalities 
and plays the role of a server and a client at the same time. This provides 
immense flexibility for users to perform application-level routing, data posting 
and information sharing on the Internet. The first generation P2P systems 
such as the Napster system require a centralized directory service. The sec-
ond generation P2P system is the unstructured P2P network (e.g., Gnutella, 
Freenet, . . . , etc) which uses a fully distributed approach for file searching. 
The major problem of the second generation P2P system is that in searching 
for an object, the amount of query traffic may be enormous and this leads to 
the network congestion problem. 
Recently, researchers are working on distributed, structured P2P network. 
The noted work are Chord, Tapestry and Pastry protocols[15, 18, 22]. By ap-
plying the approaches of consistent distributed hashing function and structural 
routing, these structured P2P networks improve the performance of object 
lookup and at the same time, also reduce the amount of query traffic into the 
network. For example, under the Chord protocol, it was shown that the worst 
case complexity of (9(log N) link traversal can be achieved, where N is the 
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number of nodes in a Chord P2P network. The implication is that in finding 
a particular data object, one does not need to generate enormous amount of 
query traffic which may overwhelm the network resource. 
In this thesis, we address two fundamental questions on designing a dis-
tributed, structured P2P network. They are: 
• Can one further improve the performance of object lookup? 
• How can a P2P network handle heavy demand to a popular and dy-
namic object such as the flash crowd scenario ？ For example, during the 
September 11 incident, there were large number of requests to the CNN 
web server that tried to get the most up to date information. 
1.2 P2P small-world solution 
To address the first technical question, we propose to construct a P2P network 
with the "small-world" paradigm[7, 19]: that the average shortest hop distance 
between two randomly chosen nodes is around six hops. The second technical 
question is of importance because some data objects may be very popular and 
requests to these popular objects may all arrive within a short period of time. 
This type of traffic may overwhelm the source node which contains the popular 
object. Therefore, many users may not be able to access this popular object 
while only a small percentage of requests can be satisfied. To overcome this 
problem, we take advantage of the high clustering coefficient effect of a small-
world network so that one can quickly self-organize and replicate the dynamic 
popular object. 
In this thesis, we propose a small-world overlay protocol (SWOP) to con-
struct and to manage a P2P network so that it exhibits the small-world prop-
erties. We show that the constructed small-world P2P network has better 
performance (as compared to other structured P2P network such as Chord) in 
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data object lookup. We also illustrate that the small-world P2P system is ro-
bust under heavy traffic loading and on average, it can quickly satisfy requests 
to the popular and dynamic object. 
1.3 Balance of this thesis 
The balance of this thesis is as follows. In Section 2, we describe the back-
ground of small world and flash crowd phenomenon. In Section 3, we present 
the protocol of constructing and maintaining a small-world P2P network. We 
also describe the object lookup protocol in which individual client node uses to 
locate any data object. We show that using the SWOP protocol, one can have 
a lower average object lookup latency, which is measured by the number of 
links traversal, as compared to other structured P2P network, i.e., the Chord 
network. In Section 4, we present the algorithm to handle heavy traffic loading 
such as the flash crowd scenario. We consider both the static and the dynamic 
flash crowd situations. In Section 6, we present the related work and Section 
7 concludes this work. 
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Chapter 2 
Background 
In this chapter, the background of this thesis is presented. We first introduce 
the small world phenomenon. Then we focus on the problem, Internet Flash 
Crowds, which we aimed to tackle. Lastly, we investigate the dynamics on 
small world phenomenon that helps derive a mathematical model on small 
world network based application. 
2.1 Small World phenomenon 
In 1967, Small World phenomenon, was first discovered by a social science 
researcher, Stanley Milgram, and was applied to describe human connections in 
a social community. Milgram stated a widely-accepted belief in his small world 
phenomenon study that, in a social network, any two people are connected via a 
chain of six acquaintances, which is also called the "six-degrees of separations". 
To illustrate this small world phenomenon, Milgram conducted an experi-
ment in United States, in which lie instructed 60 randomly chosen people to 
send a letter to an unfamiliar person. Moreover, in this experiment, the partic-
ipants could only forward the letters (by hand) to personal acquaintances who 
they thought might be able to reach the unfamiliar target. In other words, the 
participants can only forward the letters by hand to “his friends" instead of 
sending to the target directly by mail. This forward, or "routing", procedure 
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was repeated until the letter reached its target. This experiment showed two 
significant results. First, it demonstrated that individuals are able to send a 
letter to other person who are not familiar with. Second, it revealed that the 
average length of a chain, or number of hops, to connect two people is about 
six. 
Since then, researchers started to formulate small world network mathe-
matically. The earliest approach was the random network proposed by Erdos 
and Renyi (ER) [4] in 1959. The authors suggested a probability p in a network 
that each node joins its neighbors according to the value p. Thus, on average, 
there are about pN{N - l ) /2 edges in ER network and the average degree 
of this network is pN. Moreover, in general, the number of nodes N can be 
expressed as pN^, where L is the average hop distance. So, L approximately 
equals to order ln[N). Expressing this logarithmic increase in average hop 
distance, the authors explained the small number of hops in a small world net-
work. But this theory failed to explain the friendship relationship in a social 
network because, in a completely random network, the edge formation prob-
ability between two friends is no greater than two randomly chosen people, 
which, intuitively, did not suit a social community network. 
Aiming to formulate this “friends of friends" relationship, researchers quan-
tified it using the Clustering Coefficient The physical meaning of the clus-
tering coefficient is the average fraction of pairs of neighbors that are also the 
neighbors of each other (the mathematical formulation is presented in Chap-
ter 3). This quantifier helped measure how my friends share their friends in 
a community. The higher the value, the more “large clusters” within a net-
work. Also, this value further implies how "friends of friends" are known to 
each other. Therefore, a small world network should have a high value of the 
clustering coefficient. 
The problem of embedding a high cluster coefficient in a mathematical 
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model to describe a small world network could not be solved until a remark-
able research work conducted by Watts and Strogatz [19] [20] in 1998. The au-
thors handled the "friends of friends" relationship by observing that those pre-
dictable and determinable connections can be described as a regular network, 
which is a network with deterministic structure and they also realized that the 
short acquaintance relationship is generated by random manner. Thus, they 
proposed to combine the two networks in order to achieve the small average hop 
distance and the high cluster coefficient. Their solution first builds up a reg-
ular network and then rewires the edges randomly. By adjusting the rewiring 
probability, a small world network can be generated successfully, which is also 
named as the WS small world network. 
The WS small world network attracted an avalanche of research on new 
models for small world network. A typical variation was the one proposed 
by Newman and Watts (NW) [13]. In the NW small world, the small world 
topology generation algorithm does not remove edges in the rewiring phase. 
But instead, the authors only add edges with probability p. Still, the results 
showed that a small world network can be generated with a suitable probability 
p. This modification reduces the complexity of the algorithm because it does 
not perform any link removal. The mathematical analysis derivation and the 
protocol designation can then be simplified. 
Besides the WS small world network, in [7], Kleinberg constructed another 
kind of the small world network using a different approach. In his algorithm, 
he aimed to provide a routing algorithm on a new small world network such 
that each node can route a message to a target successfully by applying a 
greedy algorithm, which, in short, forwards a message to the neighbor who 
is the closest to the target. In particular, He considered a 2D n x n grid 
with n^ nodes. Each node is configured with a set of short-range contact 
and long-range contact, selected by harmonic distribution. With the greedy 
algorithm described above, the unique small average distance network can be 
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achieved. At the same time, since the short-range contact is embedded, the 
cluster coefficient is kept at a high value. Overall, a rout able small world 
network is built. 
To conclude this section, the history of small world mathematical models 
is described, which helps understand the construction and the applications 
of a small world P2P network. In next section, the background of the prob-
lem, Internet Flash Crowds, is presented, which is the motivation on building 
applications on small world P2P network. 
2.2 Internet Flash Crowds 
Currently, the Internet is an excellent information exchange media in our living 
world, for instance, music and video sharing. Moreover, instant data, such as 
stock index and news, is posted and changed on the Internet from time to 
time. The data attracts an enormous requests message, hence evokes a large 
traffic burden, since sometimes the data may be very attractive, e.g. New 
singers' songs. This unpredictable and huge work load influences the service 
performance of the data provider and consumes the data provider's network 
resource. Furthermore, the data provider's neighbor's network resource will 
also be affected if the data requesting packets cannot be eliminated. This 
phenomenon is called Internet Flash Crowds. 
There are some trivial solutions to tackle Internet Flash Crowds. The most 
straightforward approach is to provision the data requests. If the number of 
the data requests reaches certain unacceptable limit, the requesting packets 
can be dropped. For example, the packets may be dropped in the gateway 
router of the data provider. 
In [17], the authors proposed a P2P system, PROOFS, to solve the Internet 
Flash Crowds problem. This system consists two major components, client and 
bootstrap server, which are the high level representations for each member, or 
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end system, in PROOFS. Clients, used by normal users, do file sharing and 
retrieving job. On the other hand, a bootstrap server, specified for system 
administrator, helps maintain the a finite-sized cache of recent users that have 
recently joined the PROOFS system and then provide a means by which clients 
can identify other clients in the PROOFS system. Besides, the PROOFS 
provides two main protocols, namely “ConstructOverlay” and "LocateObject". 
"ConstructOverlay" is responsible for determining the permission of query 
for each set of clients, while "LocateObject" participates in searching upon 
the PROOFS based on the results of "ConstructOverlay". These protocols 
maintain groups of clients and exchange those groups of clients in order to 
enhance the data replication rate. But they are not applicable when the news 
or the data is changing dynamically. Thus, in this thesis, a more sophisticated 
protocol, based on small world network, has been proposed to handle the 
dynamic situation. 
2.3 Dynamics in the small world network 
Among the models describing the dynamics in a small world network, epidemic 
spreading is the most attractive one because, for human beings, we are eager 
to know how to prevent the epidemic disaster. The spreading mechanism of 
epidemics is often relying on human interactions, which, in general, is a small 
world network. Thus, by investigating the epidemic spreading model, the data 
movement of a small world P2P network can be divulged. 
Since 1980s, epidemic spreading is well developed in different prospects. 
One of the theories, Percolation theory, was applied and well developed in 
modeling epidemic spreading. Percolation theory, originated by Physics re-
searchers, was first developed to describe how water can penetrate inside a 
stone. This theory pretends a stone as a network of holes which can store wa-
ter droplets. Each hole is interconnected by edges, which are water channels 
17 
that the the water droplets go through. For each edge, its formation is based on 
a predefined probability distribution. By using the topology described above, 
the percolation theory reveals the conditions that determine the penetrating 
outcomes for those water droplets. Later, this theory is further applied to 
epidemic spreading [11] and other different applications, such as forest fire 
outbreak prediction. This theory helps researches to develop the mathemati-
cal tools to describe the epidemic spreading and it also provides the intuition 
on constructing the mathematical formula of item replication in small world 
P2P network in Section 5. 
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Chapter 3 
Small-world Overlay Protocol 
In this chapter, we first provide the necessary background and state some im-
portant properties of a small-world network. We then present protocols to 
construct and to maintain a small-world P2P network as well as the corre-
sponding protocol for data lookup. Lastly, we present experimental results to 
illustrate the efficiency of data lookup when comparing with a structured P2P 
network (i.e., Chord). 
The notion of the small-world phenomenon was originated from the social 
science research [10] and it is currently a very active research topic in Physics, 
Computer Science, as well as in Mathematics [12]. It was observed that the 
small-world phenomenon is pervasive in many settings such as social commu-
nity, biological environment and data/communication networks. For example, 
recently studies show that peer-to-peer networks such as Freenet may exhibit 
the small-world phenomenon[21]. Informally, a small-world network can be 
viewed as a connected graph wherein two randomly chosen nodes are con-
nected by just the “six degrees of separation”. In other words, the average 
shortest distance between two randomly chosen nodes is approximately around 
six hops. The implication of this property is that one can locate information 
stored at any random node of a small-world network with only a small number 
of links traversal. 
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One way to construct a network that gives rise to the small-world phe-
nomenon is that: (1) each node in the network is connected to some neighbor-
ing nodes, and (2) each node keeps a small number of links to some randomly 
chosen "distant" nodes. Links to neighboring nodes are called "cluster links" 
while links to distant nodes are called “long links". Figure 3.1 illustrates an 
example of a small-world network with 11 nodes and six clusters. For example, 
nodes 9, 10 k 11 form one cluster. They have neighboring links to each other 
and node 9 has long links to node 6,14 and 22. 
.L^yf \ / 耀 
21 、、飞、、、、、/ 产 、 、 ^ 
(：^^ ^^  Clusters 〇 Node  
Long Links ……Cluster Links 
Figure 3.1: An example of a small-world network with 11 nodes and six clus-
ters. 
The two important properties of a small world network are (1) a low av-
erage hop count between two random chosen nodes and, (2) a high clustering 
coefficient. To mathematically define these two properties, let Q = (V, E) 
denote a connected graph representing the small-world network. There are N 
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vertices in Q where |"l/| = TV and D{i,j�represent the length, in hops, of the 
shortest path between two vertices i j G V. We have the following definitions: 
Definition 1 The average shortest hop count of a graph Q, denote as is 
equal to 
HiQ) = 7^;Ed(Z，力. （3.1) 
UJ ijev 
In other words, HiQ) is the ratio of the sum of all shortest paths between any 
two nodes in Q and all possible pairwise connections of the connected graph. 
® ® 
Figure 3.2: An example of a small-world network with 5 nodes and 3 clusters. 
An example is illustrated in Figure 3.2. There are 5 nodes forming a small 
world network with 3 clusters. The calculations of average shortest hop count 
is as follows: 
D(A, B) = 1 
D(A, C) = 1 
D(A, D) = 2 
D(A, E) = 2 
21 
D(B, C) = 2 
D(B, D) = 1 
D(B, E) = 1 
D(C， D) = 1 
D(C, E) = 1 
D(D, E) = 1 
Average Shortest Hop count = 15 / 10 = 1.5 
And then, to define the clustering coefficient, let Hiy be the number of 
attached links for a node v ^ V. The neighborhood of a vertex i; is a set of 
vertices P^ = {u : v) = 1}. 
Definition 2 For a given vertex v eV, let Cy be the "local cluster coefficient" 
of V and it is equal to Cy = |五(r”）|/(托2”) where is the operator of 
counting the total number of links for all vertices in the set Ty. The cluster 
coefficient of a graph Q, denote as C{Q), is equal to 
咖 = ^ E ^ - (3.2) 
vev 
In other words, C(Q) measures the degree of compactness of the graph Q, 
Using Figure 3.2 as an example, the cluster coefficient of a graph is calcu-
lated as follows: 
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Cy^ = 1 /6 = 0.167 
C 卯=1/1 = 1 
Cyc = 1/1 = 1 
c 即 = 0 
c 昨 = 0 
AverageClusterCoef ficient = (0.167 + 1 + l ) / 5 = 0.433 
In the following, we first describe protocols of constructing and performing 
data lookup in a small-world P2P network. Then, we provide a mathematical 
analysis on the worst case average number of links traversal to locate an object 
in a small-world network. Lastly, we show that when comparing with other 
structured P2P network, a small-world P2P network has a lower number of 
links traversal. 
3.1 Overview 
The aim of our small-world overlay protocol (SWOP) is to efficiently locate 
any object in the network and at the same time, achieves the capability to 
access popular and dynamic object under heavy traffic loading. Our SWOP 
is constructed as a layer on the top of a structured P2P network, where this 
layer does not affect the functionalities provided by structured P2P network. 
Moreover, it improves the performance on object lookup. 
Let us provide a brief background on the structured P2P protocol. Gen-
erally, the structured P2P protocol consists of a consistent hashing function 
h (i.e., SHA-1 function) to provide a unique key assignment for each node or 
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each object in the system. With the key's value, each node can determine its 
logical position in the system. For example, for a Chord network, the logical 
position of a node is a point in a circular key space. For a CAN network, it 
is a point in a grid. Another property of a structured P2P protocol is its use 
of routing table (i.e., the finger table in the Chord network), which speeds up 
the object lookup process. It was shown that the worst case number of links 
traversal to locate an object is 0(log(7V)) number of links traversal[18'. 
Each node can insert objects into the structured P2P system. Using the 
same consistent hashing function h. Each object has a unique key value, for 
example, h{o) is the key value for object o. Let M{o) be the set of nodes whose 
key values are greater than or equal to h{o). The node in A/'(0) which has the 
minimum key value is responsible to cache and to maintain the object o. 
For a small-world P2P network, we use a circular ring as our logical repre-
sentation since it is a representative model in structured P2P networks and it 
helps to reveal the small-world effect introduced by the SWOP protocol. Let 
us first define the following parameters for the SWOP: 
• Cluster size G - maximum number of nodes within a cluster. 
• Cluster distance D - maximum hash space distance between two adjacent 
nodes within a cluster. 
• Long Links k - number of long links of a cluster. 
For our small-world P2P network, there are two types of nodes, namely, head 
nodes and inner nodes, and two types of links, which are long links and cluster 
links. Long links connect two different nodes from different clusters while 
cluster links connect two different nodes in the same cluster. Each cluster has 
one head node, which has at most k long links and it has cluster links to all 
nodes within its cluster. On the other hand, an inner node has a link to the 
head node within its cluster and cluster links to some of the nodes within its 
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cluster. With the above configuration, an inner node i can communicate with 
a target node j within its cluster either by a cluster link (provided node i and 
node j are connected), or node i can send a message to its head node, and 
then the head node will forward the message to node j using a cluster link. 
For communicating with a target node in a different cluster, node i has to first 
send the message to its corresponding head node, then the head node sends 
the message using the long link which is the closest to the target node j. The 
message may arrive at some nodes which is not within the same cluster of node 
j. The procedure repeats until the message is transferee! to some node within 
the same cluster of node j. In figure 3.3, it shows an example of small-world 
overlay P2P network with 11 nodes, six clusters and with SWOP parameters 
G = 3, D = 2 and k = 3. In the figure, node 1 sends a message to node 17 
and we illustrate the object lookup flow. 
In the following, we describe several protocols in forming and in maintaining 
a small-world P2P network. In particular, protocol for events such as node 
joining, node leaving as well as node failure. 
3.2 Join Cluster Protocol (JCP): 
If a node i wants to join a small-world P2P network, it uses the consistent 
hashing function h to obtain its key h{i). At the same time, node i creates a 
link to its predecessor node a and its successor node b in the underlying P2P 
network. The predecessor node a is an existing node in the network and its 
key value h{a) is the largest key value such that h{a) < h(i). The successor 
node b is an existing node in the network and its key value h{b) is the smallest 
key value such that h(b) > h{i). After finding its predecessor and successor 
nodes, node i executes the join cluster protocol (JCP). The joining node i first 
determines the distance (which is defined based on the hashed key value) from 
the predecessor and successor nodes. Let di and d? be the distance between 
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Figure 3.3: A SWOP network with six clusters, G = = 2,k = 3 and the 
object lookup flow. 
the joining node i and its predecessor and successor node respectively, that is, 
di = h{i) — h(a) and d: = h{h) - h{i). The joining node i inquires from its 
predecessor and successor nodes for their respective cluster size. If both nodes 
a and b have cluster size greater than G (the maximum cluster size), then the 
joining node i will form a new cluster with itself being the only node in this 
new cluster. Else, it determines which cluster to join depending on the values 
of di and d2. If both di and ck are greater than D, then the joining node i will 
form a new cluster with itself being the only node in that new cluster. Else, 
the joining node i joins the predecessor's cluster (or the successor's cluster) if 
di (or d2) is less than D and is smaller than d] (di). 
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Next, the joining node i determines whether it should be a head node or 
an inner node. If the node i forms a new cluster, or if it joins its successor 
node b which was a head node of that cluster, then the joining node i is the 
new head node of that cluster. Otherwise, the joining node i is an inner node. 
When the joining node i is an inner node, it needs to create a cluster link with 
it's head node. On the other hand, if the joining node i is the head node, it 
needs to create cluster links to all inner nodes within the cluster and at the 
same time, generates k long links to other nodes in different clusters. 
In order to achieve a low average shortest hop count H{Q) and high cluster 
coefficient C{Q), one needs to generate long links based on the following dis-
tance dependent probability density function p{x). Let m be the number of 
clusters in a small-world P2P network. The head node will generate a random 
variable X , which has the following probability mass function: 
FvohlX = x]= p(x) = , 1 , �w h e r e a: G [1, m. • 
X ln(m) 
The implication of the above probability mass function is that it is bias toward 
nodes that are far away from the head node. Given the value of x, the head 
node creates a long link between itself and a random node that is in cluster x. 
It is important to point out that a long link serves as an express link for nodes 
in two different clusters. The cluster distance between two different clusters is 
defined as the number of long links traversal between these two clusters. 
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Join Cluster Protocol 
n.join_cliister() { /* For each node n e V */ 
int predid; / / predecessor Id 
int succid; / / successor Id 
double c/i； / / distance for predecessor 
double c/2； / / distance for successor 
int gi] / / group size of predecessor cluster 
int g2.�丨 j group size of successor cluster 
/* Retrieve underlying topology information*/ 
Join underlying DHT network; 
/* Prepare for choosing the right cluster to join */ 
Retrieve predecessor Id and successor Id; 
Computer the distances di and 而； 
Retrieve cluster group size from predecessor and successor clusters; 
/* Decision making - to choose a cluster to join */ 
If (di > D and (k > D) 
n forms a new group 
else if (ch < D and d) > D) 
n joins pred group as a member if gi < G, otherwise forms a new one 
else if (di > D and ck < D) 
n joins succ group as head if "2 < G, otherwise forms a new one 
else / * both group size smaller than D */ 
n chooses a smaller one to join 
/* Cluster information exchange */ 
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If (n to be a head) { 
n contact the old head of retrieved Id; 
Retrieve the whole membership list; 
Regenerate long links if it is necessary; 
} else if (n to be a member) { 
n sends a message to the target cluster head; 
n retrieve part of the membership list; 
} 
} 
3.3 Leave Cluster Protocol (LCP): 
When the node i leaves the P2P system, it informs its neighboring nodes, 
which are nodes connected by cluster links, as well as some long links if node 
i is a head node. Node i will inform its neighboring nodes about its departure 
by sending a close.connection message and terminates its connection. If a node 
receives a close.connection message, it will perform the following actions: 
a) If the received message is from a neighbor connected by a long link, the 
receiving node will close the connection and re-generate a new long link 
to another node in a different cluster. 
b) If the received message is from a neighbor connected by a cluster link, 
the receiving node will close the connection and inform its head node to 
reduce the cluster size by 1. 
c) If the received message is from the head node, the receiving node will 
close the connection. A node will become a new head node within a 
cluster if the received message is from its predecessor node which was 
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the head node of the cluster. The new head node will also generate k 
long links using the probability function described above. 
The pseudo code of LCP is as follows: 
Leave Cluster Protocol 
n.leave_cluster() { / * For each node n G V * / 
Prepare the close_connection message (n.nodeld, n.headid); 
Send the close_connection message to all its neighbors; 
} 
/ * For c l u s t e r head * / 
n.close_connection_L'eceive() { 
while(l) { 
Wait until a close—connection message sent by node 
If (n and n，are in the same cluster) { 
Remove the cluster link; 
Group size reduces by 1; 
Update information for all member; 
} else if (a node in a different cluster) { 
Remove the long link; 
Regenerate one long link; 
} 
} 
} 
/ * For c l u s t e r member * / 
n.close_connection_receive() { 
loop { 
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Wait until a close.connection message; 
Close the connection if the node in the same cluster; 
} 
} 
3.4 Object Lookup Protocol (OLP): 
The object lookup protocol is responsible for locating a data object within a 
small-world P2P network. The object lookup process proceeds in two phases. 
In phase one, a node asks its cluster neighboring nodes if they contain the 
target object. If any of these cluster neighboring nodes replies positively, 
then the lookup process is terminated. Otherwise, the object lookup process 
continues and the phase two begins. In phase two, the node first checks its own 
status within a cluster. If it is the head node, it forwards the lookup request 
to its long-link neighbor which has the closest distance to the target object. 
On the other hand, if it is an inner node, it forwards the lookup request to its 
head node within the same cluster, then the head node will continue the object 
lookup process recursively as described above. For example, when the long-
link neighbor receives that object lookup request, it checks if it is the owner 
of the object. If not, it will act as if it is the object lookup initiating node 
and the data lookup process is repeated. An object lookup process continues 
in these two phases alternatively until the data object is found. 
To illustrate, consider an example shown in Figure 3.3. Suppose that node 
1 wants to look up an object whose key value is 16 and node 17 is responsible 
to manage and maintain this object. To begin the object lookup, node 1 
starts the phase one lookup process in which it asks its neighbor, node 26, if 
it contains item 16. Since node 26 is not the owner of that object, node 1 will 
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receive a negative reply. Then node 1 starts the phase two lookup process and 
forwards the lookup request to node 26, which is the head node within the 
cluster of node 1. Node 26 searches along its long link and forwards the object 
lookup message to its long link neighbor node 14, which is the closest node 
to the target object 16. Node 14 checks if it contains the object 16. Since it 
does not contain that object, node 14 acts as an object lookup initiator node 
and starts another phase one lookup. Because node 14 is the only node within 
the cluster, it begins the phase two lookup and forwards the message to the 
nearest long link neighbor node 17. When the object lookup request reaches 
node 17, the object is found and the lookup process is terminated. 
Object Lookup Protocol 
/* Construct a query packet (Item Id, Max Hop) , run op_phasel */ 
n. op-phase l(Query_packet P) { / * For each node n G V * / 
Send P to all the cluster member n knows; 
if the query is successful, return owner Id; 
If (n is cluster member) { 
Retrieve the whole list from cluster head; 
Send the query to all the cluster member not yet queried; 
if success, return the ownerld; 
} 
Forward the query to head n � 
7?.op_phase2(P); 
} 
n.op_phase2(Query-packet P) { / * For Cluster Head G V * / 
Lookup the nearest long link neighbor for P.Id 
Forward P to the neighbor n” 
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n".op_phasel(P); 
} 
3.5 Experimental Results Of Comparing with 
Other Structured P2P Networks 
In the following, let us compare the object lookup performance between the 
small-world P2P network and other structured P2P network such as the Chord 
system[18]. We illustrate that, indeed, the small-world P2P network will have 
a better performance as compared to the underlying Chord system. 
3.5.1 Performance of object lookup: 
We consider a connected graph with N = 1000, N = 2000, 3000, 4000 and 5000 
nodes. We insert one object for each node, totally N distinct objects. Each 
node will perform object lookup 50 times and the target object is randomly 
chosen from all inserted objects. We obtain the performance of object lookup, 
which is measured by the number of links traversal for the Chord and the 
SWOP network. For the SWOP network, it is configured with parameters 
G = 100’ D = 120,000 and k = 24. In order to perform a fair comparison, 
we keep the size of the finger table in the Chord network as 24 also. Figures 
3.4, 3.5, 3.6, 3.7 and 3.8 illustrate the probability density functions of number 
of links traversal for object lookup under the Chord and SWOP systems for 
N = 1000,2000,3000,4000 and 5000 respectively. It is important to observe 
that the SWOP network has a lower average number of links traversal in object 
lookup than the Chord network. 
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Figure 3.4: Probability density function of link traversal for Chord and SWOP 
with N = 1000 nodes. 
3.5.2 Effect of object lookup performance under differ-
ent network sizes and number of long links: 
We explore the object lookup performance further by varying on the network 
sizes (e.g., different values of N) and the number of long links k for the SWOP 
network. In order to make a fair comparison, we keep the size of the finger 
table of the Chord network equal to log(N), where N is the number of nodes 
in the P2P network. For the SWOP network, we vary k, the number of long 
links, from 4 to 12. Unlike Experiment A.l , we assume that each node has the 
same number of objects and a node will access any object in the system with 
equal probability. The result is illustrated in Table 3.1 and it shows that by 
increasing the value of k, not only can one further improve the object lookup 
performance, but one also enhances the asymptotic performance that it can 
be easily reached by fixing a small number of long links, say k around 6 to 8. 
Since this value is less than log(A^) for large N, it implies that for the SWOP 
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Figure 3.5: Probability density function of link traversal for Chord and SWOP 
with N = 2000 nodes. 
network, one has a lower connection management complexity and at the same 
time, is able to achieve a better object lookup performance. 
N: II Chord SWOP SWOP SWOP SWOP SWOP 
k = 4 k = 6 k = 8 = k=12 
1000 II 6.0 6.0 5.0 4.4 4.2 3.7 
2000 — 6.5 5.9 4.9 4.4 4.1 3.8 
^ 0 0 0 6 7 6 . 0 4.9 4.3 4.1 3.8 
4000 — 6.9 6.3 5.2 “ 4.5 4.0 3.9 
5000 II 7.1 6.2 5.5 4.6 4.3 4.0 
Table 3.1: Object Lookup performance (e.g. number of link traversal) of 
SWOP and Chord networks under different values of N and k. 
3.5.3 Comparison of Clustering Coefficient: 
The above results show that the average object lookup performance of SWOP 
is better than the Chord protocol. The next issue we want to investigate 
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Figure 3.6: Probability density function of link traversal for Chord and SWOP 
with N = 3000 nodes. 
is their corresponding average cluster coefficients. Again, a high clustering 
coefficient implies that a higher capability to handle heavy traffic workload. 
We vary the number of nodes in the overlay network in this experiment. For the 
Chord network, each node has a finger table of size equal to \og{N). For a fair 
comparison, we also keep the number of long links for the SWOP network with 
k = log(AO. The clustering coefficient is computed based on Equation (3.2). 
The result is illustrated in the Table 3.2. We observe that the SWOP network 
has a higher clustering coefficient Again, the importance of having a higher 
clustering coefficient is that the P2P network is more efficient in handling the 
heavy object lookup traffic, for example, under the flash crowd scenario. We 
will explore this feature in detail in the following section. 
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\ N # oi nodes Chord SWOP"] 
1000 0.288182 0.560587 
2000 "026033^ 0 . 6 4 9 ‘ 
3000 " 0 2 5 0 4 ^ 0.6840ir 
4000 "0.245469 "0704523 
5000 0.240776 0 . 7 1 6 4 ^ 
Table 3.2: Average Clustering Coefficient 
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Chapter 4 
Protocols for Handling Flash 
Crowd 
In this chapter, we address how to handle object access under a heavy traffic 
loading. An example of a heavy traffic loading is the flash crowd scenario 
16, 17] wherein a massive number of users try to access a popular object 
within a short period of time. The incident of 911 is the prime example of 
a flash crowd scenario where enormous requests overwhelmed some popular 
news sites such that only a small number of users could retrieve the object 
while majority of users could not. 
One way to deal with the flash crowd situation is to replicate the popular 
object to other nodes. This way, access to the popular object can be spreaded 
out so as to avoid overwhelming the source node. However, one has to address 
the following technical issues: 
• The replication process cannot be self-initiated but rather, driven by a 
high traffic demand. Or else someone may maliciously replicate many 
objects in a P2P system. 
• Under a structured P2P network, object lookup is carried out by using 
the object's key value and only one node manages that object. How 
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can the protocol be enhanced so that more than one node can store the 
popular object? 
We first divide the study of the flash crowd scenario into two cases, namely, 
(1) the static and (2) the dynamic cases. A static flash crowd is a flash crowd 
phenomenon in which the popular object involved will remain unchanged af-
ter its first appearance, e.g., a newly published book or released video. On 
the other hand, a dynamic flash crowd is a flash crowd phenomenon in which 
the content of the popular object will change over time after its first appear-
ance, e.g., a frequently updated news article. We first describe algorithms to 
handle the static flash crowd problem, then we extend the proposed proto-
cols to handle the dynamic flash crowd by adding mechanisms to notify the 
change/update of different popular objects in order to replicate these popular 
objects efficiently. 
4.1 Static Flash Crowd 
Under a flash crowd situation, the traffic can overwhelm the source node that 
contains the popular object. To avoid this problem, the source node needs to 
replicate this object to other nodes and in return, these nodes can serve the 
some of the object lookup requests and reduce the traffic to the source node. 
Note that the object replication has to be，，demand driven" or else a node may 
be able to maliciously replicate objects to all other nodes in a P2P network. In 
the following, we first describe an access-rate checking function, which is used 
to estimate the access rate of an object in the system. Note that this function 
can be applied to the SWOP P2P network or other structured P2P network 
such as the Chord. 
To estimate the access rate of an object, we use the access—checking 
function specified below. This function determines the access rate of object 
and decides whether the object should be replicated or not. Each node in 
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a P2P system calls the access一checking() function every PERIOD units of 
time to estimate the access rates of its managed objects. At all times, each 
node also keeps track of the number of access to its management objects in 
the array access_count|]. The pseudo code of the access—checking ( ) function 
is shown as follows: 
Access checking 
n.access_checking() / * For each node n e V * / 
1. double access_rate; 
2. for (V i e objects managed by node n) { 
/ * compute access rate f o r ob jec t i . * / 
3. access_i'ate[i] = access .count [i] / PERIOD; 
/ * rese t access count * / 
4. access_count[i] = 0; 
5. } 
6. } 
In the following, we describe algorithms of replicating static popular objects 
for the Chord network and for the SWOP P2P network. 
Static-Chord Algorithm: Assuming that a node in the Chord P2P net-
work can process up to \ requests per second with reasonable performance. 
Whenever a source node discovers that the request rate for an object is Ai 
where A i �A � t h e source node starts the replication process by pushing this 
popular object to all its neighboring nodes, e.g., all nodes listed in its finger 
table. These receiving nodes will cache this popular object for time units. 
Using the Chord object lookup protocol, any node that wants to access this 
popular object may passes through these receiving nodes and can then access 
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the popular object. For a node that caches the popular object, if it receives 
a lookup rate A2 for that object, where A2 > then in turn it will push this 
cached popular object to all its neighboring nodes. The motivations of the 
above algorithm are: (1) the replication process of a popular object is purely 
demand driven, (2) for a popular object, it will be replicated to other nodes 
in the Chord system so other nodes can access that object. 
Implementation of replication process in Chord: The pseudo code of 
the replication algorithm is illustrated as follows. If the access rate is larger 
than A “ the function push ( int ob ject Id) will be called. The popular objects 
will be pushed and replicated to all nodes indicated by the finger table under 
the Chord system. 
Push - Chord version 
n.push(int objectid) 
1. for (V neighboring nodes G fingerJist) { 
2. transfer the popular object to each neighboring node; 
3. each neighboring node caches the received object; 
4. } 
Static-SWOP Algorithm: Note that a small-world P2P network exhibits 
a high clustering coefficient. We take advantage of this property so as to 
achieve a lower replication time and lower links traversal to obtain the popular 
object. We also assume that a node in the SWOP network can process up to 
Xt requests per second. Whenever a source node receives a request rate for an 
object being Ai with Ai > A^ , the source node will start the replication process 
by pushing the popular object its neighbors, e.g., all nodes connected by long 
links of its cluster. All these receiving nodes will cache this popular object 
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for Ti time units. Any node that wants to access this popular object uses the 
Object Lookup Protocol (OLP) described in Section 3. If the popular object is 
cached by any node in its cluster, the requesting node can access this popular 
object quickly. For a node that caches the popular object, if the lookup rate for 
that cached object is higher than A2, in turn, it will push this cached popular 
object to all nodes connected by long links of its cluster. Note that the main 
motivation of replicating the popular object via the long links is to propagate 
information to distant clusters so that nodes within those clusters can easily 
access the popular object. 
Implementation of replication process in a SWOP network: The 
pseudo code of the replication algorithm is illustrated as follows. We de-
fine ，，longJinksJist，，as a set of nodes in different clusters which are directly 
connected via the long links. If the access rate is larger than A“ the function 
push(int object Id) will be called. The main idea of this push function is to 
replicate popular object from one cluster q to another cluster Cj via q 's long 
links. The popular object will be cached in among the long link neighbors. 
Since each long link neighbor belongs to another cluster, pushing the popular 
object to each long link neighbor means spreading or replicating that object 
to each cluster. Under our SWOP, our OLP can achieve an efficient lookup 
within a cluster. The detailed pseudo code for the push function is as follows: 
Push - S W O P version 
n.push(int objectid) 
1. if (n.cluster^tatus = = INNER) { / * node n i s an inner node * / 
2. node n searches its cluster head; 
3. node n sends objectid to it's cluster head; 
4. cluster head registers the replicated item in item list; 
5. node n transfers the object to cluster head, but the cluster head 
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does not store the object in its cache if it did not request for it; 
6. cluster head calls the push function again; 
7. } else { / * node n i s the c luster head * / 
8. / * node n r ep l i ca tes ob ject with id equals to o b j e c t l d . * / 
9. for (V neighbors e long�inks_list) {
10. cluster head transfers the popular object to each neighbor; 
11. each neighboring node caches the received object; 
12. } 
13.} 
4.2 Dynamic Flash Crowd 
To handle dynamic flash crowd scenario, an additional communication mes-
sage, update message, and an extra data structure for each object's version 
number, or update counter, are added to static SWOP PUSH algorithm in 
order to handle the dynamic popular object. 
For the static algorithm applying on the SWOP network, an efficient repli-
cation has been operated such that each cluster in the system has exactly one 
node caching the popular object. Consider at this moment, each node with 
the popular object marks this copy as original, says version 0. If an updated 
version, say version 1, is inserted to the system by the source node, we only 
need a light weight notification to inform all cached nodes about the newly up-
dated popular object. Again, this notification can be carried out by exploiting 
the small-world property and the static replication scheme. 
To implement the above dynamic algorithm, we enhance the static algo-
rithm as described previously, which is the replication scheme for the original 
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version of the popular object. Whenever the source node has an updated ver-
sion, additional tasks have to be carried out. First, an update message is sent 
out by (1) the source node and, (2) the cached node of the updated object. 
In general, there are two types of update messages, which are (i) sending to 
all cluster neighbors and, (ii) sending to all long link neighbors of each clus-
ter head. The first type of message involves the cluster neighbors only and 
it reminds the cluster neighbors to lookup the latest updated version of the 
popular object. On the other hand, the second type of message involves the 
long link neighbors. It reminds these nodes about the new update and trans-
fers the updated popular object to these nodes. This implies that an updated 
version will be replicated from one cluster to another cluster. This type of 
message requires the co-operation between head node and the sending node if 
the sending node is not a head node. As a receiver of the update message, if 
a node does not contain a cached copy of the popular object, it will use the 
OLP protocol as described in Section 3 to retrieve the updated object. 
4.3 Experimental Results for Replicating Pop-
ular Object 
In this section, we present the experimental results of comparing the perfor-
mance of replicating a popular object for a Chord and SWOP P2P networks. 
We use the topology generator developed in Section 3 to form and maintain 
a small-world P2P network. And we use a discrete event driven simulator to 
generate workload that simulates a flash crowd scenario. 
In our experimental study, we use a 24-bits hash space. 
There are N = 2000 nodes in a P2P system. In order to provide a fair 
comparison, each node in the P2P network (both for Chord and the small-
world P2P network) has no more than 11 long link neighbors. This implies 
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that, under the Chord network, the size of the finger table is 11 and, for 
the small-world SWOP network, the size of the the long link neighbor list is 
k = 11. We generate a popular object whose key value is randomly chosen 
from the 24-bits hash space and we insert this popular object in the P2P 
network. Each node in the P2P network generates request to this popular 
object with a Poisson arrival rate of A. If a node receives a request lookup, it 
will process the request with a Poisson service rate of /i, which is normalized 
to 1 request/second. If a request arrives to the source node and the source 
node is busy, that request will be queued up. Each node has a finite queue size 
to store incoming requests. If the request arrives at a full queue, the request 
will be dropped. 
We carried out experiments and measured the "effective replication time，， 
of SWOP and Chord. The effective replication time is reflected by the number 
of successful requests. The number of successful requests at time t is defined as 
the number of nodes that can successfully access the popular object by time t. 
Note that an object lookup request from a requesting node may fail because 
the request may be dropped by intermediate nodes or by the source node due 
to finite queueing at each node. In our study, a request is successful only if 
it can access the popular object by time t. We use this performance metrics 
for investigating the effective replication time, that is how fast that a popular 
object can be replicated under the SWOP or the Chord network. 
4.3.1 Comparison between Chord and SWOP 
This is a basic comparison of the static and the dynamic flash crowd scenarios 
between the Chord and the SWOP network. We fix the per node average 
request arrival rate of the Chord and the SWOP as A = 0.003 requests/second. 
Under the dynamic flash crowd scenario, the source node which manages the 
popular object will change the version of the popular object at time t = 25,50 
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and 75 respectively. 
Static Result 
Figure 4.1 shows the number of successful requests as a function of time. The 
result shows that the SWOP network has a much better performance on object 
replication than the Chord. For example, at time > 20, most of the requests 
to the popular object are successful under the SWOP network. However, only 
around 6% of the requests are successful under the Chord network. 
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Figure 4.1: Comparison of the number of successful requests to the popular 
object under the static flash crowd with N = 2000 nodes. 
Dynamic Result 
Figure 4.2 illustrates the performance of both P2P networks under the dy-
namic flash crowd situation. It uses the same plot setting as the static result. 
Since the content of the popular object is updated at time t = 25,50 and 
75, we consider a request is successful if and only if it can access the most 
up to date version of the popular object. Figure 4.2 shows that the number 
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of successful request for the SWOP network is much better than that of the 
Chord. Moreover, when the object changes its content at time t = 25, 50 & 
75, the SWOP network can quickly notify other nodes so that other nodes can 
eventually access the most recent version of the popular object. On the other 
hand, the Chord network is not as effective as the SWOP in replicating the 
object. Thus, the SWOP network has a much better performance during the 
dynamic flash crowd situation. 
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Figure 4.2: Comparison of number of successful requests under the dynamic 
flash crowd with N = 2000 nodes, (object changes its version at t = 25, 50, 
75.) 
4.3.2 Comparison on Queue Size 
In this experiment, we investigate the effect of different queue size on the 
number of successful request. We keep the same experiment configuration as 
in Experiment B.l except that we vary the queue size of each node, from 20 
to 50 and the result is shown in Figure 4.3. From the figure, we observe that 
the SWOP network is not very sensitive to the node's queue size. Even when 
one uses a small queue size of 20, the SWOP network can maintain a good 
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performance and high successful request rate. Thus, the system resources 
for each node in the SWOP network can be reduced without affecting the 
performance during the flash crowd situation. Lastly, the figure also illustrates 
that the SWOP network performs much better than the Chord network under 
the flash crowd scenario. 
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Figure 4.3: Effect of queue size on the number of successful request for the 
SWOP and the Chord network (object changes its version at t = 25, 50, 75.) 
4.3.3 Variation on object request rate 
In this experiment, we further examine the performance on handling dynamic 
flash crowd when object request rate is being varied. We keep the same con-
figuration as in Experiment B.l. We vary the per node object request rate A 
from 0.001 to 0.005. The result is illustrated in Figure 4.4. Result shows that 
the SWOP performs the best under the arrival rate of 0.003. The reason is 
that when the request rate is greater than 0.003, the aggregated request rate is 
higher than the service rate for the individual node which caches the popular 
object within a cluster. On the other hand, when the request rate is smaller 
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than 0.003, the aggregated request rate is small enough so as to achieve a very 
high number of successful request. To handle higher request rate, we may need 
to dynamically control the cluster size (e.g., to make a smaller cluster) in order 
to achieve a high successful object access rate. Due to the lack of space, we 
leave this as one of our future work. 
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Figure 4.4: Effect on the variation of per node request rate A on the number 
of successful request for the SWOP k the Chord network (object changes its 
version at t = 25, 50, 75.) 
4.3.4 Variation on Number of Long Link Neighbors (k) 
This experiment investigates the performance when we vary the number of 
long link neighbors A; in a small-world P2P network. We adjust the topology 
of the SWOP network such that each node in SWOP has /c 二 7,9 or 11 long 
links. In this experiment, we keep the finger table size of the Chord network 
to be 11. The result is illustrated in Figure 4.5, which shows that even when 
the number of long links neighbors in SWOP is reduced, the performance on 
the number of successful requests under the SWOP network is significantly 
better than that of the Chord network. For example, one can observe when the 
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SWOP has k = 7 long links, the number of successful requests at the beginning 
is less than A; = 9 01�/c = 11 long links of SWOP, but the number of successful 
requests can quickly catch up. Also, the replication rate is much better than 
the Chord network. The implication of this experiment is that the SWOP 
network only needs to manage a small number of long links than the Chord 
network but it is still very robust under the dynamic flash crowd situation. 
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Figure 4.5: Effect of the variation of number of long links k for the SWOP k 
the Chord network, (object changes its version at t = 25, 50, 75.) 
4.4 Experiment Results for Examining the Ef-
fects on Traffic Loadings 
In this section, we examine the effects on traffic loadings, in terms of the 
number of messages generated in the system (counted within a time interval) 
against the simulation time, for both the SWOP and the Chord networks, so 
that we can compare the differences on traffic loadings of two systems when 
they are facing the flash crowd scenario. 
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We employ the simulator developed in section 3 with the modification that 
the total number of messages in the system is stored instead of the total number 
of success requests. We set parameters N=2000 nodes for each system, A 二 
0.003 requests/second for each node and ji = 1 for the each source and object 
cached node. Before the simulation starts, one popular object is generated and 
after that, each node generates a request periodically, with the rate A described 
above, to lookup that generated popular object. In this simulation, for each 
time interval, the total number of messages is counted, and the simulation ends 
with a certain number of intervals, where 50 intervals is used in this simulation. 
The result is illustrated in figure 4.6, which shows that, in static flash 
crowd scenario, the traffic loading of SWOP network has decreased while Chord 
network still frustrated in a high level of amount of traffic loading. This effect 
can be explained although both networks have a trend of decrease of traffic 
loading, the SWOP network has a better performance on handling the traffic 
burst compared with Chord because the SWOP network makes use of the 
cluster property to reduce requests' lookup distances. 
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Figure 4.6: Effect of the effect on traffic loading for static flash crowd of SWOP 
& the Chord network. 
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Chapter 5 
Performance Analysis 
In this chapter, we present the two mathematical analyses on our proposed 
protocols. We first consider the lookup performance using SWOP protocol, 
which is in terms of worst average case analysis. After that, by applying 
the markov chain troop state method, we formulate the expected time for 
replicating a hot object from one cluster to all other clusters using our flash 
crowd handling protocol. 
5.1 Lookup complexity of SWOP 
In this section, we carry out mathematical analysis to quantify the worst case 
average number of links traversal to locate an object under a small-world 
overlay P2P network. 
Theorem 1 Let Y be the non-negative random variable that represents the 
number of links traversal for object lookup in the SWOP P2P network. We 
have: 
ElY] < (l + log2(m/2))81n(3m)//c, (5.1) 
where m and k are the number of clusters and the number of long links of the 
corresponding SWOP P2P network respectively. 
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Proof: Let Q = (V, E) be a connected graph representing a small-world over-
lay P2P network with \V\ = N. Let m be number of clusters in Q and Ci be 
the number of nodes in cluster i. We have 
m 
E C z = N. 
i=i 
Let C be average number of nodes within a cluster, therefore, for sufficient 
large value of N, we have 
m = N/C. 
We model a connected graph Q with m clusters. We define d{ij) as the lattice 
distance (in the hash key space) between two clusters Ci and Cj and it is equal 
to \j-i\. For two given clusters, Cu and Cy, let us first calculate the probability 
that there is a long link from Cu to Cy. Since a long link neighbor is chosen 
according to the probability density function p{x) = the probability 
that there is a long link from Cu to Cy is ”：:()二”. We can express 
m-2 m-2 
vz^u i=i i=i 
< 2 + 2 1 n ( m - 2 ) 
< 21n(3) + 2 1 n ( m - 2 ) 
< 2(ln(3(m - 2))) < 21n(3m). 
For the object lookup protocol (OLP) described above, a node transfers an 
object lookup message from one cluster to another cluster in two phases. These 
two phases are executed repeatedly until the object is found. When a cluster 
receives the object lookup message and prepares to forward this message, we 
call this cluster as the current lookup message's holder. We define cluster 
movement as the traversal along the long link from one cluster to another 
cluster. We also define a term step which is the cluster movement that reduces 
the object lookup distance between a current lookup message's holder and the 
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target object's owner by half. For step j > 0, one can view that the object 
lookup is in step j when the distance from the current lookup message's holder 
to the target node is greater than and at most We start the object 
lookup process at step log(m/2). For the last step j = 0, the distance to the 
object owner is at most 2 cluster links away. 
Suppose the object lookup flow is moving from step j + 1 to j , then there 
are at least nodes in this step. We call this set of nodes as Bj, which has 
a cluster distance of 2仔丄 + < from the target node. Each node in Bj 
has a probability of at least (21n(3n)2^ .^+2)_i a long link neighbor of the 
current lookup message's holder. If any of these nodes is the long link neighbor 
of current query message's holder, this will bring the lookup message closer to 
target node. Thus, the message enters Bj with probability of at least 
— 1 
(21n(3m)2i+2) = 81n(3m). 
Since there are k links per clusters, the probability of entering Bj is 
Let X j be total number of cluster movement spent in step j . We have 
OO 
E[Xj] = P讽 ^ 
i=i 
CO y 7 \ 1 - 1 
< V I 1 ^ ) 二 81n(3m)//c. 
- ^ V 81n(3m)； � “ 
Let Y denotes the total number of links traversal spent by the object lookup 
algorithm, we have 
log2(m/2) 
E Xj. 
j=0 
Taking the expectation on both sides, we have E[Y] < (l+log2(m/2))8 ln(3m)/A;. 
I 
Remark: The importance of this theorem is that we can use it to estimate the 
proper value of k so that the SWOP P2P network has a better object lookup 
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performance than other structured P2P network. We will illustrate this in 
later experimental section. 
5.2 Average time used for replicating item to 
all clusters in SWOP 
In this section, we present the mathematical derivation of the average time of 
replicating a popular object to all clusters in a SWOP overlay P2P network. 
We model the spreading process by a continuous time Markov chain (CTMC). 
S W O P network: Let M be the CTMC representing the replication dynamics 
of a SWOP overlay network. The SWOP overlay network has N nodes. The 
CTMC M has a state space of S such that S = {1,2, • • •，m}, where m is 
the number of clusters in a SWOP P2P network. State i in M represents 
that the popular object has already been replicated to i nodes in the SWOP 
network. Since the source node contains and manages the popular object 
initially, the initial state of the CTMC M is in state 1. Define Xi as the 
number of requests needed within a time period r so that the source node 
of the popular object will start replicating the popular object to all its long 
links neighbors (e.g., Ai = X I / T ) . After receiving the popular object, these 
neighboring nodes become replicated nodes. Similarly, define X2 as the number 
of object requests needed for a replicated node to start replicating the popular 
object to all its long links neighbors Let A be the request rate of the popular 
object from each node in a SWOP P2P network. The rate of replicating a 
popular object from the source node is A ,^ which is equal to: 
� - l)Ar)厂 
A厂 ( T V - 1 ) A 1 - [ ^ — . 
- i=o h -
Similarly, let C represents the average number of nodes within a cluster. The 
rate of replicating a popular object from a replicated node is A ,^ which is equal 
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to: 
- i = 0 3. -
Let Q be the infinitesimal rate matrix of M and we denote the element 
in Q as 仏山 which is the transition rate from state i to state j, for G 
{ 1 , 2 , . . . ,m}. Assuming that a replicated node will cache the object for an 
average time of 1/^. Let = A^  and Ui = Xr for i G { 2 ’ . . . ,m} . The 
transition rate matrix of Q can be specified by the following transition events: 
Object deletion event: 
= ifx for 1 < z < m (5.2) 
Object replication event: we have two cases to consider: 
Case 1: for state i € if {i + ik) < m: 
‘rrn^y-irLyk-U-i) [f k < j < (iik) 
V m ‘ ^m' ^ — J — \ J . . 
qi’j = ^ . 0 otherwise. 
\ 
Case 2: for state z G 5 , if (i + ik) > m: 
Eji+ik) ( m-i ) m — 丄 j = 爪 x=m \ m ^ ^m' 义 」— 
qij = if A； < j < (i + ik) (5.4) 
0 otherwise. 
Once the rate matrix Q is specified, one can derive the average time to 
replicate a popular object to all clusters in a SWOP P2P network using the 
theory of fundamental matrix in Markov Chain [2, 14 . 
We first transform the rate matrix Q to a discrete time transition proba-
bility matrix P by using the iiniformization technique [2, 14] such that P = I 
+ Q/A, where I is an identity matrix and A is a maximum absolute value for 
all entries in Q. Since we want to find the average time it takes to replicate 
a popular object, then one can consider the state m in M as an absorbing 
state, e.g., this is the state wherein the popular object has been replicated to 
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all clusters in a SWOP network. Let Pc be the square matrix which is equal 
to P except we remove the last row and column (e.g, the absorbing state m) 
from P. The fundamental matrix M can be calculated using 
oo 
t = 0 
Let E[Tc] be the average time to replicate the popular object to all clusters in 
a SWOP network given that only one node (or cluster) has the popular object 
at time t = 0. We can compute E[Tc\ by: 
E[T,] = ( £ ) e i M l T (5.6) 
where ei is a row vector of zero except the first entry being 1 and 1 is a row 
vector of all I's. 
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Chapter 6 
Related Work 
The small world phenomenon was first observed by Milgram[10] and he dis-
covered the interesting six degrees of separation in social network. Kleinberg 
6, 7] provided the theoretical framework in analyzing graphs with small-world 
properties. In [3], authors studied the broadcast mechanism of communication 
in a small-world network. In [1], authors presented the condition of switch-
ing from a regular lattice to a small-world graph. In [21], authors proposed a 
scheme of storing data in an unstructured P2P network such as Freenet so that 
the P2P network may exhibit some of the small-world properties. Comparing 
to our work, our proposal is concentrated on structured networks which use 
consistent hashing function. Moreover, we apply it to resolve the dynamic 
flash crowd problem which is not applicable in an unstructured P2P network 
because an object can be stored in many different nodes. In [5], authors pro-
posed to form a small-world P2P network for scientific communities. However, 
the detail of creating and managing a small-world P2P network was not clearly 
specified. 
Recent research work on structured P2P network can be found in [9, 15, 18, 
22]. The main feature of these work is to provide some form of data/topological 
structure for an overlay network so as to efficiently lookup a data object with-
out generating a lot of query traffic. Comparing to our work, the SWOP 
protocol provides a better performance in object lookup and we propose an 
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efficient way to "replicate" popular and dynamic objects and as a result, it 
helps the system to resolve the dynamic flash crowd problem. Ulysses[8] is 
a structured P2P based on the concept of butterfly network and shortcut in-
tuition. The proposed P2P protocol achieves a low number of link traversal 
for performing an object lookup. However, the performance depends on a sta-
ble topology. If a query is routed between nodes which are doing a join or a 
leave operation, the performance is not known. Moreover, it considers only 
moderate traffic and does not address how to resolve heavy traffic workload 
like the flash crowd scenarios. In comparison, the proposed small-world P2P 
network can achieve a low number of link traversal for object lookup and one 
can also take the advantage of the high cluster coefficient effect to handle the 
dynamic flash crowd problem. For the Chord project, the Cooperative File 
System was proposed for a new peer-to-peer read only storage system, which 
helps to handle the flash crowd problem. But it has a large storage overhead 
to store the file information. In our small-world P2P network, it only requires 
a small amount of additional data storages of 0 (G+k) routing table entries to 
handle flash crowd problem. 
In [17], the authors proposed a protocol to handle the static flash crowd 
problem on a P2P network. An elegant analysis of the static flash crowd 
problem was presented in [16]. Our work focuses on the dynamic flash crowd 
problem since many popular objects may have a time varying content. 
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Chapter 7 
Conclusion 
The small-world effect is an active field of research in social sciences, Physics 
and Mathematics. A small-world graph has two important properties: low 
average hop distance between two randomly chosen nodes and high clustering 
coefficient. In this paper, we propose a set of protocols to create and manage a 
small-world structured P2P network. We show that the proposed small-world 
P2P network contains both a small average hop distance and a high cluster-
ing coefficient properties. We demonstrate how the low average hop distance 
between two random chosen nodes can reduce the number of link traversal for 
object lookup. A high clustering coefficient provides the，，potential" advan-
tage to handle the flash crowd problem. We propose a protocol to replicate 
popular and dynamic object so as to handle the dynamic flash crowd problem. 
Experiments were carried out to compare the performance of the proposed 
small-world P2P network with other structured P2P system (e.g., Chord). We 
show that the small-world P2P network has a lower object lookup latency and 
can satisfy many users who are requesting for the popular object. 
61 
Bibliography 
[1] A. Barrat and M. Weight. On the properties of small-world network 
models. The European Physical Journal, 13:547-560, 2000. 
[2] U. Bhat. Elements of applied stochastic processes. John Wiley & Son, 
New York, 1984. 
[3] F. Cornelias and M. Mitjana. Broadcasting in small-world communication 
networks. Proc. 9th Int. Coll. on Structural Information and Communi-
cation Complexity, 13:73-85, 2002. 
[4] p. Erdos and A. Renyi. On the evolution of random graphs. Publ. Math. 
Inst. Hung. Acad. ScL, 5:17-60, 1959. 
[5] A. lamnitchi, M. Ripeanu, and I. Foster. Locating data in (small-world?) 
peer-to-peer scientific collaborations. First International Workshop on 
Peer-to-Peer Systems，Cambridge, MA., March, 2002. 
.6] J. Kleinberg. Navigation in a small-world. Nature, 406:845, 2000. 
7] J. Kleinberg. The small-world phenomenon: an algorithmic perspective. 
Cornell Computer Science Technical Report, pages 99-1776, 2000. 
[8] A. Kumar, S. Merugu, J. J. Xu, and X. Yu. Ulysses: A robust, low-
diameter, low-latency peer-to-peer network. IEEE International Confer-
ence on Network Protocols, 2003. 
62 
[9] D. Malkhi, M. Naor, and D. Ratajczak. Viceroy: A scalable and dynamic 
emulation of the butterfly. 
10] S. Milgram. The small world problem. Psychology Today, 2:60-67, 1967. 
11] C. Moore and M. E. J. Newman. Epidemics and percolation in smallworld 
networks. Phys. Rev. E； 62, 2000. 
[12] M. E. J. Newman, I. Jensen, and R. M. ZifF. Percolation and epidemics 
in a two-dimensional small world. Phys. Rev. E65, 2002. 
[13] M. E. J. Newman and D. J. Watts. Renormalization group analysis of the 
small-world network model. Phys. Lett A, 263:341-346, 1999. 
[14] E. Parzen. Stochastic processes. Holden-Day, San Francisco, California, 
1962. 
[15] A. Rowstron and P. Dmschel. Pastry: Scalable, distributed object loca-
tion and routing for large-scale peer-to-peer systems. 18th IFIP/ACMInt. 
Conference on Distributed System Platforms, pages 329-350, Nov,2001. 
[16] D. Rubenstein and S. Sahu. An analysis of a simple p2p protocol for 
flash crowd document retrieval. Columbia University, Technical report 
EE011109-1, November, 2001. 
[17] A. Stavrou, D. Rubenstein, and S. Sahu. A lightweight, robust p2p system 
to handle flash crowds. IEEE ICNP, November, 2002. 
[18] I. Stoica, R. Morris, D. Karger, F. Kaashoek, and H. Balakrishnan. Chord: 
A scalable Peer-To-Peer lookup service for internet applications. ACM 
symposium on Principles of distributed computing, pages 149-160’ 2002. 
19] D. Watts. Small-worlds: The dynamics of Networks between order and 
randomness. Princeton University Press, 1999. 
63 
[20] D. Watts and S. H. Strogatz. Collective dynamics of 'small-world' net-
works. Nature, 393:440-442, 1998. 
[21] H. Zhang, A. Goel, and R. Govindan. Using the small-world model to 
improve freenet performance. Proc. IEEE Infocom, 2002. 
[22] B. Y. Zhao, J. Kubiatowicz, and A. D. Joseph. Tapestry: An infrastruc-
ture for fault-tolerant wide-area location and routing, pages Tech. Report, 
UCB/VSD-Oi-1141, U.C. Berkeley, 2001. 
64 
• 
i i B i i i i i 
oomMbOSS 
