Let G be a domain in the complex plane C bounded by a rectiable Jordan curve Γ, let z0 ∈ G and let ϕ0 be the Riemann conformal map of G onto Dr := {w ∈ C : |w| < r}, normalized by ϕ0 (z0) = 0, ϕ 0 (z0) = 1. In this work the simultaneous approximations of ϕ0 and its derivatives by Bieberbach polynomials are investigated. The approximation rate in dependence of the smoothness parameters of the considered domains is estimated.
Introduction
Let G be a domain in the complex plane C bounded by a rectiable Jordan curve Γ, let z0 ∈ G and let ϕ0 be the conformal map of G onto Dr := {w ∈ C : |w| < r}, normalized by ϕ0 (z0) = 0, ϕ 0 (z0) = 1.
The Bieberbach polynomials πn for the pair (G, z0) are dened as the polynomials that minimize It is easy to verify that Bieberbach polynomials have so called the minimization property (see, for example, [15] or [11] ), expressed as
.
Hence, by a familiar theorem (see, for example, [10, p.17] ) on the completeness of algebraic polynomials in L 2 (G) (in the space of analytic functions f in G with f L 2 (G) < ∞), due to Farrel and Markushevich
which implies that
for z ∈ G and uniformly on compact subsets of G.
The polynomials πn admit the representations
with respect to the area orthonormal polynomials Q k over G, which can be eectively determined by the Gram-Schmidt orthonormalising process. Therefore, Bieberbach polynomials can be used for the approximate construction of the conformal map ϕ0. This is actually, because the Riemann conformal map theorem states only the existence of the conformal map and only for some special domains this map has an explicit analytical expression.
Concerning the uniform convergence of Bieberbach polynomials on G, it should be pointed out that rst result in this direction was obtained by M. V. Keldych in [15] . In this paper the author proved that if Γ is a smooth curve with bounded curvature, then for every ε > 0 there exists a constant c = c(ε) > 0 such that
In [15] M. V. Keldych also constructed an example of a domain G, for which the appropriate sequence of Bieberbach polynomials diverges on G.
Further, S. N. Mergelyan in [16] showed that Bieberbach polynomials satisfy the inequality
for every ε > 0 and with some constant c = c(ε) > 0, whenever Γ is a smooth Jordan curve. Therefore, the uniform convergence of Bieberbach polynomials on G and the estimate of the error ϕ0 − πn G depend on the geometric properties of Γ. There are suciently many results about the uniform convergence of Bieberbach polynomials on G. In several papers (see for example: [21] , [19] , [18] , [4] , [6] , [5] , [11] , [13] , [14] , [2] ) various estimates of ϕ0 − πn G and sucient conditions on the geometry of Γ are given to guarantee the uniform convergence of Bieberbach polynomials on G.
It was rst noticed by S. N. Mergelyan [16] also the simultaneous approximation on G of the derivatives of conformal map ϕ0 by corresponding derivatives of Bieberbach polynomials, without any estimation on this approximation. In the mathematical literature, there are suciently many results on the simultaneous approximation of the functions and their's derivatives in the dierent function spaces by dierent approximation aggregates (see, for example [8] and [7] ). First and unique quantitative result on the simultaneous approximation of conformal map and its derivatives by Bieberbach polynomials was obtained apparently by P. K. Suetin [19] , in the case of Γ ∈ C(p, α), 0 < α < 1, i.e., when the natural parametrization z = z(s), 0 ≤ s ≤ mesΓ, of Γ is p times continuously dierentiable and z (p) (s) ∈ Lipα. This result can be formulated as
Theorem [19] Suppose that Γ ∈ C(p, α) with p = 2, 3, ... and 0 < α < 1. Then for every natural number
It is should be noted that if Γ ∈ C(p, α), 0 < α < 1, then by Kellogg-Warschawski's theorem [20] (see also, for example: [17, p. 49] ) the conformal map ϕ0 has the pth derivative, satisfying the Lipschitz condition of order α on G.
In this work, some improvements and generalizations of Suetin's estimation (1.2) on the simultaneous approximation of conformal map and its derivatives are obtained.
Main Results and Proofs
Main results of this work are the following theorems:
It is clear that this estimation is better than (1.2). Moreover, it is more general than (1.2), because it is valid also in the case of k = p − 1.
Theorem 2 Let Γ ∈ C(p, α) with p = 1, 2, ... and 1/2 < α < 1. Then there is a constant c = c(p) > 0 such that for each natural number n, n ≥ p
Theorem 3 If Γ ∈ C(p, α), with p = 1, 2, ... and 0 < α < 1, then there is a constant c = c(p) > 0 such that for each natural number n, n ≥ 2
This last estimation is well known (see, [19, p.86] ). But for the sake of completeness we shall give its proof which is dierent from the proof given in [19, p.86] . It improves Wu's [21] estimation
ln n n p+α−1/2 . We give some notations and auxiliary results, which are needed for the proofs of Theorems 1-3.
We denote by L 2 (Γ) the set of all measurable complex valued functions f on Γ such that |f | 2 is Lebesgue integrable with respect to the arclength, and by E 2 (G) the Smirnov class of analytic functions f in G. Each function f ∈ E 2 (G) has a nontangential limit almost everywhere on Γ and if we use the same notation f for these limits, then f ∈ L 2 (Γ). The spaces L 2 (Γ) and E 2 (G) are Banach spaces (see for example: [12] ) with respect to the norm
We dene the weighted Lebesgue space
and also the best approximation numbers
where inmum is taken over all algebraic polynomials pn of degree at most n.
According to Dynkin's result [9] , between the best approximation numbers εn(ϕ 0 )2 and E 0 n (ϕ 0 , 1/ ϕ )2 the following relation holds
For a given f ∈ E 2 (G) and ψ := ϕ −1 :
, the generalized modulus of smoothness of f . Let Γ is a smooth Jordan curve and let its tangent function ϑ(s), expressed as a function of arclenght s, satises the condition
where ω (ϑ, ·) is the modulus of continuity of ϑ. We use the following approximation theorem by polynomials in the Smirnov classes E p (G), 1 < p < ∞, proved in [3] , which in the case of p = 2 can be formulated as
If Γ satises the condition (2.2), then there are an algebraic polynomial Pn(z, f ) and a constant c > 0 independent of n, such that for every
For the proofs of the main results we apply a traditional method based on the extremal property of Bieberbach polynomials and also the inequality (2.1).
Proof of Theorem 1. Let 1 ≤ k ≤ p − 1. Since πn → ϕ0, n → ∞, for z ∈ G and uniformly on compact subsets of G, for any n ∈ N with n ≥ k and 2 j ≤ n ≤2 j+1 we have
Applying here the inequality
, we have
for the polynomial qn, best approximating ϕ 0 in the norm · L 2 (G) , we have that tn(z0) = 0 and t n (z0) = 1. Then
On the other hand, by the inequality
(see for example, [10, p.4, Lemma 1]), which holds for every analytic function f ∈ L 2 (G), we get
This last inequality together with (2.4) imply that
Hence, using the minimization property (1.1) of Bieberbach polynomials and (2.1) we have
and then for every natural number n ∈ N with n ≥ k and 2 j ≤ n ≤2 j+1 , by applying Theorem A in the case of f := ϕ 0 , we obtain that
It is well known [20] 
with some positive constants c8 and c9. Hence
By similar way we can show that
Using these estimations in (2.3) we obtain the required estimation
Proof of Theorem 2. The proof of Theorem 2 goes similarly to that of Theorem 1.
Proof of Theorem 3. As in the proof of Theorem 1 we obtain the estimation
Further applying Andrievskii's polynomial lemma [4] pn G ≤ c (ln n) 1/2 p n L 2 (G)
, which holds for every algebraic polynomial pn of degree at most n with pn(z0) = 0, and using the familiar method developed by Simonenko and Andrievskii, from (2.6) we obtain that ϕ0 − πn G ≤ c19 ln n n 
