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= diameter of the hemispherical turret T 0 = total temperature M = Mach number t = time OPD = optical path difference y + = nondimensional wall distance OPD rms = root mean squared of OPD ρ = density P = pressure ρ ∞ = freestream density P 0 = total pressure P b = exit/back pressure
I. Introduction
The propagation of laser beams through turbulent flows has been an important topic for many years, with applications ranging from missile defense, remote sensing, and imaging. An important aspect of these applications is determining the effective beam-on-target characteristics after the beam has propagated through both the near-field turbulent flow field of the vehicle and the far-field turbulent atmosphere. Near-field propagation or aero-optics maintains some similarities to the far-field (atmospheric) propagation, but due to the interactions between turbulence length scales, beam wavelengths, apertures and distances, the two often require different approaches to tackle. [1] [2] [3] [4] It is well known for aero-optics that the distortion of an optical wavefront is most severe when passing through a turbulent flow characterized by large-scale structures with strong density gradients. In addition, as the distortion is directly proportional to the density gradients, the magnitude of the problem becomes more challenging at high Mach numbers. These types of flows are inherently three-dimensional and unsteady at high Reynolds numbers and are often associated with separation.
A wall-mounted hemisphere immersed in a transonic crossflow exhibits large spatial and temporal density fluctuations in the shear layer and wake region, and is a highly three-dimensional, high-velocity, compressible flow field. This flow field is similar to the flow over a laser turret mounted to the fuselage of an aircraft. For a laser turret mounted to the fuselage of an aircraft, aero-optic distortion is a problem when the high-powered laser beam passes through the shear layer and the turbulent wake region. This wall-attached hemisphere flow field consists of an upstream flat-plate boundary layer, followed by a horseshoe/necklace vortex that forms just slightly upstream of the hemisphere near the junction of the hemisphere and the wall, as shown in Figure 1 . 5, 6 . The horseshoe/necklace vortex wraps around the bottom of the hemisphere and moves backward to the wake region. A separated shear layer extends from the top of the hemisphere as well as shedding vortices. These shedding vortices evolve into the turbulent wake downstream of the hemisphere. Shocks also can potentially form on top of the hemisphere at approximately 90º from the horizontal and are typically non-stationary. These complex flow physics pose challenges for computational fluid dynamics (CFD) to model the aberrating flows surrounding the optical apertures. The main goal of the current research was to use different CFD codes, including Loci-Chem, 7, 8 CFD++, 9 and Vulcan 10, 11 to evaluate their capabilities in predicting the aero-optics flow features. In addition, various turbulence models, such as two-equation turbulence models, DES (detached eddy simulation), and hybrid RANS/LES were tested to determine whether these solutions could predict the correct physics associated with the transonic flow over a hemispherical turret. These numerical simulations were compared with the experiments conducted at Auburn University. 12, 13 II.
Experimental Setup
The experimental configuration being simulated in this effort was examined in the Auburn University. A fixed wall wind tunnel was used for studying the flow field over a hemispherical turret at or near transonic speed, as shown in Figure 2 Throat section centerline of one of the sidewall plate. In addition, the test section had three optical access windows located at the bottom wall and sidewalls. Detailed descriptions of the experimental setup are documented by Reid, et al. 12, 13 Figure 2 Schematic of the transonic wind tunnel at Auburn University.
III. Numerical Method
Three-dimensional unsteady numerical simulations using Loci-Chem, 7, 8 CFD++, 9 and Vulcan 10, 11 codes were performed on the transonic flow over a hemispherical turret to compare with the experimental data conducted by Reid, et.al. 12, 13 The choice of these numerical codes was based on their capabilities in handling complex flow features, and their available turbulence models. For both Loci-Chem and CFD++ codes, unsteady RANS using two-equation turbulence model, DES, and hybrid RANS/LES were used in this study. DES (2-equation variant) model of Strelets was used in Vulcan.
Using OVERFLOW code, 14 Coirier, et al, 15 were able to capture the general flow physics for a subsonic flow over a turret, including the wake recirculation, necklace vortices, and the horseshoe vortex. In the early stage of this research, OVERFLOW was used to simulate the transonic wind-tunnel flow path, which did not include the hemisphere. The numerical solution compared well with the experimental wall-pressure data. However, to accommodate the capability of Vulcan code, the grid topology for the flow over the hemisphere did not consist of overlapping grids, which is required by Chimera overset grid approach 16 used in OVERFLOW. Since it will be difficult to make direct comparison of each CFD code with different grid topologies, therefore OVERFLOW was not used in this study.
For brevity, the numerical schemes and the discussions of the turbulence models for these CFD codes are omitted, which their detailed descriptions can be found in reference. [7] [8] [9] [10] [11] Note that among the CFD software tested in this study, only CFD++ (developed by Metacomp Technology, Inc.) is a commercial code. Table 1 summarizes the different CFD codes and turbulence models used in this study for the transonic crossflow over a hemispherical turret. Table 1 CFD codes and turbulence models used for the transonic crossflow over a hemisphere.
CFD code
Turbulence model
Initial/Boundary Conditions
The transonic wind tunnel at Auburn University 12,13 used a nominal M = 0.78 nozzle with an inflow total temperature (T 0 ) of 298.6 K. The test section had a square cross-sectional area of 10.16 cm X 10.16 cm. The numerical simulations modeled from the facility-nozzle plenum to the entrance of the test section to provide the appropriate inflow conditions for the test section ( Figure 2 ). This methodology avoids the use of ad-hoc profiles at the test-section entrance. However in the experiment, there was no measurement of the total pressure (P 0 ) at the entrance of the facility nozzle, or the exit pressure (P b ) before the wind tunnel throat section. Therefore the imposed P 0 at the transonic nozzle entrance and P b at the test section were based on trial-and-error approach to match the wall-pressure measurements along the side wall of the test section, which found to be P 0 = 227.25 kPa and P b = 148.5 kPa. Note that fixed P 0 and T 0 inflow conditions were used at the entrance of the facility nozzle for all the simulations, including DES and hybrid RANS/LES turbulence models allowing static pressure relaxation. A no-slip, adiabatic boundary condition was imposed on the solid walls using the wall-function treatment.
Computational Grid
The computational domain was limited in extent to include the region from the transonic nozzle to the entrance of the wind tunnel throat section to reduce the CPU time. Therefore, neither the wind tunnel throat nor diffuser sections were included in the simulations (Figure 2 ). The total number of grid cells with a structured topology was 53.7 million, with high grid density around the hemisphere to ensure the numerical simulations could capture the lambda-shock structure as observed in the experiment, 13 as illustrated in Figure 3 . With the wall-function technique applied at the solid walls, the y + for the first cell above the wall around the hemisphere is less than 5. The maximum y + was as high as 65 located at the vicinity of the nozzle throat. a) Acetone PLIF Density b) numerical shadowgraph Figure 3 Lambda shock structure from (a) experiment and (b) CFD using Loci-Chem.
Data Sampling
Converged steady-state solutions were used to initiate the time-accurate simulations for the unsteady RANS (URANS), DES and hybrid RANS/LES. The time-step used in these simulations was 10 -6 s, which was based on the minimum x-direction grid spacing divided by freestream velocity (t ≈ 3.8 x 10 -6 s). In addition, ten subiterations were used per global time step. Based on the experimental result, 12,13 the vortex-shedding frequency was approximately equal to 3 kHz. The unsteady simulations were run to 20 ms (~60 cycles) to allow the initial starting transient to decay, then the data were sampled at a rate of 20 µs for the following 2 ms. However for the Loci-Chem using DES, the simulation was extended to 4 ms to observe the periodicity of the flow field. 
IV. Results
The numerical results include comparisons of wall-pressure measurements, instantaneous density images, and OPD with the experiment conducted at Auburn University. 12, 13 The numerical simulations were performed using the unsteady RANS (URANS) to determine whether the two-equation turbulence models, such as Menter SST in Loci-Chem and cubic κ-ε turbulence models using CFD++, could predict the unsteady flow features associated with the shear layer fluctuations behind the hemispherical turret. URANS simulations are considered to be more cost-effective than DES and hybrid RANS/LES, in terms of CPU time. However these models are known to overdamp some unsteady flow features. Figure 4 shows the comparisons of the instantaneous vorticity contours from the experiment 12, 13 and numerical simulations. Loci-Chem predicted the fluctuation in the shear layer (Figure 4b ), however the result did not show any distinct vortex shedding, as reported in the experiment (Figure 4a ). On the other hand, CFD++ produced a very steady shear-layer flow structure as depict in Figure 4c , which could be due to the high damping effect from the cubic κ-ε turbulence model. The level of unsteadiness in the flow field from the numerical simulations could be observed from the wall-pressure distributions along the center of the side wall, as shown in Figure 5 . From the 2 ms data collected using Loci-Chem, the result showed the fluctuations of the wall pressure (Figure 5a ), which indicated the unsteady of the flow field. However, the solution did not show the rolling vortex structures. The simulation from CFD++ displayed no variation in wall pressure with respect to time, suggesting that the flow was steady (Figure 5b) . Overall, the averaged wall-pressure distribution from the Loci-Chem simulation agreed well with the experimental data, indicating that the prescribed inflow P 0 and P b at the exit of the test section would be consistent with the experiment. Note the experimental data was obtained during the time intervals when the stagnation pressure was constant at the beginning of the test section during the run. Higher fidelity turbulence models, including DES and hybrid RANS/LES were used to examine their capability to predict the unsteadiness of the shear layer and the vortex shedding associated with the hemispherical turret. Using CFD++ code, neither DES nor hybrid RANS/LES simulations captured the vortex-shedding flow characteristics. In addition, both models showed similar trends. Therefore the solution from the hybrid RANS/LES was used for comparison. Figure 6a shows an instantaneous image of the vorticity contours, where the vortex appeared to be dissipated downstream of the hemisphere and did not form a distinct rolling motion. The wall-pressure distribution along the side wall indicated that the solution predicted some level of unsteadiness in the vicinity of the hemispherical turret, as illustrated in Figure 7a . However, the CFD++ simulations were not able to capture the general flow physics associated with the hemisphere indicated by the experiments.
A simulation using the Vulcan code with the DES turbulence model was attempted to represent the transonic flow over the hemispherical turret. The result showed a certain level of oscillation in the shear layer region, however the vorticity dissipated rapidly downstream of hemisphere, as shown in Figure 6b . The unsteady flow field was picked up in wall-pressure distribution, as depicted in Figure 7b . After performing detailed analysis of the solution, it was discovered that the blending function in the DES model was not activated. 17 Therefore, the current result was a representation of an unsteady RANS simulation. Further effort is underway to improve the DES capability in Vulcan. a) CFD++ with hybrid RANS/LES b) Vulcan with DES Figure 6 Instantaneous vorticity contours using CFD++ and Vulcan. Loci-Chem simulations using DES and hybrid RANS/LES turbulence models were performed to predict the flow physics around the hemispherical turret. Figure 8 shows the instantaneous vorticity contours from both turbulence model simulations, which exhibited the shear-layer oscillations and rolling motion of the vortices, as observed in the experiment data (Figure 4a ). The unsteadiness within the wall pressure distributions along the center of the side wall was predicted by both models, as illustrated in Figure 9 . In addition, the numerical results followed a similar trend as compared to the experimental data. As mentioned early, the simulation using DES model was run to 4.0 ms to ensure that the flow is statistically steady or periodic. Figure 10 shows the time history of the wall pressure at x/D = 0 at the center of the side wall, which indicated the periodicity of the flow field. The oscillation of the shear layer appeared to be caused by the feedback mechanism of the vortex shedding, as depicted in Figure 11 . The pressure contours are shown on the wall surface, and the numerical shadowgraph is on the centerplane. Note the numerical shadowgraph was computed based on the density gradients, defined as
As the vortex rolled up downstream of the hemisphere (Figure 11a) , it pushed the shear layer upward away from the hemisphere, which pushed the shock upstream (Figure 11b-d) . As the vortex structure behind the wake region diminished, the shear layer would fluctuate downward towards the hemisphere, then another shock structure on top of the turret would start to form, as illustrated in Figure 11e . As a new vortex started to form behind the hemisphere, a larger separation region was created and enhanced the shear layer fluctuation. In other terms, this flow feature would repetitively generate a lambda shock structure on top of the hemisphere (Figure 11f ). Although this solution was based on the DES model, hybrid RANS/LES simulation showed similar flow behavior.
Comparisons of the instantaneous density images were made between Loci-Chem simulation using DES and the experiment data, as shown in Figure 12 . Overall, the numerical simulation was able to capture the main flow features as observed by the experiment, such as the rolling motions of the vortex (Figure 12a and Figure 12e) , and the wake structures behind the hemisphere (Figure 12b-d) . Note, the density for the numerical simulation was normalized by ρ ∞ = 2.06 kg/msimulations underpredicted the values between 0 < x'/D < 0.17. This discrepancy could be due to absence of flow structures in the shear layer region of the simulations. In order to improve the numerical predictions, one approach is to increase the grid resolution near the shear layer and the wake region. The other technique which could potentially improve the simulations is to change the wall-treatment boundary condition from wall-function to solve-to-the-wall methodology. These issues will be investigated in the future effort. Approved for public release, distribution is unlimited. Approved for public release, distribution is unlimited. Approved for public release, distribution is unlimited. Figure 14 Temporal OPD comparisons between experiment and Loci-Chem.
V. Conclusions and future work
Numerical simulations were performed using three different CFD codes, including Loci-Chem, CFD++ and Vulcan, to predict the transonic crossflow over a hemispherical turret. Unsteady RANS, DES and hybrid RANS/LES turbulence models were used to determine the ability to capture the flow physics, such as shear layer fluctuations and vortex shedding. The numerical results were compared with the experiment conducted by Auburn University, in terms of wall-pressure distributions, density images and OPD. In general, the numerical simulations were able to match wall-pressure distributions, and followed the trends within the experimental data.
Unsteady RANS simulations were performed using Loci-Chem with Menter-SST, and CFD++ with a cubic κ-ε turbulence model. Although Loci-Chem was able to predict shear-layer oscillations behind the hemispherical turret, the solution did not show any distinct rolling motion of the vortex shedding as observed in the experiment. On the other hand, CFD++ produced a very steady shear-layer flow feature. These results indicated that the unsteady RANS overdamps the unsteady flow structures behind the hemisphere.
Using the CFD++ code with either DES or hybrid RANS/LES turbulence models, both simulations could not capture the vortex shedding flow characteristics. With the Vulcan code, the blending function in the DES turbulence model was not functioning correctly, therefore the solution was showing a representation of an unsteady RANS simulation. Due to the lack of capturing the flow features associated with the hemispherical turret, these solutions were not used to compute the OPD and compare with the experimental data.
Both DES and hybrid RANS/LES turbulence models in Loci-Chem code were able to predict the shear layer fluctuation and the rolling motion of the vortex shedding, which observed in the experiment. Quantitative comparisons, in terms of instantaneous OPD and OPD rms , were made between the numerical simulations and experiment data. The instantaneous OPD showed good agreement between CFD and experiment, however both models underpredicted the OPD rms at x'/D < 0.17. This discrepancy could be due to some flow structures not being captured near the shear layer region.
The ongoing research is to improve the numerical prediction using Loci-Chem. One method is increase the grid resolution within the shear layer and the wake region. The other technique is to change the wall-treatment boundary condition from wall-function to solve-to-the-wall methodology. In addition,
