We study the problem of the amount of information required to perform fast broadcasting in tree networks. The source located at the root of a tree has to disseminate a message to all nodes. In each round each informed node can transmit to one child. Nodes do not know the topology of the tree but an oracle knowing it can give a string of bits of advice to the source which can then pass it down the tree with the source message. The quality of a broadcasting algorithm with advice is measured by its competitive ratio: the worst case ratio, taken over n-node trees, between the time of this algorithm and the optimal broadcasting time in the given tree. Our goal is to find a trade-off between the size of advice and the best competitive ratio of a broadcasting algorithm for n-node trees. We establish such a trade-off with an approximation factor of O(n ), for an arbitrarily small positive constant . This is the first communication problem for which a trade-off between the size of advice and the efficiency of the solution is shown for arbitrary size of advice.
Introduction

The Background and Related Work
The impact of available information about the network on the efficiency of communication algorithms is an important and well studied problem. In [3] the authors showed a trade-off between the radius within which each node knows the topology of the network and the message complexity of broadcasting in the message passing model. In the case of radio networks, two parallel streams of research concerning communication algorithms have been recently very active: one assuming full knowledge of the network (centralized communication) and the other assuming that each node knows only its own label (ad hoc networks). Existing results concerning broadcasting time in radio networks show a significant difference between these two scenarios [2, 6, 8, 24] . In [10, 11] the authors studied how broadcasting time in geometric radio networks depends on the knowledge radius within which nodes know the positions and ranges of other nodes. Another network problem for which the impact of information on the efficiency of algorithms has been studied is network exploration, both in the anonymous [4] and in the labeled [9] setting. More generally, relations between knowledge concerning the environment and solution efficiency have been investigated in many areas of distributed computing: in [13, 25] a lot of impossibility results and lower bounds for distributed computing are surveyed, many of them depending on whether or not the nodes are provided with partial information concerning the topology of the network.
In the above papers information about the network was of some particular kind, ranging from a numerical parameter, like (an upper bound on) the size of the network or its diameter, to the topology of the network within some radius from a node, and finally to the entire topology of the network which in fact makes distributed algorithms equivalent to centralized ones. Providing nodes with information of arbitrary type that can be used to perform network tasks more efficiently has been proposed in [1, 7, 14-21, 29, 30] . This approach was referred to as algorithms using informative labeling schemes, or equivalently, algorithms with advice.
The paradigm of network algorithms with advice can be described as follows. A priori, nodes of the network know only their own label and are able to distinguish ports leading to incident links. All other information about the network is coded as advice. An oracle knowing the entire network can give some strings of bits (advice) to some nodes (or to mobile agents in the case of exploration problems). Then a distributed algorithm is executed without knowing in which network it operates, using the provided advice. The total number of bits given by the oracle is the size of advice. Several authors studied the minimum size of advice required to solve the respective network problem in an efficient way. Thus the framework of advice permits to quantify the amount of information needed for an efficient solution of a given network problem, regardless of the type of information that is provided.
However, in all papers concerning the advice paradigm, the minimum size of advice was established only at some fixed level of efficiency of an algorithm solving the given problem, or the efficiency of an algorithm was studied for a given size of advice. In [7] it was shown that giving appropriate 2-bit labels to nodes of a graph allows a robot to explore all graphs, and that with 1-bit labels a robot can explore all graphs of bounded degree. In [21] , given a distributed representation of a solution for a problem the authors investigated the number of bits of communication needed to verify the legality of the represented solution. In [15] the authors compared the minimum size of advice required to solve two information dissemination problems using a linear number of messages. In [16] the authors established the size of advice needed to break competitive ratio 2 of an exploration algorithm in trees. In [17] it was shown that advice of constant size permits to carry on the distributed construction of a minimum spanning tree in logarithmic time. In [14] the authors established lower bounds on the size of advice needed to beat time (log * n) for 3-coloring of a cycle and to achieve time (log * n) for 3-coloring of unoriented trees. It was also shown that, both for trees and for cycles, advice of size (n) is needed to 3-color in constant time. In the case of [29] the issue was not efficiency but feasibility: it was shown that (n log n) is the minimum size of advice required to perform monotone connected graph clearing. Finally, in [19] the authors studied radio networks for which it is possible to perform centralized broadcasting in constant time. They proved that O(n) bits of advice allow to obtain constant time in such networks, while o(n) bits are not enough. The problem of showing an exact trade-off between the size of advice and the time of radio broadcasting has been left open.
Hence, if we consider the curve representing the dependence of the cost of solving a network problem (measured by time, by the number of messages, by the competitive ratio, etc.) on the size of advice, each of the above papers plotted only one or two points on the respective curve. Since such a curve represents the trade-off between available information and the efficiency of solving a given network problem, it is natural to ask for the entire curve, or at least for its approximate shape: the shape of the curve shows how sensitive to information the given problem is. The concept of information sensitivity was introduced in [14] : a problem is information sensitive if few bits of advice suffice to drastically improve the efficiency of solving it. Since the authors of [14] proved a very large lower bound on the size of advice needed to improve time of 3-coloring in cycles, as compared to the time without advice, they concluded that this problem is information insensitive. Such a conclusion from only two points plotted in the curve is rare: it is justified only if (as in the case of 3-coloring of cycles), a large left segment of the curve is flat. In general, in order to learn how sensitive to information is a given network problem, we have to establish an approximate shape of the whole curve by giving close upper and lower bounds on the solution cost for all sizes of advice. The present paper is the first to accomplish this for one of the basic problems in network communication: the broadcasting time in trees.
The Model and The Problem
We consider the basic communication task of broadcasting in trees. The source located at the root of a tree has to disseminate a message to all other nodes. A tree is a natural structure to perform broadcasting: even if the underlying network is more dense, some precomputed spanning tree of it, for example a minimum spanning tree, is often used to broadcast, for economy reasons. We adopt one of the classic models in network communication, the synchronous one-port model (also called the whispering model) in which communication proceeds in rounds and every node can send an arbitrary message to at most one neighbor in a round. Moreover, only nodes that have already received the source message can transmit. The latter assumption makes broadcasting equivalent to waking up the network when in the beginning only the source is awake and other nodes are dormant. This assumption has been also used for other models of communication (cf. e.g., [23, 26] ).
In the one-port model a broadcasting algorithm in a tree is defined as a set of permutations of port numbers. Each permutation defines the order in which the corresponding internal node informs its children, in consecutive rounds, starting in the round immediately following its wakeup. In particular, we exclude algorithms with lazy or redundant behavior (an internal node v keeping silence or informing the same node more than once before informing all its children).
Broadcasting in the one-port model has been extensively studied in the literature. It is known that the problem of finding a minimum time broadcasting scheme for arbitrary graphs (with total information about the graph) is NP-hard. Approximation algorithms for this problem were studied by numerous authors: in [22] an additive approximation with approximation summand O( √ n) was given, and [12] gave the first approximation algorithm with sublogarithmic multiplicative approximation factor. In [27, 28] it was shown that a minimum time broadcasting scheme for trees can be found in polynomial time (assuming full knowledge of the tree).
In this paper we are concerned with broadcasting in trees in the above described communication model, using advice. All nodes have distinct labels 1, . . . , n, where n is the number of nodes. (Our results remain valid if distinct node labels are taken from a set 1, . . . , N, where N ∈ O(n).) We assume that, a priori, each node knows only its own label and can perceive ports 1, . . . , d leading to its incident edges, where d is the degree of the node. As opposed to the previously cited papers on network algorithms with advice, we assume that the oracle can give advice not to all nodes but only to the root of the tree which is the source of broadcasting. In the case of the broadcasting task this is a natural assumption: it is easier to provide additional information about the network to one node only and, due to the nature of the broadcasting process and to the model assumptions, this information can be appended to the source message and be available at any node at the same time as the source message, hence as soon as the node is woken up and ready to use it. Formally, an oracle is a function O : T → F , where T is the set of all finite rooted trees and F is the set of finite binary sequences. The advice given by oracle O to the root of the tree T is the binary string O(T ). The length of this string is the size of advice.
Since we want to evaluate the quality of a broadcasting algorithm using advice of given size and working for arbitrary trees, we have to define the measure of quality that we adopt. Intuitively, we seek algorithms that are fast in the worst case. However, adopting as a measure, say, the worst-case broadcasting time on the class of n-node trees does not seem appropriate. Broadcasting time is n − 1 on a n-node line or on a n-node star, regardless of the chosen algorithm, not because the algorithm is inefficient or the advice too small but because these trees are intrinsically long to inform. Hence a more appropriate measure of quality of a broadcasting algorithm using advice but not knowing the tree should compare the time used by the algorithm to the optimal broadcast time that can be achieved using full knowledge of the tree. Given any broadcasting algorithm A we define the competitive ratio of A on the class of nnode trees as the maximum, over all n-node trees T , of the ratio A(T )/opt(T ), where A(T ) is the time used by the algorithm A to broadcast on T and opt(T ) is the optimal time to do it. This notion is similar to the competitive ratio used to evaluate on-line algorithms. In both cases, the performance of an algorithm lacking some essential knowledge about the environment is compared to that of an algorithm that has this knowledge: in the case of on-line algorithms, this knowledge concerns future events, and in the case of broadcasting in trees, it concerns the topology of the tree and its labeling.
Using the above defined notions the problem of measuring the impact of information on broadcasting time in trees can be formalized as finding the best competitive ratio of a broadcasting algorithm using advice of given size, for n-node trees.
Our Results
Our goal is to find a trade-off between the size of advice given by the oracle to the source of broadcasting and the best competitive ratio of a broadcasting algorithm for n-node trees. We establish such a trade-off with an approximation factor of O(n ), for an arbitrarily small positive constant . It turns out that for q bits of advice the best competitive ratio is approximately ( √ n) for q up to √ n, and it is approximately (n/q) beyond this threshold. More precisely, we show that for any advice of size q ≤ √ n, the competitive ratio of any broadcasting algorithm using this advice is (n γ ), for any γ < 1/2. On the other hand, any broadcasting algorithm (even without advice) has competitive ratio O( √ n). For larger advice, when q > √ n, we get a lower bound (n 1− /q) on competitive ratio, for an arbitrarily small positive constant , and we show an oracle giving advice of size q and an algorithm using this advice with competitive ratio O(n log 2 n/q). Hence, for any size q of advice, the gap between our upper and lower bounds on the corresponding best possible competitive ratio is O(n ). In terms of information sensitivity of broadcasting time in trees our results show that this problem is information insensitive for low size of advice (up to ( √ n)) and becomes information sensitive beyond this threshold.
We also study the minimum size of advice required to broadcast in optimal time (i.e., to achieve competitive ratio 1). In this case our bounds are tight. We prove that no constant competitive ratio can be achieved for advice of size in o(n), while O(n) bits of advice are enough to achieve competitive ratio 1.
Notation
Let T be a tree rooted at node r which is the source of broadcasting. Notions of children and parent of a node are used with respect to this rooted tree. The downdegree of an internal node v of T is the number of its children and it is denoted by δ(v). For any broadcasting algorithm A and any internal node v of T , we denote by A(v) the time taken by algorithm A to complete the broadcast on the subtree of T rooted at v. The time taken by the algorithm to complete the broadcast in the whole tree is A(T ) = A(r). We denote by opt(v) the optimal time to complete the For a given broadcasting algorithm A and a fixed n, we denote by cr (A, n) the competitive ratio of A for n-node trees. This is the maximum of A(T )/opt(T ) over all n-node trees T . We use log to denote the logarithm with base 2.
Lower Bounds
In this section we prove lower bounds on the competitive ratio of a broadcasting algorithm using advice of a given size. For this purpose we will use the following class of trees. A tree T with n = (k + 1)d + 1 nodes is called a (k, d)-tree, if and only if, it is of height k + 1 and has k + 1 internal nodes of down-degree d. We call special the internal nodes of T having a child that is not a leaf.
Notice that in a (k, d)-tree every internal node has exactly d children and at most one of them is an internal node. There are exactly k special nodes in a (k, d)-tree.
An instance of a (k, d)-tree is an assignment of a port p ∈ {1, . . . , d} leading to the non-leaf child at all special nodes (see Fig. 1 , where ports are numbered left to right). It follows that there are d k instances of a (k, d)-tree. A using o(k log d) bits of advice, for any α < 1 and for sufficiently large n, there exists a n-node (k, d)-tree T such that A(T ) is at least:
Lemma 2.1 For any broadcasting algorithm
Proof We will use the following combinatorial fact. 
Claim
because the number r of non empty bins can range from 1 to min(s, k), there are (a 1 , . . . , a k ) , where a i ≥ 0 is the number of leaves that the i-th special node (counting from the root) has informed before informing its only internal child. In other words, a i is the time spent by the i-th special node before informing its child corresponding to the largest subtree. It is easy to see that if I = I are given the same color, then σ (I ) = σ (I ). The total surplus corresponding to the surplus pattern (a 1 , . . . , a k ) is defined as s = a 1 + . . . + a k .
For a given color and a total surplus s, we say that an instance I causes this surplus if a 1 + . . . + a k = s, where σ (I ) = (a 1 , . . . , a k ) . Hence, for a given color, the number of instances causing the surplus s is at most T (s, k).
LetT (S, k) be the number of instances causing surplus at most S. We havẽ
and 
where we used the inequality x y ≤ ( xe y ) y . In order to show that with q ∈ o(k log d) bits of advice it is impossible to guarantee surplus at most S, it is enough to prove (for sufficiently large n):
because this will show that, using the provided advice, the number of instances causing surplus at most S is smaller than the total number of instances, and hence, for any algorithm using this advice, the adversary can choose one of the exceeding instances, thus causing the algorithm to exceed the surplus. Let C = e √ 2e and consider two cases:
• case 1: k ≤ d. If k is constant, the optimal broadcasting time in a n-node (k, d)-tree is in (n) and kd α is in o(n), hence the lemma is true. Suppose k → ∞. Let S ≤ kd α , for any α < 1. For sufficiently large n we have
because q ∈ o(k log d) and α < 1. This proves (5) in this case.
• case 2: d < k. If d is constant, the optimal broadcasting time in a n-node (k, d)-tree is in (n) and dk α is in o(n), hence the lemma is true. Suppose d → ∞. Let S ≤ dk α , for any α < 1. For sufficiently large n we have
This proves (5) in this case.
Corollary 2.1 Let k be in
√ n and in O(n γ ), where γ is any constant such that 1/2 ≤ γ < 1. For any broadcasting algorithm A using o(k log n) bits of advice, there exists a tree T , such that A(T ) ∈ (n β ) for any β < 1 and
Proof Recall that for a n-node (k, d)-tree we have kd ∈ (n). Thus, under the assumption k ∈ O(n γ ), it follows from Lemma 2.1 that, for any broadcasting algorithm A using o(k log n) bits of advice, for any α < 1 and for sufficiently large n, there exists a n-
It follows that A(T ) ∈ (n β ), for any β ≤ α < 1, thus proving the corollary.
Corollary 2.2 No broadcasting algorithm using o(n) bits of advice can achieve constant competitive ratio.
Proof Suppose that q ∈ o(n) and that there exists a broadcasting algorithm A with competitive ratio β ∈ (1) using q bits of advice. Let d be a sufficiently large constant and consider a (k, d)-tree T . Since opt(T ) ≤ k + d ≤ 2k, in order to guarantee constant competitive ratio we would need to guarantee a surplus S ≤ 2βk. We will show that not all instances of the (k, d)-trees can be accommodated within surplus S. Indeed, in view of (5), the number of instances that can be accommodated within surplus S is upper bounded by
Hence, applying the logarithm (and the substitution C = e √ 2e) we have
)-trees, the proof follows.
Upper Bounds
In this section we establish upper bounds on the best competitive ratio of a broadcasting algorithm using advice of given size. We do this by constructing an oracle which, for every tree, provides advice of given size, and an algorithm using this advice whose competitive ratio serves as the upper bound. For any size of advice, our upper bounds exceed the lower bounds from Sect. 2 by a factor O(n ), for an arbitrarily small positive constant . We start with the observation that √ n is an upper bound on the competitive ratio of any broadcasting algorithm for n-node trees. This upper bound is within the promised approximation ratio for advice of size up to √ n.
Lemma 3.1 The time of any broadcasting algorithm A (even using no advice) is at most h times larger than optimal on any tree of height h.
Proof Let T be a tree of height h, and let v be the last leaf informed by algorithm A. Let k be the length of the branch of v, and let d 1 , . . . , d k be the down-degrees of the internal nodes in this branch.
Lemma 3.2 The competitive ratio of any broadcasting algorithm
A for n-node trees (even using no advice) is at most √ n.
Proof Let T be any n-node tree and let h be its height.
On the other hand A(T ) ≤ n thus proving the lemma.
In order to get good upper bounds on competitive ratio of algorithms when the size of advice is large, we will use d-wise algorithms. A broadcasting algorithm A is dwise if, for every tree T and any node v of down-degree greater than d, node v informs first its child w for which A(w) = max{A(w ) : w child of v}. (The existence of a dwise algorithm is easily proved by induction on the height of the tree.) Hence a d-wise algorithm disregards the order of informing children of nodes of down-degree at most d, and for nodes of larger down-degrees it first informs the child that is the root of the "most expensive" subtree while disregarding the order of informing other children of such nodes. Intuitively, disregarding the order at nodes of small down-degree is a "wise" decision, as not much harm can be done even when the order of informing children of such nodes is completely wrong. Informing first the "most expensive" child while disregarding the order of other children at nodes of large down-degree limits the damage done at such nodes, even if the order of informing other children is wrong. It turns out that these two decisions permit to save a lot of advice bits while keeping the competitive ratio under control.
The following two lemmas concern d-wise algorithms. Lemma 3.3 gives an upper bound on the competitive ratio of d-wise algorithms, while Lemma 3.4 shows that there exist d-wise algorithms using relatively small advice.
Lemma 3.3 The competitive ratio of a d-wise algorithm for n-node trees is at most d log n.
Proof Let A be a d-wise algorithm. We prove the inequality A(T )/opt(T ) ≤ d log n by induction on the height of the tree. For any tree of height 1 the ratio on the lefthand side of the inequality is 1. As any tree of height 1 has at least 2 nodes, we have log n ≥ log 2 = 1.
By the inductive hypothesis, for any tree T with n nodes and height ≤ h, we can assume d log n ≥ A
(T )/opt(T ).
For any node v, let v M be a child of v that maximizes A(w ), over all children w of v. Moreover for any v of down-degree at least 2, let v m be the child of v that maximizes A(w ), over all children w = v M of v.
Let T be a n-node tree of height h + 1, with root r. We consider several cases:
We have
•
as n ≥ 4, because the tree has height at least 2 and an internal node of degree at least 2. Proof Consider a n-node tree T and a sequence ( 1 , p 1 ), ( 2 , p 2 ) The advice given to the root is a binary string of the form:
where the length of the representation of all i and p i is log n and stands for concatenation of sequences. Now we define an algorithm A using string S as advice. Any node v with label reads the unary representation of log n from S and searches for its label in S. Since the length of the representation of all i and p i is log n , this can be easily done. If 
The Trade-off Curve
In this section we summarize our results concerning the trade-offs between the size of advice and the competitive ratio of broadcasting algorithms using it. Corollary 2.1 and Lemmas 3.2, 3.3, 3.4 imply the following theorem
can be achieved for n-node trees, using q bits of advice; the best possible competitive ratio that can be achieved for n-node trees using q bits of advice is (n γ ), for any constant γ < 1/2.
If q > √ n, competitive ratio O( n log 2 n q ) can be achieved for n-node trees, using q bits of advice; the best possible competitive ratio that can be achieved for n-node trees using q bits of advice is (
Hence, up to a n -approximation factor, the best competitive ratio is ( √ n) for advice of size q ≤ √ n, and it is (n/q) for advice of size q > √ n. For a fixed n, the trade-off between the size of advice and the competitive ratio of broadcasting algorithms in n-node trees is represented in Fig. 2 in logarithmic scale, with an approximation factor of n , for any > 0. 
Information Cost of Optimal Broadcasting
In this section we study the size of advice needed to achieve time opt(T ) of broadcasting in any tree T (i.e., broadcasting with competitive ratio 1). As follows from Corollary 2.2, o(n) bits of advice are not sufficient to broadcast in optimal time in some trees. In fact, the class of (k, d)-trees requires advice of size (n) even to achieve constant competitive ratio. Below we show that advice of size O(n) is sufficient to broadcast in time opt(T ) in any tree.
The advice string for a given tree T is produced by the oracle performing a depthfirst visit of T starting at the root. For every internal node v, the order chosen during the visit of each subtree is given by the increasing order of port numbers. The advice string is produced during the visit by writing bit 1 when traversing an edge down the tree and writing bit 0 when traversing an edge up the tree. The string produced contains 2(n − 1) bits, as each edge is traversed twice.
Such a string contains the information needed to rebuild the tree topology preserving port numbers leading to children at all nodes. We would like to thank Flavio Chierichetti who pointed out this fact [5] .
An algorithm using such a string as advice and achieving optimal broadcasting time can be obtained as follows. The root, based on the advice string, reconstructs the topology of the whole tree T . Then it computes an optimal ordering to inform its children and informs them according to this ordering. The source extracts, for each subtree rooted at its child, the corresponding substring from the advice, and passes it to the corresponding child together with the source message. The process is then iterated considering each internal node as the root of its subtree. (See Fig. 3 for an example of the construction presented above.) Hence we can state the following theorem.
Theorem 5.1
The minimum size of advice sufficient to achieve optimal broadcasting time in any tree T is in (n). 3 Advice string for optimal broadcasting: the advice string is the one provided to the root; substrings of this string are passed down the tree to the internal nodes during the broadcast. Port numbers leading to children at each internal node increase left to right
Conclusion
We established trade-offs between the amount of advice given to the source and the best competitive ratio of a broadcasting algorithm in tree networks. Our results give the shape of the entire trade-off curve, but they are approximate: the gap between our upper and lower bounds on the best competitive ratio for a given size of advice is O(n ), for an arbitrarily small positive constant . A natural open problem is to tighten these bounds, ideally establishing the exact order of magnitude of the best competitive ratio for any size of advice. Our bounds on the size of advice guaranteeing optimal broadcasting time are tight. We proved that constant competitive ratio cannot be achieved with o(n) bits of advice, while competitive ratio 1 only requires 2(n − 1) bits of advice.
Another open problem concerns the way in which advice is provided. In our case the entire advice is given to the root of the tree which is the source of broadcasting. While this is a natural way to proceed in the case of broadcasting, it would be interesting to study how the results change when portions of advice can be given by the oracle to all nodes, as was done in other papers concerning network algorithms with advice. This way of giving advice, while more difficult to implement, could be potentially more efficient because it permits to save the bits identifying the node to which advice is given. However, we conjecture that the improvement of competitive ratio for a given size of advice, obtained in this way, would not be very significant.
