Introduction
Input shaping is a command filtering technique used to reduce motion-induced oscillation. It has been used to mitigate unwanted oscillation in cranes ͓1-4͔, coordinate measuring machines ͓5-7͔, satellites ͓8,9͔, micromilling machines ͓10͔, and long-reach manipulators ͓11,12͔.
Input shaping is implemented by convolving a sequence of impulses, called an input shaper, with a base line command ͓13,14͔. The convolution product, instead of the original base line command, is then issued to the system. For base line commands that reach a steady-state value and for correctly designed input shapers, a linear system will exhibit zero residual oscillation in response to the modified command. This scenario is illustrated in Fig. 1 . The original command ͑in this case a step͒ is modified by the two-impulse input shaper. Then, the shaped command actuates G. The result is zero residual oscillation.
The two-impulse input shaper used in this example is called a zero-vibration ͑ZV͒ shaper ͓13,14͔ defined in the time domain as
The symbol ␦͑t͒ is the Dirac delta function. The input shaper parameters A 1 , A 2 , and t 2 are functions of and n , the damping ratio, and natural frequency of G, respectively,
As illustrated in Fig. 1 , when a step command of magnitude H is modified by a ZV shaper, the resulting shaped command becomes a staircase command with a final magnitude of H. The ZV-shaped step command is significant because it represents a common actuating signal in input shaping applications. The oscillatory response of a plant to this command can be regarded as a performance benchmark for the ZV-shaped system in general. This is analogous to the step-response performance benchmark often used for noninput-shaped systems. For the reader interested in additional details related to input shaping theory, there are numerous references available in addition to those previously mentioned ͓15-19͔. While input shaping works effectively for linear systems, hard nonlinearities can significantly reduce the capacity of shaped commands to eliminate oscillation ͓20-22͔. This is because nonlinearities can corrupt input-shaped signals. This scenario is depicted in the block diagram of Fig. 2͑a͒ . The IS block is an input shaper, and G is a linear plant. Note that rather than the shaped signal, y s ͑t͒, actuating the plant, the signal, y d ͑t͒, corrupted by the deadzone block, actuates the plant. Figure 2͑b͒ illustrates how a ZVshaped step command can be corrupted by a dead-zone nonlinearity. The dead-zone element generates zero output within a region called the dead-zone. The upper and lower limits of the dead-zone are specified by Ϯd. As the severity of the dead-zone parameter, d, increases, so does the severity of the command corruption.
The detrimental effects of dead-zone on ZV-shaped step commands have been investigated ͓22͔. The study provided a theoretical framework for quantifying the oscillation induced into linear systems as a result of dead-zone. An inverse-dead-zone strategy for mitigating these oscillatory effects was also proposed. However, the robustness of the mitigation technique to uncertainties in the dead-zone parameter was not considered. 
Oscillatory Effects of Arbitrary Commands on Linear Plants
A straightforward approach to assessing the effects of various commands on a linear plant is to measure the amount of oscillation induced into the plant by the commands. By comparing the amount of oscillation caused by each command, a preference for one command over another can quickly be established.
To formalize this approach, consider the system shown in Fig.  3 . G represents a damped harmonic oscillator. The finite signal y np ͑t͒ is an arbitrary input issued to G, conforming to the following constraints:
Residual oscillation is the oscillation exhibited by a plant after the input has reached a steady-state value. The residual oscillation of G is shown with the dashed line in Fig. 3 . Residual oscillation can be represented in the phase plane by a vector R, defined as ͓23͔
The phase of R is equal to the phase shift of the residual oscillation. The magnitude of R is proportional to the amplitude of residual oscillation at time t f . More simply, ͉R͉ may be interpreted as the ratio between two numbers, P y np and P unit . P y np is the amplitude of residual oscillation, measured at time t f , that would be induced into G by the signal y np ͑t͒. Similarly, P unit is the amplitude of residual oscillation, measured at time 0, that would be induced into G by a unit step command. Thus,
The utility of the R-value is that it may be used as an indicator of the anticipated system vibration in response to an arbitrary command. For example, suppose that a given command yields R = 10. This would indicate that the amplitude of residual oscillation exhibited by the plant in response to the command would be ten times greater than that induced by a unit step command. An R-value of zero indicates that a system exhibits no residual oscillation in response to a given command. Often, this is the most desirable scenario. The R-value can be expressed in the Laplace domain as
Therefore, the magnitude of R is
The significance of Eqs. ͑7͒, ͑9͒, and ͑10͒ is that the oscillatory effects of an arbitrary signal ͑limited by the constraints in Eqs. ͑5͒ and ͑6͒͒ may be ascertained from either the integral of the signal's derivative or the Laplace representation of the signal evaluated at a particular value of s. This is a related result of an analysis conducted by Bhat and Miu in the time domain ͓24͔ and later by Park et al. in the digital domain ͓25͔. They demonstrated that a linear system exhibits zero residual vibration when the command signal has zeros at the system's flexible poles.
Detrimental Effects of Dead-Zone on ZV-Shaped Step Commands
One objective of this section is to apply the R-value analysis technique to ZV-shaped step commands that have been corrupted by dead-zone. The analysis will provide an understanding of how much oscillation is caused by dead-zone in ZV-shaped systems. This analysis is presented in Sec. 3.1. A second objective is to validate predicted effects experimentally. However, one challenge associated with experimental verification is isolating the oscillatory effects caused by dead-zone from other nonlinearities inherent to the experimental testbed. This difficulty is discussed in Secs. 3.2 and 3.3 for a 10 ton industrial bridge crane with deadzone and rate-limit nonlinearities. Finally, Sec. 3.4 presents experimental results from the crane. Figure 2͑b͒ previously illustrated how a ZV-shaped step command is corrupted by dead-zone. A piecewise formula for the corrupted command is
R-Value Analysis.
where 1͑t͒ is the Heaviside function. By forming the Laplace transform of Eq. ͑11͒ and then substituting the result into Eq. ͑10͒, one obtains the R-value representation of the oscillatory effects of dead-zone on the ZV-shaped step command:
is plotted with the solid lines in Fig. 4 . The different shades of solid lines are used to indicate the cases for different Because the amplitude of residual system oscillation varies directly with the magnitude of R, nonzero values of the solid lines indicate when the nonlinearity diminishes the vibration reducing properties of ZV-shaped commands. The amplitude of the induced oscillation is proportional to the magnitude of R for the given values of d and . The command that excites the maximum amount of residual oscillation is produced when the system has zero damping, and the value of d is half the value of H. When the dead-zone width, d, is equal to zero, the R-value is identically zero. This observation reveals the anticipated result that in the absence of dead-zone, the harmonic oscillator will not exhibit residual oscillation in response to shaped commands. Likewise, for values of d greater than H, R is also identically zero. However, this is because the system is not actuated and remains stationary.
For the purpose of comparison, a dashed line has been added to Fig. 4 . This line represents the oscillatory response caused by dead-zone when input shaping is not used. This scenario results when the IS block in Fig. 2͑a͒ is removed, and the input, x͑t͒, remains a step command of magnitude H. In this situation, the command actuating G is
When Eq. ͑13͒ is subjected to the R-value equation, one obtains
which is precisely the equation of the dashed line in Fig. 4 . The utility of the R-value plots shown in Fig. 4 is that they provide a concise quantitative description of the oscillatory effects of dead-zone on a harmonic oscillator. The magnitude of oscillation caused by step and ZV-shaped step commands is shown as a function of the system parameters, d and . It can be seen that dead-zone degrades the inherent vibration reducing properties of ZV-shaped step commands. Additionally, the dashed line provides a base line by which to judge the effectiveness of input shaping at reducing oscillation in the presence of dead-zone. Clearly, for values of d Ͻ H / 2, it is predicted that the input-shaped signals induce much less oscillation than the unshaped commands. Figure 5 shows a photograph of a 10 ton industrial bridge crane located at the Georgia Institute of Technology ͑Georgia Tech͒. This crane is actuated by ac induction motors and programmable variable-frequency drives. A block diagram of the crane actuation process is shown in Fig. 6 . The block, NP, represents the nonlinear functionality of the system drives and motors. This plant accepts velocity commands issued to the crane and converts the reference velocity to the actual velocity of the overhead trolley. A programmable dead-zone width, d, is associated with this block, as well as an inherent rate limit.
Experimental Procedure.
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The block, G, is a linear transfer function relating the velocity of the overhead trolley to the velocity of the suspended payload:
͑15͒
This model reveals that the linear portion of the system behaves like a damped harmonic oscillator. The damping ratio is approximately 0.01. The results of Sec. 3.1 predict that if ZV-shaped step commands are issued to the crane, then the dead-zone inherent to the drives and motors will degrade these commands, thus causing the payload to oscillate. A method to experimentally validate these results consists of the following four steps:
͑1͒ Issue a velocity step command of magnitude H to the system with the dead-zone parameter set to zero. Measure the magnitude of the residual payload oscillation in response to this command. This measurement is equal to H · P unit . This is illustrated in Fig. 7͑a͒ . ͑2͒ Similarily, issue ZV-shaped velocity step commands to the system. Measure P y np for different values of d. This is illustrated in Fig. 7͑b͒ . ͑3͒ Normalize the P y np values obtained in step 2 by H · P unit .
The resulting ratios, P y np / ͑H · P unit ͒, are equal to ͉R͉ / H by 2 Modern variable-frequency drives provide precise speed control of ac induction motors. They are capable of enforcing a variety of kinematic constraints on the driven motors through the use of embedded configurable parameters. While constraints such as dead-zone and rate limiting are configurable, the configured values are limited by the physical capability of the drive. For example, instantaneous speed change is not possible. This constitutes an upper threshold on rate limiting. Likewise, variable-frequency drives cannot actuate a motor at very low speeds. The lower speed limit constitutes a lower threshold on the programmable dead-zone width. Eq. ͑8͒. They represent the experimentally obtained oscillatory effects of dead-zone on ZV-shaped step commands. ͑4͒ Compare the measured values of ͉R͉ / H with the theoretical predictions of ͉R͉ / H previously plotted in Fig. 4 .
One attribute of this procedure is important to consider: Physical systems are incapable of instantaneously changing velocity. Therefore, the drives and motors cannot move the trolley with the infinite acceleration commands shown in Fig. 7 . Instead, velocity profiles will be issued to G that are consistent with the maximum achievable acceleration ͑rate limit͒ of the system. This scenario is illustrated in Fig. 8 . The slope of the velocity profiles is indicative of the rate limit inherent to the drives and motor plant, NP.
Because both rate limiting and dead zone are present in the system, the compound effects of these nonlinearities will be exhibited in the measurements of residual oscillation. Therefore, the amplitudes P unit and P y np that would be obtained in the case that infinite acceleration were possible will be replaced with P unit and P y np . These amplitudes are shown in Fig. 8 . A natural question arising from this circumstance is: Can measurements of P unit and P y np be used instead of P unit and P y np to validate the predicted effects of dead-zone?
Isolating the Effects of Dead-Zone.
To address the posed question, a ratio of P -values can be evaluated as the severity of the rate limit is varied. The desired ratio can be obtained through an R-value analysis because of the following equality:
R y np are the R-values for the rate-limited/dead-zone signals previously shown in Fig. 8͑b͒ , and R unit are the R-values for the ratelimited step command shown in Fig. 8͑a͒ .
R-Value Analysis:
The R-value for an arbitrary command, y np ͑t͒, acting on an undamped harmonic oscillator may be determined in the Laplace domain from ͉R͉ = ͉sY np ͑s͉͒ s=−j ͑17͒
Applying Eq. ͑17͒ to the rate-limited step command of Fig. 8͑a͒ results in
where
K is a nondimensional ratio that indicates the severity of the acceleration limit. It is the ratio between the period of oscillation for the harmonic system and the time required for the accelerationlimited step command to reach steady state. A large value of K indicates that the system is capable of achieving high accelerations. A small value of K indicates that the system is sluggish. Applying Eq. ͑17͒ to the rate-limited staircase commands of Fig. 8͑b͒ results in
The required ratio is obtained by dividing Eq. ͑20͒ by Eq. ͑18͒. The result is a scalar function of the dead-zone parameter, d, and the parameter describing the severity of the rate limit, K. The value of this ratio forms the surface shown in Fig. 9͑a͒ . Sections of the surface are shown in Fig. 9͑b͒ for various K values ranging from K =2 to K = ϱ. The case when K = ϱ is significant. This value of K results when the physical system is not restricted by a rate limit. Thus, the line corresponding to K = ϱ represents the oscillatory effects of pure dead-zone on ZV-shaped step commands without the influence of a rate limit. Notice that for values of K Ն 4, the corresponding lines are nearly indistinguishable from one another. The value of K for the Georgia Tech crane is approximately 8. This result indicates that the inherent acceleration limit of the crane is negligible and that
Therefore, given the light damping of the crane, the experimental procedure delineated in Sec. 3.2 can be used confidently to mea- Transactions of the ASME sure the oscillatory effects of dead-zone on ZV-shaped step commands.
Experimental Results.
The experimental procedure of Sec. 3.2 was implemented with the 10 ton crane. First, a step command was issued to the crane with the dead-zone parameter set to zero. The induced motion of the suspended hook was recorded by a machine vision system and later analyzed to obtain the residual oscillation amplitude of the motion, H · P unit . Second, a series of ZV-shaped step commands was issued to the crane; each command corresponded to a different dead-zone width. The dead-zone width was varied from d =0 to d = H ͑H being the maximum velocity of the crane͒. The system response for a typical trial is shown in the time plot of Fig. 10 . This plot shows the commanded velocity, trolley velocity, and payload swing for the trial when d was set to 25% of the maximum velocity. The swing amplitude, P y np , corresponding to each of the d-values tested, was measured. Normalizing these values by H · P unit resulted in the desired ratios.
The resulting ratios obtained from this experiment are plotted with the circles in Fig. 11 . For comparison purposes, the theoretical results for the undamped case are also plotted. The similarity between these two results validates that ͑1͒ dead-zone reduces the effectiveness of ZV-shaped commands in a significant and predictable manner and ͑2͒ the R-value analysis technique is a reliable tool for predicting such detrimental effects.
Dead-Zone Mitigation
The functional relationship between the input and the output of dead-zone is well understood and well documented ͓26͔. Approaches used throughout the literature to reduce the problems caused by this element utilize the dead-zone inverse function defined as
where d m is the modeled dead-zone value of the actual dead-zone width, d.
To reduce the effects of dead-zone on an input shaping system, an inverse-dead-zone element can be incorporated into the system in the manner depicted in Fig. 12 . The response of the inverse block to shaped commands is y m ͑t͒. From this block diagram, it is apparent that if the modeled dead-zone parameter, d m , is equal to the actual dead-zone parameter, d, then y d ͑t͒ is equal to y s ͑t͒ because the sequential dead-zone and inverse-dead-zone reduce to unity. In this scenario, the shaped signal, y s ͑t͒, acts directly on the linear plant, G, so that residual oscillation is eliminated. However, estimating the actual dead-zone width on a physical system may be difficult. Consequently, the robustness of the mitigation technique to uncertainties in the dead-zone width is considered in Sec. 4.1. The experimental results of the mitigation technique with an uncertain dead-zone width are presented in Sec. 4.2.
Robustness to Dead-Zone Width Uncertainties.
To determine the robustness of the inverse-mitigation approach on ZVshaped systems, one can consider how much oscillation is induced into a given system as a result of a specified uncertainty in the dead-zone width. To this end, consider y d ͑t͒, the signal acting directly on G. This signal is the result of a progression of command modifications to the original ZV-shaped step command, y s ͑t͒. The first modification is caused by the inverse-dead-zone block to produce y m ͑t͒. This signal is further modified by the actual dead-zone to produce y d ͑t͒. Figure 13 illustrates these modifications for different ranges of d. When d is small compared with H, the modified commands will look similar to those shown in Fig. 13͑a͒ . The solid line is the original ZV-shaped step command. This command is shifted upward by the inverse-dead-zone block by a value of d m , resulting in the command shown with the dashed line. This command is shifted downward by the dead-zone block by a value of d, producing the command shown with the dotted line. Figure 13͑b͒ shows a similar modification sequence, but for larger values of d.
The oscillation caused by y d ͑t͒ can be determined from an R-value analysis of this signal. Accordingly, the Laplace transform of the y d ͑t͒ signals shown in Fig. 13 can be substituted into Eq. ͑10͒ to obtain the R-value in terms of relative uncertainty in the dead-zone width:
where E is the relative uncertainty between d m and d: 
where D is the absolute uncertainty between d m and d:
is plotted for the undamped case with the dashed lines in Fig. 14 for various values of E. Both the horizontal and vertical axes are normalized to the value of H. Nonzero values on the vertical axis are proportional to the magnitude of residual oscillation caused by y d ͑t͒. The case when the dead-zone width is overestimated ͑E Ͼ 0͒ is shown in Fig. 14͑a͒ . The case when the dead-zone width is underestimated ͑E Ͻ 0͒ is shown in Fig. 14͑b͒ . For comparison purposes, the R-value plot for the undamped case previously shown in Fig. 4 is also plotted in Fig. 14 with the solid line. This line represents the oscillation caused by dead-zone when no mitigation is used. Thus, Fig. 14 concisely describes the robustness of the inverse-mitigation approach in terms of relative uncertainty by representing the oscillation a given dead-zone uncertainly would produce.
Notice that the line corresponding to zero relative uncertainty indicates the anticipated result that residual oscillation will be completely eliminated for all dead-zone widths. As the relative uncertainty increases, so does the anticipated oscillatory response.
A robustness graph derived in terms of absolute uncertainty is shown in Fig. 15 , where Eq. ͑28͒ is plotted for several different damping ratios. Along the horizontal axis, the absolute uncertainty, D, is varied. When D is less than zero, the dead-zone parameter, d, is underestimated. Likewise, when D is greater than zero, d is overestimated.
Both Figs. 14 and 15 provide insight into how system oscillation varies as uncertainty in the dead-zone parameter varies. A few words pertaining to how this information can be pragmatically used for control design may be in order. If loose estimates of command magnitudes and dead-zone widths can be made, then a control engineer can use knowledge of Fig. 14 to make an informed decision on whether or not the inverse-mitigation technique will beneficially affect system vibration. For example, for d / H ratios near zero, Fig. 14 indicates that even with gross deadzone width uncertainties, the mitigation technique will result in better vibration suppression than if mitigation were not used. Therefore, in this scenario, one should implement the mitigation strategy. Conversely, for d / H ratios near 1, small uncertainties in the dead-zone width could cause the mitigation technique to cause more oscillation than if the technique were not implemented. One may want to refrain from implementing mitigation in this scenario.
Experimental Results.
The results of the robustness analysis were verified on the 10 ton Georgia Tech crane. Several known dead-zone widths, d, were manually programmed into the crane drives ranging from d =0 to d = H. For each dead-zone width, a series of ZV-shaped step commands was issued to the crane. These commands were modified by an inverse-dead-zone function with an estimated dead-zone width, d m . The residual oscillation caused by each command was measured and then normalized by the residual oscillation amplitude caused by a velocity step command of magnitude H.
To show the measured results from this series of trials, the graphs of Fig. 14 are replotted in Fig. 16 with the addition of the experimental data. The similarity between the measured and predicted results validates the preceding robustness analysis. 
Conclusion
The detrimental effects of dead-zone on input-shaped systems are manifest in residual system oscillation. A simple relationship has been derived for quantifying the residual oscillation in terms of the dead-zone width. This relationship was used to predict the effectiveness of ZV-input shaping at eliminating oscillation in the presence of dead-zone. It was shown that dead-zone-induced oscillation on ZV-shaped systems is always less than or equal to dead-zone-induced oscillation on systems without input shaping. An inverse-dead-zone technique was proposed for mitigating the oscillatory effects of dead-zone. The robustness of the approach to uncertainties in the dead-zone width was analyzed. Experiments on a 10 ton industrial bridge crane were used to validate key results; namely, ͑1͒ dead-zone deteriorates the vibration reducing properties of ZV-shaped commands in a noticeable and predictable manner, and ͑2͒ inverse mitigation of dead-zone on ZVshaped systems can be effective even with dead-zone uncertainty.
