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Abstract—Millimeter wave (mmWave) systems are one of the
proposed solutions for the fifth generation (5G) mobile network.
However, mmWave system experiences strong path loss due to
higher frequencies. To solve this problem, such a system demands
a narrow beampattern to reduce the loss of the mmWave signal
energy due to the high path loss. One of the significant challenges
to be addressed before their deployment is designing three dimen-
sional (3D) beamforming algorithms, which are required to be
directional. In this paper, we first propose two 3D beamforming
algorithms with aim of tracking users in both the azimuth and
elevation planes. Our proposed beamforming algorithms operates
based on the principles of singular value decomposition (SVD) and
particle swarm optimization (PSO). Furthermore, these beam-
forming algorithms are designed to have limited or negligible side
lobes, which cause less interference to the other users operating
in the same cell. In order to achieve this objective, Kaiser Bessel
(KB) filter is adopted which helps in mitigating side lobes in the
synthesized beampattern. Based on our analysis, we gain some
valuable insights. The proposed algorithms are shown to perform
well in achieving considerable capacity and lower side lobs.
I. INTRODUCTION
Mobile networks have been growing exponentially and have
led to scarcity of bandwidth since current mobile communica-
tion systems (2G-4G) operate below the 5GHz band [1]–[24].
90% of the spectrum falls in the millimeter wave (mmWave)
band i.e.> 6GHz, qualifying it as one of the viable solutions for
future mobile networks [25]. Deployment of mmWave remains
a largely unexplored frontier in mobile communication, and
many issues are required to be addressed [26]. One of the key
issues when designing beamforming algorithms for mmWave
is that it experiences strong path loss due to higher frequencies.
On the other hand, these higher frequencies allow us to pack
a large number of antennas, resulting in strong diversity gains
which can overcome the high path loss [27]. Due to this reason,
mmWave base stations (BS)s can have massive number of
antennas [28]. Scaling up the number of users in practice,
however, tracking them by solely using the angle of azimuth
becomes impractical in 5G. Therefore, angles of elevation and
azimuth will be utilized to track and separate them from one
another. Therefore, the three dimensional (3D) beamforming
systems have received great interest recently because of the
spatial diversity advantage and capability for full-dimensional
beamforming, making them promising candidates for practical
realization of mmWave systems [19], [27].
Beamforming for planar arrays has been implemented earlier
in [29]–[31]. In [29], the 3D beamforming is investigated from
the array factor point of view. However, the beamforming
weight vector was designed based on elevation angle vector
only without exploiting the both angles. To address this issue,
researchers in [30]–[32] are designed 3D beamforming weight
vectors based on minimum variance distortion (MVD). The
MVD approach finds the weight vector in x−axes and the
weight vector in y−axes. Nevertheless, 3D mmWave channel
measurements in [33] showed that kronecker product for x and
y-axes is required which means a joint xy-axes 3D beamform-
ing weight vectors are demanded. In this case, MVD cannot
achieve the optimal solution unless the beamformer weights
are independent, which is not this case here because of the
kronecker product. In this paper, we propose two new beam-
forming algorithms with aim of designing joint xy-axes weights
vectors. These algorithms utilize both angles of azimuth and
elevation to maximize the SNR of the system, unlike other
algorithms which maximize the SNR of the system in one
dimension [30]–[32]. The propose algorithms work on principle
of singular value decomposition (SVD) [34], [35] and particle
swarm optimization (PSO). In the first approach, the channel
matrix is factorized into singular values which are then used
to design the weights of the beamformer. In SVD approach
the matrix inversion increases the computational complexity
of the system especially when massive number of antennas
are allocated in the BS. To reduce the complexity of SVD, a
second approach based on PSO is proposed. PSO is a stochastic
iterative optimization technique which neither requires any
matrix inversion nor any matrix factorization to find the weights
of the beamformer.
Moreover, 3D mmWave channel measurements in [33]
showed that the effect of side lobs on the beampattern is high
which has not been considered in [29]–[31]. In this paper,
Kaiser Bessel (KB) filters are designed for the 3D beamform-
ing. The KB filters can reduce the side lobes and make the beam
more directional causing less interference to users operating in
the same area. The key contributions of the paper are as follows
• We construct two beamforming algorithms for mmWave
system which operate on the principles of SVD and PSO.
• Applying KB filtering for reducing the side lobes and












Figure 1: Block diagram of mmWave system
Based on our analysis, we gain some valuable insights. The
proposed algorithms are shown to perform well in achieving
considerable capacity and lower side lobs.
Notation: Bold upper case letters,X , and lower case letters,
x, denote matrices and vectors, respectively. Transposition and
conjugate transposition of a matrix are respectively denoted
by (·)T and (·)H . Determinant of the matrix X is given as
|det(X )|. While, the (m,n)th element of a matrixX is denoted
by xmn and mth column vector of a matrix X is denoted by
xm. The element wise multiplication is denoted by ⊙ and the
kronecker product is denoted by ⊗, respectively.
II. DOWNLINK COMMUNICATION MODEL
Consider a system with Nt = N × N transmitted antennas
as shown in Fig. 1. From the figure, it can be observed that a
beamformed signal is transmitted by a mmWave BS to a mobile
station (MS). Unlike, the two dimension (2D) transmit beam-
former, this beamformer will account for both the elevation
and azimuth angles. The received signal at the MS in the time
domain is given by
y =HWs + u, (1)
where s is the transmitted data stream drawn from the uniform
distribution of equally likely BPSK symbols [+1,−1], having
symbol energy Es at every time slot.H consists of 3D channel,
W is the designed beamformer, and u is the complex Gaussian
noise vector. Each element of n is modeled as independent and
identical distributed (iid) complex Gaussian random variable
with zero mean and σ2 variance of the noise. SNR represents






As the capacity of the system increase logarithmically with
SNR, maximizing SNRwill improve the capacity of the system.
From (2), it can be observed the SNR is a function of beam-
former weights W . Our approach is to design a beamformer
weight matrix which is of dimension N ×N such that it max-
imizes the SNR as mentioned in (2). Designing beamforming
weights will be covered in detail in upcoming Section III.
A. 3D Channel
Winner II which is a stochastic based geometry model has























where PL is the path loss, σSF is the log normal fading
coefficients, and, K represents the Rician factor. ax and ay are
the beamforming steering vector in x and y axes, respectively. φ
represents the angle of azimuth while θ represents the elevation
angle. In (3), r denotes the radial position of the MS and γ will
be the angle of departure (AoD) for the BS and is given by
γ = [cosφ sin θ, sinφ sin θ, sinφ]T . (4)
In case of a uniform planar array (UPA) with Nt = N × N








[1, ejβy , · · · , ej(N−1)βy ]T , (6)
where 0 ≤ n < N , βx and βy are the path differences
along x and y axes, respectively. It can be observed that each
of the above vectors consists of N entries, with each entry
corresponding to an antenna element, given by
βx = −2πλ−1dx cosφ sin θ, (7)
βy = −2πλ−1dy sinφ sin θ, (8)
where dx and dy is the inter element spacing in x and y
axes respectively. In our work, dx and dy are fixed at λ/2,
where λ is the wavelength of the mmWave signal. For mmWave
systems, higher frequencies will lead to smaller wavelengths
and therefore more antennas elements can be packed for a given
size. The array steering matrix is given by [39]
A = ax(φ, θ)⊗ ay(φ, θ)T . (9)
If the 3D beampattern is generated using (5) and (6), unwanted
side lobes will also be generated, radiating energy in unwanted
directions. This will cause interference to users operating in the
same area. KB filters have the capability of attenuating side
lobes, and thus making the beampattern more directional. By
introducing KB filters in the synthesis of the beampattern, side
lobes can be decreased and directivity of the antenna can be













In (10), I0(·) is the zeroth order modified Bessel function of the
first kind and µ is the design parameter that is used to calculate
the side lobe attenuation level. The array steering as defined in










jβy , · · · , zN−1ej(N−1)βy ]T , (12)
where z1, z2, · · · , zn are the weights of the KB filter defined in
(10).
3III. BEAMFORMER DESIGN
In this section, two types of beamformers are considered for
mmWave system. Initially, SVD approach is adopted to design
the weights of the beamformer. Finally, the PSO algorithm is
proposed. Further, to compare these algorithms, the antennas
transmit power is kept the same by placing a constraint on
beamforming matrix such that |det(WHW )| = 1. Moreover,
if all the antenna elements are required to transmit at the same
maximum power level, all diagonal elements of the matrix
WWH must be identical. Therefore, the beamforming matrix
W cannot be chosen freely and has to satisfy the following two
constraints:
I . |det(WHW )| = 1, i.e. (all) the algorithms have same
transmitted power.
II . wmm =WW
H(m,m) = 1
N
,m = 1, 2, · · · , N,
forcing the norm of each column ofW to be equal to unity.
While the first constraint is specific to implementation of
each algorithm, the general proof of the second constraint
has been presented in Appendix A. Each algorithm is now
discussed in details.
IV. PROPOSED APPROACHES
A. Singular Value Decomposition (SVD)
In SVD beamforming, the channel matrix is factorized into
singular values and unitary matrices. The SVD of the N × N
matrix H is given by H = UHΣV H where U and V (also
having dimensions ofN ×N ) are special matrices: a) They are
unitary and hence UHU = V HV = I ; b) The columns of U
andV are the eigen vectors ofHHH andHHH respectively; c)
The columns ofU and V are also the orthonormal basis vectors
ofHHH andHHH respectively, and; d) U and V are orthog-
onal to each other as well. Lastly, Σ = diag[σ1, σ2, · · · , σN ]
is an N × N diagonal matrix comprising of the N singular
values of H . These N singular values are the square root of
the N eigen values of both HHH and HHH . The weights of
the SVD beamformer which maximizes the received SNR are
formulated as
W = V Σ−1U (13)
This beamformer satisfies the constraint I as follows:
|det(WHW )| = |det((V Σ−1U )HV Σ−1U )|
a
= |det(UHΣ−1 V HV︸ ︷︷ ︸
I :identity




= |det(UHΣ−2U )|, d= |det(Z )| = 1 (14)
a: (V Σ−1U )H = UHΣ−1V H and (Σ−1)H = Σ−1 because
Σ−1 is an N ×N diagonal matrix.
b: V HV = I , where I is the N ×N identity matrix.
c:Σ−1Σ−1 = Σ−2 becauseΣ−1 is anN ×N diagonal matrix.
d: where Z is N ×N an unitary matrix and unitary matrices
have a determinant of unity.
The SNR achieved by the SVD beamformer weights formulated






























a:HH = (UHΣV H)H = V ΣU ,WHW = UHΣ−2U
b: UUH = I because U is a unitary matrix.
c:ΣΣ−2Σ = Es where Es was defined as the symbol power
per time slot.
d: det(V V H) = 1 because V is a unitary matrix, V V H = I
and det(I = 1).
It can be observed that the SVD algorithm requires the fac-
torization of the 3D channel matrix. In this case, SVD algorithm
still have similar computation complexity as that of finding the
inverse of the received correlation matrix.
B. Particle Swarm Optimization (PSO)
This algorithm does not require any matrix inversion as
in MVD or any matrix factorization as proposed in SVD. It
assumes random weights and adaptively optimizes the weights
that maximizes the SNR as shown in (2). The iterative steps in
PSO algorithm are as follows:
Step 1. Initialize, P weightsW 1(0),W 2(0), · · · ,W p(0) with
Gaussian random numbers. All weights will be of dimension
N × N . To force the constraint on the diagonal element
wmm =WW






m,n where 1 ≤ m ≤ N is themth row ofW i(0),
and 1 ≤ n ≤ N is the nth column ofW i(0).
Step 2. Initialize the velocity of the i-th weight, V i, with a
uniform random variable. The velocity will also be an N × N
dimensional matrix.
Step 3. For each weight’s position the value of the signal
power is evaluated. The weight which gives the best signal
power is found. This weight is denoted by Gbest = W best,
and is the global best weight. Because the constraints I




Step 4. The velocity V i and weights W i of i-th weight are
updated as










and the beamforming weight is given as
W i(iter + 1) =W i(iter) + V i(iter + 1). (17)
In (19),W ibest is the best andW
i
current is the current weight
after the i-th iteration. The c1 and c2 are constants and their
4values are kept close to 2. In the first iteration, W best is
considered equal to theW icurrent(0) for i = 1, 2, 3, · · · , P . This
step is repeated for each weight.
Step 5. Once the value of the i-th weight is updated its fitness
is evaluated. If the updated fitness of the weight is less then
the previous best-fitness of the weight then W ibest(iter) =
W icurrent(iter). Step 6. The best-weight,W best, whose fitness
is the best fit signal power is found.
The SNR attained by the PSO algorithm can be obtained by
substituting the global best weightW best in (2).
V. SIMULATION RESULTS
In this section, the simulation results are presented to validate
the performance of our proposed algorithms when combined
with KB filters. Initially, we plot the beam pattern of our system
synthesized with and without KB filters. After that the capacity
of the system per time slot versus the SNR per antenna element
is measured when using PSO, SVD and MVD beamformers.
In the simulations, the channel gains are assumed to follow the
Rician distribution.
Figure 2: Comparison of beam pattern for Nt = 16× 16 antennas.
Fig. 2 plots the beam pattern of the system when synthesized
with and without KB filter for Nt = 16 × 16 antennas. The
angle of azimuth φ is fixed to 45-degrees, while the elevation
θ angle is 30-degrees. From the figure, it can be observed that
when KB filters are not applied, there are strong side lobes.
These side lobes will affect the received SNR of the system
as a significant loss is observed in the gain of the synthesized
beam pattern when comparing it with the system that adopts
KB filters.
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Figure 3: Beam pattern gain in dB with and without KB filters.
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Figure 4: Capacity of the mmWave system with KB filters.
Fig. 3 compares the gain of the beam pattern in dB with
and without KB filters. It can be clearly observed that while
the system with KB filter not only achieves a higher gain in
the main beam and hence higher beam directionality, the side
lobes are also suppressed by at least an order of magnitude. This
implies that the KB filter attenuates the side lobes by steering
the energy from the side lobes into the main beam. These lower
side lobes will help cause less interference .
Fig. 4 shows the capacity versus SNR of the mmWave system
for all the algorithms with and without KB filters for Nt =
16 × 16 antennas. It can be observed that with the application
of KB filters, the capacity of the system improves. All these
algorithms use the KB filters. It can be observed that the PSO
and SVD beamformers attain higher capacity than MVD. This
verifies the suboptimal nature of the MVD beamformer in the
joint xy plane. Furthermore, PSO offering better performance
of all.
VI. CONCLUSIONS
In this paper, two types of 3D beamforming algorithms
were proposed for mmWave system. SVD was obtained by
the factorizing the 3D channel into its unitary matrices and
singular values, and PSO was an iterative algorithm that uses
swarm optimization technique to obtain the global best solu-
tion. These beamformers can improve the capacity performance
of a mmWave system when communicating over Rician fading
channels. Due to the large number of antennas in the system,
SVD approach has a high computational complexity. To reduce
the computational complexity of SVD, another approach were
proposed in this paper based on PSO. Furthermore KB filters
are proposed for attaining high directionality and side lobe
attenuation. From the simulations, it was observed that the PSO
beamformer outperforms the SVD and MVD beamformers in
terms of capacity. With the application of KB filters, a highly
directional beam is attained and side lobes are also attenuated
significantly.
APPENDIX A




1, 2, · · · , N in Section III can be proven as follows. The beam-
former weightsW are designed as






















where w1n,w2n, · · · ,wNn are the column vectors of W .
Therefore, the diagonal elements of the matrixWWH can be
given by































or diag[WWH ] = [1, 1, · · · , 1]
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