INTRODUCTION
With the development of electronic technology, computer software and hardware technology, the image processing technology and the technology related with and human vision, the image processing technology of machine vision has been developed rapidly. Image processing technology has been widely used in many fields, such as manufacturing, industry, medical treatment and so on. In the industrial field, the image processing technology of machine vision can replace the manual test method whose detection has slow speed and not enough testing accuracy. In the medical field, the application of image processing is quite extensive. It can help doctors to analyze and detect the size of the body's pathogens and the pathogens, so they can judge whether the human body is different from the normal situation. However, image segmentation technology is an indispensable part of image processing technology. People are always interested in a certain part of the image, which we call it the target image and we call the other part of the image the background. That is the first step of image analysis. Therefore, the image segmentation technology is the most important part of the whole image processing.
With the rapid development of the e-commerce, shopping online has gradually become one of the most important way of shopping in our life. But there are still some problems, such as size, color, quality and other issues. We can always find some comments that some clothes have color difference. The consumers shopping online can only see the picture from the Internet, without experiencing the goods in the picture by themselves. So many people often find the goods are different from their expectation after accepting them, which results in returning and other problems. To solve this problem, I start my study, intelligent image segmentation and synthesis. This study can make consumers see the tie-in result with the goods, so that it can reduce the failure rate of the transaction and enhance the consumer's shopping experience.
Scott T. Acton proposed a method seeking thresholds for segmentation of grayscale in his study (Sang, Q. et al, 2016) . And Boykov, Y. & FunkaLea, G. proposed an efficient image segmentation technology which is suitable for a wide range of areas: Despite its simplicity, this application epitomizes the best features of combinatorial graph cuts methods in vision: global optima, practical efficiency, numerical robustness, ability to fuse a wide range of visual cues and constraints, unrestricted topological Intelligent Image Segmentation and Synthesis
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Learning a lot about image segmentation technology improved, and their related papers in medicine, agriculture, manufacturing and application of industry, I start this study. The main idea of this study is to apply the image processing technology to Internet shopping by using the improved image segmentation technique, which is closely related to life shopping. The function of this study is to cover a major object in a picture to any place on the other, and then adjust the picture after covering, making the picture natural. It can reflect the effect of the object in different scenarios. For example, we can make the product such as clothes separated from the pictures provided by the electricity suppliers and combine the product with the picture provided by the consumers, and then smooth it by low-pass filtering and adjust the brightness and the exposure of the image. Therefore, consumers can have a direct impression of the clothes and judge whether or not the clothes and themselves are well matched. This study can give the consumers great shopping experience.
METHOD

The system structure
As shown in Figure 1 , this study has a total of three major modules. These modules form a complete process, by which the main function of the system is completed. The system accepts two images as input, one of which contains the object to be isolated, and then cover the objects to another picture. Finally, adjust the picture, and output the synthesized results. 
Edge-based segmentation methods can be said to be one of the earliest methods of research. Because the change of pixel gray value in the region edge is often more severe, it tries to solve the problem of image segmentation by detecting the edges of different regions.
The simplest edge detection method is the image filtering method. It makes use of the properties that the pixel values in the adjacent region are not continuous, using first order or two order derivative to detect the edge. In recent years, many new methods are proposed, such as the method based on local image function, the method based on reaction diffusion equation, the method based on boundary curve fitting, the serial boundary search based on graph theory, the method based on deformation model, the multi-scale method and the multi-resolution method. Let's introduce the method of image filtering.
The image filtering method is based on the following properties of the convolution operation:
Image filtering is to use a filter operator and the image for the convolution operation. By the above formula, the first derivative is obtained by the convolution of the filter operator and the image, which is equivalent to the first derivative of the operator and the image. So, as long as the first order or two order derivative of the operator, the image smoothing filter and the smoothing of the image after the first or two order derivative can complete fast. The template of several common operators is shown in figure 2: The key problem of this method is the design of the filter operator. Canny John has a deep research on this problem, and the three principles of the optimal filter are presented: Good detection, that is, to identify the larger probability of the real edge points to a smaller probability of the non-edge points as edge points; The accurate location of edge points; only one response to each edge point. He put these three principles into a mathematical form, and then use the variational method to find the optimal filter. Canny considers that the first derivative of Gauss's function is a good approximation of the optimal filter obtained by him. In general, the Laplacian operator is used to find the two order derivative of Gauss's function to get the LOG filter operator. The operator is first proposed by Marr, the founder of computer vision (Kass, M. et al, 1988) .
Edge smoothing sub module (1) frequency division
For an image, the energy is mainly concentrated in the low frequency component, and the noise and image detail information is mainly concentrated in the high frequency component. In the process of image processing, the two components are divided into different operation and processing, which can achieve better treatment effect. The aim of frequency division is to separate the high frequency and low frequency components of the input image. When dividing the frequency, both the high pass filter and the low pass filter can be selected, and the purpose of frequency division can be achieved. We use the low pass filter in the development process. In many low pass filter, Butterworth low pass filter without "ringing" phenomenon, and can improve the details of the definition of the image.
Butterworth low-pass filter transfer function:
In the formula, works as the cut-off frequen cy, 
The image   
As for image brightness and contrast adjustment: taking 24 color images as an example, each color can be used 0-255 for a total of 256 kinds of depth. If we draw it in a two-dimensional coordinate system, it is a straight line. For example, we will pixel color deep as abscissa, the output color deep paintings as ordinate, just a pass through the origin (0, 0) of the 45-degree diagonal.
Then it's easy to write its linear equation:
Coefficient 1 is the concept of contrast. If a line is added with an offset to B, the linear equation becomes:
Offset (ab) is the increment of brightness.
It is easy to see that it satisfies a linear equation:
However, the situation we have to deal with here is slightly different. In image processing, contrast and brightness should be treated separately. Because we used to put the gray(127,127)as a center point, we mapped the point (127, 127) to the origin of the coordinate system. Then we need to modify the original linear formula:
A represents the contrast and B represents the brightness increment. Let's verify it: as long as the brightness increment B=0, no matter how to change the contrast A, the straight line always passes through the center point (127,127), which is to say when we change the contrast, the brightness is not changed. From this, we can deduce the color contrast brightness calculation formula: 
RESULTS
The effect of image segmentation and synthesis is shown in Figure 3 to 7: Figure 3 is the original, first we will image gray in figure 5. Then use image segmentation algorithm to segment the goods. And then restore the gray image to color image, the background set to black. In the image synthesis process, after the segmentation effect figure 4 is superimposed on the background figure 6, we take smooth processing and contrast and brightness adjustment on it, during this process we can use MATLAB to zoom in and out of the original image and select the position. Figure 7 is the synthesis effect. The study uses image segmentation, edge smoothing and other techniques to realize the automatic recognition of the central object in the original image and cover it on the new background. When the image is merged, the edge of the image is smoothed and the brightness of the whole image is adjusted, which aims to achieve the best effect. The application can be used in virtual try-on, which can combine various kinds of dress online with their own photos. It gives consumers more intuitive understanding of the goods before buying them, so that shopping will get more scientific. Secondly, what I am doing is the object and the background color has the obvious color difference, and asks the picture not to be very complex. I think it should be applied in a broader and more complex picture. And what I do is on a twodimensional plane. If it can be extended to threedimensional level in the future, we can construct a three-dimensional image out through the different directions of the image of the product, so that users can feel the full range and the effect will be much better and the significance will be greater. And I think that this application is not only applied to clothing and other goods, but also can be used in the field of home decorating.
