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NON-UNIQUENESS OF SOLUTIONS TO THE DUAL Lp-MINKOWSKI
PROBLEM
QI-RUI LI JIAKUN LIU JIAN LU
Abstract. The dual Lp-Minkowski problem with p < 0 < q is investigated in this paper.
By proving a new existence result of solutions and constructing an example, we obtain the
non-uniqueness of solutions to this problem.
1. Introduction
In this paper, we consider the following Monge-Ampe`re type equation:
(1.1) H1−p|∇H|q−n det(∇2H +HI) = f on Sn−1,
where H is the support function of a convex body K = KH in the Euclidean space R
n, ∇
is the covariant derivative with respect to an orthonormal frame on the unit sphere Sn−1,
I is the unit matrix of order n − 1, ∇H(x) = ∇H(x) + H(x)x is the point on ∂K whose
unit outer normal vector is x ∈ Sn−1, the indices p ∈ R, q ∈ R, and f is a given positive
function on Sn−1.
Equation (1.1) arises from the dual Lp-Minkowski problem, when the given measure is
absolutely continuous. The dual Lp-Minkowski problem was recently introduced by Lutwak,
Yang and Zhang [36], which unifies the Lp-Minkowski problem and the dual Minkowski
problem. The Lp-Minkowski problem was introduced by Lutwak [33] in 1993 and has been
extensively studied over the last two decades [5, 13, 21, 22, 24, 25, 29, 30, 31, 32, 34, 35, 38,
43], see in particular, Schneider’s book [37] and the references therein. The dual Minkowski
problem was first proposed in the recent groundbreaking work [19] and then followed by
[4, 11, 16, 17, 26, 28, 41, 42]. For the dual Lp-Minkowski problem itself, various progress
has been made after the paper [36] such as [3, 7, 8, 9, 20]. However, there are still many
unsolved problems in this emerging research area. In particular, very little is known about
the uniqueness of solutions in the case when q > p, which may relate to different types of
geometric inequalities [36] and have some other applications.
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The aim of this paper is to establish some uniqueness and non-uniqueness results for
the dual Lp-Minkowski problem, that is for solutions to the equation (1.1). When q = n,
equation (1.1) is reduced to the Lp-Minkowski problem, of which the uniqueness results can
be found in e.g. [1, 6, 10, 13, 14, 18, 33, 39] and the non-uniqueness results can be found
in e.g. [2, 15, 23, 27, 40]. For the general case of equation (1.1), it is already known that
the solution is unique when q < p [20] and is unique up to a constant when q = p 6= 0 [9],
which can be obtained by the maximum principle. The remaining case when q > p is more
complicated. When f ≡ 1, it was proved in [7] that the even solution must be constant
when −n ≤ p < q ≤ min{n, p + n}, and the evenness assumption was dropped in [9] when
1 < p < q ≤ n. On the other hand, for f ≡ 1, there exists at least one non-constant even
solution when n = 2, q ≥ 6, p = 0 [17], which was later extended to either when qp ≥ 0,
q > p+ 2n, or when q > 0 > p, 1 + np <
1
p +
1
q <
n
q − 1 and q > p+ 2n [8].
In this paper, we consider the general function f and obtain the following non-uniqueness
of solutions to equation (1.1) for p < 0 < q.
Theorem 1.1. (1) For any 0 < q ≤ 1 and p < q − 1, there exists a positive function
f ∈ C∞(Sn−1) such that equation (1.1) admits two different solutions.
(2) For any q > 1 and p < 0, there exists an almost everywhere positive function f ∈
C∞(Sn−1) such that equation (1.1) admits two different solutions. If, in addition, 1 + np <
1
p +
1
q <
n
q − 1 holds, the function f can be chosen to be positive on Sn−1.
The proof of Theorem 1.1 relies on a new existence result about equation (1.1) in a class
of symmetric convex bodies. In order to state this result, we first introduce some notations
and terminologies.
Definition 1.1. Denote x = (x′, xn) ∈ Sn−1, where x′ = (x1, · · · , xn−1). A function
g : Sn−1 → R is called rotationally symmetric if it satisfies
g(Ωx′, xn) = g(x
′, xn), ∀x ∈ Sn−1 and Ω ∈ O(n− 1),
where O(·) denotes the orthogonal group. A function g : Sn−1 → R is called even if
g(−x) = g(x), ∀x ∈ Sn−1.
Correspondingly, when the support function of a convex body K in Rn is rotationally
symmetric or even, we say K is rotationally symmetric or even, respectively.
Definition 1.2. When the origin is contained inside a convex body K, the radial function
of K, denoted by ρK , is defined as
ρK(u) := max {λ ≥ 0 : λu ∈ K} , u ∈ Sn−1.
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Given a number q 6= 0, the q-th dual volume of K is defined by
(1.2) V˜q(K) =
1
n
∫
Sn−1
ρqK(u) du.
We remark that the dual Minkowski problem is related to the first variation of the q-th
dual volume [19]. See Lemma 2.1 for its variational formula.
We can now state our new existence result for equation (1.1), which will be used in the
proof of Theorem 1.1.
Theorem 1.2. Assume that p < 0 < q, and α, β are two real numbers satisfying
α > max
{
1− n, 1− n+ p(1−q)q
}
,
β > max
{
−1,−1 + p(n−1−q)q
}
.
If f is a non-negative, integrable, rotationally symmetric, even function on Sn−1 and satisfies
that
(1.3) f(x) ≤ C|x′|α |xn|β, ∀x ∈ Sn−1
for some positive constant C, and ‖f‖L1(Sn−1) > 0, then there exists a rotationally symmetric
even solution to equation (1.1). Moreover, the convex body K determined by the solution
satisfies the following estimates:
(1.4) V˜q(K) ≥ Cn,p,q ‖f‖
q
q−p
L1(Sn−1)
,
where Cn,p,q is a positive constant depending only on n, p and q.
Note that although Theorem 1.2 is restricted to the rotationally symmetric even case of
equation (1.1), it is the first existence result for all p < 0 < q. If, in addition p, q satisfy
1 + np <
1
p +
1
q <
n
q − 1, the existence in the even case was previously obtained in [8].
We also remark that our method of constructing two different solutions in Theorem
1.1 is completely different from that of [8, 17]. In [8, 17], by the variational method a
maximiser of some functional provides one solution, and the constant function is obviously
another solution. Hence, the main effort in [8, 17] is to prove that the constant cannot be a
maximiser. Here in our theorem, one solution is still from a maximiser of some functional.
However, the constant function is not a solution any more. So, the main difficulty is how
to construct another solution that cannot be a maximiser of the functional. In fact, our
approach is inspired by [23], where the non-uniqueness of solutions to the Lp-Minkowski
problem was obtained. Since equation (1.1) is more complicated than that of the Lp-
Minkowski problem, we have refined and improved the construction in [23] by introducing
an additional parameter, see §4. Surprisingly, this improvement can extend the result of
[23] to all p ∈ (−∞, 0), as a special case of Theorem 1.1 with q = n.
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Corollary 1.1. For any p ∈ (−∞, 0), there exists an almost everywhere positive function
f ∈ C∞(Sn−1) such that the Lp-Minkowski problem,
det(∇2H +HI) = fHp−1 on Sn−1,
admits two different solutions. If p ∈ (−n, 0), the function f can be chosen to be positive
on Sn−1.
This paper is organised as follows. In §2, we give some basic knowledge about convex
bodies. In §3, we prove Theorem 1.2 by a variational method. In §4, we prove Theorem 1.1
based on the existence result in Theorem 1.2 and a new construction of solutions.
2. Preliminaries
In this section we introduce some notations and preliminary results about convex bodies.
The reader is referred to the newly expanded book [37] of Schneider for a comprehensive
introduction on the background.
A convex bodyK is a compact convex subset of Rn with non-empty interior. The support
function of K is given by
hK(x) := max
ξ∈K
{ξ · x} , x ∈ Sn−1,
where “·” denotes the inner product in the Euclidean space Rn. It is well known that a con-
vex body is uniquely determined by its support function, and the convergence of a sequence
of convex bodies is equivalent to the uniform convergence of the corresponding support
functions on Sn−1. The Blaschke selection theorem says that every bounded sequence of
convex bodies has a subsequence that converges to a convex body.
Denote the set of positive continuous functions on Sn−1 by C+(Sn−1). For g ∈ C+(Sn−1),
the Alexandrov body associated with g is defined by
K :=
⋂
x∈Sn−1
{ξ ∈ Rn : ξ · x ≤ g(x)} .
One can see that K is a bounded convex body and 0 ∈ K. Note that
hK(x) ≤ g(x), ∀x ∈ Sn−1.
Let V˜q(g) be the q-th dual volume of the Alexandrov body K associated with g, defined in
(1.2). The following variational formula was obtained in [19, Theorem 4.5].
Lemma 2.1. Let {Gt}t∈(−ǫ,ǫ) be a family of functions in C+(Sn−1), where ǫ > 0 is a small
constant. If there is a continuous function g on Sn−1 such that
lim
t→0
Gt −G0
t
= g uniformly on Sn−1,
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then
lim
t→0
V˜q(Gt)− V˜q(G0)
t
=
q
n
∫
Sn−1
g(x)|ν−1K (x)|q−n dSK(x),
where K is the Alexandrov body associated with G0, ν
−1
K is the inverse Gauss map of K,
and dSK is the surface area measure of K.
3. The existence of solutions
In this section, we prove the existence result in Theorem 1.2. Let C+re(S
n−1) denote
the set of rotationally symmetric, even and positive continuous functions on Sn−1. Let
f ∈ C+re(Sn−1) be the function satisfying (1.3), where the indices p, q, α, β are as in the
hypotheses of Theorem 1.2. Consider the following maximising problem:
supJ [g] :=
∫
Sn−1
f(x)g(x)p dx, for g ∈ C+re(Sn−1),(3.1)
subject to V˜q(Kg) = κn,(3.2)
where κn is the volume of the unit ball in R
n, and Kg is the Alexandrov body associated
with g.
Lemma 3.1. Under the assumptions of Theorem 1.2, the maximising problem (3.1) has a
solution h. In addition, the solution h is the support function of Kh.
Assuming this for the moment, we can then prove that a multiple of h is a rotationally
symmetric even solution to equation (1.1).
Proof of Theorem 1.2. Let h be the solution obtained in Lemma 3.1. For any given
rotationally symmetric and even η ∈ C(Sn−1), let
φt = h+ tη for t ≥ 0.
Since h ∈ C+re(Sn−1), for t sufficiently small φt ∈ C+re(Sn−1) as well. By Lemma 2.1, we have
(3.3) lim
t→0+
V˜q(Kφt)− V˜q(Kh)
t
=
q
n
∫
Sn−1
η(x)|ν−1Kh(x)|
q−ndSKh(x).
Let gt(x) = λ(t)φt(x), where
λ(t) = V˜q(Kφt)
−1/qκ1/qn .
Then gt ∈ C+re(Sn−1), and V˜q(Kgt) = κn. Note that g0(x) = h(x), and
(3.4) lim
t→0+
gt(x)− g0(x)
t
= η(x) + λ′(0)h(x) uniformly on Sn−1.
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Also by (3.3),
λ′(0) = −κ
1/q
n
q
V˜q(Kφt)
−
1
q
−1dV˜q(Kφt)
dt
∣∣∣
t=0
= − 1
nκn
∫
Sn−1
η(x)|ν−1Kh(x)|
q−ndSKh(x).
(3.5)
Let
J(t) := J [gt].
Note that J(0) = J [h]. Since h is a maximister of (3.1), we have
J(t) ≤ J(0)
for all small t ≥ 0. Thus
lim
tk→0+
J(tk)− J(0)
tk
≤ 0
for any convergent subsequence {tk}. Recalling (3.4), we see the above inequality can be
simplified as
(3.6)
∫
Sn−1
ph(x)p−1[η(x) + λ′(0)h(x)]f(x) dx ≤ 0.
Since p < 0, by (3.5) we obtain∫
Sn−1
η(x)h(x)p−1f(x) dx− c
∫
Sn−1
η(x)|ν−1Kh(x)|
q−ndSKh(x) ≥ 0,
where
(3.7) c =
1
nκn
∫
Sn−1
fhp.
Replacing η by −η, we see that∫
Sn−1
η(x)h(x)p−1f(x) dx− c
∫
Sn−1
η(x)|ν−1Kh(x)|
q−ndSKh(x) = 0
for all rotationally symmetric and even η ∈ C(Sn−1). Note that h, Kh and f are rotationally
symmetric and even, we obtain
h(x)p−1f(x) dx = c|ν−1Kh(x)|
q−ndSKh(x),
namely h is a generalised solution to the equation
(3.8) hp−1f = c |∇h|q−n det(∇2h+ hI) on Sn−1.
Let
H = c
1
q−ph,
then H is a generalised solution to equation (1.1), namely
H1−p|∇H|q−n det(∇2H +HI) = f on Sn−1.
Now it remains to verify inequality (1.4). In fact, noting that
(3.9) V˜q(KH) = c
q
q−p V˜q(Kh) = c
q
q−pκn,
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we need to estimate c. Recalling (3.7), one has
c =
1
nκn
J [h]
≥ 1
nκn
J [1]
=
1
nκn
‖f‖L1(Sn−1) .
The above estimate together with (3.9) implies the estimate (1.4). The proof of Theorem
1.2 is completed. 
Therefore, it suffices to prove Lemma 3.1, namely the existence of maximiser h of (3.1)–
(3.2), which was crucially used in the above proof of Theorem 1.2.
Proof of Lemma 3.1. For any g ∈ C+re(Sn−1) satisfying V˜q(Kg) = κn, let Eg be the minimum
ellipsoid of Kg. One has
1
n
Eg ⊂ Kg ⊂ Eg,
which implies that
(3.10)
1
n
hEg ≤ hKg ≤ hEg on Sn−1,
1
n
ρEg ≤ ρKg ≤ ρEg on Sn−1,
where h• and ρ• are the corresponding support function and radial function, respectively.
Since Kg is rotationally symmetric and even, Eg is also rotationally symmetric and even.
Therefore, the centre of Eg is at the origin, and there exists a unique rotationally symmetric
matrix Ag of the form
(3.11) A =


ra
1
n
. . .
ra
1
n
ra
1−n
n

 , where r > 0, a > 0 are constants,
such that
(3.12)
hEg(x) = |Agx| on Sn−1,
ρEg(u) = |A−1g u|−1 on Sn−1.
By computation we have ∫
Sn−1
|A−1g x|−q =
∫
Sn−1
ρEg(u)
q du
≤ nq
∫
Sn−1
ρKg(u)
q du
= nq+1V˜q(Kg)
= nq+1κn,
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and ∫
Sn−1
|A−1g x|−q =
∫
Sn−1
ρEg (u)
q du
≥
∫
Sn−1
ρKg(u)
q du
= nV˜q(Kg)
= nκn.
If we set Λ = max
{
nq+1κn, (nκn)
−1
}
, then
(3.13) Λ−1 ≤
∫
Sn−1
|A−1g x|−q ≤ Λ.
From the assumption (1.3), and noting that
g(x) ≥ hKg(x) ≥
1
n
hEg(x) =
1
n
|Agx| on Sn−1,
since p < 0, one can obtain
J [g] =
∫
Sn−1
f(x)g(x)p dx
≤ n−p
∫
Sn−1
f(x)|Agx|p dx
≤ Cn−p
∫
Sn−1
|x′|α |xn|β |Agx|p dx
=: Cn−pF (Ag),
(3.14)
where C is the constant given in Theorem 1.2. Thanks to (3.13), we claim that
(Claim 1 ) F (Ag) =
∫
Sn−1
|x′|α |xn|β |Agx|p dx ≤ C,
is bounded by a constant C = C(n, p, q, α, β), for all g ∈ C+re(Sn−1) satisfying (3.2), which
then implies that
M := sup
{
J [g] : g ∈ C+re(Sn−1), V˜q(Kg) = κn
}
< +∞.
Assuming this at the moment, let {gk} ⊂ C+re(Sn−1) with V˜q(Kgk) = κn be a maximising
sequence. Denote hk = hKgk , namely hk is the support function of Kgk . Then
hk(x) ≤ gk(x), ∀x ∈ Sn−1,
and Khk = Kgk . Since Kgk is rotationally symmetric and even, hk ∈ C+re(Sn−1). Since
p < 0, one has J [hk] ≥ J [gk], which implies that
lim
k→+∞
J [hk] = lim
k→+∞
J [gk] =M.
Namely, {hk} is also a maximising sequence of (3.1).
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In order to show that {hk} has uniform positive upper and lower bounds on Sn−1, we
may suppose to the contrary that
(3.15) lim
k→+∞
max
x∈Sn−1
hk(x) = +∞ or lim
k→+∞
min
x∈Sn−1
hk(x) = 0.
For each hk, recalling the construction at the beginning of the proof, there exists a unique
matrix Ahk of form (3.11), satisfying (3.13). Denote the corresponding r and a by rk and
ak respectively. By virtue of (3.10) and (3.12), we have
1
n
|Ahkx| ≤ hk(x) ≤ |Ahkx|, ∀x ∈ Sn−1,
which together with (3.15) implies that
lim
k→+∞
max
x∈Sn−1
|Ahkx| = +∞ or lim
k→+∞
min
x∈Sn−1
|Ahkx| = 0.
By (3.11), this means that
rka
1
n
k → +∞ or rka
1−n
n
k → +∞ or rka
1
n
k → 0 or rka
1−n
n
k → 0
as k → +∞. Hence, one of the four cases rk → +∞, rk → 0, ak → +∞, ak → 0 must
occur.
If one of the above cases occurs, we next claim at the moment that
(Claim 2 ) F (Ahk)→ 0, as k → +∞.
Recalling (3.14), we thus obtain
lim
k→+∞
J [hk] = 0,
namely M = 0. However, choosing g ≡ 1, one can see that
(3.16) M ≥ J [1] = ‖f‖L1(Sn−1) > 0,
which is a contradiction. Therefore, {hk} has uniform positive upper and lower bounds.
By the Blaschke selection theorem, there is a subsequence of {hk} that uniformly con-
verges to some support function h on Sn−1. Correspondingly, Khk converges to Kh, which
is the convex body determined by h. Obviously, h is rotationally symmetric and even on
S
n−1, satisfying h > 0, V˜q(Kh) = κn, and
J [h] = lim
k→+∞
J [hk] =M.
Hence, we see that h is a solution to the maximising problem (3.1)–(3.2), and h is the
support function of Kh. 
Last, we prove the two claims used in the above proof. Let Λ be the same constant as in
(3.13). Define
(3.17) A :=
{
A has the form of (3.11) : Λ−1 ≤
∫
Sn−1
|A−1x|−q ≤ Λ
}
.
Both Claims 1&2 are proved in the following lemma.
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We need to estimate the following integral:
Lemma 3.2. Assume the indices p, q, α, β satisfy the assumptions of Theorem 1.2. Let
(3.18) F (A) :=
∫
Sn−1
|x′|α |xn|β |Ax|p dx.
Then, there exists a positive constant C only depending on n, Λ, p, q, α and β, such that
(3.19) sup
A∈A
F (A) ≤ C.
Moreover, for any sequence {Ak} ⊂ A with corresponding rk and ak, if one of the four cases
rk →∞, rk → 0, ak →∞, ak → 0 occurs, then one has F (Ak)→ 0.
Proof. The set A can be divided into the following three disjoint subsets:
A = A1 ∪ A2 ∪ A3,
where
A1 := A∩ {A : a > 3} ,
A2 := A∩ {A : 1/3 ≤ a ≤ 3} ,
A3 := A∩ {A : a < 1/3} .
To prove this lemma, it suffices to prove it on each subset Ai, for i = 1, 2, 3. Note that if
not explicitly stated, the positive constants C and C˜ in the following proof only depend on
n, Λ, p, q, α and β, but may vary from line to line.
Case A1. We first claim that there exist two positive constants C and C˜ such that for
any A ∈ A1, one has
(3.20)
Ca1−
1
n ≤ r ≤ C˜a1− 1n , if q < 1,
Ca1−
1
n (log a)−1 ≤ r ≤ C˜a1− 1n (log a)−1, if q = 1,
Ca
1
q
−
1
n ≤ r ≤ C˜a 1q− 1n , if q > 1.
In fact, from (3.11)
A−1 =


r−1a−
1
n
. . .
r−1a−
1
n
r−1a
n−1
n

 ,
thus
|A−1x| = r−1a1− 1n
√
a−2|x′|2 + x2n.
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Computing in the spherical coordinates, we then have∫
Sn−1
|A−1x|−q = rqa qn−q
∫
Sn−1
(a−2|x′|2 + x2n)−
q
2 dx
= 2rqa
q
n
−q ωn−2
∫ π
2
0
(a−2 sin2 θ + cos2 θ)−
q
2 sinn−2 θ dθ,
(3.21)
where ωn−2 denotes the surface area of the unit ball in R
n−1. Since a > 3, we have∫
Sn−1
|A−1x|−q ≥ Crqa qn−q
[∫ π
4
0
sinn−2 θ dθ +
∫ π
2
π
4
(
a−2 + (π2 − θ)2
)− q
2 dθ
]
≥ Crqa qn−q
[
1 +
∫ π
4
0
(
a−2 + t2
)− q
2 dt
]
≥ Crqa qn−q
[
1 +
∫ π
4
0
(
a−1 + t
)−q
dt
]
.
(3.22)
Since ∫ π
4
0
(
a−1 + t
)−q
dt =


1
1−q
[
(a−1 + π4 )
1−q − aq−1], if q < 1,
log(1 + π4a), if q = 1,
1
q−1
[
aq−1 − (a−1 + π4 )1−q
]
, if q > 1,
we obtain from (3.22) that
(3.23)
∫
Sn−1
|A−1x|−q ≥ Crqa qn−q


1, if q < 1,
log a, if q = 1,
aq−1, if q > 1.
On the other hand, from (3.21), we also have∫
Sn−1
|A−1x|−q ≤ C˜rqa qn−q
[∫ π
4
0
sinn−2 θ dθ +
∫ π
2
π
4
(
a−2 + (π2 − θ)2
)− q
2 dθ
]
.
Similarly as in (3.22)–(3.23), one can obtain
(3.24)
∫
Sn−1
|A−1x|−q ≤ C˜rqa qn−q


1, if q < 1,
log a, if q = 1,
aq−1, if q > 1.
By combining (3.23), (3.24) and the definition of A (see (3.17)), we have
C˜−1Λ−1 ≤ rqa qn−q ≤ C−1Λ, if q < 1,
C˜−1Λ−1 ≤ ra 1n−1 log a ≤ C−1Λ, if q = 1,
C˜−1Λ−1 ≤ rqa qn−1 ≤ C−1Λ, if q > 1,
which implies the claim (3.20).
Now, we estimate F (A) given in (3.18). Noting that
|Ax| = ra 1n
√
|x′|2 + a−2x2n,
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we compute in the spherical coordinates as follows:
F (A) = rpa
p
n
∫
Sn−1
|x′|α |xn|β(|x′|2 + a−2x2n)
p
2 dx
= 2rpa
p
nωn−2
∫ π
2
0
sinαθ cosβθ (sin2 θ + a−2 cos2 θ)
p
2 sinn−2 θ dθ
≤ Crpa pn
∫ π
4
0
θα+n−2(θ2 + a−2)
p
2 dθ
+ Crpa
p
n
∫ π
2
π
4
(π2 − θ)β
(
1 + a−2(π2 − θ)2
)p
2 dθ.
(3.25)
Recalling that a > 3, we can further estimate these integrals:∫ π
4
0
(θ2 + a−2)
p
2 θα+n−2 dθ ≤
∫ 1
a
0
a−pθα+n−2 dθ +
∫ π
4
1
a
θp θα+n−2 dθ
=
a−p−α−n+1
α+ n− 1 +
∫ π
4
1
a
θp+α+n−2 dθ
≤ C


1, if p+ α+ n− 1 > 0,
log a, if p+ α+ n− 1 = 0,
a−p−α−n+1, if p+ α+ n− 1 < 0,
(3.26)
and ∫ π
2
π
4
(π2 − θ)β
(
1 + a−2(π2 − θ)2
) p
2 dθ =
∫ π
4
0
tβ
(
1 + a−2t2
) p
2 dt
≤ C
∫ π
4
0
tβ dt
≤ C.
(3.27)
Inserting (3.26) and (3.27) into (3.25), we obtain
(3.28) F (A) ≤ Crpa pn


1, if p+ α+ n− 1 > 0,
log a, if p+ α+ n− 1 = 0,
a−p−α−n+1, if p+ α+ n− 1 < 0.
Recall that any A ∈ A1 must satisfy (3.20). The estimate given by (3.28) can be simplified
as follows. When q < 1, one has
(3.29) F (A) ≤ C


ap, if p+ α+ n− 1 > 0,
ap log a, if p+ α+ n− 1 = 0,
a−α−n+1, if p+ α+ n− 1 < 0.
When q = 1, one has
(3.30) F (A) ≤ C


ap(log a)−p, if p+ α+ n− 1 > 0,
ap(log a)1−p, if p+ α+ n− 1 = 0,
a−α−n+1(log a)−p, if p+ α+ n− 1 < 0.
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And when q > 1, one has
(3.31) F (A) ≤ C


ap/q, if p+ α+ n− 1 > 0,
ap/q log a, if p+ α+ n− 1 = 0,
ap/q−p−α−n+1, if p+ α+ n− 1 < 0.
By the assumptions on p, q and α, we see that the power of a in each case of (3.29), (3.30)
and (3.31) is negative. Since a > 3, we have
sup
A∈A1
F (A) ≤ C.
For any sequence {Ak} ⊂ A1 with corresponding rk and ak, only one of the three cases
rk → ∞, rk → 0, ak → ∞ can occur. And whenever it occurs, by (3.20), there must be
ak →∞. Then F (Ak)→ 0.
Case A2. This case is simple. Since 1/3 ≤ a ≤ 3, there exist positive constants Cn and
C˜n such that for any x ∈ Sn−1, we have
Cnr
−1 ≤ |A−1x| ≤ C˜nr−1.
Then
Crq ≤
∫
Sn−1
|A−1x|−q ≤ C˜rq,
which together with the definition of A implies that
C ≤ r ≤ C˜.
Now, we see
C ≤ |Ax| ≤ C˜, ∀x ∈ Sn−1.
Therefore,
F (A) ≤ C
∫
Sn−1
|x′|α |xn|β dx = C˜,
where the last equality is due to the fact that α > 1 − n and β > −1. Obviously, for any
sequence {Ak} ⊂ A2 with corresponding rk and ak, none of the four cases rk →∞, rk → 0,
ak →∞, ak → 0 can occur.
Case A3. The discussion for this case is similar to that of A1. We first claim that there
exist two positive constants C and C˜ such that for any A ∈ A3, we have
(3.32)
Ca−
1
n ≤ r ≤ C˜a− 1n , if q < n− 1,
Ca−
1
n | log a|− 1n−1 ≤ r ≤ C˜a− 1n | log a|− 1n−1 , if q = n− 1,
Ca
(n−1)(q−n)
nq ≤ r ≤ C˜a
(n−1)(q−n)
nq , if q > n− 1.
In fact, from (3.21) one has
(3.33)
∫
Sn−1
|A−1x|−q = 2rqa qn ωn−2
∫ π
2
0
(sin2 θ + a2 cos2 θ)−
q
2 sinn−2 θ dθ.
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Since a < 1/3, we have∫
Sn−1
|A−1x|−q ≥ Crqa qn
[∫ π
3
0
(θ2 + a2)−
q
2 θn−2 dθ +
∫ π
2
π
3
sinn−2 θ dθ
]
≥ Crqa qn
[∫ π
3
0
(θ2 + a2)−
q
2 θn−2 dθ + 1
]
.
(3.34)
Note that ∫ π
3
0
(θ2 + a2)−
q
2 θn−2 dθ ≥
∫ a
0
2−
q
2 a−qθn−2 dθ +
∫ π
3
a
2−
q
2 θ−qθn−2 dθ
=
Cq
n− 1a
−q+n−1 + Cq
∫ π
3
a
θ−q+n−2 dθ
≥ C


1, if q < n− 1,
| log a|, if q = n− 1,
a−q+n−1, if q > n− 1.
Inserting it into (3.34), we obtain
(3.35)
∫
Sn−1
|A−1x|−q ≥ Crqa qn


1, if q < n− 1,
| log a|, if q = n− 1,
a−q+n−1, if q > n− 1.
On the other hand, from (3.33), we also have∫
Sn−1
|A−1x|−q ≤ C˜rqa qn
[∫ π
3
0
(θ2 + a2)−
q
2 θn−2 dθ +
∫ π
2
π
3
sinn−2 θ dθ
]
.
Similarly as in (3.34)–(3.35), one can obtain
(3.36)
∫
Sn−1
|A−1x|−q ≤ C˜rqa qn


1, if q < n− 1,
| log a|, if q = n− 1,
a−q+n−1, if q > n− 1.
By combining (3.35), (3.36) and the definition of A (see (3.17)), we have
C˜−1Λ−1 ≤ rqa qn ≤ C−1Λ, if q < n− 1,
C˜−1Λ−1 ≤ rn−1a(n−1)/n| log a| ≤ C−1Λ, if q = n− 1,
C˜−1Λ−1 ≤ rqa(n−1)(n−q)/n ≤ C−1Λ, if q > n− 1,
which implies the claim (3.32).
Now, we can estimate F (A) in (3.18). From (3.25), we have
F (A) = 2rpa
p
n
−pωn−2
∫ π
2
0
sinαθ cosβθ (a2 sin2 θ + cos2 θ)
p
2 sinn−2 θ dθ.
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Recalling that a < 1/3, we can obtain
F (A) ≤ Crpa pn−p
[∫ π
6
0
θαθn−2 dθ +
∫ π
2
π
6
(π2 − θ)β
(
a2 + (π2 − θ)2
)p
2 dθ
]
≤ Crpa pn−p
[
1 +
∫ π
3
0
tβ
(
a2 + t2
) p
2 dt
]
.
(3.37)
And ∫ π
3
0
tβ
(
a2 + t2
) p
2 dt ≤
∫ a
0
tβap dt+
∫ π
3
a
tβtp dt
=
ap+β+1
β + 1
+
∫ π
3
a
tβ+p dt
≤ C


1, if β + p+ 1 > 0,
| log a|, if β + p+ 1 = 0,
aβ+p+1, if β + p+ 1 < 0.
Inserting it into (3.37), we obtain
(3.38) F (A) ≤ Crpa pn−p


1, if β + p+ 1 > 0,
| log a|, if β + p+ 1 = 0,
aβ+p+1, if β + p+ 1 < 0.
Recall that any A ∈ A3 must satisfy (3.32). The estimate given by (3.38) can be simplified
as follows. When q < n− 1, there is
(3.39) F (A) ≤ C


a−p, if β + p+ 1 > 0,
a−p| log a|, if β + p+ 1 = 0,
aβ+1, if β + p+ 1 < 0.
When q = n− 1, there is
(3.40) F (A) ≤ C


a−p| log a|−p/(n−1), if β + p+ 1 > 0,
a−p| log a|(n−1−p)/(n−1), if β + p+ 1 = 0,
aβ+1| log a|−p/(n−1), if β + p+ 1 < 0.
And when q > n− 1, there is
(3.41) F (A) ≤ C


ap(1−n)/q, if β + p+ 1 > 0,
ap(1−n)/q| log a|, if β + p+ 1 = 0,
ap(1−n)/q+β+p+1, if β + p+ 1 < 0.
By the assumptions on p, q and β, we see that the power of a in each case of (3.39),
(3.40) and (3.41) is positive. Since a < 1/3, we have
sup
A∈A3
F (A) ≤ C.
For any sequence {Ak} ⊂ A3 with corresponding rk and ak, only one of the three cases
rk → ∞, rk → 0, ak → 0 can occur. And whenever it occurs, by (3.32), there must be
ak → 0. Then F (Ak)→ 0.
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Therefore, the proof of Lemma 3.2 is completed. 
4. The non-uniqueness of solutions
In this section, we prove Theorem 1.1. Let 0 < ǫ < 1/2 and let Mǫ ∈ GL(n) be given by
Mǫ = diag(ǫ, · · · , ǫ, 1) =
(
ǫI 0
0 1
)
,
where I is the unit (n− 1)× (n− 1) matrix.
For given indices p, q such that p < 0 < q, we can choose appropriate indices α and β
such that they are non-negative even integers satisfying the assumptions of Theorem 1.2.
Let δ ∈ (0,−p) be a positive number (depending only on p, q, but independent of ǫ) to be
determined.
Now, consider the following equation
(4.1) det(∇2h+ hI)(x) = |x′|α |xn|β |Mǫx|−p−δ−1−β , x ∈ Sn−1.
Note that this is an equation for the classical Minkowski problem. Since its right hand side
is even with respect to the origin and integrable on Sn−1, there exists a solution hǫ, which
is unique up to translation, [12].
By a translation, we may assume hǫ is the unique solution such that its associated convex
body Khǫ centred at the origin. Note that Khǫ is rotationally symmetric and even. The
following lemma provides uniform bounds of hǫ. The positive constants C, C˜ and Ci in the
following context depend only on n, p, q, α, β and δ, but independent of ǫ.
Lemma 4.1. There exists a positive constant C, independent of ǫ ∈ (0, 1/2), such that
(4.2) C−1 ≤ hǫ ≤ C on Sn−1.
Proof. We first claim that the area of ∂Khǫ is uniformly bounded from above. In fact, by
(4.1), one has
area(∂Khǫ) =
∫
Sn−1
det(∇2hǫ + hǫI)(x) dx
=
∫
Sn−1
|x′|α |xn|β
√
ǫ2|x′|2 + x2n
−p−δ−1−β
dx
≤
∫
Sn−1
√
ǫ2|x′|2 + x2n
−p−δ−1
dx.
Since 0 < δ < −p, we have
area(∂Khǫ) ≤


∫
Sn−1
|xn|−p−δ−1 dx when 0 < −p− δ < 1∫
Sn−1
dx when 1 ≤ −p− δ
≤ C,
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where C is a positive constant depending on n, p, δ, but independent of ǫ. By the isoperi-
metric inequality, we also obtain
(4.3) vol(Khǫ) ≤ Cn area(∂Khǫ)
n
n−1 ≤ C.
Let Eǫ be the minimum ellipsoid of Khǫ . Then,
1
n
Eǫ ⊂ Khǫ ⊂ Eǫ,
which implies that
(4.4)
1
n
hEǫ ≤ hǫ ≤ hEǫ on Sn−1,
where hEǫ is the support function of Eǫ. Since Khǫ is rotationally symmetric and even, Eǫ
is also rotationally symmetric and even. In particular, the centre of Eǫ is at the origin.
Let R1ǫ, · · · , Rnǫ be the lengths of the semi-axes of Eǫ along the x1, · · · , xn axes. Then
R1ǫ = · · · = Rn−1;ǫ, and
(4.5) hEǫ(x) =
√
R21ǫ|x′|2 +R2nǫx2n, ∀x ∈ Sn−1.
From the equation (4.1), one can see that
vol(Khǫ) =
1
n
∫
Sn−1
hǫ det(∇2hǫ + hǫI)
=
1
n
∫
Sn−1
hǫ(x)|x′|α |xn|β
√
ǫ2|x′|2 + x2n
−p−δ−1−β
dx
≥ 1
n
∫
Sn−1
hǫ(x)|x′|α |xn|β
√
ǫ2|x′|2 + x2n
−p−δ−1
dx
≥ 1
n


∫
Sn−1
hǫ(x)|x′|α |xn|β dx when 0 < −p− δ < 1,∫
Sn−1
hǫ(x)|x′|α |xn|β−p−δ−1 dx when 1 ≤ −p− δ.
From (4.4) and (4.5),
hǫ(x) ≥ 1√
2n
(R1ǫ|x′|+Rnǫ|xn|), ∀x ∈ Sn−1.
Thus, we obtain
vol(Khǫ) ≥


∫
Sn−1
R1ǫ|x′|+Rnǫ|xn|√
2n2
|x′|α |xn|β dx when 0 < −p− δ < 1∫
Sn−1
R1ǫ|x′|+Rnǫ|xn|√
2n2
|x′|α |xn|β−p−δ−1 dx when 1 ≤ −p− δ
= C1R1ǫ + C2Rnǫ
≥ C(R1ǫ +Rnǫ),
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where C1, C2 and C are positive constants depending on n, p, α, β, δ, but independent of
ǫ. Therefore, again by (4.4) we have
maxhǫ ≤ max hEǫ
< R1ǫ +Rnǫ
≤ C vol(Khǫ)
≤ C,
(4.6)
where the last inequality is due to (4.3). The second inequality of (4.2) is proved.
It remains to prove the first inequality of (4.2). For convenience, write
rǫ := min {R1ǫ, Rnǫ} ,
Rǫ := max {R1ǫ, Rnǫ} .
Recalling (4.4), one has
rǫ ≤ nminhǫ,
Rǫ ≤ nmaxhǫ.
We can estimate vol(Khǫ) as follows:
vol(Khǫ) ≤ vol(Eǫ)
= κnR
n−1
1ǫ Rnǫ
≤ κnRn−2ǫ R1ǫRnǫ
= κnR
n−1
ǫ rǫ
≤ Cn(max hǫ)n−1 ·minhǫ,
where κn is the volume of the unit ball in R
n. By the third inequality of (4.6), namely
maxhǫ ≤ C vol(Khǫ), the above inequality reads
maxhǫ ≤ C(maxhǫ)n−1 ·minhǫ,
namely
1 ≤ C(maxhǫ)n−2 ·minhǫ.
Now the first inequality of (4.2) follows from its second inequality. The proof of this lemma
is completed. 
Define
(4.7) Hǫ(x) := ǫ
q+δ−1
q−p |M−1ǫ x| · hǫ
(
M−1ǫ x
|M−1ǫ x|
)
, x ∈ Sn−1.
Lemma 4.2. The function Hǫ satisfies the equation
(4.8) H1−pǫ |∇Hǫ|q−n det(∇2Hǫ +HǫI) = fǫ on Sn−1,
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where
(4.9) fǫ(x) := hǫ(xǫ)
1−p|x′|α |xn|β |Nǫx|δ−α−n+1|Nǫ(∇hǫ)(xǫ)|q−n,
and for simplicity, we also denote
(4.10) xǫ =
M−1ǫ x
|M−1ǫ x|
and Nǫ = ǫM
−1
ǫ =
(
I 0
0 ǫ
)
.
Proof. Let
(4.11) uǫ(x) := |M−1ǫ x| · hǫ
(
M−1ǫ x
|M−1ǫ x|
)
.
By the invariance of the quantity hn+1ǫ det(∇2hǫ + hǫI) under linear transformations, see
Proposition 7.1 in [13] or formula (2.12) in [32], we have
(4.12) det(∇2uǫ + uǫI)(x) = det(∇2hǫ + hǫI)
(
M−1ǫ x
|M−1ǫ x|
)
· (detM
−1
ǫ )
2
|M−1ǫ x|n+1
.
Observe that
xǫ =
M−1ǫ x
|M−1ǫ x|
=
(ǫ−1x′, xn)
|M−1ǫ x|
=
(x′, ǫxn)
|Nǫx| .
By virtue of (4.1), we then have
det(∇2hǫ + hǫI)
(
M−1ǫ x
|M−1ǫ x|
)
=
|x′|α
|Nǫx|α ·
|ǫxn|β
|Nǫx|β ·
(
1
|M−1ǫ x|
)−p−δ−1−β
=
|x′|α
|Nǫx|α ·
|ǫxn|β
|Nǫx|β ·
(
ǫ
|Nǫx|
)−p−δ−1−β
= ǫ−p−δ−1|x′|α |xn|β |Nǫx|p+δ+1−α.
Inserting it into (4.12), we obtain
det(∇2uǫ + uǫI)(x) = ǫ−p−δ−1|x′|α |xn|β |Nǫx|p+δ+1−α · (ǫ
1−n)2 ǫn+1
|Nǫx|n+1
= ǫ−p−δ+2−n|x′|α |xn|β |Nǫx|p+δ−α−n.
(4.13)
By the definition of uǫ in (4.11), one can see that
uǫ(x) = ǫ
−1|Nǫx| · hǫ(xǫ),
(∇uǫ)(x) =M−Tǫ (∇hǫ)(xǫ) = ǫ−1Nǫ(∇hǫ)(xǫ).
Hence, from (4.13) we have
u1−pǫ |∇uǫ|q−n det(∇2uǫ + uǫI)(x)
= ǫp−1|Nǫx|1−phǫ(xǫ)1−p · ǫn−q|Nǫ(∇hǫ)(xǫ)|q−n·
ǫ−p−δ+2−n|x′|α |xn|β |Nǫx|p+δ−α−n
= ǫ−q−δ+1hǫ(xǫ)
1−p|x′|α |xn|β |Nǫx|δ−α−n+1|Nǫ(∇hǫ)(xǫ)|q−n.
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Recalling (4.7), namely Hǫ = ǫ
q+δ−1
q−p uǫ, we thus obtain
H1−pǫ |∇Hǫ|q−n det(∇2Hǫ +HǫI)(x)
= hǫ(xǫ)
1−p|x′|α |xn|β |Nǫx|δ−α−n+1|Nǫ(∇hǫ)(xǫ)|q−n,
that is equation (4.8). The proof is done. 
From the definition of Hǫ in (4.7), one can see that
ρHǫ(u) = ǫ
q+δ−1
q−p |Mǫu|−1 · ρhǫ
(
Mǫu
|Mǫu|
)
, ∀u ∈ Sn−1.
By Lemma 4.1, one has
(4.14) C−1 ≤ ρhǫ ≤ C on Sn−1,
where C > 0 is independent of ǫ. Therefore, we have
(4.15) ρHǫ(u) ≤ C ǫ
q+δ−1
q−p |Mǫu|−1 ∀u ∈ Sn−1.
Corollary 4.1. We have the estimate for the q-th dual volume of KHǫ as follows:
(4.16) V˜q(KHǫ) ≤ C


ǫ
q(q+δ−1)
q−p , if q < 1,
ǫ
δ
1−p | log ǫ|, if q = 1,
ǫ
qδ+p(q−1)
q−p , if q > 1.
Proof. From (4.15) and the definition (1.2),
V˜q(KHǫ) =
1
n
∫
Sn−1
ρqHǫ(u) du
≤ C ǫ
q(q+δ−1)
q−p
∫
Sn−1
|Mǫu|−q du.
(4.17)
Note that ∫
Sn−1
|Mǫu|−q du =
∫
Sn−1
(ǫ2|u′|2 + u2n)−
q
2 du
= 2ωn−2
∫ π
2
0
(ǫ2 sin2 θ + cos2 θ)−
q
2 sinn−2 θ dθ
≤ C
∫ π
2
0
(ǫ sin θ + cos θ)−q dθ,
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where C is a positive constant independent of ǫ ∈ (0, 1/2). Since∫ π
2
0
(ǫ sin θ + cos θ)−q dθ ≤
∫ π
4
0
(cos θ)−q dθ + Cq
∫ π
2
π
4
(ǫ+ π2 − θ)−q dθ
= C˜q + Cq
∫ π
4
0
(ǫ+ t)−q dt
≤ Cq


1, if q < 1,
| log ǫ|, if q = 1,
ǫ1−q, if q > 1,
we obtain that ∫
Sn−1
|Mǫu|−q du ≤ C


1, if q < 1,
| log ǫ|, if q = 1,
ǫ1−q, if q > 1.
Therefore, the estimate (4.16) follows. 
On the other hand, thanks to (4.2) and (4.14), the function fǫ in (4.9) satisfies the
assumption of Theorem 1.2. By applying Theorem 1.2 to equation (4.8), we can obtain
another solution, say H˜ǫ. In order to show H˜ǫ is different to Hǫ, we shall show that they
have different q-th dual volumes. By the estimate (1.4), the q-th dual volume V˜q(KH˜ǫ) is
bounded below by ‖fǫ‖L1(Sn−1). In the following we shall estimate ‖fǫ‖L1(Sn−1).
For simplicity, we write
(4.18) ∇hǫ = (ξ′ǫ, ξǫn),
where ξ′ǫ denotes the first n− 1 coordinates of ∇hǫ, and ξǫn the last one. Let
(4.19) S0 :=
{
x ∈ Sn−1 : |xn| < cos
(π
4
+
1
2
arccosC−2
)}
,
where C is the constant in Lemma 4.1.
Lemma 4.3. For any ǫ ∈ (0, 1/2), one has
(4.20) |ξ′ǫ(x)| >
1
2
C−1, ∀x ∈ S0,
where C is the same constant as in Lemma 4.1 and (4.19).
Proof. By Lemma 4.1, one has
BC−1 ⊂ Khǫ ⊂ BC ,
where Br denotes the ball in R
n centred at the origin with radius r.
For a fixed x ∈ S0, (∇hǫ)(x) is the boundary point of Khǫ , whose unit outer normal
vector is x. Thus 〈
(∇hǫ)(x), x
〉 ≥ C−1 and |(∇hǫ)(x)| ≤ C,
where 〈·, ·〉 is the inner product of Rn. We shall show that the estimate (4.20) follows.
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In fact, using ∇hǫ = (ξ′ǫ, ξǫn) and x = (x′, xn), we have
C−1 ≤ x′ · ξ′ǫ + xn · ξǫn
≤ |x′| · |ξ′ǫ|+ |xn| · |ξǫn|
≤ |x′| · |ξ′ǫ|+ |xn| ·
√
C2 − |ξ′ǫ|2.
Write xn = cos θ, where θ ∈ [0, π], and
(4.21) |ξ′ǫ| = C sinφ, φ ∈ [0, π2 ].
Then
C−1 ≤ C sin θ sinφ+ C cos θ cosφ
= C cos(φ− θ),
which implies that
|φ− θ| ≤ arccosC−2.
Therefore, we have
(4.22) φ ≥ θ − arccosC−2.
Recalling the definition of S0 in (4.19), one has
cos θ < cos
(π
4
+
1
2
arccosC−2
)
,
which implies
θ >
π
4
+
1
2
arccosC−2.
Hence, we obtain from (4.22) that
φ >
π
4
− 1
2
arccosC−2.
By the monotonicity and concavity of sin on [0, π2 ], one has
sinφ > sin
(π
4
− 1
2
arccosC−2
)
>
1
2
sin
(π
2
− arccosC−2
)
=
1
2
C−2,
which together with (4.21) implies that |ξ′ǫ| > 12C−1. The proof is finished. 
Using Lemma 4.3, we can show that ‖fǫ‖L1(Sn−1) has a uniform positive lower bound for
all ǫ ∈ (0, 1/2).
Lemma 4.4. For fǫ given in (4.9), we have
‖fǫ‖L1(Sn−1) ≥ C,
where the constant C > 0 is independent of ǫ.
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Proof. We start from the following inequality:
fǫ(x) = hǫ(xǫ)
1−p|x′|α |xn|β |Nǫx|δ−α−n+1|Nǫ(∇hǫ)(xǫ)|q−n
≥ C|x′|α |xn|β |Nǫx|δ−α−n+1|Nǫ(∇hǫ)(xǫ)|q−n,
where Lemma 4.1 is applied. Then
‖fǫ‖L1 ≥ C
∫
Sn−1
|x′|α |xn|β |Nǫx|δ−α−n+1|Nǫ(∇hǫ)(xǫ)|q−n dx.
We shall apply the integration by substitution
x =
Mǫy
|Mǫy| =
(ǫy′, yn)
|Mǫy| for y ∈ S
n−1.
From the notations in (4.10), we have
Nǫx =
ǫy
|Mǫy| ,
xǫ =
M−1ǫ x
|M−1ǫ x|
= y.
Hence, using the computation as in [29, Lemma 2.2] one has
‖fǫ‖L1 ≥ C
∫
Sn−1
|ǫy′|α
|Mǫy|α ·
|yn|β
|Mǫy|β
(
ǫ
|Mǫy|
)δ−α−n+1
|Nǫ(∇hǫ)(y)|q−n · ǫ
n−1 dy
|Mǫy|n
= Cǫδ
∫
Sn−1
|y′|α |yn|β |Mǫy|−β−δ−1 |Nǫ(∇hǫ)(y)|q−n dy
≥ Cǫδ
∫
S0
|y′|α |yn|β |Mǫy|−β−δ−1 |Nǫ(∇hǫ)(y)|q−n dy.
(4.23)
Again, by (4.10) and the notation ∇hǫ in (4.18), we have
|Nǫ(∇hǫ)(y)| =
√
|ξ′ǫ(y)|2 + ǫ2|ξǫn(y)|2
≥ |ξ′ǫ(y)|
>
1
2
C−1, ∀ y ∈ S0,
where the last inequality is due to Lemma 4.3. Observe that
|Nǫ(∇hǫ)(y)| ≤ |∇hǫ(y)| ≤ C, ∀ y ∈ Sn−1,
where the last inequality is due to Lemma 4.1. Hence for any ǫ ∈ (0, 1/2) we have
1
2
C−1 < |Nǫ(∇hǫ)(y)| ≤ C, ∀ y ∈ S0.
Inserting it into (4.23), one has that
‖fǫ‖L1 ≥ Cǫδ
∫
S0
|y′|α |yn|β |Mǫy|−β−δ−1 dy
≥ Cǫδ
∫
S0
|yn|β |Mǫy|−β−δ−1 dy
= Cǫδ
∫
S0
|yn|β
√
ǫ2|y′|2 + y2n
−β−δ−1
dy.
(4.24)
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Recalling the definition of S0 in (4.19) and denoting
θ0 :=
π
4
+
1
2
arccosC−2,
we have ∫
S0
|yn|β
√
ǫ2|y′|2 + y2n
−β−δ−1
dy
= 2ωn−2
∫ π
2
θ0
cosβθ (ǫ2 sin2 θ + cos2 θ)−
β+δ+1
2 sinn−2 θ dθ
≥ C
∫ π
2
θ0
cosβθ (ǫ sin θ + cos θ)−β−δ−1 dθ
= C
∫ π
2
−θ0
0
sinβφ (ǫ cos φ+ sinφ)−β−δ−1 dφ
≥ C
∫ π
2
−θ0
0
φβ (ǫ+ φ)−β−δ−1 dφ.
(4.25)
When 0 < ǫ ≤ π2 − θ0, one has∫ π
2
−θ0
0
φβ (ǫ+ φ)−β−δ−1 dφ ≥
∫ ǫ
0
φβ (ǫ+ φ)−β−δ−1 dφ
≥
∫ ǫ
0
φβ (2ǫ)−β−δ−1 dφ
= Cǫ−δ.
When ǫ > π2 − θ0, one has∫ π
2
−θ0
0
φβ (ǫ+ φ)−β−δ−1 dφ ≥
∫ π
2
−θ0
0
φβ 2−β−δ−1 dφ
≥ C.
Therefore, for any ǫ ∈ (0, 1/2),
(4.26)
∫ π
2
−θ0
0
φβ (ǫ+ φ)−β−δ−1 dφ ≥ Cǫ−δ.
Combining (4.24), (4.25) and (4.26), we obtain that
‖fǫ‖L1 ≥ C.
The proof of Lemma 4.4 is finished. 
Now, we are ready to complete the proof of Theorem 1.1 by comparing the q-th dual
volumes of KHǫ and KH˜ǫ .
Proof of Theorem 1.1. By Theorem 1.2 and Lemma 4.4, we have
(4.27) V˜q(KH˜ǫ) ≥ C > 0,
where C depends only on n, p, q, α, β and δ, and is independent of ǫ.
For any given q ∈ (0, 1) and p ∈ (−∞, q − 1), we can choose α = 0, β = 0, and
δ ∈ (1− q,−p). Then, by virtue of (4.16)
V˜q(KHǫ) ≤ Cǫ
q(q+δ−1)
q−p → 0, as ǫ→ 0+,
which implies that KHǫ andKH˜ǫ are different convex bodies, namely Hǫ and H˜ǫ are different
solutions to equation (4.8).
For q = 1 and p ∈ (−∞, 0), we can choose α = 0, β = 0, and δ ∈ (0,−p). Then, by
virtue of (4.16)
V˜q(KHǫ) ≤ Cǫ
δ
1−p | log ǫ| → 0, as ǫ→ 0+,
which implies that KHǫ andKH˜ǫ are different convex bodies, namely Hǫ and H˜ǫ are different
solutions to equation (4.8).
For any given q ∈ (1,+∞) and p ∈ (−∞, 0), we can choose α and β to be non-negative
even integers, and choose δ as
−p · q − 1
q
< δ < −p.
Then, by virtue of (4.16)
V˜q(KHǫ) ≤ Cǫ
qδ+p(q−1)
q−p → 0, as ǫ→ 0+,
which implies that KHǫ andKH˜ǫ are different convex bodies, namely Hǫ and H˜ǫ are different
solutions to equation (4.8). If, in addition, 1 + np <
1
p +
1
q <
n
q − 1 holds, α and β can be
chosen as zero. Then fǫ in (4.9) is positive on S
n−1.
Therefore, the proof of Theorem 1.1 is completed. 
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