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Zusammenfassung
Die Aufstellungsplanung von Chemieanlagen ist eine komplexe Auf-
gabe. Es handelt um einen Spezialfall des quadratic assignment problem,
welches sich als NP-hart erwiesen hat. Zur Lo¨sung dieser Aufgabe wurde
am Lehrstuhl fu¨r Anlagentechnik ein Werkzeug entwickelt, das mit Hil-
fe eines Simulated Annealing Verfahrens einen sowohl funktionellen als
auch mo¨glichst kostengu¨nstigen Platzierungsvorschlag generiert. Hierbei
hat sich allerdings gezeigt, dass die Abku¨hlrate der Simulated Annealing-
Methode durch empirische Parameter gesteuert werden muss, um Lo¨sun-
gen in vertretbarer Zeit zu erhalten. In dieser Arbeit werden zwei alter-
native Ansa¨tze zur Lo¨sung des Aufstellungsproblems untersucht. Der eine
Ansatz beruht auf Techniken des Constraint Programming, der andere
Ansatz verwendet Logik und Backtracking.
1 Einleitung
Aufgabe der Aufstellungsplanung ist die Plazierung sa¨mtlicher fu¨r eine Chemie-
anlage relevanten, verfahrenstechnischen Equipments innerhalb und im Nahbe-
reich außerhalb einer Stahlbaukonstruktion [12]. Dabei mu¨ssen Anforderungen
an die Lage der Equipments im Stahlbau und zueinander beru¨cksichtigt wer-
den. Diese Anforderungen sind bestimmt durch eine Vielzahl von Vorgaben der
einzelnen Equipments, die sich u.a. durch die Betriebsweise des Equipments,
technische Spezifikationen und Vorgaben des Anlagenbetreibers ergeben. An-
forderungen an die Positionierung von Equipments sind immer gepra¨gt durch
eine Reihe von konkurrierenden und widerspru¨chlichen Bedingungen, die abge-
wogen und gelo¨st werden mu¨ssen.
Zur Lo¨sung dieser Problemstellung wurde am Lehrstuhl fu¨r Anlagentechnik
der Universita¨t Dortmund ein System zur computerunterstu¨tzten Aufstellungs-
planung entwickelt. Fu¨r ein konkretes Planungsszenario (vorgegebenes Baufeld
inklusive des Anlagengeru¨stes und der Anlagenwege sowie eine Anzahl zu plat-
zierender Equipmentmodelle) werden die zu erfu¨llenden Anforderungen unter
Verwendung einer in einer Datenbank hinterlegten Regelbasis abgeleitet. Die
inferierten Anforderungen, d.h. die zu beru¨cksichtigenden Abha¨ngigkeiten zwi-
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schen einzelnen Equipments bzw. zwischen einzelnen Equipments und dem Bau-
feld oder Stahlbau, werden in einem zweiten Schritt in eine numerische Form
u¨bertragen. Auf der Basis dieser numerischen Anforderungsrepra¨sentation wird
nun ein heuristisches Suchverfahren (ein Simulated Annealing Algorithmus (SA))
zur Minimierung der Regelversto¨ße bzw. zur Maximierung der erfu¨llten Anforde-
rungen verwendet. Die bisherigen Arbeiten haben gezeigt, dass eine Platzierung
von Equipments im Anlagengeba¨ude mit dem beschriebenen Verfahren mo¨glich
ist. Allerdings ist diese Methode fu¨r große Anlagen zu aufwa¨ndig und erfordert
viel Erfahrung bei der Festlegung der SA-Strategieparameter, insbesondere der
Abku¨hlvorschriften.
Aus diesem Grunde werden in dieser Arbeit zwei alternative Lo¨sungsstrate-
gien untersucht. Bei der ersten Lo¨sungsstrategie wird das Problem der Aufstel-
lungsplanung als Konfigurationsproblem formalisiert und Verfahren des Cons-
traint Logic Programming (CLP) angewendet. Die zweite Strategie beruht auf
Hornlogik und einem Backtracking-Algorithmus.
2 Problembeschreibung
Die Aufstellungsplanung hat die Aufgabe, die beno¨tigten Equipments einer Che-
mieanlage unter Beru¨cksichtigung verschiedenster konstruktiver und verfahrens-
technischer Randbedingungen im Anlagengeru¨st zu positionieren [12]. Zusa¨tz-
liche Bedingungen ergeben sich aus der Sicht der Montage, des Anlagenbetrie-
bes sowie aufgrund sicherheitstechnischer Anforderungen. Die Entwicklung von
Aufstellungsentwu¨rfen ist daher eine sehr komplexe Aufgabe und erfordert ein
großes Maß an Fachwissen aus unterschiedlichsten Fachrichtungen.
Abbildung 1: Einordnung der Aufstellungsplanung in den Planungsprozess fu¨r
chemische Anlagen.
Abbildung 1 zeigt welche Stellung die Aufstellungsplanung im gesamten Pla-
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nungsprozess einnimmt. Im basic engineering wird das chemische Verfahren und
die beno¨tigten Ausru¨stungen ausgewa¨hlt und optimiert. Im anschließenden ex-
tended basic engineering sind die wesentlichen Equipments mit ihren Haupt-
abmessungen bekannt. Im Rahmen der Aufstellungsplanung werden die Equip-
ments dann in einem vorgegebenen oder zu entwickelnden Stahlbau mo¨glichst
optimal platziert. Fu¨r die folgenden Phasen des detail engineering liegt damit
das Layout der Anlage fest und kann aus Kosten- und Termingru¨nden auch
nicht mehr vera¨ndert werden. Dies macht deutlich, wie wichtig es ist, den Auf-
stellungsentwurf z.B. aufgrund von Variantenkonstruktionen zu optimieren, um
die Konsequenzen auf nachfolgende Arbeiten, wie z.B. die Rohrleitungskonstruk-
tion, mo¨glichst genau ermitteln zu ko¨nnen.
2.1 Gro¨ßenabscha¨tzung des Suchraums
Es ist offensichtlich, dass es sich bei dem hier betrachteten Konfigurationspro-
blem um ein NP-hartes Problem handelt. Um fu¨r praktisch relevante Problem-
gro¨ßen abscha¨tzen zu ko¨nnen, ob eine Aufstellung in akzeptabler Zeit berechnet
werden kann, soll zuna¨chst untersucht werden, wie groß der Suchraum ist, in
dem nach Lo¨sungen gesucht wird, um beurteilen zu ko¨nnen, ob die Suche nach
einer Lo¨sung (einer Aufstellung) in diesem Raum effizient gestaltet werden kann.
Idealerweise ko¨nnen Komponenten (Equipments) beliebig plaziert werden,
d.h. der Suchraum ist unendlich. Zur Vereinfachung des Problems wird allerdings
eine Rasterung des Baufelds vorgenommen. Sei d die Kantenla¨nge zwischen zwei
Rasterpunkten, dann wird das gegebene Baufeld der Fla¨che A in R = Ad2 Raster
aufgeteilt. Ferner sei n die Anzahl der Komponenten. Jeder Komponente wird
mindestens ein Raster zugewiesen; es ist aber mo¨glich, dass nicht alle Raster
belegt werden. Damit ergibt sich die Anzahl k der mo¨glichen Anlagen als:
k ≤
A
d2 !(
A
d2 − n
)
!
mit
A
d2
≥ n
Fu¨r eine kleine Anlage mit 50m2 Fla¨che, einem Raster von 1cm2 und 30
Komponenten ergibt sich als Gro¨ße des Suchraums:
k ≤ 25.000.000!
(25.000.000− 30)! ≈ 8, 67
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3 Formalisierung
Unter dem Anlagenentwurfsproblem versteht man die Positionierung rechtecki-
ger Anlagenteile innerhalb einer gegebenen Fla¨che [17]. Dabei sollen die durch
die Flussmatrix M = [mij ]i,j=1,...,n induzierten Kosten minimiert werden. Die-
se Matrix definiert die Verbindungskosten zwischen zwei Komponenten i und j.
Das Ziel ist eine nichtu¨berlappende Anordnung aller Komponenten mit mini-
malen Flusskosten
∑
i,j dij ·mij mit dij als Distanz zwischen den betreffenden
Komponenten. Diese Formalisierung schließt sowohl das Problem des Anlagen-
entwurfs als auch die Design von Schaltungen (VLSI Design) ein. Es ist ein
Spezialfall des quadratic assignment problem, welches sich als NP-hart erwiesen
hat [7].
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Der Aufstellungsentwurf einer Chemieanlage ist eine Variante dieses Pro-
blems mit unregelma¨ßigen Grundfla¨chen, mehreren Dimensionen durch Ver-
wendung eines Stahlbaus, Zonen ohne Bebauung sowie vordefinierten Wegen,
die ebenfalls nicht bebaut werden du¨rfen. A¨hnliche Varianten wurden bereits in
[11, 14] untersucht. Bewegliche Komponenten, also Maschinen und Anlagenteile,
ko¨nnen daru¨berhinaus um ihr Zentroid rotiert werden. Eine weitere Besonder-
heit ist die Beru¨cksichtung von Anforderungen.
4 Anlagenentwurf als Constraint Satisfaction Pro-
blem
Der Aufstellungsentwurf einer Chemieanlage kann als Konfigurationsproblem
aufgefasst und mit Verfahren des Constraint Logic Programming gelo¨st werden.
Dazu wird das Problem als Constraint Satisfaction Problem formuliert.
Definition 1 Ein Constraint satisfaction problem (CSP) ist definiert durch:
• eine Menge von Variablen V = {x1, . . . , xn}. Jeder Variablen xi ist ein
endlicher Wertebereich Di zugeordnet, der die mo¨glichen Werte der Va-
riablen angibt.
• eine Menge von Constraints C = {C1, . . . , Cr}. Ein k-stelliger Constraint
C ist ein Paar bestehend aus einer Menge von Variablen X = {x1, . . . , xk}
und einer entscheidbaren Relation R, wobei die xi, i = 1, . . . , k, Werte aus
ihrem gegebenen Wertebereich Di annehmen ko¨nnen und R eine Teilmenge
von D1 × · · · ×Dk ist.
Die Menge der Variablen ergibt sich beim Anlagenentwurfsproblem aus der zu
platzierenden Komponenten. Jeder Komponente ist eine Variable zugeordnet,
die ihre Position im Stahlbau repra¨sentiert. Der Wertebereich einer Variablen ist
die Menge der mo¨glichen Positionen auf dem Baufeld. Eine mo¨gliche Position ist
ein Tupel (x, y, z, rx, ry), dabei gibt z die Etage an, x und y definieren die Koor-
dinaten in bezug auf die Etage. rx und ry geben die Rotation der Komponente
an, wobei lediglich diskrete 90◦Schritte und somit vier mo¨gliche Orientierungen
zugelassen werden. Idealerweise sollten Komponenten beliebig plaziert werden
ko¨nnen, d.h. der Suchraum ist unendlich. Das Problem wird hier allerdings re-
laxiert, indem eine Rasterung des Baufeldes vorgenommen wird. Dazu wird das
gegebene Baufeld der Fla¨che A in R = Ad2 Raster aufgeteilt. Bei der Berech-
nung der mo¨glichen Positionen einer Komponente werden gesonderte Fla¨chen
und Ra¨ume wie Wege, gesperrte Bereiche und andere Hindernisse, an denen die
Komponente nicht plaziert werden darf, von vorneherein ausgeschlossen.
4.1 Umsetzung der Anforderungen in Constraints
Una¨re und bina¨re Constraints werden aus den Regeln fu¨r die Lageanforde-
rungen abgeleitet. Una¨re Constraints sind Anforderungen an die Lage einer
einzelnen Ausru¨stung. Folgende Positionsangaben sind definiert: am Weg, am
Anlagenrand, in Etage und außerhalb des Stahlbaus. Bina¨re Constraints
definieren relative Lageanforderungen zweier Ausru¨stungen zueinander. Es wird
zwischen drei Beziehungen unterschieden: neben, nahe und u¨ber.
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Die Anforderungen sind unterschiedlich wichtig. Es gibt Anforderungen, wel-
che fu¨r das Funktionieren der Anlage oder aus Sicherheitsgru¨nden eingehalten
werden mu¨ssen, und solche, welche nur eine untergeordnete Rolle spielen. Die
Gewichtung einer Regel wird u¨ber die Schlu¨sselwo¨rter muss, soll, sollte
ausgedru¨ckt, wobei muss die maximale Wichtigkeit ausdru¨ckt und sollte eine
untergeordnete Bedeutung beschreibt.
Zum Erfassen des Erfu¨llungsgrades der Constraints bieten sich deshalb Tech-
niken der Fuzzy-Logik an [4, 5]. In Anlehnung an eine linguistische Variable
ko¨nnen ein- bzw. zweistellige Funktionen definiert werden, die auf einen Zu-
geho¨rigkeitsgrad zu einem bestimmten Konzept wie Nachbarschaft oder verti-
kale Anordnung abbilden.
Diese Abbildung kann definiert werden als:
f :
∏
xi∈var(C)
Di 7→ [0, 1]
Di ist hierbei der Wertebereich der Variablen xi, d.h. die Menge der mo¨gli-
chen Positionen fu¨r die Komponente ki. Diese Fuzzy-Relation kann dann als
Erfu¨llungsgrad von Constraints verwendet werden. Daru¨berhinaus ist eine Ge-
wichtung durch Skalierung mit dem Regelgewicht mo¨glich. Der Erfu¨llungsgrad
e eines Constraints c berechnet sich fu¨r eine Regel r mit Gewicht wr ∈ R als:
e = wr · fc
Im Folgenden wird die Definition der Fuzzy-Constraints im Detail beschrie-
ben. Fu¨r die Erfu¨llung der Anforderung u¨ber kommt es nicht auf eine ge-
nau senkrechte Ausrichtung an. Das Fuzzy-Constraint u¨ber bildet daher in
Abha¨ngigkeit vom von den Komponenten eingeschlossenen Winkel auf das In-
terval [0, 1] ab. Sei hij der Ho¨henunterschied zwischen Komponente i und Kom-
ponente j. Dieser Wert ist negativ, falls Komponente i unter Komponente j
liegt. Dann errechnet sich der Erfu¨llungsgrad des Fuzzy-Constraints u¨ber:
ueber(i, j) =

0 falls hij < 0
max
(
0, 1− arctan
dij
hij
αmax
)
sonst
Fu¨r alle Winkel gro¨ßer αmax liefert die Funktion also ebenfalls 0.
Fu¨r eine geforderte Nebeneinanderanordnung neben zweier Komponenten
kann der Abstand dij der Komponenten mit der Fla¨chendiagonale d2 der Grund-
fla¨che normiert werden. Die Komponenten mu¨ssen sich hierzu in der gleichen
Ebene befinden:
neben(i, j) =
{
0 falls hij < 0
dij
d2
sonst
In gleicher Weise liefert die Definition von nahe die Auspra¨gung der Nachbar-
schaft in allen drei Raumdimensionen fu¨r die Raumdiagonale d3:
nahe(i, j) =
dij
d3
Um die Anforderung innerhalb des Stahlbaus zu realisieren, wurden die
folgenden Fuzzy-Constraints konstruiert:
innerhalb(i, j) = o(i, j)/min(a(i), a(j))
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ausserhalb(i, j) = 1− innerhalb(i, j)
Dabei berechnet a(i) die Fla¨che der Komponente i und o(i, j) die Gro¨ße der
u¨berlappenden Fla¨chen der Komponente mit dem Stahlbau j. Das Ergebnis
liegt zwischen 0 und dem Minimum der Fla¨chen der beiden Ko¨rper.
Fu¨r einige Komponenten existieren Regeln, die eine Anordnung in einer be-
stimmten Ebene j verlangen. Mit Hilfe der Ho¨he der Anlage h kann das folgende
Fuzzy-Constraint in etage definiert werden:
in etage(i, j) = 1− hij
h
4.2 Forward Checking Algorithmus zur Lo¨sung des CSP
Das definierte CSP ist u¨berbestimmt. Es existieren verschiedene Ansa¨tze zur
Lo¨sung von u¨berbestimmten Constraint-Problemen [15]. Eine Mo¨glichkeit be-
steht darin, das Problem zu relaxieren, indem weniger wichtige Constraints fal-
len gelassen werden. Dieses Vorgehen wird auch als partielle Constrainterfu¨llung
bezeichnet. In [6] wird eine U¨bersicht u¨ber Methoden zur partiellen Constraint-
erfu¨llung gegeben.
Zur Berechnung einer Platzierung wurde ein Forward Checking Algorithmus
[6] adaptiert. Der Algorithmus sortiert zuna¨chst die Wertebereiche der Varia-
blen nach dem Erfu¨llungsgrad der una¨ren Constraints und initialisiert danach
schrittweise die Variablen. Bei jeder Instanziierung einer Variablen werden Ver-
letzungen bina¨rer Constraints mit bereits belegten Variablen untersucht und die
Auswirkungen dieser Wertzuweisung auf die Wertebereiche der zuku¨nftigen Va-
riablen propagiert. Dadurch wird versucht die Zahl der Knoten des Suchbaumes
zu verringern, indem die Auswirkungen vorgenommener Wertzuweisungen auf
die zuku¨nftigen Definitionsbereiche schon bei der Wertzuweisung beru¨cksichtigt
werden.
4.2.1 Variablenauswahl
Einen wichtigen Einfluss auf die Suche nach einer Lo¨sung hat die Reihenfolge,
in der die Variablen belegt werden. Die Variablen werden im vorliegenden Fall
nach der minimal remaining values (MRV) Heuristik [1, 2], auch first fail prin-
ciple genannt, initialisiert. Sie ist ein Beispiel fu¨r eine dynamische Heuristik zur
Anordnung der Variablen im Suchbaum, bei der die Variablen nach der Gro¨ße
ihrer Doma¨nen ausgewa¨hlt werden. Es wird jeweils die Komponente mit den
wenigsten in Frage kommenden Orten plaziert.
4.3 Experimente und Ergebnisse
Bei der im Folgenden betrachteten Anlage handelt es sich um eine Anlage zur
Gasbehandlung. Tabelle 1 fasst die Kennzahlen der Anlage zusammen. Die An-
lage umfasst 28 Ausru¨stungen. Die Gro¨ße des Baufeldes betra¨gt 50m×50 m. Die
Stahlbaukonstruktion weist im Erdgeschoss und in der ersten Etage 4×1, in der
zweiten, dritten und vierten Etage 3 × 1 Stahlraster auf. Das Standardraster-
maß betra¨gt 6× 6m. Nach Ableitung der Regeln ergeben sich 100 Constraints,
jeweils 50 una¨re und bina¨re Constraints. Von den 50 una¨ren Constraints sind
39 muss, 10 soll und 1 sollte. Von den 50 bina¨ren Constraints sind 45 muss
und 5 soll.
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Anzahl der Komponenten 28
vorgegebene Platzierungen 5
freie Platzierungen 23
Anzahl der Verbindungen 108
Ebenen 4
Stahlbau ja
verbotene Zonen ja
Wege ja
Regeln insgesamt 66
abgeleitete Constraints 100
Tabelle 1: Die Kennzahlen der Anlage, die mit dem hier vorgestellten Verfahren
geplant wurde.
Constraints Original Variante 1 Variante 2
una¨re Constraints
muss 79,6% 95,2% 86,5%
soll 54,2% 83,3% 67,5%
sollte 100% 100% 100%
bina¨re Constraints
muss 82,8% 86,4% 87,3%
soll 15,5% 57,4% 87,5%
Tabelle 2: Vergleich der Erfu¨llungsgrade der Constraints der beiden erzeugten
Platzierungsvarianten mit der realen Platzierung
Zuna¨chst wurde eine Rastergro¨ße von 1 m gewa¨hlt. Die Constraints wurden
mit den beim Simulted Annealing Ansatz verwendeten Gewichten bewertet.
Entsprechend erhielten muss-Constraints ein Gewicht von 5, soll-Constraints
ein Gewicht von 3 und sollte-Constraints ein Gewicht von 1. Abbildung 2 zeigt
die generierte Aufstellung in einer zweidimensionalen Darstellung, Abbildung 3
zeigt den gleichen Konstruktionsvorschlag in einer 3D-Darstellung. In Tabelle
2 werden die Erfu¨llungsgrade der Constraints fu¨r den erzeugten Konstrukti-
onsvorschlag mit den Erfu¨llungsgraden fu¨r die real gebaute Anlage verglichen.
Der Vergleich zeigt, dass der Konstruktionsvorschlag die Originalanlage in Be-
zug auf die Erfu¨llungsgrade der Constraints dominiert. Die Belegungdichten der
Etagen unterscheiden sich stark. Die meisten Ausru¨stungen wurden im Erdge-
schoss plaziert, dagegen sind die erste, zweite und dritte Etage u¨berhaupt nicht
belegt. Dies ko¨nnte unter anderem daran liegen, dass die bina¨ren Constraints
durch die vorgenommene Gewichtung schlechter erfu¨llt wurden als die una¨ren
Constraints. Deshalb wurden in einem zweiten Versuch alle bina¨ren Constraints
mit einem Gewicht von 1000 versehen. Der resultierende Platzierungsvorschlag
ist in Abbildung 4 in 2D und in Abbildung 3 in 3D Darstellung zu sehen. Die
Erfu¨llungsgrade haben sich zugunsten der bina¨ren Constraints verschoben. Die
Etagen sind nun gleichma¨ßiger ausgelastet. Auch diese Variante dominiert die
originale Aufstellung in Bezug auf die Erfu¨llungsgrade der Constraints. Nun
wurde versucht die Rastergro¨ße zu verringern, allerdings musste schon bei einer
Rastergro¨ße von 10 cm der Konstruktionversuch abgebrochen werden, da selbst
nach 3 Tagen noch keine Aufstellung gefunden wurde.
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(a) Ebene 0 (b) Ebene 1
(c) Ebene 2 (d) Ebene 3
(e) Ebene 4
Abbildung 2: Zweidimensionale Darstellung der Ebenen der Variante 1.
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(a) Anlage original (b) Variante 1
(c) Variante 2
Abbildung 3: Dreidimensionale Darstellung der tatsa¨chlichen Aufstellung der
Anlage und der zwei mit CP erzeugten Aufstellungen.
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(a) Ebene 0 (b) Ebene 1
(c) Ebene 2 (d) Ebene 3
(e) Ebene 4
Abbildung 4: Zweidimensionale Darstellung der Ebenen der Variante 2.
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4.4 Fazit
Die Rastergro¨ße kann aufgrund der Komplexita¨t des CSP nicht beliebig gewa¨hlt
werden. Die Komplexita¨t des CSP ist exponentiell in der Anzahl n der Variablen
und linear in der Anzahl m der Constraints. Nimmt man an, dass alle Variablen
die selbe Doma¨nengro¨ße L haben, betra¨gt die Komplexita¨t O(Ln ×m). Bereits
bei einer Rastergro¨ße von 10 cm wird keine Aufstellung in akzeptabler Zeit
gefunden. Es mu¨sste untersucht werden, inwieweit Techniken zur Dekomposition
eines CSP [9, 8, 3] die Rechenzeit minimieren.
Die Rohrleitungsla¨nge ist im Augenblick nicht unmittelbar Gegenstand der
Optimierung. Die La¨ngen einiger Rohrleitungen werden aber indirekt durch die
Erfu¨llung bina¨rer Constraints minimiert. Es wa¨re jedoch auch denkbar die Ver-
bindungskosten aller Rohrleitungen zu minimieren, indem mo¨gliche Positionen
fu¨r Komponenten zusa¨tzlich zum Erfu¨llungsgrad der Constraints auch nach der
Auswirkung auf die Rohrla¨nge bewertet werden.
5 Berechnung einer Aufstellung mit Hilfe von
Hornlogik und Backtracking
Der hier verfolgte Weg zur Berechnung einer mo¨glichen Aufstellung einer Che-
mieanlage ist ein klassischer Ansatz, im Gegensatz zu den heute vielfach verwen-
deten randomisierten oder evolutiona¨ren Algorithmen (Simulated Annealing,
genetische Algorithmen) zur Lo¨sung von Problemen dieses Typs (siehe z. B.
[10, 13]). Bei dem vorgestellten Verfahren wird zuna¨chst versucht, die Menge in
Frage kommender Standorte der Anlagen-Komponenten mit Hilfe eines Inferenz-
Prozesses auf Basis von Horn-Logik mo¨glichst stark zu beschra¨nken, um dann
in einem konventionellen Backtracking-Verfahren eine vollsta¨ndige Aufstellung
zu berechnen. Zur Demonstration der Funktionsweise und experimentellen Un-
tersuchungen wurde das Verfahren dazu in Java implementiert.
5.1 Formalisierung
Es ist zuna¨chst Ziel dieses Ansatzes, fu¨r jede Komponente die Menge der in Fra-
ge kommenden Pla¨tze zu verkleinern. Es wird also mit jeder Komponente eine
Menge assoziiert, in der alle Pla¨tze enthalten sind, an denen die Komponente
platziert werden kann. Es muss dabei aber unterschieden werden zwischen An-
forderungen, die eine Komponente an die Eigenschaften ihres Standortes stellt
(una¨re Anforderungen) und Anforderungen, die eine Komponente an Kompo-
nenten in ihrer Nachbarschaft stellt (bina¨re Anforderungen).
Es sei L die Menge der Orte, an denen eine Komponente platziert werden
kann und K die Menge der zu platzierenden Komponenten. Dann sei Auk die
Menge der una¨ren Anforderungen und Abk,k2 die Menge der bina¨ren Anforde-
rungen einer Komponente k. Jede Anforderung auk ∈ Auk ist eine Funktion
auk : L 7→ {0, 1}
welche 1 wird, falls die entsprechende Anforderung am Ort l ∈ L erfu¨llt ist,
sonst 0. Eine solche una¨re Anforderung ko¨nnte zum Beispiel sein, dass eine
Komponente an einem Ort stehen muss, der im Erdgeschoss des Stahlbaus liegt.
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Demgegenu¨ber beziehen sich die bina¨ren Anforderungen immer auf ein Paar
von Komponenten. Es sei also abk,k2 ∈ Abk als eine Funktion
abk,k2 : L× L 7→ {0, 1}
definiert. Eine solche Anforderung wa¨re zum Beispiel, dass die Komponente k
neben der Komponente k2 stehen muss.
Fu¨r eine Komponente k sei nun Lk die Menge der Orte, an denen die An-
forderungen der Komponente an ihren Aufstellungsplatz, also die una¨ren An-
forderungen, erfu¨llt sind, definiert als
Lk = {l ∈ L|∀auk ∈ Auk : auk(l) = 1}
Die gesuchte Lo¨sung – eine Aufstellung der Komponenten – kann nun darge-
stellt werden als eine Funktion P : K 7→ L, die jeder Komponente genau einen
Ort zuordnet. Dabei muss gelten:
• Die una¨ren Anforderungen jeder Komponente mu¨ssen erfu¨llt sein:
∀k ∈ K : ∀auk ∈ Auk : auk(P (k)) = 1
• Die bina¨ren Anforderungen jeder Komponente mu¨ssen erfu¨llt sein:
∀k, k2 ∈ K, k 6= k2 : ∀abk,k2 ∈ Abk,k2 : abk,k2(P (k), P (k2)) = 1
5.2 Verlauf der Berechnung
Die Berechnung einer gu¨ltigen Platzierung P verla¨uft in mehreren aufeinander-
folgenden Schritten. Im ersten Schritt wird fu¨r jede Komponente k die Menge Lk
der Orte bestimmt, an denen die una¨ren Anforderungen Auk erfu¨llt sind. Dieser
Schritt wird auf Basis eines hornlogischen Modells in einer Inferenz-Maschine
durchgefu¨hrt.
Nun werden sowohl die Orte als auch die Komponenten gerastert, d.h. in
kleinere Einheiten unterteilt, um eine exaktere Positionierung und platzsparen-
dere Anordnung erreichen zu ko¨nnen. Die Gro¨ße des Rasters der Eingabedaten
entspricht der durch den Stahlbau vorgegebenen Gro¨ße. Das nun aufgebaute
Raster ist um einen konstanten Faktor r feiner aufgeteilt. Der Faktor r wird
mit den Eingabedaten angegeben. Zu beachten ist hierbei, dass der Berech-
nungsaufwand durch ein feineres Raster extrem ansteigt. Der Benutzer muss
also abwa¨gen zwischen einer schnellen Berechnung und einer exakteren Platzie-
rung – und damit einer unter Umsta¨nden besseren Raumausnutzung – und der
schnelleren Generierung einer Lo¨sung.
Im darauffolgenden und letzten Schritt wird dann in einem konventionel-
len Backtracking-Verfahren eine Aufstellung berechnet, wobei nun nur noch
die bina¨ren Anforderungen betrachtet werden. Diese ko¨nnen im ersten Schritt
(Hornlogik) noch nicht beru¨cksichtigt werden, da zu diesem Zeitpunkt noch kei-
ne (Teil-)Aufstellung bekannt ist und somit noch nicht entschieden werden kann,
ob eine bestimmte relative Anordnung zweier Komponenten vorhanden ist oder
nicht.
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5.3 Hornlogik
Im ersten Teil der Berechnungen wird ein eingeschra¨nktes hornlogisches Verfah-
ren angewendet, um aus den Eingabedaten zuna¨chst die zur Berechnung einer
Platzierung beno¨tigen Anforderungen der Komponenten an ihren Stellplatz und
die Eigenschaften des Stahlbaus zu berechnen. Damit wird dann die Menge in
Frage kommender Stellpla¨tze einer Komponente eingeschra¨nkt.
Bei den Eingabedaten fu¨r diesen ersten Teil der Berechnung handelt es sich
um die Eingabe fu¨r eine Inferenz-Maschine. Die Daten bestehen zum einen aus
der Beschreibung der realen Gegebenheiten der Anlage (Gro¨ße und Eigenschaf-
ten des Stahlbaus bzw. einzelner Stellpla¨tze, zu platzierende Komponenten, de-
ren technische Daten, etc.) und andererseits aus Regeln, die zur Ableitung der
Anforderungen der Komponenten verwendet werden sollen (z. B. “Komponen-
ten mit einer besonders teuren Rohrverbindung mu¨ssen nebeneinander stehen”,
“Komponenten, die gewartet oder gereinigt werden, mu¨ssen im Erdgeschoss und
an einem Weg stehen”, etc.). Die Regeln zur Ableitung der Anforderungen sind
also nicht Teil des Platzierungs-Verfahrens, sondern Teil der Eingabedaten und
ko¨nnen somit auf einfachem Weg erweitert bzw. an neue Gegebenheiten ange-
passt werden.
Bei der hier implementierten Inferenz-Maschine handelt es sich um eine in
ihrer Funktion beschra¨nkte Komponente, die aus einem Satz von xml-Dateien
eine Menge von Fakten und eine Menge von Regeln in Horn-Klausel-Form
not(P1) ∨ · · · ∨ not(Pn) ∨ not(Co1) ∨ · · · ∨ not(Con) ∨ C
einliest und darauf Inferenz betreibt.
Um die Geschwindigkeit der Inferenz zu optimieren, arbeitet die Engine in
zwei Schritten. Im ersten Schritt werden die Fakten gesucht, die den Pra¨missen
Pi entsprechen, sodass rekursiv eine Tabelle aufgebaut werden kann, in der die
Argumente der Fakten an die Variablen der Pra¨missen gebunden werden. Ne-
ben den Pra¨missen, die durch eingegebene oder bereits inferierte Fakten erfu¨llt
werden, gibt es die unknown-Pra¨misse, die erfu¨llt ist, wenn kein Fakt des an-
gegebenen Pra¨dikates bekannt ist und die count-Pra¨misse, die die Anzahl von
Fakten eines bestimmten Pra¨dikates za¨hlen und das Ergebnis an eine Variable
binden kann.
Nun wird jede Variablenbelegung mit den in einer Regel enthaltenen Cons-
traints Ci verglichen. Dabei handelt es sich um Beschra¨nkungen der Variablen-
belegungen. Es werden hier also keine weiteren Variablen gebunden, sondern nur
noch gepru¨ft, ob eine Variablenbelegung bestimmte Kriterien erfu¨llt. Dabei sind
Vergleiche der Variablen wie ≥, >, = aber auch die Berechnung von Summen
und Differenzen zwischen Variablen mo¨glich.
Sind alle Pra¨missen belegt und erfu¨llt die Variablenbelegung sa¨mtliche Con-
straints, so kann die Konklusion C anhand der Variablenbelegung inferiert und
der Faktmenge hinzugefu¨gt werden. Die Engine ist aber in einigen Punkten
gegenu¨ber einer “ausgewachsenen” Engine, wie zum Beispiel der in Mobal ver-
wendeten (siehe [16]), stark eingeschra¨nkt.
Es gibt keine explizite Darstellung von negierten Fakten. (Schlu¨sselwort not
in Mobal). Somit gibt es fu¨r einen Fakt nur die Mo¨glichkeit, wahr zu sein (dann
ist er in der Faktmenge enthalten) oder unbekannt zu sein (dann ist er in der
Faktmenge nicht enthalten). Soll ein negierter Fakt eingegeben werden, kann dies
durch Voranstellen eines Prefix im Pra¨dikat-Namen o.a¨. gekennzeichnet werden.
13
Komponenten
(Pumpe, Filter,Behälter, …) VerbindungenEingaben
eigenschaften_1
(am Rand, 
Erdgeschoss, …)
eigenschaften_2
(neben, über, unter)
anforderungen_1
(am Rand, 
Erdgeschoss, …)
anforderungen_2
(neben, über, unter)
Orte
Positionen der Orte
Hornlogik
In Frage 
kommende Orte
(passt_1)
Backtracking zur 
Platzierung
Bildung von 
Komponenengruppen
Backtracking
Abbildung 5: Inferenzpfad
Die Inferenzengine kann somit keine Widerspru¨che entdecken, die Eingabe eines
positiven und negierten Faktes ist also mo¨glich. Trotz dieser Einschra¨nkungen
reichen die Fa¨higkeiten der Maschine aus, um die fu¨r diese Problemstellungen
no¨tigen Berechnungen durchzufu¨hren.
5.3.1 Inferenzpfad
Damit eine Lo¨sung, also eine Platzierung der Komponenten, gefunden werden
kann, muss zuna¨chst einmal aus den Eingabedaten eine Repra¨sentation der Ei-
genschaften des Stahlbaus und der Anforderungen der Komponenten abgeleitet
werden. Dann wird fu¨r jede Koponente die Menge der Orte gebildet, an de-
nen sa¨mtliche Anforderungen der Komponente an den Standort erfu¨llt werden
ko¨nnen. Der komplette Verlauf der Berechnung ist in Abbildung 5 dargestellt.
5.3.2 Beschreibung der Orte
Bei den Eigenschaften der Orte la¨sst sich unterscheiden zwischen jenen, die sich
auf einen Ort beziehen (am Rand des Stahlbaus, an einem Weg, im Erdge-
schoss, ...) und solchen, die sich auf eine Relation zwischen zwei Orten beziehen
(neben, u¨ber). Die Eingabedaten setzen sich zusammen aus einer Beschreibung
des Stahlbaus und den technischen Daten der Komponenten. Der Stahlbau wird
durch die Position der Orte innerhalb und ausserhalb des Stahlbaus in Form von
Koordinatenangaben ortsposition/2: <ort>, <x>, <y>, <z> und durch die
Beschreibung der Position von Wegen und Ra¨ndern des Stahlbaus durch ei-
genschaft 1/2: <ort>, <eigenschaft> beschrieben. Bei eigenschaft kann
es sich dabei also um die Werte
• am weg
• am rand
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• ausserhalb stahlbau
• im erdgeschoss
• oberste etage
handeln.
Aus den Positionsangaben von je zwei Stellpla¨tzen ko¨nnen nun deren rela-
tionale Beziehungen neben oder u¨ber hergeleitet werden1. Zur Zeit ist ueber
vorhanden, falls ein Ort direkt oberhalb eines anderen liegt, also sich nur die z-
Koordinate der beiden Orte unterscheidet. neben ist erfu¨llt, wenn sich entweder
die x- oder die y-Koordinaten der Orte um ho¨chstens 1 unterscheiden, wa¨hrend
die z-Koordinate gleich sein muss.
5.3.3 Beschreibung der Komponenten
Die zu platzierenden Komponenten werden durch einen eindeutigen Bezeichner,
ihre Art (z. B. Pumpe, Beha¨lter, Filter, etc.) und ggf. durch weitere technische
Daten beschrieben. Aus diesen Komponenten-Daten werden nun die Anforde-
rungen der Komponenten abgeleitet. Dabei kann es sich sowohl um una¨re als
auch bina¨re Anforderungen handeln. Die una¨ren Anforderungen entsprechen den
Werten, die die Variable eigenschaft des Pra¨dikats eigenschaft 1 annehmen
kann (s. o.). Die bina¨ren Anforderungen, die sich auf die relative Position zweier
Komponenten beziehen, sind – ebenso wie bei den Orten – neben und ueber.
Diese Anforderungen werden anhand der Art und der technischen Daten der
Komponenten mithilfe der in den Eingabedaten enthaltenen eingegebenen Re-
geln abgeleitet.
5.3.4 Signatur des Logikmodells
Im folgenden werden wesentliche Pra¨dikate des verwendeten logischen Modells
aufgefu¨hrt und erla¨utert. Siehe hierzu auch Abbildung 5.
art komponente/1: <komponente> Gibt an, dass ein Objekt eine Komponente
darstellt.
art ort/1: <ort> Gibt an, dass ein Objekt einen Ort darstellt.
art hilfsmittel/1: <hilfsmittel> Beschreibung, dass ein Objekt ein Hilfs-
mittel darstellt.
ortsposition/4: <ort>, <x>, <y>, <z> Einem Ort (1. Argument) wird eine
Position innerhalb des Stahlbau-Rasters in Form von Koordinaten (2., 3.
und 4. Argument) zugewiesen.
eigenschaft 1/2: <ort>, <eigenschaft> Einem Ort wird eine Eigenschaft
zugewiesen, die nur diesen einen Ort betrifft. Mo¨gliche Eigenschaften sind
zum Beispiel am rand (am a¨ußeren Rand des Stahlbaus) oder neben weg
(neben einem Weg durch den Stahlbau).
1Eine weitere Relation oberhalb ko¨nnte (z.B. fu¨r fu¨r die Anordnung von Beha¨ltern oberhalb
von Pumpen) nu¨tzlich bzw. notwendig werden
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eigenschaft 2/3: <ort>, <ort>, <eigenschaft> Zwei Orten wird eine re-
lationale Eigenschaft zugewiesen. Mo¨gliche Eigenschaften sind neben, ueber,
unter.
anforderung 1/2: <komponente>, <anforderung> Mit diesem Pra¨dikat wird
festgelegt, dass eine Komponente eine bestimmte Anforderung an einen
Ort hat. Die mo¨glichen Anforderungen entsprechen den Eigenschaften,
die mit eigenschaft 1 verwendet werden.
anforderung 2/3: <komponente>, <komponente>, <anforderung> Es
wird festgelegt, dass zwischen zwei Komponenten eine ” verbindende“,
also bina¨re Anforderung besteht. Mo¨gliche Anforderungen sind die unter
eigenschaft 2 aufgefu¨hrten.
passt 1/3: <komponente>, <ort>, <anforderung> An einem Ort ist eine An-
forderung einer Komponente erfu¨llt. Das bedeutet aber nicht, dass die
Komponente hier platziert werden kann, da andere Anforderungen un-
erfu¨llt sein ko¨nnten.
anforderungen 1 erfuellt/2: <komponente>, <ort> Es sind alle Anforde-
rungen einer Komponente an diesen Ort erfu¨llt. Die Komponente kann also
bezu¨glich der mit anforderung 1 angegebenen Anforderungen an diesem
Ort platziert werden. Bina¨re Anforderungen zu anderen Komponenten, die
durch anforderung 2 angegeben sind, werden hier nicht beru¨cksichtigt.
platziert/2: <komponente>, <ort> Eine Komponente ist einem Ort zuge-
ordnet worden. Dieses Pra¨dikat dient dazu, eine Anlage vollsta¨ndig zu
beschreiben, um zum Beispiel mithilfe eines maschinellen Lernverfahrens
aus den gu¨ltigen Platzierungen der Komponenten neue Erkenntnisse und
Inforationen u¨ber eine effizientere Aufstellungs-Berechnung zu erlangen.
Es wird zur Zeit noch nicht verwendet.
5.4 Rasterung
Bei der Rasterung handelt es sich um eine Aufteilung der Komponenten und
Orte in mehrere quadratische Subkomponenten und Suborte. Da die Gro¨ße des
verwendeten Rasters ein durch den Faktor r festgeleter Bruchteil der Gro¨ße
des Rasters des Stahlbaus ist, ko¨nnen Orte ohne Rundungsfehler gerastert wer-
den. Die Komponenten werden ebenso gerastert, wobei es vorkommen kann,
dass eine Komponente nur Teile eines Rasters belegt. Dann wird entsprechend
aufgerundet, damit jede Komponente nur ganze Rasterfla¨chen belegt.
Um die Steigerung der Komplexita¨t des Platzierungs-Verfahrens durch das
Rastern mo¨glichst wenig zu steigern, werden die Eigenschaften der Orte ein-
fach auf die gerasterten Suborte u¨bertragen. Das bedeutet zum Beispiel, dass
wenn ein Ort die Eigenschaft hat, am Rand des Stahlbaus zu liegen, dass dann
auch alle aus diesem Ort hervorgegangenen Suborte diese Eigenschaft u¨berneh-
men, auch wenn zwischen ihnen und dem Rand des Stahlbaus nun noch andere
Suborte liegen ko¨nnen.
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5.5 Backtracking
Bei dem nun folgenden Backtracking wird die eigentliche Platzierungs-Arbeit
verrichtet. Dazu werden die Komponenten entsprechend der Anzahl der bina¨ren
Anforderungen an benachbarte Komponenten in absteigender Reihenfolge sor-
tiert. Damit soll erreicht werden, dass Komponenten mit vielen Anforderungen
fru¨h platziert werden, in der Hoffnung, dass fru¨hzeitig Konflikte auftreten und
damit große Teile des Suchraums nicht durchsucht werden mu¨ssen. Falls es aber
mo¨glich ist, die Komponenten mit vielen Anforderungen zu platzieren, ko¨nnen
zum Schluss die Komponenten mit wenigen Anforderungen leichter platziert und
damit zu einer vollsta¨ndigen Platzierung zusammengesetzt werden.
Zuna¨chst wurde in diesem Schritt versucht, erst alle gu¨ltigen Platzierun-
gen fu¨r jede durch die bina¨ren Anforderungen definierten Zusammenhangskom-
ponenten der Komponenten einzeln zu berechnen, um dann in einem weite-
ren Schritt diese Zusammenhangskomponenten zu einer Gesamtplatzierung zu-
sammenzusetzen. Dabei wurde jedoch kein Geschwindigkeitsvorteil erzielt und
gro¨ßere Anlagen konnten aufgrund des hohen Bedarfs an Hauptspeicher nicht
berechnet werden.
Wa¨hrend des Backtrackings werden nur die bina¨ren Anforderungen beru¨ck-
sichtigt. Die una¨ren Anforderungen werden dadurch automatisch erfu¨llt, dass
jede Komponente mit der Menge der fu¨r die Komponente k in Frage kommen-
den Orte Lk assoziiert ist und nur auf diesen Orten eine Platzierung versucht
wird. Bei der testweisen Platzierung einer Komponente werden nun jeweils die
folgenden Punkte gepru¨ft.
1. Ist der vorgesehene Ort fu¨r die Komponente noch nicht durch eine andere
Komponente belegt?
2. Ragen Teile der Komponente aus dem Anlagen-Bereich heraus oder sind
diese Orte bereits belegt?
3. Wird von der Komponente bei der Platzierung keine Stu¨tze des Stahlbaus
u¨berdeckt?
4. Sind in der Nachbarschaft des vorgesehenen Ortes noch genug nicht-belegte
Orte, um die noch nicht erfu¨llten Nachbarschaftsanforderungen zu erfu¨llen?
5. Sind alle bina¨ren Anforderung zwischen der aktuellen und schon platzier-
ten Komponenten erfu¨llt?
Sobald einer der Punkte nicht erfu¨llt werden kann, wird die Platzierung
dieser Komponente aufgegeben und die Platzierung der im vorhergehenden Re-
kursionsschritt betrachteten Komponente fortgesetzt.
5.6 Ergebnisse
Bei den bisher durchgefu¨hrten Tests wurde offensichtlich, dass das Verfahren
zur Zeit noch nicht in der Lage ist, Anlagen realistischer Gro¨ße zu platzieren.
Daher wurde fu¨r alle weiteren Versuche die in Abbildung 6 dargestellte Anla-
ge verwendet. Da es sich um keine real existierende Anlage handelt, sind die
einzelnen Komponenten nicht weiter spezifiziert; die dargestellten Anforderun-
gen (Doppelpfeile symbolisieren bina¨re Anforderungen) sind explizit vorgegeben
worden.
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Mit der zur Zeit aktuellen Implementierung des Verfahrens ergeben sich
die in dem Diagramm in Abbildung 7 dargestellten Rechenzeiten, um eine
erscho¨pfende Suche aller mo¨glichen Aufstellungen fu¨r diese Anlage durchzu-
fu¨hren, aufgespalten in die Zeit fu¨r die Inferenz und die Zeit fu¨r das Back-
tracking. Der exponentielle Zusammenhang zwischen Rastergro¨ße und Rechen-
zeit ist deutlich erkennbar. Die Abweichungen von dieser Tendenz bei den Ras-
termaßen 7 und 9 sind dadurch zu erkla¨ren, dass aufgrund der Aufrundung der
Abmessungen der Komponenten nach der Rasterung keine Platzierung mehr
mo¨glich ist. Dies kann relativ schnell festgestellt werden. Bei allen anderen Ras-
termaßen waren 180 verschiedene Aufstellungen mo¨glich. Die Anzahl mo¨glicher
Aufstellungen ist bei dieser Anlage nicht vom Rastermaß abha¨ngig, da in der
Beispielanlage alle Fla¨chen von Komponenten belegt sind und damit durch ein
feineres Raster kein Raum fu¨r alternative Aufstellungen gewonnen werden kann.
5.7 Fazit
Die Menge der in Frage kommenden Standorte einer Komponente kann bisher
nicht weit genug eingeschra¨nkt werden, um eine akzeptable Rechenzeit zu errei-
chen. In den verwendeten Beispiel-Anlagen gibt es wesentlich mehr bina¨re als
una¨re Anforderungen, deren vielfache Evaluierung wa¨hrend des Backtracking
zu viel Rechenzeit kostet.
Eine Verringerung der Rechenzeit wa¨re unter Umsta¨nden auch mo¨glich, in-
dem zuna¨chst auf Basis eines relativ groben Rasters eine Aufstellung berechnet
wird, die dann in einzelnen, durch eine geeignete Heuristik zu findenden Berei-
chen, mit Hilfe eines feineren Rasters weiter verbessert wird.
Bisher ist es mit diesem Ansatz nicht mo¨glich, einzelne Anforderungen zu
gewichten. Es werden bei diesem Verfahren zur Zeit immer sa¨mtliche Anfor-
derungen beru¨cksichtigt. Sollten Widerspru¨che in den Anforderungen enthalten
sein, (z. B. eine Komponente muss im Erdgeschoß und in der 2. Etage stehen),
so kann keine Lo¨sung gefunden werden.
Es ist somit nicht mo¨glich, Platzierungen zu berechnen, die nicht alle Anfor-
derungen bzw. manche Anforderungen nur zum Teil erfu¨llen. Ansonsten wa¨re es
mo¨glich, dem Benutzer zuna¨chst teilweise korrekte Platzierungen zu pra¨sentie-
ren und ihn entscheiden zu lassen, welche Qualita¨t der Platzierungen er errei-
chen mo¨chte bzw. ob er weitere, ggf. bessere Platzierungsvorschla¨ge berechnen
mo¨chte. Ebenso ist bei diesem Verfahren bisher keine automatische Bewertung
von Platzierungen vorgesehen. Eine solche Bewertung ko¨nnte einerseits zur Un-
terstu¨tzung des Benutzers bei der Auswahl einer gu¨nstigen Platzierung verwen-
det werden. Ebenso wa¨re es aber mo¨glich, bereits wa¨hrend des Backtrackings
einen Teil des Suchraums auszuschliessen, der eine durch den Benutzer vorzu-
gebende Mindestbewertung unterschreiten wu¨rde.
In diesem Bereich wa¨re es unter Umsta¨nden interessant, anstelle einer boo-
leschen Logik eine mehrwertige Logik einzusetzen, und so im gesamten Berech-
nungsverlauf unscharfe bzw. teilweise Erfu¨llung der Anforderungen zuzulassen
und zu verarbeiten. So ko¨nnten zum Beispiel Anforderungen gewichtet werden,
und in der Berechnung zuna¨chst darauf hingearbeitet werden, nur besonders
wichtige Anforderungen zu erfu¨llen oder es ko¨nnte eine Teilerfu¨llung einzelner
Anforderungen zugelassen werden.
19
6 Vergleich
Die beiden vorgestellten Ansa¨tze zur Aufstellungsplanung von Chemieanlagen
wurden unabha¨ngig voneinander entwickelt. Interessant ist, dass beide Ansa¨tze
a¨hnliche Konzepte zur Berechnung einer Platzierung verwenden. Beide Ansa¨tze
setzen die Platzierungsregeln in Form von una¨ren und bina¨ren Constraints um.
Die una¨ren Constraints dienen bei beiden Ansa¨tzen zur Auswahl der in Frage
kommenden Orte eines Equipments.
Unterschiede zwischen den beiden Ansa¨tzen bestehen zum einen in der Beru¨ck-
sichtigung der Regelgewichtung. Der CSP Ansatz beru¨cksichtigt die Regelge-
wichtung durch unscharfe Constrainterfu¨llung. Außerdem werden beim CSP
Ansatz in jedem Rekursionschritt zuna¨chst die vielversprechensten Orte zur
Platzierung getestet. Demgegenu¨ber wird beim logikbasierten Ansatz nur zu
Beginn der Berechnung eine Sortierung der Orte vorgenommen. Dies fu¨hrt bei
diesem Ansatz zu einer großen Rekursionstiefe, da Konflikte oft erst spa¨t erkannt
werden.
7 Zusammenfassung und Ausblick
Fu¨r die Aufstellungsplanung von Chemieanlagen wurden zwei Ansa¨tze vorge-
stellt. Der erste Ansatz beruht auf Techniken des Constraint Programming, der
zweite verwendet Hornlogik und ein konventionelles Backtracking. Es zeigte sich,
dass bei dem zweiten Ansatz die Berechnungskomplexita¨t bisher nicht weit ge-
nug reduziert werden kann, um in akzeptabler Zeit Anlagen realistischer Gro¨ße
zu platzieren. Demgegenu¨ber erwies sich die Relaxierung des Problems durch
unscharfe Auswertung der Anforderungen als hilfreich, um die Berechnung ei-
ner Aufstellung zu beschleunigen. Es ist bisher nicht absehbar, ob ein Verfahren
dem anderen u¨berlegen ist.
Ein Vergleich der beiden Methoden mit dem bisher verwendeten Simulated
Annealing Algorithmus steht noch aus. Eine genaue Inspizierung und Bewertung
der erzeugten Aufstellungen durch Chemietechniker und Anlagenplaner ko¨nn-
te Hinweise auf weitere Verbesserungsmo¨glichkeiten geben. Fu¨r weiterfu¨hrende
Auswertungen bzw. Beurteilungen sind Experimente mit weiteren Anlagen er-
forderlich.
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