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1 Introduction
This paper is an exposition of the basic theory of the seed order, serving as a
companion paper to [1] and [2]. The seed order is a definable relation on the
class of uniform countably complete ultrafilters that consistently wellorders
this class, even in the presence of very large cardinals. In fact, it seems likely
that the linearity of the seed order is compatible with all large cardinals. If
this is the case, then the statement that the seed order is linear, which we
call the Ultrapower Axiom, is a candidate for a new axiom for set theory, with
some striking consequences for the structure of the universe of sets, especially
under strong large cardinal hypotheses.
Under the Ultrapower Axiom, the theory of countably complete ultrafilters
is quite tractable, and the seed order is the main tool in its analysis. Under
large cardinal hypotheses, particularly supercompactness, there are enough
countably ultrafilters that one can leverage this tractability to derive conse-
quences outside the realm of pure ultrafilter theory, for example in cardinal
arithmetic and inner model theory (assuming the Ultrapower Axiom). We list
some sample applications and then outline in detail the organization of this
paper.
As a first example, we state what was chronologically the first consequence
of the Ultrapower Axiom, the one that motivated its formulation.
Theorem 1.1 (Ultrapower Axiom). The Mitchell order linearly orders the
class of normal ultrafilters.
This solves the open question, see [3], of whether the linearity of the
Mitchell order is compatible with the existence of a cardinal κ that is 2κ-
supercompact, since by [4] and [5], the Ultrapower Axiom holds in an in-
ner model satisfying this large cardinal hypothesis. (The construction of this
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model requires an iteration hypothesis for now. For a more complete discussion
of this problem, see [1].) The theorem is proved by showing that the restriction
of the seed order to normal ultrafilters is equal to the Mitchell order. A basic
open problem is to characterize the uniform ultrafilters on which the Mitchell
order and the seed order coincide. In fact, this question turns out to be the
fundamental problem in the subject, and the attempt to understand it leads
naturally to every theorem proved here, in [1], and in [2]. In [1] in particular,
we prove much stronger results on the Mitchell order. The underlying fact
seems to be the following:
Theorem 1.2 (Ultrapower Axiom). The Mitchell order is linear on all Dodd
solid ultrafilters.
A Dodd solid ultrafilter is one whose ultrapower contains as much of its
own extender as is possible. (See [1] for the precise definition, which is not
required for understanding this introduction.) Once again, this is shown by
proving that the seed order and the Mitchell order coincide on Dodd solid
ultrafilters. By applying Solovay’s lemma, we obtain the following corollary:
Theorem 1.3 (Ultrapower Axiom). The Mitchell order is linear on all normal
fine ultrafilters on Pλ(λ) for any regular cardinal λ = 2
<λ.
Indeed a natural variant of the Mitchell order is linear on all normal fine
ultrafilters on Pλ(λ) for any cardinal λ = 2
<λ; the singular case turns out to
be quite interesting, involving a generalization of Solovay’s lemma to singular
cardinals. In this paper, we content ourselves with the linearity theorem for
normal ultrafilters, Theorem 1.1. We also show here that if 2<λ = λ, the seed
order extends the Mitchell order on uniform ultrafilters on λ. This theorem is
part of the motivation for [2].
Second, assuming the Ultrapower Axiom, the class of countably complete
ultrafilters satisfies a version of the Fundamental Theorem of Arithmetic:
Theorem 1.4 (Ultrapower Axiom). Every countably complete ultrafilter fac-
tors as a finite linear iteration of irreducible ultrafilters.
An irreducible ultrafilter is an ultrafilter that admits no nontrivial factor-
ization as an iterated ultrapower, see Definition 8.1. Theorem 1.4 should be
viewed as an abstract generalization of Kunen’s theorem that every ultrafilter
in L[U ] is Rudin-Keisler equivalent to a finite iteration of the normal ultrafilter
U . Indeed, under the Ultrapower Axiom irreducibility is equivalent to a prop-
erty called predictiveness that manifestly generalizes normality. Second, by a
theorem of Schlutzenberg, in the Mitchell-Steel models below a superstrong
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cardinal, the irreducible ultrafilters are precisely the total ultrafilters indexed
on the extender sequence, the exact analogs of the ultrafilter U in the context
of L[U ]. In particular, in these models, every irreducible ultrafilter is Dodd
solid, by a theorem of Steel, see [6].
To what extent the Dodd solidity of irreducible ultrafilters persists to inner
models for larger cardinals, and to what extent it is a consequence of the
Ultrapower Axiom, is an open problem, intimately related to the relationship
between the seed order and the Mitchell order by Theorem 1.2. In any case,
Theorem 1.4 reduces the theory of ultrafilters under the Ultrapower Axiom
to the analysis of the irreducible ultrafilters and their iterations. At least
part of this analysis can be carried out assuming the Ultrapower Axiom by an
induction through the large cardinal hierarchy. The first step of this induction
is a direct analog of Kunen’s theorem: under the Ultrapower Axiom, either
there is a µ-measurable cardinal or else every countably complete ultrafilter is
Rudin-Keisler equivalent to a finite iteration of normal ultrafilters.
Our last two examples show that under large cardinal assumptions, the
consequences of Ultrapower Axiom extend beyond ultrafilter theory to answer
fundamental structural questions about the universe of sets. Moreover, the
proofs make significant use of the theory of the seed order. For example, we
will show the following by a surprisingly simple argument:
Theorem 1.5 (Ultrapower Axiom). Suppose κ is supercompact. Then V is
a set-generic extension of HOD by a partial order of size 22
κ
. Moreover κ is
supercompact in HOD.
In fact, under these assumptions, HOD is a weak extender model for the
supercompactness of κ, in the sense of [7].
We mention one last theorem, whose proof appears in [2] and requires the
Bounding Lemma of Section 6, the most basic result in the deeper part of the
general theory of the seed order.
Theorem 1.6 (Ultrapower Axiom). Suppose κ is supercompact. Then for
every λ ≥ κ, 2λ = λ+.
Theorem 1.6 also arises from the interplay between the seed order and
the Mitchell order. In particular, when one attempts to remove the cardinal
arithmetic assumption from Theorem 1.3, one instead is led to prove this
assumption.
Having provided a sampling of what the Ultrapower Axiom can do, let us
say more precisely what the Ultrapower Axiom is. It is first of all an axiom
of comparison, closely related to Woodin’s axiom Weak Comparison. For the
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purposes of this introduction, if M0 and M1 are inner models and N is an
inner model of both M0 and M1, let us call a pair 〈k0, k1〉 a comparison of
〈M0,M1〉 to N if k0 : M0 → N and k1 : M1 → N are elementary embeddings
definable over M0 and M1 respectively. (Comparisons are closely related to
the comparison process of inner model theory.) The Ultrapower Axiom states
that if U0 and U1 are countably complete ultrafilters and jU0 : V → MU0 and
jU1 : V → MU1 are their ultrapowers, then MU0 and MU1 admit a comparison
〈k0, k1〉 to a common model N that makes the following diagram commute:
Assuming the Ultrapower Axiom, we define the seed order on countably
complete uniform ultrafilters U0 and U1 concentrating on ordinals by setting
U0 ≤S U1 if for some comparison 〈k0, k1〉 of the ultrapowers MU0 and MU1 to
a common inner model N , k0(α0) ≤ k1(α1) where α0 = [id]U0 and α1 = [id]U1
are the seeds of U0 and U1 respectively. The first theorems of this paper state
that if the Ultrapower Axiom holds then the relation ≤S does not depend on
the choice of comparison and in fact is a wellorder.
We now describe the organization of the paper. In Section 2, which is very
short, we introduce the Ultrapower Axiom, the general comparison principle
that will be the hypothesis of most of our theorems. In Section 3, we introduce
the seed order and establish its basic properties under the assumption of the
Ultrapower Axiom. In Section 4, we show from the Ultrapower Axiom that
any ultrapowers of V admit a unique minimal comparison, which we call their
canonical comparison. Then in Section 5, we explore the consequences of
the Ultrapower Axiom for the Mitchell order, proving for example that the
Mitchell order is linear on all Dodd solid ultrafilters. We also explore here
the relationship between the seed order and the Mitchell order on countably
complete ultrafilters that are not assumed to be normal or Dodd solid, proving
under the Ultrapower Axiom and the additional assumption of GCH that the
seed order in fact extends the Mitchell order.
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Next, in Section 6, we establish some basic facts about ultrapowers that are
useful in our abstract comparison arguments. The high point is a proof of the
pointwise minimality of definable embeddings, Theorem 6.15. The minimality
of definable embeddings suggests a version of the seed order, which we call the
E-order, whose basic properties we put down in Section 7. This order provably
extends the seed order, and is equal to the seed order assuming the Ultrapower
Axiom. Thus the assumption that the extended seed order is linear is a trivial
consequence of the Ultrapower Axiom, and we prove here that in fact it is
equivalent to the Ultrapower Axiom. We conclude this section by relating the
E-order with the Rudin-Keisler order, the Lipschitz order, and the Mitchell
order.
In Section 8, we introduce the notion of an irreducible ultrafilter, and show
that under the Ultrapower Axiom, every ultrafilter factors as an internal iter-
ation of irreducible ultrafilters. Next, in Section 8.2, we provide an inductive
analysis of the seed order that shows for example the following theorem, gen-
eralizing Kunen’s theorem for L[U ]:
Theorem (Ultrapower Axiom). Any countably complete ultrafilter on a car-
dinal below the least µ-measurable cardinal is equivalent to a finite iteration of
normal ultrafilters.
In fact our analysis goes far past µ-measures and well into the Radin hierar-
chy. This leads to Section 9, in which we attempt to study the decomposition
theory of ultrafilters. Assuming the Ultrapower Axiom, we show that the
category of ultrapowers (of V ) with internal ultrapower embeddings forms a
lattice, with joins given by the canonical comparison. Moreover, we show this
lattice is finitely generated:
Theorem (Ultrapower Axiom). Suppose M is an ultrapower. There are at
most finitely many ultrapowers N of which M is an internal ultrapower.
This answers the question (raised in [8]) of whether the existence of a cardi-
nal κ that is 2κ-supercompact implies that there is an ultrafilter with infinitely
many Rudin-Frolik predecessors: it does not, again assuming an iteration hy-
pothesis. In Section 10, we introduce and motivate Woodin’s comparison
principle, Weak Comparison, and prove that it implies the Ultrapower Axiom
assuming V = HOD and large cardinals. (A proper class of strong cardinals
is more than enough.) This forms the basis of the claim that the Ultrapower
Axiom holds in fine structure models. In Section 11, we show by a forcing
argument that the Ultrapower Axiom does not follow from the linearity of the
Mitchell order on normal ultrafilters. Finally, Section 12 contains some open
questions.
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Figure 1: A comparison 〈W0,W1〉 of 〈U0, U1〉 to a common model P .
2 The Ultrapower Axiom
Definition 2.1. Suppose U0 and U1 are countably complete ultrafilters. A
comparison of 〈U0, U1〉 by internal ultrafilters is a pair 〈W0,W1〉 such that
(1) W0 ∈ Ult(V, U0)
(2) W1 ∈ Ult(V, U1)
(3) Ult(V, U0)  W0 is a countably complete ultrafilter
(4) Ult(V, U1)  W1 is a countably complete ultrafilter
(5) Ult(Ult(V, U0),W0) = Ult(Ult(V, U1),W1)
(6) jW0 ◦ jU0 = jW1 ◦ jU1
Example 2.2. Suppose κ is a measurable cardinal and U0 and U1 are κ-
complete ultrafilters on κ with U0 >M U1. Then 〈U1, jU1(U0)〉 is a comparison
of 〈U0, U1〉 by internal ultrafilters.
We note the following fact which implies that the commutativity require-
ment (6) in Definition 2.1 can be dropped if one assumes V = HOD. We only
sketch the proof. See also Theorem 6.15.
Lemma 2.3. Any two elementary embeddings of V into the same model M
that are definable from parameters agree on the ordinals.
Proof. Suppose the lemma is false. Fix a number n such that there are Σn-
definable counterexamples. Suppose α is the least ordinal such that there exist
Σn-definable elementary embeddings j0 and j1 from V into the same model M
that disagree on α. Then α is definable without parameters; this is easy but
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tedious to check. It follows that any elementary embeddings from V to the
same model N move α to the same ordinal, namely the ordinal defined over
N using the definition by which α is defined over V . But this contradicts that
there exist exist elementary embeddings j0 and j1 from V into the same model
M such that j0(α) 6= j1(α).
Definition 2.4. The following statement is called the Ultrapower Axiom: ev-
ery pair of countably complete ultrafilters admits a comparison by internal
ultrafilters.
We introduce some terminological variations of Definition 2.1 that will be
useful. Suppose 〈W0,W1〉 is a comparison of 〈U0, U1〉 by internal ultrafilters.
We will also say that the embeddings 〈jW0 , jW1〉 are a comparison of 〈U0, U1〉, or
that they are a comparison of the models 〈Ult(V, U0),Ult(V, U1)〉 to a common
model P , which means that P = Ult(Ult(V, U0),W0).
Finally, as a justification of the abuses of notation listed above, we mention
a consequence of the Ultrapower Axiom related to Lemma 2.3: assuming the
Ultrapower Axiom, if M is an ultrapower of V , there is a unique ultrapower
embedding of V into M . Thus under the Ultrapower Axiom, we would not
lose information if we simply called the common model P a comparison of M0
and M1! This is the content of Proposition 4.7, which is not a deep fact, but
whose proof we delay until we have some more terminology.
We state without proof an obvious combinatorial equivalent of the notion
of a comparison.
Definition 2.5. Suppose U is a countably complete ultrafilter on X and W
is a countably ultrafilter of Ult(V, U). Let f : X → V be such that [f ]U = W ,
and assume without loss of generality that for each x ∈ X, f(x) is an ultrafilter
on a set Yx. Let Z = {(x, y) : y ∈ Yx}. Then (U,W ) denotes the ultrafilter on
Z containing all A ⊆ Z such that {x ∈ X : {y ∈ Yx : (x, y) ∈ A} ∈ f(x)} ∈ U .
We note that (U,W ) depends in a trivial way on the choice of f . Dis-
tinct choices result in ultrafilters that are equal when restricted to a common
measure one set. In fact, (U,W ) is the ultrafilter derived from jW ◦ jU using
(jW ([id]U), [id]W ), see Definition 4.1 and the comments following it.
Proposition 2.6. Suppose U0 and U1 are countably complete ultrafilters. Then
〈W0,W1〉 is a comparison of 〈U0, U1〉 if and only if (U0,W0) ≡RK (U1,W1). In
particular, the existence of a comparison of 〈U0, U1〉 is a Σ2 statement about
〈U0, U1〉.
We close this section on a much less trivial note, stating the consistency
result that makes the theory developed in this paper interesting.
7
Theorem 2.7 (Woodin). Assume the E-Iteration Hypothesis. There is an
inner model M with the following properties.
(1) M satisfies GCH and the Ultrapower Axiom.
(2) Fix n < ω. Suppose there is a cardinal κ that is in(κ)-supercompact in
V . Then in M there is a cardinal κ that is (κ+n)M -supercompact.
The models built in [4] and [5] satisfy much stronger forms of comparison
than the Ultrapower Axiom, but the Ultrapower Axiom alone becomes very in-
teresting even just at a cardinal κ that is 2κ-supercompact (or just κ-compact),
since there are so many κ-complete ultrafilters on κ: every κ-complete filter
on κ extends to a κ-complete ultrafilter.
3 The Seed Order
In this section we define the key notion of this article: the seed order, a
relation that, assuming the Ultrapower Axiom, wellorders the class of uniform
ultrafilters and generalizes the Mitchell order in a sense that will become clearer
in Section 5. We first define the class of uniform ultrafilters. This definition
is slightly nonstandard. First of all, we allow ultrafilters concentrating on sets
of the form [κ]n where κ is an ordinal and n is a number. We also demand
that uniform ultrafilters be countably complete in order to avoid repeating
this hypothesis in every theorem. Finally, and most importantly, we do not
require of a uniform ultrafilter U that for all A ∈ U , |A| = sp(U), but instead
that U contain no bounded sets. In particular, principal ultrafilters can be
uniform.
Definition 3.1. An ultrafilter U is uniform if U is a countably complete
ultrafilter on [κ]n for some ordinal κ and number n, and κ is the least ordinal
such that [κ]n ∈ U . The ordinal κ is the space of U , denoted sp(U).
Our focus on uniform ultrafilters throughout this paper is largely a matter
of convenience. It is essential to the definition of the seed order that we
consider ultrafilters on sets that are canonically wellordered, but uniformity
is only used to ensure that a uniform ultrafilter U is uniquely determined by
its ultrapower embedding jU and its seed [id]U . Without this property, for
example, Theorem 3.9 would fail for trivial reasons.
Definition 3.2. Suppose a and b are elements of [Ord]<ω. We say a < b if
the largest element of a ∪ b that is not an element of a ∩ b lies in b.
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In other words, we view [Ord]<ω as the collection of descending sequences
of ordinals, and order it lexicographically. It is a standard fact that this is a
wellorder.
Definition 3.3 (Seed Order). The seed order is a binary relation ≤S on the
class of uniform ultrafilters defined as follows: if U0 and U1 are uniform ultra-
filters, then U0 ≤S U1 if there exists a comparison 〈W0,W1〉 of 〈U0, U1〉 such
that jW0([id]U0) ≤ jW1([id]U1).
We in this case that the comparison 〈W0,W1〉 witnesses that U0 ≤S U1.
The most obvious connection between the Ultrapower Axiom and the seed
order is worth pointing out:
Proposition 3.4. The Ultrapower Axiom is equivalent to the statement that
the seed order is total.
(Note in the reverse direction that every countably complete ultrafilter
is equivalent to a uniform ultrafilter by a crude application of the Axiom of
Choice.) It is somewhat less obvious that, assuming the Ultrapower Axiom, the
seed order is a nonstrict wellorder. We note that these theorems are improved
in Section 7. There we show, for example, that Theorem 3.6 and Theorem 3.9
are provable in ZFC. These improvements involve introducing a second order,
the E-order, whose introduction is far from well-motivated at this point in the
discussion. The key is that in fact ≤E extends ≤S, and the analogs of all the
theorems of this section are provable for ≤E in ZFC alone. For now, we prefer
to work with the Ultrapower Axiom, so that the proofs are somewhat simpler.
Theorem 3.5 (Ultrapower Axiom). The seed order is transitive.
Proof. Suppose U0 ≤S U1 and U1 ≤S U2. The idea is to compare 〈U0, U1〉 to a
common model M , compare 〈U1, U2〉 to a common model N , compare M and
N to a common model Q, and then to show that the composite comparison
is a comparison of 〈U0, U2〉 witnessing U0 ≤S U2. It is not too hard to chase
through Fig. 2 to see that this works, but we now give the details.
Fix a comparison 〈W0,W1〉 of 〈U0, U1〉 to a common model M witnessing
U0 ≤S U1, and a comparison 〈Z1, Z2〉 of 〈U1, U2〉 to a common model N wit-
nessing that U1 ≤S U2. Finally, applying the Ultrapower Axiom in Ult(V, U1),
fix an Ult(V, U1)-comparison 〈FM , FN〉 of 〈W1, Z1〉 to a common model Q.
Letting a0 = [id]U0 , a1 = [id]U1 , and a2 = [id]U2 ,
jFM (jW0(a0)) ≤ jFM (jW1(a1)) = jFN (jZ1(a1)) ≤ jFN (jZ2(a2)) (1)
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Figure 2: The transitivity of the seed order.
The first inequality follows from 〈W0,W1〉 witnessing that U0 ≤S U1, and
the last from 〈Z1, Z2〉 witnessing U1 ≤S U2. The inner equality follows from
Lemma 2.3 applied in Ult(V, U1), which implies
jFM ◦ jW1  Ord = jFN ◦ jZ1  Ord
Finally, we note that the iterated ultrapower embedding jFM ◦ jW0 of
Ult(V, U0) is the ultrapower of Ult(V, U0) by the ultrafilter (W0, FM), see
Definition 2.5. Similarly for jFN ◦ jZ2 , Ult(V, U2), and (W1, FN). Indeed
〈(W0, FM), (W1, FN)〉 is a comparison of 〈U0, U1〉: for this we must check the
commutativity requirement of Definition 2.1. This is routine:
jFM ◦ jW0 ◦ jU0 = jFM ◦ jW1 ◦ jU1
= jFN ◦ jZ1 ◦ jU1
= jFN ◦ jZ2 ◦ jU2
By (1), this comparison witnesses U0 ≤S U2.
As a corollary of the proof of Theorem 3.5 in the case U2 = U0, we have the
following useful fact, which says in a sense that the seed order is “well-defined.”
Theorem 3.6 (Ultrapower Axiom). Suppose U0 ≤S U1 and 〈Z0, Z1〉 is a
comparison of 〈U0, U1〉. Then 〈Z0, Z1〉 witnesses U0 ≤S U1.
Proof. Suppose not, so there is a comparison 〈W0,W1〉 witnessing U0 ≤S U1,
yet 〈Z0, Z1〉 witnesses U0 >S U1. The proof of Theorem 3.5 yields a single
comparison that simultaneously witnesses that U0 ≤S U1 and that U0 >S U1,
which is a contradiction.
The next lemma is useful since it reduces the study of the seed order to
the study of its restriction to ultrafilters on a fixed space. (We note that
the analog of this theorem is not provable in ZFC for the Mitchell order on
arbitrary ultrafilters.)
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Lemma 3.7. Suppose U0 and U1 are uniform ultrafilters with U0 ≤S U1. Then
sp(U0) ≤ sp(U1).
Proof. Let k0 : Ult(V, U0) → P and k1 : Ult(V, U1) → P be embeddings
witnessing U0 ≤S U1. Let a0 = [id]U0 and a1 = [id]U1 . Then
k0(a0) ≤ k1(a1) ⊆ k1(jU1(sp(U1))) = k0(jU0(sp(U1)))
It follows that k0(a0) ⊆ k0(jU0(sp(U1))), so a0 ⊆ jU0(sp(U1)). This implies
sp(U0) ≤ sp(U1) since sp(U0) is the least κ such that a0 ⊆ jU0(κ).
Corollary 3.8. The seed order is setlike.
Proof. This is an immediate corollary of Lemma 3.7.
Theorem 3.9 (Ultrapower Axiom). The seed order is antisymmetric.
Proof. Suppose U0 ≤S U1 and U1 ≤S U0. By Theorem 3.6, any comparison
〈W0,W1〉 of 〈U0, U1〉 witnesses simultaneously that U0 ≤S U1 and that U1 ≤S
U0. In other words, jW0(a0) = jW1(a1) where we let a0 = [id]U0 and a1 = [id]U1 .
Note that sp(U0) = sp(U1) by Lemma 3.7; we denote this ordinal by κ.
We also have |a0| = |a1|; we denote this number by n. For any X ⊆ [κ]n,
X ∈ U0 ⇐⇒ a0 ∈ jU0(X)
⇐⇒ jW0(a0) ∈ jW0 ◦ jU0(X)
⇐⇒ jW1(a1) ∈ jW1 ◦ jU1(X)
⇐⇒ a1 ∈ jU1(X)
⇐⇒ X ∈ U1
For the third equality, we use that jW0 ◦ jU0 = jW1 ◦ jU1 (note that Lemma 2.3
does not seem to suffice here) and the fact that jW0(a0) = jW1(a1). Hence
U0 = U1.
We remark that the proof of the next theorem bears a resemblance to the
proof of the wellfoundedness of the mouse order assuming the Dodd-Jensen
Lemma.
Theorem 3.10 (Ultrapower Axiom). The seed order is wellfounded.
Proof. Suppose towards a contradiction that
U0 >S U1 >S U2 >S · · ·
11
Figure 3: The wellfoundedness of the seed order, with j1 in blue and h2 in red.
Let M0i denote Ult(V, Ui). Fix ultrapower embeddings
k00, k
0
1, k
0
2, . . . , `
0
1, `
0
2, `
0
3, . . .
and models
M10 ,M
1
1 ,M
1
2 , . . .
such that 〈k0i , `0i+1〉 is a comparison of 〈M0i ,M0i+1〉 to the model M1i . That is,
k0i : M
0
i → M1i and `0i+1 : M0i+1 → M1i are internal ultrapower embeddings of
M0i and M
0
i+1 respectively. (See the remarks following Definition 2.4 for the
abuse of terminology we are employing.) Next fix
k10, k
1
1, k
1
2, . . . , `
1
1, `
1
2, `
1
3, . . .
and models
M20 ,M
2
1 ,M
2
2 , . . .
such that 〈k1i , `1i+1〉 are a comparison of 〈M1i ,M1i+1〉 to M2i . Proceeding in this
way, we obtain for each n < ω, models Mn0 ,M
n
1 ,M
n
2 , . . . and for each i < ω,
internal ultrapower embeddings
kni : M
n
i →Mn+1i
`ni+1 : M
n
i+1 →Mn+1i
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For i < ω, define hi : M
0
i →M i0 by
hi = `
i−1
1 ◦ · · · ◦ `2i−2 ◦ `1i−1 ◦ `0i
Setting ji = k
i
0 ◦ hi, the embeddings
ji : M
0
i →M i+10
hi+1 : M
0
i+1 →M i+10
constitute a comparison of M0i and M
0
i+1, and so by Theorem 3.6 witness
Ui >S Ui+1.
Setting ai = [id]Ui for each i < ω, it follows that
ki0(hi(ai)) = ji(ai) > hi+1(ai+1)
Thus the linear iteration
V →M00 →M10 →M20 → · · ·
of V by the internal ultrapower embeddings 〈ki0 : i < ω〉 has an illfounded
direct limit. It is a standard fact that this is impossible, so we have obtained
a contradiction.
3.1 Application: Normal Ultrafilters
We give a quick proof that the Ultrapower Axiom implies that normal ultra-
filters are linearly ordered by the Mitchell order, so that the idea does not get
lost in the generality of Theorem 5.9.
Theorem 3.11 (Ultrapower Axiom). Suppose U0 and U1 are normal ultrafil-
ters on a measurable cardinal κ. Then U0 and U1 are Mitchell comparable.
Proof. Let 〈W0,W1〉 be a comparison of 〈U0, U1〉 witnessing without loss of
generality that U0 <S U1. Since U0 is normal, X ∈ U0 if and only if κ ∈
jU0(X). Applying jW0 , X ∈ U0 if and only if jW0(κ) ∈ jW0(jU0(X)). By the
commutativity requirement of Definition 2.1, jW0(jU0(X)) = jW1(jU1(X)). So
X ∈ U0 ⇐⇒ jW0(κ) ∈ jW1(jU1(X))
Since 〈W0,W1〉 witnesses U0 <S U1, jW0(κ) < jW1(κ). It follows that
jW0(κ) ∈ jW1(jU1(X)) if and only if jW0(κ) ∈ jW1(jU1(X)) ∩ jW1(κ), but
jW1(jU1(X)) ∩ jW1(κ) = jW1(jU1(X) ∩ κ) = jW1(X)
We conclude that X ∈ U0 if and only if jW0(κ) ∈ jW1(X), and so since jW1 is
definable over Ult(V, U1), U0 ∈ Ult(V, U1).
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From this and Theorem 2.7 we can dispense with Open Question 3.10
assuming an iteration hypothesis.
Corollary 3.12. Assume the E-Iteration Hypothesis and that there is a cardi-
nal κ that is 2κ-supercompact. Then there is an inner model M in which there
is a cardinal κ that is 2κ supercompact but carries a unique normal ultrafilter
of Mitchell order 0.
3.2 Application: HOD
As an application of the basic facts about the seed order, we show that the
Ultrapower Axiom implies that if there is a supercompact cardinal κ, then
V = HODA for a set A ⊆ κ, and κ is supercompact in HOD. The key is
the following proposition, immediate from the fact that the seed order is a
definable wellorder.
Proposition 3.13 (Ultrapower Axiom). Every uniform ultrafilter is ordinal
definable.
Proof. Suppose U is a uniform ultrafilter of seed rank α. Then U is the unique
uniform ultrafilter of seed rank α, so U is ordinal definable.
Theorem 3.14 (Ultrapower Axiom). Suppose κ is supercompact and A ⊆ κ
is such that Vκ ⊆ HODA. Then V = HODA.
Proof. Recall that one can define a Laver function from any wellorder of Vκ.
In particular, if A ⊆ κ is such that Vκ ⊆ HODA, then there is a function
f : κ → Vκ in HODA such that for every set x, there is a uniform ultrafilter
U such that x = jU(f)(κ), and since U is OD by Proposition 3.13, it follows
that x ∈ HODA. In other words V = HODA.
Corollary 3.15 (Ultrapower Axiom). Suppose κ is supercompact. Then V is
a generic extension of HOD for a forcing of size at most 22
κ
.
Proof. This follows from Vopenka’s theorem that every set of ordinals is generic
over HOD.
Corollary 3.16 (Ultrapower Axiom). Suppose κ is supercompact. Then κ
is supercompact in HOD. In fact HOD is a weak extender model for κ is
supercompact.
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Proof. We show that for arbitrarily large λ, there is a normal fine κ-complete
ultrafilter U on Pκ(λ) such that U ∩HOD ∈ HOD and HOD∩Pκ(λ) ∈ U . For
any normal fine κ-complete ultrafilter on Pκ(λ), U ∩ HOD ∈ HOD, since U is
actually ordinal definable: U is ordinal definable from any uniform ultrafilter
U ≡RK U (noting that U is definable as the unique normal fine ultrafilter on
Pκ(λ) that is Rudin-Keisler equivalent to U), and such an ultrafilter U is itself
ordinal definable by Proposition 3.13.
We now show that if λ is a sufficiently large regular cardinal, then any
normal fine κ-complete ultrafilter U on Pκ(λ) has HOD ∩ Pκ(λ) ∈ U . For this
it suffices to show that jU [λ] ∈ jU(HOD) = HODMU . If λ is a sufficiently large
regular cardinal then by Corollary 3.15, HOD is stationary correct at λ. So fix
a partition 〈Sα : α < λ〉 ∈ HOD of cof(ω)∩λ into stationary sets. By Solovay’s
lemma, jU [λ] is definable in MU from jU(〈Sα : α < λ〉) and sup jU [λ]. Since
jU(〈Sα : α < λ〉) ∈ HODMU it follows that jU [λ] ∈ HODMU as desired.
4 The Canonical Comparison
In this section we develop further the basic comparison theory for uniform
ultrafilters. Assuming the Ultrapower Axiom, we show that any pair of ultra-
filters has a least comparison in a precise sense, which we call the canonical
comparison. (The meaning of “least” is made more precise in Section 9, where
we prove the universal property of the canonical comparison, see Proposi-
tion 9.3.) We begin with two definitions. The first is fairly standard, and we
will use it throughout the paper.
Definition 4.1. Suppose j : V → M is an elementary embedding and a is a
finite set of ordinals. The (uniform) ultrafilter derived from j using a is the
unique uniform ultrafilter U such that for all X ⊆ [sp(U)]|a|, X ∈ U if and
only if a ∈ j(X).
Note that sp(U) is determined by a and the requirement that U be uniform.
There is a more general notion of derived ultrafilter: there is really no need to
assume a is a finite set of ordinals, though in the general case one must also fix a
set A such that a ∈ j(A) to serve as the space of the derived ultrafilter. We will
occasionally use this more general notion as well. The point of Definition 4.1 is
to demand that a derived ultrafilter be uniform whenever this demand makes
sense. We will also relativize this definition to inner models of V without
comment as in the next definition.
Definition 4.2. Suppose 〈W0,W1〉 is a comparison of 〈U0, U1〉 by internal
ultrafilters. We call 〈W0,W1〉 canonical if the following hold:
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(1) W0 is derived from jW0 : Ult(V, U0)→ Ult(Ult(V, U0),W0) using jU1([id]U1)
(2) W1 is derived from jW1 : Ult(V, U1)→ Ult(Ult(V, U1),W1) using jU0([id]U0)
The first proposition of this section to some extent explains why the Ultra-
power Axiom is a reasonable axiom according to inner model theoretic consid-
erations. (See Section 10 for a better explanation.) We require the following
definition.
Definition 4.3. Suppose M and N are transitive models of ZFC. A cofinal
elementary embedding j : M → N is a close embedding, or equivalently is
close to M , if for every a ∈ [Ord]<ω ∩ N , the M -ultrafilter derived from j
using a is an element of M .
Close embeddings arise as branch embeddings of maximal nondropping
iteration trees on fine structural models of ZFC, such as the iteration trees
that appear in the process of comparison by least disagreement, see [9]. The
next theorem says roughly that a “close comparison” of two ultrapowers can
be converted into a comparison by internal ultrapowers.
Proposition 4.4. Suppose M is a transitive model of ZFC and U0 and U1
are countably complete ultrafilters of M . Let M0 = Ult(M,U0) and M1 =
Ult(M,U1), and suppose that for some model N , there are close embeddings
k0 : M0 → N
k1 : M1 → N
such that k0◦jU0 = k1◦jU1. Then in M , 〈U0, U1〉 admits a canonical comparison
〈W0,W1〉 to a common model P . Moreover, the model P itself embeds in N by
an elementary embedding h : P → N such that h ◦ jW0 = k0 and h ◦ jW1 = k1.
Remark 4.5. We do not assume that k0 and k1 are amenable to M .
Proof. Let a0 = [id]U0 and a1 = [id]U1 . Let
` : M → N
denote the common embedding k0 ◦ jU0 = k1 ◦ jU1 . Let
X = {`(f)(k0(a0) ∪ k1(a1)) : f ∈M}
By the proof of Los’s Theorem, X ≺ N . Note that k0[M0] ⊆ X because every
element of M0 is of the form jU0(f)(a0), and so every element of k0[M0] is of
the form
k0(jU0(f)(a0)) = k0 ◦ jU0(f)(k0(a0)) = `(f)(k0(a0)) ∈ X
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Similarly, k1[M1] ⊆ X. Let W0 be the uniform M0-ultrafilter derived from k0
using k1(a1) and let W1 be the uniform M1-ultrafilter derived from k1 using
k0(a0). Since k0 is close to M0, W0 ∈M0, and since k1 is close to M1, W1 ∈M1.
We claim 〈W0,W1〉 is a canonical comparison of 〈U0, U1〉.
We define an elementary embedding h0 : Ult(M0,W0) → N whose range
is X. This is just the factor map of Ult(M0,W0) into N , defined as usual for
g ∈M0 by
h0(jW0(g)([id]W0)) = k0(g)(k1(a1))
Since M0 = {jU0(f)(a0) : f ∈M}, we have
ran(h0) = {k0(jU0(f)(a0))(k1(a1)) : f ∈M}
= {`(f)(k0(a0))(k1(a1)) : f ∈M}
= {`(f ∗)(k0(a0) ∪ k1(a1)) : f ∗ ∈M}
= X
Similarly we define h1 : Ult(M1,W1)→ N with range X. It follows that
Ult(M0,W0) = Ult(M1,W1)
since each is isomorphic to the transitive collapse of X. It also follows that
h0 = h1, since each is equal to the inverse of the transitive collapse of X. It is
clear from the definitions that h0 ◦ jW0 = k0 and h1 ◦ jW1 = k1. Denoting the
common model Ult(M0,W0) = Ult(M1,W1) by P and the common embedding
h0 = h1 by h, it remains only to see that 〈W0,W1〉 is a canonical comparison,
which is not hard.
Note first that 〈W0,W1〉 is a comparison: this amounts to checking the
commutativity requirement (6) of Definition 2.1, which holds since
h0 ◦ jW0 ◦ jU0 = k0 ◦ jU0 = k1 ◦ jU1 = h1 ◦ jW0 ◦ jU0
and so since h0 = h1, jW0 ◦ jU0 = jW1 ◦ jU1 . To see W0 is the M0-ultrafilter
derived from jW0 using jW1(a1), take X ∈ P ([sp(W0)]|a1|) ∩M0:
X ∈ W0 ⇐⇒ k1(a1) ∈ k0(X)
⇐⇒ h1(jW1(a1)) ∈ h0(jW0(X))
⇐⇒ h(jW1(a1)) ∈ h(jW0(X))
⇐⇒ jW1(a1) ∈ jW0(X)
ThatW1 is theM1-ultrafilter derived from jW1 using jW0(a0) is shown in exactly
the same way. This completes the proof.
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Theorem 4.6 (Ultrapower Axiom). Suppose U0 and U1 are uniform ultrafil-
ters. There is a unique canonical comparison of 〈U0, U1〉.
Proof. The existence of a canonical comparison follows from the Ultrapower
Axiom and the special case of Proposition 4.4 in which M = V and the embed-
dings k0 and k1 are ultrapower embeddings. It remains to prove uniqueness.
Set a0 = [id]U0 and a1 = [id]U1 . Suppose 〈W0,W1〉 is a canonical comparison
of 〈U0, U1〉 to a common model P and 〈W ′0,W ′1〉 is a canonical comparison of
〈U0, U1〉 to a common model P ′. We will show 〈W0,W1〉 = 〈W ′0,W ′1〉.
Fix an Ult(V, U0)-comparison 〈Z,Z ′〉 of 〈W0,W ′0〉 to a common model
N . Then jZ ◦ jW1 and jZ′ ◦ jW ′1 agree on the ordinals by Lemma 2.3 ap-
plied in Ult(V, U1). In particular, jZ(jW1(a1)) = jZ′(jW ′1(a1)). By canonicity,
jZ([id]W0) = jZ′([id]W ′0). Applying Theorem 3.9 in Ult(V, U0), we obtain that
W0 = W
′
0.
By the same argument, W1 = W
′
1. This completes the proof.
We note that assuming the Ultrapower Axiom, by the proof of Theorem 4.6,
if U0 and U1 are countably complete ultrafilters and 〈W0,W1〉 is a comparison
of 〈U0, U1〉, then W0 is certified to be the ultrafilter of the canonical comparison
by the mere fact that [id]W0 = jW1([id]U1); one does not need any assumptions
about W1.
The following proposition, generalizing Lemma 2.3, essentially expresses
an assumption built in to the Ultrapower Axiom, ultimately tracing back to
the commutativity requirement (6) in the definition of a comparison, Defini-
tion 2.1.
Proposition 4.7 (Ultrapower Axiom). If M is an ultrapower of V , then there
is a unique ultrapower embedding j : V →M .
Proof. Suppose U and U ′ are countably complete ultrafilters such that M =
Ult(V, U) = Ult(V, U ′). We must show jU = jU ′ . Using the Axiom of Choice,
we may assume U and U ′ are uniform ultrafilters. Let 〈W,W ′〉 be the canonical
comparison of 〈U,U ′〉. Note that jW  Ord = jW ′  Ord by Lemma 2.3 applied
in M . It follows that jW ([id]U) ∈ ran(jW ′), since jW ([id]U) = jW ′([id]U). Since
W ′ is derived from jW ′ using jW ([id]U), by the definition of the canonical
comparison, W ′ is principal. Thus jW ′ is the identity. Similarly jW is the
identity. But jW ◦ jU = jW ′ ◦ jU ′ by the definition of a comparison, and so
jU = jU ′ .
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5 The Mitchell Order
In this section, we will prove that assuming the Ultrapower Axiom, the Mitchell
order is linear on certain kinds of ultrafilters. Since the definition of the
Mitchell order is often given only for normal ultrafilters, we state the definition
we are using (following [3]):
Definition 5.1. Suppose U0 and U1 are countably complete ultrafilters. Then
U0 <M U1 if U0 ∈ Ult(V, U1).
An important observation is that if U0 <M U1 then P (sp(U0)) ⊆ Ult(V, U1).
This is a sense in which the Mitchell order is less general than the seed order. In
fact, one might take some of the results here to suggest that perhaps the “right”
generalization of the Mitchell order to ultrafilters U such that sp(U) 6= crt(U)
is the seed order, or more accurately the E-order. (At the very least, the basic
theory of the E-order seems to admit a more natural development than that
of the generalized Mitchell order.)
We do not assume U0 concentrates on ordinals or finite sets of ordinals
here, since we will be interested in the Mitchell order for ultrafilters that
do not concentrate on ordinals (in particular supercompactness measures).
Nevertheless, this fully general definition has the feature that it is not invariant
under Rudin-Keisler equivalence of ultrafilters. For a trivial example, suppose
U is a normal ultrafilter on κ and U ′ = {A ⊆ θ : A ∩ κ ∈ U} for some
θ > κ. Obviously U and U ′ are Rudin-Keisler equivalent, yet there may be
ultrafilters W such that U ∈ Ult(V,W ) while U ′ /∈ Ult(V,W ) simply because
P (θ) * Ult(V,W ). On the other hand, the Mitchell order does respect the
variant of Rudin-Keisler equivalence that also demands the spaces of equivalent
ultrafilters have the same cardinality.
We remark that the Mitchell order is not linear on arbitrary ultrafilters.
This is obvious from the example above, since there can be no Mitchell relation
between the equivalent ultrafilters U and U ′, nor between the ultrafilters U ′
and W . But there are less trivial examples here. Suppose U0 is a countably
complete ultrafilter on X and U1 is the ultrafilter obtained by iterating U0
twice. (Thus Ult(V, U1) = Ult(Ult(V, U0), jU0(U0)); that is, U1 is the product
of U0 with itself.) Then there can be no Mitchell relation between U0 and U1
since U0 and U1 can be computed from one another (given the power of X).
It follows from this example that if there is a measurable cardinal then there
are uniform ultrafilters that bear no Mitchell relation to one another. We will
see later that the counterexamples in the last two paragraphs are essentially
the only provable counterexamples to the linearity of <M below a superstrong
cardinal. See Theorem 8.24.
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We begin by pointing out that many of the properties of the Mitchell order
on normal ultrafilters carry over to all nonprincipal ultrafilters. This is part of
the folklore, but does not seem to have appeared in print. We begin by stating
a very well-known fact, whose proof appears in [3].
Proposition 5.2. The Mitchell order on nonprincipal ultrafilters is strict.
In order to prove the transitivity and wellfoundedness of the Mitchell or-
der, we will prove a very coarse bound on the relative size of one ultrafilter
compared to another ultrafilter lying above it in the Mitchell order.
Proposition 5.3. Suppose U on X and W on Y are nonprincipal ultrafilters
and U <M W . Then
|U |Ult(V,W ) < jW (|Y |)
In particular, U ∈ Ult(H|Y |+ ,W ).
Proof. Let 〈κn : n < ω〉 denote the critical sequence of jW . We have P (X) ∈
Ult(V,W ), and so for some n < ω,
κn ≤ |X| < κn+1
since otherwise P (supκn) ∈ Ult(V,W ), contradicting Kunen’s inconsistency
theorem. Fixing such an n < ω, we have P (κn) ∈ Ult(V,W ), since P (|X|) ∈
Ult(V,W ). It follows that κn ≤ |Y |: otherwise, assuming |Y | < κn, since
κn is inaccessible in V and P (κn) ∈ Ult(V,W ), this implies W ∈ Ult(V,W )
contradicting Proposition 5.2. It follows that κn+1 ≤ jW (|Y |). Since κn+1 is
inaccessible in Ult(V,W ), we have
|U |Ult(V,W ) = (2|X|)Ult(V,W ) < κn+1 ≤ jW (|Y |)
as desired.
Corollary 5.4. Suppose U and W are nonprincipal ultrafilters and M is a
transitive model of ZFC. If U <M W and W ∈ M , then U ∈ M and M 
U <M W . In particular, the Mitchell order on uniform ultrafilters is transitive.
Proof. This is essentially immediate from Proposition 5.3. Assume W is an
ultrafilter on Y . The point is just that since W ∈ M , P (Y ) ∈ M and hence
H|Y |+ ∈M (and is equal to (H|Y |+)M). It follows that Ult(H|Y |+ ,W ) ∈M and
so U ∈M since U ∈ Ult(H|Y |+ ,W ) by Proposition 5.3. Moreover
Ult(H|Y |+ ,W ) ⊆ Ult(M,W )
and so in fact U ∈ Ult(M,W ), which means M  U <M W .
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Proposition 5.5. The Mitchell order on nonprincipal ultrafilters is wellfounded.
Proof. Suppose not. Assume X0 is a set of least possible cardinality carrying
an ultrafilter U0 below which the Mitchell order is illfounded. That is, there
is a sequence of uniform ultrafilters
U0 >M U1 >M U2 >M · · ·
Suppose that U1 is an ultrafilter on X1. By elementarity, in Ult(V, U0), jU0(X0)
is a set of least possible cardinality carrying a uniform ultrafilter below which
the Mitchell order is illfounded. But by Corollary 5.4, Ult(V, U0)  U1 >M
U2 >M · · ·, and by Proposition 5.3, |X1| < jU0(|X0|). This is a contradiction.
Assuming the Ultrapower Axiom, the most general class of ultrafilters on
which we can prove that the Mitchell order is linear is the class of Dodd solid
ultrafilters.
Definition 5.6. Suppose U is a uniform ultrafilter and a ∈ [Ord]<ω. The
extender of U below a is the function E : P (sp(U))→ V defined by
E(X) = jU(X) ∩ {b ∈ [Ord]<ω : b < a}
We will denote this extender by U |a. A nonprincipal uniform ultrafilter U is
called Dodd solid if U |a is an element of Ult(V, U) where a = [id]U .
The following proposition shows one sense in which Dodd solid ultrafilters
are related to supercompactness.
Proposition 5.7. Suppose U is Dodd solid and κ = sp(U). Then Ult(V, U)
is closed under 2<κ-sequences.
Proof. Let S =
⋃
α<κ P (α). Since the extender E = U |[id]U is in Ult(V, U)
and dom(E) = P (κ), P (κ) ∈ Ult(V, U), and hence S ∈ Ult(V, U). In fact,
jU  S ∈ Ult(V, U), since for X ∈ S, jU(X) = E(X): since X ⊆ α for some
α < sp(U) and sp(U) is the least ordinal that jU maps above [id]U ,
j(X) ⊆ {a ∈ [Ord]<ω : a < [id]U}
Thus jU  S ∈ Ult(V, U). Now Ult(V, U) is closed under S-sequences by the
usual argument, and hence under 2<κ-sequences since |S| = 2<κ.
There is therefore a bit of GCH implicit in the definition of Dodd solidity.
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Corollary 5.8. Suppose U is Dodd solid and κ = sp(U). Then 2<κ = κ.
Proof. By Proposition 5.7, Ult(V, U) is closed under 2<κ-sequences. If 2<κ > κ,
then Ult(V, U) is closed under κ+-sequences and hence computes that jU(κ
+)
has cofinality κ+, noting that jU is continuous at κ
+ since sp(U) = κ. Since
jU(κ
+) is regular in Ult(V, U), it follows that jU(κ
+) = κ+. On the other
hand since Ult(V, U) is closed under κ+-sequences, P (κ+) ⊆ Ult(V, U), which
contradicts Kunen’s inconsistency theorem since κ+ is a fixed point of jU above
crt(jU).
One does not really need to cite Kunen’s inconsistency theorem in the
context of ultrapower embeddings, see [3].
The following is the key consequence of the Ultrapower Axiom.
Theorem 5.9 (Ultrapower Axiom). The Mitchell order wellorders the class
of Dodd solid ultrafilters.
In fact we prove the following strengthening of Theorem 5.9.
Theorem 5.10. Suppose U0 is a uniform ultrafilter and U1 is a Dodd solid
ultrafilter. If U0 <S U1, then U0 <M U1.
Proof. Let 〈W0,W1〉 be a comparison of 〈U0, U1〉 to a common model M wit-
nessing that U0 <S U1. Let k0 : Ult(V, U0) → M and k1 : Ult(V, U1) → M
be the ultrapower embeddings by W0 and W1 respectively, and let a0 = [id]U0
and a1 = [id]U1 . By the definition of the seed order,
k0(a0) < k1(a1) (2)
For any X ⊆ [sp(U0)]|a0|,
X ∈ U0 ⇐⇒ a0 ∈ jU0(X)
⇐⇒ k0(a0) ∈ k0(jU0(X)) (3)
⇐⇒ k0(a0) ∈ k1(jU1(X))
It follows from (3) that U0 can be computed from the parameter k0(a0)
and the classes k1 and jU1 . The parameter k0(a0) is in Ult(V, U1), and the
embedding k1 is definable over Ult(V, U1) from the parameter W1. The key
point is that because U0 <S U1, one only needs a fragment of jU1 to define U0
as in (3), and Dodd solidity implies that this fragment is in Ult(V, U1).
22
Indeed, let E = U1|a1 be the extender of U1 below a1. We calculate:
k0(a0) ∈ k1(jU1(X)) ⇐⇒ k0(a0) ∈ k1(jU1(X)) ∩ {c : c < k1(a1)}
⇐⇒ k0(a0) ∈ k1(jU1(X) ∩ {c : c < a1})
⇐⇒ k0(a0) ∈ k1(E(X))
The first equivalence follows from (2). Again, since k0(a0) is in Ult(V, U1),
k1 is definable over Ult(V, U1) from W1, and E is in Ult(V, U1) by the Dodd
solidity of U1, U0 is in Ult(V, U1), as desired.
Note that Theorem 5.10 implies that the Mitchell order and the seed or-
der agree on Dodd solid ultrafilters. It is natural to ask whether, assuming
the Ultrapower Axiom, the seed order actually extends the Mitchell order ev-
erywhere. In fact this is not true in complete generality for a trivial reason.
Suppose U is a nonprincipal κ-complete ultrafilter on κ and W is the princi-
pal ultrafilter on κ + 1 concentrating on {κ}. Then U <S W by Lemma 3.7.
Hence U 6≤S W , but clearly W <M U . (Of course, U <M W as well, which
is part of the reason we restricted the lemmas regarding the Mitchell order to
nonprincipal ultrafilters.) It is not clear whether there can be nontrivial coun-
terexamples assuming the Ultrapower Axiom. Our next theorem says that
there cannot be if one assumes in addition a bit of GCH, so this question is
tied into the question of forcing the GCH to fail at a measurable cardinal while
preserving the Ultrapower Axiom, see Section 12.
We first note the following useful bound for canonical comparisons.
Corollary 5.11. If 〈W0,W1〉 is a canonical comparison of 〈U0, U1〉 witnessing
U0 <S U1, then {sp(W1)} ≤ [id]U1 and in particular sp(W1) < jU1(sp(U1)).
Proof. Note that
sp(W1) = min{κ : jW0([id]U0) ⊆ jW1(κ)}
Since jW0([id]U0) < jW1([id]U1), {sp(W1)} ≤ [id]U1 , by simple properties of the
canonical wellorder of [Ord]<ω.
Theorem 5.12 (Ultrapower Axiom). Suppose U0 is a uniform ultrafilter.
Suppose U1 is a nonprincipal uniform ultrafilter such that U0 <M U1 and
P
(
2<sp(U0)
) ⊆ Ult(V, U1). Then U0 <S U1.
Proof. Let δ = 2<sp(U0). We note that jU0  Hδ+ is in Ult(V, U1). Since
P (δ) ⊆ Ult(V, U1), we have Hδ+ ⊆ Ult(V, U1). Working in Ult(V, U1), let
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j : Hδ+ → N be the ultrapower by U0. Then j = jU0|Hδ+ and N = jU0(Hδ+)
(because Hδ+ is closed under sp(U0) sequences).
Suppose towards a contradiction that U0 >S U1. Let 〈W0,W1〉 be the
canonical comparison of 〈U0, U1〉. ThusW0 is derived from jW0 using jW1([id]U1)
and
sp(W0) < jU0(sp(U0)) (4)
We claim W0 ∈ Ult(V, U1). Note that by (4) and elementarity,
Ult(V, U0)  |W0| = 2sp(W0) ≤ jU0(δ)
Hence W0 ∈ jU0(Hδ+) = N . But N ⊆ Ult(V, U1), so W0 ∈ Ult(V, U1) as
desired.
But as in Theorem 5.9, U1 can be computed from W0 and jU0  P (sp(U0)),
and all these sets are in Ult(V, U1). We now give the details. Let a0 = [id]U0
and a1 = [id]U1 . For any X ⊆ [sp(U1)]|a1|,
X ∈ U1 ⇐⇒ a1 ∈ jU1(X)
⇐⇒ k1(a1) ∈ jW1(jU1(X))
⇐⇒ k1(a1) ∈ jW0(jU0(X))
⇐⇒ jU0(X) ∩ [sp(W0)]|a1| ∈ W0
(The last equivalence follows from the fact that 〈W0,W1〉 is a canonical com-
parison.) We have seen that jU0|Hδ+ ∈ Ult(V, U1), and so since
sp(U1) ≤ sp(U0) ≤ δ
jU0  P (sp(U1)) ∈ Ult(V, U1). It follows that U1 ∈ Ult(V, U1), and this contra-
dicts Proposition 5.2.
As a corollary we have the following:
Theorem 5.13 (Ultrapower Axiom + GCH). The seed order extends the
Mitchell order on the class of uniform ultrafilters U with sp(U) a cardinal.
Proof. Suppose U0 <M U1 and sp(U0) is a cardinal. Then P (sp(U0)) ∈
Ult(V, U1), and since sp(U0) is a cardinal, sp(U0) = 2
<sp(U0) by GCH. Thus
the hypotheses of Theorem 5.12 are satisfied, and U0 <S U1.
We note that the restriction to uniform ultrafilters whose spaces are car-
dinals is necessary to avoid the trivial counterexamples involving principal
ultrafilters mentioned after the proof of Theorem 5.9. The proof of Theo-
rem 5.12 actually yields the following stronger result, which does not require
the Ultrapower Axiom:
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Theorem 5.14. Suppose U0 ≤E U1 <M U2 and P
(
2<sp(U1)
) ⊆ Ult(V, U2).
Then U0 <M U2.
Here ≤E is the E-order, which we will introduce in Section 7. We note
that the theorem is stronger because it is stated using the E-order, and in
particular implies the version of the theorem where the seed order is used
instead. This statement takes into account the fact that we do not actually
need both sides of the comparison involved in Theorem 5.13 to be induced by
internal ultrapowers.
6 The Minimality of Definable Embeddings
In this section, we prove some lemmas about ultrapower embeddings that will
be of use in the inductive analysis of the seed order in Section 8.2. During this
analysis, we will sometimes consider the restriction of the seed order to those
ultrafilters U that constitute a minimal representative of their Rudin-Keisler
equivalence class. We define the class of minimal ultrafilters now.
Definition 6.1. Suppose j : M → N is an elementary embedding. A finite
set of ordinals a generates N over j[M ] if N = {j(f)(a) : f ∈M}.
A uniform ultrafilter U is minimal if U is the ultrafilter derived from jU
using the least sequence of ordinals that generates Ult(V, U) over jU [V ].
We remark that (quite trivially) a minimal ultrafilter is the same thing
as a uniform ultrafilter that is minimal in the seed order among all uniform
ultrafilters giving rise to its ultrapower embedding. We are certainly not first
to note the following two facts, which are attributed to Solovay in a slightly
different form in [10].
Lemma 6.2 (Rigid Ultrapowers Lemma). Suppose j : V → M is an ultra-
power of V . Then there is no nontrivial elementary embedding
k : M →M
such that k ◦ j = j.
Proof. We show any such embedding k must be trivial. Let U be the minimal
ultrafilter derived from j. We claim k([id]U) = [id]U . Suppose not. Then
k([id]U) > [id]U . Since [id]U generates M over j[V ], there is a function f ∈ V
such that k([id]U) = j(f)([id]U) Since k ◦ j = j, k(j(f)) = j(f). Thus M
thinks that there is an a < k([id]U) such that k(j(f))(a) = k([id]U). By
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the elementarity of k, there is an a < [id]U such that j(f)(a) = [id]U . This
contradicts the minimality of U .
Thus k([id]U) = [id]U . Along with our assumption that k ◦ j = j, this
implies that k is surjective: [id]U generates M over j[V ], and both j[V ] and
[id]U are contained in the range of k. Since k is surjective, k is the identity.
As a corollary, we obtain the following obvious-sounding fact: for any
countably complete ultrafilter U , there is a unique a ∈ Ult(V, U) such that U
is the ultrafilter derived from from jU using a.
Corollary 6.3. Assume U is a countably complete ultrafilter and a ∈ Ult(V, U)
is such that U is derived from its own ultrapower embedding jU using a. Then
a = [id]U .
Proof. Let M = Ult(V, U). We have an elementary embedding k : M → M
with k([id]U) = a, defined by k([f ]U) = jU(f)(a). Note that k ◦ jU = jU .
It follows from Lemma 6.2 that k is the identity, and in particular [id]U =
k([id]U) = jU(id)(a) = a.
We now prove a generalization of Lemma 2.3 that shows in many situations
that if M and N are transitive models of set theory and j : M → N is an
elementary embedding definable over M from parameters, then j is pointwise
minimal on the ordinals among all elementary embeddings from M into N .
In particular, this is the case in the situation that M is an inner model of
V . For context, we point out the following open question, which is stated in
the language of second order set theory, and is meant to be considered in the
context of NBG with the Axiom of Choice plus large cardinals.
Question 6.4. Suppose j0 and j1 are elementary embeddings of V into the
same inner model. Must j0  Ord = j1  Ord?
The answer is yes if j0 and j1 are definable by Lemma 2.3. More inter-
estingly, a positive answer also follows from a strong form of Woodin’s HOD
Hypothesis. We sketch Woodin’s proof of this here, since it has not been
published.
Definition 6.5. The Strong HOD Hypothesis is the statement that if λ is
a strong limit singular cardinal of uncountable cofinality then λ+ is not ω-
strongly measurable in HOD.
Theorem 6.6 (Woodin). Assume the Strong HOD Hypothesis. Suppose j0
and j1 are elementary embeddings of V into the same inner model. Then
j0  Ord = j1  Ord.
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Proof. Fix δ ∈ Ord a common fixed point of j0 and j1. We will show j0[δ] =
j1[δ]. Fix a strong limit singular cardinal λ > δ of uncountable cofinality that
is also a common fixed point of j0 and j1. By the Strong HOD Hypothesis, λ
+
is not ω-strongly measurable in HOD, and so since 2δ < λ, there is a <HOD-
least partition S = 〈Sα : α < δ〉 ∈ HOD of cof(ω) ∩ λ+ into truly stationary
sets. Let T0 = 〈T 0α : α < j0(δ)〉 = j0(S) and T1 = 〈T 1α : α < j1(δ)〉 = j1(S).
We claim α ∈ j0[δ] if and only if T 0α is truly stationary. This is just like
the proof of Solovay’s Lemma, so we omit the proof. Similarly α ∈ j1[δ] if and
only if T 1α is truly stationary. Note however that T = j0(S) = j1(S) = T ′
since S is definable from common fixed points of the embeddings j0 and j1,
which have the same target model. Thus j0[δ] = j1[δ].
For the proof of the minimality of definable embeddings, we need a simple
iterability lemma for internally definable iterations of length ω, Lemma 6.11,
which follows Kunen’s proof of the wellfoundedness of iterated ultrapowers.
First we introduce some notation for the definable embeddings in which we
will be interested.
Definition 6.7. Suppose M is a transitive model of ZF, α ∈ Ord ∩M , and
` ≤ ω. Then a linear directed system
I = 〈Mm, jnm : n < m < `〉
is a Σk iteration of M if M0 = M and for all n with n+1 < `, Mn is a transitive
model of ZF + DC and jn,n+1 : Mn →Mn+1 is an elementary embedding that
is Σk definable over Mn from parameters. The length of I is `, and the objects
associated with I are denoted by MIn and jInm.
A sequence ~x = 〈xn : n + 1 < `〉 is a k-code for I if jn,n+1 is defined over
Mn by the universal Σk formula using the parameter xn ∈Mn. We denote the
iteration coded by ~x by I~x, and we let M~xn = MI~xn and j~xnm = jI~xnm.
We say ~x is M -bounded if rank(~x) ∈ Ord ∩M , and we say a Σk iteration
is M -bounded if it has an M -bounded k-code.
Note that every Σk iteration has a k-code, but an infinite Σk iteration
of M may not have a k-code in M . The motivating example is an ω-length
iterated ultrapower, which is a Σ2 iteration of length ω. Such an iteration is
M -bounded if and only if it is based on a rank initial segment of M , a fact
that we generalize in a lemma.
Definition 6.8. A k-code ~x = 〈xn : n + 1 < `〉 is based below α ∈ Ord ∩M~x0
if for all n with n+ 1 < `, rank(xn) < j
~x
0n(α).
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The following lemma is fairly routine.
Lemma 6.9. For any ordinal α and number ` ≤ ω, the class C` of k-codes
for iterations of V of length ` based below α forms a set.
Proof. This is proved by induction on ` < ω, noting that for any ~y ∈ C`+1,
rank(~y) ≤ sup{j~x0`(α) + 1 : ~x ∈ C`}
(Given that each C` forms a set for ` < ω, it is elementary to see that Cω
forms a set.)
Lemma 6.10. Suppose I is an iteration of M of length ω that has a k-code
~x based below an ordinal of M . Then I is M-bounded.
Proof. Fix α ∈ Ord∩M such that ~x is based below α. By the previous lemma
applied in M , the class of k-codes in M for iterations of length ω based on
M ∩ Vα forms a set C in M . Let ξ be the rank of C. Since M contains every
finite initial segment of ~x,
rank(~x) = sup
`<ω
rank(~x  `) ≤ rank(C)
Thus ~x is M -bounded.
Lemma 6.11. Suppose M is a transitive model of ZF + DC. Then the direct
limit of any M-bounded Σk iteration of M of length ω is wellfounded.
Proof. Note that if a transitive model N of ZF + DC thinks that there is
no k-code for an ω-length iteration whose direct limit is illfounded below the
image of η, then in V there is no such iteration that is N -bounded, since for
each ξ < Ord ∩M , N ranks the tree of attempts to build a k-code of rank ξ
for such an iteration.
We now use Kunen’s proof that iterated ultrapowers are wellfounded.
Suppose the theorem fails. By the preceding paragraph there is some least
ordinal η ∈ Ord ∩ M such that M contains a k-code for a Σk iteration
〈Mn, jnm : n ≤ m < ω〉 whose direct limit Mω is illfounded below j0ω(η).
This is first order over M , so in each Mn, for any ξ < j0n(η), Mn thinks that
there is no k-code for an iteration whose direct limit is illfounded below the
image of ξ.
Fix a descending sequence e0 > e1 > e2 > · · · in Mω with e0 < j0ω(η).
Then fix n0 < ω such that for some ξ ∈ Ord ∩ Mn, jn0ω(ξ) = e0. Clearly
ξ < j0n0(η). But I = 〈Mn, jnm : n0 ≤ n ≤ m < ω〉 is then an ω-length
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iteration whose direct limit is illfounded below the image of ξ. (This does not
immediately contradict the minimality of j0n0(η), since Mn0 may not contain
a k-code for I.) Since Ord ∩Mn0 = Ord ∩M , I is Mn0-bounded, and so by
the first paragraph we have a contradiction.
The following is one way that an elementary embedding i : M → N can fail
badly to be a class of M , by which we mean that the Axiom of Replacement
fails in the structure (M, i).
Definition 6.12. Suppose M and N are transitive models of ZF with the
same ordinals and i : M → N is an elementary embedding. We say that i
iterates out of M if for some η ∈ Ord ∩M , supn<ω in(η) = Ord ∩M .
An example of an amenable embedding that iterates out of a transitive
model of ZFC is an I3-embedding.
We next lemma should be interpreted to include the case Ω = Ord, in which
case the following is formally a proposition in the second order language of set
theory, proved (very easily) in NBG.
Lemma 6.13. Suppose M and N are transitive models of ZF of the same or-
dinal height Ω, and suppose Ω has uncountable cofinality. Then no elementary
embedding i : M → N iterates out of M .
Proposition 6.14. Suppose M and N are transitive models of ZF + DC.
Suppose j : M → N is an elementary embedding definable over M from pa-
rameters. Suppose i : M → N is an elementary embedding that does not
iterate out of M . Then for any ξ ∈ Ord ∩M , j(ξ) ≤ i(ξ).
Proof. Towards a contradiction fix ξ ∈ Ord ∩M such that i(ξ) < j(ξ). For
n < ω, let Mn = i
n(M) and jn,n+1 = i
n(j). Thus jn,n+1 is an elementary
embedding from in(M) = Mn to i
n(N) = in(i(M)) = Mn+1.
We claim that the direct limit Mω of the directed system
〈Mn, jnm : n ≤ m < ω〉
generated by the embeddings jn,n+1 is illfounded. To see this, we claim the
sequence 〈jnω(in(ξ)) : n < ω〉 forms a descending sequence in Mω. For this it
suffices to see that in+1(ξ) < jn,n+1(i
n(ξ)). We have
jn,n+1(i
n(ξ)) = in(j)(in(ξ)) = in(j(ξ)) > in(i(ξ)) = in+1(ξ)
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Figure 4: Since jn,n+1 ◦ in = in ◦ j (shown in blue and red) and j(ξ) > i(ξ), we
have jn,n+1(i
n(ξ)) = in(j(ξ)) > in+1(ξ).
Thus Mω is illfounded. To obtain a contradiction, it suffices by Lemma 6.11
to verify that 〈Mn, jnm : n ≤ m < ω〉 is M -bounded.
Suppose that j is defined over M by the Σk universal formula using the
parameter x ∈M . Note that ~x = 〈in(x) : n < ω〉 is a k-code for this iteration
by construction, and rank(~x) ∈ Ord∩M since supn<ω in(η) ∈ Ord∩M where
η = rank(x). Thus ~x is M -bounded.
As a corollary, we have the following theorem.
Theorem 6.15. Suppose M and N are transitive models of ZF + DC of or-
dinal height Ω where cf(Ω) 6= ω. Suppose j : M → N is a definable elementary
embedding, and i : M → N is an arbitrary elementary embedding. Then for
any ordinal α < Ω, j(α) ≤ i(α).
In particular, this theorem holds in the case Ω = Ord; that is, the theorem
holds forM an arbitrary inner model and i an arbitrary elementary embedding.
It is a bit strange that we need to assume here that i does not iterate
out of M , which appears to be a smallness assumption, in order to show that
i is above a definable embedding. We do not know if this is necessary, but
the following shows that one can still get an asymptotic result without the
smallness assumption.
Corollary 6.16. Suppose M and N are transitive models of ZF + DC. Sup-
pose j : M → N is an elementary embedding definable over M from a param-
eter in M ∩ Vξ0. Suppose i : M → N is an arbitrary elementary embedding.
Then for all ξ ∈ Ord ∩M , if ξ ≥ ξ0 then j(ξ) ≤ i(ξ).
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Proof. We assume towards a contradiction that j(ξ) > i(ξ) for some ordinal
ξ ≥ ξ0. From here we return to the proof of Proposition 6.14, now allowing
that i might iterate out of M . We claim in this case that the k-code ~x =
〈in(x) : n < ω〉 from that proof is M -bounded. In Proposition 6.14, we
proved something a bit stronger than in(ξ) < j0,n(ξ), using the assumption
that i(ξ) < j(ξ). Since rank(in(x)) ≤ in(ξ), it follows that ~x is based below
ξ, and hence ~x is M -bounded by Lemma 6.10. This contradicts the fact that
Mω is illfounded, by Lemma 6.11.
Definition 6.17. A model M of ZFC is finitely generated over Γ by a sequence
of ordinals a ∈ [Ord]<ω ∩M if every element of M is definable over M from
parameters in Γ ∪ a.
The following is a slight generalization of Woodin’s Close Embeddings
Lemma.
Theorem 6.18. Suppose M is finitely generated over Γ by a ∈ [Ord]<ω ∩M .
Suppose j : M → N is a close embedding and i : M → N is an arbitrary
elementary embedding such that j  Γ = i  Γ. Then j(a) ≤ i(a).
Proof. Towards a contradiction assume i(a) < j(a). The key is to reduce to
the case where j is an internal ultrapower embedding of M . Let U be the
ultrafilter derived from j using i(a). Since j is close, U ∈ M . As usual, there
is a factor embedding k : Ult(M,U) → N given by k([f ]U) = j(f)(i(a)). It
follows that
i[M ] = HN(i[Γ] ∪ i(a)) = HN(j[Γ] ∪ i(a)) ⊆ k[Ult(M,U)]
and so we can define an elementary embedding i∗ : M → Ult(M,U) by i∗ =
k−1 ◦ i.
We claim i∗(a) < jU(a). For this we show k(i∗(a)) < k(jU(a)). In fact,
k(i∗(a)) = k(k−1 ◦ i(a)) = i(a) and k(jU(a)) = j(a), and so since we have
assumed i(a) < j(a), we have k(i∗(a)) < k(jU(a)). We now replace j with jU
and i with i∗ and N with Ult(M,U). Thus we have reduced to the case where
j is an internal ultrapower embedding of M .
Note that 〈in(U) : n < ω〉 is an iteration of M that has an illfounded
direct limit by the argument of Theorem 6.15. But it is based on a rank
initial segment of M , for example, on M ∩ Vξ where ξ = max(a) + ω. This is
because sp(U) < ξ since j(a) > i(a), and so in general sp(in(U)) ≤ in(ξ) ≤
j0n(ξ). The last inequality follows (by induction) from the fact that i
n+1(a) <
jn,n+1(i
n(a)).
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6.1 Application: the Rudin-Keisler order
The minimality of definable embeddings yields an alternative definition of the
seed order, assuming the Ultrapower Axiom, which on the face of it looks a
bit weaker. (This will be the basis for lifting the basic theory of the seed order
to the context in which the Ultrapower Axiom is not assumed in Section 7.)
Theorem 6.19 (Ultrapower Axiom). Suppose U0 and U1 are uniform ultra-
filters. Let M0 = Ult(V, U0) and M1 = Ult(V, U1). Suppose W is an ultrafilter
of M1 and k : M0 → Ult(M1,W ) is an elementary embedding such that
k([id]U0) ≤ jW ([id]U1) (5)
Then U0 ≤S U1.
Proof. Fix a comparison 〈i0, i1〉 of 〈U0, (U1,W )〉 by internal ultrapowers to a
common model P . Thus i0 : Ult(V, U0)→ P , i1 : N → P , and
i0 ◦ jU0 = i1 ◦ (jW ◦ jU1) (6)
Note that i0 and i1 ◦ jW are a comparison of U0 and U1 by internal ultrafilters:
the commutativity requirement i0 ◦ jU0 = (i1 ◦ jW ) ◦ jU1 is an immediate
consequence of (6). But
i0  Ord ≤ i1 ◦ k  Ord
by Theorem 6.15, so
i0([id]U0) ≤ i1 ◦ k([id]U0) ≤ i1 ◦ jW ([id]U1)
The second inequality uses (5). Thus 〈i0, i1 ◦ jW 〉 witnesses U0 ≤S U1.
This yields the following simple fact which is not obvious from the definition
of the seed order:
Theorem 6.20 (Ultrapower Axiom). Suppose U0 is a minimal ultrafilter, U1
is a uniform ultrafilter. Suppose k : Ult(V, U0)→ Ult(V, U1) is an elementary
embedding such that k ◦ jU0 = jU1. Then U0 ≤S U1. In particular, the seed
order extends the Rudin-Keisler order on minimal ultrafilters.
Proof. By Theorem 6.19, it suffices to show that k([id]U0) ≤ [id]U1 . Let a0 =
[id]U0 and a1 = [id]U1 . Fix f ∈ V such that k(a0) = jU1(f)(a1). Since U0 is
a minimal ultrafilter, a0 6= jU0(f)(v) for any v < a0. By the elementarity of
k, k(a0) 6= k(jU0(f))(v) for any v < k(a0). By our commutativity assumption
that k ◦ jU0 = jU1 , we have k(jU0(f)) = jU1(f). Thus k(a0) 6= jU1(f)(v) for any
v < k(a0), and so since k(a0) = jU1(f)(a1) it follows that a1 6< k(a0). In other
words, k(a0) ≤ a1, as desired.
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Figure 5: The minimality of the canonical comparison
6.2 Application: bounds on the canonical comparison
Another application of the minimality of definable embeddings is the following
theorem which classifies the canonical comparison of any pair of ultrafilters
externally in terms of the seed orders of their ultrapowers.
Theorem 6.21 (Ultrapower Axiom). Suppose U0 and U1 are uniform ultrafil-
ters. Let M0 = Ult(V, U0) and M1 = Ult(V, U1). Let 〈W0,W1〉 be the canonical
comparison of 〈U0, U1〉.
Then W0 is the least uniform ultrafilter W in the seed order of M0 such
that there is an elementary embedding k : M1 → Ult(M0,W ) with k([id]U1) =
[id]W . Similarly, W1 is the least uniform ultrafilter W in the seed order of
M1 such that there is an elementary embedding k : M0 → Ult(M1,W ) with
k([id]U0) = [id]W .
Proof. Suppose W is an ultrafilter of M0 such that there is an elementary
embedding k : M1 → Ult(M0,W ) with k([id]U1) = [id]W . We must show
W0 ≤S W in M0. Working in M0, fix a comparison 〈Z0, Z〉 of 〈W0,W 〉 to a
common model P . We have
jZ0([id]W0) = jZ0(jW1([id]U1)) (7)
≤ jZ(k([id]U1)) (8)
= jZ([id]W ) (9)
Here (7) follows from the fact that 〈W0,W1〉 is canonical, and (9) follows
from the key property of k. Finally, (8) is a consequence of the minimality of
definable embeddings: since jZ0 ◦ jW1 is definable in Ult(V, U1),
jZ ◦ k  Ord ≥ jZ0 ◦ jW1  Ord
from which (8) follows. Thus jZ0([id]W0) ≤ jZ([id]W ), so the comparison
〈Z0, Z〉 witnesses W0 ≤S W in M0, as desired.
The second half of the theorem involving W1 is exactly the same.
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Regarding the previous theorem we mention an example as a kind of dis-
claimer. Suppose, in the situation of Theorem 6.21, that M1 is the ultrapower
by a µ-ultrafilter U1 and M0 is the ultrapower by its derived normal ultrafilter
U0 on κ, see Definition 8.7. Thus M0 factors into M1. In other words there
is an elementary embedding k : M0 → Ult(M1, F ) where F is the principal
ultrafilter whose seed is the empty sequence. Clearly F is the ≤S-least uni-
form ultrafilter of M1, so one might misinterpret Theorem 6.21 as asserting
that W1 ≡RK F . This would imply, however, that M1 = Ult(M0,W0), which
is impossible in this case because M1 * M0: indeed, U0 ∈ M1 \M0. In fact,
W1 = U0. The reason this does not contradict Theorem 6.21 is that U0 <S F
′
where F ′ is the principal ultrafilter with seed 〈κ〉. It is the ultrafilter F ′, and
not F , that according to Theorem 6.21 lies above W0 in the seed order of M0,
because of the demand there that k([id]F ′) = [id]U0 .
As a corollary of Theorem 6.21, we obtain the following theorem, which is
quite useful for inductions along the seed order: it is used to show that one’s
inductive hypothesis actually holds of the comparison ultrafilters of the canon-
ical comparison of the least counterexample. For an example of an application
of Corollary 6.22, see Theorem 8.6.
Corollary 6.22 (Ultrapower Axiom). Suppose U0 and U1 are uniform ultrafil-
ters. Let M0 = Ult(V, U0) and M1 = Ult(V, U1). Let 〈W0,W1〉 be the canonical
comparison of 〈U0, U1〉.
Then in M0, W0 ≤S jU0(W1), and in M1, W1 ≤S jU1(W0).
Proof. We show that in M0, W0 ≤S jU0(W1), since the second assertion has the
same proof. For this, we apply Theorem 6.21: we claim there is an elementary
embedding k : M1 → Ult(M0, jU0(W1)) such that k([id]U1) = [id]jU0 (W1).
Indeed, let k = jU0 M1. Then as usual,
k(M1) = jU0(M1)
= jU0(Ult(V, U1))
= Ult(jU0(V ), jU0(U1))
= Ult(M0, jU0(U1))
so k is an elementary embedding from M1 to Ult(M0, jU0(W1)). Moreover
k([id]U1) = jU0([id]U1) = [id]jU0 (U1). Applying Theorem 6.21, we have that
W0 ≤S jU0(W1) in M0, as desired.
We note that Corollary 6.22 is best possible in the sense that W0 = jU0(W1)
and W1 = jU1(W0) is possible simultaneously: this happens for example when-
ever U0 and U1 are minimal ultrafilters such that sp(U0) < crt(U1).
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A different perspective on Theorem 6.21 gives the best possible lower bound
on the canonical comparison as well. For this we need a definition.
Definition 6.23. Suppose U0 is a uniform ultrafilter. The translation function
tU0 is the function from the class of uniform ultrafilters to the class of uniform
ultrafilters in Ult(V, U0) that sends a uniform ultrafilter U1 to the unique ul-
trafilter W0 of Ult(V, U0) such that for some W1, 〈W0,W1〉 is the canonical
comparison of 〈U0, U1〉.
We note that if U ≡RK U ′ then tU = tU ′ . Moreover, if W ≡RK W ′ then
tU(W ) ≡RK tU(W ′). On the other hand, it can happen that W ≤RK W ′
but tU(W ) RK tU(W ′): indeed tU(U) is always the principal ultrafilter of
Ult(V, U) derived from [id]U , but if U is a µ-ultrafilter, there are ultrafilters
Z <RK U such that tU(Z) is a nonprincipal ultrafilter of Ult(V, U).
While the function tU does not preserve the Rudin-Keisler order, it does
preserve the seed order.
Proposition 6.24. Suppose U is a uniform ultrafilter. If U0 <S U1 then
tU(U0) <S tU(U1) in Ult(V, U).
Proof. Assume U0 <S U1. Let U
∗
0 = tU(U0) and U
∗
1 = tU(U1). Let 〈U∗0 ,W0〉 be
the canonical comparison of 〈U,U0〉 to a common model N0. Let 〈U∗1 ,W1〉 be
the canonical comparison of 〈U,U1〉 to a common model N1. Let 〈i0, i1〉 be a
comparison of 〈N0, N1〉. We must show i0([id]U∗0 ) < i0([id]U∗1 ). But note that
[id]U∗0 = jW0([id]U0) by the definition of a canonical comparison, and similarly
[id]U∗1 = jW1([id]U1). Since 〈i0 ◦ jW0 , i1 ◦ jW1〉 is a comparison of 〈U0, U1〉, it
must witness that U0 <S U1, so i0 ◦ jW0([id]U0) < i1 ◦ jW1([id]U1). Replacing
like terms, i0([id]U∗0 ) < i1([id]U∗1 ), as desired.
The preceding proposition lets us think of tU(W ) as a kind of copy of W
in Ult(V, U), and this leads to the following theorem, where we use | · |S to
denote the rank function for the seed order.
Corollary 6.25. Suppose U0 and U1 are uniform ultrafilters. Let M0 =
Ult(V, U0) and M1 = Ult(V, U1). Let 〈W0,W1〉 be the canonical comparison
of 〈U0, U1〉. Then |W0|M0S ≥ |U1|S and |W1|M1S ≥ |U0|S.
Proof. To see for example that |W0|M0S ≥ |U1|S, note that tU0 order embeds
the initial segment of the seed order below U1 into the initial segment of the
seed order of M0 below W0, by Proposition 6.24.
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7 The E-order
Motivated by Theorem 6.19, we define a variant of the seed order which is
equal to the seed order assuming the Ultrapower Axiom. The advantage to
the E-order is that its transitivity is provable in ZFC alone. As a corollary,
we show in ZFC that the seed order itself is an antisymmetric wellfounded
relation, though it is not clear it must be transitive.
We begin by generalizing the notion of a comparison, relaxing the require-
ment that the comparison ultrafilters be internal.
Definition 7.1. Suppose U0 and U1 are countably complete ultrafilters. The
pair 〈W0,W1〉 is an external comparison of 〈U0, U1〉 if
(1) (Ult(V, U0),W0)  W0 is a countably complete ultrafilter
(2) (Ult(V, U1),W1)  W1 is a countably complete ultrafilter
(3) Ult(Ult(V, U0),W0) = Ult(Ult(V, U1),W1)
(4) jW0 ◦ jU0 = jW1 ◦ jU1
The external comparison 〈W0,W1〉 is 0-internal if W0 ∈ Ult(V, U0) and 1-
internal if W0 ∈ Ult(V, U1). A comparison that is either 0-internal or 1-internal
is called a semi-comparison.
The ultrapowers above are formed using only functions from their domain
models. We will not make any use of fully external comparisons, so our vague-
ness about whether the ultrapowers must be wellfounded should not be an
issue: note that if a comparison is 0-internal or 1-internal then all the models
involved must be wellfounded. It is the comparisons that are 0-internal or
1-internal in which we will be interested.
The various abuses of notations involving comparisons generalize to exter-
nal comparisons. In particular, we will sometimes denote an external compar-
ison 〈W0,W1〉 by 〈k0, k1〉 where k0 = jW0 and k1 = jW1 . We point out that if
k0 : Ult(V, U0)→ N and k1 : Ult(V, U1)→ N are elementary embeddings with
k0 ◦jU0 = k1 ◦jU1 , then if k0 is a the ultrapower embedding associated with the
possibly external Ult(V, U0)-ultrafilter W0, k1 must also be a (possibly exter-
nal) ultrapower embedding, associated for example with the ultrafilter derived
from k1 using 〈k0([id]U0), [id]W0〉.
Example 7.2. For any two countably complete ultrafilters U0 and U1, there
are 0-internal and 1-internal comparisons of 〈U0, U1〉, namely 〈jU0(jU1), jU0〉
and 〈jU1 , jU1(jU0)〉.
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The main point of the basic theory of the E-order is that a slight general-
ization of this trivial example, which appears implicitly in Theorem 7.8, can
be used in place of some of the simpler applications of the Ultrapower Axiom.
We state this as a lemma:
Lemma 7.3. Suppose M is a transitive model of ZFC, that U0 is an M-
ultrafilter, and U1 is a countably complete ultrafilter of M . Then 〈U0, U1〉
admits a 0-internal comparison relative to M .
The following definition is the natural generalization of the notion of a
canonical comparison to the context of external comparisons.
Definition 7.4. Suppose U0 and U1 are countably complete ultrafilters. Let
a0 = [id]U0 and a1 = [id]U1 . Suppose 〈W0,W1〉 is an external comparison of
〈U0, U1〉. Then 〈W0,W1〉 is 0-canonical if W0 is the Ult(V, U0)-ultrafilter de-
rived from jW0 using jW1(a1), and 1-canonical if W1 is the Ult(V, U1)-ultrafilter
derived from jW1 using jW0(a0). Finally, 〈W0,W1〉 is canonical if it is 0-
canonical and 1-canonical.
We have the following analog of Proposition 4.4, whose proof we omit:
Theorem 7.5. Suppose U0 and U1 are countably complete ultrafilters. Let
M0 = Ult(V, U0) and M1 = Ult(V, U1), and suppose that for some model N ,
k0 : M0 → N
k1 : M1 → N
are elementary embeddings such that k0 ◦ jU0 = k1 ◦ jU1.
Then 〈U0, U1〉 admits an external canonical comparison 〈W0,W1〉 to a com-
mon model P , which itself embeds in N by an elementary embedding h : P → N
such that h ◦ jW0 = k0 and h ◦ jW1 = k1. Finally, if k0 is close to M0, then
〈W0,W1〉 is 0-internal, and if k1 is close to M1, then W1 is 1-internal.
By Example 7.2, semi-comparisons do not really compare anything, in
general. A semi-comparison is only meaningful in the following context.
Definition 7.6. The E-order is a binary relation ≤E defined for uniform
ultrafilters U0 and U1 by U0 ≤E U1 if and only if there is a 1-internal comparison
〈W0,W1〉 of 〈U0, U1〉 such that jW0([id]U0) ≤ jW1([id]U1). We say in this case
that 〈W0,W1〉 witnesses U0 ≤E U1 or that 〈W0,W1〉 witnesses the E-order.
The strict E-order is the binary relation <E defined for uniform ultrafilters
U0 and U1 by U0 <E U1 if and only if there is a 1-internal comparison 〈W0,W1〉
of 〈U0, U1〉 such that jW0([id]U0) < jW1([id]U1).
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Figure 6: The transitivity of the E-order
Thus we do not define the strict E-order to be the strict part of the E-order.
We will instead prove this. By Theorem 6.19, we have the following:
Proposition 7.7 (Ultrapower Axiom). The E-order is equal to the seed order.
We now show that the E-order is a transitive, wellfounded, antisymmetric
relation.
Theorem 7.8. The E-order is transitive.
Proof. Suppose U0 ≤E U1 and U1 ≤E U2. Let 〈h0, h1〉 be a U1-internal
comparison of 〈U0, U1〉 to a common model M witnessing U0 ≤E U1, and
〈i1, i2〉 a U2-internal comparison of 〈U1, U2〉 to a common model N witness-
ing U1 ≤E U2. Let Q = i1(M), which is well defined since M is a definable
subclass of Ult(V, U0). Then i1 restricts to an elementary embedding of M
into Q, but also i1(h1) is an ultrapower embedding from N into Q. Moreover
i1(h1)◦i1 = i1◦h1. It follows that 〈i1◦h0, i1(h1)◦i2〉 is a U2-internal comparison
of 〈U0, U2〉. Moreover this comparison witnesses U0 ≤E U1:
i1 ◦ h0([id]U0) ≤ i1 ◦ h1([id]U1) = i1(h1) ◦ i1([id]U1) ≤ i1(h1) ◦ i2([id]U2)
The inequalities above follow from the fact that 〈h0, h1〉 and 〈i1, i2〉 witness
the E-order.
Proposition 7.9. Suppose U is a uniform ultrafilter. There is no 1-internal
comparison 〈k0, k1〉 of 〈U,U〉 such that k0([id]U) < k1([id]U). In other words,
the strict E-order is strict.
Proof. This is an immediate consequence of Theorem 6.15.
Thus we obtain the following nice property of semi-comparisons, the analog
of Theorem 3.6:
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Proposition 7.10. Suppose U0 ≤E U1. There is no 0-internal comparison
〈i0, i1〉 of 〈U0, U1〉 such that i0([id]U0) > i1([id]U1). That is, U1 6<E U0.
Proof. Suppose otherwise. Let 〈h0, h1〉 be a 1-comparison of 〈U0, U1〉 witness-
ing U0 ≤E U1. Then by the proof of Theorem 7.8 (with 〈i1, i2〉 there replaced
by 〈i1, i0〉), there is a 1-internal comparison 〈k0, k1〉 of U0 with itself such that
k0([id]U0) < k1([id]U1), contradicting Proposition 7.9.
It is not true, however, that if U0 ≤E U1 then every 1-internal comparison
of 〈U0, U1〉 witnesses U0 ≤E U1. For example, if U0 <M U1 are normal measures
on κ, then 〈U1, jU1(U0)〉 is a 1-internal comparison of 〈U0, U1〉, but jU1(κ) >
κ = jU1(jU0)(κ).
Theorem 7.11. The E-order is antisymmetric.
Proof. Suppose U0 ≤E U1 and U1 ≤E U0. By Proposition 7.10, any 0-internal
comparison 〈k0, k1〉 of 〈U0, U1〉 witnessing U1 ≤E U0 must in fact be such that
k0([id]U0) = k1([id]U1). But then we can run the proof of Theorem 3.9, using
in particular the commutativity requirements of an external comparison.
Corollary 7.12. The strict E-order is the strict part of the E-order.
Proof. If U0 ≤E U1 and U0 6= U1 then U0 <E U1, since otherwise there is an ex-
ternal comparison 〈k0, k1〉 of 〈U0, U1〉 with k0([id]U0) = k1([id]U1), which implies
U0 = U1 by the argument of Theorem 3.9. Combined with Proposition 7.9,
this establishes the corollary.
By establishing that the E-order is a partial order, we have given a second,
simpler proof of Proposition 7.7 (that the Ultrapower Axiom implies the seed
order coincides with the extended seed order): the E-order is a partial order
that by definition extends the seed order, and hence it must coincide with the
seed order if the seed order is assumed to be linear.
Theorem 7.13. The E-order is wellfounded.
Proof. Suppose
U0 >E U1 >E U2 >E · · ·
Let M0i = Ult(V, Ui) and fix 1-internal comparisons 〈`0i+1, k0i 〉 of 〈M0i+1,M0i 〉 to
a common model M1i (so k
0
i is an internal ultrapower of M
0
i ). Thus we have
`0i+1([id]Ui+1) < k
0
i ([id]Ui)
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As in Theorem 7.8, we fix 1-internal comparisons 〈`1i+1, k1i 〉 of 〈M1i+1,M1i 〉 to a
common model M2i . By construction `
1
1 ◦ k01([id]U1) = k10 ◦ `01([id]U1), and so
`11 ◦ `02([id]U2) < `11 ◦ k01([id]U1) = k10 ◦ `01([id]U1)
(Note that 〈`11 ◦ `02, k10 ◦ `01〉 is not (necessarily) a 1-internal comparison of
〈M02 ,M01 〉, since k11 ◦ `01 is not necessarily an ultrapower embedding of M01 ,
so we cannot cite Proposition 7.10 here to prove `11 ◦ `02([id]U2) < k10 ◦ `01([id]U1)
as we cited in Theorem 3.6 at this point in Theorem 3.10.)
Continuing this way, we produce models Mni for all n, i < ω and 1-internal
comparisons 〈`ni+1, kni 〉 of 〈Mni+1,Mni 〉 to a common model Mn+1i . We also have
`i1 ◦ `i−12 · · · `1i ◦ `0i+1([id]Ui+1) < ki0 ◦ `i−11 ◦ `i−22 ◦ · · · `1i−1 ◦ `0i ([id]U1)
Therefore the internal linear iterated ultrapower
M00
k00−→M10
k10−→M20
k20−→ · · ·
has an illfounded direct limit, and this is a contradiction.
The assertion that the E-order is linear is an apparently weak version of
the Ultrapower Axiom, since the E-order is an extension of the seed order. A
natural question is whether the linearity of the E-order implies that of the seed
order. We now show this is the case. It is perhaps a bit surprising that the
existence of 1-internal comparisons witnessing the ≤E-order is enough to prove
the Ultrapower Axiom given that by Example 7.2, ZFC proves that every pair
of ultrafilters admits 0-internal and 1-internal comparisons.
For the proof that the linearity of the E-order implies the Ultrapower
Axiom, we need a definition.
Definition 7.14. An 1-internal comparison 〈W0,W1〉 of the uniform ultrafil-
ters 〈U0, U1〉 to a common model P is 1-unstable if there is a countably com-
plete ultrafilter Z of P and a 1-internal comparison 〈W ′0,W ′1〉 of 〈U0, U1〉 to a
common model P ′ such that W ′1 = (W1, Z) and jW ′0([id]U0) < jZ(jW0([id]U0)).
If 〈W0,W1〉 is 1-internal and not 1-unstable, then 〈W0,W1〉 is a 1-stable com-
parison.
An external comparison 〈W0,W1〉 is a 0-stable comparison of the uniform
ultrafilters 〈U0, U1〉 if 〈W1,W0〉 is a 1-stable comparison of 〈U1, U0〉.
By Theorem 6.15, every comparison (by internal ultrafilters) is stable.
However, there can be unstable semi-comparisons that witness the E-order:
for example, the factor embedding of the normal ultrapower derived from a
µ-measure is unstable.
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Lemma 7.15. Suppose 〈W0,W1〉 is a 1-canonical 1-internal comparison of
the uniform ultrafilters 〈U0, U1〉. Then 〈W0,W1〉 is 1-stable if and only if W1
is minimal in the E-order of Ult(V, U1) among F1 ∈ Ult(V, U1) such that for
some F0, 〈F0, F1〉 is a 1-canonical 1-internal comparison of 〈U0, U1〉.
Proof. Let M denote Ult(V, U1). Suppose first 〈W0,W1〉 is 1-stable. Suppose
towards a contradiction that 〈F0, F1〉 is a 1-canonical comparison of 〈U0, U1〉
such that M  F1 <E W1, then let 〈D,E〉 be a 1-internal M -comparison of
〈W ′1,W1〉 witnessing the E-order of M . Then jD(jF0([id]U0)) = jD([id]F1) <
jE([id]W1) = jZ(jW0([id]U0)). Thus the ultrafilter Z of M and the 1-internal
comparison 〈(F0, D), (W1, Z)〉 contradict the 1-stability of 〈W0,W1〉.
Suppose conversely that W1 is minimal in the E-order of Ult(V, U1) among
F1 ∈ Ult(V, U1) such that for some F0, 〈F0, F1〉 is a 1-canonical 1-internal com-
parison of 〈U0, U1〉. Suppose that 〈W0,W1〉 is not 1-stable. Then there is an
ultrafilter Z of M and a 1-internal comparison 〈W ′0,W ′1〉 of 〈U0, U1〉 to the com-
mon model N such that W ′1 = (W1, Z) and jW ′0([id]U0) < jZ(jW0([id]U0)). Let〈F0, F1〉 be a 1-canonical 1-internal comparison of 〈U0, U1〉 to a common model
P derived from 〈W ′0,W ′1〉 as in Theorem 7.5, and fix h : P → N such that
h◦jF0 = jW ′0 and h◦jF1 = jW ′1 . Then 〈h, jZ〉 is a 1-internal comparison witness-
ing F1 <E W1 since h([id]F1) = h(jF0([id]U0)) = jW ′0([id]U0) < jZ(jW1([id]U0)).
This contradicts the minimality of W1 among such F1.
Corollary 7.16. Every pair of uniform ultrafilters 〈U0, U1〉 admits a canonical
1-stable comparison. Moreover, if 〈U0, U1〉 admits a 1-internal comparison
witnessing U0 ≤E U1, then 〈U0, U1〉 admits a 1-stable canonical comparison
witnessing U0 ≤E U1.
Proof. The first part follows from Example 7.2, Lemma 7.15, and the well-
foundedness of the E-order. For the second part, it is easy to check that
if 〈W0,W1〉 is a canonical 1-internal comparison of 〈U0, U1〉 witnessing the
E-order such that W1 is minimal in the E-order of Ult(V, U1) among F1 ∈
Ult(V, U1) such that for some F0, 〈F0, F1〉 is a 1-canonical 1-internal compari-
son of 〈U0, U1〉 witnessing the E-order, then 〈W0,W1〉 is 1-stable.
An identical corollary holds for 0-internal comparisons.
Theorem 7.17. If the E-order is linear then the seed order is linear, or in
other words, the Ultrapower Axiom holds.
Proof. Fix ultrafilters U0 and U1. We must show that 〈U0, U1〉 admits a com-
parison by internal ultrafilters. We can reduce to the case that U0 and U1 are
uniform ultrafilters concentrating on singletons, which is essentially the same
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as assuming they concentrate on ordinals, which what we actually assume. Let
ξ0 = [id]U0 and ξ1 = [id]U1 . We further assume that U0 6= U1.
Fix a canonical 1-stable comparison 〈k0, k1〉 of 〈U0, U1〉 to a common model
Q and a canonical 0-stable comparison 〈i0, i1〉 of 〈U0, U1〉 to a common model
P . Let W be the uniform ultrafilter derived from k1 ◦ jU1 using
{k0(ξ0), k1(ξ1)}
and let Z be the uniform ultrafilter derived from i0 ◦ jU0 using
{i0(ξ0), i1(ξ1)}
By the canonicity of 〈k0, k1〉 and 〈i0, i1〉, Q = Ult(V,W ) and P = Ult(V, Z).
By the linearity of the E-order, without loss of generality we may assume
W ≤E Z, and let 〈hW , hZ〉 be a 1-internal comparison of 〈W,Z〉 witnessing
W ≤E Z. (The case Z ≤E W is handled symmetrically.) Thus
hW ({k0(ξ0), k1(ξ1)}) ≤ hZ({i0(ξ0), i1(ξ1)}) (10)
We claim that hW (k0(ξ0)) = hZ(i0(ξ0)). Note first that
hW (k0(ξ0)) ≥ hZ(i0(ξ0)) (11)
by the minimality of definable embeddings, Theorem 6.15. On the other hand,
by the stability of 〈i0, i1〉, we must have
hZ(i1(ξ1)) ≤ hW (k1(ξ1)) (12)
Otherwise, assuming hW (k1(ξ1)) < hZ(i1(ξ1)), the 0-internal comparison
〈hZ ◦ i0, hW ◦ k1〉
along with the ultrafilter Z witnesses that 〈i0, i1〉 is unstable.
Combining (10) and (12), we see that
hW (k0(ξ0)) ≤ hZ(i0(ξ0))
Otherwise, assuming hW (k0([id]U0)) > hZ(i0([id]U0)), (12) implies
hW ({k0(ξ0), k1(ξ1)}) > hZ({i0(ξ0), i1(ξ1)})
which contradicts (10).
Thus hW (k0(ξ0)) = hZ(i0(ξ0)), as claimed. Since Ult(V, U0) is generated
by ξ0 over jU0 [V ] and since hW ◦k0 and hZ ◦ i0 agree on jU0 [V ] and ξ0, we have
that hW ◦ k0 = hZ ◦ i0. Thus hW ◦ k0 is an internal ultrapower embedding of
Ult(V, U0), and it follows easily that k0 is close to Ult(V, U0). Since k0 is an
(external) ultrapower embedding by the definition of an external comparison,
it follows from closeness that k0 is an internal ultrapower embedding. Hence
〈k0, k1〉 is a comparison of 〈U0, U1〉 by internal ultrafilters.
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Our definition of the E-order was motivated by analogy with the seed
order and therefore loosely by the mouse order. We close this section by
trying to clarify the relationship between the E-order and other orderings
on ultrafilters, in particular the Rudin-Keisler order, the Mitchell order, and
perhaps somewhat surprisingly the Lipschitz order. We do this by putting
down some obvious alternate definitions of the E-order.
Definition 7.18. Suppose U is a uniform ultrafilter and W is a uniform
ultrafilter of Ult(V, U). Then the ultrafilter derived from U using W is the
uniform ultrafilter containing those X such that jU(X) ∩ [sp(W )]<ω ∈ W .
This is a variant on the notion of the U -limit of a sequence of ultrafilters,
which is well-studied. We introduce this terminology only to point out the
analogy between the Rudin-Keisler order and the E-order.
Proposition 7.19. Suppose U0 and U1 are uniform ultrafilters. Then U0 ≤E
U1 if and only if there is a uniform ultrafilter W of Ult(V, U) such that
sp(W ) ≤ [id]U1 and U0 is derived from U1 using W .
One must be a bit careful about the meaning of sp(W ) ≤ [id]U1 above.
What we mean is that [id]W ≤ jW ([id]U1) in the canonical wellorder. Thus the
E-order appears as an extension of the Rudin-Keisler order: a version of the
Rudin-Keisler order is given by restricting W to be principal in the proposition
above, see the proof of Theorem 6.20.
We move on to the relationship between the E-order and the Lipschitz
order. Here we restrict our attention to ultrafilters that concentrate on ordinals
since this is somewhat easier to think about and we are not trying to develop
the general theory.
Definition 7.20. Suppose α is an ordinal. Suppose τ : 2<α → {0, 1} and
x ∈ 2α. Then τ ∗ x is the element of 2α given by (τ ∗ x)(ξ) = τ(x|ξ) for ξ < α.
Suppose A0, A1 ⊂ 2κ. A function τ : 2<κ → {0, 1} is a strong Lipschitz
reduction from A0 to A1 if for any x ∈ 2κ, x ∈ A0 if and only if τ ∗ x ∈ A1.
If in addition, for each α < κ, F τα = {X ⊆ α : τ(X) = 1} is a filter, then τ
is called a filter reduction from A0 to A1. If in addition F
τ
α is an ultrafilter, τ
is called an ultrafilter reduction. If in addition F τα is countably complete, τ is
called an E-reduction.
For clarity, we remark that in the definition of F τα , we identify a set X ⊂ α
with its characteristic function in 2α.
Theorem 7.21. Suppose U0 and U1 are countably complete ultrafilters on a
cardinal κ. Then U0 <E U1 if and only if there is an E-reduction from U0 to
U1.
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Proof. Suppose 〈W0,W1〉 is a canonical 1-internal comparison of 〈U0, U1〉. By
the proof of Corollary 5.11, sp(W1) = [id]U1 . Let F : κ → V be such that
[F ]U1 = W1. Then without loss of generality, for all α < κ, F (α) is a countably
complete ultrafilter on α. Moreover, by the usual argument, X ∈ U0 if and
only if jU1(X) ∩ [id]U1 ∈ W1 if and only if {α < κ : X ∩ α ∈ F (α)} ∈ U1.
Defining τ : 2<κ → {0, 1} by τ(s) = F (α)(s) for s ∈ 2α, τ is an E-reduction
from U0 to U1. The converse is similar.
Hence the transitivity and strictness of the E-order are manifestations of
the transitivity and strictness of the generalized Lipschitz order. Moreover, the
relations induced by filter reductions and ultrafilter reductions are easily seen
to be partial orders on filters and (perhaps countably incomplete) ultrafilters
respectively. These proofs go through in ZF alone. For example:
Theorem 7.22. Suppose U0, U1, and U2 are filters on κ. If U0 filter-reduces
to U1 and U1 filter-reduces to U2 then U0 filter-reduces to U2.
Proof. Fix a filter reduction τ0 from U0 to U1 and a filter reduction τ1 from U1
to U2. We must construct a filter reduction σ from U0 to U2. This is just the
composition: for α < κ and s ∈ 2α, define σ by σ(s) = τ1(τ0 ∗ s). It is easy to
check that σ is a strong Lipschitz reduction from U0 to U2.
We must show that σ is a filter reduction. Fix α < κ, and we verify that
F σα is a filter. For X ⊆ α, it is easy to check that X ∈ F σα if and only if
{β < α : X ∩ β ∈ F τ0β } ∈ F τ1α . Then if X ∈ F σα and X ⊆ Y ,
{β < α : X ∩ β ∈ F τ0β } ⊆ {β < α : Y ∩ β ∈ F τ0β }
since for all β, F τ0β is a filter. Thus since F
τ1
α is a filter, {β < α : Y ∩β ∈ F τ0β } ∈
F τ1α . It follows that Y ∈ F σα . Verifying that F σα is closed under intersections is
identical.
For normal ultrafilters, an E-reduction from U0 to U1 is essentially the same
as a function F : κ → V such that [F ]U1 = U0. In other words, the E-order
directly generalizes the Mitchell order on normal ultrafilters. Combinatorially,
we believe this is a more natural generalization to all ultrafilters of the Mitchell
order on normal ultrafilters than is the generalized Mitchell order. In some
sense, considering the E-order rather than the generalized Mitchell order is a
combinatorial manifestation of the shift in perspective regarding the linearity
phenomenon described in the introduction.
From the perspective of E-reductions, the Ultrapower Axiom arises as a
natural generalization of Wadge’s Lemma. This raises the following questions:
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Question 7.23. Assume AD + DC. Must the Mitchell order on normal ul-
trafilters be linear? Must the E-order on uniform ultrafilters be linear?
In the choiceless context, without Los’s Theorem, the E-order is the order
given by E-reductions (and similarly for the Mitchell order on normal ultra-
filters). One can prove in ZF that this is a partial order. Its wellfoundedness
is less clear, even assuming DC. The issue is that it is harder to make sense of
the wellfoundedness of internal iterated ultrapowers in ZF + DC alone, which
one needs in order to carry out the proof of Theorem 7.13. In the context
of AD + DC, we know two proofs of this fact. One way is to generalize the
Martin-Monk proof that the Wadge order is wellfounded. This shows the well-
foundedness of the E-order assuming that every set of reals has the property
of Baire. Another proof, which looks more like Theorem 7.13, was suggested
by Woodin: one can replace the use of Los’s Theorem in Theorem 7.13 by
Los’s Theorem for external ultrapowers of HOD, noting that since AD implies
every uniform ultrafilter is OD, internal iterations of HOD of length ω must
be wellfounded by Lemma 6.11.
Finally, we remark that the E-order is a structural feature of ultrafilters
that was not isolated before the investigation of the Ultrapower Axiom, despite
extensive research on the Mitchell order and on orderings on ultrafilters in
general.
8 Irreducible Ultrafilters
In this section we isolate the notion of an irreducible ultrafilter, which is a bit
like a prime number but much larger. We then prove that assuming the Ultra-
power Axiom, every countably complete ultrafilter factors as a finite iteration
of irreducible ultrafilters. The factorizations are clearly not unique, and we do
not know to what extent they are unique up to some kind of reordering.
Given these theorems, the analysis of ultrafilters in the context of the
Ultrapower Axiom can be broken into two problems. First, what are the
irreducible ultrafilters? Second, how can they be combined? What kind of
iterations are possible? We take up the first question in this section, and
the second in the next, to a certain extent. A key question, related to both
questions, is whether the minimal irreducible ultrafilters are linearly ordered
by the Mitchell order. This would be the best possible result for the Mitchell
order, since if an ultrafilter is not irreducible, it is Mitchell incomparable with
one of its factors.
We show under the Ultrapower Axiom alone that this optimal result holds
for an initial segment of the irreducible ultrafilters. In fact this leads to a
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characterization of this initial segment of the seed order: below the least car-
dinal κ that carries a Radin sequence of length κ+, every countably ultrafilter
is Rudin-Keisler equivalent to a finite iteration of ultrafilters U that are α-
normal for some α < crt(U)+. The notion of an α-Radin ultrafilter is the
transfinite generalization of the notion of a µ-measure, and the notion of an
α-normal ultrafilter is the transfinite generalization of the notion of a nor-
mal ultrafilter, see Definition 8.11 and Definition 8.12. In particular, below
the least µ-measurable cardinal, every countably complete ultrafilter is Rudin-
Keisler equivalent to a finite iteration of normal ultrafilters.
We end this section by noting that in the Mitchell-Steel models, the irre-
ducible ultrafilters are linearly ordered by the Mitchell order. In fact, we will
show that in this context, the irreducible ultrafilters are precisely the total
ultrafilters that lie on the extender sequence. This is just a restatement of a
theorem of Schlutzenberg [11] that characterizes total ultrafilters in the short
extender models in terms of the extender sequence.
8.1 A factorization lemma
Definition 8.1. We say Z factors as an iterated ultrapower (U,W ) if U is
a countably complete ultrafilter, W is a countably complete ultrafilter of
Ult(V, U), and Z ≡RK (U,W ), see Definition 2.5. We say in this situation
that U is a factor of Z.
A nonprincipal countably complete ultrafilter Z is called irreducible if for
any factor U of Z, either U is principal or U ≡RK Z.
We point out that Z factors as (U,W ) if and only if
Ult(V, Z) = Ult(Ult(V, U),W )
and jZ = jW ◦ jU . We give two obvious examples of irreducible ultrafilters to
motivate the definition.
Proposition 8.2. If Z is a Dodd solid ultrafilter then Z is irreducible.
Proof. Suppose Z factors as (U,W ). We must show that either U is principal
or U ≡RK Z. We may assume without loss of generality that U is a minimal
ultrafilter. Under this assumption, we show that either U = Z or else U is the
minimal principal filter.
Assume therefore that U 6= Z. By the proof of Theorem 6.20, U ≤S Z,
but we can avoid using the Ultrapower Axiom here since the embedding
jW : Ult(V, U)→ Ult(V, Z)
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is an internal ultrapower embedding, and therefore the comparison 〈jW , id〉
witnesses U ≤S Z. Since we assumed U 6= Z, we have U <S Z, and so by
Theorem 5.10, U <M Z. But Ult(V, Z) ⊆ Ult(V, U), since Ult(V, Z) is an
internal ultrapower of Ult(V, U). Thus U <M U , and it follows from Proposi-
tion 5.2 that U is principal.
The following proposition is a consequence of the preceding one assuming
GCH by ??, but using the proof of ??, one can avoid any cardinal arithmetic
assumptions.
Proposition 8.3. If U is a supercompactness measure then U is irreducible.
Proof. Assume without loss of generality that U is a κ-supercompactness mea-
sure on λ where cf(λ) ≥ κ. By ?? and ??, U is Rudin-Keisler equivalent
to the ultrafilter Z derived from jU using the least generator θ of jU above
λ∗ = sup jU [λ].
It suffices to show that Z is irreducible. Suppose that Z factors as (U,W ).
Assuming without loss of generality that U is a minimal ultrafilter, we must
show that either U = Z or else U is principal.
Assume therefore that U 6= Z. Let a = [id]U . Note then that jW (a) ⊆ θ
by the proof of Theorem 6.20, since θ is the minimum seed of Z. It also
follows from this proof that for any function f ∈ V and any b < jW (a),
jW (a) 6= jZ(f)(b). Since θ is the least generator of Z above λ∗, we must
therefore have jW (a) ⊆ λ∗. Thus for some δ < λ, jW (a) ⊆ jZ(δ), and so
sp(U) < λ since U is the uniform ultrafilter derived from jZ using jW (a).
On the other hand, Ult(V, Z) ⊆ Ult(V, U) since Ult(V, Z) is an internal
ultrapower of Ult(V, U). Thus Ordλ ⊆ Ult(V, U), since Ordλ ⊆ Ult(V, Z),
as Z is Rudin-Keisler equivalent to the supercompactness measure U on λ.
Hence Ult(V, U) is closed under λ-sequences. Since Ult(V, U) is closed under
λ-sequences and sp(U) < λ, U is principal, as in Corollary 5.8.
While irreducibility may seem like a somewhat weak condition since it refers
only to factorizations into ultrafilters, it is actually equivalent to a property
that on first glance may appear quite a bit stronger.
Proposition 8.4. Suppose Z is an irreducible ultrafilter. Suppose j : V →M
is an elementary embedding, k : M → Ult(V, Z) is a close embedding, and
k ◦ j = jZ. Then either M = V and k = id or else M = Ult(V, Z) and j = jZ.
Proof. The point is that (even without assuming Z is irreducible) one can show
that j is an ultrapower embedding and k is an internal ultrapower embedding
of M .
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To see that k is an ultrapower embedding of M , note that the M -ultrafilter
W derived from k using [id]Z is in M by closeness, and Ult(V, Z) = Ult(M,W )
since the natural factor map is surjective. To see that j is an ultrapower
embedding, suppose x ∈ M . Then jW (x) ∈ Ult(V, Z) and so is of the form
jZ(f)([id]Z) for some f ∈ V . It follows that
x = j−1W (jZ(f)([id]Z)) = j
−1
W (jW (j(f))([id]Z))
In particular, every element x of M is definable in M from [id]Z , W , and a
point in the range of j. Thus j is an ultrapower embedding.
Note if Z factors as an iterated ultrapower (U,W ), then 〈F,W 〉 is a com-
parison of 〈Z,U〉, where F is any principal ultrafilter. We therefore call a fac-
torization canonical if the corresponding comparison is canonical. Of course
any factorization of Z is equivalent to a canonical one in a natural sense.
The following basic lemma is the key to much of our analysis. It seems to
have no analogue in the context where the Ultrapower Axiom is not assumed.
Lemma 8.5 (Ultrapower Axiom). If Z is a uniform ultrafilter and (U,W ) is
a canonical factorization of Z with U nonprincipal, then W <S jU(Z).
Proof. Since (U,W ) is canonical, by Corollary 6.22, W ≤S jU(Z). To finish
we must show W 6= jU(Z).
Assume to the contrary that W = jU(Z). Note that jU restricts to an
elementary embedding
jU : MZ → Ult(MU , jU(Z))
We have assumed jU(Z) = W , and so Ult(MU , jU(Z)) is equal to MZ , since Z
factors as (U,W ). Moreover,
jU ◦ jZ = jjU (Z) ◦ jU = jW ◦ jU = jZ
Since U is nonprincipal, jU is not the identity, and this contradicts the Rigid
Ultrapowers Lemma, Lemma 6.2.
We note that the second paragraph of Lemma 8.5 is just a proof that
U × Z 6≡RK Z if U is nonprincipal. It is the first sentence of the proof that
we do not know how to generalize to the ZFC setting: we do not know of any
wellfounded invariant that can replace the seed order in Lemma 8.5.
We define by induction the more general notion of factoring as a finite iter-
ated ultrapower in order to introduce some notation for the following theorem.
Having defined the notion of factoring as an iterated ultrapower of length n,
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Figure 7: The factorization algorithm.
we then say Z factors as the iterated ultrapower (U0, U1, . . . , Un) of length
n + 1 if Z factors as the iterated ultrapower (U0,W ) and in Ult(V, U0), W
factors as the iterated ultrapower (U1, . . . , Un) of length n. In this case, we
will occasionally denote Ult(V, Z) by Ult(V, U0, . . . , Un).
Theorem 8.6 (Ultrapower Axiom). Every countably complete ultrafilter W0
factors as a finite iteration of irreducible ultrafilters.
Moreover this iteration (U0, U1, . . . , Un0−1) can be chosen with the property
that for each i < n0,
Ult(V, U0, . . . , Ui)  Wi+1 <S jUi(Wi) (13)
where for i ≤ n0, Wi is the unique ultrafilter of Ult(V, U0, . . . , Ui−1) such that
((U0, . . . , Ui−1),Wi) is a canonical factorization of Z.
Proof. This is proved by iterating Lemma 8.5. The iteration must terminate
in finitely many steps: otherwise one obtains an illfounded internal iteration
by countably complete ultrafilters, since for all i < ω, Wi+1 <S jUi(Wi). We
give the details, and a picture.
Suppose W0 is nonprincipal. Let U0 be the ≤S-least nonprincipal ultrafilter
that is a factor of W0. By Theorem 6.20, U0 is irreducible: any factor of U0
precedes U0 in the seed order, yet is a factor of W0, hence is equal to U0. Let
W1 be such that (U0,W1) is a canonical factorization of W0.
Now repeat this process, working in Ult(V, U0). Suppose W1 is nonprinci-
pal. Let U1 be the ≤S-least nonprincipal ultrafilter that is a factor of W1. By
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Theorem 6.20, U1 is irreducible. Let W2 be such that (U1,W2) is a canonical
factorization of W1.
Now repeat this process until the least n0 ≤ ω such thatWn0 is nonprincipal
or n0 = ω. Thus we obtain for each finite n ≤ n0 a sequence (U0, U1, . . . , Un−1)
and a sequence (W0,W1, . . . ,Wn) such that for each i < n, (Ui,Wi+1) is a
canonical factorization of Wi in Ult(V, U0, . . . , Ui−1) and Ui is irreducible in
Ult(V, U0, . . . , Ui−1). By Lemma 8.5,
Ult(V, U0, . . . , Ui)  Wi+1 <S jUi(Wi)
A very easy induction shows that ((U0, . . . , Ui−1),Wi) is a canonical factoriza-
tion of W0.
We claim n0 < ω: otherwise the Wi form a descending sequence in the
seed order of the direct limit of the internal linear iteration 〈U0, U1, U2, . . . 〉.
Thus Wn0 is principal, and so (U0, U1, . . . , Un0−1) is a factorization of Z into
irreducible ultrafilters. By construction (U0, U1, . . . , Un−1) satisfies (13).
8.2 Radin Ultrafilters
We begin this section with a little lemma that shows that assuming the Ul-
trapower Axiom, any irreducible ultrafilter is either a normal ultrafilter or a
µ-ultrafilter. Hence below the least µ-measurable cardinal, every ultrafilter
factors as a finite iteration of normal ultrafilters. The rest of the section is
a generalization of this result which involves a more complicated induction,
which is why we have separated the much simpler base case.
Definition 8.7. Suppose Z is a countably complete ultrafilter. Let U be its
derived normal ultrafilter. Then Z is a µ-ultrafilter if U <M Z. A cardinal κ
is a µ-measurable cardinal if there is a µ-ultrafilter Z such that crt(Z) = κ.
A standard argument shows that κ is µ-measurable if and only if there is
a κ-complete µ-ultrafilter on κ.
Because we will cite it a couple times, we prove the following trivial fact.
Lemma 8.8. Suppose U0 and U1 are countably complete ultrafilters. Then
Ult(V, U1) is an internal ultrapower of Ult(V, U0) if and only if there is a
comparison 〈k0, k1〉 of 〈U0, U1〉 such that k0([id]U0) ∈ ran(k1).
Proof. The forward direction is obvious, since one can take k1 to be the iden-
tity. Conversely, by Proposition 4.4, take a canonical comparison 〈W0,W1〉
of 〈U0, U1〉 that factors into 〈k0, k1〉 via h. Then h(jW0([id]U0)) = k0([id]U0) ∈
ran(k1) = ran(h ◦ jW1) and hence jW0([id]U0) ∈ ran(jW1). Since 〈W0,W1〉 is
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canonical, W1 is derived from jW1 using jW0([id]U0) and hence W1 is principal.
It follows that Ult(V, U1) is the internal ultrapower of Ult(V, U0) by W0, as
desired.
The argument that leads to the structural analysis of the seed order turns
out to be a simple variation on the argument of Theorem 3.11.
Theorem 8.9 (Ultrapower Axiom). Suppose Z is an minimal irreducible ul-
trafilter. Either Z is a normal ultrafilter or Z is a µ-ultrafilter.
Proof. Let U be the normal ultrafilter derived from Z. Suppose U is an ul-
trafilter on κ. Let 〈kU , kZ〉 be a comparison of 〈U,Z〉 to a common model M .
By Theorem 6.20, 〈kU , kZ〉 witnesses U ≤S Z.
Let i : Ult(V, U) → Ult(V, Z) be the factor embedding. Then by The-
orem 6.15, kU  Ord ≤ kZ ◦ i  Ord. Therefore since i(κ) = κ, either
kU(κ) = kZ(κ) or else kU(κ) < kZ(κ). If kU(κ) = kZ(κ) then by Lemma 8.8,
U is a factor of Z, so since Z is a minimal irreducible ultrafilter, U = Z and
Z is normal. On the other hand, if kU(κ) < kZ(κ), then U <M Z by the
argument of Theorem 3.11: X ∈ U if and only if κ ∈ jU(X) if and only if
kU(κ) ∈ kU(jU(X)) = kZ(jZ(X)) if and only if kU(κ) ∈ kZ(jZ(X)) ∩ kZ(κ) =
kZ(jZ(X) ∩ κ) = kZ(X), and since kZ is definable over Ult(V, Z), it follows
that U is definable over Ult(V, Z), so U <M Z. Thus in this case Z is a
µ-ultrafilter.
Corollary 8.10 (Ultrapower Axiom). Below the least µ-measurable cardinal,
every ultrafilter factors as a finite iteration of normal ultrafilters.
Proof. This is immediate from Theorem 8.9 and Theorem 8.6.
We now proceed with an inductive analysis of the seed order, which amounts
to pushing the proof of Theorem 8.9 as hard as we can. The following definition
gives a sense of the analysis we are intending.
Definition 8.11. Fix an embedding j : V → M with critical point κ. By
recursion on α < j(κ), we define simultaneously whether j is α-Radin and, if
j is α-Radin, we define the α-normal ultrafilter F j(α) derived from j.
Any nontrivial elementary embedding j is 0-Radin, and the 0-normal ul-
trafilter F j(0) derived from j is the normal ultrafilter derived from j. Assume
now that j : V → M is ξ-Radin for all ξ < α and α > 0. Then we say j is
α-Radin if the sequence 〈F j(ξ) : ξ < α〉 is an element of M . If j is α-Radin,
then the α-normal ultrafilter F j(α) derived from j is the ultrafilter with space
Vκ derived from j using 〈F j(ξ) : ξ < α〉.
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We will say that j : V →M is <α-Radin to mean that j is ξ-Radin for all
ξ < α.
Definition 8.12. We say an ultrafilter is α-normal if it is the α-normal ul-
trafilter derived from some elementary embedding.
We mention that an α-normal ultrafilter U is equal to the α-normal ultra-
filter derived from U . We can now state the main theorem of this section:
Theorem 8.13 (Ultrapower Axiom). Suppose U is an irreducible ultrafilter
such that crt(U) = κ. Either U is Rudin-Keisler equivalent to an α-normal
ultrafilter for some α < κ+ or else U is α-Radin for all α < κ+.
Our proof of this proceeds by an analysis of the extenders of ultrafilters that
do not have too many generators, showing by induction that these ultrafilters
are Dodd solid. Once this analysis has been carried out, we show that the
ultrafilters below <κ+-Radin coincide with the ultrafilters we have analyzed,
and this yields a proof of Theorem 8.13. From the proof of this theorem one
can extract various local variations in the spirit of Theorem 8.9.
We start with a generalization of Theorem 8.9 which seems to be part of a
(failed attempt at an) inductive proof of the Dodd solidity of irreducible ultra-
filters. We conjecture that the Ultrapower Axiom alone is not strong enough
to carry out such an induction. Before this lemma, we need the following
definition.
Definition 8.14. Suppose U is a countably complete ultrafilter. The Dodd
fragment ordinals of U are the least a ∈ [Ord]<ω such that U |a /∈ Ult(V, U).
The set a is of measure type if it is a successor element of [Ord]<ω, in which
case we let a− denote its predecessor, and call a− the Dodd fragment parameter
of U . If a is not of measure type then we let a− denote a\{min a}, and we call
a− the Dodd fragment parameter of U and min a the Dodd fragment projectum
of U .
Lemma 8.15. Suppose U is a countably complete ultrafilter with crt(U) =
κ. Suppose the Dodd fragment ordinals a of U are not of measure type.
Then the Dodd fragment projectum min a is a limit of a−-generators of U
and cf(min a) > κ.
Theorem 8.16 (Ultrapower Axiom). Suppose U is a countably complete ul-
trafilter. Let a be the Dodd fragment ordinals of U , and suppose a is of measure
type. Let W be the ultrafilter derived from U using a−. Then Ult(V, U) is an
internal ultrapower of Ult(V,W ).
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Proof. Suppose first that a is of measure type. Let W and b be as in the
statement of the theorem and let i : Ult(V,W ) → Ult(V, U) be the factor
embedding. Let b¯ be such that i(b¯) = b. Let 〈kW , kU〉 be a comparison of
〈W,U〉. Thus for some inner model N , kW : MW → N and kU : MU →
N . Note that kW  Ord ≤ kU ◦ i  Ord by the minimality of definable
embeddings. In particular, kW (b¯) ≤ kU(b). There are two cases. Suppose
first that kW (b¯) = kU(b). In this case, Ult(V, U) is an internal ultrapower of
Ult(V,W ) by Lemma 8.8.
Suppose second that kW (b¯) < kU(b). In this case we claim W is in
Ult(V, U). We have
X ∈ W ⇐⇒ b¯ ∈ jW (X)
⇐⇒ kW (b¯) ∈ kW (jW (X))
⇐⇒ kW (b¯) ∈ kU(jU(X))
⇐⇒ kW (b¯) ∈ kU(jU(X)) ∩ {u : u < kU(b)}
⇐⇒ kW (b¯) ∈ kU(jU(X) ∩ {u : u < b})
By definition the function X 7→ jU(X) ∩ {u : u < b} is equal to U |b, and by
the minimality of the Dodd fragment ordinals a, U |b ∈ Ult(V, U). It follows
that W ∈ Ult(V, U). But from W and U |b one can compute U |a, and this
contradicts that U |a /∈ Ult(V, U).
Corollary 8.17 (Ultrapower Axiom). Suppose U is an irreducible ultrafilter
whose Dodd fragment ordinals are of measure type. Then U is Dodd solid.
It is the possibility of irreducible ultrafilters with Dodd fragment ordinals
not of measure type that obstructs the attempt to prove that all irreducible
ultrafilters are Dodd solid. Schlutzenberg’s proof of Theorem 8.24 shows that
such pathological irreducible ultrafilters do not exist in the Mitchell-Steel mod-
els. Under the Ultrapower Axiom alone, it seems the following is the best we
can do.
Corollary 8.18 (Ultrafilter Axiom). Suppose U is a κ-complete minimal ir-
reducible ultrafilter with at most κ generators. Then U is Dodd solid.
Proof. Let a be the Dodd fragment ordinals of U . If a is of measure type, then
letting W be derived from U using a−, by Lemma 8.15, W is a factor of U ,
so U = W by irreducibility. It follows that U is Dodd solid, since U |a− ∈ U .
If a is not of measure type, then min a is a limit of a−-generators of U and
cf(min a) > κ, but this contradicts that U has at most κ generators.
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We can give a fairly complete analysis of the ultrafilters of Corollary 8.18
using the notion of α-normal and α-Radin ultrafilters.
Definition 8.19. Suppose E is an extender with critical point κ, and let
M = Ult(V,E). Let δ = (2κ)M . A generator ξ of E is called local if ξ < δ+M .
The extender E is called local if all its generators are local.
We will use the following lemma repeatedly:
Lemma 8.20. Suppose U is an ultrafilter and ξ is a local generator of U .
Then U |ξ + 1 is equivalent to the ultrafilter W derived from U using ξ.
Proof. Let N = Ult(V,W ) and let M = Ult(V, U). Let k : N → M be the
factor embedding. It suffices to show that ξ ⊆ ran(k). Let κ = crt(U). We
have k(κ) = κ and P (κ) ∩ N = P (κ) ∩M = P (κ) so k(P (κ)) = P (κ). Note
that M thinks there is a surjection from P (κ) to ξ since ξ is a local generator.
By elementarity, Ult(V,W ) thinks there is a surjection f¯ : P (κ)→ k−1(ξ), so
k(f¯) is a surjection from k(P (κ)) = P (κ) to ξ. For any α < ξ, there is some
A ∈ P (κ) such that k(f¯)(A) = α, and k(f¯)(A) = k(f¯)(k(A)) = k(f¯(A)), so
α ∈ ran(k), as desired.
Proposition 8.21 (Ultrapower Axiom). Suppose U is a κ-complete ultrafilter
that is <α-Radin for some α ≤ κ+. Let 〈νi : i < α〉 be the first α generators of
U . Let Wi denote the ultrafilter derived from U using νi. Then for all i < α,
Wi is irreducible, νi is a local generator, F
U(i) is Rudin-Keisler equivalent Wi,
and if i is a successor, say i = i¯+ 1, then νi = o(Wi¯).
Proof. Fix i0 < α. Suppose the statement is true for all i < i0. We show it is
true for i0.
Let k : MWi0 → MU be the factor embedding. Let ν¯ = k−1(νi0), so ν¯ is a
seed for Wi0 . To see that Wi0 is irreducible, suppose towards a contradiction
Wi0 decomposes as a nontrivial iterated ultrapower (F0, F1). Suppose F0 is
minimal, and let a = [id]F0 . It is easy to see that jF1(a) < {ν¯}, and in fact
this follows from Theorem 6.20. Thus k ◦ jF1 embeds MF0 into MU sending
a below νi0 . By the locality of the generators of U below νi0 , it follows that
F0 = Wi for some i < i0. But by our induction hypothesis, F
U(i) is Rudin-
Keisler equivalent Wi. We have that F
U(i) ∈ MWi0 ⊆ MF0 , and this implies
F0 ∈MF0 , a contradiction. So Wi0 is irreducible.
Carrying along the rest of the induction hypotheses now requires breaking
into cases based on whether i0 is a limit or a successor ordinal.
Let δ = (2κ)MU . Suppose i0 is a limit ordinal. Note that δ
+MU|νi0 =
supi<i0 δ
+MU|νi , and so cf(δ
+MU|νi0 ) ≤ κ: by our locality induction hypothesis,
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〈δ+MU|νi : i < i0〉 = 〈νi : i < i0〉 is increasing, and hence its limit has cofinality
cf(i0) ≤ κ. Thus δ+MU|νi0 < δ+MU since MU is closed under κ-sequences. It
follows that νi0 = δ
+MU|νi0 , since νi0 is the critical point of the factor map
Ult(V, U |νi0) → Ult(V, U), which must be greater than or equal to δ+MU|νi0
and hence must equal δ
+MU|νi0 since δ
+MU|νi0 < δ+MU .
By induction, FU(i) ∈ MU |νi+1 for all i < i0, and so FU(i) ∈ MU |νi0 for
all i < i0. Since νi0 is a local generator, U |νi0 + 1 is equivalent to Wi0 ,
the ultrafilter derived from U using νi0 . Hence MU |νi0+1 = MWi0 is closed
under κ-sequences, so 〈FU(i) : i < i0〉 ∈ MWi0 . Therefore there is a factor
embedding k : MFU (i0) → MWi0 . We must show that k is the identity. But
since 〈FU(i) : i < i0〉 is in the range of k, νi0 is in the range of k, since
νi0 = supi<i0 νi and the sequence 〈νi : i < i0〉 is definable from 〈FU(i) : i < i0〉.
Since Wi0 is derived from νi0 , it follows that k is surjective, hence k is the
identity. This finishes the case that i0 is a limit ordinal.
Suppose next that i0 is a successor ordinal, so i0 = i¯ + 1. Denote Wi¯ by
W . Let γ = o(W ). Since o(W ) = oMU (W ), γ < δ+MU . By Corollary 8.18, W
is Dodd solid, and so by Theorem 5.9, W is the unique Dodd solid ultrafilter
of Mitchell rank γ in MU . Let k : MW → MU be the factor embedding. Note
that crt(k) = νi. We will show crt(k) = γ = δ
+MW , which shows that νi is
local and νi = o(Wi¯). First, note that k(γ) 6= γ so crt(k) ≤ γ: otherwise,
in MW , there is a unique Dodd solid ultrafilter W¯ of Mitchell rank γ, and
k(W¯ ) = W , so that W¯ = W , and hence W ∈MW contradicting the strictness
of the Mitchell order. On the other hand, γ ≤ δ+MW since every ultrafilter
W ′ <M W is in MW and its Mitchell rank is correctly computed there. It
follows that crt(k) ≤ γ ≤ δ+MW ≤ crt(k), so all these ordinals are equal, as
desired.
Finally we must show that FU(i0) is Rudin-Keisler equivalent to Wi0 .
Clearly FU(i0) is Rudin-Keisler equivalent to the ultrafilter F derived from U
using FU (¯i). Also F is Rudin-Keisler equivalent to the ultrafilter W ′ derived
from U using Wi¯, since Wi¯ is Rudin-Keisler equivalent to F
U (¯i) by induction.
But then W ′ is Rudin-Keisler equivalent to W since W is derived U using from
γ, the Mitchell rank of Wi¯, which is interdefinable in MU with Wi¯: clearly γ is
definable from Wi¯ in MU , and conversely Wi¯ is the unique Dodd solid ultrafilter
of Mitchell rank γ in MU .
One can actually also use the seed order where we used the Mitchell order
above (in the Dodd solid case they are essentially the same thing). The analysis
of Proposition 8.21 leads to the proof of the main theorem of this section,
Theorem 8.13.
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Proof of Theorem 8.13. Let α be least such that U is not α-Radin. We assume
α < κ+ and show U is α-normal. Let 〈νi : i < α〉 be the first α generators of
U . There are two cases. First suppose α is a limit ordinal. Then FU(i) ∈MU
for all i < α but since U is not α-Radin, 〈FU(i) : i < α〉 /∈MU . Since α < κ+
and MU is closed under κ-sequences, this is a contradiction.
Second suppose α is a successor ordinal, say α = i + 1. Then the fact
that U is not α-Radin means that FU(i) /∈MU . By Proposition 8.21, FU(i) is
Rudin-Keisler equivalent to the ultrafilter derived from U using νi, or in other
words to U |νi + 1. It follows that the Dodd fragment ordinals of U are just
{νi+1}: U |νi ∈MU and U |νi+1 is not. Thus U is of measure type with Dodd
fragment parameter equal to νi. Hence by Theorem 8.16, the ultrafilter derived
from U using νi is a factor of U , and so since U is irreducible, F
U(i) ≡RK U ,
as desired.
Corollary 8.22 (Ultrapower Axiom). Suppose the seed rank of W is strictly
below that of the ≤S-least Z that is <crt+-Radin, if there is such a Z. Then
W factors as a finite iteration of ultrafilters U that are α-normal for some
α < crt(U)+.
What lies beyond Corollary 8.22 seems to rest on the answer to the follow-
ing question.
Question 8.23. Assume the Ultrapower Axiom. Is the ≤S-least <κ+-Radin
ultrafilter κ+-Radin?
In the short extender models, the answer is yes. In fact, much more is true.
8.3 In the Mitchell-Steel Models
The following theorem is due to Schlutzenberg in a much stronger form with
a slightly different statement.
Theorem 8.24 (Schlutzenberg). SupposeM is an iterable Mitchell-Steel pre-
mouse satisfying ZFC. Then the minimal irreducible ultrafilters of M are pre-
cisely the total ultrafilters coded by extenders on the sequence of M.
Corollary 8.25. Suppose M is an iterable Mitchell-Steel premouse satisfying
ZFC. Then inM, the Mitchell order wellorders the class of minimal irreducible
ultrafilters of M.
The minimal irreducible ultrafilters are the largest class of ultrafilters that
can be wellordered by the Mitchell order in the following sense. Obviously
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no such class can contain two Rudin-Keisler equivalent ultrafilters, since such
ultrafilters are Mitchell incomparable. This is one reason for the minimality
constraint: we must restrict to a canonical class of Rudin-Keisler representa-
tives. Another reason is that for nonminimal ultrafilters, two ultrafilters U and
W may be Mitchell incomparable even though for some U ′ ≡RK U , U ′ <M W .
This is impossible if U is assumed to be minimal.
Finally the reason for the irreducibility constraint is that if Z factors as
an iterated ultrapower (U,W ), then Z and U bear no Mitchell relation with
each other. On the one hand, Ult(V, Z) ⊆ Ult(V, U) and hence U /∈ Ult(V, Z)
since U /∈ Ult(V, U) by Proposition 5.2. On the other hand, assume towards
a contradiction that Z ∈ Ult(V, U). Assume without loss of generality that
U is minimal. One can compute jZ  P (sp(Z)) in Ult(V, U) from Z alone
as in Proposition 5.3, and since sp(Z) ≥ sp(U) by Lemma 3.7, this suffices
to compute jZ  P (sp(U)). Then jU  P (sp(U)) is in Ult(V, U), since jU 
P (sp(U)) = (jW )
−1◦jZ  P (sp(U)) and jW is definable in Ult(V, U). But from
jU  P (sp(U)), one easily computes U , contradicting Proposition 5.2. Thus
Z /∈ Ult(V, U).
9 The Ultrapower Lattice
Let D be the category of ultrapowers of V with morphisms the internal ultra-
power embeddings. In this section we study this category under the assump-
tion of the Ultrapower Axiom. In a sense it turns out to be quite simple.
Theorem 9.1 (Ultrapower Axiom). Let D be the category of ultrapowers of V
with morphisms the internal ultrapower embeddings. Then D is a locally finite
lattice with joins given by canonical comparisons. Its partial order is equal to
the partial order of reverse inclusion.
Let I be the partial order consisting of minimal ultrafilters under the re-
lation U <I Z if there is a countably complete ultrafilter W of MU such that
Ult(MU ,W ) = MZ and jW ◦ jU = jZ . (This is sometimes called the Rudin-
Frolik order, but that term has also been used to refer to a certain suborder.)
In this case we will say that U is a factor of Z. Under the Ultrapower Ax-
iom, the second requirement (commutativity) holds automatically, and so the
partial order I is isomorphic to the partial order D.
We prove in a series of propositions that D forms a lattice.
Proposition 9.2 (Ultrapower Axiom). Suppose U0 and U1 are uniform ul-
trafilters and 〈W0,W1〉 is their canonical comparison to a common model N .
57
Suppose 〈W ′0,W ′1〉 is another comparison of 〈U0, U1〉 to a common model N ′.
Then there is an internal ultrapower embedding i : N → N ′.
Proof. We are trying to show that the ultrafilter Z = (U0,W0) ≡RK (U1,W1)
is a factor of the ultrafilter Z ′ = (U0,W ′0) ≡RK (U1,W ′1). Fix a comparison
〈F, F ′〉 of 〈Z,Z ′〉. It suffices to show that jF ([id]Z) ∈ ran(jF ′). Since 〈W0,W1〉
is canonical, [id]Z = jW0([id]U0) ∪ jW1([id]U1). Thus
jF ([id]Z) = jF (jW0([id]U0) ∪ jW1([id]U1))
= jF (jW0([id]U0)) ∪ jF (jW1([id]U1))
= jF ′(jW ′0([id]U0)) ∪ jF ′(jW ′1([id]U1)) ∈ ran(jF ′)
The final equality follows from Lemma 2.3.
It follows that D has a join operation: M ∨ N is the common model of
the canonical comparison. Similarly, I has a join operation. We note that
Proposition 9.2 can be easily extended to an interesting universal property for
the canonical comparison, improving Proposition 4.4 under the assumption of
the Ultrapower Axiom.
Proposition 9.3 (Ultrapower Axiom). Suppose U0 and U1 are uniform ul-
trafilters. Let M0 = Ult(V, U0) and M1 = Ult(V, U1). Suppose 〈W0,W1〉 is
the canonical comparison of 〈U0, U1〉 to a common model P . Suppose that for
some model N , there are close embeddings
k0 : M0 → N
k1 : M1 → N
such that k0 ◦ jU0 = k1 ◦ jU1. Then there is a close embedding h : P → N such
that h ◦ jW0 = k0 and h ◦ jW1 = k1.
Proof. By Proposition 4.4 and the uniqueness of canonical comparisons, there
is an elementary embedding h : P → N such that h ◦ jW0 = k0 and h ◦ jW1 =
k1. It suffices to show that h is close. Suppose a ∈ N , and let F be the
P -ultrafilter derived from h using a. We must show that F ∈ P . Then
〈(W0, F ), (W1, F )〉 is a comparison of 〈U0, U1〉 by internal ultrafilters to the
common model Ult(P, F ): this is because for example (W0, F ) is derived from
the close embedding k0 : M0 → N and therefore is an internal ultrafilter of
M0. It follows from Proposition 9.2 that Ult(P, F ) is an internal ultrapower
of P . Let i : P → Ult(P, F ) be the internal ultrapower embedding. We
claim i = jF . This is because i ◦ jW0 = jF ◦ jW0 and i ◦ jW1 = jF ◦ jW1 by
the uniqueness of ultrapower embeddings, Proposition 4.7, and P is generated
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by ran(jW0) ∪ ran(jW1) by the definition of the canonical comparison. Since
i = jF , F ∈ P .
By the proof of Schlutzenberg’s theorem Theorem 8.24, in the Mitchell-
Steel models, the main branch embeddings of the comparison of two ultra-
powers of V by least disagreement is equal to embeddings of the canonical
comparison. It is conceivable that comparisons by least disagreement have
abstract universality properties in general, but it is not at all clear this is the
case.
We now prove that D satisfies the ascending chain condition below any
point.
Proposition 9.4 (Ultrapower Axiom). Every infinite <D-increasing chain of
ultrapowers is unbounded in D.
Proof. The proof is essentially the same as that of Theorem 8.6. Suppose
towards a contradiction that
M0 <D M1 <D M2 <D · · ·
is bounded by N ∈ D. Fix Ui ∈ Mi such that Mi+1 = Ult(V, Ui). Since
each Mi <D N , we may also fix Wi ∈ Mi such that N = Ult(Mi,Wi). By
Lemma 8.5, we have Wi+1 <S jUi(Wi), since Wi factors as the iterated ultra-
power (Ui,Wi+1). Thus the direct limit of the Mi is illfounded, which is a
contradiction since this is an internal iteration by the definition of D.
Proposition 9.5 (Ultrapower Axiom). Suppose X ⊆ D is a nonempty class.
Then X has a greatest lower bound in D.
Proof. By Lemma 8.5, there are no bounded infinite <D-increasing chains.
Thus the collection C = {N : ∀M ∈ X N ≤D M} has a maximal element.
In fact, C has a maximum element: for this, it suffices to show that C is di-
rected under ≤D: then any two maximal elements of C are equal. Suppose
that N0, N1 ∈ C. Let Q be the canonical comparison of 〈N0, N1〉. By Proposi-
tion 9.2, any comparison of 〈N0, N1〉 is an internal ultrapower of Q. But note
that any M ∈ X itself constitutes a comparison of 〈N0, N1〉, so Q ≤D M . It
follows that Q ∈ C, and in particular 〈N0, N1〉 has an upper bound in C, so
C is directed. This completes the proof.
In particular, D has a meet operation ∧ so that (D,∨,∧) is a lattice com-
patible with the order ≤D. This proves part of Theorem 9.1. We now turn to
local finiteness. It follows abstractly from Proposition 9.5 that if one adjoins
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a formal top element to D, one obtains a complete lattice. This may seem
interesting, but in fact the reason for the conditional completeness of the ul-
trapower lattice is that there are no infinite joins to take: no infinite subclass
of D has an upper bound. In the terminology of lattice theory, the ultrapower
lattice is locally finite. This is a strengthening of the ascending chain condi-
tion below a point. We note that it is perhaps the only significant application
of treating seeds as sequences of ordinals rather than single ordinals. We also
note that it settles Question 5.11 of [8] negatively, in a very strong sense, under
the Ultrapower Axiom.
Lemma 9.6 (Ultrapower Axiom). A countably complete ultrafilter has only
finitely many factors up to Rudin-Keisler equivalence.
Proof. Suppose not, and let Z be the ≤S-least uniform ultrafilter with in-
finitely many factors. List ω of them as U0, U1, U2, . . .. For each n, fix
Wn ∈MUn such that Z factors as the iteration (Un,Wn). Let b be the minimum
seed of Z, and for n < ω, let an be the minimum seed of Un. We then have
jWn(an) < b for all n by Theorem 6.20. For each n, let ξn = max b \ jWn(an).
Since b is finite, we may fix an infinite set A ⊆ ω such that ξn takes the
constant value ξ for n ∈ A.
Fix m < ω. Let Fm =
∨
n∈A∩m Un. Then Fm ≤I Z. The key point
is that in fact Fm <I Z. For this let i : Ult(V, Fm) → Ult(V, Z) be the
internal ultrapower embedding. We will show that i is not surjective. For
each n ∈ A ∩m, let in : Ult(V, Un) → Ult(V, Fm) be the internal ultrapower
embedding. Then i ◦ in = jWn by the uniqueness of ultrapower embeddings,
and so i ◦ in(an) = jWn(an). Let um = i(
⋃
n∈A∩m in(an)) =
⋃
n∈A∩m jWn(an).
By our choice of A, um \ ξ = b \ ξ + 1 since jWn(an) \ ξ = b \ ξ + 1 for all
n ∈ A. Thus um < b. Being the canonical comparison of the ultrafilters Un
for n ∈ A ∩m, Ult(V, Fm) is generated over jFm [V ] by
⋃
n∈A∩m in(an). Hence
the range of i is generated over jZ [V ] by um. It follows that i is not surjective,
since its range is generated over jZ [V ] by a set of ordinals lexicographically
below the minimum seed b of Z.
Now consider the sequence 〈Fm : m < ω〉. This sequence is weakly ≤D-
increasing. The key point is that its supremum must be Z. To see this, note
that for any infinite set B ⊆ ω, Z = ∨n∈B Un, since this join is a factor of Z and
has infinitely many factors, while Z is the ≤S-least ultrafilter with infinitely
many factors. In particular
∨
m<ω Fm =
∨
n∈A Un = Z. Since Fm 6= Z for all
m < ω, the sequence 〈Fm : m < ω〉 does not stabilize, and this contradicts the
ascending chain condition below Z, Proposition 9.4.
We note that M ≤D N implies that N ⊆ M . It is natural to ask whether
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Figure 8: Artist’s rendering of Lemma 9.6.
≤D is the reverse inclusion order. This turns out to be true. We use the
following general fact.
Lemma 9.7. Suppose N is an inner model of V . Suppose U0 ∈ V and U1 ∈ N
are such that Ult(V, U0) = Ult(N,U1). Then jU0 [Ord] ⊆ jU1 [Ord].
Proof. Note that such an inner model N is definable from the parameters U0
and U1. This is because for any regular cardinal δ > sp(U1) and any tran-
sitive set S satisfying ZFC− and containing U1, S = N ∩ Hδ if and only if
Ult(S, U1) = (Hδ∗)
Ult(V,U0) where δ∗ = sup jSU1 [δ] and the ultrapower is com-
puted using functions in S. This is easily proved by induction on cardinals.
Assume towards a contradiction that Lemma 9.7 fails. Let α be the least
ordinal such that for some ultrafilter U0 and set U1, the definition of N from
U0 and U1 as indicated above succeeds in defining an inner model N of V
relative to which U1 is an ultrafilter and such that Ult(V, U0) = Ult(N,U1)
but jU0(α) /∈ jU1 [N ]. Then α is definable without parameters, and so jU0(α)
is definable without parameters in Ult(V, U0). Since jU1 [N ] ≺ Ult(V, U0), α ∈
jU1 [N ], which contradicts the definition of α.
It is not clear if it is necessary that jU0 [V ] ⊆ jU1 [N ] under the assumption of
the Ultrapower Axiom. (Without the Ultrapower Axiom it is consistent with
ZFC that jU0 [V ] ⊆ jU1 [N ] fail in the special case N = V , but Proposition 4.7
rules out this particular failure in the context of the Ultrapower Axiom.)
Theorem 9.8 (Ultrapower Axiom). The factor ordering ≤D is the same as
the order of reverse inclusion on D.
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Proof. We must show that if N ⊆ M and N,M ∈ D, then M ≤D N . Let
P = N ∨ M and let kN : N → P and kM : M → P . By Lemma 9.7
applied to M , kM [Ord] ⊆ kN [Ord]. In particular, if aM is the seed of M , then
kM(aM) ∈ ran(kN). Since kN comes from the canonical comparison it follows
that kN is the identity and N = P . Hence kM : M → N witnesses that
M ≤D N .
Many of the structural consequences of the Ultrapower Axiom for D con-
ceivably could be consequences of ZFC alone. For example, the question of
whether an ultrafilter has only finitely many factors has been open for about
40 years. It is probably best to be clear about exactly what assumptions be-
yond ZFC we need to prove these consequences. Of course, the Ultrapower
Axiom suffices. But let us state some weakened forms that work just as well.
We will try to be brief.
Definition 9.9. The Product Lemma is the statement that (U,W ) <E (U,W
′)
implies Ult(V, U)  W <E W ′.
The converse of the Product Lemma is provable in ZFC:
Lemma 9.10. Assume U is a uniform ultrafilter and W,W ′ are uniform ul-
trafilters of Ult(V, U). An Ult(V, U)-lopsided comparison 〈k, k′〉 witnessing
W <E W
′ in Ult(V, U) is a lopsided comparison of 〈(U,W ), (U ′,W )〉 witness-
ing (U,W ) <E (U
′,W ).
Corollary 9.11. The converse of the Product Lemma is true.
We omit the proofs.
Proposition 9.12. The Ultrapower Axiom implies the Product Lemma.
Proof. Suppose (U,W ) <E (U,W
′). By the Ultrapower Axiom, (U,W ) <S
(U,W ′). In particular, W 6= W ′. Since the Ultrapower Axiom holds in
Ult(V, U), either Ult(V, U)  W <S W ′ or Ult(V, U)  W ′ <S W . The latter
cannot hold by Lemma 9.10 since it implies (U,W ′) <S (U,W ), contradicting
Theorem 3.6.
Definition 9.13. The Factor Lemma is the statement that if U is a nonprinci-
pal uniform ultrafilter and W is a uniform ultrafilter of Ult(V, U) then letting
Z = (U,W ), Ult(V, U)  W <E jU(Z).
The Factor Lemma is essentially the statement that Lemma 8.5 holds,
weakening its conclusion by replacing the seed order with the E-order.
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Proposition 9.14. The Product Lemma implies the Factor Lemma.
Proof. Since (U,W ) = Z and Z <E U × Z, (U,W ) <E U × Z = (U, jU(Z)).
By the Product Lemma, W <E jU(Z).
Definition 9.15. The ACC Lemma is the statement that D satisfies the as-
cending chain condition below a point.
Proposition 9.16. The Factor Lemma implies the ACC Lemma.
Proof. The proof is exactly the same as Proposition 9.4.
Definition 9.17. The Local Finiteness Theorem is the statement that a count-
ably complete ultrafilter has only finitely many factors.
Definition 9.18. The Upper Bounds Lemma is the statement that if two
ultrapowers M0 and M1 have an upper bound N in D, then they have an
upper bound P ≤ N that is least among all upper bounds of M0 and M1
below N .
Proposition 9.19. The ACC Lemma and the Upper Bounds Lemma imply
the Local Finiteness Theorem.
Proof. This follows from the proof of Lemma 9.6.
Proposition 9.20. The ACC Lemma and the Upper Bounds Lemma imply
that any pair of ultrapowers has a greatest lower bound in D.
Proof. This is a purely order theoretic fact, proved as in Proposition 9.5.
Proposition 9.21. The ACC Lemma and the Upper Bounds Lemma imply
that any pair of ultrapowers with an upper bound has a least upper bound.
Proof. This is a purely order theoretic fact. Suppose M0 and M1 have an
upper bound N . Let P be the least upper bound of M0 and M1 below N , as
given by the Upper Bounds Lemma. Let N ′ be any other upper bound of M0
and M1. Let Q be the greatest lower bound of P and N
′. Then M0,M1 ≤ Q
since M0 and M1 are lower bounds of P and N
′. Thus Q is an upper bound of
M0 and M1, and so since Q ≤ P ≤ N and P is the least upper bound of M0
and M1 below N , P ≤ Q. So P = Q. Thus P ≤ N ′. Since N ′ was arbitrary,
P is the least upper bound of M0 and M1.
Definition 9.22. The Irreducible Factorization Theorem is the statement that
every countably complete ultrafilter factors as a finite iteration of irreducible
ultrafilters.
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Proposition 9.23. The ACC Lemma implies the Irreducible Factorization
Theorem.
Proof. Again this is just abstract order theory.
9.1 The Limit of All Ultrapowers
Throughout this subsection we assume the Ultrapower Axiom. Consider D,
the category of ultrapowers of V with morphisms the internal ultrapower em-
beddings. Assuming the Ultrapower Axiom, this forms a directed system. It
is impossible to resist the temptation to take the direct limit.
Let (N∞, E) be the direct limit of D. (Here E is the membership relation of
N∞.) For each M0,M1 ∈ D, let kM0,M1 denote the unique internal ultrapower
embedding from M0 to M1, if there is one. Also, for M ∈ D denote by kM,N∞
the canonical direct limit embedding. We denote kV,N∞ by k∞ : V → N∞.
Proposition 9.24. The relation N∞ is wellfounded, but if there is a super-
compact cardinal, then N∞ is not setlike.
Proof. To show that N∞ is wellfounded, it suffices to show that there exists
no E-descending sequence kM0,N∞(x0)E kM1,N∞(x1)E kM2,N∞(x2)E · · · where
E is the membership relation of N∞. The point is that we may assume that
M0 <D M1 <D M2 <D · · ·, by the usual argument, since D is a directed
system. But then the internal iteration
V
kV,M0−→ M0
kM0,M1−→ M1
kM1,M2−→ M2
kM2,M3−→ · · ·
is illfounded, and this is a contradiction.
To see that if there is a supercompact cardinal then N∞ is not setlike, note
that for any ordinal α and any minimal ultrafilter U , jU(α) embeds in k∞(α),
via the map kUlt(M,U),N∞ . If κ is supercompact, then there exist ultrafilters
U sending κ arbitrarily high. Thus arbitrarily large ordinals order embed in
k∞(κ), so E|k∞(κ) does not form a set.
We identify the setlike part of N∞ with its transitive collapse. We con-
jecture that in a fine structure model, the least ordinal α such that k∞(α) is
not a set is precisely the least supercompact cardinal. We present some weak
evidence for this conjecture. First we prove the following fact, which is quite
obvious, but is what makes N interesting.
Proposition 9.25. For any M ∈ D, (N∞)M = N∞ and (k∞)M = kM,N∞.
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We remark that since N is not setlike, one should really say (N)MU is
isomorphic to N via an isomorphism pi : NMU → N defined in V with the
property that pi ◦ (k∞)N = kU .
Proof of Proposition 9.25. The directed system (D)M is cofinal in the directed
system D, with the same maps, and this induces an isomorphism of the limit
structures (N∞)M and N∞.
The following formula for k∞ will be useful. Recall that I is the class of
minimal ultrafilters.
Proposition 9.26. For any set x, k∞(x) =
⋃{jU(k∞[x]) : U ∈ I}.
We trust the reader to parse this proposition correctly. In particular, the
union is meant in the sense of N , but cannot really be computed within N . It
is literally true when k∞(x) is a subset of the setlike part of N∞.
Proof. For any M ∈ D and y ∈ M , we have kM,N∞(y) ∈ k∞(x) if and only if
y ∈ kV,M(x). Hence
k∞(x) =
⋃
{kM,N∞ [kV,M(x)] : M ∈ D} =
⋃
{kUlt(M,U),N∞ [jU(x)] : U ∈ I}
But kUlt(M,U),N∞ [jU(x)] = jU(k∞[x]) by Proposition 9.25. The proposition
follows.
Proposition 9.27. Suppose that N∞ is not setlike. Then there is an ordinal
λ that is lifted arbitrarily high by ultrapower embeddings.
Proof. Let κ be the least ordinal such that k∞(κ) has a proper class of pre-
decessors. Let λ = sup k∞[κ] (recall that we identify the setlike part of N∞
with its transitive collapse). Then λ is lifted arbitrarily high by ultrapower
embeddings because
k(κ) =
⋃
U∈I
jU(k∞[κ]) = sup
U∈I
jU(sup k∞[κ]) = sup
U∈I
jU(λ)
Since k∞(κ) is not a set, {jU(λ) : U ∈ I} is unbounded in the ordinals.
We suspect that in a fine structure model, the least ordinal that can be
lifted arbitrarily high by ultrapower embeddings is in fact supercompact, but
in the context of the Ultrapower Axiom, we do not even know how to prove this
ordinal is a cardinal. The least ordinal κ such that k∞(κ) has a proper class of
predecessors is inaccessible, since it is easy to see that the class of predecessors
of k∞(κ) is isomorphic to the class of all ordinals (so the inaccessibility of κ
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follows by replacement and powerset). Must κ be measurable? Must κ be lifted
arbitrarily high by ultrapower embeddings? Equivalently, must κ = sup k∞[κ]?
We now explore the relationship between N∞ and the seed order, noting
that the maps kM,N∞ : M → N∞ constitute a close comparison of all ultra-
powers of V in the sense implicit in Proposition 4.4.
Lemma 9.28. For any uniform ultrafilter U , there is a finite sequence of
N∞-ordinals a such that U is the ultrafilter derived from k∞ using a.
Proof. Let M = Ult(V, U). The lemma follows immediately from the fact that
k∞ = kM,N∞ ◦ jU , taking a = kM,N∞([id]U).
Definition 9.29. Suppose U is a uniform ultrafilter. We denote by aU the
least finite set of N∞-ordinals a such that U is the ultrafilter derived from k∞
using a.
Proposition 9.30. Suppose U is a uniform ultrafilter and let M = Ult(V, U).
Then aU = kM,N∞([id]U).
Proof. This follows from the minimality of close embeddings. Suppose b is
a sequence of N∞-ordinals such that U is derived from k∞ using b. Let i :
M → N∞ be the factor map given by i(jU(f)([id]U)) = k∞(f)(b). Let Γ =
jU [V ]. Then kM,N∞  Γ = i  Γ and M is finitely generated mod Γ. We
can therefore apply the Close Embeddings Lemma, Theorem 6.18: kM,N∞ is
close to M , being definable over M by Proposition 9.25, and so it follows that
kM,N∞([id]U) ≤ i([id]U) = b.
Since b was an arbitrary sequence of N∞-ordinals such that U is derived
from k∞ using b, it follows that kM,N∞([id]U) is the least finite sequence of
N∞-ordinals a such that U is the ultrafilter derived from k∞ using a. That is,
kM,N∞([id]U) = aU .
Note, however, that there will be many other finite sets of N∞-ordinals
with which U can be derived from k∞. For example, suppose U is the unique
normal measure on the least measurable cardinal κ. Let M0 = Ult(V, U), let
M1 = Ult(V, U × U), and let κ1 = jU(κ). Then
aU = kM0,N∞(κ) = kM1,N∞(kM0,M1(κ)) = kM1,N∞(κ) < kM1,N∞(κ1)
But the ultrafilter derived from k∞ using kM1,N∞(κ1) is U . In general, Rudin-
Keisler reductions that are not internal ultrapower embeddings give rise to
this kind of example.
Corollary 9.31. Suppose U0 and U1 are uniform ultrafilters. Then U0 ≤S U1
if and only if aU0 ≤ aU1.
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Proof. Let M0 = Ult(V, U0) and M1 = Ult(V, U1). By Proposition 4.4, the
close embeddings kM0,N∞ : M0 → N∞ and kM1,N∞ : M1 → N∞ suffice as a
comparison of 〈U0, U1〉, and they witness U0 ≤S U1 since kM0,N∞([id]U0) =
aU0 ≤ aU1 = kM1,N∞([id]U1).
We mention a related inner model that seems quite wild assuming very large
cardinals. The model we have in mind is the intersection of all ultrapowers of
V .
Proposition 9.32 (Ultrapower Axiom). The intersection P of all ultrapowers
of V by countably complete ultrafilters is an inner model of ZF containing the
setlike part of N∞.
Proof. Obviously P is a transitive class containing all the ordinals, and since
the transitive collapse of the setlike part of N∞ is contained in every ultrapower
of V by Proposition 9.25, it is contained in P . The only real issue in verifying
ZF is with the Axiom of Comprehension. The key point is that P is a definable
subclass of every ultrapower of V : this is because the Ultrapower Axiom
implies that (P )Ult(V,U) = P , since it easily yields that the class of internal
ultrapowers of Ult(V, U) are cofinal in the partial order of ultrapowers of V
ordered by reverse inclusion. Given this, it is easy to prove Comprehension.
Suppose A ∈ P , p is a parameter in P , and ϕ(v0, v1) is a formula in the
language of set theory. We must show {x ∈ A : P  ϕ(x, p)} ∈ P . But
{x ∈ A : P  ϕ(x, p)} is in Ult(V, U) for any countably complete ultrafilter
U , since P is a definable subclass of Ult(V, U) and comprehension holds in
Ult(V, U).
We note that P is closed under κ-sequences where κ is the least measurable
cardinal. Does P satisfy the Axiom of Choice in general? In L[U ], P is the
Prikry extension of the ωth iterate obtained by adjoining the critical sequence.
10 Weak Comparison
The point of this section is to provide evidence for our assertion that the Ul-
trapower Axiom holds in canonical inner models. In order to avoid committing
ourselves to any particular choice of fine structure, we prove the Ultrapower
Axiom from Woodin’s axiom Weak Comparison (see Proposition 10.5). One
can also prove the Ultrapower Axiom in more specific contexts with fewer aux-
iliary assumptions. (In particular one can in many circumstances avoid the
assumption that V = HOD: it is enough that every element of the model be
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ordinal definable with access to the predicate from which the model is con-
structed. Also, one can avoid using the Σ2 Closure Axiom using a bit of fine
structure.)
We use the following convention in our statement of Weak Comparison
below, and throughout Section 10:
Convention 10.1. A model of ZFC is just a set X, not necessarily transitive,
such that (X,∈)  ZFC.
Definition 10.2. The axiom of Weak Comparison is the following few sen-
tences. First, V = HOD. Second, suppose X0, X1 ≺Σ2 V are finitely generated
models of ZFC (see Definition 6.17). Let M0 be the transitive collapse of X0,
and M1 the transitive collapse of X1. Assume
R ∩M0 = R ∩M1
Then there is a transitive set N admitting close embeddings k0 : M0 → N and
k1 : M1 → N .
We briefly explain why Weak Comparison should hold in canonical inner
models with a comparison process like the one that exists in the known models.
The assumption V = HOD does not actually always hold in the fine structure
models, but it simplifies things here, and it is a reasonable requirement since
it is a formal consequence of Woodin’s axiom V = Ultimate L. We now try
to justify the comparison principle itself. We keep this justification somewhat
vague to show that it does not make many assumptions about the fine structure
of the model in question, but we note that in particular the justification can be
turned into a proof of a version of Weak Comparison that holds in the Mitchell-
Steel models as well as the models at the finite levels of supercompactness using
comparison by disagreement. We assume the reader has some familiarity with
the comparison process.
The assumption that X0, X1 ≺Σ2 V should ensure that the transitive col-
lapses M0,M1 are iterable, using a copying construction to embed iterates of
M0,M1 into iterates of V . That X0, X1 ≺Σ2 V should also ensure that M0
and M1 fall into the fine structural hierarchy used to construct V . It should
be possible to compare any two models in this hierarchy, and so we compare
M0 and M1. Since M0 and M1 satisfy ZFC, if neither side of the comparison
drops, their comparison yields a transitive set N admitting close embeddings
k0 : M0 → N and k1 : M1 → N , and thus one verifies Weak Comparison.
The assumptions on X0 and X1, namely that X0 and X1 are finitely generated
and R ∩M0 = R ∩M1, are meant to guarantee that the comparison cannot
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drop. We explain this briefly. Suppose for example that the M0-side of the
comparison drops. Then the M1-side does not drop, and the last model on
the M1-side is a proper initial segment of the last model Q on the M0-side.
Since M1 is finitely generated, M1 is coded by a real in Q. By a backwards
induction along the M0-side of the comparison, one proves that there is a real
coding M1 in M0, and this contradicts the assumption that R∩M0 = R∩M1.
We spend the rest of this section proving that Weak Comparison implies
the Ultrapower Axiom assuming that there is a proper class of strong cardinals.
In fact we will make do with a much weaker large cardinal axiom than a proper
class of strong cardinals.
Definition 10.3 (Σ2 Closure Axiom). For all sets x, there is a Σ2 elementary
substructure of V satisfying ZFC and containing x as an element.
Our next proposition is an immediate consequence of the well-known fact
that if κ is a strong cardinal then Vκ ≺Σ2 V .
Proposition 10.4. Assume there is a proper class of strong cardinals. Then
the Σ2 Closure Axiom holds.
In fact, we do not need anything as strong as a strong cardinal. For exam-
ple, Morse-Kelley set theory implies the Σ2 Closure Axiom.
Proposition 10.5 (Σ2 Closure Axiom). Weak Comparison implies the Ultra-
power Axiom.
The proof requires two easy lemmas.
Lemma 10.6 (Σ2 Closure Axiom + V = HOD). For all sets x, there is a
finitely generated Σ2-elementary substructure Y of V that satisfies ZFC and
contains x as an element.
Proof. Fix x. By the Σ2 Closure Axiom, there is a set X ≺Σ2 V such that
x ∈ X and X  ZFC. Since the statement V = HOD is Π3, it is downwards
absolute to Σ2-elementary substructures, and so
X  V = HOD
Therefore X has definable Skolem functions. Thus the set
Y = {y ∈ X : y is definable in X from the parameter x}
is an elementary substructure of X. It is clear that Y is finitely generated and
contains x. Since Y ≺ X ≺Σ2 V , Y ≺Σ2 V . Since Y ≺ X, Y satisfies ZFC.
Thus Y is as desired.
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Our second lemma is a variation on Los’s theorem.
Lemma 10.7. Suppose U is a countably complete ultrafilter on a set S. Then
for any finitely generated model X ≺Σ2 V containing U , there is a finitely
generated model Y ≺Σ2 V that is isomorphic to Ult(X,U) where the ultrapower
is computed in X.
Proof. Fix such a model X. Let a be an element of
⋂
(U ∩X), the intersection
of all U -large sets that belong to X. Note that
⋂
(U ∩X) is nonempty because
X is countable and U is countably complete. Let
Y = {f(a) : f ∈ X and dom(f) = S}
We claim Y is a Σ2 elementary substructure of V . For this, it suffices to
show that C ∩ Y 6= ∅ for any nonempty class C = {v : ϕ(v, y)} defined in V
from the parameter y ∈ Y by the Σ2 formula ϕ.
Let M be the transitive collapse of X, and let pi : M → V be the Σ2
elementary embedding given by the inverse of the collapse. Fix f ∈ X such
that y = f(a), and let f¯ ∈M be such that pi(f¯) = f . Let S¯ ∈M be such that
pi(S¯) = S. Let
B = {w ∈ S : ∃v ϕ(v, f(w))}
and let
B¯ = {w ∈ S¯ : M  ∃v ϕ(v, f¯(w))}
We have pi(B¯) = B since pi is Σ2 elementary and B¯ is defined by the same
Boolean combination of Σ2 formulas that defines B in V using the corre-
sponding parameters. (More precisely, since ∀w ∈ B¯ ∃v ϕ(v, f¯(w)) and
∀w ∈ S(∃v ϕ(v, f¯(w)) → w ∈ B¯), these formulas hold of pi(B¯) with f re-
placing f¯ , and so pi(B¯) = B.) Note also that since C is nonempty, there is
some v such that ϕ(v, f(a)); in other words a ∈ B.
Since M satisfies ZFC, there is a function g¯ ∈ M such that dom(g¯) = B¯
and
M  ∀w ∈ B¯ ϕ(g¯(w), f¯(w))
Again this is equivalent to a Σ2 formula, and so letting g = pi(g¯) ∈ X, we have
∀w ∈ B ϕ(g(w), f(w))
Since a ∈ B, a ∈ dom(g) and ϕ(g(a), f(a)). Thus g(a) ∈ C ∩ Y , which shows
C ∩ Y 6= ∅, as desired.
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Proof of Proposition 10.5. Assume Weak Comparison and suppose F0 and F1
are countably complete ultrafilters. By Lemma 10.6, we may fix a finitely
generated Σ2 substructure X of V satisfying ZFC and containing F0 and F1
as elements. Let M be the transitive collapse of X and U0 and U1 the images
of F0 and F1 under the collapse. By Lemma 10.7, the ultrapowers Ult(M,U0)
and Ult(M,U1) can each be Σ2-elementarily embedded into V , and so by
Weak Comparison, there is a transitive set N that admits close embeddings
k0 : Ult(M,U0)→ N and k1 : Ult(M,U1)→ N .
By the Close Embeddings Lemma (Theorem 6.18) applied to the finitely
generated model M , k0◦jU0  Ord = k1◦jU1  Ord. Since M  V = HOD, this
implies k0 ◦ jU0 = k1 ◦ jU1 . Now by Proposition 4.4, in M there is a comparison
of 〈U0, U1〉.
Since the inverse of the transitive collapse of X is a Σ2-elementary embed-
ding of M into V sending 〈U0, U1〉 to 〈F0, F1〉, and since M satisfies the Σ2
statement that there is a comparison of 〈U0, U1〉 (see Proposition 2.6), there
is a comparison of 〈F0, F1〉. Thus the Ultrapower Axiom holds.
11 An independence result
Intuitively, it is clear that the Ultrapower Axiom is more powerful than the
mere linearity of the Mitchell order on normal ultrafilters, a statement we will
refer to as UAnormal. (Note that the linearity of the Mitchell order on normal
ultrafilters is equivalent to the restriction of the Ultrapower Axiom to normal
ultrafilters.) Finding a model that separates UAnormal from the Ultrapower
Axiom is a little subtle: as we mentioned in the introduction, the only known
method for obtaining instances of UAnormal involves the theory of inner models,
and in the inner models, the Ultrapower Axiom holds.
In this section we show that if it is consistent that there is a measurable
cardinal, then it is consistent that UAnormal holds but the Ultrapower Axiom
fails. In fact we show something stronger, and of independent interest:
Theorem 11.1. If U is a normal measure on a measurable cardinal κ, there is
a forcing extension N of L[U ] with a unique measurable cardinal κ, a unique
normal ultrafilter W on κ, and a κ-complete ultrafilter Z on κ that is not
Rudin-Keisler equivalent to a finite iterated product of W .
Corollary 11.2. If the theory ZFC+there is a measurable cardinal is consis-
tent, then ZFC + UAnormal does not prove the Ultrapower Axiom.
Proof. Clearly UAnormal holds in any model of ZFC with a single measurable
cardinal that carries a unique normal ultrafilter. On the other hand, the Ultra-
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power Axiom implies that every κ-complete ultrafilter on the least measurable
cardinal κ is Rudin-Keisler equivalent to an iterated product of the the unique
normal ultrafilter on κ. Thus assuming the consistency of a measurable cardi-
nal, Theorem 11.1 yields a model in which UAnormal holds while the Ultrapower
Axiom fails.
The technique we use to prove Theorem 11.1 is a very minor twist on the
Friedman-Magidor iterated forcing with ∗-perfect trees [12].
Fix U , a normal ultrafilter on κ in L[U ]. Let j : L[U ] → L[U ′] be the
ultrapower embedding, with U ′ the unique normal ultrafilter on κ′ in L[U ′]. In
L[U ], we define P to be the nonstationary support iteration of length κ+1 with
P(α) = Sacks∗(α) ∗ Code(α). (The forcing Sacks∗(α) is defined on page 11 of
[12], and Code(α) is defined on page 4 in the very similar context of Sacks(α)-
forcing.) We remark, in preparation for the statement of Lemma 11.4, that
j(P)(≤κ) = P.
Lemma 11.3. If M is an inner model such that every κ-sequence in M is
dominated by a κ-sequence of L[U ] and W is a normal ultrafilter on κ in M ,
then jW : M → Ult(M,W ) lifts jU : L[U ]→ Ult(L[U ], U).
Lemma 11.4. Suppose G ⊆ P(<κ) is L[U ]-generic and t ⊆ Sacks∗(κ)G is
L[U ][G]-generic. Given any L[U ′][G][t]-generic g ⊆ Code(κ)G∗t, there is a
unique L[U ′]-generic G′ ⊆ j(P(<κ)) projecting to G ∗ t ∗ g with j[G] ⊆ G′.
Let j∗ : L[U ][G]→ L[U ′][G′] be the lift of j. Then there is a unique L[U ′][G′]-
generic filter t′ ⊆ Sacks∗(κ′)G′ such that j∗[t] ⊆ t′.
Finally, assume κ+L[U ] is a regular cardinal and L[U ][G][t][g] is correct
about stationary subsets of κ+L[U ]. Then t ∗ g is the unique L[U ′][G]-generic
filter on (Sacks∗(κ) ∗ Code(κ))G.
In particular, if κ+L[U ] is a regular cardinal and L[U ][G][t][g] is correct
about stationary subsets of κ+L[U ], there is a unique lift of j to an elementary
embedding of L[U ][G][t][g]: its existence follows from the existence of t′ and
the ≤κ-distributivity of Code(κ)G∗t, and its uniqueness follows from the fact
that any lift is uniquely determined by the choice of an L[U ′][G]-generic on
(Sacks∗(κ) ∗ Code(κ))G.
Given Lemma 11.3 and Lemma 11.4, we can complete the proof of Theo-
rem 11.1. (Although one can easily prove the uniqueness of the normal ultra-
filter in the Friedman-Magidor extension using these lemmas, we will skip this
step since it is spelled out in [12].)
Proof of Theorem 11.1. Fix U0, a normal ultrafilter on κ0 in L[U0]. Let j01 :
L[U0] → L[U1] and j12 : L[U1] → L[U2] be the ultrapower embeddings, with
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U1 and U2 the unique normal ultrafilters on κ1 and κ2 in L[U1] and L[U2]
respectively.
Let L[U0][G0][t0][g0] be a forcing extension of L[U0] by P. By this we mean
that G0 ⊆ P(<κ0) is L[U0]-generic, t0 ⊆ Sacks∗(κ0)G0 is L[U0][G0]-generic, and
g0 ⊆ Code(κ0)G0∗t0 is L[U0][G0][t0]-generic. Let W denote the unique normal
ultrafilter on κ0 in L[U0][G0][t0][g0].
The model N is obtained by forcing over L[U0][G0][t0][g0] with
Q = jW (Code(κ0)G0∗t0) = Code(κ1)G1∗t1
Note that Q is κ1-closed in the model L[U1][G1][t1], which is closed under
κ0-sequences in L[U0][G0][t0][g0], and hence Q is a ≤κ0-closed forcing of size
κ+0 in L[U0][G0][t0][g0]. (We remark that this implies that in L[U0][G0][t0],
Q ' Add(κ+0 , 1).) Hence Q preserves cofinalities, adds no new κ0-sequences,
and preserves stationary subsets of κ
+L[U0]
0 . Thus let h ⊆ Q be L[U0][G0][t0][g]
generic, and let N = L[U0][G0][t0][g0][h].
We first show that in N , there is a unique normal ultrafilter on κ0. Exis-
tence is easy: since Q adds no new κ0-sequences, W is a normal ultrafilter on
κ0 in N . For uniqueness, let W
′ be any normal ultrafilter on κ0 in N , and we
will show W ′ = W . Every κ0-sequence in N is dominated by a κ0-sequence in
L[U0], since this is true of L[U0][G0][t0][g0] by the proof of Lemma 6 in [12], and
hence the ultrapower embedding jW ′ : N → Ult(N,W ′) lifts the ultrapower
embedding j01 : L[U0] → L[U1]. Since κ+L[U0]0 is a regular cardinal of N and
L[U0][G0][t0][g0] is correct about stationary subsets of κ
+L[U0]
0 in N , there is
at most one lift of j01 to an embedding of L[U0][G0][t0][g0] that is definable
in N by the remarks following Lemma 11.4. The lift of j01 must then be the
ultrapower embedding by W . It follows that jW ′ lifts jW |L[U0][G0][t0][g0], and
so since N has no new κ-sequences, W ′ = W .
Finally, we show that in N , there is a κ0-complete ultrafilter on κ0 that
is not an iterated product of W . Let j12 : L[U1] → L[U2] be the ultrapower
embedding. We apply Lemma 11.4 to L[U1], now with U = U1 and U
′ = U2,
but still working in N . But now we are free to take g′ = h in that lemma, since
h ⊆ Code(κ1)G1∗t1 = Q is L[U2][G1][t1]-generic, being L[U0][G0][t0][g0]-generic.
Thus we obtain an elementary embedding j∗12∗ : L[U1][G1][t1] → L[U2][G2][t2]
such that G2 projects to G1∗ t1∗h. Moreover, by distributivity considerations,
j∗12∗ lifts to an embedding k : Ult(N,W )→ N ′: note that Ult(N,W ) is generic
over L[U1][G1][t1] by the ≤κ1-distributive forcing Code(κ1)G1∗t1 followed by the
<κ2-distributive forcing jW (Q). The model N ′, however, is not contained in
Ult(N,W ): Ult(N,W ) has the same <κ2-sequences as L[U1][G1][t1][g1], and
hence does not contain h since t1 ∗ g1 is the unique (Sacks∗(κ1) ∗Code(κ1))G1-
generic over L[U1][G1] in L[U1][G1][t1][g1]. The elementary embedding k ◦ jW
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is the ultrapower embedding of N by a κ0-complete ultrafilter Z on κ0 since
it lifts j02. But Z is not Rudin-Keisler equivalent to an iterated product F of
W , since the ultrapower by such an F is contained in Ult(N,W ).
We note the following curious corollary of the proof of Theorem 11.1.
Corollary 11.5. If it is consistent that there is a measurable cardinal, then
it is consistent that there is a measurable cardinal κ carrying a unique normal
ultrafilter and that Add(κ+, 1) adds a κ-complete ultrafilter on κ without adding
a normal ultrafilter.
It is not clear that it is possible for Add(κ+, 1) to add a normal ultrafil-
ter on a measurable cardinal κ that carries a unique normal ultrafilter in the
ground model. Over L[U ], for example, ≤κ-distributive forcing adds no new
κ-complete ultrafilters on κ. On the other hand, if κ is indestructibly super-
compact, and G ⊆ Add(κ+, 1) is V -generic, there is a new normal ultrafilter
on κ in V [G]: since κ is 2κ-supercompact in V [G], there is in V [G] a normal
ultrafilter W on κ such that G ∈ Ult(V [G],W ), and it is easy to see that no
such W can lie in V . Another curious corollary:
Corollary 11.6. Assume it is consistent that there is a measurable cardinal.
Then it is consistent that there is a measurable cardinal κ carrying a unique
normal ultrafilter and 22
κ
distinct κ-complete ultrafilters.
Proof. In the proof of Theorem 11.1, instead of forcing over L[U0][G0][t0][g0]
with Q, force with the ≤κ-support product of Q with itself. Equivalently,
instead of Add(κ+, 1), use Add(κ+, κ++).
The model of Theorem 11.1 also separates the seed order from the ≤E-
order:
Corollary 11.7. Let N be the model of Theorem 11.1, and let Z be as in the
proof of Theorem 11.1. In N , W ≤E Z but W and Z are ≤S-incomparable.
Proof. By the proof of Theorem 8.9, if 〈W,Z〉 admits a comparison by internal
ultrafilters, then either W is an internal factor of Z or else W <M Z. The
former is impossible since Ult(V, Z) is not contained in Ult(V,W ), and the
second is impossible since there is only one measurable cardinal in N . Thus
W and Z are≤S-incomparable. On the other hand, W ≤RK Z by construction,
and so W ≤E Z by Proposition 7.19.
The ultrafilter Z is the only example we know of a minimal irreducible
ultrafilter that is not Dodd solid.
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12 Questions
We conclude with some questions. We begin with the most obvious one:
Question 12.1. Is the Ultrapower Axiom consistent with a supercompact car-
dinal?
It seems unlikely that this will be answered positively without a solution
to the Inner Model Problem at the level of supercompact cardinals. Section 10
argues that if a solution to the Inner Model Problem is within reach of current
technology, then this solution yields a positive answer to Question 12.1. But
this is somewhat speculative.
Our next questions regards the analysis in Section 8.2, which admittedly
does not reach very far in large cardinal terms. The question of how detailed
an inductive analysis of countably complete ultrafilters the Ultrapower Axiom
provides is made precise by the following question:
Question 12.2. Assume the Ultrapower Axiom. Does the Mitchell order
wellorder the class of minimal irreducible ultrafilters?
It seems unlikely that the Ultrapower Axiom proves that minimal irre-
ducible ultrafilters are Dodd solid, though this would give a positive answer to
this question by Theorem 5.9. In fact, if the Ultrapower Axiom proves minimal
irreducible ultrafilters are Dodd solid in general, one has a positive answer to
?? as well, by Proposition 8.3 and Corollary 5.8. It seems more likely that it
is consistent that GCH fails at κ for κ a supercompact while the Ultrapower
Axiom holds, which implies that there are minimal irreducible ultrafilters on
κ+ that are not Dodd solid. Perhaps there is a weakening of Dodd solidity that
makes sense for ultrafilters on δ when 2<δ > δ, and which suffices for the proof
of Theorem 5.9. The natural inductive proof that minimal irreducible ultra-
filters are Dodd solid (see Lemma 8.15) seems to break down when one needs
to analyze objects that are not finitely generated; that is, when one reaches
ultrafilters whose extender initial segments are not themselves ultrafilters.
There are many other questions one can ask about the algebra of irre-
ducible ultrafilters. Are the ultrafilters of the canonical comparison of a pair
of irreducible ultrafilters irreducible themselves in the models to which they
are applied? Suppose U0 is an irreducible ultrafilter and U0 is a factor of
U1 ∨ U2. Must U0 be a factor of either U1 or of U2? That is, are irreducible
ultrafilters prime? If so, this generalizes Euclid’s lemma, a first step towards
a unique factorization theorem assuming the Ultrapower Axiom.
Our last question is whether it is possible to generalize the Ultrapower
Axiom in a way that applies to a wider class of elementary embeddings. For
example, we make the following definition.
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Definition 12.3. The Extender Axiom is the statement that if E0 and E1 are
extenders then there exist extenders F0 ∈ Ult(V,E0) and F1 ∈ Ult(V,E1) such
that Ult(Ult(V,E0), F0) = Ult(Ult(V,E1), F1).
We have no reason (in the style of Proposition 10.5) to believe that the
Extender Axiom is consistent with very large cardinals.
Conjecture 12.4. Assume there is a cardinal κ that is 2κ-supercompact. Then
the Extender Axiom is false.
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