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The Galerkin method is presented as a way to develop finite-dimensional con- 
trollers for linear distributed parameter systems (DPS). The direct approach 
approximates the open-loop DPS and then generates the controller from this 
approximation; the indirect approach approximates the infinite-dimensional 
stabilizing controller. Conditions under which they produce equivalent controllers 
in the sense of closed-loop stability are presented. The indirect approach is shown 
to converge to the stable closed-loop system consisting of DPS and infmite-dimen- 
sional controller; conditions are presented on the behavior of the Galerkin method 
for the open-loop DPS which guarantee closed-loop stability for large enough 
finite-dimensional apprOXk3tiOnS. 10 1986 Academic Press Inc 
1 .O. INTRODUCTION 
Taking into account the distributed nature of the dynamics in many 
engineering systems, e.g., large space structures, chemical processes, and 
fusion plasma reactors, we must model them with partial differential 
equations. Such DPS require an infinite-dimensional state space for a 
proper description of their dynamical behavior. However, feedback control 
of DPS requires a finite-dimensional algorithm which can process infor- 
mation with an on-line digital computer from a few (P) sensors to produce 
control commands for a small number (M) of actuators. 
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In previous work, e.g., [ l]-[3], we have focused on what can be accom- 
plished by finite-dimensional control of infinite-dimensional systems both 
in stability and performance. We have stressed the need and developed 
bounds for closed-loop stability analysis when reduced-order controllers 
are used with DPS. Also, we have characterized the finite-dimensional 
exponentially stabilizing controllers for linear DPS in the time-domain via 
operator semigroup theory; this work deals with discrete and continuous- 
time controllers of fixed, finite order [Z, 41. 
In this paper, we present two basic approaches (direct and indirect) for 
model reduction of the DPS via the Galerkin method. We show conditions 
under which they are equivalent in the sense that they both produce linite- 
dimensional controllers which stabilize the infinite-dimensional DPS. In 
[S], we answered the question: when will a finite-dimensional controller 
based on a direct Galerkin model reduction of a linear DPS produce stable 
closed-loop control? This is related to the results of [6] where it is shown 
that a sufficiently large-dimensional approximation of a linear DPS will 
always be adequate for stable controller design. Here we approach the 
problem from a different direction. There is almost always an infinite- 
dimensional stabilizing controller for the DPS; consequently, we investigate 
what happens when the indirect Galerkin approximation, i.e., 
approximation of this controller, is used to obtain a finite-dimensional con- 
troller. This follows the design philosophy: keep it infinite as lung as 
possible. We present conditions under which this approach leads to a linite- 
dimensional stabilizing controller for the DPS. 
In Section 2.0, we present DPS preliminaries. In Section 3.0, we examine 
the direct and indirect Galerkin approaches and show conditions for their 
equivalence. We present our main results on the approximation of inlinite- 
dimensional controllers for DPS in Section 4.0. 
2.0. DPS PRELIMINARIES 
The linear DPS of interest will be modeled by the following stete space 
f orm: 
au(t) - = Au(t) + Bf(t); at 
y(t) = Co(t), 
40) = 00, 
(2.1) 
where the state u(t) is in an infinite-dimensional Hilbert space H with inner 
product (., . ) and corresponding norm 11. (1. The input-output operators B 
and C have finite ranks M and P, respectively, and f(t), y(t) represent he 
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inputs for M linear actuators and the outputs from 
tively. Thus, 
P linear sensors, respec- 
(2.2) 
and 
Y(t) = [Y(t),-., Yi4W with .Yjtt) = tcj, u(t)); 1 <j< P,(2.3) 
where bi and cj belong to H. In finite-dimensional theory, A would be a 
matrix, but here the operator A is a closed, linear, unbounded differential 
operator with domain D(A) dense in H. Furthermore, (2.1 t(2.3) represent 
some well-posed physical system, which in mathematical terms is the weak 
formulation of (2.1): 
u(t)=U(t)u,+ ‘U(t-z)Bf(z)d~, 
s 0 
y(t) = Cu( t); t > 0, 
(2.4) 
where u0 is any initial state in H and U(t) is the C,-semigroup of bounded 
operators generated on H by A. This latter means 
U(t + 5) = U(t) U(z); 
U(0) = I, 
lim [U(t)-I] o=O; 
r-o+ 
t>o, 230 
u in H, 
(2Sa) 
(2.5b) 
(2.5c) 
Au= lim 
U(t) - I 
r+o+ [ I - u; t u in D(A). (2.5d) 
Note that the semigroup U(t) evolves the initial conditions u. forward in 
time. When u. is in D(A) and f( t) has continuous first derivative, u(t) also 
is differentiable, lies in D(A) for t 20, and satisfies (2.1). However, any u. 
in H and any square-integrable f(t) will satisfy the weak formulation (2.4) 
and yield states u( t ) in H for all t >, 0. Consequently, (2.4) is much easier to 
work with in infinite dimensions and is more likely to represent he actual 
physical system being modeled by (2.1). 
This form, (2.1) or (2.4) models most practical interior control problems 
for linear DPS where the actuator and sensor influence functions are given 
by bi and cj, respectively. Linear boundary control problems for DPS have a 
somewhat different form from (2.1); however, they can usually be conver- 
ted to equivalent interior control problems which do look like (2.1) [2]. 
Therefore, we will focus on the form (2.1) without any loss of generality for 
linear DPS problems. 
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The Hille-Yosida theorem provides conditions under which a closed 
opeator A generates a C,-semigroup U(t) satisfying 
II U(t)ll 6 Ke-“‘, t 2 0, (2.6) 
where K b I and c real. The necessary and sufficient conditions are given 
for the resolvent operator R( I, A ) z (AI - A ) ~ ‘, 
K 
IINJ-9 A )“I1 dmi n = 1, 2,..., (2.7) 
for all real A > -0 in the resolvent set of A, p(A) = {L complex I R(1, A) is 
a bounded operator on H}. The spectrum of A, a(A) = p(A)’ is much more 
complicated in infinite dimensions, but, in finite dimensions, it consists only 
of the (finite number of) eigenvalues of A. We say that A is exponentially 
stable when g > 0 in (2.6), i.e., the semigroup U(t) generated by A decays 
exponentially at the rate (T. There are many other types of stability in 
infinite dimensions, but no others provide the safety of a stability margin o; 
therefore, this seems like the kind of stability of most practical interest for 
engineering applications where there is always some uncertainty in the 
model of the DPS. 
We say that the pair (A, B) in (2.1) is (exponentially) stabilizable if there 
is a bounded linear gain operator G: H + RM such that A + BG generates 
an exponentialy stable C,-semigroup, i.e., the semigroup satisfies (2.6) with 
0 > 0. Similarly, the pair (A, C) in (2.1) is detectable if (A *, C*) is 
stabilizable where A* is the adjoint operator associated with A. 
We say that (A, B) in (2.1) has a pair of stabilizing subspaces (H,,,, HR) if 
the following hold: 
H=H,@H,, (2.8a) 
dimH,=N<co, (2.8b) 
and A0 z A + BG generates an exponentially stable C,-semigroup U,(t), 
i.e., 
II U,(t)11 d K,eCuo’; t30 (2.8~) 
with K,,>, 1 and o0 > 0, where 
G=GP, (or GP, = 0) (2.8d) 
with (PN, PR) the projections defined by (2.8a). Thus, stabilizing subspaces 
guarantee that the projection feedback law 
f(t) = GP,Nt) (2.9) 
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can produce an exponentially stable closed-loop system (2.1) and (2.9). 
Usually, we assume that (T,, is specified; hence, (2.1) may have stabilizing 
subspaces for some values rrO but not for others (clearly, if it has them for 
some (TV > 0 then it will have them for all smaller values 0 < 0 < rrO). Of 
course, it should be noted that (2.9) is an ideal control law which cannot in 
general be generated from the sensor outputs (2.3). Our main result in [2] 
shows that every finite-dimensional stabilizing controller must asymptotically 
reproduce (2.9) for a special pair of stabilizing subspaces. 
Next we present some results for infinite-dimensional DPS controllers 
which are analogous to the finite-dimensional state-space controllers for 
lumped parameter systems. Unlike their finite-dimensional counterparts, 
these controllers cannot be implemented with practical computers and 
devices in general. Nevertheless, such results give further insight into the 
DPS control problem and are needed in later sections. 
The first result gives conditions under which the full state v(t) of the 
DPS can be recovered asymptotically from the finite number of available 
measurements y(t) by an infkite-dimensional state estimator (Kalman filter 
of Luenberger observer): 
THEOREM 2.1. If (A, C) is detectable then there is a bounded operator K 
mapping RF into D(A) such that the estimated state v(t) generated by the 
state estimator 
aqt) 
-=AB(t)+Bf(t)+K(y(t)-y(t)), at 
j(t) = cq t), 
C(O) = 0. 
(2.10) 
converges in norm to the actual state v(t) at an exponential rate (determined 
by K). 
The second result gives conditions under which stability of the DPS may 
be achieved using the state-estimator (2.10): 
THEOREM 2.2. In addition to the hypothesis of Theorem 2.1, if (A, B) is 
also stabilizable, then there is a bounded operator G from D(A) into RM such 
that the control law: 
f(t) = Gv(t), (2.11) 
where z?(t) is generated by (2.10), produces an exponentially stable closed- 
loop system consisting of (2.1) and (2. lo), (2.11). 
The proofs for these results are given in [I]; except for some intinite- 
dimensional technicalities they are the same as those for the fmite-dimen- 
sional case. Note that for finite-dimensional systems (A, B, C) controllable 
and abservable would be sufficient to satisfy the hypothesis of 
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Theorems 2.1, 2.2; however, in infinite dimensions this is not the case when 
controllability and observability are taken in the approximate (and most 
reasonable) sense of [7, Chap. 41. 
Therefore, under the above stabilizability conditions on (A, B, C), a 
stabilizing controller exists, i.e., (2. lo), (2.11); however, this inlinite-dimen- 
sional controller cannot be implemented. In this paper we shall be concer- 
ned with continuous-time, finite-dimensional, linear controllers for (2.1) of 
the form 
f(t) = L,, Y(t) + L,ZZ(f)? (2.12a) 
i(t) = L y(t) + L224t), (2.12b) 
where dim z = a < co. It is not an essential restriction that (2.12) be con- 
tinuous-time; this is only done for convenience. In the next sections, we will 
describe methods to generate such controllers for DPS and show con- 
ditions for which they will produce a stable closed-loop system. 
3.0. GALERKIN APPROXIMATION OF DPS: 
DIRECT AND INDIRECT MODEL REDUCTION 
In general, a reduced-order model (ROM ) of (2.1) is produced by pro- 
jecting onto a finite dimensional subspace. Suppose 
H=H,@H,, (3.1) 
where H,c D(A) and dim H,= N < cc. Let vN= P,v and vR= P,v, 
where P,, P, are the projections (not necessarily orthogonal) onto H,, 
H, respectively. Then (2.1) decomposes into the following form: 
au 
~=A,v.+A..v.$B,f, at (3.2a) 
(3.2b) 
y = c,v, + c,v,, (3.2~) 
where v=vN+vR, A, = P, AP,, B, = P,B, C, = CP,, A,, = P,AP,, 
etc. All parameters except A,, are bounded operators since P, has finite 
rank. The ROM is produced by ignoring the residuals vR in (3.2), 
%=A.v,+B,f, 
(3.3) 
y = c,v,. 
This is a finite-dimensional approximation of (2.1) and the parameters 
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(AN, B,, C,) may be identified with their corresponding matrices in any 
appropriate basis of H,. 
In the special case [S, Theorem 6.17, p. 1781, where the spectrum of A 
may be separated into two parts a(A,) and o(A.), where a(A,) consists of 
N isolated eigenvalues of A which can be separated from the rest of the 
spectrum a(A,) by a smooth closed curve in the complex plane, there exist 
reducing subspaces H, and H, such that A, has the spectrum a(A,) and 
A, has the spectrum a(A,) and these subspaces are A-invariant, 
A -0 NR- and A,,=O. (3.4) 
These are also called modal subspaces ince H, = sp{d, ,..., d,}, where 4, 
are the mode shapes or eigenfunctions of the operator A which correspond 
to the eigenvalues A,,..., I.N in a(AN). 
Now we develop two basic procedures for synthesizing finite-dimensional 
controllers for the DPS (2.1): 
(1) direct model reduction, i.e., perform a model reduction on the 
DPS (2.1) and synthesize the controller directly from this ROM; 
(2) indirect model reduction, i.e., perform a model reduction on the 
infinite-dimensional controller (2. lo), (2.11) to obtain a finite-dimensional 
approximation. 
We will use the Galerkin method for model reduction in both cases. 
The direct procedure is quite straightforward and is the most natural one 
to use from a practical standpoint. It requires nothing but ROM infor- 
mation for the controller synthesis and can be carried out even though the 
conditions for existence of an infinite-dimensional controller are not 
verified. The indirect procedure requires the existence of an infinite-dimen- 
sional controller and some knowledge of the gain operators G and K. 
When this knowledge is available, it seems reasonable to take advantage of 
it; the finite-dimensional approximation of the infinite-dimensional con- 
troller may perform better. 
Clearly, there are technical drawbacks to the indirect procedure while 
the direct procedure can always be performed. The advantages of the 
indirect procedure will only be apparent in the analysis of the closed-loop 
system with such finite-dimensional controllers. At the end of this section, 
we shall present conditions under which the two procedures yield 
equivalent controllers. 
3.1. The Galerkin Approximation 
Let H, be an increasing sequence of finite-dimensional subspaces of the 
state space H for (2.1), 
HNzHN+,s ... EH. (3.5) 
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Each subspace H, has dimension N. We assume that each H, is a sub- 
space of D(A) so that its elements atisfy the boundary conditions for A; 
however, so called nonconforming elements may be used in the more 
general case. In the finite element method (FEM) each subspace H, con- 
sists of splines (i.e., piecewise-polynomial functions) of fixed degree defined 
over a mesh (usually, of triangles) laid out to approximately cover the 
spatial domain 52 of the problem (see [9, Chap. 61). No matter how 
irregular the shape of the boundary of Q such meshes can be fitted very 
closely; this is one of the principal assets of the FEM. To each mesh, a nor- 
malized mesh parameter h (where 0 <h < 1) is assigned so that the mesh is 
refined as h + 0 and the dimension N- of the subspaces increases 
indefinitely. 
Henceforth, we will say a sequence {AN} ,,,=, of linear operators AN: 
H -+ H converges strongly to A, i.e., A”h; + A, when 
lim j)A,Vv-AvjJ =0 
N + x 
for all v in H. 
Let P, be the orthogonal projection from H into H,; this is called the 
Galerkin projection. The corresponding orthogonal projection onto H, is 
called P, (i.e., P, = I- PN). The “rate of convergence” of H, to H is said 
to be of order q when 
II P,yull 6 Kh“ (3.6) 
for v in D(A); this rate is related to the ability of splines in H, to inter- 
polate functions in H. We shall not be concerned with the rate of con- 
vergence q; consequently we write (3.6) as 
lim llPRvll = 0 for v in D(A) (3.7) 
N-z 
(i.e., P, -+‘I or P, -+‘O in D(A)) and suppress the dependence on h for 
our discussion. 
Let $,(x),..., $N(~) form a basis in H, (i.e., they are linearly indepen- 
dent). These functions are called patch ,functions or assumed mode shapes. 
An approximation of the solution v(x, t) of (2.1) can be formed in H, by 
vhdx, t) = g v,(t) +k(X)> (3.8) 
i.e., assume separation of time and space variables with all spatial variance 
lumped into the patch functions Il/,Jx). The choice of the coefficients vk(f) 
remains; these are obtained by substitution of (3.8) into (2.1): 
(3.9) 
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where E, is the equation error, and the o,(t)‘s are chosen so that 
P,,,( E,) = 0. (3.10) 
This is called the Galerkin approximation; when it is carried out with the 
subspaces H, described above, it produces (3.8) where the coefficients v,(t) 
are given by the entries of the solution vector vJt) = [v,(t),,.., u,,,(r)lT for 
the following system of ordinary differential equations: 
(3.11) 
where Q, = [(tic, tik)l, JN = [(IcIl, NkIl, and BNf = Cti[, Bf )I. The 
matrix &fN is symmetric and positive definite because {tjk(x)}f, l is 
linearly independent. 
Therefore, (3.11) can be solved uniquely for yN(t) whenever ~~(0) is 
specified, and hence the Galerkin approximation (3.8) is obtained. It is 
assumed that v,~(O) is given by the vector of coefficients of 
u/v(O) = Pv”0 (3.12) 
expanded in the basis { $k(~)}~=, . Note that uN # P,u; however, 
vy = P,t’,v. (3.13) 
The approximation (3.8) is called a semidiscretization of (2.1) because time 
t remains continuous. 
It should be noted that to obtain the most analytical benefit from the 
Galerkin method, the approximation (3.8) should be obtained from the 
“weak” form of (2.1); however, we omit discussion of this technicality and 
refer to [9] for further details. 
3.2. Feedback Controllers: Direct Model Reduction 
The Galerkin reduced-order model associated with (2.1) is defined on H, 
and given by 
%=A,o,+B,l; o,(O) = P,%, 
(3.14) 
L’= CNVN, 
where (AN, B,, C,) are defined from (3.9) (3.10) using (3.13) to be 
A, z P,AP,, B, z P,B, and C, = CP,. Since H, is a finite-dimensional 
subspace, (AN, B,, C,) may be identified with their matrices in an 
appropriate basis of HN, and (3.14) is equivalent to a lumped parameter, 
state variable system for which a well developed feedback control theory 
exists. The controllability and observability of (AN, B,, C,) are easily 
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checked. Henceforth, for the direct method (AN, B,, C,) will he assumed to 
he stabilizable and detectable for each N. 
The Galerkin Feedback Controller is based on the ROM (4.1) and 
defined by 
f=G,i&, (3.15a) 
(3.15b) 
j=c,t;,; &(O)=O, (3.1%) 
where, due to the stabilizability and detectability of the ROM, we can 
adjust the controller gains G, and R, so that A, + B,G, and A, - R,C’, 
have some stability margin. The controller (3.15) has finite dimension N 
(where N = dim HN) and consists of a linear feedback control law and full 
order state estimator (full order in the sense that it is matched to the full- 
order ROM). Much lower order controllers than (3.15) may be developed, 
but we will not pursue that here. Note that (3.15) has the form (2.12) 
wherecc=N, L,,=O, LIZ=cN, LZ,=EN, and LZ2=AN+BNcN-ENCN. 
We define the estimator error eN= fi,,-uN and, from (3.14) and (3.15) 
obtain 
and 
~=(A,~+B,G,~)c,+B,~,c,. 
, 
If there were no solution error (i.e., L’ = v,), then (3.16) and (3.17) would 
be designed with some stability margin. Consequently, the controller (3.15) 
would stabilize the model (3.14) by design; however, our principal concern 
in [S] was the closed-loop stability of the actual DPS (2.1) with the con- 
troller (3.15) when u # uN, which is the usual case. 
3.3. Feedback Controllers: Indirect Model Reduction 
In the previous subsection, we have outlined the direct approach where a 
Galerkin approximation of the open-loop DPS (2.1) is made and a con- 
troller (3.15) based on this approximation is designed. The only 
requirement for doing this is that the ROM (AN, B,, C,) in (3.14) be con- 
trollable and observable for each N. Now we present the indirect approach 
which is to Galerkin approximate the infinite-dimensional controller (2. lo), 
(2.11). 
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We rewrite (2.10), (2.11) as the following: 
j-(t) = Wt), (3.18a) 
aqt) 
-= LC(t) + Ky(t), at 
G(O) = 0, (3.18~) 
where L = A + BG - KC is a closed operator with domain D(L) = D(A) 
due to the fact that BG and KC are bounded (finite rank) perturbations of 
the closed operator A. 
The Galerkin approximation of (3.18) is straightforward. We let 
U^.dt)= 2 C!At) ll/k? (3.19) 
k=l 
where tik are in H, and consider 
ati, 
-vg=Ltir+Q+&, 
C&J(O) =0. 
(3.20) 
We choose the coefficients rYk so that 
PN(&) = 0. (3.21) 
Although B,# P,d, we do have 
d,= P,dN. (3.22) 
From (3.20) and (3.22), we obtain the Galerkin Feedback Controller: 
f(t) = G,vfiN(t), (3.23a) 
afiN - = L,G,(t) + K, y(t), at 
fiN(O) = 0, (3.23~) 
where G, E GP,, L, = P,LP,, and K, = P,K. This is also a finite- 
dimensional controller of the form (2.12) with CI = N, L,, =O, L,, = GN, 
L2,= K,, and Lz2=LN. The difference between this controller (3.23) 
obtained via the indirect method and the one in (3.15) obtained by the 
direct method is the way the gains are obtained; the ones in (3.23) come 
from the infinite-dimensional stabilizing controller (3.18) [or (2.10) 
28 MARKJ.BALAS 
(2.11)], but the ones in (3.15) are calculated directly from the ROM 
(A,,,, B,V, C,) at each N. 
3.4. Equivalence qf Direct and Indirect Approaches 
Consider the closed-loop systems (2.1) and (3.15) 
where z,,, E A, + B,,,c, - ENCN and (2.1) and (2.23) 
We define the operators d,,, and A,,, by 
(3.24a) 
(3.24b) 
(3.25a) 
(3.25b) 
(3.26) 
and 
We shall say that the controllers (3.15) and (3.23) are equivalent if both 
exist and exponential stability of either (3.26) or (3.27) implies it for both. 
This is the case under the following conditions: 
THEOREM 3.1. Assume, ,for some N, that 
(a) (A, B) and (A*, C*) have a pair of orthogonal stabilizing suh- 
spaces (HN, HR), i.e., H, = Hi, and 
(b) llANRll and lIARNIl are sufficiently small, where 
A ,zN = P,AP,, (3.28a) 
A ,vR = P,AP,. (3.28b) 
GALERKIN APPROXIMATION 29 
Then a stabilizing infinite-dimensional controller (3.18) exists with gains G 
and K and tf 
(c) the gains G, and K, in (3.15) are chosen so that IIG,-Gll and 
[IL?, - KIJ are sufficiently small, then A, + B,c, and A, - R,C, are stable 
and, if either JN or AN generates an exponentially stable C,-semigroup, then 
both do. 
The proof of this result appears in Appendix I. In particular, if the stabiliz- 
ing subspaces of (a) are also reducing (modal) subspaces, then Theorem 3.1 
says that both controllers are equivalent when G, and KN are chosen close 
to GP, and P,K. This was also pointed out in [ 11. 
Note that [2] indicates that (orthogonal) stabilizing subspaces must 
exist if a linear DPS is to be stablized by some finite-dimensional con- 
troller. Thus, hypothesis (a) is not at all strange. See also [ 1 l] which 
further substantiates this, 
4.0. CONVERGENCE AND STABILITY OF THE 
INDIRECT MODEL REDUCTION METHOD 
In [S] we developed convergence and closed-loop stability results for the 
direct model reduction approach with Galerkin’s method. With the indirect 
approach there will actually be a limiting stabilizing controller which is 
approached as our approximation improves; we will show this first and 
then indicate conditions under which some finite-dimensional 
approximating controller will yield a stable closed-loop system. 
We will make the following two assumptions about the Galerkin method 
here: 
P,-‘-,I on D(A) or H, (4.la) 
A,P,AP,& A on H, (4.lb) 
as N -+ co. We have discussed (4.la) already in Section 3.0; however, we 
note that, since llP,,,ll = 1 by orthogonality, we can assume (4.la) is true on 
H even though defined only on D(A) due to [S, Lemma 3.5, p. 1511. 
Assumption (4.lb) says that the Galerkin method consistently approximates 
the operator A. These assumptions are usually made whenever the 
Galerkin method is used to approximate partial differential equations. The 
following version of the Trotter-Kato theorem will be needed. 
THEOREM 4.1. Let {A,}?=, be a sequence of closed operators defined on 
D(A) dense in H with “‘generalized’ limit A (also closed), i.e., 
R(I, A,)--“-, R(& A) (4.2) 
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for some ,I such that Re 3, > 8, and A,,, A generate C,-semigroups U,(t), 
U(t), respectively, satisfying .for each n, 
max(ll U,(t)ll, IlU(t) < Ke”‘, t30 (4.3 1 
with K> 1 and /I real (both constants independent of n). Then 
U,(t) --L U(t) 
uniformly on any finite interval of t 23 0. 
(4.4) 
The proof of this is given in [8, Theorem 2.16, p. 5021. Note that p need 
not be negative, but (4.3) does require a uniform exponential bound on 
I/ U,(t)ll, that is, independent of n. 
Our main result gives conditions under which the indirect method (2.1) 
and (3.23) converges to the closed-loop system (2.1) and (3.18) which is 
stable: 
THEOREM 4.2. Assume (4.1) and (A, B) stabilizable and (A, C) detec- 
table. Zf ON(t) is the C,-semigroup generated by A,,, in (3.27) then it is 
uniformly exponentially bounded, i.e., 
II udt)ll d Ke”‘, t 2 0, (4.5) 
where K> 1 and j3 real (both independent of N) and O,,,(t) +’ O(t) 
uniformly on any finite interval of t > 0, where O(t) is the C,-semigroup 
generated by 
(4.6) 
where A + BG and A - KC are (exponentially) stable. 
The proof uses Theorem 4.1 and is given in Appendix II. It depends on 
noting 
AN = P,‘xP,, (4.7) 
where 
(4.8) 
is an orthogonal projection on the Hilbert space w= Hx H with 
corresponding complementary projection 
P,E ;L 1 ; R (4.9) 
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From (4.1), we have as N -+ cc 
p/-b I, (4.10a) 
&-I-* 0. (4.10b) 
Also, it is clear that A generates D(t) exponentially stable because 
BG 
A-KC I 
(4.11) 
is (exp.) stable by the choice of the infinite-dimensional controller gains G 
and K where 
and (4.12) 
Thus. 
IlU(t d Ke-“‘, t 3 0, (4.13) 
where CJ > 0 and we use the same K as in (4.5) without loss of generality. 
Note that (4.5) does not require uniform exponential stability for 2N. 
Yet we are most interested in the question: When does AN become 
exponentially stable for suffkiently large N? The results of Theorem 4.2 
cannot answer this question because they are only valid on ,finite intervals 
of t 20. Let e’,= G,--P,d, where 6, and ti are given in (3.23) and (3.18) 
respectively; from (3.23) and (3.18) we have 
2=LNti\+KNy-PJLI:+Ky] 
=LNZN-PNLPRL;+[KN-PNK]y 
= L,?, - L,,ti (4.14) 
because K, = P, K and L,, = P, LP,. 
The closed-loop system (3.25) becomes (using (4.14) and (3.18)): 
$=Au+B(;,O+BG,h,, 
a6 
-=KCv+Ld, at 
(4.15a) 
(4.15b) 
%= -L,,O+ L,O,. 
409’114’1-3 
(4.15c) 
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Equivalently, with 
we have 
where 
am -=A,CO, at (4.16) 
The following result gives conditions under which the closed-loop system 
consisting of (2.1) and (3.23) will be stable for sufficiently large N: 
THEOREM 4.3. Assume (4.la) and (A, B) stabilizable and (A, C) detec- 
table (with A + BG and A - KC stable). Zf 
(a) llANRvlI da, jlvll for all v in D(A) with lim, aN =O, (4.17) 
(b) L, uniformly exponentially stable for N sufficiently large, i.e., 
II J’,df)lI 6 KOePuo’, t30, (4.18) 
where V,(t) is the CO-semigroup generated by L, and K, > 1, CJ~ > 0 
(independent of N), then, for N sufficiently large, the CO-semigroup U,,,(t) 
generated by JN in (4.16) is uniformly exponentially stable, i.e., 
(I ON(t)11 d Re-““‘, t 3 0, (4.19) 
where R> 1 (independent ofN), 17~ d 6, and lim, gN = d = min(a, aO) with cs 
and a,, given in (4.13) and (4.18), respectively. Furthermore, the results of 
Theorem 4.2 hold. 
The proof is given in Appendix III. Note that AN, = P,AP, is a boun- 
ded operator on D(A) for each N. However, (4.17) says that those bounds 
converge to zero; this is a unzform consistency requirement for the Galerkin 
method on the differential operator A in (2.1). Also, note that the above 
result says that 6, +N B for the controller (3.23). 
If reducing (modal) subspaces for A are used for the Galerkin method, 
then A NR = 0; hence, (a) is satisfied. Thus, we have closed-loop stability for 
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N large when (b) is satisfied. However, note that for reducing subspaces: 
AP,,, = P,A; also, P, commutes with the C,-semigroup generated by A. 
Suppose (HN, HR) reducing subspaces are also stabilizing subspaces for 
(A, B) and (A*, C*), then for (b) to hold we need only that 
L = A + BG - KG is exponentially stable, i.e., we have a stable, inlinite- 
dimensional controller, and BG - KG is invariant on H,. 
One may object to hypothesis (b), but to avoid it we must appeal to 
estimates like the following: 
where 
A,=‘.?+&, (4.20) 
a,= O 
[ -K,C 
-BG, 
L,-L 1 
with A exponentially stable and 6, -+“O due to either (4.16) or (4.la) and 
(4.17) because A,- A = P,A + A,, +‘O implies L,- L +‘O but not 
necessarily uniformly. Therefore, 6, is uniformly bounded in N: 
IIaN ,< r< co (4.21) 
but, we can only obtain closed-loop stability via [lo, Theorem 10.91 when 
where Q, K come from (4.13). Better estimates to relax the hypotheses (a) 
and (b) are desirable; we hope they will be forthcoming. 
APPENDIX I: PROOF OF THEOREM 3.1 
Since (H,, HR) are stabilizing subspaces for (A, B) and (A*, C*), we 
have G and K such that A + BG and A -KC exp. stable with GP, = 0 and 
P,K=O (because, since Pz=P,, O=K*P,=(P,K)* and P,K=P,K= 
(P,K)** = 0* = 0). This guarantees existence of (3.18) by Theorems 2.1 
and 2.2 and we can apply the indirect method. Furthermore, we have 
A+BG= A,+B,GN Am 
ARN+ BRGN AR 1 
A-KC= AN-KNCN A,,-K,C, 
A RN 1 AR ’ 
where G, = GPN and K, = PNK generate exp. stable C,-semigroups. Con- 
sequently, using [lo, Theorem 10.93, we have A,+B,GN= 
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f’,(A + BG) P,, A.-KNCN=PN(A-KC) P,, and AR=PRAPR exp. 
stable due to (b). Thus, if (c) is satisfied, then A, + B,f?, and A, - R,C,,, 
are stable; hence (AN, B,, C,) stabilizable and detectable and we can 
apply the direct method. 
From GP,=O and PRK=O, we see that G=GP,br=G, and 
K = P, K = K,v. Consequently, from (3.27) 
where L,A, + B,G - KC,,,. Now 
ANpaN= -------- 
1 
and this is a bounded operator (II P,,,ll = 1 since it is orthogonal) which is 
small when (c) is satisfied. Therefore, using [lo, Theorem 10.91 again, we 
have the desired result. 
APPENDIX II: PROOF OF THEOREM 4.2 
Since (4.la) holds, we have G,,,= GP, -+’ G and K, E P,K +’ K on H. 
Furthermore, from (4.lb) and the above, 
L,-P,LP,=A.+B,G,-K,C,AL on H. 
Therefore, from (4.7), Jh: -v’ A on D(A). 
Consider, from (3.27) and (4.6), 
A,=A+d,, (A.II.1) 
where 
- 
[ 
0 
‘,- (K,-K)C 
B(G,-G) 1 L,-L 
From the above argument, JN -+ ’ 0 on R. Thus by [S, pp. 150; 1511 (i.e., 
use of the uniform Boundedness Principle), Jhi is uniformly bounded: 
IIJNII f I-< a for all N, (A.II.2) 
where r is indep. of N. Hence, by (4.13) and [lo] Theorem 10.9, we have 
(4.5) with j?= --cr+ KT real. Now consider for 3, in p(A,)np(A): 
R(/Z, A,) - R(i, A) = R(A, A,)[A, - A] R(A, A) (A.II.1 ) 
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which is obtained by multiplying the above on the left by (U-2,) and 
right by (U- A). 
From the previous discussion, j?> -0 in (4.5) and (4.13) and we choose 
2 real with ,J > fi, then 1 is in p(J,)np(A). From (4.5) and the 
Hille-Yosida theorem (see (2.6), (2.7)), 
therefore, 
II CR(A AN) - WA $1 4 d 
where u is in f? and o = R(I, A) u. Because CO is in D(A) and A, -+> A 
there, this gives us R(L, a,) -+‘R(;1, A). Also, since /?> -CS, IIO(ct)ll < 
Ke-“‘6 Kc?‘. Thus, the hypotheses of Theorem 4.1 are satisfied and the 
desired result follows. 
APPENDIX III: PROOF OF THEOREM 4.3 
Since D(A) is dense in H, we have from (4.17) that 
llANRll 6 a, - 0. 
N 
(A.III.1) 
Also A-A,,,=A-P,AP,+ANR-ANR=A-PNA+ANR=PRA+ANR, 
we have AN -+J A on H because of (4.la) and (4.14); thus (4.16) is satisfied 
and Theorem 4.2 holds. 
From (4.16), we have 
where 
A BG BG 
2,~ KC L 0 i 1 0 0 LN 
and 
0 -BG, -BG, 
0 0 0 
36 MARK J. BALAS 
with G,=GP,. Since A=[,A, y ] satisf&s (4.13) and, for ,N large, L, 
satisfies (4.18), we have the C,-semigroup U,V( t) generated by AN satisfying 
11 &&)(I 6 II-“‘, t z 0. 
Also, BG, -+‘O due to (4.la), but again, since this is a finite rank operator, 
we have lim, (1 BGJ = 0. In addition from similar arguments 
lim 11 B,G,II = 0, 
N 
lim (IK,C,II = 0, 
N 
therefore 
lim II LNRll = lim a, = 0 
N N 
due to L,, = P,LP, = AN, + BNGR- K,C, and (4.17). Consequently, we 
have that lim, lld”Nll =O. So, by [lo, Theorem 10.91, we have O,(t) satisfy- 
ing (4.19) with 5,~ 5-K 114”N,11 --f N g which is the desired result. 
REFERENCES 
1. M. BALAS, Toward a (more) practical control theory for distributed parameter systems, in 
“Control and Dynamic Systems: Advances in Theory and Appl.” (C. T. Leondes, Ed.), 
Vol. 18, Academic Press, New York, 1982. 
2. M. BALAS, “Control of Linear Distributed Parameter Systems: Closed-Loop Exponential 
Stability With A Finite-Dimensional Controller?” Automatica 20 (1984), 371-377. 
3. M. BALAS, Suboptimality and stability of linear distributed parameter systems with tinite- 
dimensional controllers, J. Oprim. Theory Appl. 45 (1985). 
4. M. BALAS, The structure of discrete-time finite-dimensional control of distributed 
parameter systems, J. Math. Anal. Appl., in press. 
5. M. BALAS, The Galerkin method and feedback control of linear distributed parameter 
systems, J. Math. Anal. 91 (1983), 527-546. 
6. R. GRAN, Finite dimensional controllers for hyperbolic systems, in “Proc. of 3d 
VP1 & SU/AIAA Symp. on Dynamics and Control of Large Flexible Spacecraft,” 
Blacksburg, Va., 1981. 
7. A. BALAKRISHNAN, “Applied Functional Analysis,” Springer-Verlag, New York, 1976. 
8. T. KATO, “Perturbation Theory for Linear Operators,” Springer-Verlag, New York, 1966. 
9. J. ODEN AND J. REDDY, “An Introduction to the Mathematical Theory of Finite 
Elements,” Wiley, New York, 1976. 
10 R. CURTAIN AND A. PRITCHARD, “Functional Analysis in Modern Applied Mathematics,” 
Academic Press, New York, 1977. 
11. J. S. GIBSON, A note on stabilization of infinite-dimensional linear oscillators by compact 
linear feedback, SIAM J. Contr. Optim. (1980) 311-316. 
