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Abstract
So far calculations of the spin susceptibility χ in cuprates have
been performed in the framework of weak coupling approximations.
However, it is known that cuprates belong to MottHubbard doped
materials where electron correlations are important. In this work the
eﬀects of strong correlations on highTc superconductors are investi-
gated.
In the ﬁrst part a new analytic expression for the spin susceptibil-
ity below Tc is proposed, which is obtained for a model that is closely
related to those based on the idea of the formation of copperoxygen
singlets in layered cuprates. The superconducting energy gap is intro-
duced phenomenologically, since the interactions which lead to pairing
in cuprates are still not clear.
To clarify the diﬀerences of the results obtained in weak and strong
coupling approximations, we perform in the second part numerical cal-
culations based on the weak coupling limit. In particular, the spin
susceptibility is evaluated using parameter values adapted to mea-
surements of the Fermi surface, neutron scattering and NMR data.
Possible superconducting gap symmetries are investigated, including
swave and dwave types of pairing symmetry.
In the third part the spin susceptibility in the socalled singlet
correlated band model is studied numerically, based on previous knowl-
edge gained from the weak coupling limit. Using parameter values from
Fermi surface measurements, the temperature dependence of various
NMR properties in the superconducting state is calculated, including
Knight shifts, spinspin relaxation and spinlattice relaxation rates. It
is shown that within the framework of the proposed model the observed
NMR and neutron scattering phenomena in the superconducting state
can be accounted for by utilizing the Fermi surface from photoemission
experiments. Therefore a very interesting connection is found between
the results of surface and bulk experiments.
Zusammenfassung
Die bisherigen Berechnungen der Spinsuszeptibilität χ in Kuprat
Supraleitern wurden im Rahmen von Approximationen durchgeführt,
die auf der Annahme von schwacher Kopplung der praktisch frei be-
weglichen Ladungsträger an das Ionengitter basieren. Es ist jedoch
bekannt, dass Kuprate zu den MottHubbard dotierten Materialien
gehören, bei denen Elektronenkorrelationen eine wichtige Rolle spie-
len. In der vorliegenden Arbeit wird untersucht, welche Auswirkungen
diese starken Korrelationen auf χ von HochTemperatur Supraleitern
haben.
Im ersten Teil wird ein neuer analytischer Ausdruck für χ vor-
geschlagen, welcher auf einem speziellen Hubbard Modell beruht. Die
Energielücke im supraleitenden Zustand wird phänomenologisch ein-
geführt, da die Wechselwirkungen, die zur Paarung in Kupraten führen,
noch umstritten sind.
Um die Unterschiede der Resultate zwischen schwachen und starken
Korrelationen klarzulegen, wird im zweiten Teil zunächst wieder auf
die Näherung der schwachen Korrelationen eingegangen. Aufgrund
von verbesserter Auﬂösung in Photoemissionsspektroskopie sind die
Fermiﬂächen in Kupraten vor kurzem genau gemessen worden. Da-
raus lassen sich Parameterwerte, welche die kinetische Energie der
Ladungsträger beschreiben, genau bestimmen. Diese Werte werden
in der Modellrechnung verwendet, um sowohl die Temperaturabhän-
gigkeiten von verschiedenen NMR Experimenten als auch die Resultate
inelastischer Neutronenstreuung zu erklären. Es werden verschiedene
Symmetrien für die Energielücke untersucht, die aufgrund von s und
dwellenartiger Paarungssymmetrie möglich sind.
Im dritten Teil wird die Spinsuszeptibilität im Falle von starken
Korrelationen untersucht und mit den Resultaten der schwacher Kopp-
lung und den Experimenten verglichen. Es wird gezeigt, dass im Rah-
men des Modells unter Berücksichtigung starker Korrelationen alle Ex-
perimente, die direkte Informationen über χ liefern, mit einem einzigen
Satz von Parameterwerten erklärbar sind.
1 Introduction
Superconductivity was discovered in 1911 in Holland by H. K. Onnes [63],
when he observed a sudden (and unexpected) drop in the electrical resistivity
of mercury below 4.15 K. Despite great scientiﬁc eﬀort, the quantum theory
of superconductivity by Bardeen, Cooper and Schrieﬀer (BCS) [1] came 46
years after the discovery, in 1957. This theory, which explains the fascinat-
ing properties of superconductors from ﬁrst principles, is widely considered
(along with Landau's Fermiliquid theory) as one of the most successful the-
ories in condensed matter physics.
Among the most profound predictions of the theory is the existence of co-
herence factors in the transition probabilities in the superconducting state.
This phase coherence among the wave functions of the occupied one electron
states leads to caseI and caseII interactions, depending on whether
the perturbation is even (like for ultrasonic absorption) or odd (like for nu-
clear relaxation) under time reversal. This results in theoretically distinct
processes which can be tested experimentally. In the case of ultrasonic at-
tenuation, a sharp drop was predicted upon entering the superconducting
state and was conﬁrmed experimentally by Morse [59] in 1959. On the other
hand, in the nuclear relaxation rate there is a large increase upon entering
the superconducting state, followed by an exponential drop at lower temper-
atures. This behavior was conﬁrmed experimentally by Hebel and Slichter
[34] in 1957. This socalled HebelSlichter peak is one of the distinctive
features of lowtemperature superconductors.
In the year 1986, Bednorz and Müller [5] discovered a new family of supercon-
ductors, named as hightemperature superconductors because of their high
transition temperatures. It was soon clear that the superconductivity in these
new materials cannot be explained within the framework of existing theories.
One example is the absence of the above mentioned HebelSlichter peak in
the measured nuclear relaxation rate of hightemperature superconductors.
To date there exists no widely accepted theory for cuprate superconductors.
The measured nuclear relaxation rate in metals is directly related to the
socalled spin susceptibility of itinerant electrons. Therefore the spin sus-
ceptibility of cuprates is the focus point of many ongoing investigations.
Experiments related to the spin susceptibility comprise the temperature de-
pendence of the Knight shift, spinspin and spinlattice relaxation rates as
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well as inelastic neutron scattering (INS) measurements. The most complete
set of experimental data have been obtained for the YBaCuO compounds.
The theoretical approaches to the spin susceptibility can be separated into
two parts. The ﬁrst one deals with a singleband Hubbard model with the
eﬀective Coulomb interaction Ue taken to be of the order of the bandwidth
in cuprates (weak coupling limit). Based on this assumption, the dynam-
ical spin susceptibility can be calculated within a standard randomphase
approximation (RPA) approach. Extensive studies of nuclear magnetic reso-
nance (NMR) data were carried out within the framework of this model by
Bulut and Scalapino [14] between 19901994 and Mack et al. in 1998 [50].
In the meantime, the features observed by inelastic neutron scattering were
studied theoretically by several groups. For the most recent developments in
this topic see I. Eremin et al. [23, 24]. However, in all of these calculations
the eﬀect of electronic correlations were not taken into account properly.
At the same time, there were a number of studies, devoted to analyzing the
spin susceptibility within the strong coupling tJ model [4, 64, 65, 73, 80],
for which standard manybody perturbative methods do not work. It has
been found that to a large extent, both weak and strong coupling calculations
agree with each other. However, so far there is no complete understanding
whether both INS and NMR data can be explained consistently within one
model, using the same parameter values of the given theory.
In the present work we analyze this question in detail. In collaboration with
M. Eremin (Kazan State University) and I. Eremin (Freie Universität Berlin)
we have investigated the eﬀect of strong correlations on highTc supercon-
ductors. Starting from the singletcorrelated band model [27], we use a well
established decoupling procedure of the equation of motion and approximate
higher order correlation functions so as to obtain an analytical expression
for the dynamical spin susceptibility which takes into account strong corre-
lations. It has been found by Hubbard and Jain [42] already in 1968 that
the dynamical susceptibility expression has a nontrivial correction due to
strong correlation eﬀects. This correction is diﬀerent from the conventional
PauliLindhard susceptibility, therefore it cannot be exactly included in the
RPA approach. It has been found later by I. Eremin [21] that this correction
term should be modiﬁed due to the contribution to the spin susceptibility
from the lower Hubbard band, even if the latter is completely ﬁlled. In 1998
Zavidonov and Brinkmann [86] have incorporated the local spin ﬂuctuation
eﬀect in a more systematic way, using a low Hubbard subband model.
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In the present work we extend the previous analysis and present an analytical
expression for the dynamical susceptibility in the upper Hubbard subband
in the superconducting state. The mechanism that causes the pairing in
cuprates is still being debated. Therefore we have introduced the supercon-
ducting gap function phenomenologically into our model. We perform an
extended numerical evaluation of these analytical expressions and ﬁnd that
most of the available experimental data which are directly related to the spin
susceptibility can be explained consistently within one set of model param-
eters. These experiments include the magnetic resonance peak observed by
INS and the temperature dependence of the NMR spin shift, spinspin and
the spinlattice relaxation rates, measured in the superconducting state. In
our analysis we take advantage of other available experiments, like the Fermi
surface topology in various cuprate superconductors that is determined by
highresolution angleresolved photoemission. We analyze possible pairing
symmetries and by comparison to experimental results, systematically ex-
clude all candidates, save the dx2−y2wave gap symmetry. Assuming this
pairing symmetry, we propose an optimal set of parameters for the optimally
doped YBa2Cu3O7 and Bi2Sr2CaCu2O8 compounds.
This work is organized as follows. In the ﬁrst part (Sections 24) we introduce
the model system and present the new analytical expression for the spin
susceptibility in the superconducting state of cuprates. Basic experimental
facts as well as the experimental techniques for probing the spin susceptibility
will also be discussed here. In the second part (Section 5) we analyze possible
pairing symmetries by comparison to experiments in YBa2Cu3O7, within the
framework of the RPA susceptibility. In the third part (Section 6) we study
the spin susceptibility in the singletcorrelated band model by analyzing
experiments in the superconducting state of the materials YBa2Cu3O7 and
Bi2Sr2CaCu2O8. Section 7 contains a summary and the conclusions. Details
of the derivation of the expression for the spin susceptibility are given in
Appendix A.
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2 Some experimental facts about cuprates
In this section we summarize the known characteristics of hightemperature
superconductors. In particular, we wish to brieﬂy discuss those aspects which
will be relevant for our model system and the analyzed experiments.
2.1 Introduction
J. G. Bednorz and K. A. Müller discovered in 1986 that, with suitably chosen
doping1 δ, La2−δBaδCuO4 becomes a superconductor at a critical tempera-
ture Tc=30 K. Soon afterwards several other hightemperature supercon-
ducting materials have been found. Among these is YBa2Cu3O7−δ, whose
critical temperature Tc=92 K is well above the condensation temperature
of nitrogen (77 K). To date the highest critical temperature is Tc'133 K
observed in HgBa2Ca2Cu3O8+δ by Schilling et al. [70]. All these materials
contained copper and oxygen atoms in their molecular structure. Soon it
was realized that the superconducting property of these materials cannot
be explained in the framework of the BCS theory based only on electron
phonon interaction. There is not yet any broadly accepted theory for high
temperature superconductivity.
2.2 Pseudogap
One of the most discussed topics, related to underdoped cuprates, is the so
called pseudogap phenomenon. Experimental results show a deviation from
Fermiliquid behavior in the normal state of underdoped highTc supercon-
ductors, namely, a suppression of the density of states (DOS) near the Fermi
level. This suppression is mostly referred to as pseudogap behavior. It was
observed in many diﬀerent experiments (angle-resolved photoemission, NMR,
neutron scattering, tunneling spectroscopy, speciﬁc heat etc.), among these
ﬁrst by NMR. In a Fermiliquid a temperatureindependent susceptibility
is expected. Contrary to this, the susceptibility in highTc superconductors
decreases with decreasing temperature.
1Under doping we understand the introduction of charge carriers into the crystalline
structure. At optimal doping Tc is maximal. The regions below and above optimal doping
are called under and overdoped.
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Figure 1: Schematic phasediagram of the hightemperature superconduc-
tors.
Both Knight shift and spinlattice relaxation measurements have indicated
pseudogapbehavior. In overdoped compounds the Knight shift is practically
temperature independent in the normal state. This is in accordance with our
expectations based on the Pauli spin susceptibility in a metal. Below Tc the
spin susceptibility decreases, because in the spinsinglet state Cooper pairs
form. However, in the underdoped material K decreases (with decreasing
temperature) already in the normal state and there is practically no observ-
able change at Tc. The temperature below which the Knight shift starts to
decrease in underdoped cuprates is usually denoted as T∗. The pseudogap
phenomena has been observed on Cu(2), O(2,3) nuclei and also on the Y
nucleus between the CuO2planes.
Let us consider now, how the phenomenon depends on the doping. In Figure
1 we display a possible phasediagram of the hightemperature supercon-
ductors showing the diﬀerent phases for diﬀerent dopings. We must keep
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in mind, however, that this phasediagram is only schematic and has been
constructed on the basis of NMR measurement data. Let us start with the
nondoped (δ = 0) parent compound: an antiferromagnetic (AF) insulator.
Upon doping the longrange AF order is destroyed and the material becomes
a metal which exhibits unusual properties. As already explained, underdop-
ing the material results in observing a pseudogap, whereas overdoping causes
the phenomenon to vanish. In the area of light overdopings, T∗ (transition
temperature) goes over into Tc.
A good overview of the experimental results regarding the pseudogap is pro-
vided in [82].
2.3 Crystalline structure
The crystalline structure of hightemperature superconductors is similar to
the perovskite structure. In general, the perovskite structure consists of
a big atom A, some transient metal T and oxygen atoms. The 6 oxygen
atoms surround T and together they build a TO6 octahedron. Figure 2
shows the crystalline structure of La2CuO4. The sixcoordinated copper,
the CuO6 octahedron is clearly recognizable. This octahedron is distorted
in the cdirection. This distortion is related to the JahnTellereﬀect. Also
recognizable in the ﬁgure is the CuO2plane. A common characteristics of
all known highTc superconducting cuprates is that they contain one or sev-
eral CuO2planes in their crystalline structure. These planes are believed
to be the electronically active elements, responsible for superconductivity.
The most extensively studied compounds are YBa2Cu3O6+δ and YBa2Cu4O8,
both containing one double CuO2plane in their elementary cell. In Figure 3
we display the structure of YBa2Cu3O7, with its double CuO2plane. Table 1
provides an overview of the most important hightemperature superconduct-
ing materials.
2.4 Electronic structure
The parent compounds of all of the hightemperature superconductors are
antiferromagnetic insulators. Let us consider an ionic model and a copper
atom in the CuO2plane. This copper is in a 3d9state. Consequently,
compared with a completely ﬁlled 3d10shell, one electron is missing. The
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Insulating parent compound HighTc superconductor Tmaxc [K]
La2CuO4 La2−δBaδCuO4 30
La2CuO4 La2−δSrδCuO4 38
YBa2Cu3O6+δ, δ < 0.4 YBa2Cu4O8 80
YBa2Cu3O6+δ, δ < 0.4 YBa2Cu3O6+δ, δ > 0.4 95
BiSrCuO Bi2Sr2Ca2Cu3O10 110
TlBaCuO Tl2Ba2Ca2Cu3O10 125
HgBaCuO HgBa2Ca2Cu3O8+δ 133
Table 1: Most important hightemperature superconducting materials.
missing electron, or in the holerepresentation the added hole, has spin 1/2.
The crystalline ﬁeld triggers an energy splitting of the atomic 3d orbitals.
In the O6octahedron the distance between the copper atom and the apex
oxygen atom is larger than the distance between copper and planar oxygen
atoms. As a consequence of this distortion, the antibonding 3dx2−y2 orbitals
have the highest energy. Furthermore, the unpaired electron (hole) belongs to
this atomic orbital. There is superexchange interaction between the magnetic
moments of holes belonging to 3dx2−y2 orbitals of neighbouring Cuions. At
low temperature, this exchange interaction supports an antiferromagnetic
ordering.
By suitable doping additional electrons are removed from the CuO2planes.
In the hole representation this means that additional holes are introduced
into the CuO2plane. Doping can be achieved, for example, by heating up
the sample in an oxygen atmosphere or by changing the composition of the
planes. In La2−δSrδCuO4 some La atoms are replaced by Sr, in YBa2Cu3O7−δ
the oxygen content is modiﬁed. The immediate consequence of doping is
that the antiferromagnetic ordering becomes weaker. The antiferromagnetic
ordering vanishes completely at a doping level δ ' 0.04 in La2−δSrδCuO4.
At a further increased doping level, above δ ' 0.06, the materials become
conducting.
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Figure 2: View of the La2CuO4 structure. Cu atoms are represented by red,
La atoms by green and O atoms by blue balls. The sixcoordinated copper
and the CuO2planes are shown.
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Figure 3: View of the YBa2Cu3O7 structure. Cu are represented by red, Y
atoms by green, Ba atoms by gold and O atoms by blue balls. This structure
has two CuO2planes in the elementary cell, separated by an Yatom.
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3 Theory
3.1 Hubbard model
In this section we introduce the socalled Hubbard model. In particular, we
will discuss the origin of Hubbard subbands and the tJ model as well as
the algebra of Hubbard Xoperators.
3.1.1 Hubbard subbands and the tJ model
The Hubbard model was introduced in 1963 [36, 37, 38, 39, 40, 41, 42] to
describe strongly correlated electron systems and has been used ever since
in numerous situations. It has a wide range of applications including metal
insulator transitions and the treatment of ferromagnetism, antiferromag-
netism and paramagnetism. Since the discovery of the highTc cuprates,
the model is used in various numerical and analytical forms to describe the
physical phenomenon of the CuO2planes. In this chapter we will introduce
this model, along with its basic forms and applications.
Let us consider the standard Hubbard model with the Hamilton operator in
the second quantisation form
H =
∑
i,j,σ
tijc
†
iσcjσ︸ ︷︷ ︸+ U
∑
i
ni↑ni↓︸ ︷︷ ︸, (1)
kinetic energy potential energy
where i indexes the lattice sites and σ =↑, ↓ is the spin.
• The operator c†iσ (ciσ) creates (annihilates) an electron with spin σ at
lattice site i.
• c†iσcjσ transfers an electron of spin σ from lattice site j to i.
• niσ is the number operator for electrons of spin σ at site i.
• U (Hubbard U) is the Coulomb repulsion between electrons at the same
site.
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• tij is the kinetic hopping term. According to photoemission experi-
ments, this term may have up to ﬁve components (t1...t5) in highTc
superconductors: t1 if (i, j) are nearest neighbours (NN), t2 if (i, j) are
next nearest neighbours (NNN) etc...
To ﬁx the expectation value of the particle number, we can introduce the
chemical potential µ. The extended Hamiltonian then contains an additional
term
H′ = −µ
∑
i,σ
niσ. (2)
Let us now take a look at three simple cases. First we consider the case of
free fermions. This means that there is no interaction and U = 0 holds. We
can diagonalize the Hamilton operator by applying a Fourier transformation.
Let
ckσ =
∑
i
e−ikRiciσ (3)
be the Fourier transform of the operators ciσ. The Hamilton operator (1)
becomes
H =
∑
k,σ
εkc
†
kσckσ, (4)
where εk is determined by
εk =
∑
i−j
tije
ik(Ri−Rj). (5)
In the simple case of a quadratic 2D lattice with NN and NNN hopping only,
the band structure is given by εk = −2t1 (cos kx + cos ky)− 4t2 cos kx cos ky.
Figure 4 shows the band structure of this t1 − t2 model for various ratios
t2/t1. The Hamiltonian in this case describes a conductor.
Next we comment shortly on the case tij = 0. The Hamiltonian (1) turns
into
H = U
∑
i
ni↑ni↓. (6)
We see that the hopping between the lattice sites is not possible. We have
an insulator with two energy levels ε = 0 and ε = U , which give rise to
12
−1
0 
1 
2 
ε k
t2/t1=0
t2/t1=−0.4
t2/t1=−0.8
t2/t1=−1
(0,0) (pi,0) (pi,pi) (0,0) 
[eV
] 
Figure 4: Band structure of the two dimensional t1 − t2 model, with
t1 = 0.25 eV and no interaction (U = 0) for various ratios t2/t1.
two Hubbard subbands, the lower Hubbard band (LHB) and the upper
Hubbard band (UHB) when we consider the case of t 6= 0.
The situation with t 6= 0, t  U is the socalled strong coupling limit [32].
The large Coulomb term U makes the double occupancy of sites improbable.
If U is large enough, a gap opens in the energy spectrum and we have two
bands: a LHB and an UHB with bandwidths w. The metalinsulator tran-
sition occurs at w = U . That means that, with varying U , we can obtain
metallic or insulating systems.
To derive an eﬀective Hamiltonian within one subband, we utilize a canoni-
cal SchrieﬀerWolf transformation [72]. The goal is to eliminate the coupling
between the LHB and UHB in ﬁrst order in t/U . The Hamiltonian (1) will
be transformed to
H˜ = e−SHeS = H + [H, S] + 1
2
[[H, S] , S] + ..., (7)
where S = O (t/U). The basic idea of the tJ model is to take into ac-
count inter subband hopping terms within one subband (usually LHB).
Mathematically, it means that the Hamiltonian (1) splits into three terms
13
Figure 5: Antiferromagnetic exchange in the t-J model.
H = H1kin +H2kin +HU , (8)
where H1kin is the fraction of the kinetic term which does not change the
number of doubly occupied sites, H2kin is the part which changes this number
andHU is the Coulomb term. Then we seek the operator S so, that [HU , S] =
−H1kin holds. Thus in the transformed Hamiltonian H˜ the double occupancy
will be excluded in ﬁrst order. The solution yields the eﬀective Hamiltonian,
which is usually referred to as tJ model [88]
Ht−J =
∑
i,j,σ
tij c˜
†
iσ c˜jσ +
∑
i,j
Jij
[
(SiSj)− ninj
4
]
. (9)
Here c˜†iσ = c†iσ (1− niσ) are projected operators, with factors (1− niσ) which
exclude that two electrons simultaneously occupy the same lattice site. This
means that this model considers charge ﬂuctuations like Cu2+↔Cu+. In
this connection one can expect that the tJ model will be relevant to elec-
tron doped cuprates like Nd2−xCexCuO4. The exchange interaction between
lattice sites occupied by spins Si is given by Jij = 2 |tij|2 /U . This term
describes corrections to the strict exclusion of the double occupancy (or the
Cu3+ states). The hopping to a neighbouring site and back is possible if the
spins are antiparallel. This antiferromagnetic exchange process is illustrated
in Figure 5. At half ﬁlling n = 1 (i.e. one e− per lattice site) the hopping is
prohibited and the t−J model is reduced to a Heisenberg model of localised
spins
H =J
∑
i,j
SiSj. (10)
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3.1.2 The algebra of Hubbard Xoperators
It is possible to rewrite the discussed models in a convenient way using the
Hubbard projection Xoperators. These are deﬁned as follows
Xα,β = |α〉 〈β| , (11)
where we dropped the lattice site index i for brevity.
If we take our basis as the 4 possible states : |0〉, |↓〉 = c†i↓ |0〉, |↑〉 = c†i↑ |0〉,
|↑↓〉 = c†i↑c†i↓ |0〉, then the creation (annihilation) operators can be expressed
in terms of the Xoperators, for example:
c†↑ = X
↑,0 +X2,↓,
and vice versa
X↑,0 = c†↑ (1− n↓) .
Note: we will use the notation X2,↑ ≡ X↑↓,↑ in further discussions.
The Hamiltonian (1) can be rewritten as
H =
∑
i,j,σ
tij
[
Xσ,0i X
0,σ
j +X
2,σ
i X
σ,2
j
]
+
∑
i,j,σ
tij
[
Xσ,0i X
σ,2
j +X
2,σ
i X
0,σ
j
]
(12)
+
∑
i
UX2,2i .
As a ﬁrst step we consider tij = 0. In this case the operators Xσ,0 and Xσ,2
diagonalize the Hamiltonian. The corresponding quasiparticle energies are
εk = 0 (LHB) and εk = U (UHB). Next we allow for hopping, meaning
tij 6= 0. In the limit t U , the exclusion of double occupancy in ﬁrst order
t/U leads to the eﬀective Hamiltonian
Heff = −
∑
i,j,σ,σ′
|tij|2
U
(−1)1−σ−σ′ Xσ,σ′i Xσ,σ
′
j . (13)
Finally, the tJ model can be written as
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Figure 6: Schematic picture of the LHB and UHB along with the correspond-
ing Hubbard operators.
Ht−J =
∑
i,j,σ
tijX
σ,0
i X
0,σ
j +
∑
i,j
Jij
[
SiSj − ninj
4
]
. (14)
The operator Xσ,0 corresponds to c˜†iσ from the previous section. The ﬁrst
term describes the hopping in the LHB, whereas the second term involves
the hopping from LHB to UHB and back. This exchange coupling is of course
only possible if the spins are antiparallel. Figure 6 displays the bands in this
model, along with the corresponding Hubbard operators.
Let us discuss at this point some important relations, involving the Hubbard
projection operators. These operators obey the completeness equation
X0,0 +X↑,↑ +X↓,↓ +X2,2 = 1. (15)
Also, it is important to note that they follow the multiplication rule
Xα,βXγ,η = δβ,γX
α,η. (16)
Other useful relations include the spin operator Sz, the doping parameter y
and the total number of spins n
16
X↑,↑ +X↓,↓ + 2X2,2︸ ︷︷ ︸ = 1− y (17)
number of carriers
in one unit cell
X↑,↑ −X↓,↓ = 2Sz (18)
X↑,↑ +X↓,↓ = n. (19)
Finally, the anticommutators for these operators are related to the doping
level and the spin operator as follows
{
X↑,0, X0,↑
}
=
1 + y
2
+ Sz{
X2,↑, X↑,2
}
=
1− y
2
+ Sz. (20)
Here we see that these operators do not fulﬁll the Fermi or Bose commutator
relations. The question whether standard perturbation theory in terms of
Feynman diagrams can be applied is therefore not trivial.
3.1.3 Electronhole transformation
We consider the transformation c†i,σ = 2σdi,−σ , ci,σ = 2σd†i,−σ.
The Hamiltonian (1) becomes
H′ =
∑
i,j,σ
tijdiσd
†
jσ + U
∑
i
di↓d
†
i↓di↑d
†
i↑
= −
∑
i,j,σ
tijd
†
jσdiσ + U
∑
i
(
1− d†i↑di↑
)(
1− d†i↓di↓
)
(21)
= −
∑
i,j,σ
tijd
†
jσdiσ + U
∑
i
ni↑ni↓ + UN − UNh,
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where N is the number of unit cells and Nh is the number of the holes.
As we can see, the structure of the Hamiltonian does not change except
for two additive constant terms. In general this transformation is not a
symmetrytransformation of the Hubbard model. However, on a bipartite
lattice (such as a highTc superconductor's CuO2plane) we can utilize the
canonical transformation diσ → diσ if diσ ∈ lattice A, and diσ → −diσ if diσ ∈
lattice B. This transformation changes the sign of the kinetic energy and our
Hamiltonian becomes the same as for electrons.
3.2 Special microscopic models for high-Tc supercon-
ductors
3.2.1 First approximation or the spinfermion model
Among the ﬁrst models, which tried to describe high-Tc superconductivity,
was a simple Hubbard model taking into account one hybridized 3dx2−y22pσ
orbital, localized at the Cu site. The eﬀect of oxygen was neglected. In this
case one can utilize a 1band model such as in Section 3.1
H =
∑
i,j,σ
ti,jd
†
iσdjσ + U
∑
i
ni↑ni↓. (22)
Here the operator d†iσ (diσ) creates (annihilates) a hole with spin σ at the
orbital of site i. These operators satisfy the relation
{
d†iσ, djσ′
}
= δijδσσ′ .
The operator niσ = d†iσdiσ counts the number of holes with spin σ at site
i. As described in Section 3.1, the ﬁrst term accounts for the hopping of
the particles, whereas the second term describes a Coulomb interaction. The
particles are aﬀected if they are at the same site, and they must have spin ↓↑
because of the Pauli principle. A review on this model can be found in [18].
3.2.2 Copperoxygen band for hole doped cuprates
Next we consider a more accurate model of the CuO2planes. This new
model should include the oxygen porbital. Namely, upon doping, the addi-
tional hole dwells mainly at the oxygen site [62]. It is therefore necessary to
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Figure 7: Energy scheme for the description of hole doped cuprate supercon-
ductors.
introduce a new pband in the Hamiltonian
H0 = εd
∑
i
ndi + εp
∑
j
npj + Ud
∑
i
ndi↑n
d
i↓, (23)
where εd, εp are the onsite energies of the copper and oxygen holes and Ud
refers to the Coulomb interaction. Furthermore ndi (npj) are the copper 3d
(oxygen 2p) hole densities at the sites i and j, respectively. The ﬁrst two
terms are connected to the chemical potential, the last term to the Coulomb
repulsion. With the relation εd < εp < εd + Ud we are able to describe the
experimental fact that the additional holes are localized mainly at the oxygen
site. Namely, further holes in the 3dshell would require a higher energy than
is needed to ﬁll up the 2pshells, so the holes occupy mainly the oxygen site.
Figure 7 illustrates this energy scheme. The quasiparticle operators for this
Hamiltonian are given by X↑,0i = d†i↑ (1− ni↓) and X2,↑i = d†i↓ni↑.
The lowest excitation of the system corresponds to the transfer of a hole from
the 3dorbital to the 2dorbital. We treat this hopping tpd between these
orbitals as a perturbation to the energy scheme. The Hamiltonian for the
hopping is given by
H1 = tpd
∑
i,j,σ
(
d†iσpjσ + p
†
jσdiσ
)
. (24)
Figure 8 shows the CuO2planes along with the discussed orbitals, energies
and interactions.
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Figure 8: Schematic picture of the CuO2planes in hightemperature super-
conductors.
Perturbation theory, similarly to that outlined in Section 3.1.1 leads to the
eﬀective Hamiltonian
Heff =
∑
i,j,σ,σ′
Jpd (−1)1−σ−σ
′
pσ,σ
′
i X
σ¯,σ¯′
j , (25)
where Jpd ' t2pd/ (U − εp + εd).
The diagonalization of this Hamiltonian is covered in [27]. The corresponding
quasiparticle operator is
ψpd,↑i =
1√
2
(
X↑,↑i p
↓
i −X↑,↓i p↑i
)
, (26)
where pi is a combination of the four oxygen states around the copper with
the same symmetry as the copper site, i.e. x2 − y2 (see Figure 8). The
physical meaning of this operator is that the carriers (holes) move over the
four oxygen sites, but they can form singlet copperoxygen combinations at
the copper site for a short time. The index pd refers to this ZhangRice
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Figure 9: Schematic band picture in the copperoxygen band model. The red
one has a copper LHB character, whereas the blue one is a copperoxygen
singletcorrelated band.
singlet formation. In the singlet combination one spin belongs to the copper
and the other to the oxygen combination with the same symmetry as the
copper. The spectral weight of the singletcorrelated band changes with
doping as f = 2δ/ (1 + δ). This means that, contrary to the normal Fermi
picture, the half ﬁlling regime is already reached at δ = 1/3. Figure 9 shows
the band picture along with the corresponding quasiparticle operators. For
the operators ψpd,σi the following expressions hold:
ψ0,0 + ψ↑,↑ + ψ↓,↓ + ψpd,pd = 1
ψ↑,↑ + ψ↓,↓ + 2ψpd,pd = 1 + δ (27)
ψ↑,↑ − ψ↓,↓ = 2Sz
ψ↑,↑ + ψ↓,↓ = n.
We recognize these relations, as they are very similar to the equations for the
HubbardXoperators covered in Section 3.1.2 on page 15. Most importantly,
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the anticommutators are similarly related to the doping level δ and spin Sz
as
{
ψpd,σ, ψσ,pd
}
=
1 + δ
2
+ 2σSz = P + 2σSz (28){
ψσ,0, ψ0,σ
}
=
1− δ
2
+ 2σSz = P − δ + 2σSz.
Note: we will refer to the factor (1 + δ)/2 as P in later discussions.
Since the commutator algebra is diﬀerent from that valid in the weak cou-
pling conventional Fermi liquid scenario, the expression for the spin suscep-
tibility will be quite diﬀerent from the PauliLindhard formula. The starting
point for our calculations will be a similar eﬀective t-J Hamiltonian as in the
original ZhangRice paper [88]. However, instead of making an additional
electronhole transformation, we will keep the hole picture. Our Hamiltonian
is given as
H =
∑
i,j,σ
tijψ
pd,σ
i ψ
σ,pd
j +
∑
i,j
Jij
[
(SiSj)− ninj
4
]
+
∑
i,j
Gijδiδj, (29)
where Jij is the superexchange parameter of the copper spins (this coupling
originates from the virtual hopping from LHB to UHB via the oxygen state).
Gij is an eﬀective densitydensity interaction parameter. This parameter al-
lows to account for the screened Coulomb repulsion and phonon (or plasmon)
mediated interactions as well. Furthermore ψpd,σi
(
ψσ,pdi
)
are the composite
copperoxygen creation (annihilation) operators of the copperoxygen singlet
states in the plane. Consequently, the ﬁrst term describes the quasiparticle
hopping between unit cells. The last term is a Coulomblike interaction
between doped holes, which can be usually neglected, because it does not
contribute to the spin susceptibility. In the next chapters we will calculate
the spin susceptibility in the framework of this new singletcorrelated band
model. As the ﬁrst step to these calculations, we consider the dynamic sus-
ceptibility in the standard BCS theory.
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3.3 Spin susceptibility in the BCS theory
In preparation for later calculations and discussions it is of interest to con-
sider the spin susceptibility in the framework of the generalized BCS theory.
This expression for the susceptibility was previously used by various au-
thors [16, 50] to describe the behavior of highTc superconductors within
the randomphase approximation scheme. To distinguish the BCS approach
from Hubbard models we use in this subsection the notation a†k,σ (ak,σ) for
the creation (annihilation) operators of electrons.
The BCS pairing Hamiltonian is given by
H =
∑
k,σ
(εk − µ) a†k,σak,σ − V
∑
k,k′
a†k′,↑a
†
−k′,↓a−k,↓ak,↑, (30)
where the ﬁrst term describes a free electron gas and the second term is
an attractive interaction between electrons with opposite spin and momen-
tum. The chemical potential is introduced to ﬁx the expectation value of the
particle number. To decouple the interaction term we replace (30) with an
eﬀective Hamiltonian
H =
∑
k,σ
(εk − µ) a†k,σak,σ −
∑
k
(
∆a†k,↑a
†
−k,↓ +∆
∗a−k,↓ak,↑
)
, (31)
where
∆ = −V
∑
k′
〈a−k′,↓ak′,↑〉 (32)
is the gap in the energy spectrum. This Hamiltonian can be diagonalized by
Bogoliubov's transformation
ak,↑ = ukαk,↑ + vkα
†
−k,↓
ak,↓ = ukαk,↓ − vkα†−k,↑.
The coeﬃcients must obey the relation |uk|2+|vk|2 = 1 for the transformation
to be canonical. They are given by
u2k =
1
2
[
1 +
εk − µ
Ek
]
v2k =
1
2
[
1− εk − µ
Ek
]
,
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where we deﬁne Ek =
√
(εk − µ)2 + |∆|2. The resulting Hamiltonian takes
the form
H =
∑
k
((εk − µ)− Ek) +
∑
k,σ
Ekα
†
k,σαk,σ. (33)
The ﬁrst term is a constant energy shift and the second term describes the
quasiparticle excitations with energy Ek. The form of the new quasiparticle
energy implies a gap ∆ in the energy spectrum. The new operators obey
the canonical anticommutator relations
{
αk, α
†
k′
}
= δk,k′ , {αk, αk′} = 0.
Equation (32) for the energy gap can be expressed as
∆ = V
∑
k′
∆k′
Ek′
tanh (βEk′) . (34)
This expression is referred to as gap function. It agrees with the result
originally obtained by Bardeen, Cooper and Schrieﬀer.
To derive the susceptibility we use the Hamiltonian (33) in Bogoliubov's form
and utilize the Green's function method
χ+−0 (q, ω) = −2pii
〈〈
S+q
∣∣S−−q〉〉 , (35)
where S+q and S−−q are the usual spin density operators given by
S+q =
∑
k
a†k+q,↓ak,↑ S
−
−q =
∑
k
a†k+q,↑ak,↓.
Using Bogoliubov's quasiparticle operators we can express these pairs of op-
erators as
a†k+q,↑ak,↓ = uk+qukα
†
k+q,↑αk,↓ + vk+qukα−k−q,↓αk,↓
− uk+qvkα†k+q,↑α†−k,↑ − vk+qvkα−k−q,↓α†−k,↑. (36)
The equation of motion for the Green's function using the notation of Nolting
[61] is written as follows
(ω + iΓ)
〈〈
S+q
∣∣S−−q〉〉 = i2pi 〈[S+q , S−−q]〉+ 〈〈[S+q ,H] ∣∣S−−q〉〉 , (37)
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where Γ is an artiﬁcially introduced damping factor that will characterize
the lifetime of the quasiparticles. We can calculate the susceptibility from
the equation of motion, utilizing equation (36) and remembering the anti-
commutator relations of Bogoliubov's operators. It is given by
χ+−0 (q, ω) =
1
N
∑
k
(xkxk+q + zkzk+q)
fk+q − fk
ω + iΓ + Ek − Ek+q
+
1
N
∑
k
(ykyk+q + zkzk+q)
f−k − f−k−q
ω + iΓ− E−k + E−k−q (38)
+
1
N
∑
k
(xkyk+q − zkzk+q) 1− fk − f−k−q
ω + iΓ + E−k + E−k−q
+
1
N
∑
k
(ykxk+q − zkzk+q) f−k + fk+q − 1
ω + iΓ− E−k − Ek+q ,
where xk = u2k, yk = v2k and zk = ukvk. For the case Ek = E−k (i.e. taking
into account the crystal symmetry) this expression agrees with that published
previously by Bulut and Scalapino [13]. In their work they considered the
susceptibility in the randomphase approximation (RPA) form
χ (q, ω) =
χ0 (q, ω)
1− Ueχ0 (q, ω) , (39)
where χ0 (q, ω) is the BCS susceptibility χ+−0 (q, ω) according to equation
(38) and Ue is an eﬀective interaction parameter. We will use this expression
in Section 5 to study the possible pairing symmetries in highTc supercon-
ductors. Also note that the BCS susceptibility χ0 (q, ω) appears in the sus-
ceptibility expression for the singletcorrelated band model in Section 3.4.4.
For more information on the BCS susceptibility and the BCS theory see the
textbook of Schrieﬀer [71].
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3.4 Spin susceptibility in the singletcorrelated band
model
In this section we turn our attention to the susceptibility in the singlet
correlated band model. In particular, we discuss the equation of motion for
the composite operators as well as the gap function and the possible gap
symmetries. Finally, we present the new analytical expression for the spin
susceptibility in the framework of the singletcorrelated band model.
3.4.1 Equations of motion for composite operators
To linearize the equation of motion, we use the decoupling scheme introduced
by Roth [49]. This method has been studied in numerous works and the
quality of the approximation has been conﬁrmed to be good by comparison
with exact diagonalization methods [6]. The method consists of seeking the
set of operators An, that are the most relevant for the excitations of the given
system. Further it is assumed that the commutator can be written as
[An,H] =
∑
m
KmnAn. (40)
Then the problem is reduced to ﬁnding the coeﬃcients Kmn for a given
HamiltonianH. This can be solved by building the anticommutators on both
sides of equation (40) with each operator An and then taking the thermal
average. In this way a set of linear equations is obtained and the coeﬃcients
Kmn can be extracted. In our case we take
i~
∂ψ↑,pdl
∂t
=
[
ψ↑,pdl ,H
]
=
∑
j
til
[(
ψ↑,↑l + ψ
pd,pd
l
)
ψ↑,pdj + ψ
↑,↓
l ψ
↓,pd
j
]
(41)
+
1
2
∑
j
Jlj
(
ψ↑,pdl ψ
↓,↓
j − ψ↓,pdl ψ↑,↓j
)
+
1
2
∑
j
Gljψ
↑,pd
l ψ
pd,pd
j
=
∑
m
Clmψ
↑,pd
m +
∑
m
∆lmψ
pd,↓
m
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where the second term will give us the energy gap. Now we build our an-
ticommutators according to the decoupling scheme. Utilizing equation (28)
on page 22 they can be obtained as
〈{[
ψ↑,pdl ,H
]
, ψpd,↑j
}〉
= Clj
〈{
ψ↑,pdj , ψ
pd,↑
j
}〉
= PClj (42)〈{[
ψ↑,pdl ,H
]
, ψ↓,pdj
}〉
= P∆lj.
We can then calculate these coeﬃcients with the help of the commutator al-
gebra and the relations given in Section 3.2.2 on page 18. They are calculated
as
Clj =
1
P
tlj
[
P 2 + (SlSj)
]− 1
2P
(Jjl +Gjl)
〈
ψpd,↑j ψ
↑,pd
l
〉
(43)
∆lj =
1
2P
(2Jlj −Glj)
〈
ψ↑,pdj ψ
↓,pd
l
〉
.
Fourier transformation of equation (41) yields
i~
∂ψ↑,pdk
∂t
= εkψ
↑,pd
k +∆kψ
↓,pd
−k (44)
where
∆k =
1
2P
∑
k′
(2Jk−k′ −Gk−k′)
〈
ψ↑,pdk′ ψ
↓,pd
−k′
〉
(45)
is obtained for the gap. The function εk is calculated as
εk =
∑
j
tij
(
P +
1
P
〈
S+i S
−
j + S
z
i S
z
j
〉)
e−ikRij (46)
−
∑
k′
1
2P
(Jk′−k +Gk′−k)
〈
ψpd,↓k′ ψ
↓,pd
k′
〉
.
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3.4.2 The gap equation
In this section we consider equation (45). With the help of the relation〈
α†k↑αk↑
〉
= Pf(Ek) (the number of quasiparticles) we are able to rewrite
this equation, utilizing Bogoliubov's quasiparticle operators in the following
form 〈
ψ↑,pdk′ ψ
↓,pd
−k′
〉
=
〈(
ukαk↑ − vkα†−k↓
)(
ukα−k↓ + vkα
†
k↑
)〉
= −vkukPf(Ek) + ukvkP (1− f(Ek))
= P
∆k
2Ek
tanh
(
β
Ek
2
)
.
The gap equation becomes
∆k =
1
2
∑
k′
(2Jk−k′ −Gk−k′) ∆k′
2Ek′
tanh
(
β
Ek′
2
)
. (47)
This equation can be solved selfconsistently by putting
Ek =
√
(εk − µ)2 +∆2k.
The character of the solution of equation (47) strongly depends on the de-
tails of the Fourier transformed interaction (2Jk−k′ −Gk−k′). The origin of
this interaction, which causes the pairing in cuprates is still under debate.
However, for all possible variants the temperature dependence can be ap-
proximated well by
∆(T ) =
∆0
2
tanh
(
α
√
Tc/T − 1
)
, (48)
with ∆0 and α as parameters. Figure 10 shows a typical temperature depen-
dence of the superconducting gap function.
Next we will discuss the possible gap symmetries of high-Tc superconductors.
A good review on this topic is found in [83]. Since the discovery of the cuprate
superconductors the pairing symmetry and mechanism was under discussion.
Recently, experimental evidence pointed toward an unconventional pairing
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Figure 10: Temperature dependence of the superconducting gap.
state. The electronically active elements in cuprates, the tetragonal CuO2
planes belong to the crystal point group C4ν . This indicates a fourfold axis
of symmetry and three mirror planes. The symmetries of this structure will
be reﬂected in the pair correlation function and the gap function. Possible
pairing symmetries according to group theory are
∆k = ∆0 (49)
∆k =
∆0
2
(cos kx + cos ky) (50)
∆k =
∆0
2
(cos kx − cos ky) (51)
∆k =
∆0
2
(sin kx sin ky) . (52)
The ﬁrst gap function is similar to the one in the original BCS theory. It
is constant on the whole Brillouin zone and is denoted as conventional s
wave gap. The second function is also constant under all possible symmetry
transformations of the Brillouin zone, it is usually referred to as extended s
wave. The last two functions exhibit unconventional symmetry, they change
sign under pi/2 rotations on the Brillouin zone. These are called dwave
functions, because they have the same symmetry as an atomic spherical
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Figure 11: Possible gap functions in cuprate superconductors on the Brillouin
zone at T = 0 K. The gap parameter is chosen to be ∆0 = 30 meV. The
conventional swave gap function (top left) is a constant, the extended swave
gap (top right) is constant under all symmetry operations and the dxywave
(lower left), dx2−y2wave gaps (lower right) change sign under 90◦rotation.
dx2−y2 /dxy wave. Figure 11 shows these four functions on the ﬁrst Brillouin
zone.
3.4.3 Chemical potential
If the lower Hubbard band is completely ﬁlled, the chemical potential can
be determined by the number of quasiparticles in the upper Hubbard band
(pdband). The following equation holds (using relations (27) on page 21)
1
2N
∑
i
(
ψpd,↑i ψ
↑,pd
i + ψ
pd,↓
i ψ
↓,pd
i
)
= δ. (53)
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Fourier transformation results in
1
2N
∑
k
(
ψpd,↑k ψ
↑,pd
k + ψ
pd,↓
k ψ
↓,pd
k
)
= δ. (54)
Bogoliubov's transformation ﬁnally gives us
P
N
∑
k
{(
u2k − v2k
)
f(Ek) + v
2
k
}
= δ. (55)
The chemical potential can be determined selfconsistently from this equa-
tion. In our calculations we will usually assume optimal doping, that is a
half ﬁlled pdband with δ ' 1/3.
3.4.4 Spin susceptibility
The susceptibility in the singletcorrelated band model can be calculated
from the expression
χ+− (q, ω) = −2pii 〈〈S+q ∣∣S−−q〉〉 ,
where S+q , S−−q are the spin density operators given by
S+q =
∑
k
ψ↑,pdk+qψ
pd,↓
k S
−
−q =
∑
k
ψ↓,pdk+qψ
pd,↑
k . (56)
The susceptibility is derived by the following procedure. First, we write
down a complete set of equations of motion using the composite copper
oxygen creation (annihilation) operators ψpd,σi
(
ψσ,pdi
)
of the copperoxygen
singlet states in the plane. Then, by means of a linear transformation we
rearrange these equations via Bogoliubov's quasiparticle operators into new
sets of equations, which ﬁnally will be solved. An expression for susceptibility
was previously derived [22] by utilizing the method of Heisenberg equation
of motion in a small magnetic ﬁeld. The advantage of the Green's function
method is that it allows to obtain a formula for the susceptibility which
contains both the itinerant (or quasi Fermiliquid) part and the local spin
ﬂuctuation part in one general expression. Details of this calculation are
presented in Appendix A. The expression for the susceptibility is given as
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χ(q, ω) =
χ0(q, ω)
1 + Jqχ0(q, ω) + Π(q, ω) + Z(q, ω)
, (57)
where the superexchange interaction between the copper spins is
Jq = J1 (cos qx + cos qy) .
The functions χ0(q, ω), Π(q, ω) and Z(q, ω) are given as follows
χ0(q, ω) =
P
N
∑
k
(xkxk+q + ykyk+q + 2zkzk+q)
fk+q − fk
ω + iΓ + Ek − Ek+q
+
P
N
∑
k
(xkyk+q − zkzk+q) 1− fk − fk+q
ω + iΓ + Ek + Ek+q
(58)
+
P
N
∑
k
(ykxk+q − zkzk+q) fk + fk+q − 1
ω + iΓ− Ek − Ek+q ,
Π(q, ω) =
P
N
∑
k
(xkxk+q + zkzk+q)
tkfk − tk+qfk+q
ω + iΓ + Ek − Ek+q
+
P
N
∑
k
(ykyk+q + zkzk+q)
tk (1− fk)− tk+q (1− fk+q)
ω + iΓ− Ek + Ek+q (59)
+
P
N
∑
k
(xkyk+q − zkzk+q) tkfk − tk+q (1− fk+q)
ω + iΓ + Ek + Ek+q
+
P
N
∑
k
(ykxk+q − zkzk+q) tk (1− fk)− tk+qfk+q
ω + iΓ− Ek − Ek+q ,
and
Z(q, ω) =
1
N
∑
k
(Pxkxk+q + (P − 1)zkzk+q) ω + iΓ
ω + iΓ + Ek − Ek+q
+
1
N
∑
k
(Pykyk+q + (P − 1)zkzk+q) ω + iΓ
ω + iΓ− Ek + Ek+q (60)
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+
1
N
∑
k
(Pxkyk+q − (P − 1)zkzk+q) ω + iΓ
ω + iΓ + Ek + Ek+q
+
1
N
∑
k
(Pykxk+q − (P − 1)zkzk+q) ω + iΓ
ω + iΓ− Ek − Ek+q .
Here we introduced
xk = u
2
k =
1
2
(
1 +
εk
Ek
)
yk = v
2
k =
1
2
(
1− εk
Ek
)
(61)
zk = ukvk =
∆k
2Ek
,
for the sake of shortness. The functions xk, yk and zk are the same coherence
factors as in the BCS theory. Furthermore Ek =
√
(εk − µ)2 −∆2k is the
energy of Bogoliubov's quasiparticles in the superconducting state.
The ﬁrst term in our formula χ0(q, ω) agrees with that previously obtained
in the BCS theory (equation (38)). However, as expected, diﬀerent correc-
tion functions Π(q, ω) and Z(q, ω) appear in our formula, which both have
a wavevector and frequency dependence. These functions do not arise in
the conventional Fermi liquid scenario. The function Π(q, ω) originates from
the new anticommutator rule (equation (28)), whereas the function Z(q, ω)
has its origin in the fast ﬂuctuations of the local spins. Also, it is important,
that every factor depends on the doping level δ. With the dynamical spin
susceptibility several experiments regarding highTc superconductors can be
modeled. In the next sections, we will discuss a number of diﬀerent experi-
mental techniques and their connection to the dynamical spin susceptibility
χ(q, ω).
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4 Experimental techniques for probing the spin
susceptibility
4.1 Inelastic neutron scattering
In this section we wish to discuss the inelastic neutron scattering experimen-
tal technique and its connection to the spin susceptibility. For more detailed
reviews on this topic see [31, 82] and the references therein.
Neutron scattering is a technique similar to Xray or electron scattering. The
elastic scattering produces neutron diﬀraction which reveals the structural
properties of the sample, whereas the inelastic collisions can be used to study
phonons or magnons in a crystalline material. Therefore, inelastic neutron
scattering is a valuable tool for investigating magnetic ﬂuctuations in high
temperature superconductors.
Figure 12: Illustration of neutron scattering in a solid.
Particles (neutrons) with wave vector ki are scattered of a sample and are
analyzed for momentum and energy both before and after scattering. This
way the socalled partial diﬀerential cross section
d2σ
dΩdEf
(62)
can be measured. Let Ei,ki (Ef ,kf ) be the energy and momentum of the
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incoming (outgoing) particle. Energy and momentum conservation yields
Ef + ωq = Ei (63)
kf + q = ki.
Thus the momentum q = ki − kf and energy ωq = Ei − Ef have been
transferred to the sample. The partial diﬀerential cross section can be derived
with the help of Fermi's golden rule:
d2σ
dΩdEf
=
kf
ki
∑
λi,λf
pλi |〈kf , λf |U|ki, λi〉|2 δ
(
Eλi − Eλf + ~ω
)
, (64)
where Eλ, |λ〉 are the eigenstates of the sample and pλ is the probability of
ﬁnding the system in the state |λ〉. U is the interaction operator between
sample and the neutrons. The cross section provides the probability that
a neutron with wave vector ki, after exchanging energy dEf with the sam-
ple has wave vector kf within a solid angle dΩ. Figure 12 illustrates this
scattering process.
Let us consider magnetic scattering. The magnetic interaction operator is
given by
U = µnB, (65)
where B represents the magnetic ﬁeld coming from the sample. Each un-
paired electron moving with velocity ve generates a ﬁeld
B = ∇×
(
µe ×R
R3
)
︸ ︷︷ ︸−
e
c
ve ×R
R3︸ ︷︷ ︸, (66)
Spin Orbital
where R is the position of the electron and µe represents its magnetic mo-
ment. Evaluation of the matrix element for the given interaction is covered
in [31]. For unpolarized neutrons the cross section becomes
d2σ
dΩdEf
=
kf
ki
(γr0F (q))
2
∑
α,β
(δαβ −QαQβ)Sαβ(q, ω), (67)
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where S(q, ω) is the magnetic scattering function, which corresponds to the
Fourier transform of the magnetic pair correlation function. It is given by
Sαβ(q, ω) =
∑
k,k′
eiq(Rk−Rk′ )
∑
λi,λf
pλi 〈λi |Sαk′ |λf 〉
〈
λf
∣∣∣Sβk ∣∣∣λi〉 δ (Eλi − Eλf + ~ω) .
(68)
Furthermore F (q) is a dimensionless magnetic form factor, deﬁned as the
Fourier transform of the normalised spin density of the electrons, Sαi (α =
x, y, z, Cartesian) is the spin operator of the i-th ion at site Ri.
As we can see, inelastic neutron scattering allows the direct measurement of
the magnetic scattering function S(q, ω). Most importantly, this function is
related to the spin susceptibility through the ﬂuctuationdissipation theorem
S(q, ω) ∝ (1− n(ω))Imχ(q, ω), (69)
where n(ω) is the Boltzmannfunction.
Therefore the measured susceptibility can be directly compared to our the-
oretical models. Magnetic inelastic neutron scattering experiments show a
sharp resonance in the magnetic excitation spectrum of the optimally doped
YBa2Cu3O7 in the superconducting state, at a frequency ω ' 41 meV, near
the antiferromagnetic wave vector Q [8, 58]. Consequently, there should be
a large peak in the imaginary part of the spin susceptibility χ (Q, ω) at the
same frequency.
4.2 Nuclear magnetic resonance
In this section we introduce the NMR measurement technique and its connec-
tion to the spin susceptibility. Reviews on the NMR experimental technique
and its applications on highTc superconductors can be found in [7, 9, 69, 74].
4.2.1 NMR background
The magnetic resonance measurement technique was ﬁrst applied in 1938 by
Rabi to determine the magnetic moments in an atomic beam. Resonance
experiments in solids were carried out by E. Zavoisky in 1944, with the help
of microwave absorption. The ﬁrst NMR experiments followed the year after
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in the USA, conducted by diﬀerent experimental groups. Today NMR is
applied in many areas of science, most importantly in solid state physics.
A resonance experiment is performed by inducing magnetic dipole transitions
between Zeeman energy levels. The sample is prepared in a large static mag-
netic ﬁeld H0. By applying a radiofrequency ﬁeld (RF), the magnetization
can be turned in any direction. For example if we switch on a RFﬁeld at the
time t = 0 and keep it applied for the duration t90◦ = pi/ωL, all spins will be
ﬂipped by 90◦, where they precess perpendicular to H0. Such kind of pulse is
referred to as a 90◦pulse. Similarly we can also apply a 180◦pulse, which
results in the maximal energy absorption of the system. If we now turn our
RFﬁeld oﬀ, the magnetization decays back in its equilibrium state, through
relaxation processes. The observation of this precession is mostly carried out
by means of a coil. The induced voltage can be recorded as a function of
time and will be Fouriertransformed. After the transformation we have our
frequency spectrum. With this method the whole frequency spectrum can
be mapped at once.
In a solid the nuclear spins are the subject of various couplings from their
environment. The Hamiltonian can be written, for a nuclear spin I in an
applied ﬁeld H0, as follows:
H = HZeeman +HQ +HHf , (70)
here HZeeman = −γn~H0I is the nuclearZeeman energy and HQ denotes the
coupling between the nuclear quadrupolemoment and the ﬁeld gradient.
Next we will consider in detail the hyperﬁne Hamiltonian HHf .
The Hamilton operator, which describes the coupling between the nuclear
and electron spins, is the MilaRice Hamilton operator [55]. This operator
describes a nuclear spin together with N electron spins coupled to it. The
electron spins Sk at site k interact via the constant Ak with the nuclear spin
I, according to
HHf =
N∑
k=1
AkISk. (71)
Let us consider now the spinHamiltonian for nuclei in hightemperature
superconductors. The nuclei in the CuO2plane are of particular interest.
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For 63Cu(2) in the CuO2plane the Hamilton operator can be expressed as
63H = 63I
[
AS0 +
4∑
k=1
BSk
]
. (72)
The summation with respect to k corresponds to the four nearest neighbour-
ing (NN) Cunuclei. A stands for the coupling to the onsite electron (dx2−y2
orbital). It is the sum of three parts: the dipolepart Adip, the spinorbit
part Aso and the isotropic nuclear polarisation Acp. Both Adip and Aso are
anisotropic and proportional to 〈1/r3〉. B is the isotropic coupling, which is
transferred by the Cu3dx2−y2O2pCu4s bands and has its origin in the four
NN.
Analogously, for 17O(2,3) in the CuO2plane we have
17H = 17I
2∑
k=1
CSk. (73)
Here we only have a single anisotropic coupling C to the NN's. The reason is
that the coupling to the next nearest neighbours (NNN) can be neglected for
La2CuO4 as well as for YBa2Cu3O7, see [54]. Furthermore, for 89Y between
two CuO2planes we can write
89H = 89I
8∑
k=1
DSk, (74)
where the summation runs over the nearest neighbours. This coupling can
be assumed isotropic. For the sake of completeness we also specify that for
63Cu(1) in the CuOchain we have
63H = 63I
2∑
k=1
A(1)Sk, (75)
where the k summation runs over the two Cu(2) nuclei in the neighbouring
planes.
In the forthcoming sections we will discuss how we can use NMR to study
and understand the behavior of the spin susceptibility χ(q, ω).
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4.2.2 Knight shift
W.D. Knight has found in 1949 that the resonance frequency ωm in metals
almost always exceeds ωD in diamagnetic materials, i.e.,
ωm = ωD +∆ω
holds. Furthermore, ∆ω/ωD is independent of the magnetic ﬁeld. In ordinary
metals it is almost independent of the temperature and it increases with
increasing nuclear charge. The origin of the Knight shift is the interaction
between the nuclei and the spin of the conduction electrons. selectrons have
a nonvanishing probability density within the nucleus and interact with the
nuclear moment. This interaction can be described by an isotropic Fermi
contactinteraction. The Hamiltonian is given as
HHf ∝
[
−3(Sr)(Ir)− (IS)r
2
r5
+ |ψ(0)|2 SI
]
. (76)
The ﬁrst term in this formula represents the dipoledipole interaction. In
a strong magnetic ﬁeld only the zcomponent Sz is nonvanishing. For the
mean interaction energy we get
E ∝ (−H0 + A 〈Sz〉) Iz. (77)
The ﬁrst term originates from the interaction with the ﬁeld H0. The second
term is the mean hyperﬁne interaction of the nucleus with the conduction
electrons. A denotes the hyperﬁne interaction constant which can be written
as
A ∝ |ψ(0)|2 . (78)
In this relation |ψ(0)|2 is the probability density of the electrons at the nu-
cleus. E can be expressed as
E ∝ −H0Iz
(
1− A 〈S
z〉
H0
)
. (79)
The Knight shift can be written as
K ∝ A 〈S
z〉
H0
=
∆H
H0
=
∆ω
ω
. (80)
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Using the spin susceptibility, we are now able to determine 〈Sz〉 as follows
〈Sz〉 = χ(q→ 0, ω = 0)H0. (81)
Consequently, the Knight shift can be expressed in terms of the hyperﬁne
coupling A and the spin susceptibility χ(q→ 0, ω = 0) as
K ∝ Aχ(q→ 0, ω = 0). (82)
Note that this actually refers to the spin contribution to the shift. In addition
there is an orbital (chemical) shift which, however, is independent of the
temperature.
Provided that we know the hyperﬁne coupling, the above relation implies that
the Knight shift can be taken as a direct measure for the spin susceptibility
χ(q → 0, ω = 0). For a speciﬁc Hamiltonian, as described in Section 4.2.1,
we obtain
63Kβ =
(Aβ + 4B)χ(q→ 0, ω = 0)
63γnγe~2
,
17Kβ =
2Cβχ(q→ 0, ω = 0)
17γnγe~2
, (83)
89K =
8Dχ(q→ 0, ω = 0)
89γnγe~2
.
Here γn denotes the gyromagnetic ratio of diﬀerent nuclei, γe stands for the
gyromagnetic ratio of the electron, and β is the ﬁeld direction.
4.2.3 Spinlattice relaxation rates
As we have seen in Section 4.2.2, χ(q → 0, ω = 0) can be determined by
measuring the Knight shift. The question arises how to determine the wave
vector dependence χ(q, ω = 0) of the spin susceptibility. A suitable way for
investigating this dependence is to measure the spinlattice relaxation. The
nuclear spinlattice relaxation time is the rate at which the magnetization
decays into its thermal equilibrium state in an external magnetic ﬁeld. This
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rate originates in the ﬂuctuations of the hyperﬁne ﬁeld at the nucleus. For
a detailed description see Section 4.2.1 on page 37. For the relation between
the NMR spinlattice relaxation T−11 and the imaginary part of the spin
susceptibility Imχ(q, ω) we have, according to Moriya [56]
αT−11β =
kBT
2µ2B~2ω
1
N
∑
q,β′
αFβ′(q)Imχ(q, ω → 0), (84)
where β denotes the ﬁeld direction, β′ are the directions orthogonal to the
ﬁeld, N is the normalisation and α is the actual nucleus. The Fourier
transform of the spin susceptibility χ(q, ω) gives us the response to an applied
ﬁeld of the form exp (i (qr− ωt)). αFβ′(q) is the Fourier transform of the
hyperﬁne ﬁeld.
4.2.4 Spinspin relaxation rates
The magnetisation perpendicular to the ﬁeld is the transversal magnetisation.
To this corresponds a relaxation, the transverse relaxation. In most solids this
relaxation rate is temperatureindependent due to its dipoledipole nature.
However, in highTc superconductors this relaxation process is dominated
by indirect relaxation due to the presence of the transferred hyperﬁne inter-
action. This relaxation process makes it possible to study the real part of the
spin susceptibility Reχ(q, ω = 0). (For comparison, for the spinlattice re-
laxation we had to deal with the imaginary part Imχ(q, ω = 0).) According
to [81], the transverse relaxation for 63Cu can be written as
[
1
T2G
]2
=
0.69
128~2µ4B
[
1
N
∑
q
F (q)2Reχ(q, ω = 0)2 (85)
−
(
1
N
∑
q
F (q)Reχ(q, ω = 0)
)2 .
Here Reχ(q, ω = 0)means the real part of the susceptibility, N is the normal-
isation and F (q) denotes the form factors. The factor 0.69 can be explained
by the natural abundance of copper isotopes. T2G is particularly important
in the study of the behavior of the susceptibility near the antiferromagnetic
wave vector Q.
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Figure 13: Form factors for diﬀerent nuclei in YBa2Cu3O7.
4.2.5 Form factors
The large deviation in the relaxation rates of diﬀerent nuclei can be explained
via the form factors αFβ. These are given as
63Fβ(q) = [Aβ + 2B (cos(qxa) + cos(qyb))]
2 ,
17Fβ(q) = 2
(
C2β1 cos
2(qxa/2) + C
2
β2
cos2(qyb/2)
)
, (86)
89Fβ(q) = [8Dβ cos(qxa/2) cos(qyb/2) cos(qzc/2)]
2 .
Here A, B, C, and D stand for the couplings as described in Section 4.2.1.
The meaning of this formula is that the diﬀerent nuclei see diﬀerent parts
of the qspace. For example, the Onucleus does not see the (pi/a, pi/a)
part of the space, whereas 63Fc has a peak exactly at that location. This
considerations serve for trying to explain the diﬀerences in the relaxation of
the Cu(2) and O(2,3) nuclei. Figure 13 shows the form factors, computed for
the case qx = qy. For the calculation we have utilised the hyperﬁne coupling
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constants of YBa2Cu3O7. These are believed to be A‖ ' −4B, A⊥ ' 0.75B,
C‖ ' 0.6B, C⊥ ' 0.32B and B ' 0.4 µeV. The discussed characteristics of
the hyperﬁne form factors are clearly recognisable in the ﬁgure.
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5 Results in the RPA approach
In the forthcoming sections we will analyze neutron scattering and NMR
experiments, performed in the superconducting state of cuprates, with the
help of the susceptibility in the RPA approximation form. In the normal
state the susceptibility is only weakly temperature dependent (Pauli spin
susceptibility), therefore we have restricted ourselves to the analysis of the
superconducting state T<Tc. We must keep in mind that strictly speaking
the RPA approximation is only valid for U  t (weak coupling limit). We
will see that in order to obtain agreement with experiments, a rather large
value U ≥ t is needed in contradiction with the assumption made before.
Thus using this model to describe highTc superconductors is questionable.
Previously this model was studied by diﬀerent authors [14, 50]. However, in
these works the parameters used to describe the band structure were intro-
duced from scratch. Recent highresolution angleresolved photoemission
experimental results gave us the idea to reexamine this RPA model, by
utilizing parameter values extracted from Fermi surface measurements.
The model for the susceptibility is given by the formula
χ (q, ω) =
χ0 (q, ω)
1− Ueχ0 (q, ω) ,
where χ0 (q, ω) is the susceptibility in the BCS theory according to equation
(38) and Ue is an eﬀective Coulomb interaction parameter (not to confuse
it for Hubbard U !). The evaluation of the spin susceptibility expression was
carried out numerically by a trapezoidal integration over the ﬁrst Brillouin
zone.
In our calculations we assume the Fermi surface as given from ﬁts to photo-
emission data. Based on this we analyze neutron scattering experiments to
determine the approximate values of the ﬁt parameters in the model. Exper-
imental data indicate a large peak in the imaginary part of the susceptibility
at ω ' 41 meV. The position of this peak is very sensitive to the parameter
values. We use this to our advantage and extract our parameters by position-
ing the peak along the ωaxis. Then we move to NMR experiments and try
to calculate the temperature dependences of Knight shift, spinlattice relax-
ation and spinspin relaxation rates, utilizing the parameter values obtained
before. Thus in our calculations we try to establish a connection between
the three diﬀerent experiments.
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Set 1 [60] Set 2 [60] Set 3 [28] Set 4 [29]
t1 [eV] 0.147 0.1387 0.1645 0.147
t2 [eV] −0.0365 −0.0332 −0.0177 −0.024
t3 [eV] −0.0024 −0.0033 0.0366 0.0326
t4 [eV] 0.0324 0.0462 0.0155 0.0126
t5 [eV] −0.0017 −0.0066 −0.0107 −0.0235
µ [eV] −0.1197 −0.0879 −0.1129 −0.0989
δ 0.39 0.42 0.41 0.42
Table 2: Tight binding parameters for YBa2Cu3O7 (sets 12) and for
Bi2Sr2CaCu2O8 (sets 34).
5.1 Parameters for the calculation
In this section we will discuss the parameters, which are needed to perform
our calculations. First we would like to consider the kinetic hopping terms.
These parameters we will adopt from photoemission experiments [28, 29,
60]. They are summarized in Table 2. Note that the parameter sets 12
are ﬁtted to the Fermi surface of YBa2Cu3O7, whereas sets 34 to that of
Bi2Sr2CaCu2O8.
The band structure for a two dimensional quadratic lattice and ﬁve hopping
terms t1...t5 is determined by equation (5)
εk = −2t1 (cos kx + cos ky)
− 4t2 (cos kx cos ky)
− 2t3 (cos 2kx + cos 2ky)
− 2t4 (cos 2kx cos ky + cos 2ky cos kx)
− 4t5 (cos 2kx cos 2ky)− µ.
Here we introduced the chemical potential µ to ﬁx the particle number. The
band structure corresponding to parameter set 1 for YBa2Cu3O7 is shown in
Figure 14.
The corresponding Fermi functions in the normal and superconducting states
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Figure 14: Tight binding band structure of YBa2Cu3O7 according to pho-
toemission experiments.
are given by
f (εk) =
1
exp (εk/kBT ) + 1
f (Ek) =
1
exp (Ek/kBT ) + 1
,
where Ek =
√
(εk)
2 + |∆k|2 is the energy of the quasiparticles with a wave
vector dependent gap function ∆k. Figure 15 shows the calculated two di-
mensional Fermi surfaces in the normal state (T= 90 K) for parameter sets
14. In Appendix B the behavior of the Fermi surfaces in the superconduct-
ing state is shown for diﬀerent gap symmetries. The corresponding parameter
to consider is the gap parameter ∆0 from equation (48) on page 28. Esti-
mates of this parameter indicate a value of ∆0 ' 20 − 50 meV. Next we
consider the parameter Γ, which characterizes the lifetime of the quasipar-
ticles. Bulut and Scalapino [14] found in their calculations that, in order
to suppress the HebelSlichter peak in spinlattice relaxation rates for the
conventional swave, one needs to assume a large scattering rate Γ. In par-
ticular, they adopted a temperature dependent quasiparticle scattering rate
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Figure 15: Fermi surfaces for YBa2Cu3O7 (top) and Bi2Sr2CaCu2O8 (bot-
tom) in the normal state, corresponding to parameter sets 14.
Γ ' kBTc (T/Tc)3 [20, 66]. Later Thelen and Pines [81] discovered that such
large values may not be compatible with spinspin relaxation calculations.
We will address this problem later in Section 5.3.2. For neutron scattering in
the superconducting state, the quasiparticle scattering rate can be taken as
constant. We will assume Γ = 3 meV in our calculations concerning neutron
scattering. The last parameter to assess here is the renormalized Coulomb
interaction Ue. This parameter will be considered as free, since it cannot be
directly extracted from experiments. We summarize our parameter selection:
• The hopping terms t1...t5 are taken from photoemission experiments.
• The gap parameter ∆0 we allow to vary, but only within the values
suggested by experiments, ∆0 ' 20− 50 meV.
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Figure 16: Imaginary part of the BCS susceptibility Imχ0 (Q, ω) for diﬀerent
gap symmetries. The hopping parameters are taken from set 1, the gap
parameter is chosen to be ∆0 = 22 meV.
• The quasiparticle scattering rate Γ will be taken as constant for the
analysis of neutron scattering and temperature dependent for that of
NMR calculations.
• The eﬀective Coulomb interaction Ue is assumed as a free parameter.
5.2 Neutron scattering in YBa2Cu3O7
5.2.1 General considerations
Magnetic inelastic neutron scattering experiments indicate a sharp resonance
in the magnetic excitation spectrum of the optimally doped YBa2Cu3O7 in
the superconducting state, at a frequency ω ' 41 meV, near the antifer-
romagnetic wave vector Q [8, 58]. Consequently, there should be a large
peak in the imaginary part of the spin susceptibility χ (Q, ω) at the same
frequency. To understand how such a phenomenon can occur, we must study
the behavior of the BCS susceptibility χ0 (Q, ω).
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Figure 17: Imaginary part of the BCS susceptibility Imχ0 (Q, ω) for the
conventional swave gap. The hopping parameters are taken from set 1, the
chosen values of the gap parameter are shown.
Figure 16 shows the BCS susceptibility for an average gap parameter value
∆0 = 22 meV, with hopping parameters taken from set 1 in Table 2. We no-
tice that the frequency dependence of the BCS susceptibility is quite diﬀerent
for the various gap symmetries. The susceptibility with extended swave or
dxywave gap symmetry is increasing instantly at ω = 0 and stays nearly
constant at higher frequencies.
Contrary to this, the susceptibilities with conventional swave and dx2−y2
wave gaps act quite diﬀerently. They exhibit a behavior which is a window
of transparency: the imaginary part of χ0 (Q, ω) vanishes at low frequencies
ω < 41 meV. The ωvalue, above which they increase, is determined by the
magnitude of the gap parameter ∆0. This feature is demonstrated in Figure
17, for the conventional swave gap.
In the region where the imaginary part of χ0 (Q, ω) is small, the Stoner
factor (1− Ueχ0 (Q, ω)) can enhance the RPA susceptibility and creates a
large peak as observed by neutron scattering experiments. By comparing
the swave and dx2−y2wave cases we conclude that the transparency win-
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dow has the same magnitude for a given value of the gap parameter ∆0 (see
Figure 16). More speciﬁcally, the transparency window is ω ' 2∆0. Conse-
quently, for both the conventional swave and dx2−y2wave gap symmetries
it is possible to obtain a peak in the imaginary part of the susceptibility at
ω = 41 meV. Considering the extended swave or dxywave gap symmetries
we conclude that it is impossible to produce any peak near the given fre-
quency. The only region where the susceptibility can be enhanced is near
ω = 0, where χ0 (Q, ω) is small. This behavior was never observed in ex-
periments, consequently these gap symmetries can be excluded from further
analysis of neutron scattering measurements. Keeping in mind that our goal
is to describe neutron scattering and NMR experiments simultaneously, we
can also drop these gap symmetries for our NMR analysis.
5.2.2 Analysis of neutron scattering data
To analyze neutron scattering in YBa2Cu3O7, we use the Fermi surfaces
described by parameter sets 1 and 2. These sets yield very similar Fermi
surfaces as it can be seen in Figure 15. In both cases almost identical neutron
scattering peaks can be obtained, by variation of the ﬁt parameters. This is
demonstrated in Figure 18 for the dwave symmetry. Thus in our analysis
we will restrict ourselves to set 1.
Let us consider now how the position of the peak reacts to the change of
parameters. As already described in Section 5.2.1, changing the gap param-
eter ∆0 will result in reduction or increase of the transparency window. The
other variable to consider is the eﬀective Coulomb interaction Ue. Figure 19
shows the imaginary part of the BCS susceptibility χ0 (Q, ω) as well as the
enhanced RPA susceptibility χ (Q, ω), for diﬀerent values of Ue. By analysing
the ﬁgure we observe that, upon rising the value of Ue, the peak shifts to
lower frequencies and it increases due to the increasingly smaller values of
χ0 (Q, ω).
Now let us consider the two remaining gap candidates, the conventional s
wave and the dx2−y2wave gap symmetries. Upon reexamination of Fig-
ure 16 and Figure 17 it is evident, that the minimum value of ∆0 must be
around 20 meV for both symmetries. Otherwise there would be no trans-
parency window near ω = 41 meV, thus no peak would appear there. Previ-
ous Knight shift calculations [13, 14, 16, 17] show us that, in order to obtain
agreement with NMR experiments, the values of ∆0 and Ue must be taken
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Figure 18: Imaginary part of the RPA susceptibility Imχ (Q, ω) for parame-
ter sets 1 and 2. The gap parameter is ∆0 = 40 meV, the eﬀective Coulomb
interaction is Ue = 0.265 eV for set 1 and Ue = 0.172 eV for set 2.
as small as possible. We will see that in the case of dwave symmetry much
smaller values of the interaction parameter will be needed (Ue = 0.12 eV).
This will be crucial in the simultaneous explanation of neutron scattering
and NMR experiments.
In Figure 20 we display our ﬁnal results for the conventional swave and
the dx2−y2wave symmetry, calculated in the framework of the RPA suscep-
tibility. These results were determined with keeping in mind that the gap
parameter ∆0 should be the smallest possible. By examination of the ﬁgure
we conclude that, both in the case of a conventional swave and a dx2−y2
wave gap symmetry, it is possible to attain a clear peak in the imaginary
part of the RPA spin susceptibility near the antiferromagnetic wave vector
Q, at the frequency ω ' 41 meV.
Calculations show that for obtaining a peak in the dwave case, the value
of the interaction parameter Ue should exceed 0.1 eV. Contrary to this, for
getting a peak in the swave case, the minimum value of Ue should be around
0.4 eV. Thus, the magnitude of the eﬀective Coulomb interaction Ue must be
rather large in order to obtain agreement with neutron scattering measure-
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Figure 19: Imaginary part of the BCS Imχ0 (Q, ω) (blue) and RPA
Imχ (Q, ω) (red) susceptibility for dwave symmetry. The gap parameter
is ∆0 = 40 meV, Ue values are shown.
ments. We will see in the forthcoming sections that such a large value of this
parameter is incompatible with NMR experiments.
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Figure 20: Imaginary part of the BCS Imχ0 (Q, ω) (blue) and RPA
Imχ (Q, ω) (red) spin susceptibility for swave (top) and dwave (bottom)
gap symmetries. The parameters for the swave symmetry are ∆0 = 22 meV,
Ue = 0.4 eV while in the dwave case they are∆0 = 24meV and Ue = 0.12 eV.
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5.3 NMR in YBa2Cu3O7
5.3.1 Knight shift
In order to calculate the temperature dependence of the Knight shift we will
utilize the Yosida function [85]. The real part of the susceptibility can be
approximated in the limit q→ 0, ω = 0 by
χ0 (q→ 0, ω = 0) ' β
N
∑
k
∂f (Ek)
∂Ek
.
Then the RPA susceptibility takes the form
χ (q→ 0, ω = 0) = χ0 (q→ 0, ω = 0)
1− Ueχ0 (q→ 0, ω = 0) .
With the help of this relation, the Knight shift can be calculated from equa-
tion (83) on page 41. We will calculate the temperature dependence of the
normalized valueKs(T )/Ks(Tc), where the index s indicates spin shifts, with-
out orbital contribution. This way the hyperﬁne constants in equation (83)
cancel, simplifying our calculations.
As a ﬁrst step we consider the case of no interaction Ue = 0 eV. Figure 21 dis-
plays the calculated Knight shifts for the various gap symmetries. Since the
extended swave and dxywave gap symmetries could already be excluded by
the analysis of neutron scattering experiments, the remaining pairing sym-
metries to consider are the conventional swave and the dx2−y2wave symme-
tries. By examination of the ﬁgure, we conclude that for the swave symme-
try the magnitude of the gap parameter must be between ∆0 = 15−20 meV,
whereas for dwave symmetry it should be between ∆0 = 20− 30 meV. This
is in accordance with values obtained before for neutron scattering in Section
5.2.2, for both symmetries. However, we must keep in mind that we have
set the interaction parameter Ue = 0 eV. Next we investigate the role of this
parameter in our calculations.
In Figure 22 we show calculated Knight shifts for swave and dwave gap
symmetries for various values of Ue. By analyzing the ﬁgure we see that
for swave pairing the corresponding values of Ue are much lower then those
determined by the analysis of neutron scattering experiments (cf. Figure 20).
55
For the dwave symmetry the magnitude of the ﬁtting parameter Ue is about
the same as for neutron scattering. Generally we can say that the temper-
ature dependence of the Knight shifts in the superconducting state is most
sensitive to variation of the gap parameter ∆0. By adjusting the eﬀective
interaction Ue we can tune the progression of the Knight shift only slightly.
In Figure 23 we display our ﬁnal result for the Knight shifts, calculated with
the RPA susceptibility. These curves are adjusted to the experiments by
the variation of both the gap parameter ∆0 and Ue. We conclude that it is
possible to get reasonable agreement with experiments both for swave and
dwave gap symmetries.
However, two points must be stressed here. First, at low temperatures only
the dwave gap symmetry gives satisfactory agreement to the data, because
in the swave case the calculated Knight shift vanishes for temperatures
T  Tc. Secondly, the values of the ﬁtting parameters match those obtained
for neutron scattering (cf. Figure 20) only for dwave symmetry.
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Figure 21: Spin shifts in the superconducting state of YBa2Cu3O7 for no
interaction Ue = 0 eV. Results for swave (top) and dwave (bottom) sym-
metries are shown. The experimental points are taken from [3].
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Figure 22: Spin shifts in the superconducting state of YBa2Cu3O7 for various
interaction parameters Ue. Results for swave (top) and dwave (bottom)
symmetries are shown. The gap parameter for the swave symmetry is taken
as ∆0 = 15 meV, while in the dwave case ∆0 = 20 meV. The experimental
points are taken from [3].
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Figure 23: Spin shifts in the superconducting state of YBa2Cu3O7 for s
wave (top) and dwave (bottom) gap symmetries. The parameters for the
swave symmetry are ∆0 = 13 meV, Ue = 0.13 eV while in the dwave case
∆0 = 20 meV and Ue = 0.1 eV. The experimental points are taken from [3].
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5.3.2 Spinspin relaxation
The NMR spinspin relaxation is calculated according to equation (85) on
page 42. We will calculate the temperature dependence of the normalized
spinspin relaxation rate T−12G (T )/T−12G (Tc) in the same way as we analyzed the
Knight shifts. Thus the constants in equation (85) cancel, but the essential
physics is preserved. The spinspin relaxation time allows us to study the
behavior of the real part of the spin susceptibility, near the antiferromagnetic
wave vector Q. In their phenomenological approach Zha, Barzykin and Pines
[87] predicted that the spinspin relaxation T−12G can be approximated by
taking the limit q = Q in the susceptibility. We found that in microscopical
models this is generally not true. However, the diﬀerence between performing
the whole integration according to equation (85) and taking the limit q = Q
in the susceptibility is small (compare the dashed lines in Figure 24 with
those in Figure 26). Thus in order to understand the behavior of the spin
spin relaxation in the superconducting state, we must ﬁrst study the behavior
of the real part of the susceptibility near the antiferromagnetic wave vector
Q.
In Figure 24 we display Reχ0 (Q, ω = 0) for swave and dx2−y2wave sym-
metries and for diﬀerent values of the quasiparticle scattering rate Γ. We
notice that the behavior of the BCS spin susceptibility Reχ0 (Q, ω = 0) dif-
fers substantially for swave and dwave gap symmetries. For large values of
Γ the susceptibility with dwave gap symmetry increases upon entering the
superconducting state near Tc. Subsequently at lower temperatures it de-
creases slightly. Contrary to this, the susceptibility with swave gap symme-
try decreases immediately at Tc. We associate this diﬀerence to the diﬀerent
behavior of the coherence factors for the two symmetries.
Let us now consider how this eﬀect depends on the wavevector q for the d
wave gap. Figure 25 shows the temperature dependence of the susceptibility
for diﬀerent wave vectors. We see that the increase in the susceptibility
is strongly related to the antiferromagnetic wave vector Q. For small wave
vectors the eﬀect vanishes completely. If we switch on the eﬀective interaction
Ue, it enhances the susceptibility even more. This enhancement is also shown
in Figure 25.
Now let us turn to the examination of the spinspin relaxation time T−12G .
First we wish to consider the case of no interaction Ue = 0 eV. Figure 26
shows the calculated spinspin relaxation rates for swave and dwave gap
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symmetries. We notice that for the hypothetical case of no interaction, both
the swave and dwave gap symmetry can account for the observed tem-
perature dependence of the spinspin relaxation rate T−12G with appropriately
chosen ∆0. Note that the swave is in favour of a large scattering rate Γ,
since it slows the rapid decrease of T−12G (see dotted line in Figure 26). For
the dwave symmetry the large scattering rate results in an increase of T−12G
near Tc upon entering the superconducting state, which was never2 observed
in experiments.
Now we switch on the eﬀective Coulomb interaction Ue. In Figure 27 we
display the calculated spinspin relaxation times for various values of the
interaction parameter Ue. We observe that the results are not strikingly
diﬀerent from the noninteracting case. For large values of Ue the spin
spin relaxation times with an swave gap symmetry decrease rapidly upon
entering the superconducting state and give no satisfactory agreement to the
experiment. For the dwave gap symmetry the anomalous behavior near Tc
is still present if we assume a large quasiparticle scattering rate Γ.
Our ﬁnal results are displayed in Figure 28. In order to ﬁt the experiment
with an swave gap, we must assume that the eﬀective Coulomb interaction
is Ue = 0 eV. This is in accordance with Knight shift calculations, but con-
tradicts the values for the analysis of neutron scattering experiments. The
quasiparticle scattering rate Γ is assumed large for the swave symmetry,
since it helps to slow the rapid decrease of the spinspin relaxation times.
The relaxation rates calculated with a dwave gap symmetry behave quite
diﬀerently. They ﬁt the experimental data for the same set of parameters as
neutron scattering and Knight shift. However, the quasiparticle scattering
rate must be taken as negligible. For a large scattering rate, the results do
not agree with experiments (see dotted line in Figure 28). This contradicts
previous quasiparticle scattering rate estimates and calculations [20, 66].
2The only experiment to date, which indicate such behavior was preformed in the com-
pound HgBa2CuO4+δ [45], but was never conﬁrmed in any other highTc superconductor.
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Figure 24: Real part of the BCS spin susceptibility Reχ0 (Q, ω = 0) for dif-
ferent quasiparticle scattering rates Γ. Results for swave (top) and dwave
(bottom) symmetries are shown. The superconducting gap parameter is cho-
sen to be ∆0 = 15 meV for the swave and ∆0 = 30 meV for the dwave
symmetry.
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Figure 25: Real part of the spin susceptibility for dwave gap symmetry. The
wavevector dependence of the BCS susceptibility Reχ0 (q, ω = 0) (top) and
the RPA susceptibility Reχ (Q, ω = 0) with eﬀective interaction Ue (bottom)
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and the gap parameter is taken as ∆0 = 30 meV.
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Figure 26: Spinspin relaxation rates in the superconducting state of
YBa2Cu3O7 for no interaction Ue = 0 eV. Results for swave (top) and d
wave (bottom) gap symmetries are shown. The quasiparticle scattering rate
is taken as negligible, except for the dotted lines which correspond to large
quasiparticle scattering rates Γ = kBTc (T/Tc)3. The experimental points are
taken from [75].
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Figure 27: Spinspin relaxation rates in the superconducting state of
YBa2Cu3O7 for various values of Ue. Results for swave (top) and dwave
(bottom) symmetries are shown. The gap parameter is ∆0 = 10 meV for the
swave symmetry and ∆0 = 30 meV for the dwave case. The quasiparti-
cle scattering rate is taken as negligible, except for the dotted lines which
correspond to a large quasiparticle scattering rates Γ = kBTc (T/Tc)3. The
experimental points are taken from [75].
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Figure 28: Spinspin relaxation rates in the superconducting state of
YBa2Cu3O7 calculated for swave (top) and dwave (bottom) symmetries.
The parameters for the swave symmetry are ∆0 = 15 meV and Ue = 0 eV
whereas for the dwave case they are ∆0 = 24 meV and Ue = 0.12 eV. The
quasiparticle scattering rate is taken as negligible except for the dotted lines
which correspond to a large quasiparticle scattering rates Γ = 2kBTc (T/Tc)3.
The experimental points are taken from [75].
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5.3.3 Spinlattice relaxation
The nuclear spinlattice relaxation is calculated according to equation (84)
on page 42. As in the previous sections, we will calculate the temperature
dependence of the normalized relaxation rates T−11 (T )/T−11 (Tc). Similarly to
the spinspin relaxation rates, it is of interest to study the behavior of the
susceptibility near the antiferromagnetic wave vector Q, for diﬀerent quasi-
particle scattering rates Γ. The temperature dependence of the imaginary
part of the susceptibility Imχ(Q, ω) will ultimately be reﬂected in the be-
havior of the spinlattice relaxation time 63T−11c,ab(T ).
In Figure 29 we display the temperature dependence of Imχ(Q, ω) for swave
and dwave gap symmetries. By examination of the ﬁgure we see that the
imaginary part of the susceptibility near the antiferromagnetic wave vector
Q behaves quite diﬀerently for swave and dwave gap symmetries. For
small quasiparticle scattering rates the susceptibility with swave symmetry
shows a HebelSlichter like behavior: its value is increased upon entering
the superconducting state near Tc. Contrary to this, the susceptibility with
dwave gap symmetry shows no such peak for small scattering rate Γ. In the
case of large scattering rate the situation is reversed. The HebelSlichter peak
for swave gap symmetry is destroyed, while for dwave symmetry a clear
peak appears. In highTc superconductors a HebelSlichter peak was never
observed in NMR experiments. Thus we conclude that the imaginary part of
the spin susceptibility and therefore the spinlattice relaxation 63T−11c,ab(T ) is
in favor of a large quasiparticle scattering rate for conventional swave gap
symmetry, while for dwave symmetry the scattering rate must be rather
small.
Let us now turn to the direct examination of spinlattice relaxation rates.
According to Moriya [56] the nuclear spinlattice relaxation is calculated by
taking the limit ω → 0 in equation (84). For the BCS susceptibility however,
one arrives at
lim
ω→0
Imχ0(q, ω)
ω
→∞.
This problem can be addressed phenomenologically. One possibility is to
interpret the limit ω → 0 as ω → Γ. This way the quantity Imχ0(q, ω)/ω is
no longer inﬁnite and the essential physics (the temperature dependence of
Imχ0(q, ω)) is preserved.
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In our calculations we proceed as before and ﬁrst try to calculate the temper-
ature dependence of the spinlattice relaxation times in the noninteracting
case Ue = 0 eV. We assume large quasiparticle scattering rates for the swave
gap and small scattering rates for the dwave symmetry.
Figure 30 shows the calculated spinlattice relaxation rates. We see, that
it is possible to account for the observed temperature dependence with a
noninteracting susceptibility in both cases by choosing appropriate values
for ∆0. In general, the calculated spinlattice relaxation rate with dwave
gap symmetry ﬁts the experimental data better, than the swave.
Let us now discuss how the spinlattice relaxation rates depend on the in-
teraction parameter Ue. In Figure 31 we display the calculated spinlattice
relaxation rates. We notice that the interaction parameter Ue has less inﬂu-
ence on the temperature dependence of the spinlattice relaxation rates, than
the gap parameter ∆0. With the variation of Ue we can tune the temperature
dependence of the spinlattice relaxation rates only slightly.
In Figure 32 we depict our ﬁnal result for the spinlattice relaxation rate
63T−11c (T ). We see that it is possible to describe the experimental results
with both swave gap and dwave gap symmetries. However there are sig-
niﬁcant diﬀerences in the choices of parameters in both cases. The calcu-
lated spinlattice relaxation rates with swave gap symmetry favour very
large quasiparticle scattering rates. This behavior we already observed by
the calculation of the spinspin relaxation times (see Figure 28 on page 66).
Furthermore, the interaction parameter Ue plays no signiﬁcant role for the
swave, it can be set to zero in agreement with Knight shift and spinspin
relaxation calculations. Contrary to this, the calculated spinlattice relax-
ation rates with dwave symmetry behave diﬀerently. They favour smaller
quasiparticle scattering rates and the interaction parameter is Ue = 0.12 eV,
in agreement with previous calculations.
Next we would like to calculate the spinlattice relaxation rates for other
nuclei and other ﬁeld directions. In particular, we are interested in the
anisotropy ratios 63T−11ab/63T−11c and 63T−11c /17T−11c . Experimental evidence [2,
51, 78] points toward a ﬁeld dependence of these quantities. In particular,
large anisotropies were reported in weak external ﬁelds. We would like to see
if our calculations can account for the observed temperature dependence of
these anisotropies.
In Figure 33 we display the calculated anisotropy ratios 63T−11ab/63T−11c for s
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wave and dwave gap symmetries. We observe that the calculated anisotropy
ratio with a dwave symmetry match the experimental observation qualita-
tively. For the swave gap symmetry no agreement could be found with the
experiments.
The anisotropy ratio between the relaxation rates of the copper and oxygen
nuclei is shown in Figure 34. It is evident from the ﬁgure that it is not possible
to explain the temperature dependence of the anisotropy ratio 63T−11c /17T−11c
within the framework of this model. The calculated anisotropy ratios disagree
with weak ﬁeld experiments for both symmetries.
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Figure 29: Temperature dependence of the imaginary part of the RPA sus-
ceptibility Imχ(Q, ω) for swave (top) and dwave (bottom) gap symmetries.
The parameters are∆0 = 30meV, Ue = 0.1 eV and ω = 1meV. The solid lines
correspond to small quasiparticle scattering rates Γ = 0.1kBTc(T/Tc)3, for
the dotted lines the quasiparticle scattering rate is large Γ = 2kBTc(T/Tc)3.
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Figure 30: Spinlattice relaxation rate in the superconducting state of
YBa2Cu3O7 for no interaction Ue = 0 eV. Results for swave (top) and
dwave (bottom) gap symmetries are shown. The quasiparticle scattering
rate is large for the swave gap and small in the dwave gap case. The
experimental points are taken from [79].
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Figure 31: Spinlattice relaxation rate in the superconducting state of
YBa2Cu3O7 for various values of Ue. Results for swave (top) and dwave
(bottom) gap symmetries are shown. The gap parameter is ∆0 = 20 meV for
the swave and ∆0 = 24 meV for the dwave symmetry. The quasiparticle
scattering rate is large for the swave gap and small in the dwave gap case.
The experimental points are taken from [79].
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Figure 32: Spinlattice relaxation rate in the superconducting state of
YBa2Cu3O7 for swave (top) and dwave (bottom) gap symmetries. The
parameters are ∆0 = 20 meV, Ue = 0 eV for the swave and ∆0 = 24 meV,
Ue = 0.12 eV for the dwave case. Furthermore the solid lines correspond to
small scattering rates Γ ' 0.4kBTc (T/Tc)3, whereas the dotted lines to large
values Γ ' 2.5kBTc (T/Tc)3. The experimental points are taken from [79].
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Figure 33: Temperature dependence of the anisotropy ratio 63T−11ab/63T−11c for
swave (top) and dwave (bottom) gap symmetries. The experimental points
are taken from [78] for YBa2Cu3O7 (squares) and [2] for YBa2Cu4O8 (circles).
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Figure 34: Temperature dependence of the anisotropy ratio 63T−11c /17T−11c in
YBa2Cu3O7 for swave (top) and dwave (bottom) gap symmetries. The
experimental points are taken from [51].
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5.4 Summary of results for the RPA approximation
In Figures 35 and 36 we summarize our results for the RPA susceptibility
with swave and dwave gap symmetries.
First we would like to consider the conventional swave gap symmetry. By
examination of Figure 35 we observe that it is possible to account for most of
the experimental results with an swave gap symmetry. However, there are
many problems and inconsistencies which must be addressed. First of all, to
account for the neutron scattering experiments, a large eﬀective interaction
Ue ' 0.4 eV must be assumed. This is in contrast with NMR results, which
seems to suggest a near zero eﬀective interaction Ue. The second problem
lies in the choice of the quasiparticle scattering rate Γ. To account for the
observed experimental results one must assume a very large value for the
quasiparticle scattering rate. Such large values are inconsistent both with
experiments and with theoretical estimates of this quantity [20, 66]. For
small values of the scattering rate, a HebelSlichter peak in the spinlattice
relaxation rate appears and the spinspin relaxation rate decreases rapidly
upon entering the superconducting state. Such behavior is in contradiction
with experimental results. Furthermore we found it impossible to account
for both the observed ﬁeld direction 63T−11ab/63T−11c and nuclei anisotropies
63T−11c /
17T−11c , utilizing the conventional swave gap symmetry.
Let us now turn to the examination of the results, obtained with a dwave gap
symmetry (Figure 36). We conclude that it is possible to account for all of the
observed experimental phenomena, save the large anisotropy 63T−11c /17T−11c .
Contrary to the swave gap case, we could ﬁt all the experiments with one
set of parameters. These are∆0 = 22meV (±10%) and Ue = 0.11 eV (±10%).
For this optimal set of parameters, both neutron scattering and NMR experi-
ments can be explained simultaneously. However, the quasiparticle scattering
rate must be assumed as rather small. We would like to point out that such
small values of the scattering rate also contradict previous estimates of this
parameter [20, 66]. In these works an estimated value of Γ = kBTc(T/Tc)3
was found. In our calculation we determined that Γ should be approximately
a magnitude smaller to account for the experiments. Unfortunately, direct
measurement of the scattering rate is not possible, therefore we simply cannot
know the real value of this quantity.
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Figure 35: Summary of results, RPA susceptibility with a conventional s
wave gap symmetry. The experiments could not be ﬁtted with the same set
of parameters, therefore for each experiment the best ﬁt result is shown. The
dotted lines correspond to large quasiparticle scattering rates.
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Figure 36: Summary of results, RPA susceptibility with dwave gap symme-
try. The common parameters are ∆0 = 22 meV (±10%) and Ue = 0.11 eV
(±10%). The dotted lines correspond to large quasiparticle scattering rates.
78
6 Results for the singletband model
In the forthcoming sections we will analyze neutron scattering and NMR
experiments with the help of the susceptibility determined in the singlet
correlated band model. The expression for the susceptibility is given as
χ(q, ω) =
χ0(q, ω)
1 + Jqχ0(q, ω) + Π(q, ω) + Z(q, ω)
,
where χ0 (q, ω) is the susceptibility in the BCS theory according to equation
(38), Π(q, ω) and Z(q, ω) are functions which correspond to strong correla-
tion eﬀects. Furthermore, the superexchange interaction of the copper spins
is given by Jq = J1 (cos qx + cos qy). The evaluation of the spin susceptibility
expression was carried out numerically by a trapezoidal integration over the
ﬁrst Brillouin zone.
In our analysis we will proceed similarly as for the RPA susceptibility. We
assume the Fermi surface as given from ﬁts to photoemission data. Then
as before, we analyze neutron scattering experiments in order to determine
the approximate values of the ﬁt parameters in the model. Finally, we move
to NMR experiments and try to calculate the temperature dependence of
Knight shift, spinlattice relaxation and spinspin relaxation rates. Gen-
erally, we expect our results to be similar to those obtained before in the
RPA approximation. In particular, the new expression for the susceptibility
closely resembles the formula in the randomphase approximation scheme.
The numerator contains the BCS susceptibility and the denominator is an
enhancement term. The role of the factor Ueχ0(q, ω) in the RPA expression
is taken over by (Jqχ0(q, ω) + Π(q, ω) + Z(q, ω)), where the eﬀective inter-
action parameter Ue is replaced by the superexchange interaction Jq. Our
analysis of the RPA susceptibility showed that in order to describe neutron
scattering and NMR simultaneously, a dx2−y2wave gap symmetry must be
assumed. Consequently, we will consider only the dx2−y2wave gap symme-
try in our following calculations, since all the other possible gap symmetries
could already be excluded by the analysis of the RPA susceptibility.
6.1 Parameters for the calculation
In this section we reconsider the parameters, which are needed to perform our
calculations. First we would like to discuss the parameters which determine
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Set 1 [60] Set 2 [60] Set 3 [28] Set 4 [29]
t1 [eV] 0.21 0.1981 0.235 0.211
t2 [eV] −0.0522 −0.0473 −0.0252 −0.0343
t3 [eV] -0.0034 −0.0047 0.0523 0.0466
t4 [eV] 0.0463 0.066 0.0221 0.0181
t5 [eV] -0.0025 −0.0094 −0.0153 −0.0335
µ [eV] 0.1197 0.0879 0.1129 0.0989
δ 0.42 0.4 0.41 0.4
Table 3: Tight binding parameters for the singletband model.
the band structure. Similarly to the RPA susceptibility before, our tight
binding band structure is given as
εk = P2t1 (cos kx + cos ky)
+ P4t2 (cos kx cos ky)
+ P2t3 (cos 2kx + cos 2ky)
+ P2t4 (cos 2kx cos ky + cos 2ky cos kx)
+ P4t5 (cos 2kx cos 2ky)− µ,
where in comparison to the RPA theory a new doping dependent factor
P = (1+ δ)/2 appears. Furthermore, since we are in the hole representation
the sign of the kinetic energy is changed (see Section 3.1.3). The parame-
ters t1...t5 are taken from photoemission experiments [28, 29, 60]. They are
summarized in Table 3. By comparison with the parameters given before in
Table 2 on page 46 we see that the absolute values of the hopping terms are
slightly changed, due to the factor P . These parameters still describe the
same Fermi surface topology as before, however now for the holes, instead of
the electrons. The corresponding band structures are given in Figure 37.
Next we would like to comment on the gap parameter ∆0. The value of
this parameter is not aﬀected by the change of the band structure, thus
we take ∆0 ' 20 − 50 meV. The renormalized Coulomb interaction pa-
rameter Ue from the RPA approximation is not present in the singletband
model. Instead, we have the superexchange interaction of the copper spins
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Figure 37: Band structures of YBa2Cu3O7 (set 1, blue) and Bi2Sr2CaCu2O8
(set 4, red) according to photoemission experiments.
Jq = J1 (cos qx + cos qy), where J1 ' 0 − 400 meV. Previously in the RPA
approach we used a temperature dependent quasiparticle scattering rate
Γ ' kBTc(T/Tc)3 adopted following the assumption of Bulut and Scalapino
[14]. This strong temperature dependence leads to a value of Γ smaller than
0.1 meV, for which the imaginary parts of Π(q, ω) and Z(q, ω) could not be
evaluated because of convergence problems. Thus in our calculations we take
a small constant broadening Γ ' 1− 3 meV.
We summarize our choices for the parameters:
• The hopping terms t1...t5 are taken from the same photoemission ex-
periments as for the RPA susceptibility.
• The gap parameter ∆0 is allowed to vary, within the values of
∆0 ' 20− 50 meV.
• The quasiparticle scattering rate Γ will be taken as a constant broad-
ening Γ ' 1− 3 meV.
• The superexchange interaction parameter is assumed as
J1 ' 0− 400 meV.
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6.2 Neutron scattering in YBa2Cu3O7
In order to describe neutron scattering in YBa2Cu3O7, we remind on the
conclusions we have reached previously for the BCS susceptibility in Section
3.1.1. We are interested in these results because in the numerator of the
new singletband susceptibility expression, the BCS susceptibility χ0 (q, ω)
appears.
In the region where the imaginary part of χ0 (Q, ω) is small, the factor
(1 + Jqχ0(q, ω) + Π(q, ω) + Z(q, ω)) can enhance the singletband suscep-
tibility and creates a large peak as observed by inelastic neutron scattering
experiments [8, 58]. For the extended swave and dxywave gap symmetries
there is no transparency window in χ0 (q, ω), thus the susceptibility cannot
be enhanced. For both the conventional swave and the dx2−y2wave gap
symmetries, however, a neutron resonance peak can be obtained by adjust-
ment of the parameter values. Analysis of NMR experiments (see Figure 36
on page 78) shows that the gap parameter ∆0 should be the smallest possi-
ble. Keeping this in mind we begin our calculation of the neutron resonance
peak in YBa2Cu3O7, utilizing a dx2−y2wave gap symmetry. For simplicity
we take the same hopping parameters as for the RPA susceptibility, i.e. set 1
from Table 3.
In Figure 38 the imaginary part of the singletband susceptibility is shown
at the antiferromagnetic wave vector Q, for diﬀerent values of the superex-
change interaction parameter J1. We observe that the position of the peak
depends on the parameter J1 in a similar manner as for Ue in case of the
RPA susceptibility. Upon increasing the value of J1, the peak shifts to lower
frequencies and enhances due to the increasingly smaller values of the BCS
susceptibility χ0 (Q, ω). Comparison with Figure 19 on page 53 shows that
the position of the peak is less sensitive to the parameter J1 than it was to Ue
in the weak coupling limit. We associate this behavior to the strong correla-
tion functions Π(q, ω) and Z(q, ω) in the denominator of the susceptibility.
We also note that, contrary to the RPA susceptibility, a small enhancement
exists even if J1 ' 0 eV, due to the presence of the strong correlation func-
tions.
Let us now turn to the examination of the behavior of the imaginary part of
the susceptibility for frequencies ω < 41 meV. In Figure 39 we display the
imaginary part of the susceptibility near the antiferromagnetic wave vector
Q, calculated for diﬀerent frequencies. We observe that, upon decreasing the
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Figure 38: Imaginary part of the susceptibility Imχ (Q, ω) for various values
of J1. The gap parameter is ∆0 = 24 meV and the damping is Γ = 1.5 meV.
frequency ω, the peak which was originally located at Q is shifted and sepa-
rated into four distinct parts. This behavior is consistent with experimental
observations [35, 84].
In Figure 40 we display our best ﬁt result for neutron scattering in the
framework of the singletband susceptibility. Our ﬁt parameters are de-
termined to be ∆0 = 24 meV and J1 = 0.09 eV. In the ﬁgure we also display
Imχ ((qx, pi) , ω) as a function of qx and ω. The experimentally reported
downward dispersion branch [68] with respect to ω is clearly recognizable in
the ﬁgure. We would like to point out that for the conventional swave gap
symmetry and generally for the RPA susceptibility this dispersion branch is
completely missing.
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Figure 39: Imaginary part of the susceptibility Imχ (q, ω) around the antifer-
romagnetic wave vector Q for YBa2Cu3O7. Results for diﬀerent frequencies
ω = 29, 35, 41 meV (top to bottom) are shown.
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Figure 40: Imaginary part of the susceptibility Imχ (q, ω) near the antiferro-
magnetic wave vector Q for YBa2Cu3O7. The parameters are ∆0 = 24 meV
and J1 = 0.09 eV. In the ﬁgure on top the imaginary part of the BCS sus-
ceptibility χ0 (Q, ω) is also shown (dotted blue line).
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6.3 Neutron scattering in Bi2Sr2CaCu2O8
In this section we present the results of our calculations concerning the neu-
tron scattering resonance peak in the material Bi2Sr2CaCu2O8. Unfortu-
nately, the NMR data available for this material is very sparse, making a
complete analysis of this highTc superconductor impossible. Nevertheless,
we try to analyse the available data.
Neutron scattering experimental results indicate a similar behavior as in
YBa2Cu3O7. The observed magnetic ﬂuctuations are peaked near the anti-
ferromagnetic wave vector Q [30, 33]. Thus as in YBa2Cu3O7, in the imag-
inary part of the susceptibility Imχ(Q, ω) a large peak appears near the
frequency ω ' 40 meV. In our analysis we proceeded in a similar manner as
for YBa2Cu3O7 in Section 6.2. We position the peak in Imχ(Q, ω) along the
ωaxis, by adjusting our ﬁt parameters. Then later we will try to calculate
the temperature dependence of the available NMR data in the superconduct-
ing state. For our calculation we will use the Fermi surface described by set
4 in Table 3 on page 80. Similar results can be obtained by utilizing set 3.
The behavior of the imaginary part of the susceptibility for frequencies
ω < 40 meV is shown in Figure 41. By examination of the ﬁgure it is evident
that the neutron resonance peak is not separated into four distinct parts at
low frequencies as it is in YBa2Cu3O7 (cf. Figure 39). To our knowledge3 the
low frequency behaviour of the magnetic excitations has not been measured
in Bi2Sr2CaCu2O8, thus we have no basis for comparison with experiments,
yet.
In Figure 42 we show the calculated imaginary part of the susceptibility at
the antiferromagnetic wave vector Q. We observe a large peak near the
frequency ω ' 40 meV. The ﬁt parameters are determined as ∆0 = 26 meV
and J1 = 300 meV. These parameters are quite diﬀerent from those we
used to ﬁt the experiments in YBa2Cu3O7. In particular, the value of the
superexchange interaction parameter J1 = 300 meV is approximately three
times larger than that for YBa2Cu3O7. We associate this diﬀerence to the
diﬀerent Fermi surface topology of these two materials (see Figure 15 on
page 48). Furthermore we would like to point out that the experimentally
reported and in our model reproduced downward dispersion branch [68] of
YBa2Cu3O7 is no longer found when applying our model to Bi2Sr2CaCu2O8.
3The only known measurement [57] is inconclusive due to experimental diﬃculty.
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Figure 41: Imaginary part of the susceptibility Imχ (q, ω) around the anti-
ferromagnetic wave vector Q for Bi2Sr2CaCu2O8. Results for diﬀerent fre-
quencies ω = 30, 35, 40 meV (top to bottom) are shown.
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Figure 42: Imaginary part of the spin susceptibility Imχ (q, ω) near the
antiferromagnetic wave vector Q for Bi2Sr2CaCu2O8. In the ﬁgure on top
the imaginary part of the BCS susceptibility χ0 (Q, ω) is also shown (dotted
blue line). The parameters used for the calculation are ∆0 = 26 meV and
J1 = 300 meV.
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6.4 NMR in YBa2Cu3O7
6.4.1 Knight shift
In order to calculate the Knight shift in the superconducting state we need
to approximate the susceptibility in the limit q → 0, ω = 0. The BCS
susceptibility χ0 (q, ω) converts to the Yosida [85] result
χ0 (q→ 0, ω = 0) ' Pβ
N
∑
k
∂f (Ek)
∂Ek
.
The functions Π(q, ω) and Z(q, ω) are approximated as
Π(q→ 0, ω = 0) ' 1
N
∑
k
f (Ek)− Pβ
N
∑
k
tk
∂f (Ek)
∂Ek
' δ
P
− Pβ
N
∑
k
tk
∂f (Ek)
∂Ek
and
Z(q→ 0, ω = 0) ' P.
The susceptibility converts to the simple expression
χ(q→ 0, ω = 0) = χ0 (q→ 0, ω = 0)
1 + P + δ
P
+
(
2J1 − µP
)
χ0 (q→ 0, ω = 0)
.
With the help of this expression the Knight shift can be calculated according
to equation (83) on page 41. Similarly to the RPA case before, we calculate
the temperature dependence of the normalized spin shift Ks(T )/Ks(Tc).
In Figure 43 we display the calculated temperature dependence of the spin
shifts for no superexchange interaction J1 = 0 eV and diﬀerent values of the
gap parameter ∆0. We observe that below Tc the spin shifts depend strongly
on the magnitude of the gap parameter ∆0. This behavior has also been
found for the RPA susceptibility (cf. Figure 21 on page 57).
Let us now consider how the spin shift depends on the superexchange interac-
tion Jq. In Figure 44 we display calculated Knight shifts for diﬀerent values
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of the superexchange interaction parameter J1. We see that the temperature
dependence of the Knight shift does not signiﬁcantly change by adjusting
the parameter J1. Also, contrary to the RPA scenario, the parameter J1
reduces the rapid decrease of the Knight shift. By analysis of the ﬁgure we
conclude that the optimal set of parameters to describe the experimentally
observed temperature dependence of the Knight shift is ∆0 = 24 meV and
J1 = 90 meV for the given Fermi surface. We notice that these values are
the same as the ﬁt parameters used to describe neutron scattering in the
previous section.
We see that it is possible to account for both the neutron scattering resonance
peak and the temperature dependence of the Knight shift in the supercon-
ducting state within the same set of parameters. Next, we calculate the
temperature dependence of dynamical NMR quantities, the spinspin and
spinlattice relaxation times.
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Figure 43: Spin shifts in the superconducting state of YBa2Cu3O7 for diﬀer-
ent values of the gap parameter ∆0. The experimental points are taken from
[3].
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Figure 44: Spin shifts in the superconducting state of YBa2Cu3O7 for diﬀer-
ent values of the superexchange interaction parameter J1. The gap parameter
is ∆0 = 24 meV. The experimental points are taken from [3].
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6.4.2 Spinspin relaxation
The nuclear spinspin relaxation rate is calculated according to equation (85)
on page 42
T−22G ∝
[
1
N
∑
q
F (q)2Reχ(q, ω = 0)2
−
(
1
N
∑
q
F (q)Reχ(q, ω = 0)
)2 ,
where F (q) denotes the hyperﬁne form factors. The values of the hyperﬁne
coupling constants are taken as A‖ ' −4B and B ' 0.4 µeV. For the calcula-
tion of the spinspin relaxation rate we need to calculate the real part of the
susceptibility Reχ(q, ω = 0). We proceed similarly as for the Knight shifts
and take the quasiparticle damping Γ→ 0+. Otherwise, due to the behavior
of the coherence factors, in the spinspin relaxation rate a large increase near
Tc occurs upon entering the superconducting state, see Figure 28 on page 66
or [81].
In Figure 45 we display the calculated spinspin relaxation rates for no su-
perexchange interaction J1 = 0 eV. We observe that the results show a similar
temperature dependence as in the RPA approach (cf. Figure 26 on page 64).
Generally, the spinspin relaxation rate is less sensitive to the change of the
gap parameter than the Knight shift or the spinlattice relaxation. Next we
wish to study the behavior of the spinspin relaxation for diﬀerent values of
the superexchange interaction parameter J1.
In Figure 46 the temperature dependence of the spinspin relaxation rate
is shown, for various values of the superexchange interaction parameter J1.
We see that we get a reasonable agreement with experimental observation
using the parameter values ∆0 = 22 meV and J1 = 90 meV. The magnitudes
of these parameters are in agreement with those obtained by the analysis of
neutron scattering experiments in Section 6.2.
92
0 0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
T / T
c
T 2
G
−
1
 
(T
) / 
T 2
G
−
1
 
(T
c)
Experiment
∆0=20 meV
∆0=25 meV
∆0=30 meV
Figure 45: Spinspin relaxation rate in the superconducting state of
YBa2Cu3O7 for diﬀerent values of the gap parameter ∆0. The experimental
points are taken from [75].
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Figure 46: Spinspin relaxation rate in the superconducting state of
YBa2Cu3O7 for diﬀerent values of the superexchange parameter J1. The
gap parameter is ∆0 = 22 meV. The experimental points are taken from [75].
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6.4.3 Spinlattice relaxation
The nuclear spinlattice relaxation rate is calculated according to equation
(84) on page 42
αT−11β ∝
T
N
∑
q,β′
αFβ′(q) lim
ω→0
Imχ(q, ω)
ω
.
In order to calculate the imaginary part of the susceptibility Imχ(q, ω → 0),
a ﬁnite quasiparticle broadening was introduced. We take a similar value as
for neutron scattering calculations Γ = 2 meV. The values of the hyperﬁne
coupling constants are taken as A‖ ' −4B, A⊥ ' 0.75B, C‖ ' 0.6B, C⊥ '
0.32B and B ' 0.4 µeV. The values of these constants are under debate
[43, 67, 87], therefore we assume an uncertainty of 20% for these values.
In Figure 47 we display the calculated spinlattice relaxation rates for no
superexchange interaction J1 = 0 eV. We observe that the temperature de-
pendence varies strongly when adjusting the gap parameter ∆0. This is in
accordance with RPA results (cf. Figure 30 on page 71).
Next we switch on the superexchange parameter J1. In Figure 48 the spin
lattice relaxation rate is shown for diﬀerent values of J1. We see that upon
changing the values of J1 the spinlattice relaxation rate T−11c acts the same
way as in the RPA case for the parameter Ue (cf. Figure 31 on page 72).
Namely, the parameter J1 has no signiﬁcant impact on the temperature de-
pendence of the spinlattice relaxation rate in the superconducting state.
Upon further examination of the ﬁgure we see that we get a reasonable agree-
ment with experimental observation using the parameter values∆0 = 22meV
and J1 = 90 meV. These parameters agree with our previous calculations.
We are also interested in the anisotropy ratios 63T−11ab/63T−11c and 63T−11c /17T−11c .
Experimental evidence points toward a ﬁeld dependence of these quantities.
In particular, large anisotropies were reported in weak external ﬁelds. We
display the calculated anisotropy ratios in Figure 49. We see that one can
account for the anisotropy ratio 63T−11ab/63T−11c , but it is not possible to re-
produce the temperature dependence of the anisotropy ratio 63T−11c /17T−11c .
These results also agree with RPA calculations (see Figure 33 on page 74
and Figure 34 on page 75).
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Figure 47: Spinlattice relaxation rate in the superconducting state of
YBa2Cu3O7 for no interaction J1 = 0 eV. The quasiparticle scattering rate
is Γ = 2 meV. The experimental points are taken from [79].
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Figure 48: Spinlattice relaxation rate in the superconducting state of
YBa2Cu3O7 for diﬀerent values of the superexchange interaction parame-
ter J1. The gap parameter is ∆0 = 22 meV and the quasiparticle scattering
rate is Γ = 2 meV. The experimental points are taken from [79].
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Figure 49: Temperature dependence of the anisotropy ratios 63T−11c /17T−11c
and 63T−11ab/63T−11c in YBa2Cu3O7. The experimental points for 63T−11c /17T−11c
are taken from [51], whereas for 63T−11ab/63T−11c they are taken from [78] for
YBa2Cu3O7 (squares) and from [2] for YBa2Cu4O8 (circles). The parameters
are ∆0 = 22 meV and J1 = 90 meV.
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Figure 50: Spin shifts in the superconducting state of Bi2Sr2CaCu2O8. The
superexchange parameter is J1 = 300 meV. The experimental points are
taken from [44].
6.5 NMR in Bi2Sr2CaCu2O8
6.5.1 Knight shift
In order to calculate the Knight shift in Bi2Sr2CaCu2O8 we use the approx-
imations obtained in Section 6.4.1. The calculated spin shifts are shown in
Figure 50. We see that we get a reasonable ﬁt to data by using almost the
same parameter set as for neutron scattering (cf. Figure 42 on page 88).
These ﬁt parameters are given by ∆0 = 24 meV and J1 = 300 meV. By
examination of the ﬁgure we observe that, similarly to YBa2Cu3O7, the gap
parameter ∆0 has a considerable inﬂuence on the temperature dependence
of the Knight shift. Furthermore we conclude that with the chosen set of
parameters the calculated Knight shifts ﬁt the experimental results nicely,
even at low temperatures T< 20 K.
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Figure 51: Spinspin relaxation rate in the superconducting state of
Bi2Sr2CaCu2O8. The parameters are ∆0 = 24 meV and J1 = 300 meV.
6.5.2 Spinspin relaxation
To our knowledge the spinspin relaxation rate in Bi2Sr2CaCu2O8 has not yet
been measured. Here we present a theoretical result based on the parameter
values determined by the analysis of Knight shift experiments. These are
given as∆0 = 24meV and J1 = 300meV. The calculated spinspin relaxation
rate is shown in Figure 51. We see that there is little diﬀerence with respect
to the calculated spinspin relaxation rate in YBa2Cu3O7 (cf. Figure 46 on
page 93).
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Figure 52: Spinlattice relaxation rate in the superconducting state of
Bi2Sr2CaCu2O8. The superexchange interaction parameter is J1 = 300 meV
and the quasiparticle scattering rate is Γ = 2 meV. The two sets of experi-
mental points are taken from [44, 77].
6.5.3 Spinlattice relaxation
The spinlattice relaxation rate has been calculated in a similar manner
than for YBa2Cu3O7 in Section 6.4.3. We assume that the hyperﬁne ﬁelds
are the same for both materials. In Figure 52 we display the calculated
spinlattice relaxation rates for Bi2Sr2CaCu2O8. We see that the calculated
spinlattice relaxation gives an acceptable ﬁt to the experiments. The best
ﬁt parameters are ∆0 = 24 meV and J1 = 300 meV. Particularly interesting
is the low temperature behavior of the spinlattice relaxation conﬁrmed in
two independent experiments (see the ﬁgure). Contrary to YBa2Cu3O7 (cf.
Figure 48 on page 95), for which the spinlattice relaxation rate practically
vanishes at low temperatures, the relaxation in Bi2Sr2CaCu2O8 has a small
value even at T=10 K. By closer examination of the ﬁgure we see that the
calculated spinlattice relaxation rates match the experimental observation.
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6.6 Summary of results for the singletband model
In Figures 53 and 54 we summarize our ﬁndings for the singletband suscep-
tibility with dx2−y2wave gap symmetry.
First we would like to discuss the results for YBa2Cu3O7. By examination
of Figure 53 we observe that it is possible to account for most of the exper-
imental results with a dwave gap symmetry. The calculated temperature
dependence of the Knight shift, spinspin and spinlattice relaxation rates
as well as inelastic neutron scattering all give satisfactory agreement to the
experimental data. The optimal set of parameters (OSP) is determined as
∆0 = 23 meV (±5%) , J1 = 90 meV. We see that it is possible to account
for the experimental observations, within 5% accuracy of the ﬁt parameters.
The parameter Γ, which characterizes the lifetime of the quasiparticles is
assumed as constant Γ ' 1− 2 meV.
Let us now turn to the examination of the results obtained for the material
Bi2Sr2CaCu2O8, see Figure 54. The available experimental data, i.e. neutron
scattering data, Knight shift data and spinlattice relaxation data all could
be ﬁtted within the same set of parameters, using a dwave gap symmetry
and a parametrized Fermi surface from photoemission experiments. Note
that our neutron scattering calculations indicate that, in comparison with
YBa2Cu3O7, the downward dispersion branch is missing (compare Figure 40
on page 85 with Figure 42 on page 88) and that the magnetic excitations
remain peaked exactly at Q = (pi, pi) even at low frequencies (compare Fig-
ure 39 on page 84 with Figure 41 on page 87). These results could be further
tested experimentally.
A particularly interesting feature can be found when comparing the spin
lattice relaxation rates in YBa2Cu3O7 and Bi2Sr2CaCu2O8 at low tempera-
tures. A close inspection of the corresponding ﬁgures (bottom left panels in
Figure 53 and 54) shows that in the former case 63T−11c (T ) vanishes at temper-
atures T<20 K, while in the latter case the relaxation rate seems to vanish
only at T' 0 K. Note that both of these dependences are reproduced by the
model calculations. In Figure 54 we also display our theoretical predictions
for the spinspin relaxation rate as well as the anisotropy ratio 63T−11ab/63T−11c .
The spinspin relaxation rate exhibit a similar behavior as in YBa2Cu3O7,
whereas the temperature dependence of the anisotropy ratio 63T−11ab/63T−11c is
less pronounced. The OSP for this material is found to be ∆0 = 25 meV
(±5%) , J1 = 300 meV.
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Figure 53: Summary of results for YBa2Cu3O7, the common parameters are
∆0 = 23 meV (±5%) , J1 = 90 meV.
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Figure 54: Summary of results for Bi2Sr2CaCu2O8, the common parameters
are ∆0 = 25 meV (±5%) , J1 = 300 meV.
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7 Summary and Conclusions
In the ﬁrst part of this work a special Hubbard model proposed by M. Eremin
for cuprate superconductors was introduced and discussed. It has been found
that the susceptibility in the strong coupling limit is diﬀerent from the stan-
dard PauliLindhard formula. In particular, two correction functions were
determined in the superconducting state. The ﬁrst one, Π(q, ω), originates
from the anticommutator rule which is modiﬁed due to the Coulomb repul-
sion (equation (28)) and was already found by Hubbard and Jain [42] in the
normal state, whereas the function Z(q, ω) has its origin in the fast ﬂuctu-
ations of the localized spins and was previously discussed by Zavidonov and
Brinkmann [86] for the normal state.
In the second part we analyzed neutron scattering and NMR data in the su-
perconducting state of YBa2Cu3O7, by utilizing the spin susceptibility in the
conventional RPA form. All of the basic pairing symmetries that are allowed
by group theory were discussed, including conventional swave, extended
swave, dxywave and dx2−y2wave gap symmetries. By comparison with
experiments it has been found that all of the possible gap symmetries can
be discarded, save the dx2−y2wave symmetry. In particular, the extended
swave and the dxywave symmetries could be excluded by the analysis of
inelastic neutron scattering experiments in the superconducting state.
As concerns the conventional swave pairing symmetry it was shown that
theoretically it is possible to account for some of the experimental data uti-
lizing a very special set of parameters. However, there are several problems
associated with this particular symmetry. In the case of neutron scattering
we found it possible to account for the experimental observation of a large
peak in the imaginary part of the susceptibility at ω ' 41 meV. On the other
hand, special experimental features like the downward dispersion with respect
to ω, could not be reproduced. For the case of NMR it was also possible to
account for most of the experimental results. However, there were many
problems and inconsistencies. The calculated Knight shift with conventional
swave symmetry vanishes at low temperatures in contradiction with experi-
ments. The experimentally measured temperature dependence of the nuclear
spinspin and spinlattice relaxation could only be reproduced by assuming
a very large value of the quasiparticle lifetime. The temperature dependence
of the anisotropy ratios could not be explained at all. Also the parameter set
for which the NMR experiments could be ﬁtted does not match the values
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obtained for neutron scattering. All these inconsistencies have lead us to
the conclusion that the analysis of all experimental data within the present
model strongly favor a pairing with dx2−y2wave symmetry.
In the third part of this work the spin susceptibility in the strong coupling
limit was evaluated, assuming a dx2−y2wave gap symmetry. Neutron scatter-
ing and NMR data for the materials YBa2Cu3O7 and Bi2Sr2CaCu2O8 were
analyzed. We found that on the whole the results with strong coupling and
weak coupling limit agree with each other. Based on our results we con-
clude that strong correlation eﬀects, i.e. the eﬀect of the functions Π(q, ω),
Z(q, ω) on the susceptibility can be included in the weak coupling approach
by an appropriate redeﬁnition [23, 24] of the eﬀective Coulomb interaction
parameter Ue.
We found it possible to describe the available experimental data in the op-
timally doped YBa2Cu3O7 and Bi2Sr2CaCu2O8 with one set of model pa-
rameters for each material and with taking into account the Fermi surface
topology of these compounds.
Unit [eV] t1 t2 t3 t4 t5 ∆0 ± 5% J1
YBa2Cu3O7 0.21 −0.0522 −0.0034 0.0463 −0.0025 0.023 0.09
Bi2Sr2CaCu2O8 0.211 −0.0343 0.0466 0.0181 −0.0335 0.025 0.3
Table 4: Optimal set of parameters for YBa2Cu3O7 and Bi2Sr2CaCu2O8.
These optimal sets of parameters are summarized in Table 4. The diﬀer-
ence in the parameter values are related to the very diﬀerent Fermi surfaces
of these two materials. The most important parameter in our calculations
turned out to be the gap parameter ∆0. In particular, for inelastic neutron
scattering this parameter determines the scale of the transparency window in
the BCS susceptibility, thus the possible position of the experimentally ob-
served large peak in the imaginary part of the susceptibility near ω ' 41meV.
In NMR the calculated temperature dependences of the Knight shift, spin
spin and spinlattice relaxation rate all depend very strongly on the gap
parameter. We would also like to point out that our ﬁtted values for the gap
parameter agree with estimates made by means of analysis of photoemission
experiments [46].
In conclusion we have determined the spin susceptibility in cuprates within a
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special Hubbard model which includes strong correlation eﬀects. We an-
alyzed inelastic neutron scattering and NMR data in the superconduct-
ing state of the optimally doped highTc superconductors YBa2Cu3O7 and
Bi2Sr2CaCu2O8. In our analysis we have taken into account the experi-
mentally measured topology of the Fermi surface, which is quite diﬀerent
for these two materials. The remarkable fact that by utilizing the measured
Fermi surface, all these experiments can be explained within almost the same
values of the ﬁt parameters in both YBa2Cu3O7 and Bi2Sr2CaCu2O8 indi-
cates that a very interesting connection has been found between surface and
bulk experiments.
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Selected Notations
c†k,σ (ck,σ) : creation (annihilation) operator for an electron
in the Hubbard model.
d†k,σ (dk,σ) : creation (annihilation) operator for a hole
in the Hubbard model.
a†k,σ (ak,σ) : creation (annihilation) operator for an electron
in the BCS theory.
ψpd,σk
(
ψσ,pdk
)
: composite creation (annihilation) operator for
copperoxygen singlet states.
α†k,σ (αk,σ) : Bogoliubov's quasiparticle operator.
Xα,β : Hubbard projection operator.
P : doping dependent factor in the singletband model.
U : Coulomb repulsion in the Hubbard model.
Ue : eﬀective Coulomb interaction parameter in
the RPA approach.
Jq : superexchange interaction of the copper spins.
∆0 : gap parameter in the superconducting state.
χ0(q, ω) : dynamical spin susceptibility in the BCS theory.
χ(q, ω) : dynamical spin susceptibility.
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Appendix A
The derivation of the susceptibility is organized as follows. First, we write
down a complete set of equations of motion using the composite copper
oxygen creation (annihilation) operators ψpd,σi
(
ψσ,pdi
)
of the copperoxygen
singlet states in the plane. Then, by means of a linear transformation we
rearrange these equations via Bogoliubov's quasiparticle operators into new
sets of equations, which ﬁnally will be solved. An expression for the suscep-
tibility was previously derived [22] by utilizing the method of the Heisenberg
equation of motion in a small magnetic ﬁeld. The advantage of the Green's
function method is that it allows to obtain a formula for the susceptibility
which contains both the itinerant (or quasi Fermiliquid) part and the local
spin ﬂuctuation part in one general expression. The spin operator for the
singletcorrelated band is written as
S+q =
∑
k
S+k,q =
∑
k
(
ψ↑,0k + ψ
pd,↓
k
)(
ψ0,↓k+q − ψ↑,pdk+q
)
' −
∑
k
ψpd,↓k ψ
↑,pd
k+q.
Here we have neglected all the quasiparticle operators corresponding to the
low Hubbard subband, because it is assumed to be completely ﬁlled.
The starting equation for the Green's function in the normal state T>Tc is
written as [25]
ω
〈〈
−ψpd,↓k ψ↑,pdk+q
∣∣S−−q〉〉 = i2pi (〈ψpd,↓k ψ↓,pdk 〉− 〈ψpd,↑k+qψ↑,pdk+q〉) (87)
− (εk − εk+q)
〈〈
−ψpd,↓k ψ↑,pdk+q
∣∣S−−q〉〉
+
1
N
{
(Jq − tk)
〈
ψ↓,pdk ψ
pd,↓
k
〉
− (Jq − tk+q)
〈
ψpd,↑k+qψ
↑,pd
k+q
〉}〈〈
S+q
∣∣S−−q 〉〉
+
P
N
∑
k′
(
tk′+q − tk′
) 〈〈
ψpd,↓k′ ψ
↑,pd
k′+q
∣∣S−−q〉〉 ,
where Jq = J1 (cos qx + cos qy).
In addition to equation (87) we write the following equation
ω
〈〈
S+q
∣∣S−−q 〉〉 =∑
k′
(
tk′ − tk′+q
) 〈〈
ψpd,↓k′ ψ
↑,pd
k′+q
∣∣S−−q〉〉 (88)
107
+
∑
k′
(
tk′+q − tk′
) 〈〈
ψ↑,0k′ ψ
0,↓
k′+q
∣∣S−−q〉〉
+
∑
i,l
Jile
−iqR 〈〈S+l Szi − Szl S+i ∣∣S−−q 〉〉 .
By the decoupling 〈〈
S+l S
z
i
∣∣S−−q 〉〉 ' 〈Szi 〉 〈〈S+l ∣∣S−−q 〉〉 = 0,
it is possible to prove that
〈〈
ψ↑,0k′ ψ
0,↓
k′+q
∣∣S−−q〉〉 ' 0.
Then if we combine equation (87) and equation (88) we get
ω
〈〈
−ψpd,↓k ψ↑,pdk+q
∣∣S−−q〉〉 = i2pi (〈ψpd,↓k ψ↓,pdk 〉− 〈ψpd,↑k+qψ↑,pdk+q〉) (89)
− (εk − εk+q)
〈〈
−ψpd,↓k ψ↑,pdk+q
∣∣S−−q〉〉
+
1
N
{
(Jq − tk)
〈
ψ↓,pdk ψ
pd,↓
k
〉
− (Jq − tk+q)
〈
ψpd,↑k+qψ
↑,pd
k+q
〉}〈〈
S+q
∣∣S−−q 〉〉
−P
N
ω
〈〈
S+q
∣∣S−−q 〉〉 .
The equation of motion (89) allows to derive the expression of the susceptibil-
ity in the normal state. For the superconducting state we need to construct
additionally other equations, which are determined by Bogoliubov's trans-
formation
αpd,↓k = ukψ
pd,↓
k − vkψ↑,pd−k
αpd,↑k = ukψ
pd,↑
k + vkψ
↓,pd
−k .
The spin operator will be written as
S+q =
∑
k
S+k,q (90)
= −
∑
k
(
uk+qukα
pd,↓
k α
↑,pd
k+q + vkuk+qα
↑,pd
−k α
↑,pd
k+q
)
−
∑
k
(
−ukvk+qαpd,↓k αpd,↓−k−q − vkvk+qα↑,pd−k αpd,↓−k−q
)
,
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therefore in the superconducting state we need to calculate the following
Green's functions
〈〈
−αpd,↓k α↑,pdk+q
∣∣S−−q〉〉〈〈
−α↑,pd−k α↑,pdk+q
∣∣S−−q〉〉〈〈
αpd,↓k α
pd,↓
−k−q
∣∣S−−q〉〉〈〈
α↑,pd−k α
pd,↓
−k−q
∣∣S−−q〉〉 .
Each one of them we have to express via the ψpd,σk operators, for example
〈〈
−αpd,↓k α↑,pdk+q
∣∣S−−q〉〉 = (91)
−ukuk+q
〈〈
ψpd,↓k ψ
↑,pd
k+q
〉〉
+ vkuk+q
〈〈
ψ↑,pd−k ψ
↑,pd
k+q
〉〉
−ukvk+q
〈〈
ψpd,↓k ψ
pd,↓
−k−q
〉〉
+ vkvk+q
〈〈
ψ↑,pd−k ψ
pd,↓
−k−q
〉〉
.
Doing so we write
ω
〈〈
−ψpd,↓k ψ↑,pdk+q
∣∣S−−q〉〉 = i2pi (〈ψpd,↓k ψ↓,pdk 〉− 〈ψpd,↑k+qψ↑,pdk+q〉) (92)
+
〈〈[
ψpd,↓−k ψ
↑,pd
k+q,H
] ∣∣S−−q〉〉
tr
+
1
N
{
(Jq − tk)
〈
ψ↓,pdk ψ
pd,↓
k
〉
− (Jq − tk+q)
〈
ψpd,↑k+qψ
↑,pd
k+q
〉}〈〈
S+q
∣∣S−−q 〉〉
−P
N
ω
〈〈
S+q
∣∣S−−q 〉〉 .
This equation has the same form as in the normal state (equation (89)),
but now it contains a gap function. Note that a part of the derivation
is the same as in the conventional Fermiliquid theory, were the anticom-
mutator rule is written as ckσc†kσ + c†kσckσ = 1. For this reason we write
down only the new terms, which appeared on the right hand side of equa-
tion (92), due to the spin modulation S+q . The truncated Green's function
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〈〈[
ψ↑,pdk+qψ
pd,↓
k , H
] ∣∣S−−q〉〉
tr
contains all terms, which are present in the weak
coupling Fermiliquid approach, including a gap function. We will calculate
them later, after Bogoliubov's transformation in the superconducting state.
The next three equations are written as
ω
〈〈
ψ↑,pd−k ψ
↑,pd
k+q
∣∣S−−q〉〉 = i2pi (〈ψ↑,pdk+qψ↓,pd−k−q〉+ 〈ψ↓,pdk ψ↑,pd−k 〉) (93)
+
〈〈[
ψ↑,pd−k ψ
↑,pd
k+q,H
] ∣∣S−−q〉〉
tr
− 1
N
{
(Jq − tk)
〈
ψ↑,pd−k ψ
↓,pd
k
〉
+ (Jq − tk+q)
〈
ψ↓,pd−k−qψ
↑,pd
k+q
〉}〈〈
S+q
∣∣S−−q 〉〉
ω
〈〈
ψpd,↓k ψ
pd,↓
−k−q
∣∣S−−q〉〉 = − i2pi (〈ψpd,↓−k−qψpd,↑k+q〉+ 〈ψpd,↑−k ψpd,↓k 〉) (94)
+
〈〈[
ψpd,↓k ψ
pd,↓
−k−q,H
] ∣∣S−−q〉〉
tr
+
1
N
{
(Jq − tk+q)
〈
ψpd,↑k+qψ
pd,↓
−k−q
〉
+ (Jq − tk)
〈
ψpd,↓k ψ
pd,↑
−k
〉}〈〈
S+q
∣∣S−−q 〉〉
ω
〈〈
ψ↑,pd−k ψ
pd,↓
−k−q
∣∣S−−q〉〉 = − i2pi (〈ψpd,↑−k ψ↑,pd−k 〉− 〈ψpd,↓−k−qψ↓,pd−k−q〉) (95)
+
〈〈[
ψ↑,pd−k ψ
pd,↓
−k−q,H
] ∣∣S−−q〉〉
tr
+
1
N
{
(Jq − tk)
〈
ψ↑,pd−k ψ
pd,↑
−k
〉
− (Jq − tk+q)
〈
ψ↓,pd−k−qψ
pd,↓
−k−q
〉}〈〈
S+q
∣∣S−−q 〉〉
+
1− P
N
ω
〈〈
S+q
∣∣S−−q 〉〉 .
With the help of equations (92), (93), (94) and (95) we construct the following
four equations
(ω − Ep + Ek)
〈〈
αpd,↓k α
↑,pd
p
∣∣S−−q〉〉 = i2pi (ukup + vkvp) (np − nk) (96)
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+
1
N
(ukup + vkvp) {(Jq − tp)np − (Jq − tk)nk}
〈〈
S+q
∣∣S−−q 〉〉
+(Pukup + (P − 1)vkvp) ω
N
〈〈
S+q
∣∣S−−q 〉〉
(ω − E−k + E−p)
〈〈
α↑,pd−k α
pd,↓
−p
∣∣S−−q〉〉 = i2pi (upuk + vpvk) (n−p − n−k) (97)
− 1
N
(upuk + vpvk) {(Jq − tp) (P − np)− (Jq − tk) (P − n−k)}
〈〈
S+q
∣∣S−−q 〉〉
− (Pukup + (P − 1)vkvp) ω
N
〈〈
S+q
∣∣S−−q 〉〉
(ω − E−k − Ep)
〈〈
α↑,pd−k α
↑,pd
p
∣∣S−−q〉〉 = i2pi (upvk − ukvp) (n−k + np − P ) (98)
+
1
N
(upvk − vpuk) {(Jq − tp)nk+q − (Jq − tk) (P − n−k)}
〈〈
S+q
∣∣S−−q 〉〉
+(Pupvk − (P − 1)ukvp) ω
N
〈〈
S+q
∣∣S−−q 〉〉
(ω + Ek + E−p)
〈〈
αpd,↓k α
pd,↓
−p
∣∣S−−q〉〉 = i2pi (ukvp − upvk) (n−p + nk − P ) (99)
+
1
N
(ukvp − upvk) {(Jq − tk)nk + (Jq − tp) (P − n−p)}
〈〈
S+q
∣∣S−−q 〉〉
− (Pvpuk − (P − 1)vkup) ω
N
〈〈
S+q
∣∣S−−q 〉〉 .
Here nk =
〈
αpd,↑k α
↑,pd
k
〉
=
〈
αpd,↓k α
↓,pd
k
〉
are the occupation numbers in the
superconducting state. Then we use the identity〈〈
S+q
∣∣S−−q 〉〉 = − ∑
k
(uk+quk)
〈〈
αpd,↓k α
↑,pd
k+q
∣∣S−−q〉〉 (100)
+
∑
k
(vk+quk)
〈〈
αpd,↓k α
pd,↓
−k−q
∣∣S−−q〉〉
−
∑
k
(uk+qvk)
〈〈
α↑,pd−k α
↑,pd
k+q
∣∣S−−q〉〉
+
∑
k
(vk+qvk)
〈〈
α↑,pd−k α
pd,↓
−k−q
∣∣S−−q〉〉 .
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The general expression for the susceptibility is given by
χ+−(q, ω) = −2pii 〈〈S+q ∣∣S−−q〉〉 .
With the help of equation (100) (and equations (96)(99)) it is calculated as
χ(q, ω) =
χ0(q, ω)
1 + Jqχ0(q, ω) + Π(q, ω) + Z(q, ω)
,
where
χ0(q, ω) =
P
N
∑
k
(xkxk+q + ykyk+q + 2zkzk+q)
fk+q − fk
ω + iΓ + Ek − Ek+q
+
P
N
∑
k
(xkyk+q − zkzk+q) 1− fk − fk+q
ω + iΓ + Ek + Ek+q
+
P
N
∑
k
(ykxk+q − zkzk+q) fk + fk+q − 1
ω + iΓ− Ek − Ek+q
is the susceptibility in the BCS theory (see equation(38)),
Π(q, ω) =
P
N
∑
k
(xkxk+q + zkzk+q)
tkfk − tk+qfk+q
ω + iΓ + Ek − Ek+q
+
P
N
∑
k
(ykyk+q + zkzk+q)
tk (1− fk)− tk+q (1− fk+q)
ω + iΓ− Ek + Ek+q
+
P
N
∑
k
(xkyk+q − zkzk+q) tkfk − tk+q (1− fk+q)
ω + iΓ + Ek + Ek+q
+
P
N
∑
k
(ykxk+q − zkzk+q) tk (1− fk)− tk+qfk+q
ω + iΓ− Ek − Ek+q
as already determined in [25, 53] and
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Z(q, ω) =
1
N
∑
k
(Pxkxk+q + (P − 1)zkzk+q) ω + iΓ
ω + iΓ + Ek − Ek+q
+
1
N
∑
k
(Pykyk+q + (P − 1)zkzk+q) ω + iΓ
ω + iΓ− Ek + Ek+q
+
1
N
∑
k
(Pxkyk+q − (P − 1)zkzk+q) ω + iΓ
ω + iΓ + Ek + Ek+q
+
1
N
∑
k
(Pykxk+q − (P − 1)zkzk+q) ω + iΓ
ω + iΓ− Ek − Ek+q .
In the normal state the functions χ0(q, ω), Π(q, ω) and Z(q, ω) are written
as
χ0(q, ω) =
P
N
∑
k
fk+q − fk
ω + iΓ + εk − εk+q
which is the PauliLindhard function,
Π(q, ω) =
P
N
∑
k
tkfk − tk+qfk+q
ω + iΓ + εk − εk+q
which is the same correction as determined by HubbardJain [42] and
Z(q, ω) =
P
N
∑
k
ω + iΓ
ω + iΓ + εk − εk+q
which is the same function as determined by ZavidonovBrinkmann [86].
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Appendix B
We collect here the temperature dependence of the Fermi surface for various
gap symmetries.
Figure 55: Temperature dependence of the Fermi surface for dx2−y2wave
gap symmetry in the superconducting state. T=89 K , T=50 K and T=20
K are shown (top to bottom).
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Figure 56: Temperature dependence of the Fermi surface for swave gap
symmetry in the superconducting state. T=89 K, T=50 K and T=20 K are
shown (top to bottom).
115
Figure 57: Temperature dependence of the Fermi surface for dxywave gap
symmetry in the superconducting state. T=89 K, T=50 K and T=20 K are
shown (top to bottom).
116
Figure 58: Temperature dependence of the Fermi surface for extended swave
gap symmetry in the superconducting state. T=89 K, T=50 K and T=20 K
are shown (top to bottom).
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