We present a technique for biomolecular free energy calculations that exploits highly parallelized sampling to significantly reduce the time to results. The technique combines free energies for multiple, nonoverlapping configurational macrostates and is naturally suited to distributed computing. We describe a methodology that uses this technique with docking, molecular dynamics, and free energy perturbation to compute absolute free energies of binding quickly compared to previous methods. The method does not require a priori knowledge of the binding pose as long as the docking technique used can generate reasonable binding modes. We demonstrate the method on the protein FKBP12 and eight of its inhibitors.
I. INTRODUCTION
The calculation of free energy changes associated with molecular processes has long been a goal of computational chemistry. 1 Free energy perturbation ͑FEP͒ and its close relative, thermodynamic integration ͑TI͒, are prominent physicsbased methods of computing absolute free energies of processes such as small molecule solvation or protein-ligand binding. 2, 3 While much work has gone into improving their efficiency, there are still significant hurdles preventing the routine evaluation of the free energy of most biological interactions. These hurdles can be divided into two categories: weaknesses in the model ͑force field, solvent treatment, etc.͒ and shortcomings in sampling. The methods presented here are aimed only at improving the latter.
Sampling biomolecular systems is a challenge as the probabilistically relevant regions of conformational space may be large or may include large barriers. With molecular dynamics simulation, the time scale to cover all probabilistically relevant conformations with an equilibrium distribution may be on the microsecond or millisecond time scale, while molecular dynamics simulations of proteins generally only reach the nanosecond time scale. 4 With Monte Carlo simulation, the major alternative to molecular dynamics, an efficient move set for branched biopolymers, particularly one that can handle explicit water correlated motions, is not apparent.
The sampling problem is exacerbated when we lack structural information about the equilibrium state. Even if the most probabilistically relevant positions comprise only a small portion of the total configurational space ͑for example, for binding, a highly restricted binding mode͒, these positions may not be known if no cocrystal or other experimental structural information is available. This common scenario requires sampling over a large number of configurations to ensure that the unknown binding mode is captured.
Short of developing new hardware or simulation models that can sample more rapidly, a natural line of attack is parallelization. The weighted histogram analysis method ͑WHAM͒ with umbrella sampling is one established method that can be parallelized, for example. 5 Parallelized algorithms are especially attractive, given the increased adoption of grid and distributed computing in recent years. Here, the method presented offers benefits even if not parallelized, but is ideally suited for highly parallel architectures and naturally scales to thousands of processors.
Our proposed method has three aims. The first is to dramatically shorten wall clock time for sampling by using only short ͑50 ps͒ individual trajectories ͑even at the cost of increasing the number of trajectories͒. The second aim is to reduce the importance of a priori knowledge of the experimental end states. In the context of ligand binding, this means making experimental knowledge of the binding mode unnecessary to perform free energy calculations. The final aim of the method is operational flexibility and ease. In particular, it should not require manual selection of any coordinate or require overlap of predefined states, unlike WHAM or other restraint methods. It furthermore should operate easily with explicit solvent, without the necessity of designing a move set to handle the correlated solvent motions.
In implementing the method, we must generate an initial diverse set of configurations, ideally including ones in high equilibrium probability regions such as binding modes. As we elaborate below, we apply docking to this problem. Docking has been used for two decades in drug discovery efforts. 6 It has two main uses: prediction of bound protein-ligand conformations and scoring of binding affinities, both across different poses of a single ligand and across different ligands. Here, we use docking only for generating complex conformations, with molecular mechanics, free energy perturbation, and the Bennett acceptance ratio 7, 8 ͑BAR͒ used to rigorously calculate the binding affinity.
We demonstrate the parallelized technique developed by computing the binding free energies of eight ligands with FKBP12 ͑Fig. 1͒. While assessing FKBP binding in detail is not a focus of this work, a reasonable agreement with experimental measurements was achieved. FKBP and its ligands have been used as a model system in several previous computational studies, 3, 9, 10 as the protein is relatively small in size ͑107 residues͒, involves relatively little conformational change, and offers a set of ligands of varying sizes and affinities that have been experimentally characterized.
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II. THEORY
In free energy perturbation, to obtain the free energy difference between two states A and B, we break the process of transforming from the A Hamiltonian to the B Hamiltonian into discrete stages called lambda intervals. Lambda ͑͒ is a parameter that determines the degree to which the Hamiltonian has transformed ͑ = 0 is pure state A and =1 is pure state B͒. We can denote the change in free energy over a given interval by ⌬G i → i+1 . Given forward and backward potential energy differences between the end states of an interval, the maximum likelihood ⌬G i → i+1 over the interval can be determined using BAR, 7 otherwise, thermodynamic integration or exponential averaging of work measurements in a single direction may be used. The derivation presented here is independent of which approach is used, but we use BAR due to its greater efficiency. 7, 8, 12 The desired overall free energy change is simply the sum over the intervals:
where 0 = 0 and N = 1. The reason for the use of lambda intervals is to increase efficiency and precision ͑by increasing the overlap between ensembles at neighboring lambda values͒, but it also means that sampling for FEP can be naturally parallelized over lambda intervals. The technique described here further parallelizes over configurational states. It is similar in spirit to previous works which sampled different conformational regions separately. 13 We begin the derivation by introducing the notation we shall use for describing free energy changes. ⌬G͑ i , X → j , Y͒ will denote the change in free energy associated with a move from configurational state X in the i Hamiltonian to configurational state Y in the j Hamiltonian. We define a configurational state to be a set of microstates meeting some configurational conditions-thus X and Y are each a set of microstates. As we will describe in Sec. III, the definition of configurational states can be performed based on the obtained simulation data rather than a priori. The free energy associated with the entire transformation described in Eq. ͑1͒ is denoted ⌬G͑0,U → 1,U͒, where U is the set of all microstates of the system. Expanding this ⌬G into a summation over the lambda intervals as before, we obtain
Now, we rewrite ⌬G͑ i , U → i+1 , U͒ in terms of partition functions.
where k is the Boltzmann constant, T is the temperature, and w ͑͒ is the Boltzmann weight of microstate in Hamiltonian . Working on just the fraction from the right side of Eq. ͑3͒, we partition the numerator:
R is a set of mutually exclusive subsets of U that collectively cover U exhaustively; s is one of those subsets. Now, we will derive an expression for the quotient on the right side of Eq. ͑4͒ that is amenable to direct computation. First, we rewrite it in terms of a free energy change: 
We will address the three terms in the above expression in reverse order. The third term is simply
where each term in the sum is simply an output from BAR or an exponential averaging on the given lambda interval. The second term in Eq. ͑6͒ is not as straightforward, as it involves the change from all of configurational space U to a restricted subset s of microstates. In a very simple case where the configurational state is determined entirely by a molecule's translational position rather than any internal degrees of freedom and the Hamiltonian is center-of-mass translationally invariant, only entropy needs to be considered:
where V͑X͒ is the volume of conformational state X. V͑s͒ is determined by the definition of s. V͑U͒ depends on how the overall end states are defined. Later, we describe one approach ͑using a Markov model͒ that will work regardless of how states are defined and will allow states defined based on internal degrees of freedom. The key fact aiding us will be that the transformation at = 0 can be defined to make the computation of a restriction free energy at that Hamiltonian particularly tractable. Returning to Eq. ͑6͒, the first term is the negative of
where each term of the sum ͑which is over lambda intervals preceding i ͒ has been computed using Eq. ͑3͒. Note that evaluation of Eq. ͑9͒ through a given lambda interval requires results of Eq. ͑3͒ only for preceding lambda intervals. Thus, if we evaluate the summation in Eq. ͑2͒ in sequential order, we can easily obtain ⌬G͑0,U → 1,U͒. The above derivation shows that if one partitions configuration space into regions ͑s R͒, the free energy change can be independently computed for each region and the results then assembled together. In this approach, a weighted average over configurational states is taken for each Hamiltonian step, and these averages are then summed to obtain the free energy change associated with the entire process. A similar alternate that naturally comes to mind is to reverse the order-to first get a sum for each configurational state over all Hamiltonian steps ͑in ͒ and then take a weighted average of those overall sums. In particular, we start with
Breaking the numerator into subsets as before gives
Using a thermodynamic cycle, we obtain − kT ln ͚ sR exp͓͑− ⌬G͑0,U → 0,s͒ − ⌬G͑0,s → 1,s͒͒/kT͔, which finally yields
In fact, this equation can be shown to be equivalent to the formulation provided earlier ͓Eqs. ͑2͒-͑6͔͒.
In standard FEP, one must sample the overall equilibrium distribution at each intermediate state. In the formulation described above, we only need to sample the overall equilibrium distribution at one Hamiltonian ͑ = 0 in the derivations above͒. At all the other values, we need only sample within each configurational state. This allows for trivial parallelization over the configurational states in sampling. Furthermore, given that we do not need to observe any transitions between states ͑except at =0͒, the reduction in wall clock time for obtaining sufficient sampling can be expected to be greater than linear in the number of partitions for a highly parallel implementation of the method.
III. METHODS
In this section, we describe a methodology for utilizing the above parallelized-over-parts FEP ͑POPFEP͒ to calculate free energies of binding. The absolute free energy of binding for a ligand can be obtained by summing the free energy changes associated with two processes that together constitute binding: desolvation of the ligand from bulk solvent to an ideal gas and solvation of the ideal gas ligand into the context of the protein binding pocket. 3, 14 Each of those two quantities is computed independently and, as will be seen below, the overall scheme is the same for both situations. The methodology, in either case, can be divided into five steps: ͑1͒ generation of initial configurations, ͑2͒ FEP molecular dynamics simulations, ͑3͒ configurational state assignment, ͑4͒ computation of state probabilities at = 0, and ͑5͒ combination of per state free energies into an overall result.
The goal of step 1, generation of initial configurations, is to obtain a diverse seeding of conformational space. The second step, FEP simulations, provides potential energy differences between neighboring Hamiltonians for many sampled conformations.
Step 3, configurational state assignment, assigns sampled conformations into configurational states s which, together with the output of the preceding step, provides all necessary data for calculation of ⌬G͑ i , s → i+1 , s͒ values with BAR.
Step 4, computation of state probabilities at = 0, provides ⌬G͑0,U → 0,s͒ values. All the values required for evaluation of Eq. ͑10͒ are thus procured, and all that remains in step 5 is to obtain a value for ⌬G͑0,U → 1,U͒.
Below, we will describe a practical implementation of the methodology and application to the example of FKBP12 and eight of its known ligands ͑Fig. 1͒. The same ligands were considered as in the Fujitani et al. study. 10 The same initial protein structures were also used. In particular, for each ligand of interest, the protein structure of FKBP from the cocrystal with a ligand most similar to the ligand of interest was used. Protein Data Bank ͑PDB͒ structure 1FKF ͑FKBP bound FK506͒ was used for L20 simulations. Protein from 1FKG ͑FKBP bound L8͒ was used for L8. Protein from 1FKH ͑FKBP bound L9͒ was used for L2, L3, L5, and L6. Protein from 1FKI ͑FKBP bound L13͒ was used for L12.
A. Generation of initial configurations
Input: Protein structures and ligands. Output: Diverse set of ligand conformations, in complex and in solution.
The first step in the method is to generate initial configurations. Choosing configurations such that low free energy regions are represented will dramatically reduce the sampling required, as we will not need to wait for molecular dynamics to reach them from other regions. In the context of binding, such key configurations are binding poses.
Configurations of complexes
We docked ligands to FKBP crystals, specified above, to obtain initial binding poses. Docking was performed using Surflex v.1.23. 15 No information on the binding pocket was inputted for the PROTOMOL generation step, but the program properly identified the pocket in all cases. Thorough search parameters were used and the top eight scoring poses were retained. We carried the top eight scoring poses from docking to the FEP stage to use as initial structures for simulation and as seeds for generation of further initial structures.
As noted, by choosing diverse initial configurations, we have reason to believe we can sample space with shorter simulation trajectories than otherwise. To supplement the configurations obtained from docking, therefore, we also generated some random bound poses. Each of the docked complexes was "boiled" to generate such additional poses.
Eight trajectories starting from each complex were run at 500 K for 700 ps with the protein frozen. A simple distancedependent dielectric implicit solvent was used ͑similar to Ref. 16͒ . Given the goal of randomization, the quality of the solvent model was relatively unimportant as long as it did not impede sampling. Speed therefore motivated the choice. Structures were sampled at a 100 ps frequency. The 512 structures sampled per ligand ͑8 docked results ϫ8 trajectories ϫ8 samples per trajectory͒ were pruned to discard overly similar conformations: We retained conformations generated such that all retained had a root mean square deviation ͑RMSD͒ of at least 1.5 Å with any other retained complex or any complex from docking. The RMSD considered was in ligand coordinates with the fit of two complexes based on protein coordinates so as to capture translational differences, relative to the pocket, between two ligand poses.
For FKBP, the docking and the high temperature pose generation resulted in a total of 9-51 initial configurations, generally varying with ligand size. While protein conformational flexibility was not addressed here, we note that the same approach could be extended to generate variety in protein conformations, not just in ligand conformations. Such an extension would be most practical for proteins where the flexible portion is limited, such that protein structure can be included as part of the configurational state definitions ͑dis-cussed in Sec. III C͒.
Configurations of ligands
To compute absolute binding free energies, we need to compute ligand solvation energies and thus need ligandalone initial configurations as well. For these configurations, we utilized the identical ligand conformations obtained above, simply removing the protein. This choice may not be ideal, given that the distribution of ligand microstates is different depending on whether it is in the context of bulk solvent or protein. An alternative approach, both for generating ligand-alone conformations and for generating bound poses, would be to use a software ͑such as OpenEye's OMEGA 17 ͒ that generates low energy, druglike ligand conformations. Parallel tempering techniques may also be suitable. Another, more comprehensive, alternative would be to systematically vary torsional angles of the ligand and generate a regularly spaced coverage of conformational space-however, this could result in unmanageable numbers of poses depending on the spacing.
B. FEP simulations
Input: Initial configurations for complex and ligand. Output: Potential energy differences between neighboring Hamiltonians for many sampled conformations.
From each of the initial conformations generated in the preceding step, we conducted molecular dynamics FEP simulations as described in Ref. 10 . Individual trajectories for the complex were of length 100 ps, and for the ligand alone were of length 1 ns. Data from 30 to 50 ps were used for primary analysis and to full length in examining convergence ͑Sec. IV͒. These are lengths achievable in less than a day on a standard contemporary CPU, making the computation theoretically possible in a day with massive parallelization to handle the tens of starting configurations used for each ligand.
Molecular dynamics details
The same force field parameters were used as in the previous work. 10 In particular, AMBER 99-⌽ ͑Ref. 18͒ was used for the protein and ions. The general AMBER force field 19 ͑GAFF͒ provided ligand parameters except for charges, which came from MOPAC 2002 using AM1-BCC.
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TIP3P explicit solvent was used. 21 The simulations were run on the Folding@Home distributed computing infrastructure. 22 Simulations were run using a modified form of GRO-MACS 3.1.4, 23 in double precision, adapted to the Folding@Home environment. The velocity Verlet algorithm was used for integration with a 2 fs time step. 24 All bonds were constrained using SHAKE/RATTLE with a relative tolerance of 10 −12 ͑square of bond length deviation͒. The Andersen thermostat ͑with an all-atom velocity reassignment every 2 ps͒ was utilized to maintain a temperature of 298 K. 25 The Parrinello-Rahman barostat was used with pressure set to 1.01 bar. 26 A neighbor list of 10 Å was utilized, with an update frequency of 20 fs. van der Waals ͑vdw͒ interactions were switched between 8 and 9 Å distances. Particle mesh Ewald 27 ͑PME͒ with an interpolation order of 4 was used for long range Coulombic interactions, beyond 9 Å. The Fourier spacing was approximately 1.2 Å.
All simulations were run in a truncated octahedron box. The complex boxes were sized for the minimum distance between an atom and an image atom to be at least 1.2 Å. For the ligand boxes, that value was 1.4 Å. There were 4000-5000 water molecules in the complex simulations and 300-800 water molecules in the ligand-only simulations. The complex simulations included four chlorine ions to neutralize the charge from the protein.
Free energy perturbation
Our FEP involved sampling at each of a number of lambda values and measuring the potential energy difference from transforming to adjacent lambda values ͑both higher and lower͒. 7, 8 Potential energy differences between Hamiltonians were evaluated every 0.1 ps. We simulated four trajectories from each starting configuration at each lambda. As discussed earlier, lambda values in our case correspond to turning off interaction between the ligand and its surroundings.
As in Refs. 3 and 10, one set of Hamiltonians used corresponded to linear variation of the Coulombic interactions between the ligand and surroundings, and another set of Hamiltonians used corresponded to varying degrees of the vdw interaction between the ligand and surroundings using a soft-core potential with Coulombic interactions fully off. The lambda values used were as follows, where 0 corresponds to no interaction and 1 to full interaction: 0, 0. showed these values to yield similar errors as those used in that work.
Complex decoupling end state
In computing ligand solvation free energies, the two end states are well characterized-ligand fully solvated and ligand as an ideal gas, interacting with itself as normal but not with solvent. For the other process whose free energy is computed-desolvation of the ligand from the context of the binding pocket-one end state is ligand fully interacting with protein and solvent. To reach the other end state, however, there are two possible approaches: decoupling of the ligand from the solvent and protein through an intermediate restraint and decoupling from solvent and protein without a restraint. 28 When restraints are used, the ligand is typically attached to the protein binding pocket with a spring. Traditionally termed "double decoupling," this method has the advantages of requiring sampling of the "ligand as an ideal gas" end state only within the range of the spring and of having a clear connection with standard state conditions. 28 Decoupling the ligand without a restraint does not utilize a spring. This has traditionally been called "double annihilation" ͑as in Gilson et al. 28 and Fujitani et al. 10 ͒, but we will avoid the use of that term as the word "annihilation" has also been used to mean the loss of ligand-ligand interactions in addition to ligandenvironment interactions.
Decoupling with a restraint can require less sampling for convergence. However, here we have followed the work of Fujitani et al. with FKBP ͑Ref. 10͒ and used decoupling without a restraint. Simulation without restraint fits more naturally into our overall methodology, as conformations can be assigned to states without regard to the point to which they were restrained and without any steps required to compute free energies of restraint, as described in the next section.
A weakness of decoupling without a restraint can be the lack of connection with standard state conditions. In this work, we address this through the use of an alternate thermodynamic cycle. This cycle, detailed in Sec. III F, formally requires the decoupled end state of the complex decoupling step to be an ideal gas ligand still within the binding site. This differs from the work of Fujitani et al. in that the volume of the ideal gas is clearly defined.
The binding site volumes were decided as follows. After collecting the simulation data, we computed for all sampled conformations the distance between center of mass of the ligand and the binding pocket. The anchor point in the binding pocket was defined for FKBP as the center of mass of the alpha carbons of SER38, VAL55, and TRP59. We listed the distances observed at the fully coupled Hamiltonian in increasing order and took the value at the 95% percentile as defining the cutoff for the bound state. At loosely coupled Hamiltonians, some conformations were outside the threshold and discarded as not being part of the bound end state. The volume of the state was the volume of a sphere with a radius equal the threshold. A correction connecting this volume with standard state conditions is given in Sec. III F.
C. State assignment
Input: Sampled conformations ͑associated with potential energy differences͒.
Output: Configurational state assignments for sampled conformations.
From the simulations above, we have a number of conformations and potential energy differences for these conformations to neighboring lambda values. Our next task is to partition the conformations into the configurational states that were introduced earlier. It is informative to consider the extreme cases of state partitioning. If there is just one large state, then the method recovers standard FEP. If, on the other hand, each conformation is its own state, then we face the problem that we will only have the free energy differences associated with two lambda intervals ͑up one and down one from the Hamiltonian the conformation was generated under͒ rather than for all the lambda intervals comprising the full process.
Characterization and dimensionality reduction
In this work, we partitioned conformations into states as follows. First, for each ligand conformation, we computed pairwise distances between all nonhydrogen atoms. For the case of the complex, we also included in the computation the three atoms from the protein binding pocket specified in the preceding section, to capture the translational position of the ligand relative to the pocket. If n was the number of atoms considered, then a vector of n͑n −1͒ / 2 values was obtained and used to characterize the conformation.
Next, we pruned the dimensionality of our representation. This has two benefits. One is vastly increasing computational efficiency versus using the full dimensionality representation for each conformation, which can be intractable in some cases. For example, by reducing the dimensionality to four for the steps below, we made linear operations on the vectors approximately 100 times faster than on the full dimensionality representations ͑which ranged in size from 190 to 1770͒. Note that if too few dimensions are retained, then distinguishability between conformations could be lost. The other benefit of dimensionality reduction is focusing the characterization of states to kinetically relevant dimensions, such that members of a given state can interconvert easily compared to members of different states. We chose the dimensions based only on data from the Hamiltonian where the ligand was fully interacting with its surroundings ͑ =1͒, as that is where sampling was presumably slowest.
We wished to retain those dimensions where motion is slow but where a wide range of motion is possible. The first step in the selection process was to calculate, for each trajectory that was obtained under the fully coupled Hamiltonian, the mean and standard deviation for each vector element over all vectors from that trajectory. We then averaged the standard deviations over all the fully coupled trajectories. This value ͑s͒ is a rough measure of the kinetic stability of a given interatomic distance, with lower standard deviation meaning more stable. We also computed for each vector coordinate the largest difference between its maximum trajectory average and minimum trajectory average. This value ͑r͒ gives a sense of the overall range available to the coordinate. We computed the ratio r / s for each dimension and ranked them from highest to lowest, so that those dimensions ranked highest where the observed spread was a high multiple of the per-trajectory standard deviation. Finally, we stepped through the ranking and discarded entries corresponding to an interatomic distance involving an atom that was already involved in a higher ranking dimension. The restriction of allowing each atom to be involved in only one retained dimension aims to reduce correlation between retained dimensions.
Clustering
Given reduced dimension representations of each conformation, our next step was to use those representations for state construction. To do this, we first clustered a subset of the vectors corresponding to the fully coupled Hamiltonian data to obtain seed states. We took data at a 5 ps resolution from each trajectory run under the fully coupled Hamiltonian from 30 to 50 ps for a total of 20N conformations, where N is the number of starting conformations for the given ligand ͑5 conformations/ trajectoryϫ 4 trajectories/starting conformationϫ N starting conformations͒. These were clustered with hierarchical clustering. 29 The average linkage criteria with a 0.5 Å cutoff was used.
Next, the remaining conformations, from all Hamiltonians, at the full time resolution, were assigned to the nearest seed cluster, with the distance between a conformation and a cluster deemed to be the Cartesian distance between its vector representation and the mean vector ͑center͒ of the cluster. Finally, we checked if any clusters lacked a member from any of the lambda intervals. If so, we merged it with the cluster whose center was nearest to its own, repeating until all clusters had representation from all lambda intervals. This procedure resulted in between 3 and 10 configurational states for ligands alone and between 23 and 35 states for complexes.
Alternatives
There are many alternate approaches possible for assigning conformations to states. We have experimented, for example, with the use of supervised machine learning techniques like support vector machines. 29 The optimal way of defining states should be explored further and, indeed, the current active study of Markovian state decomposition for protein dynamics could provide useful techniques here. 30, 31 We divide approaches to partitioning into two categories: descriptive and prescriptive. The approach outlined above is an example of what we call a descriptive approach, with the states defined based on the data observed. In what we call a prescriptive approach, the states are defined before any simulation is conducted ͑see Ref. 32 for a current work exemplifying this approach͒. Restraints may be used to force given trajectories to sample only within assigned predefined states. A key advantage of this approach over a descriptive one is that it will be easier to judge whether each state has reached equilibrium.
However, unless we have the computational power to systematically define and sample a comprehensive set of states, it may be difficult to decide a priori how best to define the states for molecules with many degrees of freedom, and clearly, the introduction of poorly constructed restraints could prevent sampling of key phase space regions. Restraints creating flat bottom wells can be easily and simply constructed, and would likely lessen this risk compared to harmonic restraints, but they would also not offer as much benefit as more sophisticated restraints in terms of focusing the sampling. Indeed, flat bottom wells would in practice make little change to our current scheme, given the variety of starting positions. With some types of constraints, measuring state probabilities at the fully decoupled Hamiltonian ͑essen-tially measuring the free energy of restraint͒ could require much sampling. Further work should be done to compare descriptive and prescriptive approaches to see whether either has an edge in practical applications and to see how they compare over a range of systems. Hybrid approaches-for example, where states are prescriptively defined before sampling and descriptively redefined after sampling-are also possible.
D. State probabilities at =0
Input: Protein structure and initial ligand conformations. Output: Probability of each defined configurational state at = 0 Hamiltonian.
As noted in Sec. II, the POPFEP formalism does not require that we obtain equilibrium distributions over the entire configurational space at all Hamiltonians, but does require it for at least one. In practice, this is easiest to do at the fully decoupled Hamiltonian ͑ =0͒, as that is where sampling is most rapid. In particular, in our binding example, the ligand in the fully decoupled state can be modeled as a ligand in vacuum. Even for the complex case, we only require data from the ligand's dynamics in vacuum as it does not interact with protein or solvent, and thus simulation is very fast. We further discuss this point below, explaining how we can account for the position of the free ligand relative to the protein. We used a Markov model approach to obtain the state probabilities but replica exchange, stochastic roadmap simulation, or other techniques may well prove more efficient.
Markov models have been recently used to study protein dynamics. 31, 33, 34 They are defined by a transition matrix where element ͑i , j͒ of the matrix gives the probability of the system being in state j some step time after being seen in state i. They do not require equilibrium sampling over the entire space but only sufficient sampling between neighboring states to obtain accurate transition probabilities. Here, the transition probabilities between configurational states over a step time of 10 ps were computed based on the transitions observed in the simulations described below. The first eigenvector ͑associated with the eigenvalue 1͒ of the transition matrix gave the equilibrium probabilities of the states. The full procedure of constructing a matrix is described in both Refs. 31 and 34.
To obtain greater sampling than was obtained from the FEP simulations in the decoupled Hamiltonian, we simulated four 10 ns trajectories of a ligand in vacuum from each of the previously determined starting conformations ͑the first 1 ns was discarded͒. For computing ligand solvation energy, sampled conformations ͑at a frequency of 10 ps͒ were assigned to configurational states as part of the procedure described in Sec. III C. For computing complex decoupling energy, the procedure is described in the following paragraph. As mentioned earlier, even for the protein-ligand complex case, it should be sufficient to sample the ligand on its own, as it does not interact with the rest of the system. The only issue, however, is that our characterization of complex configuration includes the ligand's position relative to the pocket ͑as noted in Sec. III C͒. To obtain this relative position from simulations of ligand alone, we take the trajectories sampled above and break them into 1 ns blocks. We call the initial conformation of the trajectory S. At every 1 ns interval of the trajectory, we fit the ligand conformation sampled at that point to the ligand conformation in the initial bound complex from which S was taken. We retain the protein coordinates from the fit and treat them as fixed relative to the ligand for the next 100 ps of the trajectory under consideration. In this way, we can capture motion of the ligand relative protein and take into account the translational dimensions of states. The remaining 900 ps from every 1 ns block is not used. This keeps the data to a manageable amount. Also, at a longer time after a fit, the ligand will have drifted away from the protein and will no longer be in the binding pocket. We could have used snapshots from 1 ns continuously instead of spread over 10 ns, but the latter offers increased coverage of phase space; the additional simulation is acceptable given its speed ͑few hours on typical computers͒.
E. Combination to overall free energy
Input: Many sampled potential energy differences between Hamiltonians and state assignments for sampled conformations.
Output: Free energy of full transformation, ⌬G͑0,U → 1,U͒.
Having completed the preceding steps, we could now compute the overall free energy for each process ͑desolva-tion and complex decoupling͒. Potential energy differences were used in BAR at their sampled 0.1 ps frequency while, for computational reasons, we had assigned conformations to states at only a 1 ps resolution. We associated the ten work values from the picosecond following a sampled conformation with the state of that conformation ͑using five values preceding and following a sampled conformation works similarly͒. With BAR, we obtained a free energy for each lambda interval for each state. We could then evaluate Eq. ͑10͒ with these free energies to obtain the overall free energy of the process. In this way, for each ligand we obtained a free energy for desolvation and a free energy for coupling the ligand with protein and solvent.
Given the configurational states defined, statistical error estimates were obtained through a bootstrap analysis. For each lambda interval and configurational state pair, we com-puted a new ⌬G value with BAR using a random selection of the total pool of work measurements available at that lambda interval and state. The number of work measurements selected was equal to the number of work measurements available, with the random selection of blocks of ten consecutive measurements done with replacement. We note that in a bootstrapping calculation, the block size should be twice the correlation time of the values. If there are some states with a very long correlation time, the error could be underestimated. The difficulty in assessing correlation in each state is a weakness of the method used. The ⌬G values calculated with the randomly selected potential energy difference measurements for each state and lambda interval were combined as described earlier ͓Eq. ͑10͔͒ to obtain a total ⌬G for the process, either ligand solvation or complex decoupling. This procedure was repeated 20 times and the standard deviation over the trials was computed. We note that this is a statistical error only-it does not account for model errors. Also, if the sampling was poor in the sense that it left important regions entirely unexplored, that fact would not be reflected in this error.
F. Sum for binding free energy
Input: ⌬G of ligand solvation, ⌬G of decoupling ligand from complex, and binding site volume.
Output: ⌬G for binding. Having obtained free energies for its constituent processes of ligand solvation and decoupling from complex, we used them to obtain the free energy of binding. In traditional double decoupling or double annihilation, 28 there is no explicit definition of a binding volume required. A Boltzmann distribution is formally obtained for the entire space. A restraining spring ameliorates the issue of having to sample the entire simulation box by making sampling of the range of the spring formally sufficient, and the presence of this spring is accounted for analytically and a connection with standard state volume and concentration established. In the present work, however, a definition of the binding pocket is required ͑described in Sec. III B͒ in order to make a connection to the standard state.
In particular, we correct for the entropy difference between the binding site volume and the standard state volume with −kT ln͑V b / V o ͒, where V b is the binding site volume and V o = 1660 Å 3 , the volume for one molecule in 1M solution. In practice for our simulations, the correction ranged from −0.04 to − 0.64 kcal/ mol. Summarizing then, the free energy of binding was considered to be the sum of the free energies of following thermodynamic steps ͑L refers to ligand and P to protein͒.
͑1͒ L͑coupled͒ → L͑decoupled͒ ͓ligand desolvation energy; formally considered to be in V o and distant from protein͔.
These sum to the overall process P + L͑coupled, far from protein͒ → P + L͑coupled, in binding pocket͒.
The variance in the total binding energy is taken to be the sum of the variances in the ligand solvation energy and complex coupling energy.
IV. RESULTS
We carried out the above method for FKBP and eight of its ligands. This set includes both manmade and naturally occurring ligands. Holt et al. designed some of those ligands and measured the inhibition constant K i for all. 11 Fujitani et al. approximated the dissociation constant K d to equal K i ͑the approximation is most applicable for strongly binding ligands͒ and converted it to a free energy using
The assays of Holt et al. were at 283 K, but T = 298 above to match the temperature of the simulations, the temperature for which the force field is most appropriate. 10 The validity of this approximation is unclear, but it appears the most reasonably possible for the available data. Figure 2 shows the range of desolvation and decoupling energies obtained for configurational states for each ligand, along with the result of combining with Eq. ͑10͒. Evaluating the sum of the calculated desolvation, coupling, and volume correction terms, as described in the preceding section, yielded overall binding free energies. Figure 3 shows a graph 
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comparing the experimental binding free energies with those computed in this work ͑also in Table I͒ . The RMSD between the two sets is 1.6 kcal/ mol. Ligand L12 is the major outlier, its computed free energy deviating from the experimental value by a substantial 3.4 kcal/ mol. A better choice of starting configurations, as discussed in Sec. III A, may improve the situation. The RMSD excluding L12 is 1.1 kcal/ mol.
We stress that, though the results appear predictive, we make no claim that the agreement will generalize to other systems. We point out that very minor changes in the model-for example, in the ligand atom charges-can cause changes of a kcal/mol or more in solvation free energy or decoupling energy. 35 Our results here, like those in most computational studies utilizing molecular mechanics force fields, may well be benefiting from a virtuous cancellation of error between the solvation free energy term and the complex decoupling term.
The statistical error in computed values ͑Table I͒, described earlier, is in the tenths of a kcal/mol and is largest for the largest ligands. In Fig. 2 , the almost invisible error bars corresponding to experimental errors are simply the error reported by Holt et al.. They do not reflect the systematic error that is manifested in the fact that different experimental techniques or groups can obtain slightly different free energies for a single process. Similarly, the error bars for the computation do not reflect systematic errors from the model, which are likely of higher magnitude.
B. Single configuration decoupling
It is desirable to compare in more detail starting simulation from a single configuration versus starting from many configurations. We focus the comparison on complex decoupling as that is where equilibration is slower and thus where differences in methodology would be expected to be more pronounced. In the earlier work by Fujitani et al., a single initial complex structure, obtained from tens of nanoseconds of molecular dynamics equilibration ͑prior to any free energy perturbation͒, was utilized for each ligand's free energy simulation ͑Table II͒. 10 ͑If a constant offset of 3.2 kcal/ mol in the favorable direction was added to the computed binding free energies, then the RMSD of this fit with experiment was 0.4 kcal/ mol; this was without any volume correction or restraint, and the connection with the standard state is unclear.͒ If a single initial configuration has to be chosen, lengthy equilibration is a fairly rigorous method of selecting it. It is therefore worthwhile to include the initial complexes from that previous work in analysis of the effect of starting configuration, particularly as one motivation of the present work was to avoid such equilibration. We will sometimes refer to the set of initial conformations from the work of Fujitani et al. as simply the "equilibrated" structures or conformations.
To compare the equilibrated structures with data from the current work, we first have to account for the fact that the previous work utilized a different molecular dynamics protocol. Notably, it utilized a different integrator, different pressure control algorithm, and different constraints algorithm, though the same force field parameters. 10 We repeated the complex decoupling calculations of the previous work, following its single starting configuration protocol and using the same initial conformations, but using the molecular dynamics model of the present work. The results obtained, using sampling from 600 to 1000 ps of each of ten trajectories for each Hamiltonian, had a RMSD of 0.8 kcal/ mol with the decoupling energies from the previous work. We were now better able to undertake a comparison between data from the equilibrated conformations and other single initial conformation results. For each of the starting configurations used in our POPFEP computation, we used the already collected data to calculate a decoupling energy by the simple single-state protocol of the earlier work, so that one decoupling energy was independently obtained from each starting configuration's data. We used only data from 30 to 50 ps from each trajectory and did the same for the equilibrated initial structures' trajectories, making for data sets that can be obtained in equal wall clock time ͑ignoring preparation of structures͒. We also did not define a restricted binding volume. The methods followed for obtaining all the decoupling energies ͑one from the earlier work's single initial conformation and one from each of the present work's initial conformations͒ thus were identical except for the starting conformation used. Note that the trajectory length does not allow as much drift away from the binding pocket as the longer trajectories of the work of Fujitani et al. ͑where no restraints were used or correction for volume made͒, 10 contributing to values of greater magnitude than those seen in that work. This difference does not concern us here as our goal in the remainder of this section is not to compare to that work's energies but to examine the impacts of initial structure on the shorter time scale used in this study. Figure 4 shows the decoupling free energy obtained from the equilibrated single conformation in the context of the minimum and maximum decoupling free energies obtained from the current work's initial conformations. One might expect that the earlier work's initial conformations would yield decoupling energies of near or greater magnitude as the maximum decoupling energies from the present work's configurations, as the earlier conformations were obtained by a long equilibration period that presumably would have culminated in a location with favorable energy. This is indeed what we see for the largest ligands, but for the smaller five ligands, and especially for L3 and L5, the decoupling energies from the earlier work's structures lie in the middle of the ranges. One possibility is that smaller ligands may be allowed more motion in the pocket, and a long preparatory trajectory may terminate in an entropically favorable but energetically nonoptimal location, causing free energy simulation on the order of a nanosecond or less from that position to neglect conformations that are of lower potential energy. We point out that this is not necessarily harmful to accuracy in practice, as it may be the case that such neglected regions are in actuality of low probability: indeed, certain ligands yield very similar decoupling energies to the POPFEP result even with only 500 ps of sampling ͑10 trajectories ϫ50 ps͒ per Hamiltonian ͑Table III͒. However, the fact that the range between minimum and maximum observed single-state decoupling energy is relatively large for each ligand ͑Fig. 4͒ highlights the fact that if one is simulating from a single starting structure, great care ͑as in the form of a lengthy structural equilibration͒ must be taken in selecting that structure and lengthy simulation may be necessary beyond that in order to fully sample phase space with proper probabilities. 3, 13 Finally, we note further results that agree with the fact that it is crucial to consider entropy, not just potential energy. In particular, we examine the effect of considering from our overall POPFEP calculation only the single defined configurational state ͑as per Sec. III C͒ for each process-solvation and complex decoupling-that saw the largest free energy change ⌬G͑0,s → 1,s͒ ͑Fig. 2͒. The resulting binding free energy ͑including same volume corrections as before͒ shows poorer agreement with the experimental binding free energies than the result utilizing all states. The RMSD with experiment is 2.0 kcal/ mol with affinities generally overly favorable compared to experiment, suggesting that taking into account multiple configurational states ͑motion͒ is worthwhile for FKBP and that only sampling the very local vicinity of locations with the most favorable free energy is insufficient.
C. Longer simulation
Conducting very long simulations and comparing the structures sampled there with those sampled in the present work would be highly informative as to the extent and importance of conformational space coverage. Such long trajectories are of course highly difficult to obtain, however, especially for complexes, one of the motivations for the method shown here. While structural analysis is beyond the scope of the present work, we are currently pursuing such an experiment with collaborators. Longer trajectories can also provide information on convergence within the model. In the above discussed results, we only used data from between the 30 and 50 ps time points of each trajectory. However, our ligand-alone simulations ran to 1 ns. We recomputed ligand solvation energies using the same method as described earlier ͑including redoing state definition͒ except that we used only data from between the 600 ps and 1 ns time points from FEP trajectories ͑Table IV͒. Figure 5 shows the solvation free energies computed using the 30-50 ps data versus those computed using the 600-1000 ps data. The RMSD between the two sets is 1.1 kcal/ mol. The outlier is ligand L5, showing a difference of nearly 3 kcal/ mol; excluding L5 results in a RMSD of 0.4 kcal/ mol. The divergence in L5 appears due to differences in the states defined, but it is yet unclear what about L5's structure causes this. Though far slower than ligandonly simulation, we were also able to extend our complex trajectories to 100 ps to get an idea of how those energies change ͑Table IV͒. Figure 6 shows the coupling free energies ͑including standard state volume correction͒ computed using the 30-50 ps data versus those computed using the 30-100 ps data. The RMSD between the two sets is 1.0 kcal/ mol, with all the energies except one agreeing within one standard deviation error. We stress that, given the length of simulation, these results do not at all prove convergence of the free energies-they are necessary but insufficient tests.
V. CONCLUSION
We have presented a formalism for computing free energies over disjoint configurational states with FEP and combining them. It is very naturally adapted to parallel computing ͑including loosely coupled CPUs as found in distributed computing͒, offering the promise of reducing wall clock times, which has been a key obstacle to the wider scale use of FEP. It also reduces the importance of a priori structural knowledge of the end states.
In the context of binding, we described a method using docking to help generate initial configurations for simulation. This use of docking aids sampling of favorable conformations and, together with the configurational state averaging technique described, reduces dependence on knowledge of the true end states. We also described an automated approach for assigning sampled conformations to configurational states based on significant dimension representations. Other approaches for this step can be used without alteration of the rest of the method.
Applying the described method to computing absolute binding free energies for FKBP resulted in reasonable agreement with experiment, although, as discussed, it is difficult to make any judgment about agreement with experiment in other systems without further study. The average sampling used for each ligand, including both solvation and complex decoupling computations, was 200 ns, underscoring the difficulty of applying the method without parallelization. The computed statistical error was under 1 kcal/ mol for most ligands. Longer simulation or more trajectories may help improve the precision and further test convergence. Better methods of identifying slow degrees of freedom and using them to define states may also help.
Our hope is that methods such as that described can increase the practicality of free energy computations. Not only is reducing wall clock time important for its own sake, but it also makes possible computations that previously were not. Of course, studying larger systems is one example of this, but we can also contemplate the use of more detailed ͑and typically considerably slower͒ simulation models such as a polarizable force field or hybrid quantum mechanics and molecular mechanics ͑QM/MM͒ methods. With sampling less of an issue, models can be improved faster. Together, improved sampling and modeling hold the promise of dramatically improving the utility of free energy computation in drug discovery.
