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生産効率問題は、制約付き準凸関数最小化問題に帰着される [3, Section 6] 。






(a) 局所的最小解と (劣) 勾配 (b) 局所的最小解と準劣勾配
図2: 準凸関数の局所的最小解








に困難な、複雑な制約集合も存在する [16] 。このような複雑な制約集合をもつ最小化問題に対し、 こ
れらの集合を非拡大写像の不動点集合として表現することで、不動点理論の知見を応用した最適化ア
ルゴリズムを構成することが、近年凸最適化分野において研究されている [6, 8, 15] 。
閉凸集合に対する距離射影は、その集合を不動点集合として持つ非拡大写像であることが知られて
いる [13, Theorem 5.2.3]. したがって、制約集合への距離射影を用いた既存の最適化アルゴリズム
において取り扱うことのできる問題の制約集合は、非拡大写像の不動点集合としても表現すること
ができる。さらに、勾配が Lipschitz 連続な Frechet 微分可能凸関数の最小解集合も、非拡大写像の

















本稿において、 H を実 Hilbert 空間とし、 \rangle :  H\times H\rightarrow \mathbb{R} をその内積、また :  H\rightarrow [0, \infty )
をその内積より導かれるノルムとする。 \mathbb{R} を実数全体の集合とし、 \mathbb{N} を (0 を含まない) 自然数全体




定義1 (非拡大写像とその不動点集合 [2, Definition 4.1]) C を H の空でない部分集合とし、 T
を C から H への写像とする。このとき、
(i) T が非拡大写像であるとは、任意の点 x, y\in C に対し、
\Vert T(x)-T(y)\Vert \leq\Vert x-y\Vert
が常に成り立つことをいう。
(ii)  T が堅非拡大写像であるとは、任意の点 x, y\in C に対し、
\Vert T(x)-T(y)\Vert^{2}+\Vert(\mathrm{I}\mathrm{d}-T)(x)-(\mathrm{I}\mathrm{d}-T)(y)\Vert^{2}\leq\Vert x-y\Vert^{2}
が常に成り立つことをいう。
写像 T の不動点集合を Fix(T) により表し、次式で定義する。
\mathrm{F}\dot{\mathrm{r}}\mathrm{x}(T):=\{x\in C:T(x)=x\}.
本稿においては、加えて以下の定義を議論に用いる。
定義2 (準凸関数 [1, Definition 5.1]) C を H の空でない閉凸集合とし、 f を C 上で定義された
実数値関数とする。このとき、
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(i) f が準凸関数であるとは、任意の点 x, y\in C と、任意の実数  $\lambda$\in[0 , 1 ] に対し、
f( $\lambda$ x+(1- $\lambda$)y)\displaystyle \leq\max\{f(x), f(y)\}
が常に成り立つことをいう。
(ii) f が狭義準凸関数であるとは、任意の異なる2点 x, y\in C と、任意の実数  $\lambda$\in(0,1) に対し、
f( $\lambda$ x+(1- $\lambda$)y)<\displaystyle \max\{f(x), f(y)\}
が常に成り立つことをいう。
問題1 (不動点制約付き準凸関数最小化問題) C を H の空でない閉凸部分集合とし、 f を C 上で定
義された準凸連続実数値関数とする。 T を C から C への堅非拡大写像とし、その不動点集合 Fix(T)
が空でないものとする。このとき、次式で定義される最小化問題を不動点制約付き準凸関数最小化問
題という。
Minimize f(x) subject to x\in \mathrm{F}\mathrm{i}\mathrm{x}(T) . (1)
加えて、最小化問題 (1) の最小値み :=\displaystyle \inf_{x\in \mathrm{F}\mathrm{i}\mathrm{x}(T)}f(x) と解集合 X^{\star}:=\{x\in \mathrm{F}\mathrm{i}\mathrm{x}(T) :f(x)=f_{\star}\}
を、それぞれ定義する。
定義3 ( \mathrm{H}\ddot{\mathrm{o}}lder条件 [10, Definition 1]) C を H の空でない部分集合とし、 f を C 上で定義さ
れた実数値関数とする。このとき、 f が \mathrm{H}\ddot{\mathrm{o}}lder 条件を満たすとは、ある正の実数 p と、ある正の
実数 L が存在し、任意の x\in C に対し、
f(x)-f_{\star}\leq L (dist (x, X^{\star}))^{p}
が常に成り立つことをいう。
定義4 (準位集合と準劣微分 [9, Subsection 2.2]) C を H の空でない閉凸集合とし、 f を C 上
で定義された準凸関数とする。また、 x\in C とする。このとき、関数 f の点 x における準位集合を
lev<f(x)f:=\{y\in C:f(y)<f(x)\}
により定義する。また、関数 f の点 x における準劣微分を
\partial^{\star}f(x):=\{g\in H: \{g, y-x\}\leq 0(y\in 1\mathrm{e}\mathrm{v}_{<f(x)}f)\}
により定義する。
定義5 (弱収束と弱下半連続性 [13, Chapter 5]) \{x_{n}\} を H の点列とし、 x を H の点とする。 こ
のとき、点列 \{x_{n}\} が点 x に弱収束するとは、任意の y \in  H に対して、 \langle x_{n},  y\rangle \rightarrow \langle x,  y\rangle とな
るときをいい、またこれを  x_{n} \rightarrow x と書く。いま、 f を H 上で定義された実数値関数とする。 こ






1: x_{1}\in C, \{$\alpha$_{k}\}\subset(0,1) , \{v_{k}\}\subset(0, \infty) .
2: for k=1 , 2, . . . do
3: 9k\in\partial^{\star}f(x_{k})\cap \mathrm{S}.
4: x_{k+1} :=$\alpha$_{k}x_{k}+(1-$\alpha$_{k})T(x_{k}-v_{k}g_{k}) .
5: end for
に対し、Krasnosel’skiĭ‐Mann 不動点アルゴリズムを組み込むことで構成されている。まずStep. 1
においては、Krasnosel’ski \dot{1}‐Mann不動点アルゴリズムに対するパラメータ \{$\alpha$_{k}\} と、準劣勾配法に
対するステップ幅 \{v緑 を与え、関数 f の定義域から初期点を任意に選ぶ。続いて、Step. 3におい
て、現在の暫定解 x_{k} における準劣勾配儀を選択する。この準劣勾配は、暫定解 x_{k} における準劣微






(i) 関数 f は、Hölder 条件を満たす。[4, Section 2]
(ii) 解集合 X^{\star} は、空でない。
(iii) Algorithm 1において用いられる数夕」 \{ $\alpha$緑は、
 0<\displaystyle \lim_{k\rightarrow}\inf_{\infty}$\alpha$_{k}\leq\lim\sup$\alpha$_{k}<1 k\rightarrow\infty
を満たす。[8, Assumption 4.1]
(iv) Algorithm 1により生成される点列 {xk} は、有界である。[6, Assumption 3.1]
次の定理1は、ステップ幅 \{v_{k}\} をある定数に固定した際の、Algorithm 1の近似性能を与える。
定理1 (定数ステップ幅選択時の収束性) 仮定1が成り立つとする。 v を正の実数とし、  v_{k}:=v(k\in
\mathbb{N}) とする。このステップ幅 \{v_{k}\} を用い Algorithm 1により生成される点列を \{x_{k}\} とする。この
とき、ある数  M\in[0, \infty) が存在し、





定理2 (漸減ステップ幅選択時の収束性) 仮定1が成り立つとし、関数 f が弱下半連続関数である
とする。ステップ幅 \{v_{k}\}\subset(0, \infty) が、
\displaystyle \lim_{k\rightarrow\infty}v_{k}=0, \sum_{k=1}^{\infty}v_{k}=\infty
を満たすとし、これを用い Algorithm 1により生成される点列を {xk} とする。この点列 {xk} につ
いて、  X^{\star} の点に弱収束する部分列が存在する。
いま、もし関数 f が狭義準凸関数であれば、最小化問題 (1) の解はただ1つに定まる。そこで、定
理[7, Theorem 3.2] より、下記の系1が導かれる。
系1 (最適解への収束定理 [7, Theorem 3.2]) 定理2の仮定が成り立つとし、Algorithm 1によ
り生成される点列を \{x_{k}\} とする。いま、関数 f が狭義準凸関数であり、なおかつ考察する空間が
N 次元 Euclid 空間 H=\mathbb{R}^{N} であるとする。このとき、点列 {xk} は最小化問題 (1) の唯一の解
x^{\star}\in X^{\star} へ収束する。
4 応用例
Algorithm 1の応用例として、Cobb‐Douglas 生産効率問題 Í3, Section 6] への適用を考える。
問題2 (Cobb‐Douglas 生産効率問題 [3, Problem (6.1)]) aj, b_{ij} , cj, p_{i} \in [0, \infty ) (i =
1 , 2, . . . ,m;j=1 , 2, . . . , n) とし、 \displaystyle \sum_{j=1}^{n}aj=1 であるとする。また、 a0, c0 \in(0, \infty) とする。関数
fprofit と f_{\mathrm{c}\mathrm{o}\mathrm{s}\mathrm{t}} をそれぞれ、
fprofit :=a_{0}\displaystyle \prod_{j=\mathrm{i}}^{n}x_{\mathrm{j}}^{a_{\mathcal{J}}}, f_{\mathrm{c}\mathrm{o}\mathrm{s}\mathrm{t}}:=\displaystyle \sum_{j=1}^{n}c_{j}x_{j}+c_{0}
と定める。このとき、次式で定義される最小化問題を Cobb‐Douglas 生産効率問題 という。
Minimize f(x):=-\displaystyle \frac{f_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{f}\mathrm{i}\mathrm{t}}(x)}{f_{\mathrm{c}\mathrm{o}\mathrm{s}\mathrm{t}}(x)}
subject to \displaystyle \sum_{j=1}^{n}b_{ij}x_{j}\geq p_{i} (i=1,2, \ldots, m) ,
x\geq 0.
この問題において、 x_{j} (j= 1,2, \ldots,n) は生産要素を表し、与えられた生産要素 x に対して、
f_{\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{f}\mathrm{i}\mathrm{t}}(x) は総利益を、 f_{\mathrm{c}\mathrm{o}\mathrm{s}\mathrm{t}}(x) は生産への投資に必要な総コストをそれぞれ表す。この問題の目的
は、上記の設定において、コスト対利益を最大化する生産要素 x を求めることである。ただし、事業
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計画 i=1 , 2, . . . , m ごとに最低生産量 pi が与えられており、これは生産要素 x に関する線形関数で
表現されるものとする。
いま、問題2においては、最低生産量に関する m 個の制約と、生産要素の非負条件、併せて
m+1 個の制約が与えられている。最低生産量勉 (i= 1,2, \ldots, m) に関する制約は、すべて n 次
元Euclid 空間 \mathbb{R}^{n} 上の半空間として表されているので、それぞれについては距離射影丑 を計算す
ることができる [2, Example 28.15] 。また、非負のベク トル全体の集合 [0, \infty)^{n} への距離射影は、
P_{0}(x) := (\displaystyle \max\{x_{j}, 0\})_{j=1}^{m} として計算することができる。したがって、定理 [2, Propositions 4.8,
4.25, 4 \cdot34, and 4 \cdot35] より、
 T:=\displaystyle \frac{1}{2} (\mathrm{I}\mathrm{d}+P_{0} (\frac{1}{m}\sum_{i=1}^{m}P_{i}))
と定めると、この写像 T : \mathbb{R}^{n} \rightarrow [0, \infty)^{n} は堅非拡大写像となり、その不動点集合 Fix(T) は問題2
















なお本研究は、JSPS 科研費 \mathrm{J}\mathrm{P}17\mathrm{J}09220, \mathrm{J}\mathrm{P}15\mathrm{K}04763 の助成を受けたものです。
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