vertices. The automorphism groups are determined, and the extended Preparata codes are reconstructed using walks on these graphs.
Introduction
We refer to Brouwer, Cohen and Neumaier BCN] for the de nition and theory of distance-regular graphs. Such a graph ?, of diameter d, is said to be antipodal if all vertices at distance d from any given vertex are at distance d from each other; cf. BCN], x4.2. When d equals three, ? is an r-fold cover of a complete graph K n , where n is the number of antipodal classes (called bres) and r is the size of each bre. See Godsil and Hensel GH] for an extensive study of this class of graphs. In particular, they show ( GH] lemma 3.1) that an antipodal distance-regular graph of diameter three can be speci ed by the triple of parameters (n; r; c 2 ), where n and r are as above and c 2 is the number of common neighbours to any pair of vertices at distance two. Such a graph is called an (n; r; c 2 )-cover. Our main result is the construction of (2 where` ' means`is adjacent or equal to'. We will show after Lemma 2.2 that ?(q; s) is distance-regular. It is clear from the de nition that ?(q; s) is a q-fold cover of K 2q , having as its bres the point-sets V a;i = f(a; i; ) : 2 GF(q)g; a 2 GF(q); i 2 GF(2):
Note that ?(2; 2) is the familiar 3-cube; the other graphs are new. We will determine the automorphism groups of these graphs in Section 2. The result is the following. ; which gives the required formula for k. By Lemma 2.1, the resulting equation for c has exactly two solutions. One may solve uniquely for using either (1) or (2), so that there exist exactly two vertices C satisfying A C B.
Since A 6 B, such vertices C do not coincide with either A or B. Therefore A and B have exactly two common neighbours, and these lie in the bres described in (i). Now consider the case i 6 = j. Again adding (1) and (2) Replacing k by i + k gives the equation for c given in conclusion (ii). Since x 7 ! x s+1 is bijective, each value of k 2 f0; 1g gives a unique solution for c.
The result follows as before.
2 By Lemma 3.1 of GH], we immediately obtain that ?(q; s) is a (2q; q; 2)-cover, for any s = 2 e with gcd(e; 2t ? 1) = 1. This yields (2t ? 1) distinct graphs; but it is easy to check that the map (a; i; ) 7 ! (a; i; s ) is an isomorphism from ?(q; q=s) to ?(q; s). We will show after Theorem 3.3 that we have in fact 2
The collection of bres forms a system of imprimitivity for the action of G = Aut(?) on the vertices, because the bres are equivalence classes for the antipodal relation. Let N be the elementary abelian subgroup of G consisting of all automorphisms of the form (a; i; ) 7 ! (a; i; + u); u 2 GF(q). Clearly N xes each bre, and acts regularly on the vertices in each bre. By GH, Lemma 7.3] , N is the full kernel of the action of G on the set of bres, which proves the following.
Lemma 2.4 The action of G on the set of bres is given by G = G=N. Corollary 2.5 Suppose q > 2. Then the permutation group G is imprimitive. Two systems of imprimitivity are given by (i) ffV a;0 : a 2 GF(q)g; fV a;1 : a 2 GF(q)gg, and (ii) ffV a;0 ; V a;1 g : a 2 GF(q)g.
Proof. If S i := fV a;i : a 2 GF(q)g, i 2 f0; 1g, then by Lemma 2.3, any three bres in S i are contained in a quad in S i ; moreover S 0 and S 1 are the only q-sets of bres with this property. It follows that (i) is a system of imprimitivity for G. Similarly, the system (ii) can be recognized via Lemma 2.3, by the property that any pair fV a;0 ; V a;1 g, together with an arbitrary third bre, is contained in a unique quad. Proof of Theorem 1.2. Let be any automorphism of ?, with the associated permutations ; : GF(q) ! GF(q) in the notation of Lemma 2.6. We will prove that induces an automorphism~ of P(q; s), so that we may appeal to Kantor K] . For S GF(q), de ne S := fx : x 2 Sg and S + d := fx + d : x 2 Sg. Suppose that (X; Y ) 2 P(q; s); we will show that (X; Y )~ := (X ; Y + c), where c is as in the statement of Lemma 2.6, also belongs to P(q; s). The conditions (i) and (ii) de ning the codes are very easy to verify, since j X j=j X j and j Y + c j=j Y j are both even and also Thus~ is an automorphism of P(q; s). When q 32, Theorem 3 of K] implies that c = 0 and that x = x , x = s+1 x for some 2 GF(q)nf0g and 2 AutGF(q). 2
Construction of the Extended Preparata Codes from the Graphs
In this section, we construct a code C using walks on the graph ? = ?(q; s).
Recall that a walk is a sequence of adjacent vertices, with possibly repeated vertices. Although it is possible to describe this code C in terms of ? using our previous co ordinatization by GF(q) GF(2) GF(q), we instead use new notation in order to make clear that C is an isomorphism invariant of ?. Using our previous co ordinatization we will show that C is equivalent to the extended Preparata code P(q; s). We will say that the vertex (a; i; ), and the bre V a;i , are of type i.
Note that the partition of bres (or vertices) into two types is isomorphisminvariant by Corollary 2.5, and by Theorem 1.2(iii), it matters not which type we call type 0. Next, consider the matching between bres of opposite type, given by Corollary 2.5(ii). We colour these pairs of matched bres using q arbitrary but distinct colours, COL = fC a : a 2 GF(q)g, where C a is the colour of the matched pair fV a;0 ; V a;1 g. We are going to label the edges of mixed type (i.e. edges between type 0 and 1 vertices) using this same set Given a subset X COL (or the corresponding subset X GF(q); X = fx 2 GF(q) : C x 2 Xg) such that j X j is even, a walk of colour X from a vertex A, is a walk of length j X j on ?, starting at A and using one edge of colour C x for each element C x 2 X. Note that for j X j 2, there is more than one walk of colour X starting at any given vertex A. However, by Lemma 3.2, any walk of colour X starting at (a; i; ) will always end up at W X (a; i; ) := (a + P x2X x; i; + P x2X x s+1 ), independent of the order of colours chosen from X. The condition that j X j is even, ensures that the walk ends up at a vertex of the same type as it starts. Now de ne C to be the set of all pairs (X ; Y) such that X; Y COL, with j X j and j Y j both even, such that W X (O) W Y (O). In particular, note that the walks of colours X and Y starting at O, are required to both end up at the same bre of type 0. Identifying X COL with X GF(q), and Y COL with Y GF(q) similarly, we have the following. 
Generalized Hadamard Matrices
Since the graphs ?(q; s) are regular covers in the sense of Godsil and Hensel ( GH] , x7), they are associated to certain generalized Hadamard matrices.
Recall that a GHM(n; G) is an n n matrix H, with entries from an additively written group G, such that the rows of H are formally orthogonal, i.e. ; 2)-cover a 1 = 0, i.e. the graph is triangle-free. Gardiner G] has studied such graphs; in particular he showed that the only feasible parameter sets for triangle-free (n; r; 2)-covers must have n = 4k 2 and r = 2k 2 for some integer k. where a is the square root of (n ? 2 ? rc 2 ) 2 + 4(n ? 1). It may happen that some other 3-class association scheme B has eigenmatrix equal to Q and dual eigenmatrix equal to P; when this happens B and B are said to be formally dual to each other. See BCN] This prompted the use of the word \classical" in the title of the present paper.
