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Abstract
is thesis is in the eld of quantum information science, which is an area that
reconceptualizes quantum physics in terms of information. Central to this area
is the quantum eect of entanglement in space. It is an interdependence among
two or more spatially separated quantum systems that would be impossible to
replicate by classical systems. Alternatively, an entanglement in space can also
be viewed as a resource in quantum information in that it allows the ability to
perform information tasks that would be impossible or very dicult to do with
only classical information. Two such astonishing applications are quantum com-
munications which can be harnessed for teleportation, and quantum computers
which can drastically outperform the best classical supercomputers.
In this thesis our focus is on the theoretical aspect of the eld, and we provide one
of the rst expositions on an analogous quantum eect known as entanglement
in time. It can be viewed as an interdependence of quantum systems across time,
which is stronger than could ever exist between classical systems. We explore
this temporal eect within the study of quantum information and its foundations
as well as through relativistic quantum information.
An original contribution of this thesis is the design of one of the rst quantum
information applications of entanglement in time, namely a quantum blockchain.
We describe how the entanglement in time provides the quantum advantage over
a classical blockchain. Furthermore, the information encoding procedure of this
quantum blockchain can be interpreted as non-classically inuencing the past,
and hence the system can be viewed as a ‘quantum time machine.’
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One of the fourteen untitled pieces from Francisco Goya’s Black Paintings series.
“antum mechanics: Real Black Magic Calculus” - Albert Einstein
Contents 2
1Introduction
“Anyone who is not shocked by quantum theory has not understood it.”
– Niels Bohr, co-inventor of quantum theory
THIS THESIS explores the most shocking temporal eects in quantum physics.
ese recently discovered phenomena violently overthrow the classical picture
of the world [1]. Each of these eects has been described as an ‘entanglement in
time’ and yet arise from dierent contexts within quantum physics. is thesis
collects these results to provide one of the rst systematic expositions on entan-
glement in time, which also entails a comparison with the extensively researched
entanglement in space. Furthermore, this project is carried out using the theo-
retical framework of quantum information science [2].
antum information science reconceptualizes quantum physics in terms of in-
formation. It is the theoretical and experimental study of quantum information
and its applications. It can be regarded as a fundamental subject in that it distils
questions on the nature of quantum physics to distinctions between quantum in-
formation and classical information. One very powerful advantage of quantum
information is that it can contain a resource known as entanglement in space.
As a result, quantum information has the ability to perform information tasks
that would be impossible or very dicult to do with only classical information.
One prominent example of such tasks is quantum communication which can be
used to teleport quantum information. Another remarkable example are quan-
3
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tum computers which can be shown to eciently solve problems that would be
infeasible to perform on any classical computer that could ever be built. Both of
these applications of entanglement in space are major research programs, and
hence emphasizes the crucial role of this resource in quantum information.
Apart from its importance, entanglement in space is a perplexing phenomenon
when expressed in terms of the physical systems that instantiate the quantum
information. It can be described as an interdependence among two or more spa-
tially separated quantum information systems in which any one system can in-
stantaneously aect the other systems that can in principle be arbitrarily far.
Entanglement in time, of which we bring to light in this thesis, corresponds to
an analogous eect. It can be viewed as an interdependence of quantum infor-
mation systems across time, which is stronger than could ever exist between
classical information systems; it can even arise for the case of a single system
(across multiple times). Moreover, the interpretations associated with each man-
ifestation of the eect are far more bizarre; for example, a newly created photon
can aect the physical description of a photon in the past that has long since been
destroyed; in another scenario, a quantum detector that is switched on and o
at say quarter to 12:00 can form a non-classical interdependence with another
detector at the same spatial location in the future, but only if the future detector
waits to be switched on and o at precisely quarter past 12:00.
To gain a deeper understanding of these eects, a natural question that arises is
if there is a common trait that marks these various entanglement phenomena as
shocking? is is a challenging question given that these eects are theoretically
expressed using dierent mathematical areas; we can conceive of a large number
of factors that contribute to its radical departure from classical properties. is
project provides an insight towards an answer, and captures this in the form
of the following overarching theme of this thesis: e interdependence in any
entanglement in space is shocking due to the absense of a time interval involved.
e interdependence in any entanglement in time is shocking due to the existence of
a time interval involved. To elaborate on this observation, in an entanglement in
space the ability of a system to instantaneously aect a distant system signies
a lack of a time interval. Introducing a time interval in this scenario will only
5make the eect clash less harshly with our classical intuition (as it allows for an
explanation involving hidden causal signals of some form or the other); such an
insight regarding this spatial case was rst expressed in the concluding remarks
in [3]. However in an entanglement in time, it is precisely the introduction of
a time interval that makes the eect completely unpalatable to the mind of a
classical physicist. is is non-trivial as it was already noted that a time interval
allows for a classical dependence among systems across time in the form of a
causal relationship. We aim to provide a compelling case for this theme.
In quantum information science, both quantum communications and quantum
computers are established applications of entanglement in space. A central aim
of the eld is the creation of new quantum information applications. In this
thesis, we make an original contribution by designing one of the rst novel ap-
plications of entanglement in time, namely a quantum blockchain. In our mathe-
matical design, we show that the entanglement in time (as opposed to an entan-
glement in space) provides the quantum advantage over a classical blockchain.
Furthermore, the information encoding procedure of this quantum blockchain
can be interpreted as non-classically inuencing the past, and hence the system
can be viewed as a ‘quantum time machine.’ is advancement forms one piece
of the various original works and insights presented in this thesis.
Rather than provide a chronological presentation, our thesis will place the en-
tanglements in quantum information science as the conceptual core and coher-
ently organize the diverse topics as backgrounds or extensions of this core. We
believe this approach achieves the most clarity. Hence the structure of this the-
sis is as follows: In Chapter 2, we provide mathematical descriptions of classi-
cal information and highlight three of its applications. ese fall under the re-
spective sections of classical communications, classical computers and classical
blockchains. In Chapter 3, we introduce quantum information and contrast this
with the properties of classical information. As a result, it contains a description
of the mathematical tools of quantum information science, and this will closely
follow the material in [2] along with recent developments; from the perspective
of a theoretical physicist, this subject can be viewed as an information-theoretic
reformulation of non-relativistic quantum mechanics. Chapter 4 is the core chap-
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ter of this thesis which starts by describing entanglement in space using the tools
obtained in the previous chapter. Furthermore, it introduces quantum commu-
nications and quantum computers which are the applications of entanglement
in space. We proceed to describe the central topic of entanglement in time, and
its various non-classical properties. We conclude this chapter by presenting a
mathematical design of the quantum blockchain which is an application of en-
tanglement in time. All three quantum applications will be contrasted with the
classical case. We proceed to Chapter 5, where the notions of both entanglement
in space and entanglement in time are extended to the subject of quantum foun-
dations. ese are respectively described in sections titled nonlocality in space
and nonlocality in time. e emphasis will be placed on the aspects of quantum
foundations which shares an interface with quantum information science. In
Chapter 6, we see entanglement in space and entanglement in time manifesting
itself in the relativistic regime. ese eects are respectively termed spacelike
entanglement and timelike entanglement in the subject of relativistic quantum
information. One can think of this new subject as placing quantum informa-
tion science within the broader framework of quantum eld theory (in at and
curved spacetimes). Finally in Chapter 7, we provide a conclusion which includes
a discussion on future research projects concerning entanglement in time.
ough entanglement in time may resemble some of the concepts of closed time-
like curves, we exclude a detailed study of the laer for two reasons. e rst rea-
son is that closed timelike curves have already been extensively reviewed within
relativity [4] as well as in quantum theory [5]; whereas this thesis is one of the
rst to systematically compile the diverse literature on entanglement in time.
e second reason is that unlike closed timelike curves, the eects of entangle-
ment in time have been experimentally veried for a number of cases, thereby
warranting itself as a distinct phenomenon.
Although we refer to various literature in experimental physics, information the-
ory, and computer science, this thesis falls under the theoretical physics aspect
of quantum information science. Hence, the focus is solely on the mathematics
with an emphasis on the physical theories.
2Classical Information
“A [classical] computer on every desk and in every home.”
– Microso’s founding vision statement
THEMODERNCONCEPT of classical information will be articulated against the
backdrop of three technological applications. e associated mathematical mod-
els in each of the three cases provide an abstraction for how this information is
represented and transformed. For the sole study of information, this abstraction
provides the necessary framework to ignore the details of the various physical
systems used which store that information.
Of particular importance to this thesis is the notion of systems exhibiting inter-
dependence with each other. In the realm of classical information, we will nd
this to be naturally captured through the constructs of probability theory.
2.1 Review of Probability eory
In this thesis, probability theory will prove to be essential in two primary ways:
i) To assist in mathematically dening classical information.
ii) To understand the probabilities derived from quantum information.
7
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2.1.1 Single random variable
e fundamental object of probability theory is the random variable, which we
denote as X . e random variable can take one of a number of values, x , with
respective probabilities p(X = x); we limit ourselves to the case where the values
form a nite set; we also use the convention that p(x) can represent p(X = x).
e expectation value of X is dened as
E(X ) ≡
∑
x
p(x)x . (2.1)
It is a particular type of mean for all the values the random variable can take.
Furthermore if a and b are constants, then it can be shown that E(aX + b) =
aE(X ) + b.
e variance and standard deviation are respectively dened as
Var(X ) ≡ E[(X − E(X ))2] = E(X 2) − E(X )2, (2.2)
∆(X ) ≡
√
Var(X ). (2.3)
Both are statistical measures of the ‘spread’ of values about the average. One
advantage of using the standard deviation, as opposed to the variance, is that it
has the same units as the expectation value.
2.1.2 Multiple random variables
When considering the case of more than one random variable, several new con-
structions can be introduced. Suppose X and Y are random variables. en the
probability that X = x and Y = y is known as the joint probability,
p(X = x ,Y = y). (2.4)
An equivalent notation is simply p(x ,y).
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e conditional probability that X = x given that Y = y is dened as
p(X = x |Y = y) ≡ p(X = x ,Y = y)
p(Y = y) . (2.5)
Bayes’ rule allows one to ‘invert’ conditional probabilities
p(X = x |Y = y) = p(Y = y |X = x) p(X = x)
p(Y = y) . (2.6)
Given two random variables, the law of total probability provides an alternative
way to calculate probabilities of one of the variables,
p(Y = y) =
∑
x
p(Y = y |X = x)p(X = x). (2.7)
e sum is over all values that the other random variable can take.
e expectation value for two random variables is the rather simple result
E(X + Y ) = E(X ) + E(Y ). (2.8)
2.1.3 Independent random variables
e pertinent question, from the view of this thesis, is how to describe random
variables where the realization of one has no eect on the other? is can be
enunciated by the following mathematical denition: Random variables X and
Y are said to be independent if
p(X = x ,Y = y) = p(X = x)p(Y = y), ∀x ,y. (2.9)
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When viewed through the concepts from the previous subsection, it is not di-
cult to see that if X and Y are independent random variables, then:
p(Y = y |X = x) =p(Y = y) ∀x ,y (2.10)
E(XY ) =E(X )E(Y ), (2.11)
Var(X + Y ) =Var(X ) + Var(Y ). (2.12)
A further consequence from considering independent random variables is the
following theorem.
eorem 2.1. (Law of large numbers) SupposeX1, X2, . . . are independent ran-
dom variables that all have identical probability distributions asX , where |E(X )| <
∞ and |E(X 2)| < ∞. en for any ϵ > 0, and where Sn ≡ ∑ni=1 Xi/n, we have that
p(|Sn − E(X )| > ϵ) → 0 as n →∞. (See e.g. [2].) 
e utility of this result arises in many applications such as in games involving
chance. Hence, it is of no surprise that origins of probability theory can be traced
to systemic study of dice games [6].
2.1.4 Application: Monty Hall game
We devote this subsection to applying some of the reviewed concepts to the well
known Monty Hall game [7, 8, 9, 10]. is game is perhaps the most bizarre
application of classical probabilities.
a) Classic Monty Hall game: A character named Monty hosts a game show.
ere are three doors respectively labelled {1, 2, 3}. ere is a car prize behind
one door, and goats behind the remaining two. We let a random variableA repre-
sent the prize door which can take value i from the set of door labels. We assume
in the game that when a random choice needs to be made, all options are chosen
with equal probability. Note that this implies that the choice for prize door has
probabilities p(A = i) = 1/3 for each value i .
e contestant on the show, who doesn’t know which door the prize is behind,
is given a choice to pick a door; we represent the chosen door using a random
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variable denoted B which can take value j from the set of door labels. Provided
this is a random choice, we have p(B = j |A = i) = 1/3 for all values i, j.
Next, Monty who knows where the prize is, has to open a goat door, which we
represent using random variableC; in a similar manner, the variable takes value
k from the set of door labels. But unlike the previous choices, Monty’s decision is
constrained through the game rule that he is not allowed to open the door chosen
by the contestant. From this, we derive the following conditional probabilities:
p(C = k | B = j,A = i) =

1
2 , if i = j , k
1, if i , j , k
0, otherwise
(2.13)
Once a goat door is opened, Monty oers the contestant the option to stick
with the original choice, or alternatively switch to the other unopened door. By
sticking, the contestant’s probability of opening the prize door is 1/3. Counter-
intuitively, by switching doors, the probability of winning increases to 2/3.
is can be seen by proceeding to compute the non-zero joint probabilities
p(A = i,B = j,C = k) = p(C = k | B = j,A = i)p(B = j |A = i)p(A = i). (2.14)
en we sum the joint probabilities corresponding to the combination of door
labels where the contestant would win by switching. is leads to the desired
result
p(win if switch) =
∑
i,j,k
p(A = i,B = j,C = k) = 23 . (2.15)
b) Ignorant Monty Hall game: Let us consider the case where Monty does not
know what lies behind any of the doors. Nonetheless, we still have p(A = i) =
1/3, and also p(B = j |A = i) = 1/3 for all values i, j. e only constraint as in
the Classic game is that Monty cannot open the door chosen by the contestant.
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is means that (2.13) is modied to
p(C = k | B = j,A = i) =

0, if j = k
1
2 , otherwise
(2.16)
Unlike the previous case, there is a probability in this scenario that Monty opens
the prize door by accident; this be seen as the set of cases where i = k :
p(opens prize door) =
∑
i=k,j
p(A = i,B = j,C = k) = 13 . (2.17)
By respecting that probabilities sum to unity, we derive from (2.17) that the prob-
ability Monty opens a goat door is 2/3. e joint probability that Monty opens a
goat door and the contestant wins by switching doors can be computed to be 1/3.
Substituting the last two values into the conditional probability formula (2.5), we
obtain
p(win if switch | opens goat door) = 1/32/3 =
1
2 . (2.18)
us, in this modied game, the contestant essentially acquires the same proba-
bility of winning whether a choice to switch is made or not.
2.2 Classical Communication
Classical information theory [11] is a powerful application of probability theory.
It arose from considering engineering problems associated with classical commu-
nication systems. e central mathematical object of the subject is the Shannon
entropy. It turns out that there are two rather separate ways to interpret this
quantity; the rst is derived on an intuitive notion of what properties informa-
tion should have; the second is based on an operational denition in terms of
data compression. For an extensive treatment on the subject, refer to [2, 12, 13].
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2.2.1 Information content
Consider a random variableX which can take one of the values x with respective
probabilities p(x). e information content of x is dened as
I (x) ≡ − log2(p(x)). (2.19)
is mathematical denition captures the intuition that the occurrence of a value
associated with a lower probability provide a greater ‘information’ gain than the
occurrence of a value associated with a larger probability.
a) Single random variable: Generalizing (2.19) to the case of the random vari-
able gives I (X ) = − log2(p(X )). e Shannon entropy of X is dened as the
expectation value of I (X ):
H (X ) ≡ E(I (X )) = −
∑
x
p(x) log2 p(x). (2.20)
is quantity is a function of only the probability distribution. We take the con-
vention that 0 log2 0 ≡ 0, which is supported through limx→0 x log2 x = 0. Within
this intuitive denition, there are three ways to view the Shannon entropy:
i) It represents the information content of random variable X .
ii) It quanties the information gained aer we learn the value of X .
iii) It measures the uncertainty before we know the value of X .
It can be shown that the entropy has the bounds 0 ≤ H (X ) ≤ log2 d , where d is
the number of values X can take.
b) Multiple random variables: By extracting the notions developed in prob-
ability theory, one can develop various information-theoretic constructions for
multiple random variables. An example of this is the joint entropy of random
variables X and Y , which is dened as
H (X ,Y ) ≡ −
∑
x ,y
p(x ,y) log2 p(x ,y). (2.21)
e joint entropy corresponds to the total uncertainty of both the variables con-
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sidered. Using (2.21), we dene the conditional entropy, of X conditioned on Y ,
as
H (X |Y ) ≡ H (X ,Y ) − H (Y ). (2.22)
It can be interpreted as the remaining uncertainty of X once the value of Y is
known. A quantity of great importance is the mutual information as it provides
a way to measure how much information X and Y have in common:
H (X : Y ) ≡ H (X ) + H (Y ) − H (X ,Y ). (2.23)
Next, consider the case where p(x) and q(x) are probability distributions over the
same index set, x . e relative entropy provides measure of ‘distance’ between
these distributions; it is dened (from p(x) to q(x)) as
H (p(x)| |q(x)) ≡
∑
x
p(x) log2
p(x)
q(x) . (2.24)
Given our emphasis on temporal phenomena in this thesis, we want to consider
the relationships between random variables across time. is can be exemplied
by a Markov chain, which is a sequence of random variables X1 → X2 → · · ·
such that
p(Xn+1 = xn+1 |Xn = xn, . . . ,X1 = x1) = p(Xn+1 = xn+1 |Xn = xn). (2.25)
c) Properties: We list out some elementary properties including how the con-
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sidered quantities relate to one another:
H (X : Y ) = H (X ) − H (X |Y ), (2.26)
H (X ,Y ) = H (Y ,X ), (2.27)
H (X : Y ) = H (Y : X ), (2.28)
H (Y |X ) ≥ 0, (2.29)
H (X ) ≤ H (X ,Y ), (2.30)
H (X ,Y ) ≤ H (X ) + H (Y ), (2.31)
H (Y |X ) ≤ H (Y ), (2.32)
H (X : Y ) = H (p(x ,y)| |p(x)p(y)), (2.33)
H (X ,Y ,Z ) + H (Y ) ≤ H (X ,Y ) + H (X ,Z ) (2.34)
H (X |Y ,Z ) ≤ H (X |Y ). (2.35)
Along with that, the chaining rule for conditional entropies is a result that relates
random variable Y to a set of random variables X1, . . . ,Xn in the following way
H (X1, . . . ,Xn |Y ) =
n∑
i=1
H (Xi |Y ,X1, . . . ,Xi−1). (2.36)
With respect to temporal relationships, we expect that once information is lost
over time, it is gone forever. is idea is mathematically captured by the data
processing inequality: If X → Y → Z is a Markov chain, then
H (X ) ≥ H (X : Y ) ≥ H (X : Z ). (2.37)
d) Independent random variables: For the special case of random variables
that are independent, each of the following are a biconditional property:
H (X ,Y ) = H (X ) + H (Y ), (2.38)
H (Y |X ) = H (Y ), (2.39)
H (X : Y ) = 0. (2.40)
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2.2.2 Data compression
e fundamental results of classical information theory are the noiseless channel
coding theorem and the noisy channel coding theorem; the former is concerned
with the problem of compressing a message in a communication channel; the
laer quanties the reliability of transmiing that message over a noisy channel.
However, our focus is solely on the noiseless coding theorem as it provides an
operational denition of the Shannon entropy. Instead of viewing H (X ) as the
information content of X , it will be seen as the minimal physical resource neces-
sary and sucient to reliably store the output of a classical information source.
a)Dening an information source: In order to derive the noiseless coding the-
orem, we dene a classical information source as a sequence of random variables
(X1,X2, . . . ). e output of the source are the values the variables take. Further-
more, we assume the variables are independent and have identical distributions,
which we abbreviate as i.i.d. Hence we have H (X ) ≡ H (X1) = H (X2) = . . .
Developing on this model, we dene a compression scheme of rate R as map-
ping output x = (x1, . . . ,xn) to a string of length nR, which we represent by
Cn(x) = Cn(x1, . . . ,xn). Conversely, the corresponding decompression scheme,
Dn(Cn(x)), maps the string of length nR to a string of length n. e compression-
decompression scheme is dened to be reliable if the probability thatDn(Cn(x)) =
x goes to one as n goes to∞.
b) Dening typical sequences: e possible outputs of the information source
can divided into two sets, namely typical sequences and its complement, atypical
sequences. More precisely, given ϵ > 0, a sequence x1, . . . ,xn is ϵ-typical if it
satises
2−n(H (X )+ϵ) ≤ p(x1, . . . ,xn) ≤ 2−n(H (X )−ϵ). (2.41)
We can reformulate (2.41) as1n log 1p(x1, . . . ,xn) − H (X )
≤ ϵ . (2.42)
We also denote T (n, ϵ) as the set of of all ϵ-typical sequences of length n.
c) Application of the law of large numbers: In the case of large n, it can be
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observed that most sequences are typical. is hypothesis is rigorously proved
in the following theorem using the law of large numbers.
eorem 2.2. (Theorem of typical sequences)
i) Fix ϵ > 0. en for any δ > 0, for suciently large n, the probability that a
sequence is ϵ-typical is at least 1 − δ .
ii) For any xed ϵ > 0 and δ > 0, for suciently largen, the number of ϵ-typical
sequences, |T (n, ϵ)|, satises
(1 − δ ) 2n(H (X )−ϵ) ≤ |T (n, ϵ)| ≤ 2n(H (X )+ϵ). (2.43)
iii) Suppose R < H (X ). Let S(n) be a collection of size at most 2nR , of length n
sequences from the source. en for any δ > 0 and for suciently large n,∑
x∈S(n)
p(x) ≤ δ . (2.44)

Proof. (See e.g. [2].)
i) Given that Xi are a set of i.i.d random variables, this implies − logp(Xi)
are also a set of i.i.d random variables. Using the law of large numbers
(eorem (2.1)), we have for any ϵ > 0 and δ > 0 for suciently large n
that
p
( n∑
i=1
− logp(Xi)
n
− E(− log2 p(X ))
≤ ϵ) ≥ 1 − δ . (2.45)
Using (2.20), we can substitute H (X ) for E(− log2 p(X )). Furthermore us-
ing the product property of logarithms, we have that
∑n
i=1 logp(Xi) =
log(p(X1, . . . ,Xn)). is modies (2.45) to give the desired result that the
probability a sequence is ϵ-typical is at least 1 − δ :
p
(1n log 1p(X1, . . . ,Xn) − H (X )
≤ ϵ) ≥ 1 − δ . (2.46)
ii) e sum of the probabilities of the typical sequences cannot be greater than
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one. Along with (2.41), we see that
1 ≥
∑
x∈T (n,ϵ)
p(x) (2.47)
≥
∑
x∈T (n,ϵ)
2−n(H (X )+ϵ) (2.48)
= |T (n, ϵ)|2−n(H (X )+ϵ). (2.49)
erefore, we obtain that |T (n, ϵ)| ≤ 2n(H (X )+ϵ). Conversely, from (2.46), we
can also deduce that the sum of the probabilities of typical sequences must
be at least 1 − δ . Under this requirement, along with (2.41), we can write
1 − δ ≤
∑
x∈T (n,ϵ)
p(x) (2.50)
≤
∑
x∈T (n,ϵ)
2−n(H (X )−ϵ) (2.51)
= |T (n, ϵ)|2−n(H (X )−ϵ). (2.52)
Hence, we can compute that |T (n, ϵ)| ≥ (1 − δ )2n(H (X )−ϵ).
iii) Fix an ϵ such that R < H (X ) − ϵ , and 0 < ϵ < δ/2. e total probability for
ϵ-atypical sequences in S(n) can be made small, ie less than δ/2, for large
enough n. e total number of ϵ-typical sequences is at most 2nR since that
is the upper bound for the total number of sequences in S(n). Furthermore,
each ϵ-typical sequence has probability at most 2−n(H (X )−ϵ). erefore, the
total probability of ϵ-typical sequences in S(n) is 2−n(H (X )−ϵ−R). Given R <
H (X ) − ϵ , we can see that 2−n(H (X )−ϵ−R) → 0 as n → ∞. Hence the total
probability of sequences in set S(n) is less than δ for suciently large n.

d) Application of theorem of typical sequences: e usefulness of eorem
(2.2) becomes apparent when proving the main result:
eorem 2.3. (Shannon’s noiseless channel coding theorem) Consider an
i.i.d. information source represented by {Xi}, with entropy rate H (X ):
i) If R > H (X ), then there exists a reliable compression scheme of rate R for the
19 2.3. Classical Computing
information source.
ii) Conversely, if R < H (X ), then any compression scheme will not be reliable.

Proof. (See e.g. [2].)
i) Consider the case R > H (X ). We choose an ϵ such that H (X ) + ϵ < R.
From eorem (2.2), we have that for any δ > 0 and for suciently large
n, there are at most 2n(H (x)+ϵ) < 2nR ϵ-typical sequences produced by the in-
formation source. Given that there are most 2nR of such sequences, it only
requires nR bits to uniquely identify a particular ϵ-typical output. Hence
we can compress the ϵ-typical output, using some scheme, to a string of nR
bits which can be decompressed later. Furthermore, using eorem (2.2),
we have that the probability of producing such an ϵ-typical sequences is
at least 1 − δ . If on the other hand, we have an ϵ-atypical sequence, we
declare an error and give up on compression.
ii) Consider the case R < H (X ). ere are at most 2nR outputs for the com-
bined compression-decompression scheme. Using eorem (2.2), the prob-
ability, for suciently large n, of the information output belonging to a
subset of the 2nR sequences tends to zero. Hence any compression scheme
for this case will not be reliable.

e) Comments:
i) e entropy can be operationally dened as the minimum physical re-
source required to reliably store the output of a classical information source.
ii) e idea is that we only need to compress typical sequences, as they are the
outputs that are overwhelmingly likely to occur in the asymptotic limit.
2.3 Classical Computing
e wide proliferation of digital computers across the globe has led to a period
in human history known as the ‘Information Age.’ However, the conception of
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these physical devices stemmed from abstract work in the foundations of mathe-
matics [14]. is investigation brought about a mathematical model of computa-
tion known as Turing machine, which has since had a profound inuence across
dierent spheres of thought[15].
Surprisingly, there are a number of dierent models of computation which are
equivalent to the Turing machine. One such example is the circuit model which
we briey cover in this section. We also look at how one can probe at the re-
sources required for a model to solve a computational problem; this can quan-
titatively captured by a framework known as the asymptotic notation. For a
broader survey on the theory of computation, we refer the reader to [16].
2.3.1 Circuit model
An enormous range of computations can be performed by using a combination
of circuits. Circuits are abstractions which can be physically instantiated, most
commonly through classical electrical systems. ey are composed of three pri-
mary elements. e rst is that they encode the information in a bit, whose state
is either a 0 or a 1. e second element is that circuits are made up of ‘wires’
which carry that information through space or time. e nal piece is that cir-
cuits contain logic gates which are a particular application of Boolean logic; more
precisely a logic gate is a function f : {0, 1}k → {0, 1}l wherek and l respectively
denote the number of input and output bits.
We briey describe various elementary logic gates as follows:
a) NOT: e NOT gate inverts the input value
f (a) = 1 ⊕ a (2.53)
where ⊕ represents modulo 2 addition.
b) AND: e AND gate outputs bit 1 if both input values are 1.
c) OR: e OR gate produces output 1 if at least one of the input values are 1.
d) XOR: e XOR gate outputs bit 1 if only one of the input values are 1.
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e) NAND : e NAND gate produces the negation of an AND gate.
f) NOR : e NOR gate produces the negation of an OR gate.
Using a combination of these gates, one can construct integrated circuits to solve
computational problems with sophisticated mathematical structures. e partic-
ular step by step procedure to do so are collectively known as an algorithm for
that problem.
However, a related issue to consider are what are the minimal number of gates
required to solve a particular problem of interest? More broadly speaking, how
does one quantify the resources required by a specic algorithm? Furthermore,
is there a limit to the computational capabilities provided by classical resources?
2.3.2 Asymptotic notation
Computational resources can be measured in a multitude of forms depending on
the nature of the problem in question. Common examples include the number of
evaluations of a function, space requirements (say in the form of memory), time
requirements (in terms of run time of an algorithm) or even energy.
For an appropriate framework to analyze specic algorithms, an important con-
sideration is that one cares only about how the resource consumed scales with
the ‘size’ of the corresponding problem. Roughly speaking, each problem has a
quantity of interest that can be used to describe the problem, and the magnitude
of that quantity represents the size of the problem. As an example, n could be the
number of input bits for an algorithm which takes 30n + log2 n gates to execute.
e only term that dominates for large sizes is 30n hence we say that the number
of operations required scales like n. e asymptotic notation captures this idea.
Suppose f (n) and д(n) are two functions where n is a non-negative integer. With
this in mind, one can dene the three tools provided by the asymptotic notation.
a) e ‘big O ’: e rst tool in the asymptotic notation is the O notation. It
quanties the upper bound on the behaviour of a function. A function f (n) is
O(д(n)) if there are constants c and n0 such that for all values of n greater than
n0, f (n) ≤ cд(n).
2. Classical Information 22
b) e ‘big Omega’: Conversely, the Ω notation provides a lower bound. A
function f (n) is in Ω(д(n)) if there are constants c and n0 such that for all values
of n greater than n0, cд(n) ≤ f (n).
c) e ‘big eta’: e nal tool is the Θ notation which corresponds to the
notion that f (n) and д(n) are similar in the asymptotic regime. More precisely,
f (n) is in Θ(д(n)) if it is both O(д(n)) and Ω(д(n)).
e asymptotic notation provides a way to quantify the resources used by an
algorithm for a specic problem. By harnessing this framework, it allows supe-
rior algorithms to be quantitatively expressed in that they use fewer resources
than previous ways of solving the relevant problem. e design of such powerful
algorithms is one of the central aims in the eld of classical computation.
2.4 Classical Blockchain
Information security systems harness concepts from both communication and
computing. One prominent example of this class of technologies is the classical
blockchain system which stores data securely over time. Furthermore, this task
is accomplished among computer nodes in a communication network that do not
necessarily trust each other.
e pioneering invention of the blockchain system was rst described pseudony-
mously in [17]. However, many of the individual subsystems draw their inspi-
ration from a large body of disconnected theoretical research [18]. Over recent
years, countless variants have been proposed [19], but we devote this section to
describing the original design, with an emphasis on the mathematical concepts.
e aim of a blockchain system is to have a single database of records about the
past that every node in the network can agree on. Furthermore, it should not
require a centralized management node. We start with describing the two pri-
mary elements of such a system. e rst is the blockchain data structure which
encodes the classical information using an algorithm. e second component
involves a communication network to provide the decentralization feature. We
conclude this section by conveying the essential ideas of public key cryptogra-
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phy; this is used in various tasks within the blockchain system.
2.4.1 Blockchain data structure
Records about the past, which occurred at around the same time, are received and
collected into a data block. ese blocks are time-stamped to ensure that the data
existed at the specied time. Furthermore, the blocks are linked in chronological
order through mathematical functions known as cryptographic hash functions
[20]. We provide a more careful treatment of the linked blocks as follows.
A cryptographic hash function, h, is a deterministic function that maps a string
of arbitrary length to a string of xed length (eg 256 bits). e output is known
as the hash digest, h(x). is computing task can be accomplished by various
cryptographic hash algorithms (eg SHA-256).
e function, h, satises the following properties:
a) Preimage resistant: It is infeasible through classical computation that given
output d = h(x), one can derive the input string x . is gives the implication that
the function is one-way. is is based on the assumption that the search space
of outputs is large.
b) Second preimage resistant: It is infeasible through classical computation
given that given input x , one can nd y , x , such that h(x) = h(y).
c) Collision resistant: It is infeasible through classical computation to nd any
two inputs, x and y, that produce the same digest h(x) = h(y).
d) Ecient: It requires polynomial (ideally linear) computational resources to
compute the digest, d , given the size of input x .
e) Pseudo-random: If one modies any of the bits in the input, x , it has a
signicant unpredictable change in the output of h(x).
Using these mathematical properties, each block, with its string of bits, is mapped
using the hash function to a specic digest. More crucially, each block’s data
contains the hash digest of the previous block. is laer property provides the
required notion of a ‘chain’ of blocks, resulting in the term blockchain.
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is interdependence of the time-stamped blocks, through the cryptographic hash
functions, provides the necessary sensitivity for the role of securing the records
in a blockchain. Any party that aempts to falsify the past records in a block
would need to nd a way to alter the data such that it does not change the digest
of that block. is task, as we have mentioned, is computationally infeasible.
Hence, the resulting change in the digest of the tampered block would cause all
subsequent blocks to have dierent digests. is is due to the design that each
block’s data contains the digest of the previous block. Hence, the consequence
of this sensitivity is that altering the data in a block would tamper all subsequent
blocks and hence invalidate them. Furthermore, given that only future blocks
following the tampered block are invalidated, this implies that the the older the
time stamp on the block, the more secure it is in the blockchain. In summary,
the blockchain data structure provides a tamper proof system for storing records,
precisely because tampering with it can easily be detected.
2.4.2 Network consensus protocol
Along with a blockchain data structure, the second part to the system is a clas-
sical communication network. Each node on the network carries a local copy of
the blockchain data structure. is provides the mechanism if one local copy is
destroyed, other nodes with local copies would serve to provide replication.
However, the primary objective of the network component is to add valid blocks
to each local copy without a centralized management node. e challenge of the
task is that it must be accomplished without the assumption that all the nodes
are ‘honest.’ Typically, this involves invoking a node on the network to conrm
the validity of records in a new block, and then communicating that block to
other nodes on the network. e dierent nodes accept the block if the block is
valid and they can successfully link it to their own local copy of the blockchain
data structure through the cryptographic hash functions. For this procedure to
maintain ongoing accuracy, the validating node gets chosen at random for each
block; this prevents preplanned node-specic aacks. Furthermore, the validat-
ing node is also incentivised through the network for carrying out these tasks.
Despite some dishonest nodes, this is all successfully accomplished through a
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non-trivial consensus protocol.
In the original design, the consensus protocol is coined ‘proof-of-work’ or is also
known as the Nakamoto consensus. In this scenario, the node that successfully
validates the block has to expend a specic amount of computational resource.
is resource is used to solve a tractable problem involving the hash digest as-
sociated to the new block in question. Aer the node veries the validity of the
block, it is rewarded by an economic incentive.
However, the consensus protocols in the blockchain systems do not t into the
traditional framework of fault-tolerant distributed computing [18, 21]. More
specically, it is not rigorously clear that ‘proof-of-work’ satises a security stan-
dard known as BFT (Byzantine Fault Tolerance) [22]. In this seing, byzantine
nodes refer to computer nodes that may take arbitrary actions such as sending
faulty messages, as opposed to crash failure nodes which fail by stopping. An
well known example of a BFT protocol in the fault-tolerant literature is PBFT
(practical Byzantine fault tolerance) [23].
2.4.3 Public key cryptography
Public key cryptography forms the security backbone of the classical information
infrastructure of the modern world. In the specic case of blockchain technolo-
gies, it is most notably implemented for digitally signing the records in a block
[24]. e subject of public key cryptography is infeasible to cover in a short
section, and hence we refer the reader to [25] for a deeper mathematical cover-
age. We limit our discussion to the RSA (Rivest–Shamir–Adleman) public key
cryptosystem which relies on ideas extracted from number theory. Furthermore,
our aim is to articulate the essential concepts by focusing within the simplied
context of two parties wishing to communicate in private.
a) Number-theoretic preliminaries: We briey digress to results regarding
prime numbers and modular arithmetic. Two integers a and b are dened as co-
prime if their greatest common divisor is one. e Euler φ(n) function is dened
to be the number of positive integers less than n which are co-prime to n.
Suppose that n has prime factorization n = pα11 · · ·pαkk where p1, · · · ,pk represent
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the distinct prime numbers, and α1, · · · ,αk are positive integers. en one can
derive the formula
φ(n) =
k∏
j=1
p
α j−1
j (pj − 1). (2.54)
Furthermore, it can be proven that if a is co-prime to n, then
aφ(n) = 1 (mod n). (2.55)
b) Communication problem: Suppose a party, say ‘Alice’, wants to transmit
a message to another party, say ‘Bob’, over a classical communication channel.
More crucially, they want to ensure that no other party can access the contents of
the message. is can be accomplished, with a signicant degree of condence,
by invoking the mathematical notions of a public and private key.
c) Encrypting themessage: e message Alice wants to transmit is denotedm.
She is said to have encrypted her message to c if she performs the computation
c =me (mod n), (2.56)
where the values n and e are collectively known as the public key. ese values
are generated by Alice. She rst selects two large prime numbers p and q. en
she computes n = pq. From this, Alice picks an e ∈ N such that e is co-prime to
n and also satises 1 < e < φ(n) where
φ(n) = (p − 1)(q − 1). (2.57)
d) Decrypting the message: Bob receives the encrypted message c over the
communication channel. He is said to have decrypted the message back to m if
he performs the computation
m = cd(mod n), (2.58)
where the values n and d are collectively known as the private key. e value
27 2.4. Classical Blockchain
d ∈ N is generated by
d =
1 mod φ(n)
e
. (2.59)
e decryption procedure can seen more clearly by considering the specic case
that m is co-prime to n (although this can be generalized to the case when m
is not co-prime to n). From (2.59), we have ed = 1 + kφ(n) for some k ∈ N.
Using result (2.55), we nd that mkφ(n) = 1 (mod n). Substituting this into the
decryption procedure results in
(c)d = (me)d (mod n) (2.60)
=med (mod n) (2.61)
=m1+kφ(n) (mod n) (2.62)
=m ·mkφ(n) (mod n) (2.63)
=m (mod n). (2.64)
Using the symmetry property of modular arithmetic, this implies the desired
result thatm = cd(mod n).
e) Breaking encryption: e private key is kept in secret by the intended party.
is is in contrast with the public key which is available to anyone. Despite this
wide access, there is no increase in the security vulnerability as we shall describe
below. e outside party that aims to eavesdrop to the transmission between
Alice and Bob is commonly referred to as ‘Eve’. If Eve has access to the private
key, she can extract the message m from c . One way to obtain the private key
would be if she could derive p and q by factoring n = pq. She would then be able
to compute φ(n) = (p − 1)(q − 1), and consequently obtain the private key (d,n).
However, the problem of prime factorization with classical computation is cur-
rently believed to require exponential resources (but this hypothesis is not for-
mally proven). More accurately, the best known classical algorithm for this
task is the NFS (Number Field Sieve) algorithm which has a performance of
exp(Θ (n1/3 log2/3 n)) operations for an n-bit integer. It is precisely the on-going
computational diculty of this problem that ensures durability of this informa-
tion security system.
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3antum Information
“Is it, for example, information about some underlying reality, or about
the eects of our intervention in it? Information universal to all observers,
or personal to each? And can it be meaningful to speak of quantum infor-
mation as something that ows, like liquid in a pipe, from place to place?
No one knows (despite what they might tell you).”
– Philip Ball, antum teleportation is even weirder than you think
QUANTUM INFORMATION SCIENCE is the theoretical and experimental study
of quantum information and its applications. e eld is largely concerned with
designing quantum systems to perform information tasks. is novel exploration
has the following consequences that make the subject fundamental:
i) It reconceptualizes the probability amplitude of quantum theory as a quan-
tity that can be harnessed for representing and transforming information;
it is precisely this quantity that is termed ‘quantum information.’
ii) Analogous to the study of classical information, a generalized framework
is developed that abstracts away from the physical (quantum mechanical)
systems that could be used to store the quantum information.
iii) It distils questions on the nature of quantum physics to distinctions be-
tween quantum information and classical information.
In this chapter, we look at three theoretical tools of quantum information science.
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3.1 Review of Linear Algebra
Prior to examining the three main topics in this chapter, we provide a brief
overview of linear algebra with an emphasis on the use of the Dirac notation.
3.1.1 Vector spaces
e vector space that is commonly used in quantum information science is Cn.
An element of the space, namely a vector, can be denoted |ψ 〉 (referred to as a
ket), where ψ is simply a label for the vector. e vector can have a column
matrix representation of its n-tuples of complex numbers. Vector addition in Cn
proceeds as ©­­­«
a1
...
an
ª®®®¬ +
©­­­«
b1
...
bn
ª®®®¬ ≡
©­­­«
a1 + b1
...
an + bn
ª®®®¬ . (3.1)
Scalar multiplication is computed as
α
©­­­«
a1
...
an
ª®®®¬ ≡
©­­­«
αa1
...
αan
ª®®®¬ . (3.2)
Note that it does not make a dierence if a scalar stands on the le or the right
of a ket, α |ψ 〉 = |ψ 〉 α . We exclude the use of the ket notation for the zero vector
and rather denote it as 0. A vector subspace of a vector space is a subset of the
vector space such that the subset is also a vector space.
3.1.2 Basic denitions
A spanning set for a vector space is a set of vectors |v1〉 , . . . , |vn〉 such that any
vector |v〉 in the vector space can be wrien as |v〉 = ∑i αi |vi〉. Another core
concept is that a set of non-zero vectors |v1〉 , . . . , |vn〉 is said to be linearly de-
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pendent if the equation
α1 |v1〉 + α2 |v2〉 + · · · + αn |vn〉 = 0, (3.3)
has a solution where αi , 0 for at least one value of i . A set of vectors is lin-
early independent if it is not linearly dependent. A set of vectors that spans the
vector space and is linearly independent is called a basis for the vector space.
e dimension of the vector space is the number of elements in a basis set. With
the exception of chapter 6, this thesis is only concerned with nite dimensional
vector spaces.
An example of a basis for C2 is the computational basis set
|0〉 ≡
(
1
0
)
, |1〉 ≡
(
0
1
)
. (3.4)
Another basis for the space is
|+〉 ≡ 1√
2
(
1
1
)
, |−〉 ≡ 1√
2
(
1
−1
)
. (3.5)
3.1.3 Operators and Matrices
Suppose V and W are vector spaces. A linear operator between V and W is
dened to be any function A : V →W which is linear in inputs
A
(∑
i
αi |vi〉
)
=
∑
i
αi A(|vi〉). (3.6)
We can write A |vi〉 to denote A(|vi〉). We say a linear operator A is dened on
a vector space V if A : V → V . e identity operator I maps all vectors to their
respective self, I |v〉 = |v〉. e zero operator 0 maps any vector to the zero
vector, 0 |v〉 = 0. e composition of two operators, say A and B, on a vector is
dened as (AB)(|v〉) ≡ A(B |v〉).
Operator addition is commutative, A + B = B +A, and associative A + (B +C) =
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(A + B +C). However operator multiplication is not commutative AB , BA but
is associative A(BC) = (AB)C = ABC .
Operators have an equivalent matrix representation. A m by n complex matrix
A with entries Aij can be thought as a linear operator that maps vectors from
Cn to Cm under matrix multiplication. Conversely to view operators as matrices,
suppose V and W are vector spaces with operator A : V → W . More crucially,
let |v1〉 , . . . , |vm〉 be a basis for V , and let |w1〉 , . . . , |wn〉 be a basis forW . en
for every j between 1 and m, there exists complex coecients A1j through Anj
such that
A |vj〉 =
∑
i
Aij |wi〉 . (3.7)
e complex numbers Aij form the matrix representation of the operator A.
Of critical importance are the topics of eigenvectors and eigenvalues. An eigen-
vector of operator A is a non-zero vector |v〉 that satises the equation A |v〉 =
λ |v〉, where λ is a complex number known as the eigenvalue corresponding to
|v〉. e solution to the characteristic equation c(λ) = 0, where c(λ) ≡ det|A−λI |,
are the eigenvalues of operator A. e eigenspace corresponding to eigenvalue
λ, is a vector subspace on which A acts, that contains all the eigenvectors which
have λ as its eigenvalue. When the dimension of the eigenspace is greater than
one, we say it is degenerate.
3.1.4 Types of products
One can go beyond the basic abstraction of a vector space with its scalar multi-
plication; we will discuss four types of products that occur between vectors.
a) Inner product: An inner product maps two vectors, say |v〉 and |w〉, to a
complex number. We denote this complex number as 〈v |w〉. e notation 〈v | is
referred to as the dual vector (or a bra). A vector space with an inner product is
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called an inner product space. An inner product satises properties:
〈v |
(∑
i
αi |wi〉
)
=
∑
i
αi 〈v |wi〉 , (3.8)
〈v |w〉 = 〈w |v〉∗ , (3.9)
〈v |v〉 ≥ 0. (3.10)
One can dene the following inner product for Cn: For two vectors with respec-
tive column matrix entries (a1, . . . ,an) and (b1, . . . ,bn), an inner product is given
by
∑
i a
∗
i bi . In the case of nite dimensional complex vector spaces, an inner
product space is also referred to as a Hilbert space.
Using the inner product, one can develop several useful notions. Vectors |v〉 and
|w〉 are said to be orthogonal if 〈v |w〉 = 0. e norm of a vector |v〉 is dened
as | | |v〉| | = √〈v |v〉. A unit vector has a norm of value one; any vector with
this property is said to be normalized. Furthermore, for any non-zero vector |v〉,
its normalized form is given by |v〉 /| | |v〉| |. A set of vectors |vi〉 with index i is
said to be orthonormal if 〈vi |vj〉 = δij . e Gram-Schmidt procedure transforms
an arbitrary basis of a vector space with an inner product, to an orthonormal
basis; suppose |w1〉 , . . . , |wd〉 is an arbitrary basis; then an orthonormal basis
|v1〉 , . . . , |vd〉 is computed rst by |v1〉 ≡ |w1〉 /| | |w1〉| |, and then the rest induc-
tively obtained through formula,
|vk+1〉 ≡
|wk+1〉 −∑ki=1 〈vi |wk+1〉 |vi〉
| | |wk+1〉 −∑ki=1 〈vi |wk+1〉 |vi〉| | . (3.11)
An orthonormal basis has the advantage of simplifying various computations.
Let |i〉 be an orthonormal basis, with the following vectors, |w〉 = ∑i wi |i〉 and
|v〉 = ∑i vi |i〉. en the inner product is given by
〈v |w〉 =
∑
ij
v∗iwjδij =
∑
i
v∗iwi =
(
v∗1 . . .v
∗
n
) ©­­­«
w1
...
wn
ª®®®¬ . (3.12)
e dual vector can be interpreted as a row vector whose elements are complex
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conjugates of the components of the column vector form of |v〉.
b) Outer product: Suppose |v〉 and |w〉 are vectors from respective inner prod-
uct spaces, V and W . en the outer product |w〉 〈v | is a linear operator from
V →W which is dened by (|w〉 〈v |) |u〉 ≡ |w〉 〈v |u〉 = 〈v |u〉 |w〉. is is a valid
operation as long as we are dealing with ‘legal’ products. is property is also
referred to as the associative axiom [26] as it is an extension of the associativity
of operator multiplication. More generally,(∑
i
αi |wi〉 〈vi |
)
|u〉 =
∑
i
αi |wi〉 〈vi |u〉 . (3.13)
An application of the outer product is the completeness relation: If |i〉 is an or-
thonormal basis, then the identity operator can be wrien as I =
∑
i |i〉 〈i |. Us-
ing this property, one can obtain an outer product representation of operator
A : V →W :
A = IW AIV (3.14)
=
∑
ij
|wj〉 〈wj |A |vi〉 〈vi | (3.15)
=
∑
ij
〈wj |A|vi〉 |wj〉 〈vi | . (3.16)
e quantity 〈wj |A|vi〉 is the matrix element in the jth row and ith column; the
matrix representation is with respect to basis |vi〉 and |wj〉. e completeness
relation is also used to prove the Cauchy-Schwarz inequality which states that for
any two vectors in a Hilbert space, |v〉 and |w〉, we have |〈v |w〉|2 ≤ 〈v |v〉 〈w |w〉.
Suppose |i〉 is an orthonormal set of eigenvectors for operatorAwith correspond-
ing eigenvalues λi . en a diagonal representation (or an orthonormal decom-
position) for A is given by A =
∑
i λi |i〉 〈i |. An operator that has a diagonal
representation is said to be diagonalizable.
c) Tensor product: One can construct a larger vector space from two or more
dierent vector spaces. e mathematical machinery for such a construction is
named the tensor product. To be more precise, suppose V and W are Hilbert
spaces with respective dimensions m and n. en V ⊗W is a vector space with
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dimensionmn. e elements ofV ⊗W are linear combinations of |v〉⊗ |w〉, which
is a tensor product of elements |v〉 ofV , and |w〉 ofW . For the case that |i〉 and |j〉
are respective orthonormal bases forV andW , |i〉 ⊗ |j〉 forms a basis forV ⊗W .
e tensor product has the following properties:
z(|v〉 ⊗ |w〉) = (z |v〉) ⊗ |w〉 = |v〉 ⊗ (z |w〉), (3.17)
(|v1〉 + |v2〉) ⊗ |w〉 = |v1〉 ⊗ |w〉 + |v2〉 ⊗ |w〉 , (3.18)
|v〉 ⊗ (|w1〉 + |w2〉) = |v〉 ⊗ |w1〉 + |v〉 ⊗ |w2〉 , (3.19)
where z is an arbitrary scalar, and the rest are vectors from their respective vector
spaces. One can extend the tensor product to operators; suppose |v〉 and |w〉 are
vectors in V andW , and A and B are linear operators respectively on V andW ;
then one can dene a linear operator A ⊗ B which acts on V ⊗W as
(A ⊗ B)(|v〉 ⊗ |w〉) ≡ A |v〉 ⊗ B |w〉 . (3.20)
More generally, one has
(A ⊗ B)
(∑
i
αi |vi〉 ⊗ |wi〉
)
≡
∑
i
αiA |vi〉 ⊗ B |wi〉 . (3.21)
e inner product on V ⊗W is dened as follows; suppose we have two vectors∑
i αi |vi〉 ⊗ |wi〉 and
∑
j βj |v′j〉 ⊗ |w′j〉, then the inner product is dened as∑
ij
α∗i βj 〈vi |v′j〉 〈wi |w′j〉 . (3.22)
e tensor product can also be computed in terms of matrices. If A is an m by n
matrix, and B is an p by q matrix, then we have
A ⊗ B ≡
©­­­­­«
A11B A12B A13B . . . A1nB
A21B A22B A23B . . . A2nB
...
...
...
. . .
...
Am1B Am2B Am3 . . . AmnB
ª®®®®®¬
. (3.23)
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For tensor product |v〉 ⊗ |w〉, one can use equivalent notations |v〉 |w〉, or |v,w〉,
or simply |vw〉. Additionally, one oen writes |ψ 〉⊗n to signify that |ψ 〉 is tensored
with itself n times.
d) Illegal products: Certain products are nonsensical in the Dirac notation [26]
and should be avoided. Unlike the tensor product, if vectors |v〉 and |w〉 belong
to the same vector space, then the product |v〉 |w〉 is illegal; a similar condition
holds for the dual vectors. Furthermore, operators always stand on the le of a
ket and to the right of a bra; hence, the products |v〉 B and A 〈v | are illegal.
3.1.5 Common operations
a) Hermitian conjugate: If A is a linear operator on V , then the Hermitian
conjugate (or adjoint) of A is denoted A† and it satises
〈v |A† |w〉 = 〈w |A|v〉∗ , (3.24)
for all vectors |v〉, |w〉 inV . In terms of a matrix representation of operatorA, the
Hermitian conjugation can be dened asA† ≡ (A∗)T where ∗ represents complex
conjugation and T represents the transpose operation. For the case of a scalar,
the Hermitian conjugate reduces to the complex conjugate. For the case of a
vector, we have |v〉† ≡ 〈v |. We list a number of further properties:
(AB)† = B†A†, (3.25)
(A |v〉)† = 〈v |A†, (3.26)
(|w〉 〈v |)† = |v〉 〈w | , (3.27)
(A†)† = A, (3.28)(∑
i
αiAi
)†
=
∑
i
α∗i A
†
i . (3.29)
b) Function of an operator: Suppose we have a function f : C→ C. If linear
operatorA has a diagonal representationA =
∑
i λi |i〉 〈i |, then the corresponding
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operator function is dened as
f (A) ≡
∑
i
f (λi) |i〉 〈i | . (3.30)
c) Trace: e trace of a matrix is the sum of its diagonal elements. Furthermore,
the trace of an operator is dened as the trace of any matrix representation of
the operator. Hence, for the case of an operator A, we have
tr(A) =
∑
i
Aii . (3.31)
is operation has the following properties:
tr(AB) = tr(BA), (3.32)
tr(A + B) = tr(A) + tr(B), (3.33)
tr(αA) = α tr(A), (3.34)
tr(A |v〉 〈v |) = 〈v |A|v〉 . (3.35)
d) Commutator: e commutator of two operators, A and B is dened as
[A,B] ≡ AB − BA. (3.36)
e anti-commutator for the two operators is computed as {A,B} ≡ AB + BA.
e important case of [A,B] = 0, is expressed by saying A commutes with B.
3.1.6 Types of Operators
Using the Hermitian conjugate, operators can be classied into certain classes.
a)Hermitian: A Hermitian (or self-adjoint) operator is an operator that is equal
to its Hermitian conjugate, A† = A. One of the most useful theorems regarding
Hermitian operators is,
eorem 3.1. (Simultaneous diagonalization theorem) Suppose A and B are
two Hermitian operators. en [A,B] = 0 if and only if there exists an orthonormal
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basis such that both A and B are diagonal with respect to that basis. (See e.g. [2].)
Hence, for simultaneous diagonalizable Hermitian operators,A andB, we express
them as A =
∑
i αi |i〉 〈i | and B =
∑
i βi |i〉 〈i | for some common orthonormal set
of eigenvectors |i〉.
b) Projectors: A particular subset of Hermitian operators are known as pro-
jectors (or projection operators). Suppose we have vector space V , along with
a vector subspace W that has orthonormal basis |1〉 , . . . , |k〉. en a projector
ontoW is dened as
P ≡
k∑
i=1
|i〉 〈i | . (3.37)
A projector satises the property P2 = P . Furthermore, all the eigenvalues of a
projector are all either 0 or 1.
c) Positive: Another class of Hermitian operators are known as positive op-
erators. An operator A is said to be a positive if for every vector |v〉 we have
〈v |A|v〉 ≥ 0. An even stricter case is that an operator is said to be positive de-
nite if 〈v |A|v〉 > 0 for every non-zero vector |v〉. An interesting property is that
if A is any operator, then A†A is positive.
d) Unitary: A operator U is unitary if UU † = U †U = I . Alternatively an
operator is unitary if and only if each of its matrix representations are unitary
matrices. Furthermore, all the eigenvalues of a unitary matrix take the form eiθ
for some real θ . Of importance is the result that any unitary operator U can be
formulated as
U = exp(iA) (3.38)
for some Hermitian operator A. Aside from the algebraic properties, unitary
operators are geometrically signicant in that they preserve the inner product
between vectors; as an example the inner product between U |v〉 and U |w〉 is
computed as 〈v |U †U |w〉 = 〈v |I |w〉 = 〈v |w〉.
e) Normal: An operator A is said to be normal if AA† = A†A. Both Hermitian
and unitary operators are normal. One of the most important results in linear
algebra is the spectral decomposition theorem:
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eorem 3.2. (Spectral decomposition) Any normal operator M on a vector
space V is diagonal with respect to some orthonormal basis for V. Conversely, any
diagonalizable operator is normal (See e.g. [2].)

More explicitly, this can be expressed as
M =
∑
i
λi |i〉 〈i | , (3.39)
where λi are the eigenvalues of M with each |i〉 signifying the corresponding
eigenvector. Furthermore, the set of eigenvectors form an orthonormal basis for
the vector space. One can also derive the projectors Pi = |i〉 〈i | which results in
M =
∑
i λiPi . e set of projectors in this ‘spectral expansion’ of M satisfy both∑
i Pi = I and PiPj = δijPi .
3.2 bits
e postulates of quantum theory [26, 27] are most commonly framed through
state vectors. An information-theoretic view of these mathematical objects re-
sults in the quantum circuit model for qubits. At a coarse level, this framework
can be viewed as a quantum analogue of the classical circuit model described in
Chapter 2. ere are four concepts to the quantum circuit model; we provide
a description of each concept, their dierence to the classical counterpart, and
their inception from the postulates of quantum theory. We conclude this section
with noting implications that portray further distinctions between quantum in-
formation and classical information.
3.2.1 Single qubit
a) Description: A bit can be physically manifested by a classical two state
system. A qubit is a quantum analogue of a bit. It corresponds to an abstraction,
that relates to a classical bit, which can be physically instantiated by a two-level
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quantum system. More precisely, a qubit is a unit vector in a two-dimensional
Hilbert space which takes the general form,
|ψ 〉 = α |0〉 + β |1〉 , (3.40)
where we have used the computational basis set (3.4), and where α , β ∈ C. It
is these complex numbers that are referred to as quantum information. Given
〈ψ |ψ 〉 = 1, known as the normalization condition, it can easily be shown that
|α |2 + |β |2 = 1. (3.41)
Depending on the values of α and β , a qubit is in one of the orthogonal compu-
tational basis vectors (|0〉 or |1〉), or in some linear combination of those vectors
(3.40) which is referred to as a superposition. For the former case, a qubit would
then map to the notion of a classical bit. is alludes to the idea that orthogonal
vectors can be thought of as the dierent states of classical information.
b) Dierence to classical information: e classical information of a bit,
namely 0 or 1, can directly correspond to some physical feature of the classical
system such as the voltage value of an electrical circuit. is is in vast contrast
to quantum information, such as α and β in (3.40), which does not have a di-
rect correspondence with the physical properties of the quantum system. e
fundamental mystery [28, 29] is: What do these complex numbers physically
represent? We do not exactly know what quantum information is! Nevertheless,
these values do carry direct experimental consequences. From a historical view,
this problem is known as the issue of the interpretation of quantum mechanics.
c)antum-theoretic origin: e relationship between a two-level quantum
system and a qubit (3.40) stems from a postulate of quantum theory which states
that: Associated to any isolated quantum system is a Hilbert space known as the
state space of the system; the system is completely described by its state vector
(also known as the quantum state), which is a unit vector in the system’s state
space. In regards to terminology, if a state vector is represented as
∑
i αi |vi〉
where it is a linear combination of basis states |vi〉, then the complex coecients
αi are referred to as its probability amplitudes. e central tenet of quantum
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theory is that to describe the state of a system, one needs to assign one ampli-
tude for each possible conguration that you would the nd the system in upon
measuring it. For the case of a two-level quantum system its state vector (or
its quantum state) is adapted as a qubit, and its amplitudes are referred to as
its quantum information. e power of the quantum circuit framework can be
seen in that a qubit can be physically instantiated by a diverse range of two-level
quantum systems [2, 30]. A few examples include the spin of a spin-1/2 particle,
the polarization of a photon or the energy levels of a two-state atom.
3.2.2 Multiple qubits
a) Description: A ‘string’ of qubits is connected by a tensor product structure.
As an example, a two qubit system can be in one of the four computational basis
vectors |0〉 ⊗ |0〉, |0〉 ⊗ |1〉, |1〉 ⊗ |0〉, |1〉 ⊗ |1〉, or in some linear combination of
these vectors
|ψ 〉 = α00 |00〉 + α01 |01〉 + α10 |10〉 + α11 |11〉 . (3.42)
e vector |ψ 〉 satises the normalization condition ∑x∈{0,1}2 |αx |2 = 1, where
{0, 1}2 refers to ‘the set of strings of length two with each leer being either 0
or 1.’ More generally for a system of n qubits, the associated state vector |ψ 〉 is
referred to as its quantum state, with the computational basis states of the form
|x1x2 . . . xn〉 with xi ∈ {0, 1}. e number of complex coecients involved is 2n
and it is these coecients that are the quantum information.
b) Dierence to classical information: e superposition property of a qubit
provides the key distinction from a classical bit. Moreover, it has a remarkable
consequence for multiple qubits; for a relatively small number of qubits such
as n = 500, the superposition property gives 2n values of quantum informa-
tion. ese are more complex numbers than can be stored on any classical com-
puter that could ever feasibly be built. Fortunately, this exponential relationship
between the number of qubits and the amount of quantum information makes
quantum systems a compelling platform to design information technologies on.
c)antum-theoretic origin: e idea that the tensor product is the appropri-
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ate mathematical machinery for multiple qubits comes from a postulate of quan-
tum theory concerning composite systems. It assumes that the state space of a
composite quantum system is the tensor product of the states spaces of the com-
ponent quantum systems. Furthermore, if we have systems numbered 1 through
to n, and system number i is in state |ψi〉, then the joint state vector of the total
system is given by |ψ1〉 ⊗ |ψ2〉 ⊗ . . . |ψn〉.
3.2.3 Transforming qubits
a) Description: Information as an abstraction is useful when it can be trans-
formed. Classical gates transform the classical information through the algebra
of boolean logic. e quantum circuit model introduces the concept of a quan-
tum gate as a means to transform quantum information. e only constraint on
the notion of a quantum gate is that it be a unitary operator, U †U = U †U = I .
ese gates are applied to qubits as operators acting on vectors. e most im-
portant single qubit gates are the Pauli operators. With respect to basis set (3.4),
they represented as
σx ≡ σ1 ≡ X ≡
(
0 1
1 0
)
; σy ≡ σ2 ≡ Y ≡
(
0 −i
i 0
)
; σz ≡ σ3 ≡ Z ≡
(
1 0
0 −1
)
.
(3.43)
It is also standard to include the identity operator as part of this set which we
label as σ0. In terms of outer products, the Pauli operators are expressed as
σ0 = |0〉 〈0| + |1〉 〈1| , (3.44)
σx = |0〉 〈1| + |1〉 〈0| , (3.45)
σy = −i |0〉 〈1| + i |1〉 〈0| , (3.46)
σz = |0〉 〈0| − |1〉 〈1| . (3.47)
e commutators between the dierent Pauli operators equate to
[X ,Y ] = 2iZ ; [Y ,Z ] = 2iX ; [Z ,X ] = 2iY . (3.48)
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e Hadamard gate, phase gate, and pi/8 gate (denoted T ) are respectively
H ≡ 1√
2
(
1 1
1 −1
)
; S ≡
(
1 0
0 i
)
; T ≡
(
1 0
0 e(ipi/4)
)
. (3.49)
e Hadamard gate turns the computational basis states into particular superpo-
sition states as follows
H |0〉 = |0〉 + |1〉√
2
= |+〉 , H |1〉 = |0〉 − |1〉√
2
= |−〉 . (3.50)
e states |+〉 and |−〉 have column vector representation (3.5). e quantum
gates mentioned so far satisfy the following well known identities
XYX = −Y , (3.51)
HXH = Z , (3.52)
HYH = −Y , (3.53)
HZH = X , (3.54)
H =
(X + Z )√
2
, (3.55)
S = T 2. (3.56)
Another important set of quantum gates, which are derived from the Pauli op-
erators, are known as the rotation operators:
Rx (θ ) ≡ e−iθX/2 = cos θ2 I − i sin
θ
2 X =
(
cos θ2 −i sin θ2
−i sin θ2 cos θ2
)
, (3.57)
Ry(θ ) ≡ e−iθY/2 = cos θ2 I − i sin
θ
2 Y =
(
cos θ2 − sin θ2
sin θ2 cos
θ
2
)
, (3.58)
Rz(θ ) ≡ e−iθZ/2 = cos θ2 I − i sin
θ
2 Z =
(
e−iθ/2 0
0 eiθ/2
)
. (3.59)
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e signicance of these rotation operators is that we can express an arbitrary
single qubit quantum gate U as
U = eiαRz(β)Ry(γ )Rz(δ ), (3.60)
for some real numbers α , β , γ , and δ .
For the case of two qubits, an important quantum gate is the controlled-NOT
operator. is unitary operator has the matrix representation
UCN ≡
©­­­­­«
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
ª®®®®®¬
. (3.61)
e action of the operator on a quantum state |a,b〉 is to transform it into |a,b ⊕ a〉
where ⊕ denotes addition modulo two. A more explicit description is this gate
acts on two registers where the rst qubit is known as the control qubit and the
second as the target qubit; if the control qubit is in state |0〉, then the target qubit
is le unchanged; however if the control qubit is in state |1〉, then an X (NOT)
operator is applied to the target qubit. One can generalize the essence of the
controlled-NOT operator to any other gate in that the X operator is replaced by
the appropriate gate.
e importance of the controlled-NOT operator can be stated by the result that
any multiple qubit quantum gate may be composed from controlled-NOT gates
and single qubit gates.
b) Dierence to classical information: e mathematical dierence between
boolean functions and unitary operators is clearly self-evident. However the
non-trivial dierences between classical and quantum gates are subtle. Some
classical gates such as the NAND gate or the XOR gate are non-invertible; it is
not possible to derive the input given the output. In contrast, all quantum gates
are invertible as the inverse of a unitary matrix is also a unitary matrix, hence
a valid quantum gate. In the classical case, the only non-trivial single bit gate
is the NOT gate; in the quantum model, we have several important single qubit
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gates. It is interesting to note that there are some subtle similarities. e Pauli X
operator can be thought of as a quantum analogue of classical NOT gate since it
inverts the computational basis states
X |0〉 = |1〉 , X |1〉 = |0〉 . (3.62)
c) antum-theoretic origin: In the quantum circuit model, we have seen
the use of unitary operators as a means to transform qubits. It turns out that
this is directly connected to a postulate of quantum theory regarding dynamics.
Namely that the continuous time evolution of a state vector of a closed quantum
system is governed by the Schro¨dinger equation
i~
∂ |ψ (t)〉
∂t
= H |ψ (t)〉 . (3.63)
e Hamiltonian H is a Hermitian operator which species the physics of the
system. e solution to (3.63) is
|ψ (t2)〉 = exp
[
−iH (t2 − t1)
~
]
|ψ (t1)〉 . (3.64)
Using relationship (3.38), one can naturally dene a unitary operator
U (t1, t2) ≡ exp
[
−iH (t2 − t1)
~
]
. (3.65)
Hence a discrete time transformation of states is provided by unitary operators.
3.2.4 Measuring qubits
a) Description: e nal element of the quantum circuit model is measuring
the qubits to extract their values. One way to mathematically represent the mea-
surement of qubits is using any orthonormal bases. We have seen a qubit (3.40)
represented using the computational basis states (3.4). More generally, suppose
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a qubit is represented using an arbitrary orthonormal basis, |x〉 and |y〉
|ψ 〉 = αx |x〉 + βy |y〉 , (3.66)
where αx , βy ∈ C. en by measuring the qubit, with respect to the |x〉, |y〉 basis,
we nd the qubit is in state |x〉 or |y〉; we never nd it in the superposition state
(3.66); hence measurement is said to instantaneously ‘collapse’ the state into one
of the basis states. Furthermore, the probability of nding the qubit in state |x〉 is
given by the modulus square of its coecient, |αx |2; similarly the probability of
nding it in state |y〉 is given by |βy |2. Due to the normalization condition, these
‘quantum’ probabilities (that are derived from quantum information) sum to one.
As an example, if the qubit is in state |+〉 = (1/√2) |0〉 + (1/√2) |1〉, then the
probability of nding it in state |0〉 upon measurement is 1/2, and the probability
of nding it in state |1〉 is also 1/2. One can generalize this technique to multiple
qubits by using an arbitrary orthonormal basis of the respective Hilbert space.
b) Dierence to classical information: Unlike classical information, quan-
tum information such as αx , βy in (3.66) can be described as ‘hidden.’ No single
measurement allows us to directly extract those values. On a related maer,
measurement can generally be viewed as a process that converts quantum infor-
mation into classical information in the form of an orthogonal basis state. is
presents us with another fundamental mystery: Why does this ‘collapse’ occur?
Or perhaps can we derive ‘measurement’ from a unitary process. Like with the
rst mystery, a deep answer still unknown. is issue from a quantum-theoretic
perspective is referred to as the measurement problem [31].
c)antum-theoretic origin: In quantum theory, an alternative way of evolv-
ing a state forward in time is through the measurement of quantum states (as op-
posed to the Schro¨dinger equation). We describe the relevant postulate: an-
tum measurements are denoted by a set of measurement operators {Mm} which
satisfy ∑
m
M†mMm = I . (3.67)
is is known as the completeness relation. ese operators act on the relevant
state space. e index m refers to the outcome obtained from the measurement;
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if the quantum system is in state |ψ 〉, then probability that resultm occurs upon
measurement is given by
p(m) = 〈ψ |M†mMm |ψ 〉 . (3.68)
ese quantum probabilities sum to one∑
m
p(m) =
∑
m
〈ψ |M†mMm |ψ 〉 = 1 (3.69)
Furthermore, given resultm, the post-measurement state can be wrien as
Mm |ψ 〉√
〈ψ |M†mMm |ψ 〉
. (3.70)
e quantity eiθ known as a global phase factor, where θ ∈ R, is irrelevant with
respect to measurement. e state |ψ 〉 and eiθ |ψ 〉 are equivalent from the per-
spective of observation since
〈ψ |e−iθM†mMmeiθ |ψ 〉 = 〈ψ |M†mMm |ψ 〉 . (3.71)
A special case of these measurement operators are projective measurements.
Projective measurements satisfy (3.67) as well as carry the property that Mm are
Hermitian and that MmMm′ = δm,m′Mm. A projective measurement corresponds
to an observable (a physical quantity that can be measured). An observable is
represented as a Hermitian operator M on the state space. Using spectral de-
composition (3.39), one can state this more precisely as
M =
∑
m
mPm, (3.72)
where Pm represents the orthogonal projector onto the eigenspace of M with
eigenvalue m. e measurement outcomes are the eigenvalues of M . Further-
more, the probability of obtaining resultm if system was in state |ψ 〉 before mea-
surement, is given by
p(m) = 〈ψ |Pm |ψ 〉 . (3.73)
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is is oen referred to as the Born rule. e post-measurement state aer ob-
taining outcomem becomes
Pm |ψ 〉√〈ψ |Pm |ψ 〉 . (3.74)
It is convention to sometimes not emphasize the observable, but rather focus on
the orthogonal projectors in (3.72) or its associated kets. To be more precise,
the phrase ‘measure in basis |m〉’ means to measure any observable that has |m〉
as its eigenbasis. e corresponding projectors are Pm = |m〉 〈m | which satisfy∑
m Pm = I and PmPm′ = δm,m′Pm. e Born rule can be re-wrien as
p(m) = |〈m |ψ 〉|2. (3.75)
Hence it can be seen that every orthonormal basis of the Hilbert space corre-
sponds to a quantum measurement, and has outcome probabilities given by the
Born rule. In the quantum circuit model, we use projective measurements, and
therefore equations (3.73) and (3.74) are implicit in our explanation regarding the
measurement of qubits. Furthermore, it is oen the case that we measure in the
computational basis states (3.4).
3.2.5 Further distinctions from classical information
From our treatment on the qubits, a number of implications arise. ese results
further emphasize the non-trivial distinctions between quantum information and
classical information.
a) No-cloning: An essential task of classical information systems is to copy
bits. For an unknown quantum state, this operation is impossible to carry out.
e no-cloning theorem [32, 33, 34] states that there exists no unitary operator
that can clone an unknown quantum state. To see this as true, suppose such a
unitary operatorU did exist, and we have two unknown quantum states, |ψ 〉 and
|ϕ〉. Furthermore, let |s〉 denote a blank state to copy in. We have mappings of
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the form
U (|ψ 〉 ⊗ |s〉) = |ψ 〉 ⊗ |ψ 〉 , (3.76)
U (|ϕ〉 ⊗ |s〉) = |ϕ〉 ⊗ |ϕ〉 . (3.77)
We then compute the inner product of the le hand side of both equations. We
carry the same task on the right hand side. By equating the quantities, we obtain
〈ψ |ϕ〉 = (〈ψ |ϕ〉)2. (3.78)
is implies that either the two unknown states are orthogonal (〈ψ |ϕ〉 = 0),
or they are equal to each other (|ψ 〉 = |ϕ〉). Hence a general cloning machine
is impossible. However, it is not surprising that a set of orthogonal states can
be copied since these can be viewed as dierent states of classical information.
e no-cloning theorem is a basic result in quantum information science, and is
related to other fundamental constraints in physics such as in regards to closed
timelike curves [35, 36]. Having introduced the no-cloning theorem, it seems ap-
propriate to say that other related no-go theorems exist including a no-deletion
theorem [37]. Both no-cloning and no-deletion collectively allude to the conser-
vation of quantum information.
b) Indistinguishability: In principle, one can always distinguish classical bits
from each other. is is an impossible task for non-orthogonal quantum states.
As an example, there is no single measurement process that can reliably distin-
guish states |0〉 or |+〉. We provide a rough argument. Consider the simpler
case of a xed set of orthogonal quantum states denoted |ψi〉. One can dene
general measurement operators consisting of Mi ≡ |ψi〉 〈ψi | as well as the pos-
itive square root of I − ∑i,0 |ψi〉 〈ψi |. In this case, if state |ψi〉 is prepared, then
p(i) = 〈ψi |Mi |ψi〉 = 1. is implies that this set of states can be reliably distin-
guished. If on the other hand |ψi〉 denotes a set of non-orthogonal states, then a
crucial property is that say state |ψ2〉 can be broken into a component parallel to
say state |ψ1〉 as well as a component orthogonal to |ψ1〉. Due to the component
of |ψ2〉 that is parallel to |ψ1〉, there is a non-zero probability of mistaking |ψ1〉 as
the state when in fact it was |ψ2〉 that was prepared. us these non-orthogonal
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states cannot be reliably distinguished. is means a measurement has a limit on
its ability to exact information which conveys additional support to the notion
that quantum information is hidden. Surprisingly, quantum indistinguishability
is also related to the constraints regarding closed timelike curves [38].
c) Uncertainty: Unlike classical bits, qubits have a probabilitic property that is
intrinsic to them (3.73). One can view these quantum probabilities in terms of an
expectation value (2.1). More precisely, the expectation value of an observable,
M , (with respect to quantum state |ψ 〉) in (3.72), is dened as
〈M〉 ≡
∑
m
mp(m) (3.79)
=
∑
m
m 〈ψ |Pm |ψ 〉 (3.80)
= 〈ψ |
(∑
m
mPm
)
|ψ 〉 (3.81)
= 〈ψ |M |ψ 〉 . (3.82)
In the derivation we have used quantum probabilities (3.73). We can invoke fur-
ther classical probabilistic concepts, and introduce the standard deviation (2.3)
of an observable,
∆(M) =
√
〈M2〉 − 〈M〉2. (3.83)
is quantity is also known as the uncertainty of the observable, and it represents
a statistical measure of the spread of measurements about the expectation value.
e Heisenberg uncertainty principle states that for observablesA and B we have
∆(A)∆(B) ≥ |〈ψ | [A,B] |ψ 〉|2 . (3.84)
is result has a shocking implication; suppose we had two observables that
do not commute and we performed a large number of these measurements on
systems which are in identical states |ψ 〉; then if we make the uncertainty on
the results of B decrease, then the uncertainty of the results of A must increase,
regardless of the sophistication of the measurement. e uncertainty principle
is also related to constraints regarding closed timelike curves [39].
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3.3 Density Operators
Density operators are a widely used mathematical tool in the study of open quan-
tum systems and quantum statistical mechanics [40]. Within quantum informa-
tion science, it provides a natural framework for quantifying the information
concerning subsystems. In this section, we briey describe quantum informa-
tion in the language of density operators, while relaying its relationship to the
quantum circuit model.
3.3.1 Single density operator
Associated to any isolated quantum system is a Hilbert space with an operator
known as the density operator, ρ, which acts on the space. e density operator is
a positive operator with tr(ρ) = 1. e relationship to the quantum circuit model
is as follow: If a system is known to be in state |ψi〉 with associated classical
probability pi then the density operator of the system is given by
ρ =
∑
i
piρi , (3.85)
where ρi ≡ |ψi〉 〈ψi |. e set {|ψi〉 ,pi} is referred to as an ensemble. For the
limited case where |ψ 〉 is the only member of an ensemble (like in the circuit
model), we have ρ = |ψ 〉 〈ψ | which is then called a pure state. Otherwise it
is known as a mixed state, which means we do not know with certainty what
quantum state it is in. In terms of computations, a pure state satises
tr(ρ2) = 1, (3.86)
whereas a mixed state results in
tr(ρ2) < 1. (3.87)
e largest statistical ignorance is expressed by the maximally mixed state
ρ = (1/n) In, (3.88)
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where n is the dimension of the Hilbert space. e density operator is a broader
framework than the quantum circuit model. It captures both the quantum in-
formation with its quantum probabilities, as well as the classical probabilities
related to our ignorance of that quantum information.
3.3.2 Multiple density operators
a) Composite system: In the quantum circuit model, we have employed the
tensor product as a means to describe multiple qubits. Similarly, in the density
operator language, a composite system is represented as a tensor product of the
Hilbert spaces of the component systems. If system number i is in state ρi , then
the composite system is described by density operator
ρ1 ⊗ ρ2 ⊗ . . . ρn . (3.89)
b) Subsystem: A central role of the density operator in quantum information
science is as an information tool to describe subsystems. is particular task is
carried out by the reduced density operator. Suppose ρAB describes a composite
system made up of system A and system B. en the reduced density operator
for A is dened as
ρA ≡ trB(ρAB), (3.90)
where trB is known as the partial trace over system B. e partial trace is dened
as
trB(|a1〉 〈a2 | ⊗ |b1〉 〈b2 |) ≡ |a1〉 〈a2 | tr(|b1〉 〈b2 |) (3.91)
where we have used the usual trace operation on the right hand side; the vectors
|a1〉 and |a2〉 are any vectors from the Hilbert space associated to system A; sim-
ilarly |b1〉 and |b2〉 are any vectors from the Hilbert space associated to system
B. As an example, one can apply this operation to the trivial composite system
ρAB = ρ1 ⊗ ρ2, and obtain as expected
ρA = trB(ρ1 ⊗ ρ2) = ρ1tr(ρ2) = ρ1. (3.92)
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3.3.3 Transforming density operators
a) Closed system: Like in the quantum circuit model, density operators asso-
ciated with closed systems also transform according to unitary operators. is
is computed as
ρ′ = U ρU †, (3.93)
where U is a unitary operator.
b) Open system: For open quantum systems, a generalized framework for dy-
namics known as quantum operations is employed. e density operators trans-
form as
ρ′ = Φ(ρ) =
∑
k
AkρA
†
k
, (3.94)
where Φ is known as a quantum operation. e operators Ak are known as op-
eration elements or as the Krauss operators. ese are not necessarily unitary,
but rather satisfy the condition ∑
k
A†
k
Ak ≤ I . (3.95)
e mapping (3.93) can be regarded as a quantum operation whereΦ(ρ) = U ρU †.
But the utility of the framework is best captured when considering open systems
such in the case of environmental noise on a qubit. Suppose a qubit ips from
|0〉 to |1〉 (or vice versa) with classical probability 1−p. e associated operation
elements are A0 =
√
pI , and A1 =
√
1 − pX . e quantum operation, known as
the bit ip channel, is wrien as
Φ(ρ) = pρ + (1 − p)XρX . (3.96)
More generally, quantum operations have been used to quantify a broad range
of noise-related phenomenon on qubits.
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3.3.4 Measuring density operators
a)Generalmeasurement: e measurement postulates of quantum theory can
be reformulated for density operators. antum measurements are described
by a collection of measurement operators {Mm} which satisfy the completeness
relation (3.67). If the quantum system is in state ρ before measurement, then the
probability of obtaining resultm is given by
p(m) = tr(M†mMmρ). (3.97)
e post-measurement operator is expressed as
MmρM
†
m
tr(M†mMmρ)
. (3.98)
b) POVM: POVM stands for positive operator valued measure and is a formalism
that is usually expressed with the language of density operators. Given general
measurement operators {Mm}, one can dene
Em ≡ M†mMm . (3.99)
ese positive operators, Em, are known as the POVM elements. It can be shown
that ∑
m
Em = I . (3.100)
If the density operator prior to measurement is denoted ρ, then probability of
obtaining outcomem is given by
p(m) = tr(Emρ). (3.101)
One example of a POVM are projection measurements which are described by
projectors, Pm, and satisfy Em = P†mPm = Pm. For this specic case, (3.101),
equates to
p(m) = tr(Pmρ). (3.102)
which is just a reformulation of the Born rule (3.73).
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c) Tomography: We have seen that a single measurement on a qubit does
not allow us to obtain the quantum information. is means in general it is
impossible to characterize an unknown state ρ if we are given a single copy.
antum state tomography is a procedure to estimate the unknown quantum
state with many measurements. Suppose we have many copies of the density
operator ρ of an unknown qubit. Using the Pauli operators (3.43), one can express
ρ as
ρ =
tr(ρ)I + tr(Xρ)X + tr(Yρ)Y + tr(Zρ)Z
2 . (3.103)
For large sample sizes, one can obtain a reasonable estimation of the values of
tr(Xρ), tr(Yρ) and tr(Zρ) and identify the quantum information of the qubit.
Generalizing this procedure to n qubits results in the expression,
ρ =
∑
®v
tr(σv1 ⊗ σv2 ⊗ · · · ⊗ σvnρ)σv1 ⊗ σv2 ⊗ · · · ⊗ σvn
2n , (3.104)
where ®v = (v1, . . . ,vn) with entries vi chosen from the set 0, 1, 2, 3
3.3.5 Further properties
a) No-broadcasting: e no-broadcast theorem [41] generalizes the no-cloning
theorem to the case of mixed states. It states that given state ρ1, it is not possible
to create a composite system ρAB such that trA(ρAB) = ρ1 and trB(ρAB) = ρ1.
b) Antidistinguishability: In the previous section, we looked at the general
case of distinguishing non-orthogonal quantum states. In terms of density op-
erators, distinguishability can be stated as the existence of a POVM Ej for set of
states ρk such that
tr(Ejρk) = δij , (3.105)
for all j and k . A related property is the notion of antidistinguishability [42, 43].
A set of states ρk is antidistinguishable if there exists a POVM Ej such that for
each j,
tr(Ejρk) = 0. (3.106)
Distinguishability lets us know that a particular state was denitely prepared.
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is in contrast to antidistinguishability which lets us know that a particular
state was denitely not prepared.
c) Distance measures: To quantitatively capture the idea of how ‘close’ two
quantum states are, there are two useful tools that we proceed to describe. e
rst is the trace distance between two density operators ρ and σ , which is dened
as
D(ρ,σ ) ≡ 12tr|ρ − σ |, (3.107)
where
|A| ≡
√
A†A. (3.108)
e second method is known as the delity which is given by
F (ρ,σ ) ≡ tr
√
ρ1/2σρ1/2 (3.109)
for density operators ρ and σ . e delity is invariant under unitary transfor-
mations
F (U ρU †,UσU †) = F (ρ,σ ). (3.110)
If both density operators represent pure states, ρ = |ψρ〉 〈ψρ | and σ = |ψσ 〉 〈ψσ |,
the delity reduces to
F (ρ,σ ) = |〈ψρ |ψσ 〉|2 (3.111)
e quantity (3.111) measures the probability of confusing the two states if one
is only able to carry out only one measurement on one system which is prepared
in one of the two states. If the two states are orthogonal, then the delity is
computed to be zero and the states can be fully distinguished.
3.4 Entropy
An alternative approach to view quantum information science is based on en-
tropy. In chapter 2, we introduced the Shannon entropy of a random variable
as a means of describing classical information. In this section, we dene the
von Neumann entropy of a quantum density operator. A limited perspective is
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that the Shannon entropy applies only in the classical realm, whereas the von
Neumann entropy strictly conveys quantum properties.
Rather in the modern seing of quantum information, we’ll see that the Shannon
entropy can employed with respect to classical probabilities (in a mixed state)
as well quantum probabilities (derived from quantum information). Moreover,
the von Neumann entropy can represent classical ignorance (in the case of a
mixed state) as well as signify a reliable storage of quantum information (through
the quantum analogue of data compression). All of the material in this section
reformulates or builds on concepts seen in the previous sections.
3.4.1 Indistinguishability using Shannon entropy
Although we have treated quantum indistinguishability in the qubit and the den-
sity operator frameworks, a description through entropy is most insightful [44].
a) Scenario: Suppose a state is prepared from an ensemble ξ of density operators
{ρj : j = 1, 2, . . . ,N } with a prior classical probability distribution {ηj : j =
1, 2, . . . ,N }. Hence, the resulting operator can be wrien as
ρ =
N∑
j=1
ηjρj , (3.112)
with tr(ρ) = 1. e task of distinguishability is to identify which state was
prepared through a single measurement. We perform this measurement using
POVM elements which we denote by Π ≡ {Πk : k = 1, 2, . . . ,M}, where M ≥ N .
b) Probabilistic quantities: To develop an entropic model of this task, we pro-
ceed to derive several quantities. e joint probability that the state ρj is prepared
and that the outcome obtained is Πk , is given by
P(ρj ,Πk) = ηj tr(Πkρj), (3.113)
where we have used (3.101). e total probability of obtaining outcome Πk is
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computed as
PΠk =
N∑
j=1
ηj tr(Πkρj) = tr(Πkρ). (3.114)
Summing over k in (3.113) results in
M∑
k=1
P(ρj ,Πk) = ηj . (3.115)
b) Entropic quantities: e quantities ηj signify a probability distribution in
(3.112). erefore, we can evaluate the Shannon entropy (2.20) of this distribu-
tion,
H (ξ ) = −
N∑
j=1
ηj log2 ηj . (3.116)
Recall the mutual information (2.23) and its propertyH (X : Y ) = H (X )−H (X |Y ).
Using (3.116), we have the following mutual information associated to the mea-
surement process
H (ξ : Π) = H (ξ ) −
M∑
k=1
PΠkH (ξ |Πk). (3.117)
It quanties how much information is gained about inferring the state that was
prepared through the measurement. Moreover, the quantity H (ξ |Πk) signies
the conditional entropy (2.22) of the remaining ignorance aer outcome Πk is
obtained. erefore, a reasonable goal for this task is to choose a measurement
that maximizes H (ξ : Π).
c) Accessible information: Of crucial importance is the accessible information
which is dened as the maximum mutual information aainable over all possible
POVM measurements,
Iacc = H (ξ ) − allΠ
min
M∑
k=1
PΠkH (ξ |Πk). (3.118)
e accessible information is a marker of how well a measurement can do at
identifying the state prepared. Moreover, it has an upper bound known as the
Holevo bound [2]. From this point of view, the accessible information quantita-
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tively captures the notion that quantum information has a hidden nature.
d) Subsequent measurements: Suppose measurement outcome Πk is ob-
tained. Aer our rst measurement, there may be subsequent measurements
performed to extract further accessible information. To compute the relevant
entropic quantity, recall (3.99); each of the POVM elements corresponds to a
general measurement operator Mk , where Πk = M†kMk . en with respect to
state ρj , the normalized postmeasurement states (3.98) are wrien as
ρ(k)j =
MkρjM
†
k
tr(Πkρj) . (3.119)
e respective new probabilities (3.97) are found as
η(k)j =
ηjtr(Πkρj)
tr(Πkρ) . (3.120)
Moreover, we let ξ (k) denote the postmeasurement ensemble consisting of states
(3.119) with respective probabilities (3.120). e Shannon entropy of ξ (k) using
(3.120) is equal to value of H (ξ |Πk) in (3.117).
If one performs a optimal subsequent POVM on ξ (k), this reduces the remaining
ignorance for distinguishability in ξ to H (ξ (k)) − Iacc(ξk). Hence the maximum
mutual information between the original ensemble ξ and the outcomes of opti-
mal subsequent measurements is given by
I ′max(ξ ,Π) = H (ξ ) −
M∑
k=1
PΠk [H (ξ (k)) − Iacc(ξk)]. (3.121)
e) Eciency of ameasurement: Using the computed quantities, one can char-
acterize a quantum measurement using the following framework. e amount
of extracted information from a measurement is dened as
E¯ ≡ H (ξ : Π)
Iacc(ξ ) . (3.122)
e residual information is dened as the information that can be potentially
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extracted from subsequent measurements
R¯ ≡ I
′
max(ξ ,Π) − H (ξ : Π)
Iacc(ξ ) . (3.123)
is leaves us with a denition of the destroyed information, which quanties
the reduction of the accessible information due to measurement Π:
D¯ ≡ Iacc(ξ ) − I
′
max(ξ ,Π)
Iacc(ξ ) (3.124)
e conservation of the total accessible information can thus be expressed as
E¯ + R¯ + D¯ = 1. (3.125)
For the task of distinguishability, these entropic quantities express the idea of the
‘eciency’ of a single quantum measurement.
3.4.2 Uncertainty using Shannon entropy
In the context of a large number of measurements, an unavoidable consequence
of quantum information is the Heisenberg uncertainty principle (3.84). However
from an information-theoretic perspective, the entropy is a preferred quantity
over the standard deviation to measure uncertainty. Indeed, it can be seen there-
fore, that the uncertainty principle can be reformulated in terms of the Shannon
entropy [45, 46, 47, 48].
a) Entropic uncertainty relation: In the uncertainty principle, the standard
deviation of observables, X and Z , must satisfy (3.84). Using the spectral expan-
sion (3.39), one obtains the corresponding eigenvectors and their eigenvalues
X =
∑
x
x |x〉 〈x | , (3.126)
Z =
∑
z
z |z〉 〈z | . (3.127)
Suppose we measure either one of these observables on a system represented by
density operator ρ. rough (3.102), one obtains a distribution for the quantum
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probabilities, denoted p(x), associated with the measurement of X ; likewise, one
obtains a probability distribution, denotedq(z), associated with the measurement
of Z . e Shannon entropy (2.20) is a function of only a probability distribution.
Hence it is not too dicult to see that we can derive an entropy from p(x), as
well as entropy from q(z); these are respectively labelled H (X ) and H (Z ). e
entropic uncertainty relation states that
H (X ) + H (Z ) ≥ log 1
c
, (3.128)
where c is the maximum value of the possible quantities, cxz = |〈x |z〉|2. More-
over, for a system with an associated Hilbert space of dimension d we have the
following bounds,
0 ≤ log 1
c
≤ log d . (3.129)
b) Guessing game: One can view the entropic uncertainty relation through
the lens of a game. Suppose we have two players whom we name Alice and
Bob. e initial role of Bob is to prepare a system in state ρ, and send it to Alice.
Alice proceeds to measure either observable A or B with equal probability; the
measurement choice is stored in bit Θ whereas the outcome is stored in bit K .
e nal step of the game is that Alice reveals the choice Θ to Bob. e aim of
the game is for Bob to guess K , given the value of Θ.
It can be shown [48], that regardless of the state ρ prepared, the entropic uncer-
tainty relation (3.128) implies that Bob will not be able to perfectly guess K if
log(1/c) > 0.
c) Temporal version: Recently [49], it was shown that an entropic uncer-
tainty relation can be formulated for energy and time. e Hamiltonian, H , in
(3.65) corresponds to the energy of a system. However, capturing the temporal
aspect is non-trivial as there does not exist a Hermitian time operator. Hence,
an entropic uncertainty relation was formulated through the construction of a
‘quantum clock.’ e uncertainty about time corresponds to how well one can
‘read o’ the time from measuring this clock.
It would be illuminating to view this in terms of a guessing game. Bob prepares a
quantum clock in state ρ. He then sends this to Alice. In this modied scenario,
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Alice either measures the clock’s energy or randomly sets the clock’s time; the
choicce is made with equal probability; the laer task is accomplished by apply-
ing exp(−iHt) using a random chosen t from a set of values. Depending on what
Alice chose to do, Bob’s task is either to guess the clock’s energy or estimate the
value of t by reading the clock. e entropic energy-time uncertainty relation
limits Bob’s ability to win this guessing game.
3.4.3 e von Neumann entropy
We have witnessed the application of the Shannon entropy in seings involving
quantum information. An alternative entropic tool is the von Neumann entropy.
e usual treatment of this quantity is found in the subject of quantum statistical
mechanics. e approach taken by quantum information science is to describe
this quantity in relation to the concepts in classical information theory.
a) Single system: e von Neumann entropy of a quantum density operator ρ
is dened as
S(ρ) ≡ −tr(ρ log2 ρ). (3.130)
One nds that this entropy can re-wrien as
S(ρ) = −
∑
x
λx log2 λx , (3.131)
where λx are the eigenvalues of ρ. With the laer form, S(ρ) can be seen as a
Shannon entropy (2.20) where the eigenvalues are substituted for the probabili-
ties. We also take the convention that 0 log2 0 ≡ 0.
e bounds of the von Neumann entropy are 0 ≤ S(ρ) ≤ log2 d , where d is the
dimension of the Hilbert space. Moreoever, the case of S(ρ) = 0 corresponds to
a pure state, whereas for a completely mixed state (3.88) we have S(ρ) = log2 d .
Hence a non-zero von Neumann entropy signies an ignorance (through classical
probabilities) as to what the state of the system is.
b) Multiple systems: Suppose we have composite system with two compo-
nents denoted A and B. is system is collectively described by density operator
ρAB . Analogous to (2.21), we dene the von Neumann joint entropy of this sys-
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tem as
S(ρAB) ≡ −tr(ρAB log2(ρAB)). (3.132)
Following (2.22), we can dene the von Neumann conditional entropy as
S(A|B) ≡ S(A,B) − S(B). (3.133)
In classical communications, the quantity H (X |Y ) can interpreted as the number
of additional bits that need to be transmied to have full knowledge of X , aer
knowing Y . In an analogous manner, it was recently [50] shown that S(A|B) can
be interpreted as a number of qubits that needs to be transmied to make the
task of quantum teleportation (which we’ll discuss in the next chapter) possible.
e von Neumann mutual information is dened as
S(A : B) ≡ S(A) + S(B) − S(A,B), (3.134)
and resembles the form of (2.23). Furthermore, it can shown that
S(A : B) = S(A) − S(A|B) (3.135)
= S(B) − S(B |A). (3.136)
By considering (2.24), we are then led to dene the von Neumann relative entropy
(of ρ to σ ) as
S(ρ | |σ ) ≡ tr(ρ log2 ρ) − tr(ρ log2 σ ), (3.137)
where it can be derived that S(ρ | |σ ) = 0 if and only if ρ = σ .
c) Transformation: For a density operator, recall that a unitary transformation
is given by
ρ′ = U ρU †. (3.138)
e von Neumann entropy is invariant under this unitary transformation, hence
S(ρ′) = S(U ρU †). (3.139)
d) Measurement: Suppose we have a system in state ρ that we would like to
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perform a projective measurement on. Let Pi be the corresponding orthogonal
projectors for that measurement. If we never learn the result of the measurement,
the post-measurement state can be represented as
ρ′ =
∑
i
PiρPi . (3.140)
It can be shown that this procedure in general increases the entropy,
S(ρ′) ≥ S(ρ), (3.141)
with equality if and only if ρ = ρ′.
e) Properties: e rst important property regarding von Neumann entropies
is the subadditivity inequality
S(A,B) ≤ S(A) + S(B). (3.142)
A related property is the triangle inequality which is wrien as
S(A,B) ≥ |S(A) − S(B)|. (3.143)
Of considerable importance is the strong subadditivity inequality
S(A,B,C) + S(B) ≤ S(A,B) + S(B,C) (3.144)
which applies for a system composed of three components denoted A, B, and C .
For the conditional entropy associated to a trio of systems, we have the result
S(A|B,C) ≤ S(A,B). (3.145)
In regards to mutual information, one nds that
S(A : B) ≤ S(A : B,C). (3.146)
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e monotocity of the relative entropy is a result regarding subsystems
S(ρA | |σA) ≤ S(ρAB | |σAB), (3.147)
where ρAB and σAB are any two density operators of a system AB. Another sig-
nicant result is the concavity of the von Neumann entropy which is expressed
as
S
(∑
i
piρi
)
≥
∑
i
piS(ρi) (3.148)
for probabilities pi (which sum to unity) and their corresponding density opera-
tors ρi .
3.4.4 antum data compression
Data compression plays a fundamental role in classical information theory; the
noiseless channel coding theorem (eorem 2.3) forms the basis for an opera-
tional denition of the Shannon entropy. In this subsection, we provide a brief
overview of the quantum noiseless channel coding theorem [51], which provides
an operational denition of the von Neumann entropy. A large part of the devel-
opment towards the theorem relies on the mathematical machinery associated
with classical data compression. However, the pioneering nature of the work
stems from the conceptual shi of treating the states of quantum theory as in-
formation in the most genuine manner. Hence, the signicance of this quantum
coding theorem cannot be understated for the development of quantum infor-
mation theory, which is also referred to as the quantum Shannon theory [13].
a) Dening an information source: As in the classical case, the rst step is
to construct a valid notion of an information source. We dene a i.i.d quantum
information source,{H , ρ}, as one that can described by a Hilbert space H , and a
density operator ρ on that Hilbert space. Furthermore, we utilize the framework
of quantum operations (3.94) to help us dene a compression scheme of rate R.
e compression operation,Cn maps states in H⊗n to states in a 2nR-dimensional
state space. Conversely, Dn represents a decompression operation which takes
states in the compressed space back to states in the original Hilbert space.
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b) Dening typical states: It will be necessary to recall the denition of a
typical sequence (2.42) that was described in Chapter 2. To harness this result,
we note that the density operator associated with our information source has a
spectral expansion
ρ =
∑
x
p(x) |x〉 〈x | , (3.149)
where |x〉 are the eigenvectors with associated eigenvalues p(x). Of crucial im-
portance is that the eigenvalues, in this case, behave like a probability distribu-
tion in that they are non-negative and sum to unity. us, S(ρ) can be viewed
as the Shannon entropy of the set of eigenvalues. erefore, by using (2.42) we
obtain the ϵ-typical sequence x1,x2, . . . ,xn where1n log 1p(x1)p(x2) . . . ,p(xn) − S(ρ)
≤ ϵ . (3.150)
We dene an ϵ-typical state |x1〉 |x2〉 . . . |xn〉 as one for which x1,x2, . . . ,xn is an
ϵ-typical sequence. Related to this concept is the denition of an ϵ-typical sub-
space, denotedT (n, ϵ); this is a subspace spanned by all ϵ-typical states, |x1〉 , . . . , |xn〉.
Moreover, to project onto the subspace T (n, ϵ), we can use the operator,
P(n, ϵ) =
∑
x ϵ−typical
|x1〉 〈x1 | ⊗ |x2〉 〈x2 | ⊗ . . . |xn〉 〈xn | . (3.151)
c) Application of eorem 2.2: One can use the classical theorem regarding
typical sequences to prove the following quantum theorem:
eorem 3.3. (Typical subspace theorem)
i) Fix ϵ > 0. en for any δ > 0, for suciently large n,
tr(P(n, ϵ)ρ⊗n) ≥ 1 − δ . (3.152)
ii) For any xed ϵ > 0 and δ > 0, for suciently large n, the dimension of the
subspace, |T (n, ϵ)| = tr(P(n, ϵ)), satises
(1 − δ ) 2n(S(ρ)−ϵ) ≤ |T (n, ϵ)| ≤ 2n(S(ρ)+ϵ). (3.153)
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iii) Let S(n) be a projector onto any subspace of H⊗n of dimension at most 2nR ,
where R < S(ρ) is xed. en for any δ > 0 and for suciently large n,
tr(S(n)ρ⊗n) ≤ δ . (3.154)
(See e.g. [2].) 
d) Application of typical subspace theorem: e utility of eorem 3.3 man-
ifests by its use in proving the quantum analogue of noiseless channel coding
theorem (eorem 2.3). For the sake of briefness, we simply state the end result:
eorem 3.4. (Schumacher’s noiseless channel coding theorem) Let {H , ρ}
be an i.i.d. quantum information source:
i) If R > S(ρ) then there exists a reliable compression scheme of rate R for the
information source
ii) Conversely, if R < S(ρ), then any compression scheme will not be reliable.
(See e.g. [2].) 
e) Comments:
i) From eorem 3.4, the von Neumann entropy can be operationally dened
as the minimum physical resource required to reliably store the output of a
quantum information source. Recall that the Shannon entropy is the min-
imum physical resource required to reliably store the output of a classical
information source. Hence in this precise manner, the von Neumann en-
tropy can be considered a quantum generalization of the Shannon entropy.
More importantly, we see that entropies in both information theories play
the role of signifying optimal data compression.
ii) We have seen that most of the quantum results rely on the mathematics of
classical data compression. is is part of a broader framework in which
quantum information theory can be seen as a generalization of classical
information theory.
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4antum Entanglement
“I cannot seriously believe in [the quantum theory] because it cannot be
reconciled with the idea that physics should represent a reality in time
and space, free from spooky actions at a distance.”
– Albert Einstein, co-inventor of quantum theory
THE INTERDEPENDENCE among classical information systems is developed on
the violation of probabilistic independence (2.9) described in Chapter 2. We por-
trayed this property of independence only aer introducing the case of a single
variable followed by the consideration of multiple variables. Our presentation
of quantum information science will proceed in an analogous manner. In Chap-
ter 3, we examined single and multiple quantum information systems through
a variety of theoretical tools. Hence, in this chapter we are led to introduce the
mathematical description of ‘independent’ quantum information systems; the
notion of interdependence arises naturally in a form known as entanglement;
it turns out that entanglement exists across spatial distances (entanglement in
space) as well as across temporal intervals (entanglement in time). In Chapter 2,
we also described three applications namely classical communication, classical
computing, and classical blockchain. In this chapter, we introduce their quantum
information analogues using entanglement. Both quantum communications and
quantum computing rely on an entanglement in space. e quantum blockchain
is one of the rst novel applications of an entanglement in time.
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4.1 Entanglement in Space
Entanglement, or more precisely entanglement in space, was rst theoretically
discovered in the Einstein-Podolsky-Rosen (EPR) paradox [52]. ey aempted
to dismiss the framework of quantum theory by assuming that such an eect
could not reasonably exist in the physical world, due to the bizarre implications
associated with it. However, the eect has been experimentally well established,
most recently to spatial distances exceeding a 1000 kilometers [53]. Entangle-
ment in space has also been historically described as the single property that
radically distinguishes quantum physics from classical physics [3]. From a mod-
ern perspective, such a statement has manifested itself in that the property plays
a central and pervasive role in quantum information science. It can be seen as an
interdependence among two or more spatially separated quantum information
systems that would be impossible to replicate by classical information systems.
In this thesis, we observe that the interdependence in any entanglement in space
is shocking due to the absense of a time interval involved. Introducing a time in-
terval in the relevant scenario will only make the eect clash less harshly with
our classical intuition. is observation was rst described in [3], where it was
crucially noted that “e [EPR] paradox would be shaken, though, if an observation
did not relate to a denite moment.”
Our description of entanglement in space will be introduced through the theo-
retical tools of qubits, density operators and entropy. Each provides a dierent
perspective into the perplexing nature of the spatial interdependence. For de-
tailed reviews on the subject of entanglement in space, we refer the reader to
[54, 55, 56, 57] whose material we follow closely. For the rest of this section, we
use the term entanglement to solely mean an entanglement in space.
4.1.1 rough qubits
a) Bipartite denition: e entanglement among pure states can easily be
described using the quantum circuit model. We constrain our focus even further
by considering the bipartite case which is a system composed of two quantum
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information subsystems. ese can be respectively labelled A and B. e Hilbert
space associated to each subsystem is wrien as HA with dimension dA, and HB
with dimension dB . en any state vector, representing the composite system, in
the Hilbert space H = HA ⊗ HB is given by
|ψ 〉 =
dA,dB∑
i,j=1
cij |ai〉 ⊗ |bj〉 , (4.1)
with a dA × dB matrix C consisting of complex numbers cij .
A pure state |ψ 〉 ∈ H is known as separable, or as a product state, if we can obtain
states |ϕA〉 ∈ HA and |ϕB〉 ∈ HB such that
|ψ 〉 = |ϕA〉 ⊗ |ϕb〉 . (4.2)
Otherwise the state |ψ 〉 is referred to as entangled or as nonseparable.
antum separability can be seen to be comparable in some respects to the def-
inition of classical independence (2.9). By looking ahead, we can generalize sep-
arability to multipartite systems which consist of multiple subsystems.
b) Multipartite denition: Consider a pure N -partite state |ψ 〉. We refer to
the state |ψ 〉 as fully separable if it can be wrien as
|ψ 〉 =
N⊗
i=1
|ϕi〉 . (4.3)
If a state does not satisfy the condition of fully separable, then it contains some
entanglement. A pure state is called m-separable where 1 < m < N , if there
exists a division of the N parties intom parts P1, . . . , Pm such that
|ψ 〉 =
m⊗
i=1
|ϕi〉Pi . (4.4)
em-separable state may still contain some entanglement. A state is referred to
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as truly N-partite entangled when it is neither fully separable, nor m-separable,
for anym > 1.
As an example, consider the case of N = 3 where the respective quantum infor-
mation subsystems are labelled A, B, and C . e pure three-qubit state are fully
separable if they can be wrien as
|ϕ f s〉A|B |C = |α〉A ⊗ |β〉B ⊗ |γ 〉C . (4.5)
Letm = 2 to consider the associated biseparable states:
|ϕbs〉A|BC = |α〉A ⊗ |δ〉BC , (4.6)
|ϕbs〉B |AC = |β〉B ⊗ |δ〉AC , (4.7)
|ϕbs〉C |AB = |γ 〉C ⊗ |δ〉AB . (4.8)
Note that the state |δ〉 may contain entanglement.
c) Implications: We proceed to describe some properties of well known entan-
gled pure states starting with the bipartite case.
e simplest entangled states are the four Bell states (also known as EPR states
or EPR pairs)
|Φ±AB〉 =
1√
2
(|0A0B〉 ± |1A1B〉),
|Ψ±AB〉 =
1√
2
(|0A1B〉 ± |1A0B〉).
(4.9)
(4.10)
We can describe the generation of these states using the quantum circuit model.
Consider starting with the computational basis state |0A0B〉. Aer applying the
Hadamard gate to the rst qubit, we obtain state (|0A〉 + |1A〉) |0B〉 /
√
2. e next
step of applying the CNOT gate results in the desired output |Φ+AB〉. Similar pro-
cedures can produce the remaining Bell states.
An entanglement (in space) has an associated interdependence among quantum
information systems across spatial distances. is can be portrayed in the fol-
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lowing scenario. Suppose we have a bipartite system in Bell state
|Φ+AB〉 =
1√
2
(|0A0B〉 + |1A1B〉), (4.11)
where subsystem A can be arbitrarily far from subsystem B. e state |Φ+AB〉 has
the property that if we make a projective measurement only on subsystem A (in
the computational basis), then the post-measurement result for the system is ei-
ther |0A0B〉 or |1A1B〉 (each occuring with probability 1/2). e point we want
to stress is that the state of subsystem B will equate to whatever binary state
that subsystem A ‘collapses’ to. e measurement outcomes are correlated. It
also is important to emphasize that prior to the measurement on A, both sub-
systems are in a superposition in (4.11) and neither can be described to be in a
denite state. (Note that a similar analysis occurs for the inverted case where
the measurement is on subsystem B). is is remarkable in that subsystem B,
who is arbitrarily far away from system A, instantaneously takes whatever value
that subsystem A is measured to be found in. How is it that subsystem B in-
stantaneously ‘knows’ the measurement outcome of subsystem A and follows
accordingly? is property is what Einstein referred [58] to as “spooky action at
a distance.” is interdependence of quantum information systems across space
is “spooky” precisely due to the instantaneous aspect of it. In other words, it is
the lack of a time interval involved that makes this spatial interdependence shock-
ing. However, it is important to note that the measurement outcomes |0A0B〉 or
|1A1B〉 occur randomly. Hence such an eect cannot be used to send classical
information instantaneously across vast distances.
It turns out the measurements results are always interdependent. We have wit-
nessed the case of correlated results. Consider the Bell state
|Ψ−〉 = 1√
2
(|01〉 − |10〉), (4.12)
where the measurements are anti-correlated with respect to the computational
basis states. If ®v is any real three-dimensional unit vector, then we can dene the
observable,
®v · ®σ ≡ v1σx +v2σy +v3σz, (4.13)
4. antum Entanglement 74
which is referred to as a measurement of spin along the ®v axis. Let the eigenvec-
tors of the observable be denoted |a〉 and |b〉. en it can be shown that
1√
2
(|01〉 − |10〉) = 1√
2
(|ab〉 − |ba〉), (4.14)
up to a global phase factor which we can ignore. is quantitatively shows that
the measurement outcomes, for this Bell state, are always anti-correlated.
e Bell states, (4.9) and (4.10), also form an orthonormal basis for a two qubit
four dimensional Hilbert space. Hence, one can perform a joint quantum mea-
surement of two qubits that determine which of the four Bell states the two qubits
are in. is is known as a Bell state measurement. On a related maer, an impor-
tant class of operations are LOCC which is an acronym for local operations and
classical communications. is means that operations can only be performed
locally on the individual subsystems and the subsystems can communicate clas-
sically with each other. An example of this is the local application of the Pauli
operators (3.43) to change between any of the Bell states
(σx ⊗ I ) |Φ±AB〉 = |Ψ±AB〉 , (4.15)
(σx ⊗ I ) |Ψ±AB〉 = |Φ±AB〉 , (4.16)
(σz ⊗ I ) |Φ±AB〉 = |Φ∓AB〉 , (4.17)
(σz ⊗ I ) |Ψ±AB〉 = |Ψ∓AB〉 . (4.18)
In contrast to Bell state measurements, the ability to distinguish the four Bell
states using LOCC is an impossible task and its violation is related to notions of
closed timelike curves [59].
Moving from the bipartite case, we proceed to briey list some well known ex-
amples of multipartite entangled pure states. e rst of these are the GHZ
(Greenberger-Horne-Zeilinger) states which are perhaps the most well studied.
e GHZ state for N qubits is dened as
|GHZN 〉 = 1√
2
(|0〉⊗N + |1〉⊗N ). (4.19)
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e second example we wish highlight are the graph states which are dened as
follows. Let G be a graph with a set of N vertices and certain number of edges
connecting them. For each vertex i , let neigh(i) be dened as the neighborhood
of i , which is the set of vertices that are connected to i by an edge. en for each
vertex i , one can construct what is known as as a stabilizer operator,
дi = Xi
⊗
j∈neigh(i)
Zj , (4.20)
whereXi ,Yi , andZi represent Pauli matrices (3.43) applied to the i-th qubit. Using
this notation, the graph state |G〉 associated with graphG is the unique common
eigenvector to all stabilizing operators дi ,
дi |G〉 = |G〉 , for i ∈ {1, . . . ,N }. (4.21)
Notice the important property that
〈G |дi |G〉 = 1 for i ∈ {1, . . . ,N }. (4.22)
An important subset of graph states are cluster states which are based on square
laice graphs. An example of this is the four qubit cluster state
|CL4〉 = 12 (|0000〉 + |0011〉 + |1100〉 − |1111〉). (4.23)
Our third and nal example of multipartite entangled pure states are the Dicke
states which are physically associated with the light emission of a cloud of atoms
in excited states. In relation to quantum information science, the most important
are the symmetric Dicke states, which for N qubits and and k excitations is given
by
|Dk,N 〉 =
(
N
k
)− 12 ∑
j
Pj
{
|1〉⊗k ⊗ |0〉⊗N−k
}
, (4.24)
where
∑
j Pj{. . . } represents the sum over all possible permutations of the qubits.
An example of such a Dicke state is theW state which is the symmetric state of
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N particles with a single excitation,
|Wn〉 = 1√
n
(|0 . . . 01〉 + . . . |10 . . . 0〉). (4.25)
d) Detection: An important question is how do we show that a state is entan-
gled? For bipartite systems, we consider two types of entanglement detection.
e rst is known as the Schmidt decomposition. Suppose we have the pure state
|ψ 〉 =
dA,dB∑
i,j=1
cij |aibj〉 , (4.26)
which is a state vector in the space HA ⊗ HB . Moreover, we have an associ-
ated dA × dB matrix C consisting of the complex numbers cij . en the Schmidt
decomposition states that there exists an orthonormal basis |αi〉 of HA and an
orthonormal basis |βj〉 of HB such that
|ψ 〉 =
R∑
k=1
λk |αkβk〉 , (4.27)
where λk are positive real coecients. e values of λk are the unique square
roots of the eigenvalues of the matrix CC†. e number R ≤ min{dA,dB} is
known as the Schmidt rank of |ψ 〉. Pure product states correspond to states of
Schmidt rank one. If it is greater than one, then the state is entangled.
e second method is known as the Bell inequality or more precisely the CHSH
inequality [60]. Suppose we have a bipartite system, composed of A and B, in
which each subsystem can be measured in two quantities; for system A, this is
denoted by A1 and A2 and similarly for system B, we have B1 and B2; each can
take either value +1 or −1. e CHSH inequality states that
〈A1B1〉 + 〈A2B1〉 + 〈A2B2〉 − 〈A1B2〉 ≤ 2. (4.28)
We will see in Chapter 5 that the violation of this result has profound implications
for fundamental physics. However from an operational perspective, the violation
of this inequality (and its generalization) detects all pure entangled states. More
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precisely, for any entangled pure state it is possible to nd local measurements
such that it violates the CHSH inequality. Furthermore, the only states that do
not violate it are product states. To see an explicit example, consider the entan-
gled state
|Ψ−〉 = 1√
2
(|01〉 − |10〉), (4.29)
and let
A1 = σz, A2 = σx , B1 =
−σz − σx√
2
, B2 =
σz − σx√
2
. (4.30)
From this we can compute the expectation values of each observable through
(3.79). We nd that the violation of (4.28) occurs by the le hand side of the
inequality equating to 2
√
2.
For the case of multiple subsystems, it can be shown that all pure entangled N -
partite states violate a generalization of this Bell inequality [57, 61].
4.1.2 rough density operators
a) Bipartite denition: Expressing the denition of entanglement through
density operators allows the property to be extended to mixed states. We begin
by constraining our aention to the bipartite case, with the subsystems labelled
A and B. Suppose we have the density operator
σ =
∑
i
pi |ϕi〉 〈ϕi | , (4.31)
where the state of the the system is known to be in one of |ϕi〉 ∈ H = HA⊗HB with
respective classical probabilities pi . In the literature regarding entanglement, it
is oen the case that the probabilities which satisfy
pi ≥ 0,
∑
i
pi = 1, (4.32)
are referred to as convex weights; this terminology stems from a geometric in-
terpretation. Moreover, a convex combination of density operators σi refers to
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the quantity ∑
i
piσi . (4.33)
We say that σ is a product state if there exists state σA for subsystem A, and state
σB for subsystem B, such that
σ = σA ⊗ σB . (4.34)
e density operator σ is called separable if there exists convex weights pi and
product states σAi ⊗ σBi such that
σ =
∑
i
piσ
A
i ⊗ σBi . (4.35)
Otherwise the density operator σ is referred to as entangled.
b) Multipartite denition: For an N -partite system, a density operator σ is
fully separable if it can be wrien as a convex combination of pure fully separable
states
σ =
∑
i
pi |ϕ f si 〉 〈ϕ f si | , (4.36)
which can also be wrien as
σ =
∑
k
pkσ
(1)
k
⊗ σ (2)
k
⊗ . . . σ (N )
k
. (4.37)
A density operator is called m-separable, where 1 < m < N , if it can be wrien
as a convex combination of purem-separable states. e density operator is said
to be N-partite entangled when it is neither fully separable, nor m-separable for
anym > 1.
c) Implications: rough the qubit framework, we witnessed some non-trivial
properties regarding entanglement best exemplied through the Bell state (4.11).
Other than extending the denition of entanglement to mixed states, density
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operators provide a widely dierent perspective on the puzzling nature of en-
tanglement. To elaborate on this point, consider once again the Bell state (4.11).
is can be expressed through the density operator
ρ =
(
|00〉 + |11〉√
2
) (
〈00| + 〈11|√
2
)
(4.38)
=
|00〉 〈00| + |11〉 〈00| + |00〉 〈11| + |11〉 〈11|
2 . (4.39)
One can compute the reduced density operator (3.90) of the rst qubit as
ρ1 = tr2(ρ) (4.40)
=
tr2(|00〉 〈00|) + tr2(|11〉 〈00|) + tr2(|00〉 〈11|) + tr2(|11〉 〈11|)
2 (4.41)
=
|0〉 〈0| 〈0|0〉 + |1〉 〈0| 〈0|1〉 + |0〉 〈1| 〈1|0〉 + |1〉 〈1| 〈1|1〉
2 (4.42)
=
|0〉 〈0| + |1〉 〈1|
2 (4.43)
=
1
2 I . (4.44)
e result is that we obtain a maximally mixed state (3.88) for its subsystem.
We can verify this by computing tr((I/2)2) = 1/2 < 1. Of more interest is the
interpretation of this computation. is result is truly perplexing in that the joint
state of the system is known exactly (ρ is a pure state), and yet at the at the same
time, we do not have maximal knowledge about its subsystem (ρA is a mixed
state)! If there was a time interval involved, then perhaps such a property could
be explained by a loss or transfer of information among the systems during some
period of time. Hence, it is precisely the lack of a time interval involved that makes
this interdependence among the system and its subsystems shocking.
More broadly speaking, a pure bipartite state is said to be maximally entangled
if the reduced density matrix on either system is maximally mixed.
d) Detection: Detecting entanglement in mixed states is non-trivial. One way
to articulate this is that the the test of the Bell inequality or CHSH inequality
(4.28) fails for some entangled mixed states; they do not violate the inequality.
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An example of such mixed states are a subset of the Werner states
σW = F |Ψ−〉 〈Ψ− | + 1 − F3 (|Ψ
+〉 〈Ψ+ | + |Φ+〉 〈Φ+ | + |Φ−〉 〈Φ− |), (4.45)
where we have used Bell states (4.9) and (4.10), and where 0 ≤ F ≤ 1. When
F > 0.5, the density operator σw is entangled, and yet these mixed states only
violate the Bell inequality when F > 0.78.
From such an example, it becomes readily apparent that one needs a new set of
theoretical tools. However the question of whether a given density operator is
separable or entangled has no known general solution. is problem is called the
separability problem. e challenge in mixed states is in detecting the quantum
interdependence while ignoring the classical interdependence. Nevertheless we
introduce two methods that succeed for certain scenarios.
For the case of bipartite entanglement, there is a tool known as the PPT criterion
which is also known as the Peres-Horodecki criterion. Suppose we have a density
operator for a composite system and this is expanded in terms of a product basis
such that
σ =
N∑
i,j
M∑
k,l
σij,kl |i〉 〈j | ⊗ |k〉 〈l | . (4.46)
We dene the partial transposition of σ as the transposition with respect to one
of its subsystems. An example is that the partial transposition with respect to
subsystem A is wrien as
σTA =
N∑
i,j
M∑
k,l
σji,kl |i〉 〈j | ⊗ |k〉 〈l | , (4.47)
where we have exchanged the indices i and j. In a similar manner, one can de-
ne σTB by exchanging k and l . Moreover, a density operator σ is said to have a
PPT (positive partial transpose) if its partial transposition has no negative eigen-
values. It is important to note that the spectrum of the density matrix does not
depend on what product basis the density operator was expanded in.
e PPT criterion states that if σ is a bipartite separable state, then σ is PPT.
Hence, this provides us with a method to detect entanglement. If for a given
81 4.1. Entanglement in Space
density matrix, we compute the partial transpose with its spectrum and obtain
negative eigenvalues, then the state is entangled. However, this method does not
provide a general sucient criteria for separability. Nevertheless, we can see its
utility on detecting the entanglement such as for the case of Werner states (4.45).
We have
σW = F |Ψ−〉 〈Ψ− | + 1 − F3 (|Ψ
+〉 〈Ψ+ | + |Φ+〉 〈Φ+ | + |Φ−〉 〈Φ− |), (4.48)
and we can compute the partial tranposition with respect to subsystem B in the
following manner. For the Bell states we obtain
|Φ+〉 〈Φ+ |TB = 12 (|00〉 〈00| + |01〉 〈10| + |11〉 〈00| + |11〉 〈11|), (4.49)
|Φ−〉 〈Φ− |TB = 12 (|00〉 〈00| − |01〉 〈10| − |10〉 〈01| + |11〉 〈11|), (4.50)
|Ψ+〉 〈Ψ+ |TB = 12 (|01〉 〈01| + |00〉 〈11| + |11〉 〈00| + |10〉 〈10|), (4.51)
|Ψ−〉 〈Ψ− |TB = 12 (|01〉 〈01| − |00〉 〈11| − |11〉 〈00| + |10〉 〈10|). (4.52)
From this we can compute
1 − F
3 (|Ψ
−〉 〈Ψ− | + |Ψ+〉 〈Ψ+ |)TB = 1 − F3 (2 |01〉 〈01| + 2 |10〉 〈10|), (4.53)
and(
3F
3 |Φ
−〉 〈Φ− | + 1 − F3 |Ψ
+〉 〈Ψ+ |
)TB
=
1
3 ((2F + 1)(|00〉 〈00| + |11〉 〈11|) (4.54)
+ (4F − 1)(|01〉 〈01| + |10〉 〈01|)).
Combining these quantities, the partial transpose ofσ in a matrix can be obtained
as
σTB =
1
3
©­­­­­«
2F + 1 0 0 0
0 2 − 2F 4F − 1 0
0 4F − 1 2 − 2F 0
0 0 0 2F + 1
ª®®®®®¬
(4.55)
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with eigenvalues equating to (2F +1) and to (3−6F ). erefore, we can correctly
identify that entanglement occurs when F > 0.5, as this results in (3 − 6F ) be-
coming negative. is is in contrast to the Bell inequality which is only violated
when F > 0.78.
Another partial solution to the separability problem are through what are known
as entanglement witnesses. ese are widely used in experimental seings. e-
oretically, these are Hermitian operators (observables) that assist in determining
whether a density operator is entangled or not. More formally, an observableW
is dened as an entanglement witness if
tr(Wσs) ≥ 0 for all separable σs , (4.56)
tr(Wσe) < 0 for at least one entangled σe . (4.57)
e underlying mathematical reasoning is based on the Hahn-Banach theorem
regarding Hilbert spaces. Physically what is important is that for any entangled
state σe there always exists an entanglement witness that detects it. However,
constructing an entanglement witness is a dicult problem. One construction
of an entanglement witness is given by
W = α I − |ψ 〉 〈ψ | , (4.58)
where |ψ 〉 represents an entangled pure state, and where the value of α is specic
to the case in question. As an example, in the tripartite case an entanglement
witness for GHZ is given by
WGHZN =
3
4 I − |GHZ3〉 |GHZ3〉 , (4.59)
where for mixed states σ we have
tr(WGHZNσ ) < 0 → σ is in the GHZ class, (4.60)
tr(WGHZNσ ) ≥ 0 → σ is not detected. (4.61)
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4.1.3 rough entropy
a) Denition: Another interpretation of the von Neumann entropy (3.130) is
in relation to entanglement. More precisely, suppose we have a bipartite system
with the subsystems labelled A and B. Moreover, let |AB〉 denote a pure state of
this composite system. en |AB〉 is entangled if and only if
S(A|B) < 0, (4.62)
where we have used the conditional von Neumann entropy (3.133), which we
rewrite here as
S(A|B) ≡ S(A,B) − S(B). (4.63)
b) Implications: We aim to examine two properties regarding entangled states
from the perspective of entropy.
e rst is that the inequality (4.62) implies that for entangled states
S(B) > S(A,B), (4.64)
which means the uncertainty about the subsystem B is greater than the uncer-
tainty of the composite system AB. is characteristic was expressed earlier
through our analysis via density operators. However, the implications of this
entropic inequality are far more interesting when we consider the strong subad-
ditivity inequality (3.144). For a tripartite system this can be wrien as
S(A,B,C) + S(B) ≤ S(A,B) + S(B,C), (4.65)
which can be shown to be equivalent to
S(A) + S(B) ≤ S(A,C) + S(B,C). (4.66)
For entangled systems, it is possible to obtain counter-intuitive results such as
S(A) > S(A,C) or S(B) > S(B,C). However we see that the strong subadditivity
constrains this freedom in that both of these cases cannot be true at the same
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time. Hence the lack of a time interval in this tripartite scenario makes the inter-
dependence among these three quantum systems extremely non-trivial.
e second property we wish to consider is how entanglement may inuence
the entropic uncertainy relation (3.128). We refer the reader to [48] for a detailed
analysis. To briey see this, we rewrite the entropic uncertainty relation as
H (X ) + H (Z ) ≥ log 1
c
. (4.67)
More specic to the scenario is how would the uncertainty relation be modied
if one is able to have access to entangled states. ese would serve as memory
or side information that assists in predicting the results of the measurement of
X and Z . To answer this we need to introduce what is known as a classical-
quantum state which is a classical registerX correlated with a quantum memory
B, modelled by density operator
ρXB =
∑
x
p(x) |x〉 〈x | ⊗ ρxB . (4.68)
Note that p(x) refers to the probability distribution associated with X , and ρxB
is the quantum state of the memory conditioned on the classical register taking
value X = x . From this quantity, we can compute the classical-quantum entropy
which is the von Neumann entropy of X conditioned on B,
S(X |B) ≡ S(ρXB) − S(ρB), (4.69)
where
ρB = trX (ρXB) =
∑
x
p(x)ρxB . (4.70)
e classical-quantum entropy (4.69) is a specic form of the conditional von
Neumann entropy (4.63). From these constructions, one can prove the following
entropic uncertainty relation
S(X |B) + S(Z |B) ≥ log 1
c
+ S(A|B), (4.71)
for bipartite quantum state ρAB , for observablesX andZ , and where c , as in (4.67),
85 4.1. Entanglement in Space
is the maximum value of the possible quantities, cxz = |〈x |z〉|2, where
0 ≤ log 1
c
≤ log d . (4.72)
Both classical-quantum conditional entropies S(X |B) and S(Z |B) quantify the un-
certainty of X and Z given that one has access to quantum memory B. For a
maximally entangled state it can be shown that S(A|B) = − logd where d is the
dimensionality of the respective Hilbert space. Hence we have
log 1
c
+ S(A|B) = log 1
c
− logd ≤ 0. (4.73)
To interpret this result, recall the guessing game between Alice and Bob asso-
ciated with (3.128). If we allow Bob access to a maximally entangled quantum
memory, then it can be shown that Bob can win the game with probability one.
is highlights how entanglement allows one to perform tasks that would be
impossible to carry out with only classical resources.
Finally suppose we have a tripartite systemABC represented by density operator
ρABC . Moreover we have associated observables X and Z . en it can be shown
that
S(X |B) + S(Z |C) ≥ logd, (4.74)
where d is the dimension of the Hilbert space associated with subsystemA. More
generally, one can obtain
S(X |B) + S(Z |C) ≥ log 1
c
, (4.75)
where c is dened as in (4.67).
c) Measures: rough the qubit and density operator framework, we were
introduced to methods that detected whether a state was entangled or not. Using
entropic concepts, we can develop tools to quantify the amount of entanglement
in an entangled state. Such tools are known as entanglement measures. We
expect for a density operator, σ , an entanglement measure, denoted E(σ ), satises
the following properties:
i) For a separable state σ , we have E(σ ) = 0.
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ii) It is invariant under unitary transformation, that is
E(σ ) = E(UA ⊗ UBσU †A ⊗ U †B ) (4.76)
for a unitary transformation of the formUA ⊗ UB .
iii) E(σ ) should not increase under an LOCC operations.
We briey list four common entanglement measures discussed in the literature.
Our focus is on the bipartite case (labelled AB), and how they are related to en-
tropic concepts.
e rst of these is the entanglement of formation which for density operator σ
is wrien as
EF (σ ) ≡ min
∑
i
piS(σAi ), (4.77)
where we use von Neumann entropy
S(σA) = −tr σA logσA. (4.78)
e minimum is over all possibilities of state
σAB =
∑
j
pj |ψj〉 〈ψj | , (4.79)
where
σAi = trB(|ψi〉 〈ψi |). (4.80)
It can be interpreted as the minimum number of maximally entangled states that
is required to to obtain a certain number of copies of the given state by LOCC.
e second quantity is known as the entanglement of distillation which for a
pure state is given by the von Neumann entropy of the reduced state σA,
ED(|ψ 〉) = S(σA) = −tr(σA logσA). (4.81)
It can be interpreted as the number of maximally entangled states that can be
derived from an initial number of non-maximally entangled states using LOCC.
Another useful measure is known as the relative entropy of entanglement which
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is dened as
ER(σ ) ≡ min
ϱ∈D
S(σ | |ϱ), (4.82)
where S(σ | |ϱ) is the von Neumann relative entropy (3.137), and D is the set of all
disentangled states. It quanties the amount of entanglement through a distance
measure.
Finally the concurrence for a pure state is given by
C(|ψ 〉) =
√
2(1 − tr(σ 2A)), (4.83)
whereσA is the reduced subsystem of |ψ 〉. For the two qubit case, the concurrence
is related to the entanglement of formation
EF (σ ) = h
(
1 +
√
1 −C2(σ )
2
)
, (4.84)
where we use binary version of the Shannon entropy, h(p) = −p logp − (1 −
p) log(1 − p).
4.2 Application: antum Communication
Entanglement in space can be seen as a resource in quantum information in that
it allows the ability to perform information tasks that would be impossible or
very dicult to do with only classical information. e three dierent commu-
nication protocols described in this section serve to illustrate this point. Each
protocol is described in the context of two parties, named Alice and Bob, who
are some arbitrary distance apart. More crucially, each share a qubit from a spa-
tial Bell state. It is also common in these protocols to design a code that relates
the classical and quantum information. ese applications are instrumental for
the construction of a useful quantum communications network [62, 63].
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4.2.1 Superdense coding
a) Protocol: is information task requires Alice to send two bits of classical
information to Bob using a single qubit [64]. e protocol starts by assuming
Alice and Bob share the spatial Bell state
|Φ+〉 = 1√
2
(|0〉 |0〉 + |1〉 |1〉). (4.85)
Moreover, they have agreed to encode the classical information in the following
way: e bit string xy, where xy = 00, 01, 10, 11 corresponds to Bell state
|βxy〉 = 1√
2
(|0〉 |y〉 + (−1)x |1〉 |y¯〉), (4.86)
where y¯ is the negation of y.
e protocol is as follows: If Alice wants to send bit string 00, she simply sends
her qubit to Bob. However if Alice wants to send string 01, she applies the X
operator on her qubit before sending it to Bob
(X ⊗ I ) |ψ 〉 = 1√
2
(|1〉 |0〉 + |0〉 |1〉) = |β01〉 . (4.87)
For the case of sending bits 10, she applies a Z operator,
(Z ⊗ I ) |ψ 〉 = 1√
2
(|0〉 |0〉 − |1〉 |1〉) = |β10〉 . (4.88)
And for the last case of 11, she applies the iY gate before sending her qubit to
Bob
(iY ⊗ I ) |ψ 〉 = 1√
2
(|0〉 |1〉 − |1〉 |0〉) = |β11〉 . (4.89)
Once Bob receives the qubit from Alice, he performs a projective measurement,
in the Bell basis on both qubits. From that, he is able to recover bit string xy from
identifying state |βxy〉.
b) Comments:
i) is information task would be impossible to perform, in the classical case,
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had Alice only transmied a single classical bit.
ii) Superdense coding has recently been experimentally demonstrated within
an optical ber infrastructure [65].
4.2.2 antum teleportation
a) Protocol: e following task [66] requires Alice to send a particular set
of quantum information to Bob without that information traversing the space
between them. More precisely, Alice wants to send Bob a qubit |ψ 〉 = α |0〉+β |1〉,
where the values of α and β are unknown to both parties. ey both share the
Bell state
|β00〉 = 1√
2
(|00〉 + |11〉), (4.90)
as well as have access to a classical communications channel which transmits
bits. e initial state of this scenario can wrien as
|ψ0〉 = |ψ 〉 |β00〉 = 1√
2
[α |0〉 (|00〉 + |11〉) + β |1〉 (|00〉 + |11〉)], (4.91)
where the rst two qubits are in Alice’s possession, while the third qubit belongs
to Bob. e rst step is that Alice applies a CNOT gate (3.61) to both of her qubits,
in which case the state transforms to
|ψ1〉 = 1√
2
[α |0〉 (|00〉 + |11〉) + β |1〉 (|10〉 + |01〉)]. (4.92)
From there, she proceeds to apply a Hadamard gate to her rst qubit. is pro-
duces the overall state
|ψ2〉 = 12 [α(|0〉 + |1〉)(|00〉 + |11〉) + β(|0〉 − |1〉)(|10〉 + |01〉)], (4.93)
which can re-wrien as
|ψ2〉 = 12
(
|00〉 (α |0〉 + β |1〉) + |01〉 (α |1〉 + β |0〉)
+ |10〉 (α |0〉 − β |1〉) + |11〉 (α |1〉 − β |0〉)
)
. (4.94)
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When Alices measures her qubits, in her computational basis states, she gets one
of the results on the le in (4.95). Bob would then apply the corresponding Pauli
operator (3.43) on his qubit to obtain |ψ 〉:
00 → Does nothing,
01 → Applies σx = |0〉 〈1| + |1〉 〈0| ,
10 → Applies σz = |0〉 〈0| − |1〉 〈1| ,
11 → Applies σzσx . (4.95)
Bob receives the two bits from Alice in (4.95) through the classical channel. In this
case, one view (4.95) as a code to relate the classical and quantum information.
b) Comments:
i) e notion of teleportation can be seen in that the quantum information
disappears from Alice’s location and re-appears in Bob’s location. Of cru-
cial necessity to perform this task is the initial Bell state (4.90). is empha-
sizes the point that entanglement in space can be regarded as a resource
in quantum information; it allows us to carry out information tasks that
would be impossible to do with only classical resources.
ii) In Chapter 3 we saw measurement as a process that converts quantum in-
formation into classical information. is protocol alludes to a more gen-
eral property in that one can also convert the classical information back to
the quantum information as long as the quantum measurement does not
reveal any information about the state being measured.
iii) roughout the duration of the protocol, there is always at most one copy
of |ψ 〉. Hence at no time is the no-cloning theorem violated.
iv) When Alice performs a measurement on her qubits in (4.94), the quantum
information residing in Bob’s qubit is instantaneously aected. e lack
of a time interval involved in this process suggests a violation of relativity.
However, such a concern can be largely alleviated in that Bob still requires
the two bits from the classical channel (whose transmission is limited by
the speed of light) to obtain |ψ 〉. e density operator framework clearly
illustrates this point: Each of the outcomes in (4.95) from measuring (4.94)
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occur with probability 1/4. Hence the density operator of the system aer
Alice’s measurement is given by
ρ = 14
(
|00〉 〈00| (α |0〉 + β |1〉)(α∗ 〈0| + β∗ 〈1|) (4.96)
+ |01〉 〈01| (α |1〉 + β |0〉)(α∗ 〈1| + β∗ 〈0|)
+ |10〉 〈10| (α |0〉 − β |1〉)(α∗ 〈0| − β∗ 〈1|)
+ |11〉 〈11| (α |1〉 − β |0〉)(α∗ 〈1| − β∗ 〈0|)
)
.
By using (3.90), we obtain the reduced density operator of Bob’s system
which can be computed as
ρB = 14
(
(α |0〉 + β |1〉)(α∗ 〈0| + β∗ 〈1|) (4.97)
+ (α |1〉 + β |0〉)(α∗ 〈1| + β∗ 〈0|)
+ (α |0〉 − β |1〉)(α∗ 〈0| − β∗ 〈1|)
+ (α |1〉 − β |0〉)(α∗ 〈1| − β∗ 〈0|)
)
.
One can simplify this expression to
ρB =
2(|α |2 + |β |2) |0〉 〈0| + 2(|α |2 + |β |2) |1〉 〈1|
4 (4.98)
=
|0〉 〈0| + |1〉 〈1|
2 (4.99)
=
I
2 . (4.100)
is means that prior to receiving the classical measurement results from
Alice, the state appears totally random to Bob. Nevertheless, there is an
instantaneous eect across space on the quantum information held by Bob
when Alice makes a measurement. is remaining issue would be resolved
where a time interval introduced into that process.
v) antum teleportation has been demonstrated experimentally, most re-
cently from a ground station to a space-based satellite [67]
c) Monty Hall teleportation: e teleportation protocol has been extended
to probabilistic scenarios [68, 69, 70]. In this section, we present a probabilistic
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version [71] of quantum teleportation that is part of the original component of
this thesis (which was done in collaboration with my supervisor). We modify the
standard teleportation protocol into the Monty Hall game which was described in
detail in Chapter 2. Alice can be viewed as Monty, and Bob as the contestant. e
four doors are respectively labelled (00, 01, 10, 11). is coincides with Alice’s
possible measurement results in (4.95); the prize door is Alice’s actual result,
whose bits we denote ab, and what Bob would need get the desired state |ψ 〉.
e contestant’s initial choice of door would be equivalent to what Bell state was
used at the start of the protocol. In this modication, the contestant is allowed
to choose any of the four doors (00, 01, 10, 11), which we denote xy. is event
coincides with using Bell state
|βxy〉 = 1√
2
(|0〉 |y〉 + (−1)x |1〉 |y¯〉), (4.101)
where y¯ is the negation of y. As an example, if the contestant chooses door 10,
then a way to implement this is that Bob applies the operator (σ0 ⊗ σz) |β00〉 =
|β10〉, and communicates that to Alice; the last step would be analogous to Monty
being aware of what door the contestant chooses. In this modied protocol, the
initial state is represented as
|ψ 〉 |βxy〉 = 1√
2
(α |0〉 + β |1〉)(|0〉 |y〉 + (−1)x |1〉 |y¯〉) (4.102)
=
α(|00y〉 + (−1)x |01y¯〉) + β(|10y〉 + (−1)x |11y¯〉)√
2
.
Aer Alice applies a CNOT gate to her qubits, the state can be found in
α(|00y〉 + (−1)x |01y¯〉) + β(|11y〉 + (−1)x |10y¯〉)√
2
. (4.103)
is is equivalent to
α |0〉 (|0y〉 + (−1)x |1y¯〉)√
2
+
β |1〉 (|1y〉 + (−1)x |0y¯〉)√
2
. (4.104)
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Alice proceeds to apply the relevant Hadamard gate which provides the result
1
2
(
|00〉 (α |y〉 + β(−1)x |y¯〉) + |01〉 (α(−1)x |y¯〉 + β |y〉)
+ |10〉 (α |y〉 − β(−1)x |y¯〉) + |11〉 (α(−1)x |y¯〉 − β |y〉)
)
.
At this step, Alice measures her qubits to get her result. If Alice’s result is ab =
xy, meaning it coincides with the Bell state used |βxy〉, then Bob has to do nothing
and he has the desired state |ψ 〉 (the exception is if the initial Bell state used was
|β11〉 in which case Bob has to apply operator (−σ0) to get |ψ 〉 if result is 11). is
is why the contestant’s initial choice relates to the Bell state used. As an example,
if the initial Bell state was |β01〉 and Alice’s measurement outcome was bits 01,
then Bob’s state is automatically in |ψ 〉 = α |0〉 + β |1〉.
In this Monty Hall protocol, Alice sends Bob two bits as in (4.95) with the fol-
lowing modication: she chooses two bits denoted cd (ie goat door) that are not
xy (ie contestant’s initial choice) and are not ab (ie prize door). Should Bob do
nothing, or apply one of the possible operators (which depend on what Bell state
was used) to get |ψ 〉 ie should the contestant stick or switch?
To answer this, let Bxy be the door chosen by contestant. For this example, as-
sume we use |β00〉, hence P(B00) = 1. Let Aab be the prize door and due to Born
probabilities we have P(Aab) = 1/4. Let Ccd be the goat door opened by Monty
whose probabilities, from the protocol description, work out as:
P(Ccd | B00,Aab) =

1
3 , if 00 = ab , cd,
1
2 , if 00 , ab , cd,
0, otherwise.
(4.105)
If Bob always does nothing (ie, stick strategy), then
P(win if stick) =
∑
ab=00,cd
P(Aab ,B00,Ccd) = 28 . (4.106)
Suppose Bob decides to always apply one of the two operators (ie, switch strat-
egy). en there are one of two possibilities which we denote e f and given its
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a random choice, each occur with probability 1/2. Let De f represent that door,
and P(win if switch) is ∑
ab=e f ,cd,00
P(Aab ,B00,Ccd ,De f ) = 38 . (4.107)
is means Bob should apply one of the two operators (switch) rather than do
nothing (stick) to get state |ψ 〉.
d) Unreliable teleportation: e eect of noise has been widely analyzed for
teleportation [72, 73, 74, 75, 76]. In this part, we present a second modication
[71] of quantum teleportation, involving noise, that is part of the original compo-
nent of this thesis (which was done in collaboration with my supervisor). Con-
sider the standard teleportation protocol with the following unreliability: one of
the two bits (either the rst or second) Alice sends to Bob in (4.95) is received but
the other is lost; each event occurs with probability 1/2. If the initial Bell state
is |β00〉 and Alice’s result is 00, then Bob can do nothing. But in this scenario, if
Bob receives the single bit as 1, then the possible options are 01, 10, or 11; in this
case he should apply one of the operators (switch). If Bob receives bit 0, then his
options are 00, 01, 10. Should he stick (to 00) or switch (to 01 or 10)? To answer
this, let us use the notation developed in the Monty Hall protocol.
We have P(B00) = 1 and P(Aab) = 1/4 . Let d in Cd be the single bit received
by Bob; based on the scenario described above, we have P(C0 | B00 A00) = 1,
P(C0 | B00,A01) = 1/2, and P(C0 | B00,A10) = 1/2. We can compute the proba-
bility that Bob receives bit 0:
P(received bit 0) =
∑
ab,11
P(C0,B00,Aab) = 12 .
If Bob decides to always do nothing then this would be like a sticking strat-
egy. e probability that bit 0 is received and Bob wins by sticking is given by
P(A00,B00,C0) = 1/4. Hence we can compute the conditional probability:
P(win if stick | received bit 0) = 1/41/2 =
1
2 . (4.108)
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If an always switching strategy is adopted, then there are two possibilities (01
or 10) each occuring with probability 1/2. In this case probability of winning if
switched and bit 0 is received is given by P(A01,B00,C0,D01)+P(A10,B00,C0,D10) =
1/8. With that we compute,
P(win if switch | received bit 0) = 1/81/2 =
1
4 . (4.109)
It is an advantage to stick ie Bob should do nothing. is strategy may serve to
be useful in an error-correcting design for reliability issues in practical quantum
networks [62, 67]
4.2.3 antum cryptography
a) Preliminaries: e secure exchange of messages in classical communica-
tions is mainly carried out using public key cryptography, which was described
in Chapter 2. However, as we shall show in the next section on quantum com-
puting, a dramatic result is that a scalable quantum computer would be able to
break public key cryptography by solving prime factorization. is discovery
has radically changed the landscape of cryptographic research. ere are vari-
ous investigations that aim to build information security systems based on math-
ematical problems that many believe a quantum computer would not be able to
solve. ese are collectively referred to as post-quantum cryptography [77, 78].
Perhaps the greatest drawback of this set of solutions is that their durability can
be questioned; it may be the case that one nds a way for a quantum computer
to solve such problems in the future; more precisely stated, there are no formal
proofs that such solutions are secure against a quantum computing aack.
Besides public key cryptography, another classical method to encrypt and de-
crypt messages is through private key cryptography like the one-time pad. In
this scenario, Alice and Bob each possess an identical copy of a random string of
bits known as the private key. More crucially, only they are aware of the key val-
ues and keep them in secret. As long as the key is kept in secrecy, this method is
is shown to be provably secure. When Alice wants to transmit a secure message
to Bob, she encrypts the message using this private key by adding the random
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key bits to the message. When Bob receives the encrypted message, he decrypts
it by subtracting the key bits, using his own copy of the private key. Hence the
problem of transmiing secure messages can be reduced to the problem of how
can Alice and Bob acquire pre-established perfectly correlated random keys that
an adversary would not be able to acquire. is subroutine can be accomplished
using quantum information, and is known a quantum key distribution (QKD) or
quantum cryptography [79]. e keys generated by this task are guaranteed to
be secure through the properties of quantum information, and hence through
the laws of physics; this is in vast contrast to the security of public key cryptog-
raphy which is based on the diculty of solving certain mathematical problems.
We discuss two protocols that implement QKD, where the second involves an
entanglement in space.
b) BB84 protocol: In this scenario [80, 34], our task is for Alice and Bob to
acquire identical private keys. ere are two communication channels between
Alice and Bob. e rst is a quantum communication channel that transmits
qubits, while the second is a public classical channel for transmiing bits. In this
protocol, we consider the two bases, {|0〉 , |1〉} and {|+〉 , |−〉}. ey are related
to one another in the following way:
|0〉 = |+〉 + |−〉√
2
, |1〉 = |+〉 − |−〉√
2
, (4.110)
|+〉 = |0〉 + |1〉√
2
, |−〉 = |0〉 − |1〉√
2
. (4.111)
We also use the encoding that logical 0 is represented by states |0〉 and |+〉,
whereas logical 1 is represented by states |1〉 and |−〉. Alice creates a random
string of classical bits. She encodes this into a corresponding string of qubits
using the code. She sends these qubits through the quantum channel to Bob.
From there, Bob chooses to measure each qubit in either the {|0〉 , |1〉} basis or
the {|+〉 , |−〉} basis; he makes this choice, for each qubit, randomly.
All the four states, in (4.110) and (4.111), are not mutually orthogonal, and there-
fore there is no quantum measurement to distinguish each of them with certainty.
is creates two cases. If Alice and Bob used the same bases for their respective
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tasks, then their results are perfectly correlated. As an example if Alice pre-
pared state |0〉 and Bob measures in basis {|0〉 , |1〉}, then he will nd state |0〉
with certainty. If on the other hand they used dierent bases, there is a chance
of an error. As an example if Alice prepared state |0〉 and Bob measures in the
{|+〉 , |−〉} basis, then there is a probability of 1/2 of Bob obtaining the incorrect
state |1〉. From these measurements and the code, Bob obtains a corresponding
string of classical bits.
From there, Alice and Bob proceed to employ the classical channel to tell each
other what basis was used at each position. ey discard the bits in their strings
where they used a dierent basis for their respective quantum tasks. As a con-
sequence, both Alice and Bob end up with perfectly correlated classical private
keys whose values are only known to them.
c) Security analysis: Suppose an adversary, named Eve, is aempting to obtain
information about the private key. ere are a number of features of quantum
information that make this impossible. We have seen that Alice and Bob use the
classical communication channel to share what basis was used at each position.
is information can be public since it cannot be used to infer what the prepared
and measured value of the qubit was at the respective position. In regards to the
quantum communication channel, Eve cannot copy the qubits transmied due to
the no-cloning theorem. Even more striking is that it is impossible for Eve gain
any information on non-orthogonal qubits without introducing a disturbance on
the signal. is is why we have used non-orthogonal states in the protocol. More
broadly speaking,
Proposition 4.1. (Information gain implies disturbance) In any aempt to
distinguish between two non-orthogonal quantum states, information gain is only
possible at the expense of introducing disturbance to the signal. (See e.g. [2].)
Hence at the end of the protocol, Alice and Bob select a subset of bits from their
nal strings to compare the values. If more than an acceptable number disagree,
they abort the protocol and try again.
d) E91 protocol: Having introduced the need for correlations in the BB84 pro-
tocol, it seems appropriate to ask whether the interdependence in an entanglement
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in space can be used for a QKD protocol? It turns out that such an answer was
rst developed in [81]. is is known as the E91 protocol. It utilizes the Bell state
|β00〉 = 1√
2
(|00〉 + |11〉), (4.112)
which can be re-wrien in terms of the {|+〉 , |−〉} basis as
|β00〉 = 1√
2
(|++〉 + |−−〉). (4.113)
Once again the task is for Alice and Bob to acquire identical private keys made
up of random values. In this protocol, one qubit from state |β00〉 is held by Alice
and the other qubit by Bob. By considering both (4.112) and (4.113), it appears
that if Alice and Bob measure in the same basis, then their results are perfectly
correlated and yet random. Furthermore, to obtain an appropriate key length,
we suppose that Alice and Bob share many copies of |β00〉 and repeat the mea-
surement procedure over many rounds; they use a public classical channel to
randomly agree to measure in either basis {|0〉 , |1〉} or {|+〉 , |−〉}.
In the BB84 protocol, the key is fundamentally produced by Alice and sent to Bob
(before measurement and the removal of some results). In the E91 protocol, Al-
ice and Bob can measure their qubits simultaneously and obtain their respective
keys. e lack of a time interval involved suggests that the key is not fundamen-
tally distributed, in any way, from one location to another like in BB84. Rather
identical keys are generated at same time at two dierent locations, and whose
values cannot be pre-determined by Alice nor Bob!
e) Security analysis: We provide a brief outline of a security proof [48, 82] for
E91. In order to do accomplish this result, we have to show that the following
two statements are mutually exclusive:
i) e measurement results between Alice and Bob agree on most rounds.
ii) An adversary, whom we can name Eve, possesses a large amount of infor-
mation on the results of either Alice or Bob.
In the protocol, we assumed that Alice and Bob share state |β00〉. However, it
may be the case that Eve interfered. Hence, let ρABE represent a density operator
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where A represents Alice’s qubit, B represents Bob’s qubit and E signies any
quantum subsystem acquired by Eve. Let Θ be a mixed state whose role is to be
a binary register which signies whether the qubits are to be measured in basis
{|0〉 , |1〉} or {|+〉 , |−〉}. Furthermore, let Y denote the measurement results of
Alice, and let Y¯ denote the measurement results Bob obtains. Alice and Bob
measure their system in the basis as indicated by Θ; we assume that Eve also
holds state Θ. We rst consider an analysis on Alice’s results. Using entropic
concepts, we obtain
S(Y |BΘ) =12 S(X |B) +
1
2 S(Z |B), (4.114)
S(Y |EΘ) =12 S(X |E) +
1
2 S(Z |E). (4.115)
Applying the tripartite entropic uncertainty principle (4.75) with quantum mem-
ory results in,
S(Y |BΘ) + S(Y |EΘ) ≥ 1, (4.116)
given qMU = 1 for bases {|0〉 , |1〉} and {|+〉 , |−〉}. In Bob’s case, the following
result can be derived
S(Y |BΘ) ≤ H (Y |Y¯ ). (4.117)
is brings us to the nal result
S(Y |EΘ) ≥ 1 − H (Y |Y¯ ). (4.118)
e interpretation of (4.118) is that the von Neumann entropy relating to Eve’s
uncertainty is small given that the conditional entropy between Alice and Bob
H (Y |Y¯ ) is large; this provides the necessary expression to show that the two
statements of the proof are mutually exclusive as required. e argument can be
extended to multiple rounds.
f) Comments:
i) QKD protocols are rigorously proven to be secure using the laws of physics.
A formal denition for security along with a proof can be found in [2].
Hence, unlike classical cryptography, quantum cryptography provides a
guaranteed level of protection against a quantum computing aack.
4. antum Entanglement 100
ii) It is of noteworthy interest that the initial idea of using quantum physics
for cryptography was rst formulated in a design for money bank notes
that would be impossible to forge. However this work was rejected for
publication. For a historic and broad review of the subeld of quantum
cryptography, we refer the reader to [79].
iii) Other than Bell states, the more general GHZ states have also been em-
ployed in cryptographic seings. One notable example is in a quantum
version of the classical secret sharing protocol [83].
iv) antum key distribution systems have moved from theory to commercial
reality. ere are a number of quantum cryptographic companies deploy-
ing these systems in the public and private sector.
4.3 Application: antum Computing
We have witnessed the use of entanglement in space in quantum information
to perform communication tasks that would be classically unimaginable. In this
section, we introduce the notion of a quantum computer [84, 85, 86] that har-
nesses quantum information, which includes an entanglement in space resource
[87, 88, 56], to solve computational problems. ere are a number of dierent
models for quantum computation such as the gate model [2], the adiabatic model
[89, 90], the topological model [91] and the one-way measurement model [92].
Our sole focus is on the gate model which is based on the quantum circuit model
presented in Chapter 3. Moreover, we present three quantum algorithms that
remarkably outperform the best known classical algorithms for the same task.
However, it is not formally proven that quantum computers are more power-
ful than classical computers; it may very well be the case that we nd classi-
cal algorithms that are equivalent in computational performance. Nevertheless,
small-scale quantum computing systems have been experimentally realized and
shown [93] to drastically outpeform the world’s best classical supercomputers.
For a broader survey of quantum algorithms, we refer the reader to [94, 95].
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4.3.1 antum search
a) Grover’s algorithm: e classical computational problem of search involves
nding M solutions in a search space of N elements, where 1 ≤ M ≤ N . To
solve this problem using a quantum computer [96], we encode each of these N
elements into a quantum state |x〉, and create the following state that is in an
equal superposition
|ψ 〉 = 1
N
1
2
N−1∑
x=0
|x〉 . (4.119)
Suppose a single solution is marked as x′. en the goal of the quantum computer
is to transform state |ψ 〉 into the state |x′〉 using the fewest number of operations
and measurements. To perform this task, we simply need to construct an opera-
tor known as the Grover operator,
G = (2 |ψ 〉 〈ψ | − I )O, (4.120)
where (2 |ψ 〉 〈ψ | − I ) can be constructed using (4.119). e operator O is known
as the oracle; the action of the oracle is given by
O |x〉 = (−1)f (x) |x〉 , (4.121)
where f (x′) = 1, and otherwise the function evaluates to zero for all other x .
It is important to note that the oracle can only recognize the solution to the
search problem. ere is a clear distinction between recognizing the solution
and knowing the solution. e former does not mean the laer.
e quantum algorithm is straightforward in that it consists of repeatedly apply-
ing the Grover operator pi
√
N /4 times on state |ψ 〉. is transforms the quantum
information in |ψ 〉 such that when measured gives with high probability the re-
sult |x′〉. To see this to be the case, let ∑′x represent the sum over all x which are
solutions, and
∑′′
x represent the sum over all x which are not solutions. We can
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construct the following normalized quantum states
|α〉 = 1√
N −M
′′∑
x
|x〉 , (4.122)
|β〉 = 1√
M
′∑
x
|x〉 . (4.123)
We can re-express initial state |ψ 〉 of the quantum computer, represented in
(4.119), in terms of |α〉 and |β〉,
|ψ 〉 =
√
N −M
N
|α〉 +
√
M
N
|β〉 . (4.124)
Furthermore, let
cos θ2 =
√
N −M
M
, (4.125)
so that we can write (4.124) as
|ψ 〉 = cos θ2 |α〉 + sin
θ
2 |β〉 . (4.126)
e eect of applying the Grover operator on the initial state results in
G |ψ 〉 = cos 3θ2 |α〉 + sin
3θ
2 |β〉 . (4.127)
e repeated iteration of the operator on the state computes to
Gk |ψ 〉 = cos
(
(2k + 1)θ
2
)
|α〉 + sin
(
(2k + 1)θ
2
)
|β〉 . (4.128)
is has the requirement of transforming the state |ψ 〉 to |β〉. More precisely, the
number of iterations required is upper bounded by
pi
4
√
N
M
. (4.129)
Aer this repeated application of G on initial state |ψ 〉, a measurement in the
computational basis provides the answer to the problem with a high probability.
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b) Analysis of algorithm: In Chapter 2, we provided a brief overview of the
asymptotic notation. Using those tools, it can be said that Grover’s algorithm re-
quiresO(√N /M) operations for an N item search problem with M solutions. For
the case of a single solution, this equates toO(√N ). A classical computer for the
same single solution case requires O(N ) operations. To highlight the shocking
aspect of this situation, consider a search space of a million items; a classical com-
puter would need to, at worst, go through all million of them whereas a quantum
computer simply needs to search through, at worst, a thousand of them; this is
remarkable as there does not seem to be any geometric structure in the problem
to oer such a quadratic speed up.
4.3.2 antum factoring
a) Preliminaries: Perhaps the most inuential result in quantum information
science is Shor’s algorithm [97, 98]:
i) is is a quantum algorithm that can eciently derive the prime factoriza-
tion of an integer. In Chapter 2, we saw that the reliability of public key
cryptography is based on the hypothesis that prime factorization cannot
be computed in any reasonable time. Hence, Shor’s algorithm has dramatic
consequences on the information infrastructure of the modern world.
ii) Shor’s algorithm provided an concrete instantiation of the notion that quan-
tum computer could be far more powerful than classical computers on real-
world problems. e faith in this idea led to a drastic growth in the theo-
retical and experimental progress of the quantum computation.
iii) Shor’s algorithm has to some degree directed the aention of the subject
of cryptography, rooted in number theory and abstract algebra [25, 99]
towards quantum physics. Hence, broader development of quantum infor-
mation science has, in some part, been predicated on cryptographic aims.
Before stating the computational steps of Shor’s algorithm, we aim to discuss
two of its subroutines. e rst is the implementation of a quantum version of a
discrete Fourier transform. Suppose we have a quantum computer represented
by a Hilbert space with an orthonormal basis |0〉 , . . . , |N − 1〉. en the action
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of the quantum Fourier transform on arbitrary state of the computer is given by
N−1∑
j=0
xj |j〉 →
N−1∑
k=0
yk |k〉 , (4.130)
where
yk ≡ 1√
N
N−1∑
j=0
xje
2piijk/N . (4.131)
e quantum information yk is the discrete Fourier transform of the quantum
information xj . e quantum Fourier transform can be expressed in terms of a
sequence of qubit gates and can be shown to be unitary. For the case of a single
basis state and where N = 2n, the action of the quantum Fourier transform can
be wrien as
|j〉 → 1
2n/2
2n−1∑
k=0
e2piijk/2
n |k〉 . (4.132)
We adopt the following two notations: For a state |j〉, we express it in terms of
binary representation j = j1j2 . . . jn meaning j = j12n−1+ j22n−2+ . . . jn20; we also
use the notation 0.jl jl+1 . . . jm to represent jl/2 + jl+1/4 + . . . jm/2m−l+1.
Hence, we can expand the output in (4.132) as
|j〉 → 1
2n/2
2n−1∑
k=0
e2piijk/2
n |k〉 (4.133)
=
1
2n/2
1∑
k1=0
· · ·
1∑
kn=0
e2piij(
∑n
l=1 kl 2
−l ) |k1 . . .kn〉 (4.134)
=
1
2n/2
1∑
k1=0
· · ·
1∑
kn=0
n⊗
l=1
e2piijkl 2
−l |kl〉 (4.135)
=
1
2n/2
n⊗
l=1
( 1∑
kl=0
e2piijkl 2
−l |kl〉
)
(4.136)
=
1
2n/2
n⊗
l=1
(
|0〉 + e2piij2−l |1〉
)
(4.137)
(4.138)
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is can be expanded into what is known as the product representation of the
quantum Fourier transform
(|0〉 + e2pii0.jn |1〉)(|0〉 + e2pii0.jn−1jn |1〉) · · · (|0〉 + e2pii0.j1j2...jn |1〉)
2n/2
. (4.139)
e second subroutine in Shor’s algorithm is known as phase estimation; the
computational task is that given a unitary operator U with an eigenvector |u〉,
nd the unknown value φ in the corresponding eigenvalue e2piiφ . For simplicity,
assume that φ can be wrien in t bits as φ = 0.φ1 . . .φt . e quantum computer
starts with in the state
|0〉⊗t |u〉 , (4.140)
where the rst register contains t qubits in state |0〉 and the second register con-
tains the eigenvector. We proceed to apply the Hadamard transform to the rst
register to obtain (
|0〉 + |1〉√
2
)⊗t
|u〉 = 1
2t/2
2t−1∑
j=0
|j〉 |u〉 . (4.141)
Recall that U |u〉 = e2piiφ |u〉. is implies that when we apply a controlled-U
operation on the second register with U raised to successive powers of two, the
state results in
(|0〉 + e2pii0.φt |1〉)(|0〉 + e2pii0.φt−1φt |1〉) · · · (|0〉 + e2pii0.φ1φ2...φt |1〉)
2t/2
|u〉 . (4.142)
Aer this step, we apply the inverse of the quantum Fourier transform (4.139) to
obtain the desired output |φ1 . . .φt 〉.
b) Shor’s algorithm: e classical computational problem is to nd the prime
factorization of an integer N . is problem is equivalent to the order-nding
problem which can be described as follows. Supposex andN are positive integers
with no common factors and where x < N . e order of x modulo N is the
smallest positive integer, r , such that
xr = 1 (mod N ). (4.143)
e order-nding problem is that given x andN , determine r . Showing the math-
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ematical equivalence of these two problems is beyond the scope of this thesis.
Assuming this equivalence, Shor’s algorithm can be seen as a classical algorithm
with a quantum subroutine for order-nding. Every step in the following algo-
rithm can be performed eciently on a classical computer except the quantum
subroutine. Over the course of repeating the algorithm, the complete prime fac-
torization of N can be computed.
e rst step of the algorithm is check if N is even, and if so return the factor 2.
e second step is to use a known classical algorithm determine whether N = ab
for integers a ≥ 1 and b ≥ 2, and if so return the factor a. e third step is to
randomly choose an x in the range 1 to N − 1. If gcd(x ,N ) > 1, then return
the factor gcd(x ,N ). e fourth step is the quantum order-nding subroutine
to derive the order r of x modulo N . e last step is if r is even and xr/2 ,
−1(modN ), then compute both gcd(xr/2−1,N ) and gcd(xr/2+1,N ); check if any
one of these is a factor and output that factor; otherwise the algorithm fails.
Shor’s algorithm crucially depends on the quantum subroutine for order-nding,
which we now describe. We encode the order-nding problem into the quantum
computer as unitary operator,
U |y〉 ≡ |xy(mod N)〉 , (4.144)
where y ∈ {0, 1}L. e eigenvectors ofU can expressed as
|us〉 ≡ 1√
r
r−1∑
k=0
exp
(
−2piisk
r
)
|xkmodN 〉 , (4.145)
for integer 0 ≤ s ≤ r − 1. en the eigenvalues can be wrien in the following
equation as
U |us〉 = exp
(
2piis
r
)
|us〉 . (4.146)
Aer the encoding, we can use phase estimation to obtain s/r in the eigenvalues
exp(2piis/r ). Aer that, we can use a procedure known as the continued fractions
algorithm to eciently obtain the order r .
c) Analysis of algorithm: e best known classical algorithm for the task of
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prime factorization of an n-bit integer is the number eld sieve which requires
exp(Θ(n1/3log2/3n)) operations. Shor’s algorithm is exponentially faster than this
as it can be shown that it performs the same task in O(n2logn log logn) opera-
tions. e concrete output at the end of this algorithm makes the fundamental
question of what is quantum information unavoidable to easily dismiss; it is nat-
ural to ask, in this case, where do the quantum computations in Shor’s algorithm
physically take place [100]? In this way, quantum information science can be
seen to provide a resurgence on the historical inquiry [29] regarding the funda-
mental nature of quantum physics as a whole.
4.3.3 antum machine learning
a) Preliminaries: Machine learning [101] is a relatively new eld of computer
science with the goal to signicantly advance articial intelligence. e central
tenet of the eld is that computational machines can ‘learn’ from large data sets
to perform tasks (traditionally assigned to only humans) as opposed to being ex-
plicitly programmed to do so. e area has found many real-world applications,
as well as exhibiting its progress in the domain of games; recently [102, 103] a
machine learning system defeated the world champion in the game of Go. Ma-
chine learning can be crudely separated into supervised and unsupervised learn-
ing. In the former, each piece of data with a corresponding labelled category,
collectively known as the training set, is provided to the machine; using this, the
machine is supposed to carry out the task of correctly labelling data that exists
outside of the training set. is is in contrast to unsupervised learning where
the training set does not contain any categories; rather the machine is supposed
to nd natural categories in which the data could be indexed under; furthermore
the machine is then tasked with classifying data outside of that training set.
Within quantum information science, there has been an eort to investigate
whether quantum computers could outperform classical computers to implement
machine learning [104, 105, 106]. One prominent example of this is in relation
to a supervised learning algorithm known as a support vector machine. A quan-
tum support vector machine was designed in [107] with a drastic improvement
over the classical case. Central to that work as well as many other quantum ma-
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chine learning algorithms is the HHL algorithm. is is a quantum algorithm
that eciently performs matrix inversion on data such as a training set.
b) HHL algorithm: e classical computational problem is that given N × N
complex matrix A and a vector ®b ∈ Cn, solve for ®x ∈ Cn in the equation A®x = ®b.
In other words, deriveA−1 to compute ®x = A−1®b. For our discussion, assume that
A is also Hermitian. However, this can easily be generalized if we let
C =
(
0 A
A† 0
)
, (4.147)
where one can solve the equation
C ®y =
(®b
0
)
. (4.148)
is results in the solution
®y =
(
0
®x
)
. (4.149)
Of noteworthy importance is result that matrix A has an eigenvalue λ if and
only if A−1 has eigenvalue λ−1. Hence, if A is diagonalizable then computing the
inverse of the eigenvalues allows us to construct A−1 in an analogous way.
We want to encode this classical problem onto a quantum computer. Let A be
the corresponding Hermitian operator with eigenbasis |uj〉 with corresponding
eigenvalues λj . Moreover, we encode the N variable vector ®b into a quantum
state,
|b〉 =
N∑
i=1
bi |i〉 , (4.150)
using log2 N qubits. Our goal is to construct
|x〉 = A−1 |b〉 , (4.151)
where |x〉 encodes the solution ®x over log2 N qubits.
e rst step of the algorithm is to use a version of phase estimation to de-
compose the state |b〉 into the eigenbasis of A and obtain the eigenvalues of A.
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Roughly this amounts to applying the unitary operator eiAt on state |b〉 for a
superposition of dierent times t . Aer this phase estimation stage, we can rep-
resent |b〉 as
|b〉 =
N∑
j=1
βj |uj〉 , (4.152)
and the total state can be, informally, wrien as
N∑
j=1
βj |uj〉 |λj〉 . (4.153)
For a more precise description of this step, we introduce the state
|Ψ0〉 :=
√
2
T
T−1∑
τ=0
sin
pi (τ + 12 )
T
|τ 〉 , (4.154)
for some largeT ; this is to minimize a quadratic loss function which we will not
concern us here. Hence we can express the process discussed more accurately as
T−1∑
τ=0
|τ 〉 〈τ | ⊗ e iAτ t0T (|Ψ0〉 ⊗ |b〉), (4.155)
where t0 is dependent on the condition number (ratio between A’s largest and
smallest eigenvalues) and the additive error achieved in output state |x〉. is is
followed by a Fourier transform on the rst register which gives the state
N∑
j=1
T−1∑
k=0
αk |jβj |k〉 |uj〉 , (4.156)
where states |k〉 represent the Fourier basis states; the value |αk |j | is large if and
only if λj ≈ (2pik)/(t0). We proceed to dene λ¯k ≡ (2pik)/(t0) and re-express our
|k〉 register as
N∑
j=1
T−1∑
k=0
αk |jβj |λ¯k〉 |uj〉 (4.157)
e second step of the algorithm is acquire the inverse of the eigenvalues into the
quantum information; this is the critical step as it allows us construct A−1. is
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is roughly accomplished by performing a linear map taking state |λj〉 in (4.153)
to
Cλ−1j |λj〉 , (4.158)
whereC is some normalization constant. A more precise description of this step
can be described by adding an extra qubit in state |0〉 to (4.157). is extra qubit
will be rotated conditioned on state |λ¯k〉 to produce
N∑
j=1
T−1∑
k=0
αk |jβj |λ¯k〉 |uj〉
(√
1 − C
2
λ¯2
k
|0〉 + C
λ¯k
|1〉
)
, (4.159)
where C is chosen based on the condition number of the matrix. is procedure
is not unitary so it does have a probability of failure.
e third step of the algorithm is to uncompute the |λj〉 register in (4.158) and
the quantum computer outputs a state proportional to
N∑
j=1
βjλ
−1
j |uj〉 = A−1 |b〉 = |x〉 . (4.160)
e more precise description, of this third step, following (4.159) is to undo phase
estimation to uncompute |λ¯k〉. For the case where phase estimation is perfect, we
have the value αk |j = 1 if λ¯k = λj , and 0 otherwise. Supposing this case, we can
write the resulting state
N∑
j=1
βj |uj〉
(√
1 − C
2
λ2j
|0〉 + C
λj
|1〉
)
, (4.161)
and from there measure the last qubit. Conditioned on seeing the result 1, we
have the nal state √
1∑N
j=1C
2 |βj |2/|λj |2
N∑
j=1
βj
C
λj
|uj〉 , (4.162)
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which corresponds to the state
|x〉 =
n∑
j=1
βjλ
−1
j |uj〉 , (4.163)
up to a normalization.
e nal step is that we can make measurement M which provides us with ex-
pectation value 〈x |M |x〉; this could be used to estimate features of ®x that we
may be interested in.
c) Analysis of algorithm: e best known classical algorithm for the task of
nding ®x isO(N logN ), whereN is the number of variables. By contrast the HHL
quantum algorithm is exponentially beer in that it requires takes O((logN )2)
steps to nd |x〉. However, due to the hidden nature of quantum information, we
can only output some expectation value 〈x |M |x〉 for a measurement M , rather
than |x〉 itself. Nevertheless, the broad applicability of quantum information to
develop articial intelligence is proving to be a promising area of research. Per-
haps more exciting are the investigations on whether quantum information could
form the direct basis for biological intelligence [108, 109, 110].
4.4 Entanglement in Time
To introduce an entanglement in time, it is perhaps useful to consider the prop-
erties of an entanglement in space. e laer entanglement involves an interde-
pendence of quantum information systems across a spatial distance. is trivially
implies that the systems cannot be in the same location. In an entanglement in
time, the interdependence of quantum information systems is across a temporal
interval. In its strictest form, this implies that the entanglement is between sys-
tems that do not coexist! Rather remarkably, such an entanglement has recently
been experimentally realized [111, 112, 113].
Our aim is to describe this entanglement in time. Moreover, we will highlight
examples of it through a temporal Bell state, a temporal GHZ state and a temporal
graph state. Despite the experimental realization of such states, the role of this
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temporal eect in quantum information science is largely unknown.
We aim to provide some insight by arguing for the following overarching theme
that was derived solely on the basis of examining the collected literature. e
interdependence in any entanglement in space is shocking due to the absense of a
time interval involved. e interdependence in any entanglement in time is shocking
due to the existence of a time interval involved. e laer statement is rather non-
trivial as an interdependence across time exists for even classical information
systems through a causal dependence. Nevertheless, we will articulate that the
interdependence across time for this entanglement is stronger than could ever
exist between classical information systems.
We proceed to describe the experimental realization of this temporal eect through
the theoretical tools of qubits and density operators. For a general survey on the
experimental procedures involving temporal quantum information systems, we
refer reader to [114].
4.4.1 Preliminaries
a) Entanglement swapping: To generate an entanglement in time, between
subsystems that do not coexist, one uses a modication of an entanglement in
space procedure known as entanglement swapping [115]. e spatial entangle-
ment is essentially transferred from a composite system to a dierent composite
system. is procedure can also be viewed as a teleportation protocol for a spa-
tially entangled state [116]. It has been generalized to multiple swappings [117],
and entropic analysis of the procedure can be found in [50]. It also allows one to
extend the range of quantum communication networks through repeaters [118].
Of noteworthy importance is a delayed choice version of this procedure [119],
which has recently been experimentally realized [120]. In this delayed choicce
experiment, the choice to transfer the entanglement to a desired composite sys-
tem is made aer the desired system has already been measured. is results in
a portrayal of the total system exhibiting retrocausality (the inuence of future
actions on past events). However all the subsystems in this procedure coexisted;
the entanglement in time that we will describe between subsystems that do not
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coexist will prove to be far more bizarre. For a broad overview on delayed choice
experiments, we refer the reader to [121].
b)antum optics: To mathematically describe the optical experimental gen-
eration of this entanglement in time, we provide a brief ‘dictionary’ that explains
the experimental physics in terms of the theoretical physics:
i) A photon with horizontal (h) and vertical (v) polarization states can be seen
as a physical instantiation of a qubit,
|ψ 〉 = α |h〉 + β |v〉 . (4.164)
where |α |2 + |β |2 = 1. e le and right circularly polarized states are
respectively,
|l〉 ≡ 1√
2
(|h〉 + i |v〉), (4.165)
|r 〉 ≡ 1√
2
(|h〉 − i |v〉). (4.166)
ii) Wave plates are devices that mathematically transform (4.164) to
|ψ 〉 = α |h〉 + eiϕβ |v〉 , (4.167)
where ϕ = pi represents a half-wave plate (HWP) and ϕ = pi/2 represents
a quarter-wave plate (QWP).
iii) A beam splier (BS) transforms the two spatially separated inputs |T 〉 and
|B〉 (which refer to top and boom respectively) to two spatially separated
outputs
|T 〉 → 1√
2
(|T 〉 + |B〉), (4.168)
|B〉 → 1√
2
(|T 〉 − |B〉). (4.169)
iv) A polarizing beam splier (PBS) directs the |h〉 photons in one direction
and directs the |v〉 photons in another direction. Aer the PBS, it is typi-
cal that there are two detectors aer that measure the photons of the two
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dierent polarizations.
v) Spontaneous parametric down-conversion (SPDC) is a method where a
photon with frequence v is converted to two photons with respective fre-
quencies v1 and v2 such that v = v1 +v2.
vi) Post-selection is also known as conditional detection. e process of SPDC
is not certain to happen given that the photon detectors do not have perfect
eciency. Hence the event is recorded only if two photons are detected.
4.4.2 rough qubits
a) Temporal bipartite systems: e aim is to manifest the intended entangle-
ment in time through a bipartite system. More precisely, the experiment [111]
generates a temporal version of a Bell state between a pair of photons that do
not coexist. Our review of the experiment begins by considering a PDC to create
polarized photons in any of the four spatial Bell states
|ϕ±〉 = 1√
2
(|hahb〉 ± |vavb〉), (4.170)
|ψ±〉 = 1√
2
(|havb〉 ± |vahb〉). (4.171)
e labels h and v represent the respective polarization states, and the spatial
modes are denoted a or b. ese can simply be viewed as a physical instantiation
of the Bell states described in (4.9) and (4.10).
In order to observe the intended eect, the experiment generates two pairs of
photons (1-2 and 3-4) separated by a well-dened time interval τ . Hence, there
are a total of four photons across a span of time. e quantum state of such a
system can be described as
|ψ−〉0,0
a,b
⊗ |ψ−〉τ ,τ
a,b
=
1
2 (|h
0
av
0
b〉 − |v0ah0b〉) ⊗ (|hτavτb 〉 − |vτahτb〉). (4.172)
In this case, the spatial modes are located in the subscripts and the time labels of
the photons are in the superscripts.
e aim is to perform a Bell state projection on the second photon of the rst
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pair and the rst photon of the second pair. To achieve this the former particle
is delayed in a delay line. e same delay is also used on the second photon of
the second pair. e resulting state can be reordered and wrien as
|ψ−〉0,τ
a,b
|ψ−〉τ ,2τ
a,b
=
1
2 (|ψ
+〉0,2τa,b |ψ+〉τ ,τa,b − |ψ−〉0,2τa,b |ψ−〉τ ,τa,b (4.173)
− |ϕ+〉0,2τa,b |ϕ+〉τ ,τa,b + |ϕ−〉0,2τa,b |ϕ−〉τ ,τa,b ).
We now describe the explicit sequence of measurements undertaken by the ex-
perimentalists. ey measure the rst photon of the rst pair (1) immediately
aer it is created, while the second photon of that pair (2) is delayed by temporal
interval τ in a free-space delay line. e length of the delay line is chosen so
that there is adequate time for the measurement of the rst photon (1) before the
second pair of photons is created (3-4).
Aer the second pair (3-4) of photons is generated, the rst photon of that pair
(3) is projected onto a Bell state with the delayed photon of the rst pair (2).
e last photon (4), which is the second photon of the second pair, is delayed
by an interval τ through the same delay line. Moreoever, the last photon (4) is
measured only aer that delay period.
Generate pair
1-2
Measure 1
but not 2
Generate pair
3-4
Bell projection on
2-3
Measure
4
Bell projects
1-4
Figure 4.1: Time is increasing to the right
When the photons at time τ (2-3) are projected onto any Bell state, the rst and
last photons (1-4), which share no prior interdependence, also collapse into the
same state and the entanglement is ‘swapped.’ e rst photon (1) and the last
photon (4) become entangled. It is important to emphasize that the rst photon
(1) was measured before the last photon (4) was even created. We can write these
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temporal Bell states more explicity as
|ϕ±〉0,2τa,b =
1√
2
(|h0ah2τb 〉 ± |v0av2τb 〉),
|ψ±〉0,2τa,b =
1√
2
(|h0av2τb 〉 ± |v0ah2τb 〉).
(4.174)
(4.175)
is is an entanglement in time between subsystems that do not coexist. e
mathematical description as in (4.174) describe the state in terms of the particle
that existed just prior to t = 0 and the particle that existed just prior to t = 2τ ;
we emphasize that the particle at t = 0 did not coexist with the particle at t = 2τ .
We see that the time at which each photon is measured has no eect on the nal
outcome. Hence the timing of each photon simply serves an additional label to
dierentiate between the various photons. From the view of this thesis, it can be
alternatively described as that the quantum information (held in these photons)
is labelled in both space (a and b) and time (0 and 2τ ).
However, a Bell state measurement using linear optical elements can only si-
multaneously discriminate between two of the four Bell states. Relaying this
restriction back to the experiment, we can describe the procedure in more de-
tail as follows. e delayed photon of the rst pair (2) and the rst photon of
the second pair (3) are projected onto a Bell state by combining them at a PBS.
Moreover, postselection is carried out in that the photons must exit the PBS at
dierent ports and that the photons must be indistinguishable. Conditioned on
that requirement, the photons are rotated by HWPs to the polarization basis
|p/m〉 = 1/√2(|h〉 ± |v〉). If the the polarization of the middle photons (2-3) were
measured to be correlated (hh or vv), then they were projected onto a |ϕ+〉τ ,τ
a,b
state. is results in the rst and last photon being entangled through the tem-
poral Bell state |ϕ+〉0,2τ
a,b
. However, if the polarization of the middle photons (2-3)
were anti-correlated (hv or vh), then they were were projected onto the |ϕ−〉τ ,τ
a,b
state. In an analogous manner, this resulted in the rst and last photon being
entangled through the temporal Bell state |ϕ−〉0,2τ
a,b
. In closing, this experimental
procedure provided a means of generating temporal Bell states between subsys-
tems that do not coexist.
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b) Temporal multipartite systems: We will now describe the generation of
temporal multipartite entangled systems whose subsystems existed at dierent
times. is was experimentally realized in [112]. To describe the generation of
such an eect, rst consider two spatially entangled photons in the following
Bell state
|ϕ+12〉 =
1√
2
(|h1h2〉 + |v1v2〉). (4.176)
Using two pairs of such states
|ϕ+12〉 ⊗ |ϕ+34〉 =
1
2 (|h1h2〉 + |v1v2〉) ⊗ (|h3h4〉 + |v3v4〉), (4.177)
one can fuse these states, using a PBS, into a four-photon spatial GHZ state
|Ψ(4)GHZ 〉 =
1√
2
(|h1h2h3h4〉 + |v1v2v3v4〉). (4.178)
is state can be viewed as a specic physical instantiation of (4.19). One can
fuse further entangled photon pairs to create a growing GHZ state.
In the experimental work in [112], they were able to realize a temporal version of
the above GHZ state using the same experimental setup that used in the tempo-
ral bipartite case [111]. Once again, they considered pairs of photons in spatial
Bell states generated at consecutive intervals of time. e rst photon of a pair
was directed to a PBS whereas the second photon enters a delay line of time τ .
is second photon met the rst photon of the next pair which was then fused
at the PBS. Using post-selection, this projected the two entangled pairs onto a
temporal four-photon GHZ state. is resulted in an entanglement between four
photons that were across dierent spatial modes and existed at dierent times!
is entanglement in time can be mathematically wrien as
|Ψ(4)GHZ 〉 =
1√
2
(|h01′hτ2hτ1h2τ2′ 〉 + |v01′vτ2vτ1v2τ2′ 〉). (4.179)
From this, we see that there were two spatial modes (1 and 2) aer the projecting
PBS and 1′ and 2′ before the projecting PBS) and three temporal modes (0, τ ,
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2τ ). Contrasting this equation to the spatial case (4.178), the dierent spatial
modes that would exist for the dierent photons are replaced in the temporal case
by dierent time slots for only two spatial modes. In principle, one can create
larger GHZ states using this technique, solving many of the scalability problems
encountered in alternative experimental setups. e most general temporal GHZ
state, from n photon pairs, would take the form
|Ψ(2n)GHZ 〉 =
1√
2
(|h01′hτ2hτ1 · · ·h(n−1)τ2 h(n−1)τ1 hnτ2′ 〉
+ |v01′vτ2vτ1 · · ·v(n−1)τ2 v(n−1)τ1 vnτ2′ 〉).
(4.180)
e experimental procedure was also able to generate temporal graph states,
using polarization rotations on the respective photons. One such example was a
six-photon temporal graph state with an ‘H-shape’
|Ψ(6)H 〉 =
1√
2
(|h01′hτ2hτ1h2τ2 h2τ1 h3τ2′ 〉 + |h01′hτ2hτ1v2τ2 v2τ1 v3τ2′ 〉
+ |v01′vτ2vτ1h2τ2 h2τ1 h3τ2′ 〉 − |v01′vτ2vτ1v2τ2 v2τ1 v3τ2′ 〉).
(4.181)
ere have been other experiments that have generated an entanglement in time
(given this denition); one remarkable achievement was generating a time-multiplexed
cluster state containing more than 10, 000 entangled modes [122].
4.4.3 rough density operators
a) Temporal bipartite systems: We saw the generation of temporal Bell states
(4.174) in the experimental setup described in [111]. An example of such a state
was |ϕ+〉0,2τ
a,b
which is just one instantiation of the entanglement between the rst
and last photon of the experiment. e density operator framework allows us to
articulate this entanglement in an alternative way.
e experimentalists constructed a density matrix to characterize this temporal
bipartite system (4.174). More precisely, the density matrix of the rst and last
119 4.4. Entanglement in Time
photons was constructed, conditioned on the measurement outcome of the pro-
jection of the two photons at time τ . is was accomplished using a modication
of quantum state tomography (3.103). Moreoever, the modied tomography re-
quired projection measurements that used states such as |hv〉 as well as states
such as |lr 〉 described in (4.165). For the experimental details, refer to [111].
Using such a density matrix, they were able to detect and measure entanglement.
is was accomplished a posteriori, meaning only aer the measurement of all
the photons in the experiment. We briey list only some of the experimental
results of the measured matrices:
i) e delity (3.109) between the measured and theoretical density operators
were (77± 1)%. Entanglement is said to be demonstrated when the delity
exceeds 50%.
ii) e CHSH (4.28) value was 2.04 ± 0.04 which was a marginal violation to
demonstrate entanglement.
iii) e PPT criterion (4.47) was −0.28 ± 0.01. is aligns with the result as a
negative value is needed to demonstrate entanglement.
iv) e concurrence (4.83) was 0.57 ± 0.03. is once again demonstrates en-
tanglement as the number needs to be positive for such an eect.
ough the two photons in a temporal Bell state do not coexist, their quantum
state is entangled. is is experimentally expressed through the measured den-
sity matrix of the two photons conditioned on the result of the Bell state projec-
tion measurement concerning (4.173).
However, if the Bell state projection is not carried out perfectly on the photons at
time τ (e.g. indistinguishability is introduced into the projected photons), then it
can be measured that the rst and last photon do not become entangled. Rather
they share classical correlations. is is an important observation as it empha-
sizes that prior to the Bell projection on the middle photons, the rst and last
photon do not somehow share any entanglement.
b) Temporal multipartite systems: Our aim is to describe the work in [113]
which uses the density operator formalism to eciently characterize tempo-
ral GHZ states (4.180). Moreover, we focus on the theoretical aspects. As de-
scribed earlier, these temporal multipartite states were experimentally generated
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in [112]. We recall the four photon case (4.179) whose generation involved two
spatial Bell states with a delay line followed by a fusion at the PBS. is process
can be expressed with alternative initial Bell states as
|ψ+〉0,0
a,b
⊗ |ψ+〉τ ,τ
a,b
delay−−−→ |ψ+〉0,τ
a,b
⊗ |ψ+〉τ ,2τ
a,b
(4.182)
=
1
2 (|h
0
av
τ
b 〉 + |v0ahτb〉) ⊗ (|hτav2τb 〉 + |vτah2τb 〉)
PBS−−→ 12 (|h
0
av
τ
bv
τ
ah
2τ
b 〉 + |v0ahτbhτav2τb 〉) = |GHZ 〉1,2,3,4 .
We adopt the labels 1, 2, 3, 4 to allow for a more compact notation. e nal four
photon state can be re-expressed in terms of a density operator
ρ1,2,3,4 = E(ρ1,2 ⊗ ρ3,4)E†, (4.183)
where ρi,j is the density matrix of the ith and jth photons, and E is the operator
that represents the four-photon entangling process. Recall that at time τ , only the
photons 2 and 3 are interacting at the PBS. is implies that we can decompose
E as
E = σ 10F2,3σ
4
0 , (4.184)
where
F2,3 = (|h2h3〉 〈h2h3 | + |v2v3〉 〈v2v3 |) (4.185)
=
1
2 (σ
2
0σ
3
0 + σ
2
3σ
3
3 ). (4.186)
Here σ i0 and σ i3 are the identity and Pauli z operator which are applied to the
ith photon. e recursive nature of the experimental set up implies that all the
entangled pairs originate from the same source and the fusion process operation
is also identical. is means that by measuring ρ1,2 and F2,3, the density matrix
of any temporal GHZ state can be computed by combining identical two-photon
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states with identical projections
ρ1,2,...,n = σ
1
0F2,3 · · · Fn−2,n−1σn0 (4.187)
(ρ1,2 ⊗ · · · ⊗ ρn−1,n)
(σ 10F2,3 · · · Fn−2,n−1σn0 )†.
One can obtain the entire information about a GHZ state containing any number
of photons without geing their full statistics or even observing them. is pro-
vides a far more ecient method to characterize the state than standard quantum
state tomography (3.104). For the experimental details, refer to [113].
4.4.4 Implications
a) For the theme: We shall now consider how properties of this entanglement,
between subsystems that do not coexist, relate to the formulation of the overar-
ching theme of this thesis. Namely that the interdependence in any entanglement
in time is shocking due to the existence of a time interval involved. For simplicity,
we devote our analysis on the bipartite case [111]. Recall for spatial Bell states,
a measurement on one of its subsystems instantaneously aects the other spa-
tially distant subsystem. Similarly, an analogous eect exists for temporal Bell
states, such as for |ϕ+〉0,2τ
a,b
, where the state represents an entanglement between
the rst photon and last photon which do not coexist. In [111], this was stated
more directly and we quote, “In the standard entanglement [in space] case, the
measurement of any one of the particles instantaneously changes the physical de-
scription of the other. is result was described by Einstein as “spooky action at
a distance.” In the scenario we present here, measuring the last photon aects the
physical description of the rst photon in the past, before it has even been measured.
us, the “spooky action” is steering the system’s past. Another point of view that
one can take is that the measurement of the rst photon is immediately steering the
future physical description of the last photon. In this case, the action is on the fu-
ture of a part of the system that has not yet been created.” ese interpretations are
shocking because of a time interval between the measurement of the rst photon
and generation of the last photon. If one were to diminish the time interval to
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zero, then this entanglement in time loses its perplexing character.
Our thesis aims to provide a ner level of analysis on these maers. It needs to be
articulated that the collapses of states are a mathematical description rather than
a physical observable. Denying the quantum state a physical reality allows for
a pragmatic approach in terms of measurement correlations. e measurement
of the rst photon yielded a denite outcome, and the measurement of the last
photon is aected by it in a way that is stronger than could ever exist between
classical systems. e inability to replicate these correlations using classical sys-
tems is quantitatively captured using the CHSH (Bell) inequalities.
However if one assumes that the quantum state has a physical reality, then the
interpretation quoted above does indeed highlight that quantum physics allows
for inuences to propagate into the past. Perhaps this is seen far more concretely
in that prior to the Bell state measurements of the photons at time τ (photons
2 and 3), the outcome of the Bell state measurement is unknown. Using linear
optical elements, the two possible outcomes are |ϕ+〉τ ,τ
a,b
or |ϕ−〉τ ,τ
a,b
. is implies
that two possible states that the rst and last photon can collectively collapse to
are either |ϕ+〉0,2τ
a,b
or |ϕ−〉0,2τ
a,b
. But this is determined only much aer the mea-
surement of the rst photon (see Figure 4.1)!
b) For relativity: Similar to the spatial case, the individual measurement result
of a subsystem in the entanglement in time is probabilistically random. Hence
this does not violate causality (in a strict sense). But there may be consequences
for approaching the quantum physics of gravitation (the problem of quantum
gravity), or at the very least of viewing relativity with an alternative perspective.
It is oen the case that spacetimes which contain closed timelike curves (CTC) are
regarded as pathological. is experimentally veried eect of entanglement in
time can be interpreted to exhibit some similar properties to CTCs. Hence, for the
pursuit towards quantum gravity, the premature dismissal of such pathological
spacetimes may prove to be erroneous.
c) For the nature of quantum physics: As mentioned in Chapter 3, a most
fundamental mystery is what is quantum information? With respect to its his-
torical origins, this problem is referred to as the interpretation issue of quantum
mechanics. We shall briey describe how the above eect of entanglement in
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time gives support to a subset of the proposed interpretations. One of the pro-
posals is known as the transactional interpretation [123] which involves send-
ing signals back in time. In this experiment of entanglement between subsys-
tems that do not coexist, we have so far seen that it possible to some extent to
non-classically inuence the past. Hence, this eect certainly adds considerable
weight to furthering the transactional interpretation or some modication of it.
An alternative interpretation of quantum mechanics is known as the sum over
paths approach [124]. One of the insights (gained from my supervisor) is that
if the the framework of quantum mechanics is taken seriously along with the
sum over paths approach, then it can be seen that an event has multiple histo-
ries and that there is no single denite past. e laer statement aligns with the
description presented in this entanglement in time where the past is seen to be
unseled with respect to quantum properties. e nal interpretation that aligns
well with the experiment is the two-state vector formalism [125, 126] where the
present is aected by both the past and the future. In fact this was shown [127] to
be related to the entangled histories formalism, which was then used to describe
an alternative temporal version of a GHZ state.
d) For the nature of time: One of the most fundamental areas in the philos-
ophy of time [128] is in regards to answering the question: Is there more to the
world than the present moment? e classication of answers within this partic-
ular sub-branch of metaphysics can be crudely categorized in three groups. e
rst are the “eternalists” who believe that the past, present, and future are real.
e second call themselves the “possibilists” who claim that the past and present
are real, but the future is not. e remaining category are known as “presentists”
who hold the position that only the present is real. From the perspective of mod-
ern physics, it can easily be seen that the theories of relativity (which we shall
review in Chapter 6) are in conict, to a large degree, with presentism. However,
a defense [129] was put forth that included the dismissal of the relativistic aack
since those theories are challenged by quantum physics. Hence it is surprising
that in our investigation of entanglement in time, it is precisely a phenomena in
quantum physics that shows from the present one can non-classically aect the
past or immediately aect the future that has not yet been created. is alludes
to denying presentism, and rather taking the eternalists’ view in that the past
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and future are as real as the present.
4.5 Application: antum Blockchain
A central aim in the eld of quantum information science is the creation of new
applications. Both quantum communications and quantum computers are estab-
lished applications of entanglement in space. An open question in the eld was
whether entanglement in time is also a resource in quantum information? More
concretely, would it enhance the advantage of established applications? Or more
astonishingly, would it lead to the development of novel applications and thereby
open the door to new areas of research?
ere have been various proposals to modify parts of quantum communications
and quantum computers to adopt an entanglement in time. For example, it was
noted in [111] that a memory system in a communication network would ben-
et from using this entanglement in time. e entanglement in time which we
will review in Chapter 5 has found applications for its use in a communication
protocol [130] as well as in the analysis of computing [131]. In Chapter 6, we
examine yet another entanglement in time with proposals for memory systems
[132], teleportation [133], and quantum key distribution[134].
In this thesis, we make an original contribution (which was done in collaboration
with my supervisor) by designing one of the rst quantum information applica-
tions of entanglement in time, namely a quantum blockchain [135]. Our primary
innovation is in encoding the blockchain into a temporal GHZ state. It will be
shown that the entanglement in time, as opposed to an entanglement in space,
provides the crucial quantum advantage over a classical blockchain. More shock-
ingly, the information encoding procedure in this quantum blockchain can be
interpreted as non-classically inuencing the past, and hence the system can be
viewed as a ‘quantum time machine.’ Furthermore, all the subsystems of this de-
sign have already been shown to be experimentally realizable [111, 112, 113, 136].
However, the scope of our original research into the quantum blockchain is lim-
ited to only specifying a conceptual design. is can be seen as the major step
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before providing a fully detailed design. On a coarse level, there are three phases
to the design of a quantum information system. e rst phase is to identify
and extract the most essential task that characterizes the information system
under consideration. As an example in certain classical cryptographic systems,
the most fundamental aspect is to have identical private keys at two dierent
locations. e second phase is to articulate the particular quantum system to
be used to represent that information task along with an appropriate encoding
method. As an example in the E91 quantum protocol, it was realized that a
spatial Bell state was the desirable structure for generating private keys at two
dierent locations. e third phase is to specify the dynamics of the quantum
information system. In the E91 protocol this is a clear sequence of steps carried
out by Alice and Bob in terms of quantum operations, quantum measurements,
classical communication and classical processing to generate that key. For our
conceptual design we will concern ourselves with the rst two phases and merely
provide an outline for how it could be used for developing the third phase.
4.5.1 Preliminaries
a) antum computing attacks: Before describing the quantum blockchain,
we want to convey that one instantiation of the interplay between blockchains
and quantum information arises as a security threat. antum computers pose
a signicant threat to the security features of a classical blockchain, thereby po-
tentially invalidating it as an information security system. We refer the reader
to [137] for an in-depth analysis on this topic whose crucial points we briey
outline. In Chapter 2 on classical blockchains, it was emphasized that the certain
quantities associated with cryptographic hash functions would be infeasible to
classically compute. e security of the system crucially depends on such proper-
ties. However, a quantum computer running Grover’s search algorithm can per-
form quadratically fewer computations for this problem than is needed by clas-
sical computing. erefore over time, this vulnerability will pose an imminent
threat. e second risk to classical blockchains posed by quantum computers
derives from Shor’s factoring algorithm. e classical blockchains require pub-
lic key cryptography for various operations involving digital signatures. Hence
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Shor’s algorithm and its aack on public key cryptography poses a dramatic risk
to the classical system.
b) Post-quantum cryptography: One can address the second risk of Shor’s
algorithm by developing classical blockchains which replace the public key cryp-
tography with a post-quantum cryptographic component [77, 78]. Recall that
these protocols are classical cryptographic systems which utilize mathematical
problems that many believe a quantum computer would not be able to solve.
However, the durability of these solutions can be questioned in that there are
no formal proofs supporting this hypothesis. Nevertheless, these post-quantum
blockchains have been proposed [138, 139, 140].
c) antum cryptography: In a previous section, we described how quan-
tum key distribution provides an alternative solution towards the risk posed by
Shor’s algorithm. In [141], a classical blockchain with a quantum key distribu-
tion subroutine was proposed. It was also experimentally realized among a small
number of network nodes. In addition to this work, classical blockchains with
various added quantum features have also been put forward in [142, 143, 144,
145, 146, 147].
d) Design methodology: Recall that a classical blockchain system stores data
securely over time and in a decentralized manner. It is composed of two parts,
namely the temporal blockchain data structure and a decentralized network con-
sensus algorithm. Our aim is to redesign the classical blockchain system into
a full quantum information application to not only protect it from a quantum
computing aack, but highlight further superior advantages as an information
security system. To do so our conceptual design focuses on creating quantum
analogues of the blockchain data structure as well as the network consensus al-
gorithm. However, a number of low level design gaps do exist, but the intention
was to open up a novel area where at least the core functionalities are covered.
4.5.2 antum data structure
a) Description: In this section, our aim is to replace the data structure com-
ponent of the classical blockchain with a quantum information system which
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harnesses an entanglement in time. In the classical case, records are chained
in a chronological order through cryptographic hash functions. In the quan-
tum information case, we will capture the notion of the chain through the non-
separability (entanglement) of quantum systems. For a spatially bipartite system
|ψ 〉AB , this means that
|ψ 〉AB , |a〉A |b〉B , (4.188)
for all single qubit states |a〉 and |b〉; the subscripts refer to the respective Hilbert
spaces. In particular multipartite GHZ states are ones in which all subsystems
contribute to the shared entangled property. is enables us to create the concept
of a chain. However we need a method to encode the records into the chain, and
develop a temporal structure to identify the chronological order.
To create the appropriate code to utilize this chain, it is helpful to use a concept
from superdense coding [64]. In this protocol, recall that a code (4.86) converts
classical information into spatially entangled Bell states; two classical bits, xy,
where xy = 00, 01, 10 or 11, are encoded to the state
|βxy〉 = 1√
2
(|0〉 |y〉 + (−1)x |1〉 |y¯〉), (4.189)
where y¯ is the negation of y. Given that Bell states are orthonormal, they can be
distinguished by quantum measurements. is decoding process allows one to
extract the classical bit string, xy, from |βxy〉.
We still need a temporal structure to encode the chronological order. is can be
accomplished using an entanglement in time rather than a spatial entanglement.
For our conceptual design, we temporarily simplify the data characterizing the
records in the classical block to a string of two bits. Our encoding procedure
converts each block with its classical record, say r1r2, into a temporal Bell state ,
generated at a particular time, say t = 0:
|βr1r2〉0,τ =
1√
2
(|00〉 |rτ2 〉 + (−1)r1 |10〉 |r¯2τ 〉). (4.190)
From the entanglement in time section, it was seen that the superscripts in the
kets signify the time at which the photon is absorbed; notice that the rst photon
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of a block is absorbed immediately. For our purposes, this provides a way to do
time stamps for each block.
Recall such temporal Bell states were experimentally generated in the work by
[111] which we described in the last section. In their procedure, spatially entan-
gled qubits were represented through polarized photons,
|ϕ±〉 = 1√
2
(|hahb〉 ± |vavb〉), |ψ±〉 = 1√
2
(|havb〉 ± |vahb〉), (4.191)
where ha (va) represent the horizontal (vertical) polarization in spatial mode a
(b). To create the temporally entangled states, consecutive pairs of spatially en-
tangled pairs were generated at well-dened times separated by time interval
τ :
|ψ−〉0,0
a,b
⊗ |ψ−〉τ ,τ
a,b
=
1
2 (|h
0
av
0
b〉 − |v0ah0b〉) ⊗ (|hτavτb 〉 − |vτahτb〉), (4.192)
where the added superscripts provide the time labels for the photons. In the
experiment, a delay line of time τ is introduced to one of the photons of each
entangled pair. is resulting state equated to
|ψ−〉0,τ
a,b
|ψ−〉τ ,2τ
a,b
=
1
2 (|ψ+〉
0,2τ
a,b
|ψ+〉τ ,τ
a,b
− |ψ−〉0,2τ
a,b
|ψ−〉τ ,τ
a,b
(4.193)
− |ϕ+〉0,2τ
a,b
|ϕ+〉τ ,τ
a,b
+ |ϕ−〉0,2τ
a,b
|ϕ−〉τ ,τ
a,b
).
When Bell projection was carried out on two photons at time t = τ , entanglement
is created between the photon absorbed at t = 0 and the photon absorbed at
t = 2τ ; this is despite the fact that the laer two photons have never coexisted.
Going back to our design, as records are generated, the system encodes them as
blocks into temporal Bell states; these photons are then created and absorbed at
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their respective times. A specic example of such blocks would be:
|β00〉0,τ = 1√
2
(|00〉 |0τ 〉 + |10〉 |1τ 〉), (4.194)
|β10〉τ ,2τ = 1√
2
(|0τ 〉 |02τ 〉 − |1τ 〉 |12τ 〉), (4.195)
|β11〉2τ ,3τ = 1√
2
(|02τ 〉 |13τ 〉 − |12τ 〉 |03τ 〉), (4.196)
and so forth. To create the desired quantum design, the system should chain the
bit strings of the Bell states together in chronological order, through an entangle-
ment in time. Such a task can be accomplished by using a fusion process [112],
described in the last section, in which temporal Bell states are recursively pro-
jected into a growing temporal GHZ state. Physically, the fusion process is car-
ried out through the entangled photon-pair source, a delay line and a polarizing
beam splier (PBS). As an example, two Bell states can be fused into the following
four-photon GHZ state:
|ψ+〉0,0
a,b
⊗ |ψ+〉τ ,τ
a,b
delay−−−→ |ψ+〉0,τ
a,b
⊗ |ψ+〉τ ,2τ
a,b
(4.197)
=
1
2 (|h
0
av
τ
b 〉 + |v0ahτb〉) ⊗ (|hτav2τb 〉 + |vτah2τb 〉)
PBS−−→ 12 (|h
0
av
τ
bv
τ
ah
2τ
b 〉 + |v0ahτbhτav2τb 〉) = |GHZ 〉0,τ ,τ ,2τ .
Recall that in this GHZ state, entanglement exists between the four photons that
propagate in dierent spatial modes and exist at dierent times. Implementing
this procedure in our design, the state of the quantum blockchain, at t = nτ (from
t = 0) is given by
|GHZr1r2...r2n 〉0,τ ,τ ,2τ ,2τ ...,(n−1)τ ,(n−1)τ ,nτ
=
1√
2
(|00rτ2rτ3 . . . rnτ2n 〉 + (−1)r1 |10r¯τ2 r¯τ3 . . . r¯nτ2n 〉).
(4.198)
e subscripts on the LHS of (4.198) denote the concatenated string of all the
blocks, while superscripts refer to the time stamps. e time stamps allow each
blocks’ bit string to be dierentiated from the binary representation of the tem-
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poral GHZ basis state. Note that at t = nτ , there is only one photon remaining.
e dynamics of this procedure can be illustrated with our example above. Out of
the rst two blocks, |β00〉0,τ and |β10〉τ ,2τ , the system creates the (small) blockchain,
|β00〉0,τ ⊗ |β10〉τ ,2τ → |GHZ0010〉0,τ ,τ ,2τ (4.199)
Concatenating the third block |β11〉2τ ,3τ produces
|GHZ001011〉0,τ ,τ ,2τ ,2τ ,3τ = 1√
2
(|000τ12τ02τ12τ13τ 〉 + |101τ02τ12τ02τ03τ 〉). (4.200)
e decoding process extracts the classical information, r1r2 . . . r2n, from the state
(4.198). As mentioned in the previous section, it was shown [113] how to charac-
terize any such temporally generated GHZ state eciently compared to standard
tomography techniques. is can be accomplished without measuring the full
photon statistics, or even detecting them.
b) Security analysis: Recall that in the classical blockchain system the relevant
performance metric is nontampering for the data structure. is is accomplished
by the data structure being extremely sensitive to tampering through the inter-
dependence of classical blocks achieved by cryptographic hash functions. If one
aempts to modify even a single block, the extreme sensitivity is such that is in-
validates all future blocks following the tampered block. is provides a tamper
proof system for storing records because tampering with it can easily be detected.
In the quantum blockchain, the sensitivity to tampering is achieved through the
interdependence of the quantum blocks in an entanglement in time.
To elaborate, for the quantum blockchain we have replaced the important func-
tionality of time stamped blocks and hash functions linking them, by a tempo-
ral GHZ state with an entanglement in time. e quantum advantage is that
the sensitivity towards tampering is signicantly amplied, meaning that the
blockchain is destroyed if one tampers with a single block (due to entanglement);
on a classical blockchain only the blocks aer the tampered block are destroyed
(due to cryptographic hash functions) which leaves it open to vulnerabilities.
For the classical case, it is oen stated that the farther back the block was time
stamped in, the more ”secure” it is; this is precisely because of the above invali-
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dation. Even if we had used an entanglement in space (with all the photons co-
existing) that would still have provided an advantage since if an aacker tries to
tamper with any photon, the full blockchain would be invalidated immediately;
this already provides a benet over the classical case where only the future blocks
of the tampered block are invalidated. e temporal GHZ blockchain (4.198) adds
a far greater benet in that the aacker cannot even aempt to access the previ-
ous photons since they no longer exist. ey can at best try to tamper with the
last remaining photon, which would invalidate the full state. Hence in this appli-
cation of quantum information, we see that the entanglement in time provides
a far greater security benet than an entanglement in space. ere still needs
to be a careful case by case analysis of potential tampering with the ultimately
classical measurement results, but that would entail full security proofs which is
le for future work.
c) Comments:
i) e temporal GHZ state, that we use in our design, involve an entangle-
ment between photons that do not share simultaneous coexistence, yet
they share non-classical interdependence. is temporal interdependence,
between two entangled photons that existed at dierent times, was inter-
preted in [111] as follows: “…measuring the last photon aects the physical
description of the rst photon in the past, before it has even been measured.
us, the “spooky action” is steering the system’s past”. Stated more shock-
ingly, in our quantum blockchain, we can interpret our encoding procedure
as linking the current records in a block, not to a record of the past, but
linking it to the actual record in the past, a record which does not exist
anymore. Hence the system can be viewed as a ‘quantum time machine.’
ii) Much of the performance of the quantum blockchain data structure is sim-
ply due to the properties of a temporal GHZ state. e non-trivial aspect
was in obtaining the appropriate quantum structure and nding an e-
cient encoding method. is phase of design is comparable to realizing
that a spatial Bell state was a useful structure for key generation in E91
iii) We imagine that future designs of quantum blockchains may harness the
other entanglement in time eects discussed in Chapter 5 and Chapter 6.
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iv) is conceptual design presented the case that a security advantage exists
given that the previously existing photons are not able to be accessed (since
they no longer exist). However a full security proof of this remains to be
worked out. Of great interest would be whether from an operational point
of view there is a security advantage between using photons that do not
coexist as opposed to using photons from a single Bell-pair in which a mea-
surement of one particle is simply delayed with respect to the other. Such
an understanding may provide the necessary basis for the development of
further temporal based quantum information protocols.
4.5.3 antum consensus protocol
a) Description: Our aim in this section is to develop a quantum analogue of
the network consensus protocol. e θ -protocol [136] was originally designed to
verify GHZ entanglement in a quantum network. Given that we have encoded
a quantum blockchain into a temporal GHZ state we can harness the θ -protocol
as a consensus algorithm for blocks.
To provide some elaboration, recall that a classical blockchain system has a num-
ber of dierent components. A blockchain data structure, a copy of this data
structure at each node of a classical network, and a consensus network algo-
rithm to verify the correctness of new blocks (before adding that new block to
a blockchain). In our design, we replace the classical network with a quantum
network and with that, digital signatures would be covered by a quantum key dis-
tribution (QKD) protocol. In fact, others have used this way of reasoning when
introducing new quantum protocols. For example in the θ -protocol [136] the au-
thors also simply assume a QKD layer before moving onto their original work.
We quote their paper, “it is assumed that the verier and each of the parties share a
secure private channel for the communication. is can be achieved by using either
a one-time pad or a quantum key distribution.” Furthermore, in this design, each
node on the quantum network would host a copy of the quantum blockchain
(4.198); hence if a node tampers with its own local copy, it does not aect the
copies at the other nodes analogous to the classical case. New blocks (that come
from a sender) need to be veried for their correctness, before being copied and
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added to each node’s blockchain. Since correct blocks are GHZ entangled states,
one needs a verication test to do it.
At this stage of the design, we assume that newly generated blocks are spatial
GHZ states (converting this to the related temporal case is at this stage of the
design process unnecessary, and is le for future work). As in the classical case,
the objective is to add valid blocks in a decentralized manner. e challenge is
that the network can consist of dishonest nodes, and the generated blocks can
come from a dishonest source. To solve this problem, the quantum network uses
the θ -protocol [136], which is a consensus algorithm where a random node in the
quantum network can verify that the untrusted source created a valid block (ie
spatial GHZ state). More crucially, this is accomplished in a decentralized way
by using other network nodes, who may also be dishonest (ie Byzantine nodes).
To start o this verication protocol, we need to pick a randomly chosen verier
node (analogous to proof-of-stake or proof-of-work); this can be accomplished
through a low level sub-algorithm involving a quantum random number gen-
erator. e untrusted source shares a possible valid block, an n-qubit state, ρ.
Since it knows the state, it can share as many copies of the block as is needed
without running afoul of the no-cloning theorem. For verication, it distributes
each of the qubits to each node, j. e verifying node generates random angles
θj ∈ [0,pi ) such that ∑j θj is a multiple of pi . e (classical) angles are distributed
to each node, including the verier. ey respectively measure their qubit in the
basis,
|+θ j 〉 =
1√
2
(
|0〉 + eiθ j |1〉
)
, (4.201)
|−θ j 〉 =
1√
2
(
|0〉 − eiθ j |1〉
)
. (4.202)
e results, Yj = {0, 1}, are sent to the verier. If the n-qubit state was a valid
block, ie a spatial n-qubit GHZ state, the necessary condition
⊕j Yj = 1
pi
∑
j
θj (mod 2), (4.203)
is satised with probability 1. e protocol links the verication test to the state
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that is used; the paper [136] explicitly mentions this and we quote, “It is important
to remark that our verication protocols go beyond merely detecting entanglement;
they also link the outcome of the verication tests to the state that is actually used
by the honest parties of the network with respect to their ideal target state. is
is non-trivial and of great importance in a realistic seing where such resources
are subsequently used by the parties in distributed computation and communica-
tion applications executed over the network.” Hence the block can be copied and
distributed to each node on the network to be added onto their blockchain.
b) Security analysis: We refer the reader to [136] for an in-depth security anal-
ysis whose results we briey outline. Let P(ρ) denote probability of passing the
verication test. Furthermore, let the delity of the shared state ρ with respect
to an ideal GHZ state be computed as
F (ρ) = 〈GHZn |ρ |GHZn〉 . (4.204)
One can obtain a lower bound on the passing the verication test. It can be
proven that if the n parties are honest, then we have the relationship,
F (ρ) ≥ 2P(ρ) − 1. (4.205)
When the protocol is performed in the presence of dishonest nodes (byzantine
nodes), then the results are modied. Suppose we have n − k nodes that apply
local or joint unitary operation U to their state. is encodes the various ways
these nodes may aempt to cheat the system. e modied delity for this sce-
nario is given by
F ′(ρ) = maxU F ((Ik ⊗ Un−k)ρ(Ik ⊗ U †n−k)), (4.206)
and the associated lower bound for pass probability can be computed to be
F ′(ρ) ≥ 4P(ρ) − 3. (4.207)
Compared to other quantum verication protocols, the θ -protocol can be shown
to be more sensitive to detecting dishonest nodes.
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c) Comments:
i) Combining the data structure component with the network consensus pro-
tocol provides us with the conceptual design of a quantum blockchain.
ii) Our work provided a conceptual design. is is the major step before
providing a fully detailed protocol design. e laer is le for future
work. However there are some challenges that we foresee: Standard
blockchain protocols do not easily t into the traditional framework of
distributed computing [18] and proof of their security functionalities in a
rigorous manner is not well articulated. Hence developing a detailed quan-
tum blockchain protocol with security proofs would be predicated on also
undertaking many research problems from the classical case.
iii) Given the rise of classical blockchains and the development of a quantum
network, we hope this conceptual design may potentially open the door to
a new research frontier in quantum information science.
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5antum Foundations
“antum information is more like the information in a dream.”
– Charles Benne, co-inventor of quantum teleportation
QUANTUM INFORMATION SCIENCE is based on the framework of quantum
theory. In an almost paradoxical manner, quantum theory provides an extraor-
dinary degree of applicability, and yet its fundamental structures remain deeply
mysterious. antum foundations is a eld that is devoted to examining the na-
ture of these structures. Perhaps the two great mysteries are: What is the nature
of the quantum state? And how does the quantum state ‘collapse’ upon mea-
surement? e rst question stems as a generalization concerning the unknown
physical representation of quantum information. Whereas the second question
arises from the unarticulated notion that an undened observer causes an instant
transformation from quantum information to classical information.
In this thesis, we highlight how concepts from the entanglements in both space
and time can progress us towards these two questions. To elaborate, we will
focus our study on a particular interdependence witnessed in the entanglements,
known as non-locality. We will see that it a stricter form of non-classical interde-
pendence than entanglement. Our focus in this chapter is to describe non-locality
across space as well as across time. We aim to show how these properties can
shed at least a partial understanding on the two questions.
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5.1 antum Measurements
Our focus will initially be on the question of quantum measurement. e ap-
proach will involve deriving the condition for non-locality in space, and using it
to unravel issues regarding measurements. is procedure requires two points:
i) e probabilistic aspect of quantum theory.
ii) A concept known as realism.
Before moving to non-locality in space, we provide an aid by illuminating results
concerning these two points. Gleason’s theorem is a result concerning the rst
point, and the Kochen–Specker theorem elaborates on the second point. For a
comprehensive overview on these results, refer to [148].
5.1.1 Gleason’s theorem
e probabilistic aspect of quantum theory is conveyed through the measure-
ment postulate such as the Born rule (3.102). Roughly speaking, Gleason’s theo-
rem [149] states that if one is given the non-probabilistic structure of quantum
theory (e.g. Hilbert spaces, projection operators) and one also assumes that the
theory requires a probabilistic character, then that character must be expressed
in no other way than the Born rule. An alternative view is that if one requires
non-Born rule quantum probabilities, then one must give up using projection
operators to describe measurements. In this sense, Gleason’s theorem can be in-
terpreted as a ‘derivation’ of the Born rule. However, it is important to emphasize
that the assumption of a probabilistic aspect is still needed and the underlying
nature of it is currently unknown. us at present, the Born rule cannot be de-
rived solely from the non-probabilistic postulates of quantum theory.
a) Preliminaries: Within quantum foundations as well certain areas of pure
mathematics, an extensive investigation of Gleason’s theorem has been carried
out [150, 151, 152, 153, 154, 155, 156, 157, 158, 159, 160, 161]. e theorem ad-
dresses the minimal, (in fact, quite surprisingly minimal), assumptions required
to deduce the existence of a quantum density matrix, (a unit trace Hermitian
matrix encoding the notion of quantum probability), and as mentioned underlies
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the theoretical justication for adopting the Born rule. Early proofs of Gleason’s
theorem were implicit and non-constructive, and for some time there was contro-
versy as to whether a constructive proof was even possible [151, 152, 154, 155].
With hindsight, disagreement on what methods are legitimately to be deemed
“constructive” is the key point of the constructivist debate. Even with modern
constructive (in principle) proofs, the construction is not particularly explicit,
and oen very lile is said as to what the quantum density matrix actually looks
like. Traditionally the analysis stops, and the theorem is complete, once the ex-
istence of the quantum density matrix is established.
In this subsection, we will now present work [162] this is part of the original
component of this thesis (which was done in collaboration with my supervisor).
It has very lile to say about the theorem and proof themselves, focusing more
on the implications: We shall say a lile more about the density matrix itself —
and shall provide two constructions (one implicit, one explicit) for the density
matrix.
b) Gleason’s theorem: An explicit statement of the theorem runs thus [149]:
eorem 5.1. (Gleason’s theorem)
Suppose H is a separable1 Hilbert space, (either real or complex).
A measure on H is dened to be a function v(·) that assigns a nonnegative real
number to each closed subspace of H in such a way that: If {Ai} is any countable
collection of mutually orthogonal subspaces of H , and the closed linear span of this
collection is B, then v(B) = ∑i v(Ai). Furthermore we normalize to v(H ) = 1.
en if the Hilbert space H has dimension at least three, (either real or complex),
every measurev(·) can be wrien in the formv(A) = tr(ρ PA), where ρ is a positive
semidenite trace class operator with tr(ρ) = 1, and PA is the orthogonal projection
onto A. 
(Physicists would almost immediately focus on complex Hilbert spaces; but some
of the mathematical literature also works with real Hilbert spaces.) e original
theorem gives one very lile idea of what the density matrix might look like, and
it is this topic we shall address. Indeed, the original theorem spends many pages
1A Hilbert space is separable if and only if it has a countable orthonormal basis.
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proving that the valuation v(P) uniformly continuous; while this is certainly an
extremely useful result, most physicists, (and applied mathematicians for that
maer), would simply assume continuity on physical grounds.
c) Elementary observations: Our rst observation is that since ρ is Hermitian
we can diagonalize it and dene
ρ =
∑
i
λi Qi . (5.1)
Here theQi are taken to be 1-dimensional subspaces, and the λi are to be repeated
with the appropriate multiplicity. Per Gleason’s theorem,
v(Qj) = tr(ρQj) = tr
([∑
i
λiQi
]
Qj
)
=
∑
i
λi tr
(
Qi Qj
)
= λj . (5.2)
So actually
ρ =
∑
i
v(Qi) Qi , (5.3)
which does not (yet) help unless you can somehow extract theQi in terms of the
underlying valuation functionv(·). Furthermore note that for each 1-dimensional
subspace Qi we can identify
Qi ∼ |ψi〉 〈ψi | (5.4)
where |ψi〉 is any arbitrary vector in the 1-dimensional subspace Qi . en
v(Qi) = 〈ψi |ρ |ψi〉. (5.5)
Now let Pi be any arbitrary collection of orthogonal 1-dimensional projection
operators
v
(∑
i
Pi
)
=
∑
i
v(Pi) = 1. (5.6)
Using Gleason’s theorem, we can calculate
v(Pj) = tr(ρPj) = tr
([∑
i
v(Qi)Qi
]
Pj
)
=
∑
i
v(Qi) tr
(
Qi Pj
)
=
∑
i
v(Qi) Sij ,
(5.7)
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with Sij = tr
(
Qi Pj
)
a bi-stochastic matrix (which is a square matrix of non-
negative real numbers with each row and column summing to unity). at is,
Gleason’s theorem implies
v(Pj) =
∑
i
v(Qi) Sij ; with Sij = |〈qi |pj〉|2 = |Uij |2. (5.8)
So we see that the matrix Sij is actually unitary-stochastic (which is a bi-stochastic
matrix whose entries are the squares of the absolute values of the entries of some
unitary matrix); both unitary and unitary-stochastic matrices drop out automat-
ically.
Now pick some random basis Pi and construct
ρP =
∑
i
v(Pi) Pi . (5.9)
is is not ρ itself, but it is what you get from ρ by hiing it with $P , the decoher-
ence super-scaering operator with respect to the basis Pi [163]. (At a basic level,
a super-scaering operator can be viewed as a trace-preserving linear mapping
from density matrices to density matrices.) To see this note
$P ρ =
∑
i
Pi tr(Pi ρ) =
∑
i
Pi v(Pi) = ρP . (5.10)
Finally consider what happens if you average over the Pi :
〈$P 〉 ρ = 〈∑
i
Pi tr(Pi ρ)
〉
=
〈∑
i
Pi v(Pi)
〉
= 〈ρP 〉 . (5.11)
In d dimensions for a uniform average over the (Pi)ab we have〈∑
i
(Pi)ab (Pi)cd
〉
=
δacδbd + δabδcd
d + 1 . (5.12)
is arises from symmetry plus the normalization condition 〈Id×d〉 = Id×d . But
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then we can reconstruct
ρ = (d + 1) 〈ρP 〉 − Id×d . (5.13)
(Note this does have the correct trace, tr(ρ) = 1.) So if you know all possible
ways in which the density matrix decoheres ρ → ρP , and uniformly average
over all choices of decoherence basis, then one can reconstruct the full density
matrix. While certainly an elegant result, this is by no means explicit.
d) Implicit construction: Let us now set up a reasonably explicit construction
of the density matrix ρ directly from the valuation function v(P). To construct ρ
proceed as follows: First for any 1-dimensional subspace noteQ ∼ |n〉 〈n | where
n can be taken to be a unit vector in Sd−1. is denes a valuation v(n) on Sd−1.
en nd a n1 such that v(Qn1) = maxn∈Sd−1{v(Pn)} = maxn∈Sd−1 〈n |ρ |n〉.
Now consider the Sd−2 perpendicular to n1: Proceed as follows — nd a n2 such
that v(Qn2) = maxn∈Sd−2{v(Pn)}. By construction n1 ⊥ n2 and Pn1Pn2 = 0. Iterate
this construction: Consider the Sd−i perpendicular to n1, n2, . . . , ni−1: Find a ni
such that v(Qni ) = maxn∈Sd−i {v(Pn)}. By construction the nj for j ∈ {1, 2, · · · , i}
are mutually perpendicular, and PnjPnk = 0 for j , k and j,k ∈ {1, 2, · · · , i}.
Ultimately we have nd = maxn∈S0{v(Pn)} = minn∈Sd−1{v(Pn)}. e construction
terminates aer d steps with an orthonormal basis n1, n2, . . . , nd , and the corre-
sponding valuations v(Qni ). Now construct
ρ =
d∑
i=1
v(Qni ) Qni . (5.14)
is is the density matrix you want. 
Proof. It is clearly a density matrix; it only remains to check that it is the den-
sity matrix. But this is obvious from the construction — the ni are the sim-
ply eigenvectors of ρ, with the corresponding projection operators Qni , and the
v(Qni ) are the eigenvalues. (Basically the construction above is just an appli-
cation of the Rayleigh–Ritz min-max variational theorem for nding eigenvec-
tors/eigenvalues of Hermitian matrices.) e density matrix is constructed in
terms of the values, v(Qni ), and locations, ni , of the maximum, minimum, and
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extremal points of the valuation function v(·). 
Note the construction is still rather implicit. Once Gleason’s theorem guarantees
the existence of the density matrix, this construction implicitly allows one to
determine the density matrix. e more purist of constructivist mathematicians
might not call this constructive, but most others would. On the other hand, as we
shall now show, much beer can be done in terms of a fully explicit construction.
e) Explicit construction: is second construction is completely explicit but
considerably more subtle. We assert that within the framework of Gleason’s
theorem, for any arbitrary basis on complex Hilbert space we can write:
ρ =
∑
j
|nj〉 v(nj) 〈nj | (5.15)
+
1
2
∑
j,k
|nj〉
{
v
(
nj + nk√
2
)
−v
(
nj − nk√
2
)
− i v
(
nj + ink√
2
)
+ iv
(
nj − ink√
2
)}
〈nk |.
at is, to reconstruct the full density matrix we need only determine the val-
uations v(·), which is a collection of real numbers, on the specic set of unit
vectors
nj ;
(
nj ± nk√
2
)
;
(
nj ± ink√
2
)
. (5.16)
ere are a total of d + d(d − 1) + d(d − 1) = 2d2 − d such unit vectors to deal
with. is formula for the density matrix can also be rearranged as follows
ρ =
∑
j
v(nj)|nj〉 〈nj |
+
1
2
∑
j<k
{
v
(
nj + nk√
2
)
−v
(
nj − nk√
2
)} (
|nj〉 〈nk | + |nk〉 〈nj |
)
− i2
∑
j<k
{
v
(
nj + ink√
2
)
+v
(
nj − ink√
2
)} (
|nj〉 〈nk | − |nk〉 〈nj |
)
. (5.17)
In this form, Hermiticity of the density matrix is manifest. e situation for a
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real Hilbert space is considerably simpler:
ρ =
∑
j
|nj〉 v(nj) 〈nj |+ 12
∑
j,k
|nj〉
{
v
(
nj + nk√
2
)
−v
(
nj − nk√
2
)}
〈nk |. (5.18)
ere are now only a total of d + d(d − 1) = d2 unit vectors to deal with. is
formula for the (real) density matrix can also be rearranged as follows
ρ =
∑
j
v(nj)|nj〉 〈nj |
+
1
2
∑
j<k
{
v
(
nj + nk√
2
)
−v
(
nj − nk√
2
)} (
|nj〉 〈nk | + |nk〉 〈nj |
)
. (5.19)
In this form, symmetry of the (real) density matrix is manifest. To start the con-
struction, following [154], we extend the valuation v(P) ←→ v(n) from Sd−1 to
all of H as follows:
f (n) = | |n | |2 v
(
n
| |n | |
)
, (5.20)
Now, again following [154],
〈x |ρ |y〉 = f (x + y) − f (x − y)4 − i
f (x + iy) − f (x − iy)
4 , (5.21)
which in the real case reduces to
〈x |ρ |y〉 = f (x + y) − f (x − y)4 . (5.22)
In [154], it asserts the equivalence of:
• 〈ax |ρ |by〉 = a b 〈x |ρ |y〉.
• 〈x |ρ |y〉 = 〈y |ρ |x〉.
• 〈x |ρ |y1 + y2〉 = 〈x |ρ |y1〉 + 〈x |ρ |y2〉.
where the overline signies the complex conjugation. is is needed to verify
that 〈x |ρ |y〉 actually represents a bilinear form. en the density matrix ρ can
itself be dened by
ρ =
∑
j
∑
k
|nj〉 〈nj |ρ |nk〉 〈nk |. (5.23)
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So
ρ =
∑
j
∑
k
|nj〉
{
f (nj + nk) − f (nj − nk)
4 − i
f (nj + ink) − f (nj − ink)
4
}
〈nk |.
(5.24)
Whence, spliing the sum into diagonal and o-diagonal pieces, and noting that
both | |nj ± nk | |2 = 2 = | |nj ± ink | |2, while nj ± nk = (nj ± nk)/√2, and nallynj ± ink = (nj ± ink)/√2, we have:
ρ =
∑
j
|nj〉 v(nj) 〈nj | (5.25)
+
1
2
∑
j,k
|nj〉
{
v
(
nj + nk√
2
)
−v
(
nj − nk√
2
)
− i v
(
nj + ink√
2
)
+ iv
(
nj − ink√
2
)}
〈nk |.
at is, in terms of the decohered density matrix ρP we have:
ρ = ρP (5.26)
+
1
2
∑
j,k
|nj〉
{
v
(
nj + nk√
2
)
−v
(
nj − nk√
2
)
− i v
(
nj + ink√
2
)
+ iv
(
nj − ink√
2
)}
〈nk |.
For a real Hilbert space this reduces to
ρ = ρP +
1
2
∑
j,k
|nj〉
{
v
(
nj + nk√
2
)
−v
(
nj − nk√
2
)}
〈nk |. (5.27)
One aspect of the “miracle” of Gleason’s theorem is that this construction is ac-
tually independent of the specic basis chosen. To see why this construction
works, note that from Gleason’s theorem, for unit vectors
xˆ ∼ |xˆ〉 = |x〉| |x | | ∼
x
| |x | | , (5.28)
we have
v(xˆ) = 〈xˆ |ρ |xˆ〉 = 〈x |ρ |x〉| |x | |2 , (5.29)
or more prosaically
〈x |ρ |x〉 = | |x | |2v(xˆ). (5.30)
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But then
〈x+y |ρ |x+y〉 = | |x+y | |2v(x + y) = 〈x |ρ |x〉+〈y |ρ |y〉+(〈x |ρ |y〉+〈y |ρ |x〉), (5.31)
and
〈x−y |ρ |x−y〉 = | |x−y | |2v(x − y) = 〈x |ρ |x〉+〈y |ρ |y〉−(〈x |ρ |y〉+〈y |ρ |x〉), (5.32)
whence
〈x |ρ |y〉 + 〈y |ρ |x〉 = 12
{ | |x + y | |2v(x + y) − ||x − y | |2v(x − y)} . (5.33)
(In a real Hilbert space we could stop here since then 〈x |ρ |y〉 = 〈y |ρ |x〉.) Simi-
larly, in a complex Hilbert space,
〈x + iy |ρ |x + iy〉 = | |x + iy | |2v(x + iy) = 〈x |ρ |x〉 + 〈y |ρ |y〉 + i(〈x |ρ |y〉 − 〈y |ρ |x〉),
(5.34)
and
〈x − iy |ρ |x − iy〉 = | |x − iy | |2v(x − iy) = 〈x |ρ |x〉 + 〈y |ρ |y〉 − i(〈x |ρ |y〉 − 〈y |ρ |x〉),
(5.35)
whence
〈x |ρ |y〉 − 〈y |ρ |x〉 = − i2
{ | |x + iy | |2v(x + iy) − ||x − iy | |2v(x − iy)} . (5.36)
Combining these results
〈x |ρ |y〉 = +14
{ | |x + y | |2v(x + y) − ||x − y | |2v(x − y)}
− i4
{ | |x + iy | |2v(x + iy) − ||x − iy | |2v(x − iy)} . (5.37)
is nally justies our construction of the density matrix ρ as presented above.
f) Two dimensions: Although Gleason’s theorem does not apply in two di-
mensions, there are improved versions of Gleason’s theorem based on POVMs,
see [156, 157], that do apply to 2-dimensional Hilbert space. In this case the for-
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malism simplies even further: Let xˆ and yˆ be any orthonormal basis for the
2-dimensional Hilbert space. en in terms of the valuation v(·) the density ma-
trix is
ρ = v(xˆ) |xˆ〉 〈xˆ | +v(yˆ) |yˆ〉 〈yˆ |
+
1
2
{
v
(
xˆ + yˆ√
2
)
−v
(
xˆ − yˆ√
2
)} (
|xˆ〉 〈yˆ | + |yˆ〉 〈xˆ |
)
− i2
{
v
(
xˆ + iyˆ√
2
)
−v
(
xˆ − iyˆ√
2
)} (
|xˆ〉 〈yˆ | − |yˆ〉 〈xˆ |
)
. (5.38)
If desired one can further rewrite this in terms of the Pauli σ matrices
ρ =
v(xˆ) +v(yˆ)
2 I2×2 +
v(xˆ) −v(yˆ)
2 σz
+
1
2
{
v
(
xˆ + yˆ√
2
)
−v
(
xˆ − yˆ√
2
)}
σx − i2
{
v
(
xˆ + iyˆ√
2
)
−v
(
xˆ − iyˆ√
2
)}
σy . (5.39)
For real 2-dimensional Hilbert space this further simplies to
ρ = v(xˆ) |xˆ〉 〈xˆ | +v(yˆ) |yˆ〉 〈yˆ |
+
1
2
{
v
(
xˆ + yˆ√
2
)
−v
(
xˆ − yˆ√
2
)} (
|xˆ〉 〈yˆ | + |yˆ〉 〈xˆ |
)
. (5.40)
(For completeness, note that for one dimension the valuation trivializes tov(·) ≡
1, and so the density matrix trivializes to ρ ≡ I1×1.)
g) Comments:
i) We have not aempted to provided a new proof of Gleason’s theorem. We
have in mind a much more modest aempt at trying to understand what
the density matrix actually looks like directly in terms of the probability
valuations v(·) on a limited number of subspaces of the Hilbert space.
ii) Gleason’s theorem is profound that it shapes the probabilistic nature of
quantum theory resulting in the Born rule. It places strong constraints
on any aempts to modify this probabilistic formalism. However, it still
requires the assumption of a probabilistic aspect for its derivation.
iii) Future work regarding this explicit construction of the density operator
may involve applications to quantum information science. is may reveal
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interesting links between quantum foundations, and to the fundamental
quantum information results such as no-cloning or no-broadcasting.
5.1.2 Kochen–Specker theorem
In this subsection, we want to articulate a concept known as realism. Realism is
the view that physical properties have denite values which exist independent
of observation. (is of course seems obvious to classical intuition.) It is also
known as value deniteness [164] where it is said that the properties of physical
objects always have denite values even if they are not measured or accessible
for any observer. In quantum theory, values of physical objects are revealed at
the moment of measurement; prior to that we only have access to the quantum
state and are not given a physical picture of the world. e crucial question is
whether there could be a value denite structure underlying quantum theory?
e Kochen-Specker theorem (sometimes called the Bell–Kochen–Specker the-
orem) can be crudely stated that if a theory reproduces the results of quantum
theory and also has value deniteness, then that theory must be contextual. Con-
textuality is the property that the result of a measurement can depend on what
combination of measurements we chose to do! In other words, the outcome of
a question depends on what other questions we are simultaneously trying to
answer alongside it. For a classical analogy, suppose one is trying to measure
a person’s height. en contextuality in this scenario implies one gets a dif-
ferent value for height if one measured the person’s weight along with it than
one would get if one measured the person’s shoe size along with it! To avoid a
contextual characteristic to a theory, the alternative method is to give up value
deniteness. In this case the values do not exist before one does a measurement!
a) Preliminaries: Our aim is to state the Kochen-Specker theorem and provide
a proof. We shall phrase our discussion in terms of real Hilbert spaces, noting that
a complex Hilbert space can always be viewed as a real Hilbert space of double
the dimensionality Cn ∼ R2n. One view of the Kochen–Specker theorem is that
it demonstrates the impossibility of consistently assigning {0, 1} truth values to
quantum propositions. It was originally proved some y years ago by explicitly
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nding a set of 117 distinct projection operators on 3-dimensional Hilbert space
[165, 166], and then showing that there was no way to consistently assign values
in {0, 1} to these projection operators. (at is, these 117 “quantum questions”
that one might ask could not be consistently assigned yes-no answers.) A later
version of the Kochen–Specker theorem reduced the number of projection oper-
ators to 33 [167]. is was further reduced to 24 [167], to 20 [168], and then to
18 [169, 170], at the cost of slightly increasing the dimension of the Hilbert space
to 4. Ultimately the number of projection operators was further reduced to 13 in
an 8-dimensional Hilbert space in reference [171]. Interest in these foundational
issues has continued unabated [172, 173], with at least two “geometrical” proofs
that avoid explicit construction of sets of projection operators [174, 175].
In this subsection, we will now present work [176] this is part of the original
component of this thesis (which was done in collaboration with my supervisor).
We shall provide yet another even more simplied “geometrical” proof of the
Kochen–Specker theorem, which, while it is still non-constructive, (proceed-
ing by establishing an inconsistency), is uerly minimal in its technical require-
ments, and so hopefully instructive.
b) Kochen–Specker theorem: An explicit statement of the Kochen–Specker
theorem, (based on the discussion in the Stanford encyclopaedia of philosophy),
runs thus:
eorem 5.2. (Kochen-Specker – mathematical version)
Let H be a Hilbert space of quantum state vectors of real dimension d ≥ 3. en
there is a setM of observables on H , containing n elements, such that the following
two assumptions are contradictory:
KS1: All n members ofM simultaneously have values, that is, they are unambigu-
ously mapped onto real numbers (designated, for specic observables A,B,C ,
…, by values v(A), v(B), v(C), …).
KS2: Values of observables conform to the following constraints:
(a) If A,B,C are all compatible and C = A + B, then v(C) = v(A) +v(B).
(b) If A,B,C are all compatible and C = AB, then v(C) = v(A)v(B).
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(c) ∃ at least one observable X with v(X ) , 0.
(Here “compatible” means that the observables commute.)

e statement KS1 essentially captures the notion of value deniteness (or real-
ism). e assumptions KS2a and KS2b are respectively referred to as the sum
rule and product rule. Both of these assumptions are based on what is known
as the functional composition principle which is in turn a consequence of non-
contextuality. (e explicit connection among these various statements can be
found in the Stanford encyclopaedia of philosophy).
ere are several technical issues with the above presentation. Without con-
dition KS2c the theorem is actually false — the trivial valuation where for all
observables X one sets v(X ) = 0 provides an explicit counter-example. Without
condition KS2c, v(I ) = v(I 2) = v(I )2 only implies v(I ) ∈ {0, 1}. With condition
KS2cwe have the stronger statement thatv(X ) = v(IX ) = v(I )v(X ), which since
v(X ) , 0 implies v(I ) = 1.
A more subtle issue is this: Physically, we would like to have v(zA) = zv(A),
for any z ∈ C. But using the conditions KS2a and KS2b we could only deduce
this for rational numbers. Extending this to the complex numbers requires us
to rst construct the real numbers “on the y” using Dedekind cuts, and then to
formally construct the complex numbers as an algebraic extension of the eld of
real numbers — while this is certainly possible, in a physics context it is rather
pointless — it would seem more reasonable to start with the complex numbers
as being given, even if you then need slightly stronger axioms.
Improved KS2 axioms:
(a) If [A,B] = 0 and a,b ∈ C, then v(aA + bB) = av(A) + bv(B).
(b) If [A,B] = 0 then v(AB) = v(A)v(B).
(c) ∃ at least one observable X with v(X ) , 0.
If one accepts these improved KS2 axioms then immediately
v(I ) = 1; v(aI ) = a; (5.41)
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and for any analytic function with a non-zero radius of convergence
v(f (A)) = f (v(A)). (5.42)
Note that this last condition, v(f (A)) = f (v(A)), is where physics discussions of
the Kochen–Specker theorem oen start. Indeed let us write A =
∑
i aiPi where
the ai are real and the Pi are projection operators onto 1-dimensional subspaces;
so the projection operators Pi = |ψi〉 〈ψi | can be identied with the vectors |ψi〉
which form a basis for the Hilbert space. en
v(A) = v
(∑
i
aiPi
)
=
∑
i
ai v(Pi). (5.43)
is now focusses aention on the valuations v(Pi). Since P2i = Pi , condition
KS2b implies that v(Pi) ∈ {0, 1}; the valuation must be a yes-no valuation. Now
consider the identity operator I =
∑
i Pi and note∑
i
v(Pi) = v(I ) = 1. (5.44)
It is customary to identify the projectors Pi = |ni〉 〈ni | with the corresponding
unit vectors ni , (dened up to a sign), with the ni forming a basis for Hilbert
space, and in d dimensions write
d∑
i=1
v(ni) = 1; v(ni) ∈ {0, 1}; v(−n) = v(n). (5.45)
It is the claimed existence of this function v(n), having the properties stated
above for any arbitrary basis of Hilbert space, which is the central point of the
KS1 and KS2 conditions. is discussion allows us to rephrase the Kochen–
Specker theorem in terms of the non-existence of such a valuation.
eorem 5.3. (Kochen-Specker — physics-based version)
For d ≥ 3 there is no valuation v(n) : Sd−1 → {0, 1}, where Sd−1 is the unit
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hypersphere, such that v(−n) = v(n) for all n and
d∑
i=1
v(ni) = 1, (5.46)
for every basis (frame, d-bein) of orthogonal unit vectors ni . 
It is this statement about bases in Hilbert space that is oen more practical to
work with, rather than the formulation at the start of this section — of course
without that initial formulation it would be less than clear why the basis formu-
lation is physically interesting.
We will start by looking in a non-traditional place, by considering one-dimensional
and two-dimensional Hilbert spaces, before dealing with three-dimensional Hilbert
space, (which then seles things for any higher dimensionality). Since one is try-
ing to prove an inconsistency result, there will be an innite number of ways of
doing so; the question is whether one learns anything new by coming up with
a dierent proof. We shall do so with a modied and simplied “descent” argu-
ment, one that requires only two steps in the descent process.
c) One dimensions: ere is no Kochen–Specker no-go result in one dimen-
sion, since in one dimension all operators are multiples of the identity, A = aI ,
and then
v(f (A)) = v(f (aI )) = v(f (a)I ) = f (a)v(I ) = f (a). (5.47)
In particular, as long as f (a) . 0, (which is implied by the KS2c axiom), then for
the (unique) normalized basis vector n we have v(n) = 1. Conversely if we are
considering a one-dimensional subspace of a higher-dimensional Hilbert space
then theKS2c axiom tells us nothing; for the (unique) normalized basis vector we
merely have v(n) ∈ {0, 1}, and we have no further constraint on the valuation.
d) Two dimensions: ere is no Kochen–Specker no-go result in two dimen-
sions, but there are still quite interesting things to say. Consider the valuation
v : S1 → {0, 1} (where S1 is the unit circle) such that v(−n) = v(n) for all n and
v(n1) +v(n2) = 1 (5.48)
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for every dyad (every pair of orthogonal unit vectors) n1, n2. Indeed in two di-
mensions we can construct such a valuation. Re-characterize n1 and n2 in terms
of the angle they make with (say) the x axis; then the constraints we want to
impose are
v(θ ) = v(θ + pi ); v(θ ) +v(θ ± pi2 ) = 1. (5.49)
But these conditions are easily solved: Letд(θ ) be some arbitrary (not necessarily
continuous) function mapping the interval
[
0, pi2
) → {0, 1}, and dene
v(θ ) =

д(θ ) for θ ∈ [0, pi2 );
1 − д(θ − pi2 ) for θ ∈ [pi2 ,pi );
д(θ − pi ) for θ ∈ [pi , 3pi2 );
1 − д(θ − 3pi2 ) for θ ∈ [3pi2 , 2pi ).
(5.50)
So the existence of a Kochen–Specker valuation is easily veried in two dimen-
sions, and because points separated by pi/2 radians must be given opposite val-
uations, the image v(S1) is automatically 50%–50% zero-one. Note in particular
that the function v(θ ) cannot be everywhere continuous. (We will recycle these
results repeatedly when we turn to three and higher dimensions.)
e) ree dimensions: It is in 3 dimensions that things rst get interesting. We
are interested in valuations v : S2 → {0, 1}, (where S2 is the unit 2-sphere), such
that v(−n) = v(n) for all n and
v(n1) +v(n2) +v(n3) = 1 (5.51)
for every triad (every triplet of orthogonal unit vectors) n1, n2, n3. In the ar-
gument below we shall make extensive use of the great circles S1 in the unit
2-sphere S2.
Lemma: On any great circle in S2, under the conditions given above, the valua-
tion is either 50%–50% zero-one (as in two dimensions), or is 100% zero (identi-
cally zero). 
Proof. Pick any great circle and for convenience align it with the equator.
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Now look at the poles:
• If v(poles) = 1, then v(equator) ≡ 0 is identically zero.
(Since points on the equator will be part of some triad that includes the
unit vector pointing to the poles.)
• If v(poles) = 0, then any dyad lying in the equator will satisfy the condi-
tions of the two dimensional argument given above, and so will be 50%–
50% zero-one.

Now bootstrap this to a modied “great circle descent” argument, one that needs
only two steps in the descent process. We start with a purely geometrical result.
From the argument above if we arrange v(poles) = 1, then v(equator) ≡ 0, and
for each line of longitudev(meridian)will be 50%–50% zero-one. (See gure 5.1.)
•N
◦S
Figure 5.1: Setup with v(poles) = 1, v(equator) ≡ 0, and v(meridians) 50%–50%
zero-one.
We dene a “great circle descent”C(p) through a point p on the sphere as a great
circle that starts o at constant latitude. (So the pointp is either the northernmost
or southernmost point on the great circle. See gures 5.2 and 5.3.)
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p
C(p)
Equator
•N
◦S
Figure 5.2: Descent great circle C(p), with northernmost point at p.
Figure 5.3: Descent great circle represented in terms of θ (ϕ).
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Lemma: Let q be any other point at the same longitude as p (the same meridian)
that is closer to the equator than p. en there exists a point r such that r lies on
the great circle descent through p, and q lies on the great circle descent through
r . 
at is r ∈ C(p) and q ∈ C(r ), so one can always zig-zag directly to towards
the equator via exactly two great circle descents. Note that this is a much easier
geometric result than that used in the Gill–Keane [174] or Calude–Hertling—
Svozil [175] approaches where a nite but possibly large number of great circle
descents is used to get to any point closer to the equator, not necessarily at the
same longitude. (See gure 5.4.)
Figure 5.4: Example of a two-step descent with net motion along a meridian.
Proof. Using spherical coordinates (θ ,ϕ) let the generic point x be represented
by the 3-vector
®x = (cosθ cosϕ, cosθ sinϕ, sinθ ). (5.52)
(Somewhat unusually, we adopt conventions close to the usual latitude nomen-
clature: θ = +pi/2 represents the north pole, θ = 0 represents the equator, while
while θ = −pi/2 represents the south pole. Doing this simplies some of the
formulae below.)
Now let the specic point p of interest be represented by the 3-vector
®p = (cosθp cosϕp, cosθp sinϕp, sinθp). (5.53)
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Consider the great circle descentC(p). is great circle will be orthogonal to the
vector
®p⊥ = (sinθp cosϕp, sinθp sinϕp,− cosθp). (5.54)
e entire great circle C(p) will be characterized by ®p⊥ · xˆ(θ ,ϕ) = 0, that is
sinθp cosθ (cosϕp cosϕ + sinϕp sinϕp) − cosθp sinθ = 0, (5.55)
implying
sinθp cosθ cos(ϕ − ϕp) = cosθp sinθ . (5.56)
at is
tanθ = tanθp cos(ϕ − ϕp), (5.57)
or more explicitly
θ (ϕ) = tan−1 (tanθp cos(ϕ − ϕp)) . (5.58)
is explicitly yields θ (ϕ) along the entire descent circle C(p).
Note that this descent circle crosses the equator at θ = 0, implying (ϕ − ϕp) =
±pi/2. is occurs at the points s such that ®s = ±(− sinϕp, cosϕp, 0). In particular,
for the three points p, r , q, (and using ϕp = ϕq because we want p and q to have
the same longitude), we have
tanθr = tanθp cos(ϕr − ϕp); tanθq = tanθr cos(ϕr − ϕp); (5.59)
implying
tanθq = tanθp cos2(ϕr − ϕp). (5.60)
at is
cos2(ϕr − ϕp) =
tanθq
tanθp
. (5.61)
Alternatively
|ϕr − ϕp | = cos−1
√
tanθq
tanθp
. (5.62)
e azimuthal dierence |ϕr − ϕp | tells you exactly how much you have to zig-
zag along the descent circles for the net motion to be directly along the line of
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longitude towards the equator. Note |ϕr − ϕp | is real only if you move towards
(rather than away from) the equator. 
Figure 5.5: antifying δϕ in terms of cos−1
√
tanθq
tanθp for two-step descent towards
the equator.
Application to the Kochen-Specker theorem:
Consider any point p0 such that v(p) = 1 and rotate to put it at the north or
south pole. en by hypothesis v(equator ) = 0 for any point on the equator.
Now consider any other point p such that v(p) = 0 and p is not on the equator.
Consider the descent circle C(p); we have v(p) = 0 by hypothesis, and v(s) =
0 at the perpendicular point s with ®s = (0,− sinϕ0, cosϕ0) where C(p) crosses
the equator. erefore v(C(p)) ≡ 0 everywhere on this descent circle. But in
particular this implies that v(r ) = 0. ence v(C(r )) ≡ 0 everywhere on this
descent circle. ence v(q) = 0. is means we have proved:
Lemma: If v(pole) = 1 and v(p) = 0 then also v(q) = 0 for q any point on the
same line of longitude (same meridian) as p that is closer to the equator than p.

Consequently, for any line of longitude for whichv(poles) = 1, we see thatv−1(0)
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is path connected. Specically this implies that ∃ pi/2 ≤ θ∗ ≤ 0 such that either
v(θ ) =

1 for pi2 ≥ θ ≥ θ∗;
0 for θ∗ > θ ≥ θ∗ − pi2 ;
1 for θ∗ − pi2 > θ ≥ −pi2 ;
(5.63)
or
v(θ ) =

1 for pi2 ≥ θ > θ∗;
0 for θ∗ ≥ θ > θ∗ − pi2 ;
1 for θ∗ − pi2 ≥ θ ≤ −pi2 .
(5.64)
(See gure 5.6.)
•◦
• ◦
S
N
◦•
•◦
S
N
Figure 5.6: Assuming v(poles) = 1, as a consequence of the two-step descent
argument any meridian can be put into one of these two forms for some value of
θ∗.
Now pick any specic line of longitude, by interchanging the north and south
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poles we can without loss of generality assert
v(θ ) =

1 for pi2 ≥ θ ≥ θ∗;
0 for θ∗ > θ ≥ θ∗ − pi2 ;
1 for θ∗ − pi2 > θ ≥ −pi2 .
(5.65)
Now rotate the sphere S2 around the polar axis so that the line of longitude we
have chosen lies on the zero meridian ϕ∗ = 0 (the prime meridian). en further-
more rotate the sphere S2 around the axis perpendicular to the zero meridian so
that point p∗ = (sinθ∗, 0, cosθ∗) is moved to the north pole. at is:
Lemma: Without any loss of generality we can choose the zero meridian to
satisfy
v(θ ) =

1 for θ = pi2 ;
0 for pi2 > θ ≥ 0;
1 for 0 > θ ≥ −pi2 .
(5.66)
(See gure 5.7.)
is will now quickly lead to a contradiction. 
First consider all the descent great circles C(p) based on this particular choice
of zero meridian. ese descent great circles will (in the northern hemisphere)
sweep out the entire half-hemisphere ϕ ∈ (−pi/2,+pi/2) and θ ∈ (pi/2, 0). Simi-
larly, in the southern hemisphere these decent circles will in turn sweep out the
complementary half-hemisphere ϕ ∈ (+pi/2,pi ] ∪ [−pi ,−pi/2) and θ ∈ (0,−pi/2).
But, following previous arguments, sincev(θ ) = 0 at the apex of all these descent
great circles, v(C(p)) = 0 for all these descent great circles. at is:
Lemma: Without loss of generality we have chosen the zero meridian such that
(except possibly at the poles themselves)
v(θ > 0, |ϕ | < pi/2) = 0; and v(θ < 0, |ϕ | < pi/2) = 1; (5.67)
v(θ < 0, |ϕ | > pi/2) = 0; and v(θ > 0, |ϕ | > pi/2) = 1. (5.68)
us the valuation v(·) is 50%–50% zero-one over the entire 2-sphere S2. 
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Figure 5.7: Assuming v(poles) = 1, aer suitable rotations the prime meridian
can always be put into this standardized form.
•
◦
•
◦
•◦
Figure 5.8: Let green denote the prime meridian at ϕ = 0, black the equator at
θ = 0, and red the meridians at ϕ = ±pi/2. e equator and red meridians split
the sphere into four segments, with two of these segments having valuation zero,
and two segments having valuation unity.
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Completing the inconsistency argument can now be done in many ways (in fact,
an innite number of ways). Consider any meridian with ϕ∗ , 0 and |ϕ∗ | < pi/2.
On the one hand this meridian will also have the same valuation, equation (5.66),
as the zero meridian. On the other hand by considering the descent great circles
based on this new meridian we have
v(θ > 0, |ϕ − ϕ∗ | < pi/2) = 0; and v(θ > 0, |ϕ − ϕ∗ | < pi/2) = 1; (5.69)
v(θ < 0, |ϕ − ϕ∗ | > pi/2) = 0; and v(θ < 0, |ϕ − ϕ∗ | > pi/2) = 1. (5.70)
But this is incompatible with the behaviour based on the zero meridian, equa-
tions (5.67) and (5.68), so we have a contradiction. is completes the proof of
Kochen–Specker in three dimensions. We feel that this is a nice simple proof
of Kochen–Specker that does not rely on nding explicit bases for the Hilbert
space — it also seems to us to be considerably simpler than the other geometric
or colouring arguments.
f) Four dimensions andhigher: What happens in ad > 3-dimensional Hilbert
space? e 3-dimensional logic carries over with uerly minimal modications.
• Ind = 4 one needs to study the unit 3-sphere S3. Pick any pointn on S3 such
that v(n) = 0. is can always be done. en consider the 2-sphere per-
pendicular to chosen point n. On that 2-sphere the 4-dimensional Kochen–
Specker theorem will reduce to the 3-dimensional Kochen–Specker theo-
rem, which we have already established. So nothing more need be done.
• In d ≥ 4 dimensions one needs to study the unit (d − 1)-sphere Sd−1. Pick
any d − 3 mutually-orthogonal points ni on S3 such that v(ni) = 0. If this
cannot be done then the existence of the claimed valuation v(·) already
fails at this elementary level so that the d-dimensional Kochen–Specker
theorem is established; so without loss of generality we can assume this
can be done. en consider the 2-sphere perpendicular to all theni . On that
2-sphere the d-dimensional Kochen–Specker theorem will reduce to the 3-
dimensional Kochen–Specker theorem, which we have already established.
So nothing more need be done.
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It is interesting to note that 3-dimensions is the key part of the theorem; in 1 and
2 dimensions related results are trivial. In 4 or more dimensions the Kochen–
Specker theorem follows immediately from the 3-dimensional result.
g) Comments:
i) We have presented a geometric approach where one constructs and ex-
ploits the properties of great circles on a n-sphere. is has the power to
signicantly simplify the argument, while maintaining the validity of the
theorem for a minimum dimension of three.
ii) e Kochen–Specker theorem is more basic and fundamental than Glea-
son’s theorem. Indeed, if one assumes Gleason’s theorem then the Kochen–
Specker theorem is trivial. e point is that once one asserts that the valua-
tionv(·) is inherited from a density matrixv(n) = 〈n |ρ |n〉, then one knows
that the valuation is continuous. But no function from the connected space
Sn to the discrete set {0, 1} (with its implied discrete topology) can possibly
be continuous.
iii) e main implication of the result is that quantum theory fails to allow a
underlying non-contextual model. More precisely, it states that it is im-
possible for the predictions of quantum mechanics to be in line with mea-
surement outcomes which are pre-determined in a non-contextual manner.
Hence this would rule out a large class of models that might otherwise
seem at rst sight to be intuitive representations of the physical world.
iv) With respect to quantum information science, there has been recent ev-
idence that contextuality may be the primary reason for the speedup for
quantum computation. is has been shown through ‘magic’ state injec-
tion [177].
5.2 Non-locality across Space
Non-locality across space is the characteristic that an action on a subsystem can
instantaneously inuence another subsystem at an arbitrarily far spatial location.
We have seen this strange property exemplied in the previous chapter regarding
the entanglement in space. In this section we will describe two dierent non-
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localities across space. One requires an entanglement in space, and is known as
Bell non-locality. e other does not require the entanglement and is known as
the violation of preparation independence.
By considering both the probabilistic aspects of quantum theory and the con-
cept of realism, one is led to a mathematical formulation of the Bell non-locality
across space. is will expressed through what is known as Bell’s theorem [178].
We will show that Bell non-locality across space represents a stricter form of
non-classical interdependence than an entanglement in space. e particular
version of Bell’s theorem we will focus our aention on is the Bell-CHSH or
known simply as the CHSH (Clauser-Horne-Shimony-Holt) inequality [60]. For
the questions in quantum foundations, the CHSH inequality sheds a partial un-
derstanding on the nature of quantum measurement. Due to its implications,
Bell’s theorem has also been viewed by some as the most profound discovery of
science [179]. For a thorough review of Bell non-locality across space, we refer
the reader to [57].
e second non-locality across space is known as the violation of preparation
independence. It does not require entanglement and applies to product states. It
will be expressed through the PBR (Pusey-Barre-Rudolph) theorem [180]. e
original aim of the theorem was to shed a partial understanding on the nature of
the quantum state. Due to its implications, the PBR theorem has been referred
to as the most important theorem in quantum foundations since Bell’s theorem
[181]. For a comprehensive reviews of the PBR theorem and the violation of
preparation independence, we refer the reader to [182, 1]
Our aim in this section is therefore to present the CHSH inequality and the PBR
theorem. We will also articulate both of these results through the lens of a game.
5.2.1 Bell-CHSH inequality
a) CHSH inequality: e CHSH inequality will be used to demonstrate a non-
locality across space. It will be derived without any reference to quantum theory.
Suppose there are three parties who are each spatially apart named Alice, Bob
and Charlie. Charlie prepares two particles and sends one particle to Alice and
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the other one to Bob. Each particle can be measured in two quantities. For Alice’s
particle we denote these quantities as A1 and A2, and similarly for Bob’s particle
we have quantities B1 and B2. Each of these can take either value +1 or −1.
We assume realism, and hence the values are objective properties which exist
independent of observation; these values are merely revealed by measurement.
Both Alice and Bob each choose to measure their respective particles at the same
time. With this constraint, we can assume that the measurement of one particle
cannot eect the result of the other particle. is is known as the assumption of
locality. Furthermore, we also require that each choose to measure their particle
randomly using their two options. is is also known as the free will assumption.
We proceed to consider the quantity
A1B1 +A2B1 +A2B2 −A1B2. (5.71)
is can be re-expressed as
A1B1 +A2B1 +A2B2 −A1B2 = (A1 +A2)B1 + (A2 −A1)B2. (5.72)
Given that A1,A2 = ±1, we have that
(A1 +A2)B1 = 0, (5.73)
or
(A2 −A1)B2 = 0. (5.74)
For both cases, we obtain
A1B1 +A2B1 +A2B2 −A1B2 = ±2. (5.75)
Let p(a1,a2,b1,b2) denote the joint probability that before the measurements are
performed the total system is in state A1 = a1,A2 = a2,B1 = b1, and B2 = b2.
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Using the expectation value (2.1), we have
E(A1B1 +A2B1 +A2B2 −A1B2) (5.76)
=
∑
a1a2b1b2
p(a1,a2,b1,b2)(a1b1 + a2b1 + a2b2 − a1b2) (5.77)
≤
∑
a1a2b1b2
p(a1,a2,b1,b2)(2) (5.78)
= 2. (5.79)
We can also deduce that
E(A1B1 +A2B1 +A2B2 −A1B2) (5.80)
=
∑
a1a2b1b2
p(a1,a2,b1,b2)a1b1 +
∑
a1a2b1b2
p(a1,a2,b1,b2)a2b1 (5.81)
+
∑
a1a2b1b2
p(a1,a2,b1,b2)a2b2 −
∑
a1a2b1b2
p(a1,a2,b1,b2)a1b2 (5.82)
= E(A1B1) + E(A2B1) + E(A2B2) − E(A1B2). (5.83)
Using both (5.79) and (5.83), we obtain the CHSH inequality
E(A1B1) + E(A2B1) + E(A2B2) − E(A1B2) ≤ 2. (5.84)
is can be re-wrien using the quantum theoretic notation for expectation value
〈A1B1〉 + 〈A2B1〉 + 〈A2B2〉 − 〈A1B2〉 ≤ 2. (5.85)
is is the equation we saw earlier (4.28) as a means to detect entanglement.
More precisely, using the probabilistic aspects of quantum theory, we saw the
CHSH inequality violated using Bell state (4.29), resulting in the equation
〈A1B1〉 + 〈A2B1〉 + 〈A2B2〉 − 〈A1B2〉 = 2
√
2. (5.86)
e value of 2
√
2 is the maximum quantum value and is known as Tsirelson’s
bound. is violation has been experimentally veried [183, 184] in numerous
quantum scenarios. Hence, these measurement correlations are stronger than
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could ever exist in classical systems. It implies a profound consequence in that
these quantum correlations overthrow the classical picture of the world; at least
one of the three assumptions made to derive the CHSH inequality is wrong.
b) Implications: It is dominantly viewed that the assumption of locality is
the one that is incorrect. Hence, the mathematical characterization for Bell non-
locality across space is expressed as the violation of (5.85). Note that this Bell
notion of locality (5.85) is distinct from the term locality used in other areas of
quantum physics which describes the case that operators dened in spacelike
separated regions commute. In this section, when we refer to non-locality we
shall mean a Bell non-locality across space.
It also is common in the literature to interchange between the terms entangle-
ment and non-locality. Such use may in principle be sucient for a large number
of cases, but falls short of the precision required for an adequate scientic tax-
onomy. We proceed to emphasize the dierences between an entanglement and
non-locality. e most obvious dierence is that former is an algebraic property
residing in the mathematics of quantum theory (4.2), whereas the laer is rooted
from the measurement outcomes/correlations of experiments (5.85).
Nevertheless, to obtain non-local correlations from measurements on a quantum
state, it is necessary that the state is entangled. is implies that the observations
of non-local correlations means the state is entangled. Hence our use in (4.28).
In a converse direction, it only true that all pure entangled states are non-local.
is means for any entangled pure state one can obtain local measurements such
that the measurement correlations violate the CHSH inequality. (e only pure
states that do not violate it are product states.) However, there are entangled
mixed states, such as (4.45), that do not violate the CHSH inequality. erefore,
not all entangled states are non-local.
In the language of quantum information, we can say that the interdependence of
certain quantum information systems, that violate the CHSH inequality, would
be impossible to replicate by classical information systems, which cannot violate
the inequality. One of the utilities of this is that it allows one to detect entan-
gled quantum information systems directly from measurement data without any
reference to the physical experiment. is is known as device independence.
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From the perspective of quantum foundations, non-locality across space suggests
that for a subset of entangled cases, a quantum measurement on one system has
the ability to instantaneously inuence another system that can be arbitrarily
spatially far. Hence an alternative perspective to gain is that it sheds a partial
understanding on the non-trivial properties of certain quantum measurements.
Furthermore, this instantaneous characteristic implies the lack of a time interval
in this scenario. With a time interval involved, the non-local inuence could be
explained away by some hidden causal signal. Hence the interdependence in this
non-locality across space is shocking due to the absense of a time interval involved.
e result also has a inuence on philosophy, which can be highlighted by the
subject being termed by some as ‘experimental metaphysics’ [185]. We provide
a brief discussion. e decision to forgo the assumption of locality so to explain
the experimental violation of the CHSH inequality is not based on any rigorous
evidence. ere is no mathematical or experimental proof to warrant such a de-
cision. It may very well be the case that our concept of physical realism needs
to be radically altered. From the perspective of this thesis, we nd that there is
more weight to the argument that one should drop the free will assumption. En-
tanglement in time already suggests the eternalists’ view that the past and future
are as real as the present. is provides an ideal scaold to build a argument for
the loss of free will, also known in this context as superdeterminism [186, 187].
c) Multipartite systems: e denition of Bell non-locality across space has
been extended to more than two systems. Furthermore, it can be shown that all
pure entangled n-partite states are are non-local [61].
Another important point to discuss within multipartite scenarios is what is re-
ferred to as the monogomy of entanglement [188, 189]. Let the le hand side of
(5.85) be denoted
SABCHSH ≡ 〈A1B1〉 + 〈A2B1〉 + 〈A2B2〉 − 〈A1B2〉. (5.87)
One property of this spatial non-locality is that a violation of the CHSH inequal-
ity precludes a simultaneous violation with another spatially separated system.
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is is mathematically characterized as
SABCHSH + S
BC
CHSH ≤ 4, (5.88)
for systems A, B, andC . A similar set of inequalities (5.88) hold for combinations
(AB,AC) and (AC,BC).
d) Entropic version: In [190], an information-theoretic CHSH inequality was
put forth. is provides a perspective in terms of systems storing information,
as opposed to measurement correlations. ey assumed the same scenario as in
the original case involving the two spatially separated parties. Once again Alice
has observables A1 and A2, whereas Bob has observables B1 and B2. ese have
respective values a1,a2,b1 and b2. e assumption of local realism (along with
free will) is used to establish the existence of the joint probability p(a1,a2,b1,b2).
Using the Shannon conditional entropy (2.22), the information-theoretic CHSH
inequality can be expressed as
H (A1 |B1) ≤ H (A1 |B2) + H (B2 |A2) + H (A2 |B1). (5.89)
To derive such a quantity, one makes use of the assumption that four objective
quantities cannot carry less information than two of them,
H (A1,B1) ≤ H (A1,B2,A2,B1). (5.90)
Nevertheless, certain quantum entangled systems violate (5.89). An alternative
entropic version can be found in [191].
5.2.2 CHSH game
a) Preliminaries: We have seen the use of guessing games in articulating the
entropic uncertainty relations (3.128). More broadly the relationship between
quantum theory and game theory is explored in [192, 193, 194]. Pertinent to this
section is that Bell’s theorem (CHSH inequality) have also been viewed through
the lens of game. ese are commonly referred to as nonlocal games, and the best
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known example is the CHSH game which we will briey describe below; in this
scenario the participants can win the game at a higher probability with quantum
resources, as opposed to having access to only classical resources. ere has
also been work on the relationship between Bell’s theorem and Bayesian game
theory [195, 196, 197]; in a subset of cases it was shown that quantum resources
provide an advantage, and lead to quantum Nash equilibria. In [198], it was
shown that quantum nonlocality can outperform classical strategies in games
where participants have conicting interests. However, in [199], a nonlocal game
was constructed where quantum resources did not oer an advantage.
b) CHSH game: In this game, we consider spatially separated players Alice and
Bob, as well as an outside party known as the referee that plays against Alice and
Bob. Based on some probability distribution,
pi : X × Y → [0, 1], (5.91)
the referee chooses a question x ∈ X for Alice and y ∈ Y for Bob from some
set of possible questions X and Y . With respect to the CHSH inequality, these
questions can be thought of as labels for measurement seings. Aer receiving
the questions, Alice and Bob respectively return answers a ∈ RA and b ∈ RB from
some set of possible answers RA and RB . Relaying this to the CHSH inequality,
one can view the answers as measurement outcomes. e referee is also tasked
with deciding whether these answers are the winning answers for the questions
that was posed according to the rules of the game. ese rules are expressed
through
V : RA × RB × X × Y → {0, 1}, (5.92)
where V (a,b,x ,y) = 1 if and only if Alice and Bob win against the referee by
giving answers a and b for questions x and y. In this game, Alice and Bob have
access to both the rules V and the probability distribution pi . However, the con-
straint they face is that they cannot communicate once the game starts. is
implies that each player is unaware of what question is given to the other player.
To see the direct relationship to the CHSH inequality (5.85), let X = Y = {0, 1}
and RA = RB = {0, 1}. e rules of the game are such that Alice and Bob win if
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and only if
x · y = a ⊕ b, (5.93)
where ⊕ represents modulo 2 addition. From this one can compute that the win-
ning probability for a CHSH game is
pCHSHWin =
1
2
(
1 + S4
)
, (5.94)
where S is the CHSH expression (5.85). is provides us with an alternative view
of the non-classical features of quantum resources. e probability that Alice and
Bob win using only classical resources is at most probability 0.75, given S ≤ 2.
is is in contrast to utilizing quantum resources where Alice and Bob have the
ability to win the game at a probability of almost 0.85 since S = 2
√
2.
5.2.3 PBR theorem
a) PBR theorem: From the perspective of this thesis, the PBR theorem demon-
strates the discovery of a new quantum non-locality across space. However, the
original intention of the theorem was to answer the foundational question: What
is the nature of the quantum state (or quantum information)? e answer to this
question can be aided by philosophical terminology. An ontic state refers to a
state of reality meaning something that exists objectively in the world indepen-
dent of an observer; it can be thought of as realism for the system in consid-
eration. An epistemic state is a state of knowledge and refers to only what an
observer currently knows about a physical system. e PBR theorem answers
the question: Is the quantum state ontic or epistemic?
e mathematical characterization of these concepts is carried out through the
framework of ontological models [200]. It can be thought of as a renement
of the hidden variable models found in the literature regarding Bell’s theorem
[201]. In the ontological model, when a system is prepared in some quantum
state |Ψ〉, it is really in an ontic state λ, which describes a state of reality. e set
of ontic states is denoted Λ. Due to our ignorance on what ontic state the system
is in, the model assigns each quantum state |Ψ〉 an epistemic state µΨ, which is a
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probability distribution over Λ. ese satisfy
µΨ(λ) ≥ 0, and
∫
µΨ(λ)dλ = 1. (5.95)
It also models a measurement and the outcome of that measurement in terms of
the ontic state. For a measurement M we can denote the probability of obtaining
outcome f in the state λ as ξM (f |λ). ese satisfy the conditions
ξM (f |λ) ≥ 0, and
∑
f
ξM (f |λ) = 1. (5.96)
In order to reproduce the measurement predictions of quantum theory (3.75), we
demand that ∫
Λ
ξM (f |λ) µΨ(λ)dλ = |〈f |Ψ〉|2, (5.97)
for all |Ψ〉 and f . It is important to emphasize that this ontological model in-
cludes standard quantum theory as a special case. Furthermore, note that the
assumption of realism is implicit through the existence of an ontic state.
We now have the required tools to mathematically dene what it means for a
quantum state to be a state of reality or a state of knowledge. We say that an
ontological model is Ψ-epistemic if there exists at least one pair of distinct quan-
tum states |Ψ1〉 and |Ψ2〉, such that the corresponding epistemic states µΨ1 and
µΨ2 have a non-zero overlap. If a model is not Ψ-epistemic, then it is Ψ-ontic.
When we say non-zero overlap we mean,
1 − δC(µΨ1, µΨ2) > 0, (5.98)
where the classical trace distance is dened as
δC(p,q) ≡ 12
∫
|p(x) − q(x)|dx , (5.99)
for probability distributions p(x) and q(x). e underlying idea is that if there is
no overlap in the epistemic states then distinct quantum states refer to distinct
ontic states, thereby warranting the quantum state itself as a state of reality.
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However if there is an overlap in the epistemic states, then a single ontic state
can relate to two dierent quantum states through the two respective epistemic
states. Hence, a unique quantum state cannot be associated with the ontic state.
In this case, a quantum state signies itself merely as a state of knowledge.
e aim of the PBR theorem is to show that models must be Ψ-ontic. e proof
for the PBR theorem starts by assuming a Ψ-epistemic model and then arriving
at a contradiction. More precisely suppose that for two quantum states |Ψ1〉 and
|Ψ2〉, the corresponding epistemic states µΨ1 and µΨ2 overlap. is implies that
there exists an ontic state λ∗ ∈ Λ where
µΨ1(λ∗) > 0, and µΨ2(λ∗) > 0. (5.100)
In this case, even if one had access to the underlying ontic state λ∗, it would be
impossible to tell which of the two quantum states was prepared. Alternatively,
regardless of which of these quantum states were prepared, the ontic state λ∗ will
be occupied a non-zero fraction P∗ > 0 of the time (where the value of P∗ does
not need to be specied). Next, let two copies of the system be prepared in one
of the four quantum (separable or product) states,
|Ψ11〉 = |Ψ1〉 ⊗ |Ψ1〉 , |Ψ12〉 = |Ψ1〉 ⊗ |Ψ2〉 ,
|Ψ21〉 = |Ψ2〉 ⊗ |Ψ1〉 , |Ψ22〉 = |Ψ2〉 ⊗ |Ψ2〉 . (5.101)
ese two systems are prepared spatially far apart, and the choice to prepare
either |Ψ1〉 or |Ψ2〉 is made independently at each spatial location. For this task,
we make use of the assumption of preparation independence. is comprises of
two components. e rst is that each system obtains its own copy ofΛ. e total
state space of the two systems is the product of two copies of Λ, and therefore
the ontic states are wrien as
(λ1 × λ2) ∈ Λ × Λ. (5.102)
is implies that the quantum state |Ψjk〉 corresponds to epistemic state µΨjk (λ1, λ2)
and that joint measurements take the form ξM (Φ|λ1, λ2) for some vector |Φ〉 in a
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measurement basis. e second component is that the epistemic state µΨjk (λ1, λ2)
associated with quantum state |Ψjk〉 factorizes as
µΨjk (λ1, λ2) = µΨj (λ1)µΨk (λ2) (5.103)
where µΨj (λ1) is the epistemic state for |Ψj〉 and µΨk (λ2) for |Ψk〉. Notice the
resemblance to (2.9) and (4.2) through its factorization.
To illustrate the core points, let us rst consider the simple case of qubits. Sup-
pose that |Ψ1〉 = |0〉 and |Ψ2〉 = |+〉 ≡ (|0〉 + |1〉)/
√
2. If we prepare the two
systems in one of the four states |Ψjk〉 and use preparation independence, then
at least P2∗ of the time we arrive at the situation that total system will be in ontic
state (λ∗,1, λ∗,2). In this scenario, both systems are in ontic state λ∗; it will be
impossible to decide whether |Ψ1〉 or |Ψ2〉 was prepared. Next we introduce the
following two-qubit measurement using basis
|Φ11〉 = 1√2 (|0〉 ⊗ |1〉 + |1〉 ⊗ |0〉),
|Φ12〉 = 1√2 (|0〉 ⊗ |−〉 + |1〉 ⊗ |+〉),
|Φ21〉 = 1√2 (|+〉 ⊗ |1〉 + |−〉 ⊗ |0〉),
|Φ22〉 = 1√2 (|+〉 ⊗ |−〉 + |−〉 ⊗ |+〉), (5.104)
where |−〉 = (|0〉 − |1〉)/√2. e four states are antidistinguishable (3.106) using
this measurement basis. In other words, we have that
|〈Φjk |Ψjk〉|2 = 0 (5.105)
for every choice of j,k = 1, 2. We see therefore that quantum theory predicts
that the measurement outcome |Φjk〉 never occurs when the quantum state |Ψjk〉
is prepared. Referring back to the ontological model we have the certainty that
whichever quantum state is prepared, a fraction P2∗ of the time the system is in
ontic state (λ∗,1, λ∗,2). We also see that if the system is in this ontic state, we
may get outcome |Φjk〉 when we measure in basis (5.104). Moreoever, this on-
tic state occurs when the quantum state |Ψjk〉 is prepared a non-zero fraction of
the time. However to reproduce the predictions of quantum theory (5.105), the
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measurement outcome |Φjk〉 should never occur for this ontic state. erefore,
a non-zero fraction of the time the measurement device contradicts the predic-
tions of quantum theory. is provides us with the desired contradiction. is
argument can be generalized using similar concepts (as described below). ere-
fore, the PBR theorem can be stated as: Any ontological model that reproduces
quantum predictions and satises preparation independence is Ψ-ontic.
b) Implications: An equally weighted perspective is that at least one of the
assumptions used to arrive at the contradiction must be false. is allows for
the position (held by most physicists) that the quantum state is simply a state
of knowledge (Ψ-epistemic); such a view is desirable in dissolving away many
conundrums including the measurement collapse which is only a problem if the
quantum state has a physical existence. To decipher which assumption must be
incorrect, we relay our thoughts back to the CHSH inequality. It was of consen-
sus in that scenario to maintain realism and adopt non-locality. In the PBR case,
an analogous choice is to therefore adopt the violation of preparation indepen-
dence. is resulting eect can be described as a new type of non-locality across
space, and mathematically characterized as a violation of (5.102) and/or (5.103).
e violation of preparation independence is a far more perplexing spatial inter-
dependence than the Bell non-locality across space. First, it applies to product
states, and hence does not require entanglement (unlike Bell non-locality). e
second point to note is that preparation independence is perhaps the most nat-
ural assumption to make in that two spatially separated systems should possess
their own separate states of reality; such a notion of separability should be nat-
ural for product states. As an example, if one person prepares a system in one
part of the universe and another person prepares a system in the other part of
the universe, then there should be no correlations between these preparations;
if this was not the case as insisted above, then an extrapolation on this eect
is that one requires every system in the universe in order to determine all the
parameters that are of relevance for a system prepared on Earth. A non-locality
of such magnitude would lead to a radical destruction of basic assumptions.
Einstein wrote [202, 203] about the dangers of abandoning such assumptions
(but within another context), and we quote “Further, it appears to be essential for
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this arrangement of the things introduced in physics that, at a specic time, these
things claim an existence independent of one another, insofar as these things ‘lie in
dierent parts of space.’ Without such an assumption of the mutually independent
existence of spatially distant things, an assumption which originates in everyday
thought, physical thought in the sense familiar to us would not be possible.” From
the perspective of the theme of this thesis, notice that Einstein mentions the
words specic time which signies the lack of a time interval. Whether we accept
the quantum state as a state of reality, or instead give up realism, or introduce
the violation of preparation independence, the PBR theorem has most certainly
emphasized the large gap in our fundamental understanding of quantum physics.
c) Multipartite systems: Using certain assumptions, we have shown that the
epistemic states for |0〉 and |+〉 cannot overlap. Generalizing this to any pair of
quantum states implies that a quantum state can uniquely correspond to an ontic
state, thereby signifying itself as a physical property of the system. To prove this,
we can let
|Ψ0〉 = cos
(θ
2
)
|0〉 + sin
(θ
2
)
|1〉 , (5.106)
|Ψ1〉 = cos
(θ
2
)
|0〉 − sin
(θ
2
)
|1〉 , (5.107)
represent arbitrary non-orthogonal qubits, where 0 < θ < pi/2. As in the pre-
vious case, suppose there is a non-zero probability of at least P∗ that the ontic
state of the system is compatible with either preparation. is means the corre-
sponding epistemic states overlap. Suppose we prepare n of these systems inde-
pendently. e total system can be described by one of the quantum states,
|Ψ(x1, . . . xn)〉 = |Ψx1〉 ⊗ · · · ⊗ |Ψxn−1〉 ⊗ |Ψxn 〉 , (5.108)
where xi ∈ {0, 1} for each i . Assuming preparation independence, we have the
probability that at least Pn∗ that the ontic state is compatible with any one of the
quantum states. e contradiction to quantum theory is obtained if we can derive
a measurement basis that makes these quantum states antidistinguishable. is
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can be achieved if the number of systems n satises
2 arctan (21/n − 1) ≤ θ . (5.109)
Furthermore, the exact measurement circuit consists of a unitary evolution,
Uα ,β = H
⊗nRαZβ⊗n, (5.110)
where
Zβ =
(
1 0
0 eiβ
)
. (5.111)
and where H is Hadamard gate (3.49); the gate Rα operates as Rα |0 · · · 0〉 =
eiα |0 · · · 0〉 and acts as an identity operator on the other computational basis
states. To achieve the desired result the unitary evolution is chosen based on
certain values of α and β . is is followed by a measurement of each qubit in
the computational basis states (3.4). e result is that each outcome has zero
probability given one of the 2n possible preparations.
More precisely, the probability of obtaining the basis state |x1, . . . xn〉 given that
the state |Ψ(x1, . . . xn)〉 is prepared is the squared absolute value of
〈x1 . . . xn |H⊗nRαZ⊗nβ |Ψx1〉 ⊗ · · · ⊗ |Ψxn 〉 (5.112)
which can be shown to equate to
1√
2n
(
cos θ2
)n (
eiα +
(
1 + eiβ tan θ2
)n
− 1
)
. (5.113)
Moreover, α and β can be derived so that
eiα +
(
1 + eiβ tan θ2
)n
− 1 = 0. (5.114)
Hence, the required quantum probabilities are zero, and as a result we found a
measurement that provides antidistinguishability for these quantum states.
d) Entropic version: From the perspective of quantum information science,
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it also interesting to note that the PBR theorem been interpreted through the
language of classical and quantum communication protocols [204, 205]. is
program crucially involved the use of the Shannon entropy (2.20). In a related
work antidistinguishability, which is a core concept in the PBR theorem, was
used to provide an advantage in a two-player communication task [206].
Other notable developments on the PBR theorem and Ψ-epistemic models have
been carried out in [207, 208, 209, 210, 211, 212] including on the issue of quantum
indistinguishability [213, 214, 215].
5.2.4 PBR theorem as a Monty Hall game
a) Preliminaries: Analogous to the game formulation of CHSH inequality, a
desirable construction is to view the PBR theorem through the lens of a game.
One instantiation of this is in an exclusion game where the participant’s goal is
to produce a particular bit string [216, 217]; this has been shown to be related to
the task of quantum bet hedging [218]. Furthermore, concepts involved in the
PBR proof have been used for a particular guessing game [219].
In this subsection, we reformulate the PBR theorem into a Monty Hall game [71],
which is part of the original component of this thesis (which as done in collabora-
tion with my supervisor). is particular gamication of the theorem highlights
that winning probabilities, for switching doors in the game, depend on whether
it is a Ψ-ontic or Ψ-epistemic game; we also show that in certain Ψ-epistemic
games switching doors provides no advantage. is may have consequences for
an alternative experimental test of the PBR theorem
b) PBR elements: We extract certain parts of the PBR proof. Recall that two
quantum systems are prepared independently, and each system is prepared in
either state |0〉 or state |+〉. is means that the total system is in one of the four
possible non-orthogonal quantum states (5.101) which we rewrite as:
|Ψ1〉 = |0〉 ⊗ |0〉 , |Ψ2〉 = |0〉 ⊗ |+〉 ,
|Ψ3〉 = |+〉 ⊗ |0〉 , |Ψ4〉 = |+〉 ⊗ |+〉 . (5.115)
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e total system is brought together and measured in the basis (5.104) which we
re-label as:
|Φ1〉 = 1√2 (|0〉 ⊗ |1〉 + |1〉 ⊗ |0〉),
|Φ2〉 = 1√2 (|0〉 ⊗ |−〉 + |1〉 ⊗ |+〉),
|Φ3〉 = 1√2 (|+〉 ⊗ |1〉 + |−〉 ⊗ |0〉),
|Φ4〉 = 1√2 (|+〉 ⊗ |−〉 + |−〉 ⊗ |+〉), (5.116)
Invoking the Born probabilities, |〈Φi |Ψh〉|2, where i,h = 1, 2, 3, 4, we found that
for i = h, |〈Φi |Ψi〉|2 = 0. is means that for any value i , the outcome |Φi〉 never
occurs when the system is prepared in quantum state |Ψi〉. e PBR proof showed
that in Ψ-epistemic models there is a non-zero probability q (whose value does
not need to be specied) that outcome |Φi〉 occurs when state |Ψi〉 is prepared,
thereby contradicting the predictions of quantum theory; hence one can infer
that the quantum state corresponds to a Ψ-ontic model.
c) Ψ-ontic Monty Hall game: Antidistinguishability, where there is a mea-
surement for which each outcome identies that a specic member of a set of
quantum states was denitely not prepared, is highlighted in the PBR proof by
|〈Φi |Ψi〉|2 = 0 for all i . We will exploit this to construct our game, which can be
thought of as a quantum Ignorant Monty Hall game (2.16).
For state |Ψ1〉 in (5.115), we have
|〈Φ1 |Ψ1〉|2 = 0, |〈Φ2 |Ψ1〉|2 = 1/4,
|〈Φ3 |Ψ1〉|2 = 1/4, |〈Φ4 |Ψ1〉|2 = 1/2. (5.117)
For the other states in (5.115), the same probability distribution (0, 1/4, 1/4, 1/2)
occur but across the dierent outcomes (5.116); hence we will focus our game on
|Ψ1〉, but similar constructions hold for the other states.
e Monty Hall gamication is as follows: ere are four doors labelled {1, 2, 3, 4},
and these correspond to the dierent measurement outcomes listed in (5.116).
e prize door Ai , where i takes one of the door labels, is the outcome |Φi〉 that
the state |Ψ1〉 collapses to upon measurement. For a Ψ-ontic game, through the
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Born probabilities (5.117), we have P(Ai) = |〈Φi |Ψ1〉|2.
e contestant on the show does not know what state from (5.115) is used, and is
only aware of the possible measurement outcomes (5.116). Based on this limited
information, the contestant randomly picks one of the doors which we denote
Bj where j is the corresponding door label; hence we have P(Bj |Ai) = 1/4, for all
values i, j.
Monty’s decision corresponds to the predictions of quantum theory. He is aware
that state |Ψ1〉 was used, and has access to the Born probabilities (5.117). e
door opened by Monty is denoted Ck where k is one of the door labels. e
main insight to construct this game is that when Monty opens a goat door, he
is opening a door that has probability zero of having a prize in it. And for our
game, a door that denitely does not have a prize in it corresponds to outcome
|Φ1〉 as P(A1) = |〈Φ1 |Ψ1〉|2 = 0. Hence in this game, Monty will open door C1
unless the contestant has already chosen this door as their pick (as Monty cannot
open the door chosen by the contestant); in that case Monty will open one of the
other remaining doors with equal probability, and there is a chance he may open
up the prize door as in the Ignorant Monty Hall game. From these factors, one
can compute,
P(Ck | Bj ∩Ai) =

1
3 , if j = 1 and k = 2, 3, 4,
1, if j , 1 and k = 1,
0, otherwise,
(5.118)
where we have adopted the notation for joint probabilities as P(A,B) ≡ P(A∩B).
e probability that Monty opens the prize door is
P(opens prize door) =
∑
i=k,j
P(Ai ∩ Bj ∩Ck) = 112 . (5.119)
is implies that the probability that he opens a goat door is 11/12. Monty then
oers the option to stick or switch. Suppose the contestant always sticks with
the initial choice. en the probability of winning if sticking and Monty opening
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a goat door is ∑
i=j,k
P(Ai ∩ Bj ∩Ck) = 14 . (5.120)
With that, we can compute the conditional probability
P(win if stick | opens goat door) = 1/411/12 =
3
11 . (5.121)
Suppose the contestant decides to always switch to one of the other two un-
opened doors with equal probability 1/2. Let |Φl〉 be the outcome switched to and
letDl be the corresponding door. With that, we can compute P(Ai∩Bj∩Ck∩Dj) =
P(Dl |Ck ∩Bj ∩Ai)P(Ck | Bj ∩Ai)P(Bj |Ai)P(Ai). Hence, the probability of winning
if switching and Monty opening a goat door is∑
i=l,j,k
P(Ai ∩ Bj ∩Ck ∩ Dj) = 13 . (5.122)
From that, one can calculate
P(win if switch | opens goat door) = 1/311/12 =
4
11 . (5.123)
Hence, we see in a Ψ-ontic game, switching provides an advantage.
d) Ψ-epistemic Monty Hall game: In the PBR proof, for the Ψ-epistemic
model, there is a non-zero probabilityq that outcome |Φ1〉 occurs when state |Ψ1〉
is prepared. is implies that in aψ -epistemic game, P(A1) = q , 0. To allow for
a comparison with the Ψ-ontic game, let q = q1 + q2 + q3, and with that let the
other prize door probabilities take values P(A2) = (1/4) − q1, P(A3) = (1/4) − q2
and P(A4) = (1/2) − q3.
As in the ψ -ontic game, P(Bj |Ai) = 1/4, for all values i, j. Monty as a character
corresponds to the predictions of quantum theory (5.117); he will assume C1 is
denitely a goat door since |〈Φ1 |Ψ1〉|2 = 0. is means the probabilities in (5.118)
apply in this game as well. Hence, the probability that Monty opens the prize
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door
P(opens prize door) =
∑
i=k,j
P(Ai ∩ Bj ∩Ck) = 112 +
2q
3 . (5.124)
is implies that the probability that Monty opens a goat door is (11/12)−(2q/3).
e probability of winning if always sticking and that Monty opens a goat door
is ∑
i=j,k
P(Ai ∩ Bj ∩Ck) = 14 . (5.125)
From this we compute
P(win if stick | opens goat door) = 311 − 8q . (5.126)
If a switching strategy is adopted then:∑
i=l,j,k
P(Ai ∩ Bj ∩Ck ∩ Dj) = 13 −
q
3 , (5.127)
P(win if switch | opens goat door) = 4 − 4q11 − 8q . (5.128)
us the probabilities depend on whether the game is a Ψ-ontic or Ψ-epistemic
game. For valueq = 1/4, we can calculate that P(win if switch | opens goat door) =
P(win if stick | opens goat door); hence for certainΨ-epistemic games, switching
oers no advantage.
e) Experimental implications: Comparing a Ψ-ontic game to a Ψ-epistemic
game, Monty opens the prize door less oen. is corresponds to certain prob-
abilities in the PBR proof being zero; some work on the experimental tests [180,
220, 221, 222, 223] of PBR discuss this exact zero probability as an experimental
diculty. rough our game, we provide another viewpoint; the dierence in
the probabilities of winning conditioned that a goat door is opened are simply
dierent for the two physical scenarios. is may provide insights to alternative
experimental designs to test PBR.
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5.3 Non-locality across Time
Our aim is to explore how the eects of non-locality across space extend into
the temporal regime. In particular, one can qualitatively describe a non-locality
across time as a characteristic where an action on a subsystem can instanta-
neously inuence the same subsystem at a later or earlier time! We have seen
this shocking property portrayed in the section regarding entanglement in time.
However in this chapter, our focus be on the case of a single system across
multiple times. is non-locality across time will be expressed mathematically
through the violation of a temporal version of the Bell-CHSH inequality. e
most prominent of these are known as Legge-Garg (LG) inequalities [224].
Some refer to the eects, that we shall describe, as an ‘entanglement in time.’
However in this thesis we thread carefully and refer to these eects exclusively
as a non-locality across time. ere are three reasons for this taxonomy and they
stem from the extensive review of the spatial case. e rst reason is that the
LG and related temporal inequalities are about measurement outcomes, and not
about an algebraic property within the mathematics of quantum theory; in the
spatial case, measurement outcomes related directly to non-locality, whereas the
algebraic property dened the concept of entanglement; seing the spatial case
as precedence allows us to forgo using the words entanglement in time to de-
scribe these scenarios of (temporal) measurement correlations. e second and
perhaps the more cautious reason is that not all spatially entangled states are
spatially Bell non-local; hence assuming the nature of the relationship between
an entanglement in time and non-locality across time prior to rigorous results is
not very prudent. e third reason is that the necessary algebraic construction to
help dene an entanglement in time between a single system over various times
is met with considerable technical problems [225]. It must therefore be empha-
sized that there is a large degree of unknown aspects to this area. However, for
an extensive review on LG inequalities, refer to [226].
In the spatial case, we reviewed Bell-CHSH, PBR and its games. In this section
we will articulate non-locality across time using the concepts in Bell-CHSH, PBR,
and games. is serves to provide a systematic view into the subject.
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5.3.1 rough Bell-CHSH concepts
a) LG inequalities: e LG inequalities [224] can be thought of as a temporal
version of the Bell-CHSH inequalities (5.85). It was derived within the context of
macroscopic coherence which can be thought of as property of an object, con-
sisting of many quantum particles, existing in superpositions of macroscopically
distinct states. (A ctional example is the Schro¨dinger’s cat.) e result largely
follows the same style of derivation that was used in the spatial Bell-CHSH case.
We start with the following classically intuitive assumptions:
i) (A1) Macroscopic Realism (MR): a macroscopic system with two or more
macroscopically distinct states available to it will at all times be in one or
the other of these states.
ii) (A2) Non-Invasive Measurability (NIM) at the macroscopic level: it is possi-
ble, in principle, to determine the state of the system with arbitrarily small
perturbation on its subsequent dynamics.
iii) (A3) Induction: the outcome of a measurement on the system cannot be
aected by what will or will not be measured on it later.
NIM has also been described as that a measurement of an observable at any in-
stant of time does not inuence its subsequent evolution [227]. NIM has also
been described as nondisturbance in that a measurement can be performed such
that it does not inuence the outcome of a measurement on the same system at a
later time [228]. Another temporal Bell-CHSH inequality [130] was more direct
to replace NIM with the assumption that the results of measurements performed
at some time is independent of any other measurement at another time; they re-
ferred to this as a locality in time. e assumptions used in the LG inequalities are
still of great debate. In this thesis, we view both (A2) and (A3) as the assumption
of locality in time, with (A1) taking the role of realism. Notice the resemblance
with the Bell-CHSH case where it was a locality in space paired with realism.
Using these assumptions, we can dene a macroscopic dichotomic variable Q =
±1 for a system. We aim to measure its two-time correlation function
Cij = 〈Q(ti)Q(tj)〉. (5.129)
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is quantity is computed from the joint probability Pij(Qi ,Qj) of obtainingQi =
Q(ti) and Qj = Q(tj) from measurement times ti , tj as
Cij =
∑
Qi ,Q j=±1
Qi Qj Pij(Qi ,Qj). (5.130)
e assumption (A1) implies the observable has a dened value at all times re-
gardless of whether it is measured. Hence one can obtain a two-time probability
as the marginal of a three-time distribution as follows
Pij(Qi ,Qj) =
∑
Qk ;k,i,j
Pij(Q3,Q2,Q1). (5.131)
Using (A2) and (A3), we nd that the three probabilities P21(Q3,Q2,Q1), P32(Q3,Q2,Q1)
and P31(Q3,Q2,Q1) become the same. Hence we can write this simply as
P(Q3,Q2,Q1) = Pij(Q3,Q2,Q1). (5.132)
One can proceed to use this single probability to compute the following correla-
tion functions:
C21 = P(+1,+1,+1) − P(+1,+1,−1) − P(−1,−1,+1) + P(−1,−1,−1) (5.133)
− P(+1,−1,+1) + P(+1,−1,−1) + P(−1,+1,+1) − P(−1,+1,−1);
C32 = P(+1,+1,+1) + P(+1,+1,−1) + P(−1,−1,+1) + P(−1,−1,−1) (5.134)
− P(+1,−1,+1) − P(+1,−1,−1) − P(−1,+1,+1) − P(−1,+1,−1);
C31 = P(+1,+1,+1) − P(+1,+1,−1) − P(−1,−1,+1) + P(−1,−1,−1) (5.135)
+ P(+1,−1,+1) − P(+1,−1,−1) − P(−1,+1,+1) + P(−1,+1,−1);
Given that ∑
Q3,Q2,Q1
P(Q3,Q2,Q1) ≡ 1, (5.136)
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this implies
K3 ≡ C21 +C32 −C31 (5.137)
= 1 − 4(P(+1,−1,+1) + P(−,+,−)).
If P(+1,−1,+1) = P(−,+,−) = 0, then K3 = 1 which is the upper bound. On the
other hand, the choice P(+1,−1,+1)+P(−,+,−) = 1 gives lower boundK3 ≥ −3.
From this, we obtain the simplest LG inequality,
−3 ≤ K3 ≤ 1. (5.138)
is LG inequality has been violated through various quantum systems. It can
be shown that the maximum violation by a two-level quantum system (qubit)
is Kmax3 = 3/2; at least one of the three assumptions made to derive the LG
inequality is wrong.
b) Implications: If one takes the spatial Bell-CHSH case as an analogy but
also as precedence, then we leave (A1) intact. is means that assumptions (A2)
and (A3), which express locality in time, are incorrect. Hence the mathematical
characterization of non-locality across time is expressed as the violation of (5.138).
c)Multi-measurements: e LG inequality has been extended ton-meaurements.
Let us denote the variable,
Kn = C21 +C32 +C43 + · · · +Cn(n−1) −Cn1. (5.139)
Using the assumptions (A1-3), one can obtain the following LG inequalities
−n ≤Kn ≤ n − 2 n ≥ 3, odd;
−(n − 2) ≤Kn ≤ n − 2 n ≥ 4, even,
(5.140)
(5.141)
where the only requirement on the variable is to be bounded |Q | ≤ 1. Using
various symmetry properties one derive further inequalities. One in particular
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is wrien as
−2 ≤ C21 +C32 +C43 −C41 ≤ 2. (5.142)
Note that (5.142) and other LG inequalities describe a situation where there are a
set of measurements on the same operator atn ≥ 3 dierent times. ere is in fact
another temporal Bell-CHSH inequality [130] that considers a dierent physical
scenario. In this case, there are two dierent times but dierent operator choices
at each time. More precisely, in this scenario Alice measures at time t1 while
Bob measures at time t2 > t1. ese measurements involve dichotomic variables.
Each of them have two measurement choice (i = 1, 2), which can be denoted
Ai and Bi for Alice and Bob respectively. Using assumptions (A1-3) where the
locality of time assumption was explicity stated, one can derive the following
temporal CHSH inequality,
|〈B1A1〉 + 〈B1A2〉 + 〈B2A1〉 − 〈B2A2〉| ≤ 2. (5.143)
Despite the physical dierences, the equation (5.143) can be obtained directly
from the LG inequality (5.142) by seing
Q(t1) = B2, Q(t2) = A1, Q(t3) = B1, Q(t4) = A2. (5.144)
Once again the violation of (5.143) provides a mathematical characterization of a
non-locality across time. A qubit can be shown to violate (5.143) with a maximum
value of 2
√
2. Notice the resemblance of temporal CHSH case (5.143) to the spatial
CHSH case (5.85).
d) Entropic version: We have seen an entropic version (5.89) of the spatial
CHSH inequality. A natural question to consider is whether such a possibility
exists for the temporal LG case. Such a curiosity has been answered in the ar-
mative in the works by [227, 131]. We provide a derivation of this entropic LG
inequalities which utilizes the Shannon entropy (2.20).
In the LG scenario, we have a macroscopic system whereQ(ti) represents an ob-
servable at time ti . Let the outcome be denoted qi with corresponding probability
P(qi). Using assumption (A1), we have the existence of a joint probability dis-
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tribution P(q1,q2, . . .) due to the notion that the outcomes of observable at all
instants of time exist whether the system has been measured or not. Using (A2)
and (A3), we have the result that measurement at an earlier time ti has no inu-
ence on the value at a subsequent time tj > ti ; this implies that joint probabilities
are wrien as convex combinations involving a hidden variable probability dis-
tribution ρ(λ),
P(q1,q2, . . . ,qn) =
∑
λ
ρ(λ) P(q1 |λ)P(q2 |λ) . . . P(qn |λ) (5.145)
where
0 ≤ ρ(λ) ≤ 1,
∑
λ
ρλ = 1, (5.146)
and
0 ≤ P(qi |λ) ≤ 1
∑
qi
P(qi |λ) = 1. (5.147)
One can harness the joint Shannon entropy (2.21) to an observable at two dier-
ent times tk and tk+l , resulting in
H (Qk ,Qk+l ) = −
∑
qk ,qk+l
P(qk ,qk+l ) log2 P(qk ,qk+l ). (5.148)
Using the conditional Shannon entropy (2.22), we can examine the information
held by observableQk+l at time tk+l given it had the valuesQk = qk at a previous
time tk . is can be shown to equate to
H (Qk+l |Qk = qk) = −
∑
qk+l
P(qk+l |qk) log2 P(qk+l |qk), (5.149)
where the conditional probability is expressed as
P(qk+l |qk) = P(qk ,qk+l )
P(qk) . (5.150)
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From this, one can easily derive the full conditional Shannon entropy,
H (Qk+l |Qk) =
∑
qk
P(qk)H (Qk+l |Qk = qk) (5.151)
= H (Qk ,Qk+l ) − H (Qk). (5.152)
Re-arranging this, we obtain
H (Qk ,Qk+l ) = H (Qk+l |Qk) + H (Qk) (5.153)
One further set of inequalities that will be of use is given by the properties in-
trinsic to the Shannon entropy
H (Qk+l |Qk) ≤ H (Qk+l ) ≤ H (Qk ,Qk+l ), (5.154)
where the right-hand inequality signies that two variables can never hold less
information than held by one of them. By combining (5.153) and (5.154) and
extending it to three variables, we obtain
H (Qk ,Qk+m) ≤ H (Qk ,Qk+l ,Qk+m) = H (Qk+m |Qk+l ,Qk) + H (Qk+l |Qk) + H (Qk).
(5.155)
is results in the entropic LG relation
H (Qk+m |Qk) ≤ H (Qk+m |Qk+l ) + H (Qk+l |Qk), (5.156)
for times tk < tk+l < tk+m. A similar line of argument allows one to obtain an
n-measurement entropic LG inequality,
H (Qn |Q1) ≤ H (Qn |Qn−1) + H (Qn−1 |Qn−2) + . . . + H (Q2 |Q1),
(5.157)
for consecutive measurements Q1,Q2, . . . ,Qn for the various times t1 < t2 <
. . . < tn.
Once again a violation of (5.156) or (5.157) is a mathematical characterization of
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non-locality across time. Such a violation has been exhibited by quantum systems.
Of great interest to this thesis is that the interdependence of this non-locality across
time is shocking due to the existence of a time interval. To elaborate, let us con-
sider the equation (5.156). It suggests the information content of the observable
at three dierent times tk < tk+l < tk+m can never be smaller than the informa-
tion content at two time instants. A quantum violation suggests the perplexing
narrative that in fact having the knowledge of an observable at three dierent
times corresponds to less information than knowing the observable at only two
dierent times! From the view of this thesis, the added time interval to introduce
the third time point makes this interdependence across time truly shocking.
5.3.2 rough PBR concepts
a) LG inequalities: One can provide an alternative derivation of the LG in-
equalities (5.138) using ontological models [200, 182, 226]. Recall the use of this
framework in proving the PBR theorem. In this section, our aim is use these
models to compute the correlation functions
Cij =
∑
Qi ,Q j=±1
Qi Qj Pij(Qi ,Qj), (5.158)
and thereby re-derive the LG inequality. We start by describing the state of the
system as outlined in (5.95). is is denoted by an epistemic state µ(λ) over the
set of ontic states λ. Note that the ontic states capture assumption (A1). Next, a
measurement (5.96) at time ti is represented as
ξi(Qi |λ), (5.159)
which signies the probability that of outcomeQi given ontic state λ. We denote
the probability of disturbance by the measurement on the ontic state λ→ λ′ as
γi(λ′|Qi , λ). (5.160)
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In the ontological framework, the joint probability function of two measurements
is then wrien as
P(Qi ,Qj) =
∫
dλ′dλ ξj(Qj |λ′)γi(λ′|Qi , λ) ξi(Qi |λ) µ(λ). (5.161)
Using (A2) and (A3), we have the condition that the disturbance does not aect
the ontic state. is can be expressed generally as
γM (λ′|Q, λ) = δ (λ′ − λ). (5.162)
Hence (5.161) equates to
P(Qi ,Qj) =
∫
dλ ξj(Qj |λ) ξi(Qi |λ) µ(λ). (5.163)
By substituting (5.163) into (5.158), we get
〈Qi Qj〉 =
∫
dλ
∑
Qi ,Q j=±1
Qi Qj ξj(Qj |λ) ξi(Qi |λ) µ(λ) (5.164)
=
∫
dλ〈Qi〉λ 〈Qj〉λ, (5.165)
where 〈. . . 〉λ denotes the expectation value for a given ontic state λ. We can then
express (5.137),
K3 ≡ C21 +C32 −C31, (5.166)
in the following way
K3 =
∫
dλ µ(λ)
(
〈Q2〉λ 〈Q1〉λ + 〈Q3〉λ 〈Q2〉λ − 〈Q3〉λ 〈Q1〉λ
)
. (5.167)
Given that the expectation value of Qi is bounded in magnitude by unity, the
value K3 is once again seen to satisfy the inequality
−3 ≤ K3 ≤ 1. (5.168)
b) Comments:
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i) is expresses the notion that LG inequalities are valid for ontological
models (A1) with locality in time, (A2) and (A3).
ii) Macroscopic realism can be considered as a specic form of the ontological
framework through the formula
µ(λ) =
∑
k
pkνk(λ), (5.169)
where νk(λ) is a distribution of states that all share macroscopic property
k with respect to the relevant measurement M .
iii) e framework of ontological models has also found use in other temporal
seings. In [229], these models were used in arguing that a time symmetric
interpretation of quantum theory is not possible without retrocausality.
5.3.3 rough Games
a) Preliminaries: ere are two considerable problems with the LG inequali-
ties. e rst is that the LG inequalities were designed for macroscopic systems,
as opposed to a single evolving system. e second problem is that correlation
functions that lead to violations of (5.143) can be classically simulated using a
temporal version of the Toner-Bacon protocol [230, 231]. To counter these points,
we will describe the use of games to develop a new formulation [230] of Bell’s
theorem for temporal correlations. We consider the case of a single quantum
system measured at n points in time. e focus will be on a novel denition of
nonclassicality for these temporal correlations, and provide the needed advan-
tages over the LG inequalities.
b) modulo-(m,d) games: e particular n-player game which we will utilize
are known as modulo-m,d games [232]. Each n ≥ 1 players is given an integer
X j ∈ [0, . . . ,d − 1] for some xed integer d ≥ 2. e players are promised that d
divides their sum
n∑
j=1
X j ≡ 0 modd . (5.170)
e players are allowed to give answers in the form of integersYj ∈ [0, . . . ,m−1]
for some xed integer m ≥ 2. e condition for winning the game is if the
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answers satisfy
n∑
j=1
Yj ≡
∑
j X j
d
modd . (5.171)
One can think of these games as a distributed computing task. It can be shown
that these games cannot be solved with certainty using classical randomized al-
gorithms. However, it possible to solve these games with certainty using a quan-
tum GHZ state.
For a temporal scenario, a sequential version of the modulo-m,d game is desired.
is can be achieved as follows. A sequential mudolo-m,d game is a communi-
cation task in which n separate players are given (log d)-bit inputs Xk with the
condition that
n∑
k=1
Xkmodd = 0. (5.172)
e requirement of the players is to provide valuesYk ∈ [0, . . .m−1] that satises
d
n∑
k=1
Yk ≡
n∑
k=1
Xk mod (md) (5.173)
in a sequential protocol. In this sequential case, the kth stage allows the kth
player to produce their local output Yk and communicate a ck-bit message Mk to
the (k + 1)st player.
c) Temporal correlations: Temporal correlations that have the same form as
spatial correlations of an n-qumit GHZ state
|GHZ 〉 = 1√
m
m∑
i=1
|i〉⊗n , (5.174)
are referred to as temporal GHZ correlations. It can be shown that the sequential
mudolo-(m,d) game can be solved exactly using a sequence of POVM measure-
ments on a single qumit state which produces temporal GHZ correlations [230].
d) Nonclassicality of temporal correlations: We describe a new denition
to capture the nonclassical properties of these temporal quantum correlations,
and relate this later to the game. e impetus for this denition comes from the
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notion that an m-level physical system has a classical information capacity of
log2m. e other motivation is that one wants to decide if a set of correlations
is nonclassical purely based on the correlation function. We write the temporal
correlation function as
E(Y1 . . . ,YN |X1 . . . ,XN ), (5.175)
where a sequence of N consecutive measurements on a single quantum system
with measurement seings provided by inputsXk and measurement results given
by numbers Yk . We dene a temporal correlation function (5.175) of the m-level
physical system as nonclassical if all classical algorithms that simulate the func-
tion require more than log2m bits of classical communication at some step of
the simulation. In other words, the correlation function is nonclassical if every
classical simulation of it requires more communication that the classical commu-
nication capacity of the physical system in at least one stage of the simulation.
e) A temporal “Bell inequality”: A key result is that every classical protocol
that solves the sequential modulo-(m,d) games with certainty uses at least
ck = log
d
m
(5.176)
bits of communication in all stages of the protocol except at most md − 1 (not
necessarily consecutive) stages when d is an integer power of 2 andm is even.
is result can be thought of as a Bell inequality in that it limits what one can
do with classical resources and also us to exhibit the nonclassicality of temporal
quantum correlations. is laer piece can be described using the following re-
sult: e temporal GHZ correlations arising from the sequential measurements
on a single qumit, where m is even, are nonclassical for n ≥ 2m3. To prove this
one simply uses result (5.176) and also shows the result that there exists a sequen-
tial modulo-(m,d) game for some d and n for which classical simulation uses in
at least one stage of the protocol more than logm bits of communication.
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5.3.4 Other works
In this subsection, we provide a brief overview on some other interesting works
regarding non-locality across time.
a) Temporal Hardy’s paradox: A temporal version of Hardy’s non-locality
paradox was proposed [233] and experimentally veried [228]. In this scenario,
let Alice and Bob measure one aer the other to signify the temporal property.
Let P(r , s |k, l) denote the probability that Alice obtains result r and Bob obtains
result s given they chose detector seings ak and bl respectively. e temporal
Hardy paradox is that under the LG assumptions (A1-3), the probabilities
P(+1,+1|1, 1) = 0, (5.177)
P(−1,+1|1, 2) = 0, (5.178)
P(+1,−1|2, 1) = 0, (5.179)
P(+1,+1|2, 2) > 0, (5.180)
are mutually inconsistent. antum theory on the other hand provides a way
where these probabilities can be simultaneously be fullled.
b) Indenite causal structures: ere are many frameworks that employ the
use of the Choi-Jamiolkowski isomorphism. One example of this is in the frame-
work of quantum indenite causal structures [234, 235]. It provides a framework
that does not assume a pre-dened global causal structure but only that quantum
theory holds locally. Central to the framework is the “process matrix” which can
be thought of as a generalization of a density matrix. Of interest to the subject
of this thesis is that this framework has been used to analyze temporal quantum
correlations [236, 189]; in this work they experimentally observed multi-time
quantum correlations that cannot be replicated by any spatial quantum state of
equal dimension.
c) Pseudo-densitymatrix: Another generalization of a density matrix is known
as the pseudo-density matrix [237]. is framework has been used to analyze
various temporal quantum correlations including a weaker version than non-
locality across time known as temporal steering [238]. In addition to that it has
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been used in identifying the relationship between temporal correlations and as-
pects of quantum communications [239].
d)antum causal models: Classical causal models have found a wide range
of use in areas of machine learning [240]. ere have been various advances [241,
242] on quantum generalizations of classical causal models. is may lead to a
deeper understanding of how quantum causality diers from classical causality.
Moreover, from the perspective of this thesis, it may provide a platform for the
development of temporal quantum machine learning algorithms.
e) Entangled histories framework: e entangled histories framework [243,
244] (and its consistent histories framework) are based on a analogous version
of a unitary evolution operator known as the bridging operator. e concept
of entanglement in time is introduced within this framework with a focus on
studying the property of monogomy of entanglement (5.88).
6Relativisticantum Information
“You know why we have come together: we must decide what to do about
these new events. e universe is broken wide, and Lord Asriel has opened
the way from this world to another.”
– Philip Pullman, His Dark Materials
THE UNIVERSE contains both quantum physics as well as relativistic eects.
However, a single theoretical description of these diverse phenomena remains
elusive. More recently, there have been investigations on whether the conceptu-
alization of quantum information could play a crucial role for this unication. On
a coarse level, such research activities can be categorized in two directions. e
rst is known as relativistic quantum information (RQI), and it examines the ef-
fects of relativity on the concepts of quantum information science [245, 246, 247].
Besides fundamental reasons, this has important applications most notably to
satellite based quantum communications [248]. e second direction explores
how the concepts of quantum information science could be used to study rela-
tivistic structures [249, 250, 251]. A large motivation for this path stems from the
holographic principle. Both directions use quantum eld theory [252, 253, 254]
which represents a partial unication; this is in contrast to the standard use of
non-relativistic quantum mechanics to articulate quantum information. In this
thesis we focus on the rst direction of RQI, and explore how an entanglement
in space and an entanglement in time manifest themselves in such a seing.
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6.1 Review of Relativity
To understand the relativistic eects on quantum information science, we rst
provide a brief review on the subject of relativity. For a thorough introduction,
we refer the reader to [255].
6.1.1 Special relativity
Perhaps the most shocking temporal eect in special relativity is time dilation.
is can be mathematically described as
∆t = γ∆τ , (6.1)
where ∆t and ∆τ represents the time intervals under consideration, and
γ ≡ 1√
1 − v2
c2
. (6.2)
Ultimately, time dilation and other special relativistic eects are a consequence
of the invariance of the spacetime interval between two events
(∆S)2 = c2(∆t)2 − (∆x)2 − (∆y)2 − (∆z)2, (6.3)
where c represents the speed of light and where we have used coordinates (t ,x ,y, z).
is implies that observers who are in motion to each other should always agree
on the value of the spacetime interval (6.3) despite them disagreeing on the indi-
vidual spatial intervals and time interval. e invariance of this particular combi-
nation of spatial and temporal intervals is what leads to the statement that space
and time form one ‘object’ called spacetime.
A spacetime interval is called timelike if (∆S)2 > 0. is means there is some
frame of reference (coordinate system) where the events occur at the same spatial
location, and there is no frame of reference where the events occur at the same
instant of time. Moreover, an event that occurs rst in one frame of reference,
occurs rst in all frames of reference. A spacetime interval is called spacelike if
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(∆S)2 < 0. is implies that there is some frame of reference where the events
occur at the same instant of time, and there is no frame of reference where the
events occur at the same spatial location. Lastly, a spacetime interval is called
lightlike or null if (∆S)2 = 0. is has the consequence that there is no frame
of reference where the events occur at either the same instant of time or at the
same spatial location. Furthermore, the event that occurs rst in one frame of
reference, occurs rst in all frames of reference.
A spacetime diagram is one where the vertical axis corresponds to time (and
where we set c = 1) and horizontal axis corresponds to one of the spatial coordi-
nates, say z. e origin is an event, denoted by say E. Light rays move on lines
z = t and z = −t , which denes a light cone. Special relativity says that nothing
can travel faster than the speed of light. is can be depicted in an alternative
way in that spacelike intervals are the regions outside the light cone. ese are
the sets of events that are causally unrelated to event E.
e innitesimal version of the spacetime interval (6.3) takes the form
ds2 = c2dt2 − dx2 − dy2 − dz2. (6.4)
6.1.2 General relativity
e theory of general relativity says that spacetime line element (6.4) is one of
many possible spacetime line elements. Each describes a dierent spacetime. e
particular case of (6.4) is known as at spacetime, and the theory of general rel-
ativity includes curved spacetimes. To adequately describe such curvature, the
subject utilizes the mathematics of dierential geometry. e central tenet of dif-
ferential geometry is that an intrinsic description of space could be accomplished
by distance measurements made within that space.
For our brief review, we employ the standard use of the Einstein summation con-
vention where one omits the summation symbol whenever a pair of contravari-
ant and covariant indices appears in one term. We usually let the indices range
over the four spacetime dimensions unless otherwise stated. Hence, (6.4) can be
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wrien as
ds2 = ηab dx
adxb , (6.5)
for coordinates dxa (dx0 = cdt ) and the quantity ηab is known as the Minkowski
metric,
ηab =
©­­­­­«
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
ª®®®®®¬
. (6.6)
More generally, we can represent an arbitrary line element as
ds2 = дab dx
adxb , (6.7)
where дab is known as the metric tensor or simply as metric. A Lorentzian metric
is a metric with signature (+−−−). is means that any given point in spacetime
we can nd coordinates such that
дab = ηab =
©­­­­­«
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
ª®®®®®¬
. (6.8)
In the case of at spacetime, the metric дab = ηab everywhere.
General relativity postulates that spacetime is a four-dimensional manifold equipped
with a Lorentzian metric, дab . A manifold can be thought of as a collection of
points which locally looks like R4. e quantity ds2 = дab dxa dxb is invariant.
e metric tensor plays the crucial role of determining the geometry of the man-
ifold and the important geometric quantities are built from this tensor and its
derivatives. e connection (or Christoel symbol) is given by
Γ abc ≡
1
2 д
ad (дdb,c + дdc,b − дbc,d). (6.9)
e matrix inverse of metric дab is denoted дab . Furthermore, the commas de-
note partial derivatives: Xa,b ≡ ∂bXa ≡ ∂Xa/∂xb . We say a vector is timelike if
201 6.1. Review of Relativity
дabX
aXb > 0, spacelike if дabXaXb < 0 and lightlike or null if дabXaXb = 0
is connection can be dened in terms of the covariant derivative of a tensor
∇b V a = ∂b V a + Γ acb V c . (6.10)
is is a generalization of taking a derivative in curved spaces. Notice the devi-
ation from at space is represented by the connection. e Riemann curvature
tensor is a quantity which measures the extent to which the covariant deriva-
tive fails to commute, and in that sense, the information about the curvature is
located in the components of this tensor. e explicit formula for this tensor is
given by
R abcd ≡ ∂c Γ abd − ∂d Γ abc + Γ aec Γ ebd − Γ aed Γ ebc . (6.11)
e Ricci tensor, Ricci scalar and Einstein tensor are respectively built out of the
Riemann tensor as
Rab ≡ Rc acb , (6.12)
R ≡ дab Rab , (6.13)
Gab ≡ Rab − 12 R дab . (6.14)
From this, the theory of general relativity postulates the Einstein eld equations
Gab =
8piG
c2
Tab , (6.15)
where G is Newton’s constant of universal gravitation. e equations relate the
curvature of spacetime (quantied by Gab) to the distribution of maer and en-
ergy (as quantied by the stress-energy tensor Tab).
e Einstein eld equations allows one to obtain a spacetime from a given maer-
energy distribution. Vacuum spacetimes are solutions where Tab = 0 in (6.15).
is can be shown to be equivalent to the statement that Rab = 0 and is known as
a Ricci-at solution. e at spacetime (6.4) one such solution. Another Ricci-at
solution is known as the Schwarzschild metric which in coordinates (t , r ,θ ,ϕ) is
6. Relativistic antum Information 202
wrien as
ds2 =
(
1 − 2m
r
)
dt2 − 1
1 − 2mr
dr 2 − r 2
(
dθ 2 + sin2θ dϕ2
)
. (6.16)
e parameter m measures the amount of mass inside the radius r , and in the
region r ≤ 2m the metric describes a black hole region. e solution blows up
at r = 0 and r = 2m; the former is known as a physical singularity whereas the
laer is known as a coordinate singularity as it is simply an artefact of the use
of this particular coordinate system.
In this thesis, we have seen the manifestation of the Schro¨dinger equation (3.63).
Along with the Einstein eld equations (6.15), these two pieces form the fun-
damental equations of modern theoretical physics. e aim to unify these de-
scriptions is known as the problem of quantum gravity, and has so far remained
unsolved despite considerable eorts. We make a few remarks on the similarities
of these equations. Both require an energy input; the rst through the energy-
momentum tensor and the the second from the Hamiltonian. e rst equation
describes the dynamics of spacetime while the second equation describes the dy-
namics of a quantity whose direct relationship to the physical world is unknown.
Nevertheless, both output solutions that describe point particles that behave in
the most bizarre manner; general relativity says that point particles cannot exist
but form singularities; quantum theory provides point particles with the most
bizarre properties such as entanglement. Of particular relevance is that the au-
thors Einstein and Rosen of the EPR paper [52], wrote another paper that same
year titled “e particle problem in general relativity” [256]. In it they aempted
(but failed) to build a model of a point particle without a singularity. e work
was later termed the Einstein-Rosen bridge, and provided the pathway for the
most shocking temporal structures in relativity, namely wormholes [4].
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6.2 antum Fields
6.2.1 antum eld theory
We showed in Chapter 3 how the quantum circuit model is based on the pos-
tulates of quantum theory. As a framework, quantum theory (ie those set of
postulates) does not specify the state space, the state vector, or the Hamilto-
nian of a specic physical system under consideration. It merely provides the
mathematical framework for the construction of various physical theories. e
specication of such quantities allows the physics to arise, resulting in dierent
physical theories. Non-relativistic quantum mechanics is only one such theory;
the quantum circuit model corresponds to a non-relativistic two-level quantum
system. antum eld theory is another subset of quantum theory which de-
scribes (special) relativistic quantum particles. In this laer sense, quantum eld
theory can be viewed as a unication of quantum theory and special relativity.
In non-relativistic quantum mechanics, we have a position and a momentum op-
erator; however the existence of these operators are not part of the postulates.
In quantum eld theory, these operators are not well-dened, and position is de-
scribed as a label. We have an operator at each point in space and the collection
of these position-dependent operators is known as a quantum eld. Each quan-
tum eld has what is known as a conjugate momentum density which is also a
function of the spatial label.
e framework of quantum theory can be expressed in the Schro¨dinger pic-
ture (where operators are time independent and states are time dependent), the
Heisenberg picture (where operators are time dependent and states are time in-
dependent), or the Dirac picture (which is an intermediate of the two). In the
Heisenberg picture, the quantum eld then is also a function of time. So far in
this thesis we have been using the Schro¨dinger picture which involves the equa-
tion (3.63). Portraying quantum eld theory using the Schro¨dinger picture results
the Hamiltonian expressed in terms of innitely many degrees of freedom, and
(3.63) taking the form of a functional dierential equation. e quantum eld
state (or wave functional as its known in this case) is a function of time but also
a functional of the classical eld conguration. And the square of the wave func-
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tional gives the probability density for measuring a certain eld conguration.
On a related note, all the foundational mysteries regarding quantum theory, such
as the measurement problem, still remain.
Despite that the Heisenberg picture is rarely used to introduce the subject of
non-relativistic quantum mechanics, it is precisely the Heisenberg picture that
is oen used to introduce quantum eld theory. We aim to provide the most basic
tools of this subject in order to progress towards to the entanglements in RQI.
6.2.2 antization
e procedure of quantization allows one to obtain a physical theory of a quan-
tum system from an analogous classical system. As an example, it allows one to
obtain a quantum Hamiltonian operator from a classical Hamiltonian function.
a) Harmonic oscillator: In non-relativistic quantum mechanics, one oen
quantizes a harmonic oscillator. A classical harmonic oscillator with external
force J (t) satises the equation of motion
Üq = −ω2q + J (t), (6.17)
where Hamiltonian is wrien as
H (p,q) = p
2
2 +
ω2q2
2 − J (t)q, (6.18)
where q is the spatial coordinate and p is the momentum. antization involves
turning q and p into respective operators qˆ(t) and pˆ(t) that satisfy the following
commutation relation
[qˆ, pˆ] = i, (6.19)
where we have set ~ = 1. From these quantities, one can dene the annihilation
and creation operators which can respectively be expressed as
aˆ(t) ≡
√
ω
2
[
qˆ(t) + i
ω
pˆ(t)
]
, aˆ†(t) ≡
√
ω
2
[
qˆ(t) − i
ω
pˆ(t)
]
. (6.20)
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ese satisfy
[aˆ(t), aˆ†(t)] = 1, (6.21)
at every moment of time. rough various computations and a nal substitution
into (6.18), one can obtain the quantum Hamiltonian operator
Hˆ =
ω
2 (aˆ
†aˆ + aˆaˆ†) − aˆ
† + aˆ√
2ω
J (t). (6.22)
One can proceed to construct a basis for the corresponding Hilbert space. is
assumes the existence of normalized state |0〉 (note this is not the element from
the computational basis states (3.4)) where
aˆ |0〉 = 0. (6.23)
is state is known as the vacuum state. One can create excited states
|n〉 = 1√
n!
(aˆ†)n |0〉 , (6.24)
for n ≥ 1. All possible quantum states of the oscillator can be wrien as
|ψ 〉 =
∞∑
n=0
ψn |n〉 ,
∞∑
n=0
|ψn |2 = 1. (6.25)
b) Field quantization: Classical relativistic elds can be described by equa-
tions such as the Klein-Gordon equation, the Dirac equation, and the Maxwell
equations. eir role is analogous to harmonic oscillator in that they provide a
classical Hamiltonian for quantization. e quantization of these classical eld
equations provides the quantum eld theory (which in turn results in a descrip-
tion of relativistic quantum particles). More precisely, the Schro¨dinger equations
corresponding to each of the classical eld equations articulates the dierent
quantum eld theories. In this section, we will describe this quantization using
the Heisenberg picture for the specic case of the Klein-Gordon equation. e
scalar eld satisfying this equation can be thought of as a set of innitely many
harmonic oscillators. Hence our quantization method will relate to the method
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used to quantize a harmonic oscillator. To start this procedure, we have classical
scalar eld ϕ which satises the Klein-Gordon equation
ϕ = 0, (6.26)
where the d’Alambertian operator  is dened as
ϕ ≡ 1√−д∂µ(
√−ддµν∂νϕ). (6.27)
We have used notation д = det(дab). In at two-dimensional spacetime (6.5), the
metric is given by дµν = ηµν = {+−}. Hence we have
ϕ = (∂2t − ∂2z )ϕ, (6.28)
for coordinates (t , z). e solution to the Klein-Gordon equation are plane waves
in Minkowski spacetime M ,
uω,M (t , z) = 1√
4piω
e−iω(t−ϵz), (6.29)
where ϵ equates to +1 for positive momentum modes and to −1 for negative
momentum modes. ese plane wave solutions are known as global eld modes.
e modes where ω > 0 are orthonormal with respect to a Lorentz invariant
inner product
(ϕ,ψ ) = −i
∫
Σ
(ψ ∗∂µϕ − (∂µψ ∗)ϕ)dΣµ . (6.30)
Our next step is to quantize this scalar eld. To do so we require a time-like
Killing vector eld. We say that K is a Killing vector eld if
LKдµν = 0 (6.31)
where the Lie derivative of the metric tensor is dened as
LKдµν ≡ Kλ∂λдµν + дµλ∂νKλ + дνλ∂µKλ . (6.32)
If a spacetime has a Killing vector eld, then one can nd a basis for the plane
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wave solutions of the Klein-Gordon equation such that
LKuk,M = K µ∂µuk,M = −iωuk,M . (6.33)
It can be shown that if K is a time-like Minkowski vector eld, then the Lie
derivative corresponds to ∂t . en (6.33) takes the form
∂tuk,M = −iωuk,M (6.34)
∂tu
∗
k,M = −iωu∗k,M (6.35)
where we identify ω > 0 with a frequency. One can classify the plane wave
solutions to the Klein-Gordon equation as
uk → positive frequency solutions (6.36)
u∗k → negative frequency solutions (6.37)
e quantized eld can be obtained using these positive and negative frequency
solutions. More precisely, the quantized eld satises equation
ϕˆ = 0, (6.38)
and is given by the operator value function
ϕˆ =
∫
(uk,Mak,M + u∗k,Ma†k,M )dk . (6.39)
e operators a†
k,M
and ak,M are creation and annihilation operators which satisfy
[ak,M ,a†k ′,M ] = δk,k ′ . (6.40)
Observe that positive frequency solutions are associated with annihilation op-
erators, whereas negative frequency solution correspond to creation operators.
Furthermore, these creation and annihilation operators are analogous to case of
the harmonic oscillator (6.20). We also have a vacuum state for the quantum eld
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which is dened by
ak,M |0〉M = 0. (6.41)
is is analogous (6.23). In fact, the vacuum state can be expressed as
|0〉M =
∏
k
|0k〉M , (6.42)
where |0k〉M is the ground state of mode k . e vacuum can be physically
thought of as ‘empty space.’ e action of the creation operators on the vacuum
allows one to dene particle states
|n1, ...,nk〉M = (n1!, ...,nk !)−1/2 a†n11,M ...a†nkk,M |0〉M . (6.43)
is procedure implies that only when there exists a time-like Killing vector eld
is the notion of a particle well-dened.
c) Bogoliubov transformation: For the scenario that a spacetime admits a
time-like Killing vector eld, the vector eld is generally not unique. In our
procedure we used ∂t , and another such vector eld could be denoted by ∂tˆ . For
each case, one can obtain a basis for the solutions which we respectively denote
{uk ,u∗k} and {u¯k , u¯∗k}. Positive and negative frequency solutions can be identied
for the other basis as well. Hence, the eld can be equivalently quantized in both
bases,
ϕˆ =
∫
(ukak + u∗ka†k)dk =
∫
(u¯k ′a¯k ′ + u¯∗k ′a¯†k ′)dk′. (6.44)
By utilizing the inner product, it is possible to obtain a transformation, known
as the Bogoliubov transformation, between the representations for the creation
and annihilation operators
ak =
∑
k ′
(α∗kk ′a¯k ′ − β∗kk ′a¯†k ′), (6.45)
where αkk ′ = (uk , u¯k ′) and βkk ′ = −(uk , u¯∗k ′) which are known as the Bogoliubov
coecients. Both vacuum states are dened as
ak |0〉 = a¯k ¯|0〉 = 0 (6.46)
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and hence it is possible to derive a transformation between the two vacuum
states.
d) For RQI: e eld from the above procedure is just one type of quantum eld
theory. Collectively, quantum eld theories provide a description of relativistic
quantum systems. e eld of RQI uses quantum eld theory, as opposed to
non-relativistic quantum mechanics, to express quantum information and its in-
formation tasks. In this sense, it allows one to investigate the eects of relativity
on the concepts of quantum information science.
6.2.3 Locality in RQI
In Chapter 5, we dened locality as systems that obey the Bell-CHSH inequality
(5.85). It is important to use the more precise terminology of Bell locality in
relation to (5.85) given that there are other mathematical characterizations of
the notion of locality [57]. In quantum eld theory, locality is quantitatively
expressed in a dierent manner to (5.85), and is also more commonly referred
to as causality [257]. It captures the notion that a measurement at one spatial
location say x cannot aect a measurement at another spatial location y, when
x and y are not causally connected.
More rigorously, causality is the requirement that all operators commute for
spacelike separation
[O(x),O(y)] = 0 for (x − y)2 < 0. (6.47)
One oen says that the theory is causal if the commutators vanish outside the
light cone. Nevertheless, (6.47) does not make a distinction between the for-
ward light cone and backward light cone. In [258] it was shown that there is
an implied arrow of causality (meaning what is the past and what is the future)
which is connected to the sign of the imaginary number in the quantization pro-
cedure. Reversing the sign of the factors of i leads to a causal theory with the
consequence of an arrow of causality running from large times to small times.
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6.2.4 Entanglement in RQI
In Chapter 4, we dened entanglement as the nonseparability of a state (4.2). is
nonseparability was also expressed through the density operator as (4.35). De-
spite RQI harnessing the framework of quantum eld theory, it utilizes the same
algebraic nonseparability denition of entanglement as non-relativistic quantum
mechanics. An open question in RQI [246] is whether there exists a more gen-
eral notion of quantum interdependence for relativistic quantum systems which
maps to the standard notion of entanglement in the non-relativistic regime.
To articulate the current denition [133], consider a spacetime manifold M , with
two subsets of it denotedR1 andR2. e states of the eld restricted to each subset
are described by respective Hilbert spaces, HR1 and HR2 . If the eld operators
commute between the two regions then one can say that HR1 and HR2 represent
independent systems. en the state of the quantum eld ρ restricted to R1 ∪ R2
is called entangled if it is not separable, meaning if it cannot be represented as
ρ =
∑
i
piρ
i
1 ⊗ ρi2, (6.48)
where ρi1 are density operators on HR1 and ρi2 are density operators on HR2 , with
pi ≥ 0. Notice that this denition is analogous to (4.35).
Our aim in the next section is to show that the vacuum state (6.42) of a quan-
tum eld is an entangled state. We will do this through the state as opposed to
a density operator framework. It is important to emphasize that whether a state
is entangled or not depends on the tensor-product decomposition that is cho-
sen for the total Hilbert space [247]. Hence the concept of entanglement in the
eld is to be understood within this context. To elaborate on maer, let Held de-
note the Hilbert space associated to the free scalar eld in Minkowski spacetime
(6.39). If we decompose that Hilbert space into plane wave modes, then we have
decomposition
Held =
⊗
k
L2(R)k (6.49)
where L2(R)k is the countably innite harmonic oscillator state space with mode
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k . Using this, the Minkowski vacuum is not entangled but can be decomposed
into product state
|0〉M =
⊗
k
|0k〉M , (6.50)
which is equivalent to (6.42). However, as we shall describe one can also decom-
pose the eld into a le and right half (known as Rindler wedges)
Held = Hle
⊗
Hright. (6.51)
en the Minkowski vacuum state is a tensor product of two-mode squeezed
(TMS) states in pairs of (Rindler) modes indexed by ω
|0〉M =
⊗
ω
|TMS〉(ω,I );(ω,I I ) . (6.52)
TMS states are a central topic in the area of quantum optics [259]; physically in
squeezed states the noise of the electric eld at certain phases falls below that of
the vacuum state; however our focus is solely on the mathematical description.
e above decomposition represents a bipartite entanglement across the le-
right cut, and the explicit form of equation (6.52) will be articulated in the next
section. We also would like to point out that the analysis in the next sections are
all in 1 + 1 dimensions.
6.3 Spacelike Entanglement
6.3.1 Denition
Recall the RQI denition of entanglement as expressed through (6.48) using sub-
sets R1 and R2 of spacetime M . A further distinction can be made [133]. If all the
points in R1 are spacelike separated with respect to all points in R2, then we say
that the quantum eld in R1 is spacelike entangled with respect to the quantum
eld in R2. In other words, this nonseparability of the state of the quantum eld
can be regarded as an entanglement in space as described in Chapter 4. However
in this relativistic seing, the spatial aspect is articulated far more precisely by
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using the light cone structure i.e. spacelike intervals.
6.3.2 Le-Right entanglement
e two-dimensional Minkowski spacetime (t , z) can be broken up into regions
using the light cone structure. e spacelike regions outside the light cone |t | <
−z and |t | < z are respectively known as the le Rindler wedge and right Rindler
wedge. We want to show that the Minkowski vacuum can be wrien as a space-
like entangled state between the le and right Rindler modes [260].
a) Independent systems: For the possibility of entanglement, we want that
the elds within the le and right Rindler wedges are considered as independent
systems. is is a requirement as we want to quantize them separately. Such a
condition gets fullled if the commutators vanish
[ϕˆ(xL), ϕˆ(xR)] = 0. (6.53)
For spacelike intervals, this vanishing holds for both massive and massless elds.
b) Minkowski plane waves: Our derivation rests on the following statement:
Ordinary plane waves in Minkowski spacetime cover the spacetime. Our coor-
dinates for Minkowski spacetime is (t , z) and hence the massless scalar eld in
two dimensions satises ( ∂2
∂t2
− ∂
2
∂z2
)
ϕˆ = 0. (6.54)
If we were to use light-cone coordinates
U = t − z, V = t + z, (6.55)
then we can write the eld in terms le and right moving sectors
ϕˆ(t , z) = ϕˆ−(U ) + ϕˆ+(V ). (6.56)
Given that the le and right moving sectors do not interact, we can discuss the
eect for the le-moving sector to simply the exposition. rough expansion,
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one nds that
ϕˆ(V ) =
∫ ∞
0
dk[bˆ+k uk(V ) + bˆ†+ku∗k(V )], (6.57)
where
uk(V ) = (4pik)−1/2e−ikV . (6.58)
e Minkowski spacetime plane waves are given by (6.58) and its complex con-
jugate. e Minkowski vacuum which we denote |0M〉 is dened as
bˆ+k |0M〉 = 0, (6.59)
for all k .
c) Rindler plane waves: For the right Rindler wedge (0 < V ), we have the
coordinate transformation
t = a−1eaϵ sinh(aτ ), z = a−1eaϵ cosh(aτ ). (6.60)
Due to the conformal invariance of the massless wave equation in two dimension,
the wave equation takes the same form as (6.54),( ∂2
∂τ 2
− ∂
2
∂ϵ2
)
R
ϕˆ = 0. (6.61)
Obtaining analogous light-cone coordinates
χ = τ + ϵ, κ = τ − ϵ, (6.62)
we can express the le-moving sector as
ϕˆ+(V ) =
∫ ∞
0
dω[aˆR+ωдRω(χ ) + aˆR†+ωдR∗ω (χ )]. (6.63)
e mode solutions or plane waves in Rindler coordinates are
дRω(χ ) = (4piω)−1/2e−iωχ . (6.64)
Without repeating all the details, similar calculations and results can be made
6. Relativistic antum Information 214
for analogous light cone coordinate, χ , in the le Rindler wedge (V < 0 < U ). In
particular the mode function takes the form
дLω(χ ) = (4piω)−1/2e−iωχ . (6.65)
e vacuum state for the le Rindler wedge and right Rindler wedge are the
identical. It is known as the Rindler vacuum |0R〉 and it is dened through
aˆR+ω |0R〉 = aˆL+ω |0R〉 = 0, (6.66)
for all ω.
d) Bogoliubov transformation: e Minkowksi light cone coordinates are
related to the analogous Rindler light cone coordinates through
V = a−1eaχ , V = −a−1e−aχ . (6.67)
Since the modes are complete in their region, we can expand the Rindler modes
дRω(χ ) and дLω(χ ) in terms of Minkowski plane waves, uk(V ) and u∗k(V ), because
the plane waves are dened over all spacetime. Hence, we can express one set of
modes in terms of the other (i.e. using Bogoliubov transformations). e Heavi-
side function is used to make the expression valid in their respective quadrant,
θ (V )дRω(χ ) =
∫ ∞
0
dk (αRωkuk(V ) + βRωku∗k(V )), (6.68)
θ (−V )дLω(χ ) =
∫ ∞
0
dk (αLωkuk(V ) + βLωku∗k(V )). (6.69)
ese Rindler modes form a superposition of Minkowski plane waves and the
coecients, α and β , are the Bogoliubov coecients. Solving equations (6.68)
and (6.69) gives the relations
βLωk = −e−piω/aαR∗ωk βRωk = −e−piω/aαL∗ωk (6.70)
e) L-R entanglement: By substituting (6.70) back into (6.68) and (6.69), we can
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dene a new set of modes known as the Unruh modes,
Gω(V ) = θ (V )дRω(χ ) + θ (−V )e−piω/aдL∗ω (χ ), (6.71)
Gω(V ) = θ (−V )дLω(χ ) + θ (V )e−piω/aдR∗ω (χ ). (6.72)
ese share the Minkowski vacuum
aˆGω |0M〉 = aˆGω |0M〉 = 0. (6.73)
e Unruh mode annihilation operators can be wrien in terms of the Rindler
annihilation and creation operators as follows
aˆGω = (aˆRω − e−piω/aaˆL†ω ), (6.74)
aˆGω = (aˆLω − e−piω/aaˆR†ω ). (6.75)
ese expressions can be combined to produce the equation
(aˆR†ω aˆRω − aˆL†ω aˆLω) |0M〉 = 0. (6.76)
We proceed to use the approximation thatω is discrete. From the previous equa-
tion we obtain,
|0M〉 =
∏
i
Ci
∞∑
ni=0
e−piniωi/a
ni !
(aˆR†ωi aˆL†ωi )ni |0R〉 (6.77)
where Ci =
√
1 − e−2piωi/a . is is a spacelike entanglement of the Minkowski
vacuum in terms of the le and right Rindler modes. One can re-express equation
(6.77) as
|0M〉 =
∏
i
Ci
∞∑
ni=0
e−piniωi/a |nRi 〉 ⊗ |nLi 〉 (6.78)
where |nRi 〉 is the state of a Rindler mode restricted to the right wedge, containing
n excitations of frequency ωi . In an analogous manner, |nLi 〉 is the Rindler mode
restricted to the le wedge. is state is entangled as it is nonseparable between
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the le and right wedges.
6.3.3 Implications
We discuss some observations of this spacelike entanglement. One can form a
density operator using (6.77) and trace over either one of the regions. is results
in a thermal state with temperature,
T =
a~
2pikc , (6.79)
where ~ is the reduced Planck’s constant and k is the Boltzmann’s constant.
is quantity is commonly referred to as the Unruh temperature. By utilizing
the Rindler coordinates, one can intepret the temperature in the following way:
While inertial observers describe the eld to be the vacuum, observers in uniform
acceleration observe a state thermalized with particles at the Unruh temperature.
Hence the particle content of a eld is observer dependent! is Unruh temper-
ature is in fact analogous to the famous Hawking temperature of a black hole
TH =
~c3
8piGMk , (6.80)
where M is the mass of the black hole (6.16). From an RQI point of view, one can
say that the section of the quantum vacuum trapped behind the event horizon
r = 2m is spacelike entangled with that outside. From the temperature (6.80),
one can derive the Bekenstein-Hawking entropy of a black hole
SBH =
c3Ak
4G~ , (6.81)
where A is the surface area of the black hole (ie area of the event horizon). How-
ever it is not known what the microscopic nature the black hole entropy is, and
many consider this formula as the crucial clue to quantum gravity.
In terms of quantum information protocols, in [261] it was shown that this Unruh
eect reduces the delity of quantum teleportation. is alluded to the notion
that entanglement is degraded in non-inertial frames. is was clearly shown
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in [262] where degradation of spacelike entanglement was quantied when one
of the observers moved in uniform acceleration. Such a case was also mapped
into the scenario of an observer falling into a black hole resulting in a similar
degradation. ese results imply that entanglement is an observer dependent
phenomenon! In Chapter 4, we mentioned the procedure of entanglement swap-
ping. is notion carries over to RQI and is referred to as entanglement extraction
or entanglement harvesting [247]. It is the process of extracting eld entangle-
ment by local quantum systems interacting with the eld in a spacelike separated
way. is harvesting procedure can be generalized into entanglement farming.
6.4 Timelike Entanglement
6.4.1 Denition
Recall the RQI denition of entanglement as expressed through (6.48) using sub-
sets R1 and R2 of spacetime M . Analogous to the spacelike case, one can provide
a timelike version [133]. If all the points in R1 are timelike separated with respect
to all points in R2, then we say that the quantum eld in R1 is timelike entangled
with respect to the quantum eld in R2. In other words, this nonseparability of
the state of the quantum eld can be regarded as an entanglement in time as
described in Chapter 4. However in this relativistic seing, the temporal aspect
is articulated far more precisely by using the light cone structure i.e. timelike
intervals.
6.4.2 Future-Past entanglement
We want to focus on the regions inside the light cone in the two-dimensional
Minkowski spacetime (t , z). e regions t > |z | and t < −|z | are known re-
spectively as the Future and Past. We proceed to describe the work in [263]
which showed the Minkowski vacuum can be wrien as a timelike entangled
state between the future and past modes. It follows an analogous procedure to
the spacelike case.
6. Relativistic antum Information 218
a) Independent systems: For massless elds, the commutator vanishes for
timelike intervals
[ϕˆ(xF ), ϕˆ(xP )] = 0. (6.82)
Hence we can quantize the massless elds in F and P as independent systems.
e concept of independent system also remains valid as an approximation when
the commutator is small.
b) Minkowski plane waves: Exactly the same content as the spacelike case.
c) Future-Past plane waves: For the future quadrant F we have the coordinate
transformation
t = a−1eaη cosh(aζ ), z = a−1eaη sinh(aζ ). (6.83)
For the past quadrant P we have the coordinate transformation
t = −a−1eaη cosh(aζ ), z = −a−1eaη sinh(aζ ). (6.84)
Due to conformal invariance of the massless wave equation, the wave equations
take the same form as (6.54). With analogous light cone coordinates,
ν = η + ζ , ν = −η − ζ , (6.85)
we obtain mode functions in these coordinates (like in the spacelike case). ese
modes are called conformal modes and are wrien as
дFω(ν ) = (4piω)−1/2e−iων , (6.86)
дPω(ν ) = (4piω)−1/2e−iων . (6.87)
ese conformal modes resemble the Rindler modes (6.64) and (6.65). In fact we
will show that these are the Rindler modes. Hence their annihilation operators
dene the Rindler vacuum
aˆF+ω |0R〉 = aˆP+ω |0R〉 = 0, (6.88)
for all ω.
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d) Bogoliubov transformation: e main construct we require, regardless
of spacelike or timelike case, are the Minkowski plane waves. For the spacelike
case, we utilized the coordinate transformation
V = a−1eaχ , V = −a−1e−aχ , (6.89)
and for the timelike case we nd that
V = a−1eaν , V = −a−1e−aν . (6.90)
is shows that the light cone coordinate, V , has the same functional relation-
ship to χ as to ν . More precisely, дRω(χ ) and дFω(ν ) are identical functions of V
since χ (V ) = ν (V ). is implies that they are made of the same combination of
Minkowski plane waves. Mathematically, these are the same quantities. A simi-
lar relationship holds between дLω(χ ) and дPω(ν ). In other words, these conformal
modes are alternative expression for Rindler modes. erefore when we expand
these modes into Minkowski plane waves
θ (V )дFω(ν ) =
∫ ∞
0
dk (αFωkuk(V ) + βFωku∗k(V )), (6.91)
θ (−V )дPω(ν ) =
∫ ∞
0
dk (αPωkuk(V ) + βPωku∗k(V )), (6.92)
and compare to (6.68) and (6.69) we obtain relationships
αFωk = α
R
ωk , β
F
ωk = β
R
ωk , α
P
ωk = α
L
ωk , β
P
ωk = β
L
ωk . (6.93)
e) F-P entanglement: From here, we carry the same procedure as the spacelike
case except to replace labels R to F , and L to P . is produces the nal result,
|0M〉 =
∏
i
Ci
∞∑
ni=0
e−piniωi/a
ni !
(aˆF†ωi aˆP†ωi )ni |0R〉 (6.94)
where Ci =
√
1 − e−2piωi/a . is shows a timelike entanglement between the past
and the future in the Minkowski vacuum.
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6.4.3 Implications
We make a few remarks on the F -P entanglement expressed in (6.94), in particular
on its similarity with the temporal entanglement in Chapter 4. Although the
quantum eld is causally disconnected between F and P , measurements in F
(for example, projections onto дω-particle number) can collapse the state of the
eld in P . Similarly measurements in P should collapse the state in F . is is
analogous to the properties of entanglement in time discussed in Chapter 4. e
similarities to temporal Bell states (4.174) become more striking when in a recent
work [132] it was theoretically shown that this future-past entanglement (6.94)
could be extracted to a pair of qubits that do not coexist at the same time.
Another extraction for this timelike entanglement was proposed in [133]. is in-
volved the use of two detectors. One of the detectors interacted with the vacuum
in the past while the other detector waits and interacts with the future vacuum.
e two detectors end up becoming entangled. More precisely the timelike en-
tanglement in the Minkowski vacuum is converted into bipartite entanglement
between detectors at a constant time. However, the procedure requires a partic-
ular time correlation for the extraction to optimally occur. is was stated more
shockingly through an example as, “a detector that is switched on and o in the
vicinity of a quarter to 12:00 can become entangled with a detector interacting with
the eld at the same spatial location in the future, but only if the later detector
waits to be switched on and o at a quarter past 12:00.” It is therefore not sur-
prising to see that the existence of a time interval (in this case thirty minutes) is
what makes the interdependence of this timelike entanglement shocking.
7Conclusion
“My soul, my soul, where are you? Do you hearme? I speak, I call you–are
you there? I have returned, I am here again. I have shaken the dust of all
the lands from my feet, and I have come to you, I am with you. Aer long
years of long wandering, I have come to you again…”
– Carl Jung, e Black Books
IN THE REALM of quantum physics, we have witnessed a shocking interdepen-
dence across time in a system of multiple particles (in Chapter 4), a single particle
(in Chapter 5), and zero particles (in Chapter 6). We found that the entanglement
in time (in Chapter 4) and the timelike entanglement (in Chapter 6) are similar
in nature. Both utilize the same algebraic denition of nonseparability. Both can
be expressed in terms of an entanglement between qubits that do not coexist.
However, the timelike entanglement articulates itself more clearly through the
light cone terminology. Despite the common use of referring to non-locality in
time (in Chapter 5) as an entanglement in time, we argue for the distinction to be
clearly made. Non-locality in time is not an algebraic denition of nonseperabil-
ity but rather the property of experimental measurement correlations. Moreover,
further care needs to be taken in the RQI case where the term locality is char-
acterized in a vastly dierent manner. In this chapter, we summarize the main
achievements of this thesis and discuss future projects that relate to its topic.
ey range from conservative next steps to imaginatively speculative paths.
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7.1 Summary
is thesis provides one of the rst systematic expositions on the concept of
entanglement in time of quantum systems. Furthermore, the thesis contrasts it
with the more familiar concept of entanglement in space. e similarities and
dierences between these concepts are examined in the context of quantum in-
formation, quantum foundations and relativistic quantum information.
e thesis also achieved various original contributions:
a) antum blockchain: We designed a quantum information application of
entanglement in time, namely a quantum blockchain [135]. Most other appli-
cations of quantum information harness an entanglement in space. ough the
literature does refer to a few other applications of entanglement in time, they
are fundamentally modications of the spatially entangled case. erefore, our
work can be regarded as the rst novel application of entanglement in time.
b) Monty hall teleportation: We designed a Monty Hall version of quantum
teleportation [71]. e teleportation protocol is one of the most explored topics
in quantum information and our work has added novel techniques into this area.
Future work may involve porting these techniques to other quantum protocols.
c) Teleportation involving noise: We developed a variation of the teleporta-
tion protocol for the eect of noise on teleportation [71]. is work could be of
great applicability to practical quantum communication networks.
d) PBR game: We provided one of the rst (if not the rst full) reformulation
of the Pusey-Barre-Rudolph theorem into a quantum game [71]. Given that
game-theoretic versions of the CHSH inequalities have played a non-trivial role
in quantum information and its foundation, time will only tell how impactful our
gamication of this recent foundation result will be.
e) Density matrix in Gleason’s theorem: We provided an explicit construc-
tion of the density matrix in Gleason’s theorem [162]. Such a construction was
missing in the vast literature concerning the foundations of quantum physics.
f) Geometric proof of KS theorem: We constructed a simplied geometrical
proof [176] of the Kochen-Specker theorem in quantum foundations.
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7.2 antum Time Machines
Our exploration moved from classical information (in Chapter 2), towards quan-
tum information (in Chapter 3), to nally an examination of the entanglements
within quantum information science (in Chapter 4). Much like classical infor-
mation was the resource for the development of the ‘Information Age’, one can
imagine that quantum information may transform the world to a ‘antum In-
formation Age.’ More pragmatically, the applications of quantum information
can be regarded as a technological frontier. Others have harnessed quantum
information to build teleportation systems or create the most powerful com-
puters. In this thesis, we have used quantum information to design a quantum
blockchain, which can be viewed as a ‘quantum time machine.’
Classically, a time machine is any system that permits one to travel into the past,
and a rigorous denition can be found in [4]. Using quantum physics, we believe
that a broader class of time machines may be possible; this includes functional-
ities that we have not yet imagined. To be more precise, we dene a quantum
time machine as any quantum system that can perform information tasks across
time in classically impossible ways. A more rigorous denition could perhaps be
formulated with the use of constructs known as steering inequalities [264, 265].
Our view is that quantum time machines (instead of quantum teleportation or
quantum computers) will be the most shocking applications of quantum infor-
mation, and the most exciting technologies for the world’s transformation to the
antum Information Age. We proceed to outline three possible projects regard-
ing these temporal-based quantum information technologies.
7.2.1 Temporal cryptography
In Chapter 4, entanglement in space was described through the tools of qubits,
density operators and entropy. e entropic analysis was particularly useful
in the construction of entropic uncertainty relations with a spatially entangled
memory (4.71). ese relations were ultimately related to the security of quan-
tum cryptographic protocols (4.116).
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For the entanglement in time in Chapter 4, a description through entropy was
not found in the literature. Rather than providing an analysis using the Shannon
or von Neumann entropy, a novel next step is to make use of certain temporal
entropic quantities. In classical information theory, two relatively recent quan-
tities in the analysis of temporal data are the transfer entropy [266, 267, 268] and
the past entropy [269, 270]. Modications of these quantities for the quantum
case may allow one to beer analyze the entanglement in time. Furthermore,
it may allow for the derivation of a unique set of entropic uncertainty relations
with a temporally entangled memory. Following the spatial case, this may lead
to the development of temporal quantum cryptographic protocols, which secure
information across time in classically impossible ways.
7.2.2 Network consensus
In our quantum blockchain, the entanglement in time was harnessed for the data
structure component. However, we believe that one of the best applications of
entanglement in time could be in the network consensus component.
Prior to the inception of blockchain systems, network consensus was considered
to be central topic within the subject of distributed algorithms [271]. An impor-
tant aspect to this subject is the timing model which captures the timing of events
in a distributed computer network. is can be synchronous (processors per-
forming communication and computation in perfect lock-step synchrony), com-
pletely asynchronous (taking steps at arbitrary speeds and arbitrary order), or
partially synchronous (where processors have partial information about the tim-
ing of events). Given this temporal environment, one research direction would
be to harness an entanglement in time to develop quantum distributed consensus
algorithms that can outperform the classical algorithms within each of scenarios
of the timing model.
A far more interesting path would be when one considers the network con-
sensus protocols that blockchain systems have recently introduced. Advanced
blockchain systems such as proof-of-elapsed-time systems [272] and hedara hash-
graph [273] have a signicant temporal property to their design. But far more
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important is that blockchain consensus overall have a probabilistic aspect that
makes their system operational. Given that an entanglement in time is a tem-
poral phenomenon with (quantum) probabilistic properties, it may be the case
that developing probabilistic consensus protocols is their ‘killer app.’ One can
imagine that these protocols would allow a network to achieve consensus across
time in classically impossible ways.
7.2.3 Temporal logical machines
One can think of a digital computer as a machine that carries out boolean logic.
antum computers or more precisely the quantum circuit model can be thought
of as a quantum analogy of boolean operators. As an example, one refers to the
Pauli operator σx as the quantum NOT operator. ere has been recent work to
reformulate the quantum circuit model into other frameworks; one such example
utilizes category theory [274, 275] which provides various advantages.
Using a similar line of reasoning, we speculate that an entanglement in time
may not be best captured through the quantum circuit model which is founded
on boolean logic. ere exists a well developed eld known as temporal logic
[276, 277, 278] which involves various temporal logical operators. An ambitious
path would be to develop a model that can be considered a quantum analogue
of temporal logic. is may beer capture the the eect of entanglement in time
than the boolean logic inspired quantum circuit model. We speculate that such
a framework may lead to the derivation of radically new types of time machines
i.e. temporal logical machines that may be as revolutionary as digital computing.
7.3 What isantum Information?
Entanglement in time is a most shocking temporal eect which is fundamentally
mysterious. antum information (ie quantum state), such as the complex num-
bers in (3.40), allowed us to mathematically express this entanglement in time.
We viewed similar temporal eects from a foundational perspective in Chapter
5 as well as in the relativistic regime in Chapter 6. If quantum information rep-
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resents a physical quantity, then an entanglement in time magnies the disrup-
tion of quantum physics onto the classical temporal world far greater than any
other eect. Furthermore in antum Foundations, holding an epistemic view
of quantum information has drastic consequences, and in RQI the unication of
quantum information with the Einstein equations is still the most important open
problem in theoretical physics. erefore, from such a wide exploration we come
to appreciate the most fundamental mystery: What is quantum information?
In this thesis, we take the view that there are two separate problems, a theo-
retically inclined problem and a physically inclined problem. e theoretical
problem is what does quantum information or the quantum state physically rep-
resent? e physical problem is what is the physical state of the quantum system
when it is not observed? (A renement of the laer question is: Where is the mass
of a quantum particle located or distributed when we do not observe it?) e con-
nection between the quantum state and its corresponding unobserved system is
not direct within the postulates of quantum theory (note that a quantum state is
not a probability distribution; probability requires squaring it rst). is lack of
direct connection provides the ambiguity that results in the inception of the two
problems described. We present three directions that relate to entanglement in
time that could lead to an advancement towards answering these two problems.
7.3.1 Null tetrads
RQI is currently presented through the metric formulation of general relativity.
ere is an equivalent picture of general relativity known as the null tetrad for-
mulation [279, 280]. It views the light cone structure as the fundamental entity,
and elevates complex numbers as central quantities within relativity.
More precisely, one can dene a set of light-like or null vectors as a basis. By
tetrad, this implies a basis of four vectors. Hence, at each point on the spacetime
manifold, there are four null vectors la,na,ma,ma with specic properties that
we shall describe. e vectors la and na are real and satisfy la na = 1. e other
two vectors,ma,ma are complex null vectors and have the property that they are
complex conjugates of each other and satisfy the condition, ma ma = −1. e
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relationship of the null tetrad to the metric tensor (6.7) can be expressed as
дab = la nb + na lb −ma mb −ma mb , (7.1)
дab = la nb + na lb −ma mb −ma mb . (7.2)
e spacelike and timelike entanglements in RQI were based on regions sepa-
rated by the light cone structure. Perhaps by using the null tetrad formulation,
one may be able to express these entanglements more eciently. is may pro-
vide some ideas on generalizing these entanglements in non-trivial curved space-
times seings. is may lead to the discovery of a novel set of entanglements.
However, a far more ambitious reason is that since quantum information is com-
plex valued, its unication to relativity may require relativistic structures to be
complex valued [281]. is complex valued unication towards quantum gravity
was already outlined in [31]. e novelty would be whether a null tetrad formu-
lation of RQI could lead to a beer insight into this program. is may help
us answer the question of what is quantum information from the perspective of
complex valued relativistic structures.
7.3.2 ‘Spacetime information theory’
Entanglement in time involves an interplay of both quantum physics and time
at a fundamental level. In this thesis we have investigated quantum physics
through an information-theoretic perspective. Could time itself also be studied
using an information-theoretic method? If so, would that help understand en-
tanglement in time (and ultimately quantum information) in a deeper way? Such
a curiosity aligns to a program set by John Wheeler known as ‘It from Bit’ [282].
a) It from Bit: is research program puts forth the notion that the physical
world emerges from information. Wheeler hypothesized that every physical
quantity derives its ultimate signicance from bits, and we quote, “…every it –
every particle, every eld of force, even the spacetime continuum itself – derives its
function, its meaning, its very existence entirely – even if in some contexts indi-
rectly – from the apparatus-elicited answers to yes or no questions, binary choices,
bits…all physical things are information-theoretic in origin”. He emphasized the
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goal to carry out such a program and we quote “Tomorrow we will have learned to
understand and express all of physics in the language of information”. He proceeds
to set an agenda by saying “…capitalize on the ndings and outlooks of information
theory…search out every link each has with physics…”.
We aim to contribute to Wheeler’s program by outlining an original [283] spec-
ulative path on how time (and space) could be viewed from an information-
theoretic perspective. Before embarking on these ideas, it wise to rst identify
the non-trivial concept that underpins all information theories.
b) Compression: Our view is that all information theories are fundamentally
about compression and not about information. To support the previous state-
ment, we examine several information theories and nd that the concept of com-
pression does indeed exist as the foundational result for each of them.
For the case of classical information theory, the fundamental result is the noise-
less coding theorem (eorem 2.3). It highlights that the Shannon entropy H (X )
can be operationally dened in terms of optimal compression. More precisely,
for a sequence of n two-outcome random variables, uncompressed n bits can be
optimally compressed to H (X )n bits:
H (X )nuncompressed = ncompressed . (7.3)
antum information theory provides the quantum generalization of classical
information theory. e fundamental result in this theory is the Schumacher’s
noiseless coding theorem (eorem 3.4). is articulates that the von Neumann
entropy S(ρ) can be operationally dened in terms of optimal compression. More
specically, uncompressed n qubits can be optimally compressed to S(ρ)n qubits:
S(ρ)nuncompressed = ncompressed . (7.4)
erefore we see that compression is the key idea in the fundamental results of
these theories, and it serves to provide the operational denition of the entropies.
e eld of algorithmic information theory [284, 285], which we have not exam-
ined in this thesis, can also be seen to be fundamentally about compression. is
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particular information theory is based on a notion of the information content
of an individual object using concepts from computability theory. is is in
contrast to classical information theory which is built on probability distribu-
tions. To elaborate, the information content of an object such as a nite binary
string x can be captured by the algorithmic entropyK(x) (also known as the Kol-
mogorov complexity) which is dened as the length of the shortest binary com-
puter program that can produce x as the output. In other words, the algorithmic
entropy of a string provides the length of its shortest possible compression. As
an example, the string
01010101010101010101010101010101010101010101010101010101010101 (7.5)
has the compressed program description “31 repetitions of 01”. is is opposed
to the string
11001000011000011101111011101100111110100100001001010111100101 (7.6)
which has no shorter description than writing down the string itself.
Using the algorithmic entropy, one can arrive at a denition of randomness of a
single individual sequence which is not possible using probabilistic theories. e
fundamental idea is that randomness equates to incompressibility. e inability
to compress highlights that there is no structure of paern to provide a concise
description (as witnessed in string (7.6)). Stated more formally, a nite string x
is random if and only if the algorithmic entropy of the string K(x) is no shorter
than the length of the string.
erefore we see compression existing at a foundational level in all information
theories. However the ambiguity arises when one probes what the information
in each of the information theories is supposed to represent; classical information
is t for engineering purposes with no regard to meaning [11]; nobody knows
what quantum information is [182]; a similar ambiguity exists on what algo-
rithmic information is about [284]. Given each of the information theories has
an associated entropy, perhaps that may add some clarication. Such a hope
is quickly diminished when one reads [286] that Shannon called his term the
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entropy because von Neumann suggested one reason as “…nobody knows what
entropy really is, so in a debate you will always have the advantage.”
Our view to resolve the confusion is remove the focus on information in infor-
mation theories. Rather it is compression in these theories that is fundamental.
Building on these observations, we state that a structure that is compressible is
what should constitute information, and the quantity involved in optimal com-
pression is what should be termed the entropy.
c) Spacetime compression: If one takes ‘It from Bit’ as the underlying princi-
ple of the Universe, then there ideally must exist an information theory associ-
ated to time and space, just as there exists information theories for both classical
and quantum systems. More precisely, this research direction demands the de-
velopment of a ‘spacetime information theory.’ From an alternative direction,
the notion that spacetime itself contains information is already alluded to by
the Bekenstein-Hawking entropy (6.81). In fact the original inception of that re-
sult was based on observations regarding similarities between spacetime physics
and aspects of information [287].
Furthermore if one takes compression as the primary information-theoretic tech-
nique, then such a spacetime information theory should be built on some math-
ematical notion of compression. To explore this idea, we provide a speculative
path through a heuristic argument. We emphasize that these ideas are underde-
veloped but proceed with the intention of conveying possibilities.
Our immediate aim is to simply identify whether a notion of compression can be
found in the theory of relativity, which is our current framework for understand-
ing spacetime. And predicated on that, develop various inferences that may lead
to insights for developing a formal spacetime information theory on a rm basis.
We suggest the following idea: A time interval itself should be treated as a form of
information, and that time dilation as expressed in (6.1) can then be seen as a form
of information-theoretic decompression.
d) Mathematical details: To express this idea mathematically, we require a
‘data compression’ entropy, analogous to the other information theories. We
identify this by suggesting that the reciprocal of the Lorentz factor (6.2) is an
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entropy as it ‘compresses’ time intervals. Mathematically, this can be expressed
as
α = H (X ), (7.7)
where α ≡ 1/γ =
√
1 − (v2/c2). (is is analogous to S(ρ) = H (λx ) in quantum
information theory). For an uncompressed time interval ∆tuncompressed , optimal
compression is achieved using the time dilation formula
α∆tuncompressed = ∆tcompressed . (7.8)
Note that this is analogous to the compression formulas in the classical (7.3) and
quantum (7.4) cases. e bounds for this α-entropy are 0 ≤ α ≤ 1, with α = 0
when v = c . e uncompressed interval can be thought of as the case when
maximum entropy occurs.
A particular physical realization of this is when a given coordinate time ∆t is
contracted to various proper times ∆τ depending on the velocity of dierent
observers, ie ∆t = γ1∆τ1, ∆t = γ2∆τ2, etc. Dierent velocities compress a xed
time interval dierently, and hence we can identify this entropy with velocity.
Using this assumption, we can state some similarities to the classical and quan-
tum information theories. In classical information theory, the mutual informa-
tion, H (X :Y ), of X and Y measure how much information X and Y have in com-
mon; the quantum mutual information for systemsA and B is denoted by S(A:B).
is notion of commonality can be captured using the physical scenario of the
relativistic velocity, vr = (v1 − v2)/(1 − (v1v2/c2)), of two observers, v1 and v2
with respect to a xed coordinate time interval. Each observer can be identied
with a compression entropy, α1 = 1/γ1 and α2 = 1/γ2. eir relative Lorentz
factor, γr = γ1γ2(1 − (v1v2/c2)), provides the inspiration to dene the relativistic
mutual information between α1 and α2:
α1:2 ≡ 1
γr
=
1
γ1γ2(1 − v1v2c2 )
=
α1α2
(1 − v1v2
c2 )
. (7.9)
e classical joint entropy, H (A,B), and the quantum joint entropy, S(A,B), help
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us dene the relativistic joint entropy:
H (X ,Y ) = H (X ) + H (Y ) − H (X :Y ), (7.10)
S(A,B) = S(A) + S(B) − S(A:B), (7.11)
α1,2 ≡ α1 + α2 − α1:2. (7.12)
Similarly, the relativistic conditional entropy can be developed using the classical
and quantum analogue:
H (X |Y ) ≡ H (X ,Y ) − H (Y ), (7.13)
S(A|B) ≡ S(A,B) − S(B), (7.14)
α1|2 ≡ α1,2 − α2. (7.15)
From here, we proceed to derive entropic properties concerning two systems
and compare this with the classical and quantum case. For example, it can eas-
ily be shown that α1:2 = α2:1 and α1,2 = α2,1 which is like the classical case
of H (X :Y ) = H (Y :X ) and H (X ,Y ) = H (Y ,X ). Furthermore, H (Y |X ) ≥ 0 and
H (X ) ≤ H (X ,Y ) with equality satised for each inequality, if and only if Y is
a function of X ; the last two properties fail for the quantum case, in particu-
lar for systems involving entanglement; for our relativistic case, α2|1 ≥ 0 and
α1 ≤ α1,2 is satised as long as γr ≥ γ2, ie physically the relative Lorentz fac-
tor has to be greater than or equal to the Lorentz factor of the second observer.
e property of subadditivity holds for all three cases: H (X ,Y ) ≤ H (X ) + H (Y ),
S(A,B) ≤ S(A) + S(B), and α1,2 ≤ α1 + α2 (which can be reduced to α1:2 ≥ 0).
Classically, H (Y |X ) ≤ H (Y ) and it can be shown that α1|2 ≤ α1 (which can be
reduced to α1:2 ≥ 0). In the last classical equation as well as second to last equa-
tion of classical subaddivity, equality is expressed if X and Y are independent
variables. In the last two analogous relativistic equations, equality is expressed
if α1:2 = 0, which is when one of the observers has velocity c . us, the notion of
‘independence’ enters when one of the observers is moving at the speed of light.
To draw out physical implications, we assume this information-theoretic com-
pression has the mathematical backbone of classical and quantum information
theory. In classical information theory, a central result was the construction of ϵ-
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typical sequences (2.41) with eorem 2.2. A similar result held in the quantum
information theory with ϵ-typical states with eorem 3.3. In this ‘spacetime
information’ case, one would ideally need to dene an time interval ∆t that is
ϵ-typical. Hence in an analogous manner, time intervals come in typical and
atypical forms. If this relativistic case is similar to the classical and quantum
case, then one can easily see that typical time intervals would be those that can
be compressed from ∆t to α∆t . Physically, this means typical time intervals obey
the relativistic time dilation formula. erefore, atypical time intervals are those
that exhibit Lorentz violations. Furthermore, if a similar information theory re-
sult occurs in this case, then the probability that a time interval is ϵ-typical is
Pr{T (∆t)ϵ } > 1 − ϵ (7.16)
for suciently large duration ∆t . Hence in this seing, Lorentz violations do
occur for large time intervals but very rarely. In this sense, Lorentz violations is
fundamentally not a maer of scale, but rather of probability; hence this violation
may be experimentally detectable at large scales given a very large sample size.
It’s important to note that this idea also applies to space intervals. For the x-
direction, α∆xuncompressed = ∆xcompressed , where the compressed space interval is
due to length contraction. In the data compression subsection, it can be seen that
optimal compression is achieved using nH (X ) bits (or nS(ρ) qubits). For the case
nR > nH (X ), compression without loss of information is achieved, but is not op-
timal. For nR < nH (X ), information is lost and compression is not reliable. ese
results seem to correspond to Lorentz transformations, which can be re-wrien
as α∆tuncompressed = ∆t ± vc2∆x where α∆tuncompressed = ∆tcompressed is the opti-
mally compressed interval. e Lorentz equation for the the minus case, leads
to ∆t > ∆tcompressed ; this can be interpreted as compression is achieved but not
optimally. For the plus case, ∆t < ∆tcompressed , which means some information is
lost and gone to ∆x .
e) Comments:
i) ese set of ideas are merely speculations at this point and were inspired by
Wheeler’s program of ‘It from Bit.’ In our thesis it is precisely a time inter-
val that was central to the shocking nature of the entanglements. Whether
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a time interval could be treated as information in the way we stated is an
exciting premise but requires much greater exploration.
ii) ere are various problems with this heuristic argument. e rst is re-
garding the problem on how this idea would work given the relative nature
of Lorentz transformations between observers. A related problem is that
information in standard compression is carried on less bits while boosting
a particle contracts or expands its time completely relative to the reference
frame the particle is observed in. With respect to these and other issues,
it is important to emphasize that this is merely a heuristic argument for
providing insights to develop a formal spacetime information theory. e
undertaking of this laer subject would of course require far more sophis-
ticated mathematical constructs along with appropriate postulates.
iii) However within such a formal spacetime information theory, we do be-
lieve compression will be found in its fundamental equations and help
us view the Universe as Wheeler intended. Would the expansion of the
Universe turn out to be an information-theoretic decompression? Would
the Bekenstein-Hawking entropy correspond to an optimal compression?
rough a unication with quantum information theory, would it help us
achieve quantum gravity? And would that let us nally answer the ques-
tion what is quantum information (and its related intrinsic randomness)?
7.3.3 Unordered time
Our current view of time is that it obeys a mathematical real number axis with
an ordering from smaller values to larger values. e nal speculation we state
is that time may be physically unordered in the quantum realm compared to the
classical realm. We believe that a development of this idea may provide a new
interpretation of quantum physics, in particular to answering the physical and
theoretical inclined problems that we stated earlier. Perhaps the shocking prop-
erties are nothing intrinsic with the quantum particles but rather a consequence
of an unordering of time. When one observes (from the ordered world) a particle
at various times, it gives the impression that the particle is behaving in a paradox-
ical manner. A measurement can be dened as the moment at which the temporal
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ordered classical world meets the temporal unordered quantum world. From a
theoretical view, the quantum state (ie quantum information) is a complex val-
ued quantity and complex numbers are mathematically unordered; perhaps the
quantum state through its unordered complex numbers is about spacetime and
the Schro¨dinger equation is an evolution of spacetime in a unordered temporal
manner; the dynamics of this unordering of time may stem from the energy as-
sociated with the quantum system in question. Providing a generalization of
this bare idea with a mathematical framework is le for future work.
We do want to emphasize certain works and ideas that served as stimulus for
such a speculation. First were the results on quantum causality [234, 235], and
in particular a Bell’s theorem for temporal order [288]. Relating to the unordered
nature of complex numbers, the second inuence comes from the use of imag-
inary time through the Wick rotation, as well as through the use of complex
valued spacetime transformations in the Newman-Janis trick [281]; there are no
deep reasons at present for why these tricks work. e third inuence comes
from the ‘spacetime information theory’ ideas we set out earlier; this suggests
that time can be compressed in an information-theoretic manner; given that com-
pression techniques can involve data reordering or a reduction of data this also
leads to a notion of unordering in time. e nal inuence is that the metric
uctuations on the sub-Planckian scale is completely unknown [4]; a non-trivial
metric uctuation may provide the necessary basis for this unordered time.
In closing, we want to provide some clarity on the historical aspect of the sub-
ject. It is oen emphasized that Einstein was critical of quantum theory. But of
far greater importance is that it should be stated that he was one of its pivotal
founders [289, 290]. In fact it was the discovery of entanglement (in space) in the
EPR paper [52] that is the most cited of all his works! In align with the theme
of this thesis, it should be noted that he also emphasized a time interval in his
quest to truly understand quantum physics: “All the y years of conscious brood-
ing have brought me no closer to answer the question, ‘What are light quanta?’ Of
course today every rascal thinks he knows the answer, but he is deluding himself.”
7. Conclusion 236
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