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Zusammenfassung
Gegenstand dieser Dissertation ist die Entwicklung des digitalen Zenitkamerasystems TZK2-D fu¨r
die hochpra¨zise Online-Bereitstellung von Lotrichtungen und Lotabweichungen und dessen Erpro-
bung zur wirtschaftlichen Nutzung im Bereich der Schwerefeldbestimmung. Schwerpunkte bilden
die instrumentelle Realisierung und die Kalibrierung des Zenitkamerasystems, die echtzeitfa¨hige
Prozessierung der Messdaten und die umfassende Untersuchung der wirksamen Fehlerquellen.
Das Zenitkamerasystem TZK2-D besteht aus einer digitalen Zenitkamera zur astrogeoda¨tischen
Lotrichtungsbestimmung und einem GPS-Empfa¨nger fu¨r die Epochenregistrierung und Messung
von geoda¨tischen Koordinaten; durch Kombination beider Systemkomponenten ko¨nnen Lotab-
weichungen bestimmt werden. Integraler Bestandteil der digitalen Zenitkamera ist ein hochauflo¨sen-
der CCD-Sensor, der die astrometrischen Bilddaten direkt nach der Erfassung fu¨r die Auswertung
bereitstellt. Durch Nutzung der CCD-Technologie und der digitalen Bildverarbeitung wird der
Gesamtprozess der Lotrichtungsbestimmung im Vergleich zu fru¨heren, analogen Zenitkameras er-
heblich – um etwa eine Gro¨ßenordnung – beschleunigt.
Fu¨r die automatisierte Datenakquisition und -prozessierung wurde das bildverarbeitende Software-
system AURIGA entwickelt, das die Lotrichtungen und Lotabweichungen unmittelbar nach der
Messung bereitstellt. Die Datenprozessierung umfasst die Extraktion der abgebildeten Sterne und
deren Identifizierung mit geeigneten Referenzsternen, die auf Grundlage der Sternkataloge Tycho-2
und UCAC als hochpra¨zise Realisierungen des ICRS aufbereitet werden. Durch astrometrische Da-
tenreduktion und die Beru¨cksichtigung kleinerer Korrektionen werden die Lotrichtungsparameter
und Lotabweichungen im ITRS bereitgestellt.
Ein besonderes Augenmerk wurde auf die Identifizierung und Beherrschung der wirksamen Feh-
lerquellen gerichtet. Durch geeignete Kalibrierverfahren und Messanordnungen ko¨nnen die Lotab-
weichungen mit einer inneren Genauigkeit von besser als 0′′.1 gemessen werden. Die a¨ußere Genauig-
keit betra¨gt 0′′.10 bis 0′′.15 und wurde durch umfangreiche Vergleichs- und Wiederholungsmessungen
auf unterschiedlichen Referenzstationen ermittelt. Die hochredundante Lotabweichungsbestimmung
auf einer Station nimmt etwa 30 min in Anspruch und umfasst die notwendigen Ru¨st-, Mess- und
Auswertezeiten fu¨r etwa 60 Einzello¨sungen. Damit ist das digitale Zenitkamerasystem TZK2-D fu¨r
die hochpra¨zise und wirtschaftliche Bestimmung von Lotabweichungen geeignet.
Das digitale Zenitkamerasystem TZK2-D wurde in den Jahren 2003 und 2004 in mehreren Feldkam-
pagnen in Norddeutschland und der Schweiz zur Lotabweichungsmessung eingesetzt. Auf 87 Statio-
nen konnten u¨ber 120 Abendwerte fu¨r die Lotabweichungen bestimmt werden. Die Hauptanwendun-
gen fu¨r astrogeoda¨tische Lotabweichungsbestimmungen mit der TZK2-D liegen in der lokalen und
regionalen Schwerefeldbestimmung. Exemplarisch werden die regionale Verdichtung des Lotabwei-
chungsfeldes in den Schweizer Alpen und eine lokale hochauflo¨sende Schwerefeldbestimmung u¨ber
einem Sto¨rko¨rper durch Anwendung des astronomischen Nivellements vorgestellt. Die Erprobungs-
phase hat gezeigt, dass die TZK2-D fu¨r die Bestimmung von 8 und mehr Lotabweichungsstationen
pro Nacht eingesetzt werden kann.
Weitere Einsatzmo¨glichkeiten fu¨r das System TZK2-D bestehen in der hochauflo¨senden lokalen
astrogeoda¨tischen Validierung verfu¨gbarer Geoidmodelle, in der Schwerefeldbestimmung in lokal
begrenzten Gebieten und in geoda¨tisch unerschlossenen Regionen sowie in der hochauflo¨senden Er-
fassung der Feinstruktur des Schwerefeldes fu¨r Anwendungen in der Geophysik und im Anlagenbau.
Schlagwo¨rter: Digitales Zenitkamerasystem, CCD, digitale Bildverarbeitung, Astrometrie, Neigungs-
messung, Lotrichtung, Lotabweichung, astrogeoda¨tische Geoidbestimmung
Abstract
This Ph.D. thesis presents the Digital Zenith Camera System TZK2-D as a high-precision astrogeo-
detic instrumentation for the determination of the direction of the plumb line and its vertical deflec-
tion. Emphasis is placed on instrumental construction, automated data acquisition and processing
in real-time and appropriate calibration procedures. The measuring system has been extensively
tested and used for economic determination of vertical deflections in several field campaigns.
The Digital Zenith Camera System TZK2-D consists of two major components: A zenith camera
equipped with a CCD is used for the determination of the plumb line and a GPS-receiver for precise
timing and measurement of ellipsoidal coordinates. The combination of both components allows the
determination of vertical deflections online in a nearly completely automated procedure. As integral
part of the TZK2-D system the CCD provides digital image data immediately after acquisition,
which is why the complete processing procedure is accelerated considerably compared to those of
formerly used analogue zenith cameras.
Fully automated data processing is performed using the software system AURIGA. For the main
processing steps, the extraction of imaged stars is performed applying the point spread function.
Reference stars are provided by high density, highly accurate star catalogues Tycho-2 and UCAC
as realizations of the ICRS. Astrometric data reduction leads to the direction of the plumb line
and its deflection from the ellipsoidal normal taking GPS-measurements into account.
Due to the extensive calibration of the measurement system and appropriate modelling of instru-
mental errors, an internal accuracy of better than 0′′.1 is achieved for vertical deflection measure-
ments. Estimates of the system’s external accuracy are obtained by repeated measurements over
different nights and comparisons at several reference stations. The external accuracy has been found
to be about 0′′.10 to 0′′.15 as such exceeding considerably the accuracy of conventional zenith came-
ras. The determination of the vertical deflection lasts approximately 30 min including set up time,
acquisition of 60 single measurements and processing time. Consequently, the Digital Zenith Came-
ra System TZK2-D is a well-suited instrument for the economic and highly accurate determination
of vertical deflections.
During an extensive test period from 2003 to 2004 the TZK2-D has been used for vertical deflection
measurements at 87 stations in several field projects in Northern Germany and Switzerland. First
results from a regional campaign in the Swiss Alps are presented as well as results from a high-
resolution local geoid profile determination and experiences using the system. The campaigns show
that the system TZK2-D can be applied for the economic observation of 8 or more stations per
night.
The results obtained are promising since they demonstrate the potential of astrogeodetic measure-
ments for high-resolution and high-precision determination of the fine structure of Earth’s gravity
field in local areas. Sampling the gravity field with densely arranged stations, the system TZK2-D
can meet high accuracy requirements in geophysical and engineering projects. Furthermore, the
system can be applied for the local high-resolution validation of gravity field models and for the
fast determination of geoid profiles in limited or geodetically undeveloped areas.
Key Words: Digital Zenith Camera System, CCD, Digital Image Processing, Astrometry, Tilt Mea-
surement, Plumb Line, Vertical Deflection, Astrogeodetic Geoid Determination
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Kapitel 1
Einleitung
1.1 Einfu¨hrung und Ziele
Innerhalb der Geoda¨sie kommt der Geoid- und Quasigeoidbestimmung eine zunehmend wichtige
Rolle zu. In Verbindung mit einem Geoidmodell erlaubt die satellitengestu¨tzte Positionierung die
einfache und wirtschaftliche Bestimmung von schwerefeldbezogenen Ho¨henangaben. Der weitere
Ausbau des globalen Positionierungssystems GPS, die Entwicklung des Galileo-Satellitensystems
und die Verfeinerung der Auswertetechniken lassen eine deutliche Steigerung der Ho¨hengenauigkeit
bis in den Millimeterbereich erwarten. Damit die satellitengestu¨tzte Bestimmung von Schwere-
feldho¨hen das sehr aufwa¨ndige Nivellement fu¨r viele Anwendungen langfristig ersetzen kann, sind
zuku¨nftig hochauflo¨sende Schwerefeldmodelle mit Millimetergenauigkeit notwendig.
Zur hochpra¨zisen Bestimmung der lang- und mittelwelligen Schwerefeldanteile werden die ge-
genwa¨rtig operationellen bzw. geplanten Schwerefeldsatellitenmissionen CHAMP, GRACE und
GOCE (z.B. Torge 2003) eingesetzt. Da die kurzwelligen Schwerefeldstrukturen nicht von den
Satelliten erfasst werden ko¨nnen, sind Schwereanomalien und Lotabweichungen als terrestrische
Schwerefeldbeobachtungen fu¨r die Berechnung von Geoid- und Quasigeoidmodellen von grundle-
gender Bedeutung. Wa¨hrend gravimetrisch beobachtete Schwereanomalien skalare Informationen
u¨ber das Schwerefeld liefern, geben astrogeoda¨tisch bestimmte Lotabweichungen als vektorielle
Gro¨ßen die Neigung des Geoids an.
Fu¨r die astrogeoda¨tische Messung von Lotrichtungen und Lotabweichungen sind Zenitkameras be-
sonders geeignet, da nur kurze Beobachtungszeiten notwendig sind und der automatisierte, photo-
graphische Messvorgang zu objektiven und genauen Resultaten fu¨hrt. In den siebziger und achtzi-
ger Jahren des 20. Jahrhunderts wurden in Europa an mehreren Universita¨ten und Einrichtungen
transportable Zenitkameras entwickelt (z.B. Gessler 1975, Wissel 1982, Chesi 1984 und Bu¨rki 1989)
und operationell zur Schwerefeldbestimmung in vielen europa¨ischen La¨ndern und in Su¨damerika
eingesetzt (Seeber und Torge 1985, Wildermann 1988). Mit der Nutzung von photographischen Ze-
nitkameras ist auf der einen Seite ein geringer Aufwand fu¨r die Feldbeobachtungen verbunden. Auf
der anderen Seite ist jedoch ein ganz erheblicher Zeiteinsatz von mehreren Stunden pro Lotabwei-
chungsstation fu¨r die manuelle, komparatorgestu¨tzte Auswertung der Messbilder no¨tig. Aus diesem
Grund wurden Zenitkamerabeobachtungen in den neunziger Jahren nur noch selten durchgefu¨hrt.
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Die Entwicklung von leistungsfa¨higen CCD-Sensoren hat Zenitkameras in der heutigen Zeit wieder
in das Blickfeld der Forschung geru¨ckt. Durch Nutzung von CCD-Sensoren stehen die Bilddaten
unmittelbar nach der Erfassung in digitaler Form zur Verfu¨gung und ko¨nnen mit einer geeigneten
bildverarbeitenden Software vollautomatisiert ausgewertet werden. Mit einer digitalen Zenitkame-
ra, die mit einem CCD-Sensor ausgeru¨stet ist, wird die Bestimmung der Lotrichtung in Echtzeit
mo¨glich. Die Kombination einer digitalen Zenitkamera mit einem GPS-Empfa¨nger erlaubt zudem –
unabha¨ngig von Festpunkten – die flexible Online-Bereitstellung von Lotabweichungen. Durch den
hohen Automatisierungsgrad eines solchen astrogeoda¨tischen Beobachtungssystems von der Beob-
achtung u¨ber die Prozessierung bis zu den Lotabweichungen wird eine sehr wirtschaftliche Nutzung
fu¨r die Schwerefeldbestimmung mo¨glich.
Zielsetzung dieser Arbeit ist die Entwicklung und Erprobung eines automatisierten, echtzeitfa¨higen,
hochpra¨zisen digitalen Zenitkamerasystems, das fu¨r die wirtschaftliche astrogeoda¨tische Messung
von Lotrichtungen und Lotabweichungen eingesetzt werden kann. Teilziele sind dabei
• die instrumentelle Realisierung des Zenitkamerasystems auf der Grundlage einer fru¨her ein-
gesetzten Zenitkamera durch Integration und Konfiguration eines CCD-Sensors, eines GPS-
Empfa¨ngers und zweier Neigungssensoren,
• die Entwicklung geeigneter Methoden und Algorithmen fu¨r die Prozessierung der Messdaten
und die Implementierung eines echtzeitfa¨higen Softwaresystems, das die Lotabweichungen
unmittelbar nach der Messung liefert,
• die Entwicklung geeigneter Verfahren fu¨r die umfassende Kalibrierung des digitalen Zenitka-
merasystems zur Reduktion der instrumentellen Fehlerquellen,
• die Identifizierung und Beherrschung aller bedeutsamen residualen Fehlereinflu¨sse, um die
Lotabweichungen hochpra¨zise – mit einer a¨ußeren Genauigkeit von 0.1 bis 0.2 Bogensekunden
– bereitzustellen und
• die Erprobung des digitalen Zenitkamerasystems zur wirtschaftlichen Lotabweichungsbestim-
mung in unterschiedlichen Feldkampagnen, die Durchfu¨hrung von Vergleichsmessungen sowie
der Nachweis der erreichten a¨ußeren Genauigkeit.
1.2 Gliederung
Ausgehend von den genannten Zielsetzungen gliedert sich diese Arbeit in acht Kapitel. Einfu¨hrend
erfolgt eine kurze Darstellung des Grundprinzips und der wesentlichen Merkmale der astrogeoda¨ti-
schen Lotrichtungs- und Lotabweichungsbestimmung. Im Anschluss daran wird die bisherige Ent-
wicklung und Nutzung von Zenitkameras von ihren Anfa¨ngen zum Ende des 19. Jahrhunderts bis
in die Gegenwart umrissen. Das Kapitel 1 schließt mit einer U¨bersicht zum Stand der Forschung.
In Kapitel 2 ist eine Zusammenstellung der wichtigsten Grundlagen zu finden, die fu¨r das Versta¨nd-
nis der nachfolgenden Darstellungen sinnvoll sind. Zu der Zusammenstellung geho¨rt eine Be-
schreibung und Untersuchung der wichtigsten Leistungsmerkmale des verwendeten CCD-Sensors
KAF1602E sowie die Erla¨uterung einiger Grundbegriffe der CCD-Technologie. Anschließend folgt
eine zusammenfassende Darstellung der relevanten Zeitsysteme sowie der terrestrischen und za¨le-
stischen Bezugssysteme, die durch die Erdorientierung miteinander verbunden werden. Die genaue
Kenntnis der Definition und Realisierung der verwendeten Bezugssysteme und der Systemu¨berga¨nge
ist insbesondere fu¨r das Kapitel Datenprozessierung von Bedeutung.
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Die instrumentelle Realisierung des in dieser Arbeit entwickelten digitalen Zenitkamerasystems
TZK2-D wird in Kapitel 3 vorgestellt. Zu der Detaildarstellung geho¨ren die wesentlichen Merkmale
der verwendeten Mechanik und Sensorik sowie Aspekte zur Synchronisation der Messdatenerfas-
sung. Neben der konstruktiven Umsetzung geho¨rt das implementierte echtzeitfa¨hige Softwaresystem
AURIGA gleichermaßen zum Zenitkamerasystem TZK2-D und wird in seinen Grundzu¨gen und Lei-
stungsmerkmalen knapp skizziert. Zur Herstellung der Messbereitschaft sind zwei Justierverfahren
notwendig, die vor der Darstellung der Messdatenakquisition behandelt werden. Die Zenitkamera-
entwicklung TZK2-D wird hinsichtlich grundlegender Leistungskriterien wie Wirtschaftlichkeit, Ge-
nauigkeit und Grad der Automatisierung bewertet und mit der fru¨her genutzten photographischen
Zenitkamera TZK2 verglichen.
Die Prozessierung der digitalen Datensa¨tze – von den Zenitaufnahmen bis zu den Lotrichtungspa-
rametern und Lotabweichungen – wird ausfu¨hrlich in Kapitel 4 behandelt und stellt einen Schwer-
punkt dieser Arbeit dar. Der entwickelte Auswertealgorithmus liegt dem Softwaresystem AURIGA
zu Grunde und kann in die beiden Teilbereiche astrometrische Datenreduktion und Korrektionen
untergliedert werden. Die astrometrische Datenreduktion umfasst die Detektion und Zentrierung
der abgebildeten Sterne in den digitalen Bilddaten, die Bereitstellung geeigneter Referenzsterne
auf Grundlage der hochpra¨zisen Sternkataloge Tycho-2 und UCAC, die Berechnung scheinbarer
Sternpositionen, die Sternidentifizierung und die Interpolation des Kameradrehpunktes in das zeni-
tale Sternfeld nach der Verknu¨pfung der Bild- und Referenzsternkoordinaten. Zu den Korrektionen
geho¨ren u.a. die Beru¨cksichtung der Kameraneigung und der Polbewegung. In den einzelnen Ab-
schnitten werden die verwendeten Datensa¨tze hinsichtlich ihrer charakteristischen Merkmale ana-
lysiert, da diese die anzuwendenden Algorithmen maßgeblich vorgeben. Bei der Zusammenstellung
der Auswertekette wurde in Hinblick auf die einleitend formulierten Zielsetzungen großer Wert auf
die vollsta¨ndige Automatisierung und die Echtzeitfa¨higkeit aller Teilprozesse gelegt.
Das anschließende Kapitel 5 widmet sich der Kalibrierung des digitalen Zenitkamerasystems. Die
entwickelten bzw. verfeinerten Kalibrierverfahren umfassen die za¨lestische Kalibrierung der elek-
tronischen Neigungssensoren, die Bestimmung des azimutabha¨ngigen Fehlers und die Kalibrierung
des Kameraverschlusses. Nach der Darstellung des jeweiligen Grundprinzips und der praktischen
Durchfu¨hrung erfolgt in jedem der drei Abschnitte eine ausfu¨hrliche Beschreibung der verwende-
ten Modelle und Ausgleichungsansa¨tze sowie eine kritische Diskussion der erzielten Ergebnisse. Die
Zielsetzung des Kapitels ist die zutreffende Erfassung instrumenteller Systematiken, um instrumen-
tenseitig ein mo¨glichst hohes a¨ußeres Genauigkeitsniveau erreichen zu ko¨nnen.
Kapitel 6 behandelt den Fehlerhaushalt der Lotrichtungs- und Lotabweichungsbestimmung, dessen
Gliederung eng an die Abfolge der Datenprozessierung angelehnt ist. Die Betra¨ge der identifizierten
Fehlerquellen werden in den meisten Fa¨llen empirisch abgescha¨tzt, die Wirkrichtungen angegeben
und Strategien zur Reduktion einzelner Fehlerquellen aufgezeigt. Schwerpunkte bilden hier die Feh-
lereinflu¨sse bei der Berechnung der Drehrichtung und der Neigungsmessung. Abschließend erfolgt
eine Zusammenstellung der Fehlerquellen und ein Vergleich des aufgestellten Fehlerhaushalts mit
den inneren Genauigkeiten gemessener Lotabweichungen.
In Kapitel 7 wird von den Ergebnissen einiger Feldkampagnen berichtet, die in den Jahren 2003
und 2004 mit dem entwickelten Zenitkamerasystem TZK2-D durchgefu¨hrt worden sind. Einfu¨hrend
werden die Resultate von Vergleichs- und Wiederholungsmessungen auf Referenzpunkten in Ham-
burg und Hannover vorgestellt und die erreichten a¨ußeren Genauigkeiten der Lotabweichungen
diskutiert. Im Anschluss werden die Feldmessungen na¨her dargestellt, die im Herbst 2003 fu¨r das
neue Schweizer Geoidmodell absolviert wurden. Daru¨ber hinaus wird von einer hochauflo¨senden
lokalen Geoidbestimmung berichtet, die mit dem System TZK2-D im Fru¨hjahr 2004 in der Na¨he
von Hannover auf einem geophysikalischen Sto¨rko¨rper durchgefu¨hrt wurde.
4 1. Einleitung
Die erzielten Ergebnisse werden in Kapitel 8 zusammengefasst. Hier werden auch mo¨gliche zuku¨nf-
tige Anwendungen des Zenitkamerasystems TZK2-D im Bereich der Schwerefeldbestimmung skiz-
ziert und Hinweise auf instrumentelle und methodische Weiterentwicklungsmo¨glichkeiten gegeben.
Im Anhang finden sich eine Zusammenstellung der gemessenen Lotrichtungsparameter und Lot-
abweichungen sowie einige grafische Darstellungen von verfu¨gbaren Sternanzahlen und mo¨glichen
Beobachtungszeiten. Das Literaturverzeichnis bildet den Abschluss dieser Arbeit.
1.3 Grundprinzip der Lotabweichungsbestimmung
Mit der astrogeoda¨tischen Lotrichtungsbestimmung und der satellitengestu¨tzten Positionsbestim-
mung werden im digitalen Zenitkamerasystem TZK2-D zwei unterschiedliche Verfahren zusam-
mengefu¨hrt, die – kombiniert – die Messung von Lotabweichungen (ξ, η) ermo¨glichen (Abb. 1.1).
Die astronomischen (geographischen) Koordinaten Breite Φ und La¨nge Λ werden auch als Lotrich-
tungsparameter bezeichnet und am Beobachtungsort durch photographische Richtungsmessung zu
Sternen ermittelt. Die ellipsoidischen Koordinaten Breite ϕ und La¨nge λ werden hingegen durch
Streckenmessung zu Satelliten globaler Positionierungssysteme wie dem GPS bestimmt. Die grund-
legenden Aspekte zur satellitengestu¨tzten Positionierung sind in zahlreichen Publikationen behan-
delt, exemplarisch sei auf Seeber (2003, 2001) verwiesen.
Abb. 1.1: Lotabweichungsbestimmung durch Kombi-
nation von Zenitkamera und GPS. Die Grafik zeigt
die physikalische Lotrichtung (Φ,Λ) im Vergleich mit
der ellipsoidischen Lotrichtung (ϕ, λ). Die Lotab-
weichungen (ξ, η) (bzw. die azimutale Komponente ε)
ergeben sich als Differenz zwischen den beiden Rich-
tungen. Sie sind direktes Maß fu¨r die Neigung der
A¨quipotentialfla¨che im Beobachtungspunkt und ge-
ben gena¨hert die Neigung des Geoids gegenu¨ber dem
Referenzellipsoid an. Die Darstellung zeigt auch die
Messanordnung des astronomischen Nivellements zur
profilhaften Schwerefeldbestimmung (Abschnitt 7.3).
Grundsa¨tzliche Erla¨uterungen zur Zenitkameramethode als Verfahren zur Lotrichtungsbestimmung
werden z.B. von Gessler (1975), Seeber (1978), Wissel (1982) sowie Hirt und Seeber (2002) gege-
ben, auf die sich nachfolgende Ausfu¨hrungen stu¨tzen. Das wesentliche Merkmal der astrogeoda¨ti-
schen Lotrichtungsbestimmung ist die Einmessung des Zenitpunktes am Beobachtungsort durch
Richtungsmessung zu umliegenden Sternen. Das Grundprinzip der astrogeoda¨tischen Lotrichtungs-
bestimmung wird mit einer Zenitkamera sehr anschaulich umgesetzt, da diese – am Beobachtungsort
in der Lotrichtung eingerichtet – zur photographischen Erfassung des zenitnahen Sternfeldes ge-
nutzt werden kann. Die lokale Zenitrichtung als Gegenstu¨ck zur physikalischen Lotrichtung wird
durch den Kunstgriff der Zweilagenmessung auf die photographische Abbildung des Sternfeldes
u¨bertragen und rechnerisch bestimmt. Zur Ausfu¨hrung der Zweilagenmessung ist die Zenitkamera
mit einem Drehkreis ausgestattet, der die azimutale Drehung der Kameraoptik um 180◦ ermo¨glicht.
1.3. Grundprinzip der Lotabweichungsbestimmung 5
Fu¨r die astrogeoda¨tische Lotrichtungsbestimmung sind zwei Koordinatensysteme von grundlegen-
der Bedeutung, die in Abb. 1.2 schematisch gezeigt werden. Das A¨quatorsystem (ICRS, Abschnitt
2.3.1.1) ist ein za¨lestisches, raumfestes Koordinatensystem, in dem die Positionen von Sternen mit
den beiden Koordinaten Rektaszension α und Deklination δ beschrieben werden. Zur Festlegung des
Beobachtungsortes durch die astronomischen Koordinaten Breite Φ und La¨nge Λ wird ein erdfestes
Bezugssystem (ITRS, Abschnitt 2.3.2.1) verwendet. Ganz wesentlich ist, dass beide Koordinaten-
systeme als gemeinsame Elemente die Erdrotationsachse und die A¨quatorebene besitzen und bis
auf den momentanen Rotationswinkel der Erde, der durch die Greenwicher Sternzeit Θ angegeben
wird, identisch sind.
Abb. 1.2: Grundprinzip der astrogeoda¨tischen Lot-
richtungsbestimmung (nach Seeber 1978 sowie Hirt
und Bu¨rki 2002). Dargestellt sind das momentane ter-
restrische Bezugssystem und das momentane za¨lesti-
sche Bezugssystem. Das terrestrische System ist hier
etwas vereinfacht skizziert. Bei einer genauen Darstel-
lung zeigt die Lotrichtung im Beobachtungspunkt B
im Allgemeinen nicht direkt zum Geozentrum, da das
Erdschwerefeld sehr unregelma¨ßig ausgepra¨gt ist und
die Erde eine abgeplattete Form aufweist. Aufgrund
des praktisch unendlich großen Radius der Himmels-
kugel ist es zula¨ssig, die Lotrichtung durch Parallel-
verschiebung in das Geozentrum zu versetzen. Hier-
durch lassen sich die krummlinigen astronomischen
Koordinaten (Φ,Λ) mit den streng spha¨rischen A¨qua-
torialkoordinaten (α, δ) verknu¨pfen. Zur genauen De-
finition der momentanen und der konventionellen Ko-
ordinatensysteme und der Systemu¨berga¨nge siehe Ab-
schnitte 2.3 und 2.4.
Die Einfachheit der astrogeoda¨tischen Methode resultiert aus der Identita¨t der erdfesten Koordi-
naten (Φ,Λ) eines Beobachtungspunktes B und der raumfesten Koordinaten (α, δ)Z des lokalen
Zenitpunktes zum Zeitpunkt Θ (Grundgleichung der Lotrichtungsbestimmung):
Φ = δ Λ = α−Θ. (1.1)
Folglich ko¨nnte die Lotrichtung an einem Beobachtungsort B bereits dann bestimmt werden, wenn
ein Stern genau im Zenitpunkt stehen wu¨rde und die Sternzeit Θ gemessen wird. Eine solche
Beobachtungssituation tritt in der Praxis natu¨rlich nur sehr selten auf. Aus diesem Grund wird
das Feld der zenitnahen Sterne mit der Zenitkamera photographisch erfasst und der Zenitpunkt
rechnerisch ermittelt. An dieser Stelle ist ersichtlich, dass fu¨r die Lotrichtungsbestimmung mit
einer Zenitkamera grundsa¨tzlich drei unterschiedliche Sensortypen notwendig sind: Fu¨r die genaue
Einrichtung der Zenitkamera in der lokalen Lotrichtung werden Neigungssensoren genutzt, die fu¨r
die Richtung der Schwerkraft sensitiv sind. Die Erfassung des zenitalen Sternfeldes wird mit einer
hochauflo¨senden CCD-Kamera als Bildsensor durchgefu¨hrt. Fu¨r die Bereitstellung der Sternzeit Θ
werden die Belichtungsepochen der Zenitaufnahmen mit dem Oszillator gemessen, der in einem
GPS-Empfa¨nger eingebaut ist.
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Die rechnerische Bestimmung der Lotrichtungsparameter (Φ,Λ) und der Lotabweichungen (ξ, η) ge-
staltet sich vereinfachend wie folgt: Die Bildkoordinaten (x, y) der photographierten Sterne werden
ausgemessen und den A¨quatorialkoordinaten (α, δ), die aus einem Sternkatalog entnommen wer-
den, nach der Identifizierung mit einem geeigneten Transformationsmodell gegenu¨bergestellt. Da
der Mittelpunkt des Bildsensors in der Regel geringfu¨gig von der Zenitrichtung abweicht, werden
Zenitkameramessungen in zwei Lagen durchgefu¨hrt. Fu¨r beide Lagen getrennt wird der Mittel-
punkt mit den jeweiligen Transformationsparametern in das Feld der zenitalen Sterne interpoliert.
Das Mittel der beiden interpolierten Zenitpunkte liefert nach einigen Iterationen die Zenitrich-
tung (α, δ)Z und nach Beru¨cksichtigung der Sternzeit Θ sowie kleinerer Korrektionen die gesuchten
Lotrichtungsparameter (Φ,Λ) im Beobachtungspunkt. Die Lotabweichungen (ξ, η) ergeben sich als
Differenz der Lotrichtungsparameter (Φ,Λ) und der ellipsoidischen Koordinaten (ϕ, λ) am Ende
der Auswertekette:
ξ = Φ− ϕ η = (Λ− λ) cosϕ (1.2)
Die Komponente ξ beschreibt die Lotabweichung im Meridian und η gibt die Lotabweichung im
ersten Vertikal an. Die Lotabweichungen (ξ, η) sind vom geoda¨tischen Datum des ellipsoidischen
Bezugssystems abha¨ngig, also der Form, Orientierung und Lagerung des Bezugsellipsoids gegenu¨ber
dem ITRS.
1.4 Entwicklung und Nutzung von Zenitkameras
1.4.1 Historische Entwicklungen
Die Durchfu¨hrung von astronomischen Beobachtungen im Zenit hat den grundsa¨tzlichen Vorteil,
dass der Refraktionseinfluss der Atmospha¨re im Gegensatz zu anderen Beobachtungsrichtungen
nur eine untergeordnete Rolle spielt. Schon im 17. Jahrhundert wurden Zenitteleskope fu¨r visuelle
astronomische Beobachtungen benutzt, die u.a. zur Entdeckung der Nutation und der Aberration
des Lichtes fu¨hrten (Scho¨dlbauer 2000a). Mit der Entwicklung der Photographie wurde es mo¨glich,
Zenitteleskope mit photographischen Bildtra¨gern zu Zenitkameras umzuru¨sten und die bis dahin
angewendete visuelle Beobachtung erheblich zu beschleunigen.
Zum Ende des 19. Jahrhunderts bescha¨ftigen sich eine Reihe von wissenschaftlichen Arbeiten erst-
mals mit der Konstruktion und Nutzung von Zenitkameras fu¨r die Bestimmung von geographischen
Standortkoordinaten. So werden von Stolze im Jahr 1893 die wohl ersten Vorschla¨ge fu¨r die Kon-
struktion und Nutzung eines Photoapparates unterbreitet, der – in Zenitrichtung u¨ber Libellen
ausgerichtet – die Bestimmung der geographischen La¨nge und Breite durch eine einzige photogra-
phische Aufnahme ermo¨glichen soll (Runge 1893a und Schnauder 1893).
Auf den Vorschla¨gen von Stolze aufbauend wird von Runge (1893b) die photographische Ortsbe-
stimmung wohl erstmalig u¨berhaupt praktisch durchgefu¨hrt. Fu¨r die photographische Bestimmung
der geographischen La¨nge eines Beobachtungspunktes in Hannover erreicht Runge eine Genauigkeit
von etwa 30′′. Runge (1894) berichtet dann von mehreren geographischen Breitenbestimmungen in
Hannover, die er mit einer verfeinerten Konstruktion durchgefu¨hrt hat: Eine Zenitkamera wurde auf
einfache Weise lotrecht gestellt, indem sie in einem Wassertrog schwimmend befestigt wurde. Durch
Messung in zwei sich um 180◦ unterscheidenden Lagen wurde der Zenitpunkt auf die Photoplatte
u¨bertragen. Runge erzielte fu¨r diese ersten dokumentierten photographischen Breitenbestimmungen
innere Genauigkeiten von 12′′ und eine Abweichung des Breitenmittels von einem Referenzpunkt
von nur 6′′.
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Schnauder (1900) stellt eine fu¨r den Zweck der photographischen Ortsbestimmung konstruierte Ka-
mera vor, die er als ”Zenith-Camera“ bezeichnet und die vom grundsa¨tzlichen Aufbau her spa¨teren
Zenitkameraentwicklungen bereits sehr nahe kommt. Die in Potsdam erprobte Kamera ist mit einem
Drehkreis und Anschla¨gen fu¨r die 180◦-Drehung ausgestattet, fu¨r die Einrichtung im Lot werden
zwei zueinander senkrechte Blasenlibellen verwendet. Nach Ausmessung der Photoplatten mit einem
Plattenmessapparat konnte der Standort mit einer Genauigkeit von 2′′ bis 4′′ bestimmt werden. In
der Vero¨ffentlichung erwa¨hnt Schnauder die sehr kurze Beobachtungszeit der Zenitkameramethode,
die dadurch anderen (visuellen) Verfahren deutlich u¨berlegen ist.
Der Konstruktion von Zenitkameras fu¨r die Ortsbestimmung hat sich auch Schwarzschild vor dem
Hintergrund gewidmet, dass einzig die praktische Astronomie zur damaligen Zeit die globale Posi-
tionsbestimmung an beliebigen Orten ermo¨glichte. Schwarzschild (1903) stellt fest:
”Der moderne Reisende ist unter allen Umsta¨nden mit einer photographischen Kamera ausgeru¨stet.
Ebenso sicher fu¨hrt er einen Theodoliten [...] mit sich, um bei der Eroberung neuer Breitengrade
seine Polho¨he und seine Ortszeit oder mit Hilfe des Chronometers auch seine geographische La¨nge
bestimmen zu ko¨nnen. Der Gedanke liegt nahe, zu versuchen, ob sich nicht beide Funktionen ver-
einigen und die photographische Kamera zugleich als Instrument zur Ortsbestimmung ausbilden
la¨ßt.“
In der Vero¨ffentlichung beschreibt Schwarzschild eine kompakte, transportable Zenitkameraent-
wicklung, die photographische Ortsbestimmungen beispielsweise auf Expeditionen ermo¨glicht. Die
Zenitkamera kann auch von Reisenden, die nicht u¨ber die ”notwendige astronomische Ausbildung
verfu¨gen“, genutzt werden, so Schwarzschild, und verdeutlicht damit die Einfachheit der Zenitka-
meramethode.
Neben dem praktischen Reiseinstrument berichtet Schwarzschild (1904a) u¨ber eine weitere, sehr
pra¨zise Zenitkameraentwicklung. Mit Hilfe einer la¨ngerbrennweitigen, ha¨ngenden Zenitkamera, die
um 180◦ drehbar ist und stationa¨r eingesetzt wird, kann Schwarzschild (1904a,b) bemerkenswerte
Genauigkeiten nachweisen: Fu¨r die geographische Breitenbestimmung in Go¨ttingen wurden Stan-
dardabweichungen von 0′′.8 fu¨r die einzelnen Abendwerte erreicht – bei einer sehr hohen U¨berein-
stimmung (0′′.1) des Mittelwertes aus 9 Na¨chten mit Referenzbeobachtungen (Meridiankreismessun-
gen). Die von Schwarzschild um 1904 erzielten Resultate lassen auf eine sorgfa¨ltige Eliminierung der
instrumentellen Systematiken schließen und kommen bereits recht nah an das Genauigkeitsniveau
heran, das mit vielen, spa¨ter entwickelten photographischen Zenitkameras erzielt wurde.
1.4.2 Photographische Zenitkameras
Nachdem die Anfa¨nge photographischer Zenitkameraentwicklungen u¨ber mehrere Jahrzehnte in
Vergessenheit geraten waren, setzten etwa in den fu¨nfziger und sechziger Jahren des 20. Jahrhun-
derts zwei wesentliche Entwicklungslinien ein: Ausgehend von Forschungsarbeiten in den Vereinig-
ten Staaten wurden Photozenitrohre (PZT) konstruiert, die als stationa¨re Beobachtungsinstrumente
zur Bestimmung der Erdorientierung (Polbewegung und UT1) eingesetzt wurden (z.B. Enslin 1964,
McCarthy 1976, McCarthy 1979, Rafferty 1980, BIH 1984). In Deutschland wurden Photozenitroh-
re in Hamburg und Potsdam fu¨r die hochpra¨zise Bestimmung von Breiten- und Zeitvariationen bis
zu ihrer Ablo¨sung durch geoda¨tische Raumverfahren wie VLBI und GPS genutzt.
Die zweite Entwicklungslinie fu¨hrte zu transportablen photographischen Zenitkameras, die an meh-
reren Orten in Europa seit Anfang der sechziger Jahre konstruiert wurden und sehr intensiv in den
siebziger und achtziger Jahren fu¨r die wirtschaftliche Bestimmung von Lotrichtungsparametern und
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Lotabweichungen eingesetzt wurden. Mit dem Aufkommen von transportablen photographischen
Zenitkameras konnten die bis dahin sehr aufwa¨ndigen, visuellen astrogeoda¨tischen Richtungsmes-
sungen durch den hohen Automatisierungsgrad der photographischen Beobachtung erheblich be-
schleunigt und weitgehend objektiviert werden. Die Ausmessung der Messbilder wurde nach dem
photographischen Entwicklungsprozess (Entwicklung, Fixierung, Trocknung) mit Pra¨zisionskompa-
ratoren (z.B. Seeber und Wissel 1979) durchgefu¨hrt, wodurch der eigentliche Beobachtungsaufwand
im Feld verku¨rzt und ins Bu¨ro verlegt wurde. Die an heutigen Maßsta¨ben gemessene, sehr zeit-
aufwa¨ndige und daher unwirtschaftliche Ausmessung der Bildtra¨ger (vgl. Abschnitt 3.5) und die
zunehmende Verfu¨gbarkeit von Schwereanomalien fu¨hrten Anfang der neunziger Jahre letztlich zu
einer stark ru¨ckla¨ufigen Nutzung von photographischen Zenitkameras zur Schwerefeldbestimmung.
1.4.2.1 Hannoversche Entwicklungen
Vor nunmehr vier Jahrzehnten hat Pilowski im Jahr 1964 an der Universita¨t Hannover die Entwick-
lung transportabler Zenitkameras initiiert und mehrere Prototypen konstruiert, u¨ber die in Gessler
und Pilowski (1972) und sehr ausfu¨hrlich in Pilowski (1973) berichtet wird. Die positiven Erfahrun-
gen mit ersten Prototypen fu¨hrten in den Jahren 1972 bis 1973 zur Konstruktion der Transportablen
Zenitkamera 1 (TZK1) als leistungsfa¨higes Feldinstrument zur Lotabweichungsbestimmung (Gessler
1975, Gessler und Seeber 1975 sowie Seeber 1978). In zahlreichen Feldeinsa¨tzen in Norddeutschland,
Da¨nemark, Norwegen, der Schweiz und in Brasilien wurden mit dem Instrument Lotrichtungen und
Lotabweichungen mit a¨ußeren Genauigkeiten von etwa 0′′.5 bei Beobachtungszeiten von etwa 30 min
pro Station bestimmt (Seeber und Torge 1985, Torge und Wildermann 1983, SFB149 1983, SFB149
1981, Wissel 1978, Gessler 1975).
Die vielen Erfahrungen, die bei den Feldeinsa¨tzen mit der TZK1 gewonnen werden konnten und das
wachsende Interesse an Lotabweichungs- und Schwerefeldbestimmungen fu¨hrten zur Konstruktion
der Transportablen Zenitkamera 2 (TZK2) in den Jahren 1977 bis 1979, die in der Arbeit von Wissel
(1982) ausfu¨hrlich beschrieben ist. Diese im Vergleich zur TZK1 kompaktere und leichter bedienba-
re Kameraentwicklung erreichte vergleichbare Genauigkeiten (Seeber und Torge 1985) und wurde
bis 1994 sehr intensiv zur Schwerefeldbestimmung in Deutschland, Da¨nemark, der Schweiz und Ve-
nezuela eingesetzt (Grote 1996, Wildermann 1988, Wildermann 1985, Wissel 1982, SFB149 1982).
Die in Hannover konstruierte, mit der TZK2 weitgehend baugleiche Zenitkamera TZK3 wurde von
1983 bis zum Ende der neunziger Jahre an der ETH Zu¨rich fu¨r Schwerefeldbestimmungen in Europa
eingesetzt (siehe Bu¨rki 1989 und auch Marti 1997, Gurtner und Bu¨rki 1987 sowie Bu¨rki et al. 1983).
1.4.2.2 Entwicklungen an anderen Orten
An mehreren Institutionen in Europa wurden ebenfalls transportable Zenitkameras entwickelt, die
in der Arbeit von Bu¨rki (1989) gegenu¨bergestellt und verglichen werden. In Italien wurde 1968
eine Satellitenkamera zu einer Zenitkamera umgeru¨stet, die in den Jahren 1972 bis 1975 fu¨r die
photographische Bestimmung eines dichten Lotabweichungsnetzes in Italien mit Genauigkeiten von
1′′ und besser genutzt wurde (Birardi 1976). An der TU Graz wurde ebenfalls auf einer Satelliten-
kamera aufbauend eine transportable Zenitkamera fu¨r die Bestimmung eines Geoidprofils in den
Alpen konstruiert (Chesi 1984).
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1.5 Stand der Forschung
Der wesentliche Nachteil der photographischen Zenitkamerasysteme – der hohe Zeitbedarf fu¨r die
manuelle Ausmessung der Photoplatten – kann durch Nutzung von digitalen Sensoren (Abschnitt
2.1) fu¨r die Bilderfassung vollsta¨ndig u¨berwunden werden. Hiermit ist die Mo¨glichkeit zur Online-
Auswertung der astrometrischen Bilddaten und folglich eine betra¨chtliche Erho¨hung der Wirtschaft-
lichkeit verbunden. Bereits Wissel (1982) weist auf die zuku¨nftige Nutzung der ”photoelektrischen
Registrierung“ fu¨r astrogeoda¨tische Lotrichtungsbestimmungen hin und Bu¨rki (1989) fu¨hrt die Nut-
zung der ”neuen CCD-Bausteine“ an, die eine direkte Messung der Bildkoordinaten der Sternspuren
und damit Echtzeitanwendungen ermo¨glichen.
Obwohl der erste CCD-Sensor bereits 1975 in der Astronomie wissenschaftlich eingesetzt wurde,
dauerte es jedoch etwa zwei Jahrzehnte, bis ausreichend große CCDs zu moderaten Preisen erha¨lt-
lich wurden. U¨ber die ersten Erfahrungen zur geoda¨tisch genutzten CCD-Astrometrie wird seit
etwa 1994 berichtet. So stellt Schirmer (1994) einen mit CCD ausgeru¨steten Universaltheodoliten
fu¨r astrogeoda¨tische Beobachtungen vor. Im gleichen Jahr erscheint die grundlegende Arbeit von
Schildknecht (1994) u¨ber die CCD-gestu¨tzte Richtungsmessung zu Satelliten. Ploner (1996) berich-
tet u¨ber die CCD-Astrometrie von geostationa¨ren Satelliten und Bretterbauer (1997) diskutiert die
Mo¨glichkeiten der CCD-Nutzung im Rahmen der Lotrichtungsbestimmung.
Eine erste Fallstudie u¨ber die Konstruktion eines GPS/CCD-Zenitkamerasystems fu¨r die wirtschaft-
liche Durchfu¨hrung des astrogeoda¨tischen Nivellements wird in einem Beitrag von Eissfeller und
Hein (1994) vorgestellt. Darauf aufbauend wird von Fosu (1999) an der Universita¨t der Bundeswehr
Mu¨nchen ein Demonstrator (Maksutov Spiegelteleskop) entwickelt, der innere Genauigkeiten von
0′′.3 erreichen kann. In Scho¨bel et al. (2000) wird die a¨ußere Genauigkeit des Demonstrators durch
Beobachtung auf einem Referenzpunkt mit einigen 10′′ angegeben. Als Grund fu¨r die unzureichen-
de a¨ußere Genauigkeit wird u.a. die exzentrische Montierung des Teleskops gesehen, die zu einer
mangelnden instrumentellen Stabilita¨t fu¨hrt. Der Beitrag von Scho¨bel et al. (2000) schließt mit
einem Vorschlag zur Konstruktion eines neuen Kamerasystems.
Auch an der Technischen Universita¨t Wien ist die Nutzung von CCD-Sensoren fu¨r die Lotrich-
tungsbestimmung ein Forschungsschwerpunkt (z.B. Gerstbach 1996, 1999). Gerstbach und Pichler
(2003) stellen den Prototypen einer sehr leichten CCD-Zenitkamera vor. Die angestrebte Genauig-
keit des Instruments liegt nach Gerstbach und Pichler (2003) bei 0′′.5 bis 1′′ und entspricht etwa
dem Genauigkeitsniveau, das mit photographischen Zenitkameras in den achtziger Jahren erreicht
wurde. Ergebnisse von Feldmessungen und ein Nachweis der a¨ußeren Genauigkeit wurden bislang
nicht mitgeteilt.
Seit dem Jahr 2001 wird an der ETH Zu¨rich auf Grundlage der photographischen Zenitkamera
TZK3 (Bu¨rki 1989) das digitale Zenitkamerasystem DIADEM entwickelt. Die grundsa¨tzliche instru-
mentelle Realisierung des Systems a¨hnelt dem digitalen Zenitkamerasystem TZK2-D. So verfu¨gen
die TZK2-D und das DIADEM-System u¨ber einen identischen mechanischen Aufbau und sind mit
der gleichen Optik ausgestattet. Daru¨ber hinausgehend wird bei DIADEM der gesamte Beobach-
tungsvorgang durch Verwendung von Motoren fu¨r die Horizontierung, die Fokussierung und die
Azimutdrehung vollautomatisiert durchgefu¨hrt (Mu¨ller 2002). U¨ber die instrumentelle Realisierung
des DIADEM-Systems und die echtzeitfa¨hige Datenprozessierung wird im Beitrag von Hirt und
Bu¨rki (2002) berichtet.
Zusammenfassend ist auf Grundlage der aktuellen geoda¨tischen Literatur festzustellen, dass noch
kein hochgenaues, echtzeitfa¨higes digitales Zenitkamerasystem fu¨r die Online-Bereitstellung von
Lotabweichungen realisiert und felderprobt ist. Zu der gleichen Schlussfolgerung kommt auch Scho¨dl-
bauer (2000a), S. 475: ”[Es ist] daher mit einer CCD-Zenitkamera in Verbindung mit geeigneter
Software im Prinzip mo¨glich, die Lotrichtung [...] der Kamera im Beobachtungsstandort in Echtzeit
anzugeben.“
Kapitel 2
Grundlagen
2.1 Eigenschaften des CCD-Sensors
Die CCD-Technologie wurde bereits 1970 in den Bell Laboratories entwickelt und erstmals 1975 vom
Jet Propulsion Laboratory zur Aufnahme des Planeten Uranus wissenschaftlich eingesetzt (Smith
1976). In den nachfolgenden Jahren entwickelten sich CCDs zum Standardsensor in der optischen
Astronomie, und zahlreiche Verfahren zur automatischen digitalen Verarbeitung der Bilddaten
wurden verfu¨gbar. Diese Fortschritte in der astronomischen Beobachtungs- und Auswertetechnik
werden in einer Vielzahl von Publikationen dokumentiert, stellvertretend seien hier die Vero¨ffentli-
chungen von Auer und van Altena (1978), Mackay (1986), Janesick und Blouke (1987) und Howell
(1992) genannt.
Der Astronomie kommt sicherlich die Vorreiterrolle bei der operationellen Anwendung von CCD-
Sensoren zu. Nach einer anfa¨nglich vorwiegend wissenschaftlichen Nutzung hat sich die CCD-
Technologie in den letzten Jahren zu einem Massenprodukt auf einem moderaten Preisniveau ent-
wickelt und wird heute in einem sehr breiten Anwendungsspektrum zur Bilderfassung eingesetzt.
Die Hauptvorteile der CCD-Technologie liegen im Vergleich zu konventionellen photographischen
Aufnahmemedien in der außerordentlich hohen Lichtempfindlichkeit und der sofortigen digitalen
Verfu¨gbarkeit der Bildinformation fu¨r die automatisierte Weiterverarbeitung.
In diesem Abschnitt werden ausgewa¨hlte Aspekte zusammengestellt, die fu¨r die astrometrische
Nutzung des im Zenitkamerasystem eingesetzten CCD-Sensors KAF1602E von Bedeutung sind.
Neben einer kurzen Darstellung des grundsa¨tzlichen Funktionsprinzips von CCD-Sensoren und den
Leistungsmerkmalen des KAF1602E liegt das Augenmerk auf der Zusammenstellung der radio-
metrischen Eigenschaften, die das erreichbare Signal-Rauschverha¨ltnis fu¨r die abgebildeten Sterne
maßgeblich bestimmen sowie der geometrischen Eigenschaften, die die astrometrische Positionsge-
nauigkeit beeinflussen. Umfassende Darstellungen zur astronomischen Nutzung von CCDs ko¨nnen
in Janesick (2001), Howell (2000), Ratledge (1997) und Buil (1991) gefunden werden. Erga¨nzungen
zu den grundsa¨tzlichen Funktionsprinzipien und zur Terminologie, die im Zusammenhang mit der
CCD-Technologie verwendet wird, finden sich in Kodak (1994, 2001). Verschiedene Aspekte zur
hochpra¨zisen astrometrischen Nutzung der CCD-Technologie sind in der Arbeit von Winter (1999)
zusammengestellt.
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2.1.1 Funktionsprinzip und Leistungsmerkmale
Der CCD-Sensor KAF1602E ist ein Silizium-Halbleiterchip, mit dem elektromagnetische Strahlung
im Spektralbereich von 350 nm bis 1050 nm registriert werden kann. Der CCD-Sensor setzt sich aus
1536 × 1024 matrixfo¨rmig angeordneten Zellen (Bildelemente, Pixel) der Gro¨ße 9 µm × 9 µm zu-
sammen. Durch das Auftreffen von Photonen mit genu¨gend hoher Energie werden aufgrund des in-
neren Photoeffektes Ladungen erzeugt, die nach dem Belichtungsvorgang aus der Matrix ausgelesen
und digitalisiert werden. Die Anzahl registrierter Photonen bestimmt dabei die Helligkeit (Grau-
stufe) des entsprechenden Pixels. Das KAF1602E CCD ist ein Zweiphasen Full-Frame-Transfer
Sensor, dessen Funktionsschema in Abb. 2.1 gezeigt wird. Das wesentliche Merkmal einer Full-
Frame-Transfer Architektur ist die Nutzung der gesamten CCD-Fla¨che fu¨r die Belichtung. Weitere
Erla¨uterungen hierzu und auch ein Vergleich mit anderen Architekturen sind in Kodak (2001) zu
finden.
Abb. 2.1: Funktionsschema des KAF1602E Sensors (nach Kodak 2000)
Die lichtempfindliche Pixelmatrix wird durch MOS-Kondensatoren realisiert. Ein MOS besteht aus
Siliziumsubstrat mit einer sehr du¨nnen, auflackierten Isolierschicht, die von jeweils zwei Elektroden
(Gates) bedeckt wird. Durch eintreffende Photonen, aber auch durch Wa¨rme, ko¨nnen Elektronen
(e−) aus dem Siliziumsubstrat herausgelo¨st und durch eine angelegte Spannung an den Elektro-
den im MOS gespeichert werden. Jeder MOS-Kondensator des KAF1602E Sensors kann bis zu
103× 103 Elektronen speichern, dann ist die maximale Aufnahmekapazita¨t (FWC) erreicht. Nach
Beendigung des Belichtungsvorganges werden die gesammelten Elektronen durch wechselnd ange-
legte Vertikalspannungen ΦV 1 und ΦV 2 an den beiden Elektroden zeilenweise in das Horizontal-
register verschoben, das sich im unteren Bereich an die Pixelmatrix anschließt (Abb. 2.1). Nach
jedem Zeilenvorschub werden die Ladungen im Horizontalregister durch zwei wechselnd anliegende
Horizontalspannungen ΦH1 und ΦH2 pixelweise in den Versta¨rker und in die Digitalisierungsein-
heit transferiert. Da zwei wechselnde Spannungen zum Ladungsvorschub angelegt werden, wird der
Auslesvorgang auch als Zweiphasentransfer bezeichnet. Diese Auslesetechnik wird in Kodak (2001)
und Buil (1991) na¨her erla¨utert; eine besonders detaillierte Ausfu¨hrung findet sich in Des Jardin
und Kosman (1999).
Ein wesentliches Leistungsmerkmal von CCD-Sensoren ist die Transfereffizienz η (CTE), die die
U¨bertragungsquote fu¨r einen einzelnen Ladungstransfer angibt und beim KAF1602E Sensor 0.99999
betra¨gt. Da ein Ladungstransport mit jedem Spannungswechsel auftritt, sind fu¨r den Ladungs-
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transfer bis zum Horizontalregister, je nach Pixelposition innerhalb der Spalte, bis zu 2 × 1024
Verschiebungen notwendig. Fu¨r die resultierende Transfereffizienz ηeff gilt in Abha¨ngigkeit der
notwendigen Spannungswechsel bzw. Verschiebungen n (Winter 1999):
ηeff = ηn. (2.1)
Bei 2048 Verschiebungen ergibt sich eine Transfereffizienz ηeff von etwa 98%, d.h. 2% der La-
dungen gehen beim Transport verloren. Die Transfereffizienz ist von der Chiptemperatur und der
Auslesefrequenz abha¨ngig; eine hohe Effizienz wird bei niedriger Auslesefrequenz und niedriger
Chiptemperatur erreicht. Weitere Betrachtungen hierzu sind beispielsweise in Buil (1991) zu fin-
den.
2.1.1.1 Analog-Digitalwandlung
In der Digitalisierungseinheit werden die ausgelesenen und versta¨rkten Ladungen mit einem Digi-
talisierungsfaktor (gain) von umgerechnet 6.5 Elektronen pro Einheit (Quantisierungsstufe) umge-
wandelt. In der englischsprachigen Literatur wird die Quantisierungsstufe auch als analog to digital
unit (ADU) bezeichnet und ist gleichbedeutend mit einer Grau- oder Intensita¨tsstufe. Die Digitali-
sierung wird bei einer Frequenz von 1.3 MHz mit 14 Bit durchgefu¨hrt, woraus sich 214 = 16384 un-
terschiedliche Grauwerte ergeben. Der Gesamtprozess der Ladungsverschiebung, Versta¨rkung und
Digitalisierung ist mit einem Ausleserauschen von 14.3 Elektronen, entsprechend etwa 2.2 ADU,
verbunden und stellt den wesentlichen Anteil am radiometrischen Fehlerhaushalt der kurzzeitbe-
lichteten Digitalaufnahmen dar (Abschnitt 2.1.3).
Die digitalisierten Bilddaten sind mit einem Offset versehen, der typischerweise etwa 550 ADU
bis 600 ADU betra¨gt. Er hat seine Ursache im Wesentlichen im Nullpunktfehler des Versta¨rkers,
der der Digitalisierungseinheit vorgeschaltet ist. Dieser Offset wird auch als Bias bezeichnet und
ist – bis auf den Einfluss des Ausleserauschens – fu¨r alle Pixel zu einem bestimmten Zeitpunkt
konstant. Durch wechselnde Temperaturen der Kameraelektronik kann der Bias unterschiedlicher
Bilder in einem Intervall von etwa 50 ADU variieren. Der Bias ist fu¨r die Prozessierung der digitalen
Bilddaten unkritisch, da er lediglich einen konstanten Versatz der Grauwerte bewirkt.
2.1.1.2 Spektrale Kennlinie
Mit der Quanteneffizienz (QE) wird die spektrale Empfindlichkeit des CCD-Sensors beschrieben. Sie
ist durch das Verha¨ltnis der Anzahl eintreffender Photonen nP (Lichtquanten) und herausgelo¨ster
Ladungen ne− definiert und wird in Abha¨ngigkeit der Wellenla¨nge angegeben. Abb. 2.2 zeigt die
spektrale Kennlinie des KAF1602E CCD-Sensors. Das Maximum wird bei etwa 600 nm erreicht,
hier betra¨gt die Quantenausbeute 65%: Von 100 eintreffenden Photonen lo¨sen 65 Photonen Elek-
tronen aus der Siliziumstruktur heraus. Im Vergleich zu photographischen Aufnahmemedien ist die
Quanteneffizienz von CCD-Sensoren um den Faktor 6 bis 30 ho¨her. Photographische Emulsionen
erreichen etwa 2% bis maximal 10% Quantenausbeute (Howell 2000).
2.1.1.3 Radiometrische Kennlinie
MOS CCD-Sensoren weisen im Allgemeinen eine streng lineare radiometrische Kennlinie auf, d.h.
die Anzahl eingetroffener Photonen nP und herausgelo¨ster Ladungen ne− sind innerhalb des
Arbeitsbereiches zueinander proportional. Die radiometrische Kennlinie eines CCD-Sensors kann
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Abb. 2.2: Spektrale Kennlinie des KAF1602E
Sensors (nach Kodak 2000)
durch einen einfachen Versuchsaufbau bestimmt werden, der in Apogee (2003) vorgeschlagen ist.
Die Grundidee besteht darin, den Sensor indirekt, d.h. u¨ber eine angestrahlte, reflektierende Fla¨che
zu beleuchten. Es kann dann davon ausgegangen werden, dass die Anzahl der auf dem CCD eintref-
fenden Photonen proportional zur Belichtungszeit ist. Abb. 2.3 zeigt das Resultat der Linearita¨ts-
untersuchung. In der Grafik ist die mittlere Anzahl herausgelo¨ster Elektronen in Abha¨ngigkeit von
der Zeit und damit von der Anzahl eingetroffener Photonen aufgetragen. Innerhalb des untersuchten
Arbeitsbereiches ist der Zusammenhang weitgehend linear.
Abb. 2.3: Radiometrische Kennlinie des
KAF1602E CCD-Sensors u¨ber den genutzten
Arbeitsbereich. Die geringen Abweichungen
bei 0.8 s und 1.0 s sind vermutlich auf
eine A¨nderung der Beleuchtungssituation
zuru¨ckzufu¨hren.
Ab einer Anzahl von etwa 103×103 Elektronen endet die Linearita¨t und damit der nutzbare Arbeits-
bereich, da die Speicherfa¨higkeit der Pixel erscho¨pft ist. Werden weitere Elektronen herausgelo¨st,
so verteilen sich diese auf angrenzende Pixel (Blooming). Dieser Effekt spielt bei Zenitaufnahmen
jedoch keine Rolle, da nur ein Bruchteil des radiometrischen Arbeitsbereiches genutzt wird (vgl.
hierzu Abschnitt 4.2.2). Der Sa¨ttigungsbereich wird aufgrund der sehr kurzen Belichtungszeiten
und der fehlenden Nachfu¨hrung der Kamera auch bei hellen Sternen nicht erreicht.
CCD-Anomalien
Einzelne Pixel, deren Empfindlichkeit deutlich von der Kennlinie abweichen, werden auch als heiße
bzw. kalte Pixel bezeichnet. Heiße Pixel zeichnen sich durch U¨berempfindlichkeit aus, kalte Pixel
sind deutlich weniger sensitiv als durch die radiometrische Kennlinie angegeben. Beide Pixelkate-
gorien sind unerwu¨nscht. Bei dem vorliegenden CCD-Chip fa¨llt die Anzahl heißer bzw. kalter Pixel
im Vergleich zur Gesamtanzahl der Bildelemente nicht ins Gewicht. Zur Rolle der Dunkelkorrektion
bei Zenitaufnahmen siehe Abschnitt 4.2.1.3.
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2.1.1.4 Zusammenstellung der technischen Daten
In der Tab. 2.1 sind die technischen Daten des KAF1602E Sensors auf Grundlage des Datenblattes
(Apogee 2001) und der Chipspezifikation (Kodak 2000) zusammengestellt.
Tab. 2.1: Technische Daten KAF1602E CCD
gesamte Pixelanzahl 1536 × 1024 = 1.5729 Mio.
effektiv nutzbare Pixelanzahl 1530 × 1020 = 1.5606 Mio.
Pixelgro¨ße 9 µm × 9 µm
effektive Chipfla¨che 13.8 mm × 9.2 mm
Auslesetechnik 2 Phasen Full-Frame-Transfer
Ausleserauschen 14.3 e− = 2.2 ADU
Pixelsa¨ttigung bei 103× 103 e− Pixel−1
Versta¨rkung (Gain) 6.5 e− ADU−1
Bias (systematischer Offset) 500 ADU bis 600 ADU
Digitalisierungsstufen 16384 ADU = 14 Bit
Digitalisierungsfrequenz 1.3 MHz
Auslesezeit pro Bild ca. 3 s
Dunkelstrom bei −10◦C 0.1 bis 0.2 e− Pixel−1 s−1
Ku¨hlung 30 bis 35 K unter Umgebungstemperatur
2.1.2 Geometrische Fehlerquellen
Durch die Anordnung der MOS-Kondensatoren auf dem Siliziumchip wird in erster Na¨herung eine
geometrisch gleichma¨ßige Rasterung realisiert. Es ist jedoch zu beachten, dass die Positionen der
einzelnen MOS-Kondensatoren innerhalb der Matrixanordnung gewissen Fertigungsfehlern unterlie-
gen. Hinsichtlich der grundsa¨tzlichen geometrischen Eigenschaften soll an dieser Stelle festgehalten
werden, dass die Zeilen und Spalten der MOS auf dem Siliziumchip zueinander orthogonal angeord-
net sind, also keine Achsscherung aufweisen. Daru¨ber hinaus ist fu¨r den KAF1602E-Sensor keine
Abha¨ngigkeit des Maßstabes von der Koordinatenrichtung nachweisbar, d.h. die Pixelgro¨ße ist in
Spalten- und Zeilenrichtung identisch. Der CCD-Sensor ist damit im Rahmen der astrometrischen
Messgenauigkeit frei von affinen Eigenschaften (vgl. Abschnitt 4.5.1.3).
2.1.2.1 Fehler in der CCD-Geometrie
Die Lagegenauigkeit der Pixel innerhalb des CCD-Sensors ist vom lithographischen Herstellungs-
verfahren abha¨ngig, das zum Aufbringen der MOS Strukturen auf den Siliziumchip genutzt wird.
Allgemein kann fu¨r CCD-Sensoren eine Lagegenauigkeit fu¨r die Pixelpositionen von etwa 0.1 µm
angesetzt werden (Luhmann 2000), was etwa 0.01 Pixel entspricht. Fu¨r den KAF1602E-Sensor
wird vom Hersteller eine Pixellagegenauigkeit von 0.03 µm, entsprechend 0.003 Pixel angegeben
(Kodak 2004). Diese Angabe bezieht sich auf die Genauigkeitsspezifikation der lithographischen
Masken, die bei der Herstellung der CCD-Sensoren eingesetzt werden. Fu¨r astrometrische An-
wendungen mit ho¨chsten Genauigkeitsforderungen ist es denkbar, die Pixelpositionen geometrisch
zu kalibrieren und dadurch die individuellen Positionsabweichungen zu beru¨cksichtigen. Im Falle
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des vorliegenden astrometrischen Datenmaterials jedoch liegt die Unsicherheit der Pixelpositionen
u¨ber eine Gro¨ßenordnung unter der erreichten astrometrischen Genauigkeit (Abschnitt 6.2.1). Eine
Kalibrierung ist daher nicht notwendig.
2.1.2.2 Temperaturverhalten
Grundsa¨tzlich gilt, dass temperaturbedingte Maßstabsa¨nderungen des CCD – sofern diese global,
d.h. gleichma¨ßig u¨ber den ganzen Chip auftreten – von dem astrometrischen Transformationsansatz
(Abschnitt 4.5.1) aufgefangen werden. Die Gro¨ßenordnung der zu erwartenden Maßstabsa¨nderungen
kann folgendermaßen abgescha¨tzt werden. Zur Reduktion des Dunkelstroms wird der KAF1602E-
Sensor von der Ku¨hleinheit um etwa 30 K gegenu¨ber der Umgebungstemperatur heruntergeku¨hlt.
Bei einem angenommenen Ausdehnungskoeffizienten von Silizium von 2.53× 10−6 K−1 verkleinert
sich der Chip um den Faktor (1 − 7.6×10−5). Dies entspricht bei Betrachtung der la¨ngeren Seite ei-
ner Verku¨rzung des gesamten CCD-Sensors um 1 µm bzw. etwa 0.1 Pixel. Die temperaturbedingten
Maßstabsa¨nderungen des CCD-Sensors liegt damit etwa eine halbe Gro¨ßenordnung unterhalb der
erreichbaren Maßstabsgenauigkeit bei der astrometrischen Datenreduktion (vgl. Abschnitt 4.5.1.3)
und haben deshalb keine praktische Bedeutung.
2.1.2.3 Fazit
Zusammenfassend kann festgestellt werden, dass die Fehler in der CCD-Geometrie bei digitalen
Zenitkameramessungen nur eine untergeordnete Rolle spielen. Die zu erwartenden Positionsfehler
fu¨r die einzelnen Pixel auf dem Siliziumchip liegen deutlich unterhalb der astrometrischen Mess-
genauigkeit. Gleichma¨ßige temperaturbedingte Gro¨ßena¨nderungen werden vom Maßstab bei der
Reduktion der Zenitaufnahmen aufgefangen. Affine Eigenschaften sind bei dem genutzten CCD-
Sensor im Rahmen der astrometrischen Messgenauigkeit nicht nachweisbar.
2.1.3 Radiometrische Fehlerquellen
Fu¨r die Diskussion der radiometrischen Fehlerquellen ist es wichtig, die unterschiedlichen Signale,
systematischen Fehlerquellen und zufa¨lligen Fehlerquellen sorgfa¨ltig zu unterscheiden. Als a¨ußeres
Signal werden Photonen der Sterne NS , jedoch auch Photonen des Himmelshintergrundes NSky
registriert. Letztere wirken als systematische Fehlerquelle und werden durch Lichtreflexionen an
der Atmospha¨re (z.B. Mondlicht oder Stadtlicht) verursacht. Als innere (instrumentelle) syste-
matische Fehlerquellen finden sich der Dunkelstrom NDark und der Bias NBias im digitalen Bild
wieder. Neben dem eigentlich interessierenden Signal der Sterne sind also die drei systematischen
Fehlerquellen Bias, Himmelshintergrund und Dunkelstrom Bestandteil jedes digitalen Bildes. Ihre
Summe
µ = NBias +NSky +NDark (2.2)
wird nachfolgend als Hintergrund bezeichnet und kann mit der mittleren Hintergrundhelligkeit µ
quantifiziert werden. Der Hintergrund µ eines digitalen Bildes kann mit Gleichung 4.1 (Abschnitt
4.2.1.2) praktisch berechnet werden. Die systematischen Fehler Bias, Himmelshintergrund und Dun-
kelstrom sind fu¨r das Signal-Rauschverha¨ltnis der Sterne (Abschnitt 2.1.3.4) unkritisch, da diese
lediglich das Grauwertniveau des gesamten digitalen Bildes erho¨hen. Im Gegensatz hierzu mu¨ssen
jedoch die zufa¨lligen Fehlerquellen mit besonderer Aufmerksamkeit behandelt werden, da diese das
Signal-Rauschverha¨ltnis maßgeblich beeinflussen.
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Zu den zufa¨lligen radiometrischen Fehlerquellen geho¨ren das Photonenrauschen des Sternsignals σS
und des Himmelshintergrundes σSky, das Rauschen des Dunkelstroms σDark und das Ausleserau-
schen σRead. Das Ausleserauschen, Photonenrauschen des Himmelshintergrundes und Dunkelstrom-
rauschen sind fu¨r die Streuung σ der Hintergrundhelligkeit µ verantwortlich:
σ2 = σ2Read + σ
2
Sky + σ
2
Dark. (2.3)
Die Streuung σ des Hintergrundes eines digitalen Bildes wird mit Gleichung 4.2 (Abschnitt 4.2.1.2)
praktisch berechnet. Im Folgenden werden die radiometrischen Fehlerquellen im Hinblick auf das er-
reichbare Signal-Rauschverha¨ltnis ero¨rtert und in Abha¨ngigkeit unterschiedlicher scheinbarer Stern-
helligkeiten zusammengestellt. Erga¨nzende Darstellungen zum radiometrischen Fehlerhaushalt von
CCD-Beobachtungen ko¨nnen z.B. in Kodak (2003), Merline und Howell (1995), Gilliland (1992),
Newberry (1991) und Buil (1991) gefunden werden.
2.1.3.1 Photonenrauschen
Die Anzahl eintreffender Photonen ist gema¨ß ihrer Quantennatur keine deterministische, sondern
eine stochastische Gro¨ße, die der Poissonverteilung unterliegt. Fu¨r das Photonenrauschen σP gilt
in Abha¨ngigkeit der Anzahl eingetroffener Photonen nP (Buil 1991):
σP =
√
nP . (2.4)
Werden z.B. 1000 Photonen pro Sekunde empfangen, so betra¨gt das Rauschen σP ≈ 32 Photonen
(relative Unsicherheit von 3.2%); bei einem lichtschwachen Stern mit einem Signal von 25 Photonen
pro Sekunde nimmt die relative Unsicherheit schon auf 20% zu. Grundsa¨tzlich kann das Photonen-
rauschen durch eine vergro¨ßerte Eintrittso¨ffnung des Objektivs und durch la¨ngere Integrationszeiten
reduziert und damit das Signal-Rauschverha¨ltnis erho¨ht werden. Bei Zenitaufnahmen hingegen ist
das erreichbare Signal-Rauschverha¨ltnis aufgrund der fehlenden Nachfu¨hrung begrenzt (Abschnitt
2.1.3.4).
2.1.3.2 Dunkelstrom
Unter dem Begriff Dunkelstrom werden Elektronen verstanden, die nicht durch Photonen aus der
CCD-Halbleiterstruktur herausgelo¨st werden, sondern durch Wa¨rme. Durch Wa¨rme herausgelo¨ste
Elektronen werden auch als thermische Elektronen bezeichnet und sind ebenso wie Photonen eine
stochastische Gro¨ße, d.h. sie unterliegen der Poissonverteilung. Thermische Elektronen stellen ein
unerwu¨nschtes Signal auf dem CCD dar und ko¨nnen sowohl durch kurze Belichtungszeiten als
auch durch Verwendung der integrierten Ku¨hlung der CCD-Kamera KX2E reduziert werden. Der
Dunkelstrom NDark halbiert sich bei einer Temperaturabnahme von etwa 6 bis 7 K. Bei dem
KAF1602E betra¨gt der Dunkelstrom 0.1 bis 0.2 e− Pixel−1 s−1 bei −10◦C (Apogee 2001).
In Tab. 2.2 ist der Einfluss des Dunkelstroms auf den Hintergrund µ und die Standardabweichung σ
in Abha¨ngigkeit von der CCD-Temperatur fu¨r die typischen Belichtungszeiten von 0.2 s bis 1.0 s
zusammengestellt. Die angegebenen Werte fu¨r µ und σ sind Mittelwerte fu¨r jeweils fu¨nf Dunkelbil-
der, d.h. Aufnahmen, die mit der sorgfa¨ltig abgedeckten CCD-Kamera – ohne a¨ußeren Lichteinfall
– aufgenommen wurden. In Dunkelbildern wird der Mittelwert µ vom Bias NBias und vom Dun-
kelstrom NDark bestimmt (vgl. Gleichung 2.2). Die Streuung σ hat ihre Ursache ausschließlich im
Ausleserauschen σRead und im Rauschen des Dunkelstroms σDark.
2.1. Eigenschaften des CCD-Sensors 17
Tab. 2.2: Auswirkung des Dunkelstroms auf Mittelwert µ und Standardabweichung σ
CCD-Temperatur [◦C] 10◦C 0◦C −10◦C
Belichtungszeit t [s] µ [ADU] σ [ADU] µ [ADU] σ [ADU] µ [ADU] σ [ADU]
0.2 575.40 2.04 578.70 1.67 578.01 1.71
0.4 575.61 2.08 578.65 1.71 577.91 1.73
0.6 575.80 2.10 578.95 1.72 578.04 1.72
0.8 576.27 2.27 578.80 1.73 578.29 1.73
1.0 576.38 2.32 587.83 1.75 578.09 1.74
Die zusammengestellten Messdaten zeigen Folgendes: Erwartungsgema¨ß steigen µ und σ aufgrund
des Dunkelstroms mit zunehmender Belichtungszeit t an und nehmen mit sinkender Sensortempe-
ratur ab. Bei der typischen Arbeitstemperatur von −10◦C ist keine systematische Zunahme von µ
und σ in Abha¨ngigkeit der Belichtungszeit zu sehen, die auftretenden Unterschiede sind zufa¨lliger
Natur. Aufgrund der starken Ku¨hlung des Sensors ist der Anteil des Dunkelstroms (NDark und
σDark) an den Gro¨ßen µ und σ nicht mehr signifikant. Der Mittelwert µ des Dunkelbildes ist nun
mit dem Bias NBias identisch und die Streuung σ gibt direkt das Ausleserauschen σRead an. Als
wesentliches Untersuchungsergebnis kann festgehalten werden, dass der Dunkelstrom am radiome-
trischen Fehlerhaushalt von kurzzeitbelichteten Zenitaufnahmen keinen nachweisbaren Anteil hat,
sofern der CCD-Sensor auf etwa −10◦C geku¨hlt wird.
2.1.3.3 Ausleserauschen
Das Ausleserauschen σRead ist fu¨r die Apogee KX2E mit etwa 2.2 ADU (entsprechend 14.3 e−) an-
gegeben und hat seine Ursache im Rauschen der Ladungsverschiebung und der Versta¨rkerelektronik
sowie in der Unsicherheit, die mit der Quantisierung der versta¨rkten Ladungen in der Digitalisie-
rungseinheit verbunden ist (z.B. Howell 2000, Winter 1999, Buil 1991). Das Ausleserauschen σRead
ist na¨herungsweise normalverteilt, wie Abb. 2.4 zeigt. Im Rahmen einer Dunkelstromuntersuchung
wie in Abschnitt 2.1.3.2 kann das Ausleserauschen σRead bei geku¨hlter Kamera und kurzer Integra-
tionszeit auf einfache Weise experimentell bestimmt werden.
Abb. 2.4: Histogramm eines typischen
Dunkelbildes bei einer Integrationszeit
von 0.4 s
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Das Ausleserauschen wird von verschiedenen Faktoren wie der Temperatur von Versta¨rkerelektronik
und Digitalisierungseinheit beeinflusst. Bei der Untersuchung der CCD-Kamera konnte beobachtet
werden, dass das Ausleserauschen zudem in erheblichem Maße von der La¨nge und den elektrischen
Eigenschaften der Kabelverbindung zwischen der CCD-Kamera und ihrer Steuerkarte abha¨ngt. Ein
Kabel von einigen Metern La¨nge fu¨hrt zu einem Anstieg von σRead von 2.2 ADU (Spezifikation)
auf etwa 4 bis 6 ADU. Bei besonders kurzen Kabelverbindungen (La¨nge < 1 m) ist es hingegen
mo¨glich, ein Ausleserauschen von nur 1.7 ADU zu erreichen, welches unterhalb dem in der Kame-
raspezifikation angegebenen Wert liegt. Die CCD-Kamera KX2E sollte daher mit mo¨glichst kurzen
Kabelverbindungen betrieben werden.
2.1.3.4 Zusammenstellung des Fehlerhaushaltes
Die diskutierten radiometrischen Fehlerquellen werden nun in einer gemeinsamen Betrachtung
zusammengefu¨hrt. Fu¨r das Signal-Rauschverha¨ltnis einer Sternabbildung findet sich unter Ver-
nachla¨ssigung der Transfereffizienz in Howell (2000) die grundlegende Beziehung, die in Merline
und Howell (1995) hergeleitet und ausfu¨hrlich diskutiert wird:
S
N
=
NSt√
NSt+ npix(NSkyt+NDarkt+N2Read)
. (2.5)
Durch Substitution der Rauschterme ergibt sich als u¨berschaubarer Ausdruck:
S
N
=
N∗S√
σ2∗S + σ
2∗
Sky + σ
2∗
Dark + σ
2∗
Read
(2.6)
mit
Gro¨ße Bedeutung Einheit Bezug
S/N Signal-Rauschverha¨ltnis [-] gesamte Sternabbildung
t Belichtungszeit [s] gesamte Sternabbildung
npix Anzahl aller Pixel der Sternabbildung [-] gesamte Sternabbildung
NS Signal des Sterns [ADU s−1] gesamte Sternabbildung
NSky Himmelshintergrund [ADU s−1] pro Pixel
NDark Dunkelstrom [ADU s−1] pro Pixel
NRead Ausleserauschen (= σRead) [ADU] pro Pixel
N∗S Signal des Sterns [ADU] gesamte Sternabbildung
σ∗S Rauschen des Sternsignals (=
√
N∗S) [ADU] gesamte Sternabbildung
σ∗Sky Rauschen des Himmelshintergrundes [ADU] gesamte Sternabbildung
σ∗Dark Rauschen des Dunkelstroms [ADU] gesamte Sternabbildung
σ∗Read Ausleserauschen [ADU] gesamte Sternabbildung
Gleichung 2.5 zeigt die Abha¨ngigkeiten der einzelnen Rauschquellen von der Pixelanzahl npix und
Belichtungszeit t. Bei Zenitkameramessungen ist die Anwendbarkeit der Formel auf kurze Belich-
tungszeiten begrenzt, da das Signal-Rauschverha¨ltnis aufgrund der fehlenden Nachfu¨hrung sein
Maximum bei Belichtungszeiten t zwischen 0.5 und 1.0 s erreicht (Abschnitt 6.2.1). Die Gleichung
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2.6 ergibt sich durch Substitution der einzelnen Terme aus Gleichung 2.5: Dem Signal des SternesN∗S
werden die vier wirksamen Rauschquellen σ∗S , σ
∗
Sky, σ
∗
Dark und σ
∗
Read gegenu¨bergestellt. Wa¨hrend
die Rauschquellen in Gleichung 2.5 teilweise pro Pixel angegeben werden, sind alle Rauschquellen
in Gleichung 2.6 auf die gesamte Sternabbildung bezogen.
Tab. 2.3: Signal-Rauschverha¨ltnis S/N unterschiedlich heller Sterne und einzelne Rauschquellen. Die Signale
und Rauschquellen sind in [ADU] angegeben. Mag = Magnitude.
Mag Pixel Signal Rauschen Verha¨ltnis Einzelne Rauschquellen
n S N S/N σ∗S σ
∗
Sky σ
∗
Dark σ
∗
Read
8.57 154 10905.5 49.6 219.9 41.0 6.0 1.1 27.3
9.72 62 1124.1 22.1 50.9 13.2 3.8 0.7 17.3
10.84 39 407.9 16.1 25.3 7.9 3.0 0.5 13.7
11.65 25 123.9 12.1 10.3 4.4 2.4 0.4 11.0
12.25 18 82.7 10.2 8.1 3.6 2.0 0.4 9.3
13.01 9 25.8 7.0 3.7 2.0 1.4 0.3 6.6
In Tab. 2.3 sind die Rauschquellen fu¨r einige Sterne exemplarisch zusammengestellt, die mit der
TZK2-D bei einer Belichtungszeit von 0.5 s aufgenommen wurden. Das Signal S = N∗S der Sterne
kann ermittelt werden, indem fu¨r alle Pixel einer Sternabbildung die auf den Mittelwert µ zentrier-
ten Grauwerte (g−µ) aufsummiert werden. Das Signal des Himmelshintergrundes NSky ergibt sich
aus dem Vergleich der Mittelwerte µ einer Zenitaufnahme und einer Dunkelaufnahme bei gleicher
Belichtungszeit. Die Hintergrundhelligkeit NSky betra¨gt 3 ADU s−1 Pixel−1 zum Zeitpunkt der
Messung; der Dunkelstrom wird mit 0.1 e− Pixel−1 angenommen und das Ausleserauschen mit
2.2 ADU Pixel−1 angesetzt.
Als dominierende Fehlerquelle findet sich das Ausleserauschen σRead bei allen Sternen ab der
10. Gro¨ßenklasse und schwa¨cher. Bei helleren Sternen ist das Photonenrauschen σS die limitie-
rende Fehlerquelle. Das Photonenrauschen des Hintergrundes σSky bekommt erst bei Erreichen der
Grenzgro¨ße ein ho¨heres Gewicht im Fehlerbudget, wa¨hrend der Dunkelstrom σDark vernachla¨ssig-
bar ist. Als wesentliche Erkenntnis kann festgehalten werden, dass das Ausleserauschen – neben
der Belichtungszeit – das erreichbare Signal-Rauschverha¨ltnis von kurzzeitbelichteten Zenitaufnah-
men begrenzt. Die diskutierten radiometrischen Fehlerquellen sind in Anlehnung an Winter (1999)
abschließend in der Tab. 2.4 zusammengestellt.
Tab. 2.4: Zusammenstellung der radiometrischen Fehlerquellen
Radiometrische Fehlerquelle Verteilungsfunktion Rolle bei Zenitaufnahmen
Licht des Sternes σS Poissonverteilung dominierend bei hellen Sternen
Himmelshintergrund σSky Poissonverteilung vernachla¨ssigbar bei kurzen
Belichtungen
Dunkelstrom σDark Poissonverteilung bei sehr kurzen Belichtungszeiten
und CCD-Ku¨hlung nicht relevant
Ausleserauschen σRead Normalverteilung dominierende Fehlerquelle
bei lichtschwachen Sternen
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2.2 Zeitsysteme
Zeitsysteme haben fu¨r die geoda¨tische Astronomie essentielle Bedeutung, da die Orientierung zwi-
schen dem terrestrischen und za¨lestischem Bezugssystem und damit der Zeitpunkt der Beobach-
tung fu¨r die Datenreduktion bekannt sein muss. In diesem Abschnitt werden die fu¨r diese Ar-
beit relevanten Zeitsysteme und die notwendigen Transformationen gema¨ß den IERS Konventionen
(McCarthy 1996) dargestellt. Umfassende Darstellungen der Zeitsysteme sind in Seidelmann (1992)
und Scho¨dlbauer (2000a) zu finden. Ku¨rzere Ausfu¨hrungen u¨ber die gebra¨uchlichen Zeitsysteme ge-
ben beispielsweise Seeber (2003), Torge (2003), Mu¨ller (1999), Zimmermann und Weigert (1995)
sowie Moritz und Mueller (1987).
Zeitmessungen beruhen auf Konventionen, durch die ein reproduzierbares und mo¨glichst gleichfo¨rmi-
ges Zeitmaß definiert wird. Ein solches Zeitmaß kann aus der Dauer eines wiederkehrenden, periodi-
schen Vorganges wie zum Beispiel der Erdrotation abgeleitet werden. Zeitskalen sind nach Bedrich
(1998) durch
• ihre Epoche als Anfang der Za¨hlung,
• ein Zeitintervall, das fortlaufend addiert wird und
• die Za¨hlrichtung
vollsta¨ndig definiert. Grundsa¨tzlich ko¨nnen die in dieser Arbeit verwendeten Zeitsysteme in
Abha¨ngigkeit des verwendeten periodischen Vorgangs in Rotationszeitskalen und physikalisch defi-
nierte Atomzeitskalen eingeteilt werden. Eine Sonderrolle kommt den Modellzeitskalen zu, die sich
nur in konzeptioneller Hinsicht von den Atomzeitskalen unterscheiden. Die Zeitsysteme Weltzeit
(UT0, UT1 und UT2) und Sternzeit (GMST, GAST) werden zu den Rotationszeitskalen geza¨hlt,
bei denen als periodischer Vorgang die Erdrotation dient. Aufgrund von Erdrotationsschwankungen
sind sowohl Weltzeit als auch Sternzeit keine gleichfo¨rmigen Zeitskalen. Bei den Atomzeitskalen, zu
denen unter anderen die internationale Atomzeit TAI, die GPS-Systemzeit GPST und die koordi-
nierte Weltzeit UTC geho¨ren, dienen Schwingungen elektromagnetischer Wellen, die von Atomen
ausgesendet werden, als periodisch wiederkehrende Vorga¨nge (Zimmermann und Weigert 1995).
Die Atomzeitskalen sind mit Ausnahme der koordinierten Weltzeit UTC streng gleichfo¨rmig.
Julianisches Datum
Zeitpunkte lassen sich neben der gewohnten Darstellung im Stundensystem auch in der Darstel-
lungsform Julianisches Datum (JD) ausdru¨cken. Das in Julianischen Tageszahlen angegebene Ju-
lianische Datum hat den prinzipiellen Vorteil, dass sich auch gro¨ßere Zeitintervalle leicht durch Dif-
ferenzbildung ermitteln lassen. Der astronomischen Standardepoche J2000.0 (01.01.2000, 12:00:00
UT1 bzw. TT) ist das JD 2451545.0 in der Einheit Julianische Tage zugeordnet. Andere Zeitpunkte
lassen sich mit einfachen Algorithmen berechnen, die beispielsweise in Montenbruck und Pfleger
(2002), S. 14 ff und Seidelmann (1992), S. 603 ff beschrieben werden. Einige Transformationsfor-
meln zur Reduktion der Sternpositionen (Abschnitt 4.3.2) und zur Umrechnung der Zeitskalen
(Abschnitt 2.2.1) beno¨tigen als Zeitargument t das Julianische Datum des Berechnungszeitpunktes
T , das auf die Standardepoche J2000.0 bezogen und in Julianischen Jahrhunderten ausgedru¨ckt
wird:
t =
T − 2451545.0
36525
. (2.7)
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2.2.1 Rotationszeitskalen
2.2.1.1 Sternzeit
Fu¨r die Definition der Sternzeit wird der Fru¨hlingspunkt als Bezugspunkt eingefu¨hrt. Die Sternzeit
ist die seit dem letzten Meridiandurchgang des Fru¨hlingspunktes verstrichene Zeit und ist identisch
mit dem Stundenwinkel des Fru¨hlingspunktes. Die Lage des Fru¨hlingspunktes unterliegt neben
sa¨kularen A¨nderungen (Einfluss der Pra¨zession) kleinen Schwankungen, die durch die Nutation
verursacht werden. Die von diesen Schwankungen beeinflusste Lage des Fru¨hlingspunktes fu¨hrt
zur scheinbaren Sternzeit, die aufgrund der Nutation ein ungleichfo¨rmiges Zeitmaß ist. Die mittlere
Sternzeit ergibt sich, wenn als Bezugspunkt die mittlere Lage des Fru¨hlingspunktes (befreit von den
Schwankungen durch den Einfluss der Nutation) u¨ber Konventionen eingefu¨hrt wird. Die auf den
Meridian von Greenwich bezogene scheinbare Sternzeit wird als GAST und die mittlere Sternzeit
als GMST bezeichnet. GAST ( = Θ) ist der auf den za¨lestischen Ephemeridenpol CEP bezogene
Orientierungswinkel der Erde und verknu¨pft das momentane terrestrische mit dem momentanen
za¨lestischen Bezugssystem (vgl. auch Abb. 1.2). Die Zeitsysteme GAST und GMST unterscheiden
sich aufgrund des Nutationseinflusses, der mit der Gleichung der A¨quinoktien (Eq.E.) modelliert
wird (Scho¨dlbauer 2000a):
Eq.E. = GAST−GMST = ∆m. (2.8)
Der zeitliche Verlauf der Gleichung der A¨quinoktien ist in Abb. 2.5 dargestellt. Die Berechnung
von ∆m erfolgt mit der mittleren Schiefe der Ekliptik ε0 (Gleichung 4.35), der mittleren La¨nge
des Mondbahnknotens Ω (Gleichung 4.34) und der Nutation in der ekliptischen La¨nge ∆ψ, die mit
dem Nutationsmodell der IAU von 1980 (Gleichung 4.32) ermittelt wird (McCarthy 1996):
∆m = ∆ψ cos ε0 + 0′′.00264 sinΩ + 0′′.000063 sin 2Ω. (2.9)
Fu¨r die hochgenaue Transformation zwischen GAST und GMST ist es notwendig, die Erdorientie-
rungsparameter (δ∆ψ, δ∆ε) zur Verbesserung des IAU Nutationsmodells zu beru¨cksichtigen (vgl.
Abschnitt 4.3.2.5). Abb. 2.5 (rechts) zeigt, dass eine Vernachla¨ssigung zu Abweichungen von einigen
Millisekunden bei der Berechnung der Gro¨ße ∆m fu¨hrt.
Abb. 2.5: Gleichung der A¨quinoktien. Die linke Grafik zeigt den Verlauf von ∆m und damit der Pendelbewe-
gung des wahren Fru¨hlingspunktes um den mittleren Fru¨hlingspunkt von 1980.0 bis 2004.0. Die Gleichung
der A¨quinoktien erreicht eine maximale Gro¨ße von etwa ± 1 s (≈ 15′′). Die dominierende Schwingung hat
eine Periodendauer von 18.6 Jahren und entspricht einem vollsta¨ndigen Umlauf des Mondknotens. In der
rechten Grafik sind die Abweichungen δ∆m dargestellt, die sich aufgrund der Vernachla¨ssigung der Erdori-
entierungsparameter (δ∆ψ, δ∆ε) bei der Berechnung von ∆m ergeben. Die Abweichungen erreichen etwa
0.004 s (≈ 0′′.06).
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2.2.1.2 Sonnenzeit und Weltzeit
Zur Definition der Sonnenzeit dient die Sonne als Bezugspunkt. Da die Erdbahn leicht elliptisch ist
und die Deklination der Sonne im Laufe des Jahres variiert, fu¨hrt die wahre Sonne als Bezugspunkt
zu einem ungleichfo¨rmigen Zeitsystem. Um eine bessere Anna¨herung an ein gleichfo¨rmiges Zeitsys-
tem zu erhalten, wird eine fiktive mittlere Sonne als Bezugspunkt eingefu¨hrt, die aus der wahren
Sonne berechnet werden kann. Ein mittlerer Sonnentag wird u¨ber das Intervall zwischen zwei auf-
einanderfolgenden Durchga¨ngen der mittleren Sonne durch den Meridian definiert. Die mittlere
Sonnenzeit ist gleich der seit dem letzten Meridiandurchgang der mittleren Sonne verstrichenen
Zeit (Stundenwinkel der mittleren Sonne) zuzu¨glich 12 Stunden. Die Sonnenzeit ist gema¨ß ihrer
Definition eine Ortszeit, da sie an den lokalen Meridian gebunden ist. Die auf den Nullmeridian
von Greenwich bezogene mittlere Sonnenzeit bezeichnet man alsWeltzeit UT0. Das Weltzeitsystem
UT0 entha¨lt die Einflu¨sse
• der Polbewegung (Abschnitt 2.4), die zu einer Verlagerung der Meridiane als Bezugslinien fu¨r
die Zeitdefinition fu¨hrt sowie
• die jahreszeitlichen Rotationsschwankungen, bedingt durch Gezeitenreibung der Meere und
Massenverlagerungen,
und ist deshalb nicht gleichfo¨rmig (Torge 2003). Die Korrektur des erstgenannten Effektes entspricht
der Polbewegungskorrektion in der astronomischen La¨nge und fu¨hrt zu der Zeitskala UT1, die
streng mit der mittleren Sternzeit GMST verknu¨pft ist. Der Anschluss an die Zeitskala UT1 ist aus
praktischer Sicht leicht u¨ber die Atomzeitskalen UTC und GPST mo¨glich (Abschnitt 2.2.2).
2.2.1.3 Zusammenhang zwischen Weltzeit UT1 und Sternzeit GMST
Da sich die Bezugspunkte von UT1 (mittlere Sonne) und GMST (mittlerer Fru¨hlingspunkt) auf-
grund der ja¨hrlichen Bewegung der Erde um die Sonne relativ zueinander bewegen, entsteht ein
Maßstabsunterschied zwischen den beiden Zeitsystemen, den die folgenden Gleichungen beschreiben
(Scho¨dlbauer 2000a):
24 h Sonnenzeit = 24 h Sternzeit + 3 min 56.555 s (2.10)
1 s Sonnenzeit = 1.002737909 s Sternzeit. (2.11)
Unter Verwendung folgender Beziehung kann die Weltzeit UT1 in mittlere Greenwicher Sternzeit
GMST streng u¨berfu¨hrt werden (McCarthy 1996):
GMST = 6 h 41 min 50.54841 s + 8640184.812866 s · t (2.12)
+0.093104 s · t2 − 0.0000062 s · t3.
Dabei bedeutet t die seit der Standardepoche J2000.0 bis zum Berechnungszeitpunkt T verstrichene
Zeit in Julianischen Jahrhunderten, wobei die Julianische Tageszahl T aus UT1 zu berechnen ist.
2.2.2 Atomzeitskalen
Im Gegensatz zu den Rotationszeitskalen erfu¨llen die Atomzeitskalen TAI und GPST die Ei-
genschaft der Gleichfo¨rmigkeit. Atomzeitskalen haben den Vorteil, dass sie u¨ber Verfahren der
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Abb. 2.6: Erdorientierungsparameter ∆UT1. Der Verlauf von UTC und UT1 von 1994 bis 2004 ist in der
linken Grafik zu sehen. An den Sprungstellen von UTC wurden Schaltsekunden zur Anpassung an UT1
eingefu¨gt. Die rechte Grafik zeigt die Differenz ∆UT1 von 1994 bis 2004.
Zeitu¨bertragung (beispielsweise mit GPS) leicht zur Festlegung von Ereignissen zuga¨nglich und fu¨r
hochpra¨zise Zeitmessungen geeignet sind. Den Atomzeitskalen ist gemeinsam, dass sie als periodisch
wiederkehrendes Zeitintervall die SI-Sekunde benutzen, die u¨ber atomare Schwingungen definiert
ist. Die Zeitskalen TAI und GPST unterscheiden sich durch den Ursprung ihrer Za¨hlung und die
koordinierte Weltzeit UTC zusa¨tzlich dadurch, dass in unregelma¨ßigen Absta¨nden Schaltsekunden
eingefu¨gt werden. Der Zusammenhang zwischen den Atomzeitskalen TAI, UTC und GPST und der
Weltzeit UT1 wird in Abb. 2.7 gezeigt.
2.2.2.1 Koordinierte Weltzeit UTC
Das koordinierte Weltzeitsystem UTC weist den Vorteil einer Atomzeitskala auf – die strenge
Gleichfo¨rmigkeit bis auf eingefu¨gte Schaltsekunden – und ist eng an UT1 angelehnt. Der Erdorien-
tierungsparameter ∆UT11
∆UT1 := UT1−UTC mit |UT1−UTC| ≤ |0.9 s| (2.13)
beschreibt den Unterschied zwischen den Zeitsystemen UT1 und UTC (vgl. Abschnitt 2.4 und
Abb. 2.6). Die Differenz ∆UT1 liegt in den Rotationsschwankungen der Erde sowie einem geringen
Maßstabsunterschied zwischen Atomzeitsekunde und mittlerer Weltzeitsekunde begru¨ndet (Zim-
mermann und Weigert 1995).
2.2.2.2 Internationale Atomzeit TAI
Die internationale Atomzeit TAI wird derzeit durch u¨ber 250 global verteilte Atomuhren realisiert
und von der Zeitsektion des BIPM als gewichtetes Mittel verbreitet. Aufgrund von relativistischen
Effekten (z.B. Mu¨ller 1999 oder Scho¨dlbauer 2000a) werden die Atomzeitmessungen auf das Geoid
als gemeinsame Bezugsfla¨che reduziert.
1UT1−UTC ist nicht identisch mit dem Parameter DUT1, der vom IERS im Bulletin D vero¨ffentlicht wird. DUT1
wird vom IERS fu¨r Navigationszwecke mit einer Auflo¨sung von 0.1 s vero¨ffentlicht und entspricht in grober Na¨herung
der mit einer Auflo¨sung von 0.000001 s angegebenen Differenz UT1−UTC aus dem Bulletin B. In dieser Arbeit wird
UT1−UTC mit dem Formelzeichen ∆UT1 bezeichnet.
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Der Ursprung der Atomzeitskala TAI fa¨llt mit der Weltzeit UT1 am 1.1.1958, 0 Uhr zusammen.
TAI ist die Basis von UTC. Beide Zeitskalen unterscheiden sich streng um eine ganzzahlige Anzahl
von Sekunden. Im Jahr 2003 besteht der Zusammenhang (BIPM 2002):
TAI−UTC2003 = 32 s. (2.14)
2.2.2.3 Atomzeit GPS
Vom USNO wird unabha¨ngig von TAI die GPS-Atomzeitskala GPST realisiert, deren Anfangsepo-
che mit UTC am 5. Januar 1980 zusammenfa¨llt. Die GPS-Systemzeit unterscheidet sich von UTC
um eine nahezu ganzzahlige Anzahl von Sekunden. Der Unterschied zwischen UTC und GPST
sowie UTC und TAI vergro¨ßert sich im Laufe der Zeit durch Einfu¨gen von Schaltsekunden in UTC.
Die aktuellen Relationen zwischen den Atomzeitskalen werden beispielsweise vom USNO und vom
BIPM bekannt gegeben. Fu¨r 2003 gilt (BIPM 2002, Seeber 2003):
GPST−UTC2003 = 13 s− C0. (2.15)
Durch die von TAI unabha¨ngige Realisierung der GPST ko¨nnen Differenzen in der Gro¨ßenordnung
einiger Nanosekunden auftreten, die streng u¨ber den Term C0 beru¨cksichtigt werden ko¨nnen (BIPM
2002). Aufgrund der geringen Gro¨ßenordnung ist C0 bei astrogeoda¨tischen Messungen jedoch ohne
Bedeutung und kann vernachla¨ssigt werden. Die GPS-Systemzeit GPST hat im Rahmen der Zeitzu-
ordnung von Zenitaufnahmen große Bedeutung, da sie u¨ber den GPS-Empfa¨nger direkt verfu¨gbar
ist. Durch Anwendung der Gleichungen 2.14 und 2.15 wird der Zugang zu den Atomzeitskalen
UTC und TAI auf einfache Weise mo¨glich, die Ausgangspunkte fu¨r die weiteren Zeitberechnungen
(Abschnitt 4.3.5.1) sind.
2.2.3 Modellzeitskalen
Eine Sonderrolle nimmt die Modellzeitskala TT, die in enger Relation zu den Atomzeitskalen steht,
in konzeptioneller Hinsicht ein. Sie erfu¨llt weitgehend das Konzept einer Inertialzeit, die zur strengen
Beschreibung von Bewegungen in der Himmelsmechanik notwendig ist. Fu¨r detaillierte Darstellun-
gen hierzu wird auf Seidelmann (1992) verwiesen.
Terrestrische Zeit TT
Die Terrestrische Zeit TT wird durch die internationale Atomzeitskala TAI realisiert und unter-
scheidet sich streng durch eine konstante Ablage von 32.184 s:
TT− TAI = 32.184 s. (2.16)
Es gibt lediglich einen konzeptionellen, jedoch keinen praktischen Unterschied zwischen den Zeit-
skalen (Seeber 2003). Das aus der terrestrischen Zeit TT berechenbare Julianische Datum wird
als Zeitargument fu¨r das Nutations- und Pra¨zessionsmodell sowie bei Berechnung der ja¨hrlichen
Aberration und der gravitativen Lichtablenkung durch die Sonne beno¨tigt (Abschnitt 4.3.2).
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Zusammenschau der Zeitsysteme
Abb. 2.7: Zusammenschau der Zeitsysteme (in Anlehnung an Seeber 2003). Die Abbildung zeigt den Zu-
sammenhang der Modellzeit TT, der Atomzeiten TAI, GPST und UTC und der Weltzeit UT1. An den
Sprungstellen des Graphen fu¨r die Atomzeit UTC wurden Schaltsekunden eingefu¨gt, damit grundsa¨tzlich
eine nahe Anlehnung an UT1 vorhanden ist. Durch das Einfu¨gen von Schaltsekunden entfernt sich UTC
allma¨hlich von den streng gleichfo¨rmigen Zeitskalen TAI und der GPS Systemzeit.
2.3 Bezugssysteme
Zur mathematischen Beschreibung von Positionen und Bewegungen sind Bezugssysteme notwen-
dig. Die fu¨r diese Arbeit relevanten Bezugssysteme werden in za¨lestische und terrestrische Systeme
eingeteilt. Za¨lestische, raumfeste Bezugssysteme sind extraterrestrisch festgelegt und werden zur
Beschreibung von Gestirnspositionen und deren Eigenbewegungen beno¨tigt. Die terrestrischen, erd-
festen Bezugssysteme werden zur Beschreibung von Positionen auf der Erde verwendet und lassen
sich in schwerefeldabha¨ngige und ellipsoidische Systeme unterteilen. Die Verknu¨pfung zwischen
za¨lestischen und terrestrischen Bezugssystemen wird durch die Erdorientierung im Raum gegeben,
die im Abschnitt 2.4 diskutiert wird.
Grundsa¨tzlich muss zwischen einem Bezugssystem (engl. reference system) und einem Bezugsrahmen
(engl. reference frame) unterschieden werden. Unter der Bezeichnung Bezugssystem wird die Sys-
temdefinition (Ursprung des Systems, Achsausrichtung und optionale Konstanten wie der La¨ngen-
maßstab) verstanden; ein Bezugsrahmen hingegen ist die Realisierung eines Bezugssystems durch
einen Satz von koordinierten Objekten. So sind beispielsweise die Sternkataloge FK5 und Hippar-
cos Realisierungen des internationalen za¨lestischen Bezugssystems ICRS. Die A¨quatorialkoordina-
ten dieser Kataloge basieren auf den entsprechenden Vereinbarungen u¨ber den Ursprung und die
Ausrichtung des ICRS. Die IERS Bezugssysteme ICRS und ITRS und die zu Grunde liegenden
Konventionen sind in IERS (2003), IERS (1999) und McCarthy (1996) ausfu¨hrlich behandelt. Eine
detaillierte Darstellung zur Realisierung von Bezugssystemen kann in der Arbeit von Hase (1999)
gefunden werden.
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2.3.1 Za¨lestische Bezugssysteme
2.3.1.1 Internationales za¨lestisches Bezugssystem ICRS
Dem internationalen za¨lestischen Bezugssystem ICRS liegen Empfehlungen der IAU von 1991 zu
Grunde, ein nahezu inertiales Bezugssystem u¨ber hochpra¨zise astrometrische VLBI Messungen zu
extragalaktischen Radioquellen zu realisieren. Die Nutzung von extragalaktischen Radioquellen ge-
genu¨ber im Optischen sichtbaren Sternen hat den Vorteil, der Eigenschaft raumfest und damit
der Inertialita¨t sehr nahe zu kommen, da eine Eigenbewegung der Radioquellen aufgrund der sehr
großen Entfernung praktisch nicht vorhanden ist. Seit Anfang 1998 stellt der internationale za¨le-
stische Bezugsrahmen ICRF die fundamentale Realisierung des ICRS dar.
Der ICRF entha¨lt die festen Richtungen zu derzeit etwa 600 Radioquellen, die mit einer Genauig-
keit von 0.3 mas bestimmt wurden und implizit die Achsdefinition des ICRS beinhalten. Mit der
Einfu¨hrung des ICRF wurde der FK5 als za¨lestische Realisierung im optischen Wellenla¨ngenbe-
reich ersetzt. Damit wurden erstmalig extragalaktische Objekte zur Realisierung eines za¨lestischen
Bezugssystems genutzt. Um die Kontinuita¨t zum traditionellen za¨lestischen Bezugssystems FK5
zu gewa¨hrleisten, wurden die Achsen des ICRS so festgelegt, dass diese mit denen des FK5 zur
Epoche J2000.0 im Rahmen der FK5 Genauigkeit zusammenfallen (Arias et al. 1995) und demnach
mit dem FK5 System konsistent sind. Es werden also die traditionellen Achsrichtungen des FK5
(Fru¨hlingspunkt, Rotationspol, A¨quatorebene) zur Epoche J2000.0 mit einer verbesserten Genau-
igkeit aufgrund des neuen Konzeptes – der Nutzung extragalaktischer Objekte – fortgefu¨hrt. Der
ICRF entha¨lt im Gegensatz zu optischen Realisierungen keine Epochenangabe, da keine Eigenbe-
wegungen der verwendeten Radioquellen bekannt sind (Zebhauser 1999). Durch Verknu¨pfung von
dualen Quellen, d.h. Quellen, die sowohl im Radiobereich als auch im Optischen astrometrisch
bestimmt werden konnten, ist u¨ber die Kataloge der optischen Astronomie (vgl. Abschnitt 4.3.1)
der indirekte Zugang zum ICRS gegeben (de Vegt 1999). Tab. 2.5 gibt einen U¨berblick u¨ber die
Genauigkeit einiger Realisierungen des ICRS.
Tab. 2.5: ICRS Realisierungen
Realisierung Spektrum Epoche Quellenanzahl Genauigkeit [mas] Referenz
ICRF Radiobereich - 600 0.3 (Arias et al. 1995)
Hipparcos Optischer Bereich 1991.25 120000 ≈ 0.8 (ESA 1997)
FK5 Optischer Bereich 2000.0 1500 50−100 (Arias et al. 1995)
2.3.1.2 A¨quatorsystem
Sternpositionen werden gewo¨hnlich durch Angabe der A¨quatorialkoordinaten Rektaszension α und
Deklination δ beschrieben. A¨quatorialkoordinaten sind als Richtungswinkel im A¨quatorsystem der
spha¨rischen Astronomie definiert (Abb. 2.8). Die Definitionen des ICRS liegen den Achsausrichtun-
gen des A¨quatorsystems zu Grunde. Der Ursprung des A¨quatorsystems ist das Geozentrum2. Die
Rektaszension α (0◦ . . . 360◦ oder 0 . . . 24h) wird vom Fru¨hlingspunkt ausgehend in der A¨quatorebe-
ne gemessen, die in der XY-Ebene liegt. Die Deklination δ (−90◦ . . . 90◦) wird von der A¨quatorebene
aus auf dem Stundenkreis des Gestirns abgetragen.
2Der Ursprung des ICRS hingegen liegt per Definition im Baryzentrum, also dem Schwerpunkt des Sonnensystems.
Die Richtungen zu Sternen unterscheiden sich je nach Bezugsort (Geozentrum oder Baryzentrum) durch auftretende
Parallaxen, die in der Regel aufgrund der großen Entfernung der beobachteten Sterne vernachla¨ssigt werden ko¨nnen.
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2.3.2 Terrestrische Bezugssysteme
2.3.2.1 Internationales terrestrisches Bezugssystem ITRS
Das ITRS ist ein globales, geozentrisches, kartesisches erdfestes Bezugssystem. U¨ber die IERS
Konventionen (IERS 2003) ist festgelegt, dass das System im Geozentrum gelagert ist und die Ko-
ordinatenachsen an den Bezugsachsen des BIH Systems 1984.0 orientiert sind. Die Rotationsachse
des ITRS zeigt gema¨ß Konvention zum IRP als Bezugspol des IERS (mittlerer Rotationspol). Die
X-Achse ist zum IERS Bezugsmeridian IRM ausgerichtet, der als Bezug fu¨r die La¨ngenza¨hlung
dient. Realisiert wird das ITRS durch den internationalen terrestrischen Bezugsrahmen ITRF.
Das globale geozentrische Bezugssystem ITRS und damit auch die Achsorientierungen sind durch
astrogeoda¨tische Verfahren zuga¨nglich, da die Beobachtungen – Richtungsmessungen zu Sternen –
im ICRS vorliegen. Dieses unterscheidet sich vom ITRS nur um den Einfluss der Erdorientierung.
Schwerefeldbezogene Koordinaten (Lotrichtungsparameter)
In jedem Punkt P auf und nahe der Erdoberfla¨che ist mit der lokalen Lotrichtung eine natu¨rli-
che Richtung verfu¨gbar, die senkrecht zu den A¨quipotentialfla¨chen des Erdschwerefeldes verla¨uft
und auf das ITRS bezogen ist. Die lokale Lotrichtung in einem Punkt P wird im ITRS durch die
Winkel (Lotrichtungsparameter) astronomische Breite Φ und La¨nge Λ festgelegt. Abb. 2.9 zeigt
die Lotrichtungsparameter Φ und Λ im Kontext mit dem globalen erdfesten Bezugssystem ITRS.
Die astronomische Breite Φ (−90◦ . . . 90◦) ist der Winkel zwischen der Lotrichtung in P und der
A¨quatorebene (XY-Ebene). Zur Festlegung der astronomischen La¨nge Λ wird die astronomische
Meridianebene eingefu¨hrt, die den lokalen Schwerevektor und die Parallele zur Erdrotationsachse
im Punkt P entha¨lt. Die astronomische La¨nge Λ ist als Winkel zwischen der astronomischen Ebe-
ne des Referenzmeridians (X Richtung) und der astronomischen Meridianebene in P definiert. Sie
wird in der A¨quatorebene gemessen und kann Werte zwischen 0◦ . . . 360◦ annehmen. Die Lotrich-
tungsparameter Φ und Λ werden auch als natu¨rliche Koordinaten bezeichnet (Torge 2003 und Heck
1995).
2.3.2.2 Ellipsoidische Systeme
Die Erdoberfla¨che la¨sst sich durch ein an den Polen abgeplattetes Rotationsellipsoid approximieren.
Das Rotationsellipsoid ist in einem dreidimensionalen kartesischen Koordinatensystem gelagert und
wird detailliert in Torge (2003) behandelt. Der Ursprung des Systems fa¨llt mit dem Figurenmittel-
punkt des Rotationsellipsoids zusammen. Die Z-Achse ist mit der kleinen Ellipsoidachse identisch.
Die ellipsoidische Breite ϕ ist derjenige Winkel, den die Fla¨chennormale des Ellipsoids im Punkt P
mit der A¨quatorebene des Ellipsoids einschließt. Die ellipsoidische La¨nge λ ist als der in der A¨qua-
torebene gemessene Winkel zwischen der Nullmeridianebene (XZ-Ebene) und der Meridianebene
des Beobachtungsortes P definiert.
Mittlere Erdellipsoide sind dem Geoid global bestmo¨glichst angepasst, an den ITRS Achsen ausge-
richtet und im Geozentrum gelagert. Ein Beispiel hierfu¨r ist das GRS80 Ellipsoid, das dem WGS84
zu Grunde liegt. Die Achsen konventioneller Ellipsoide hingegen sind im Allgemeinen bezu¨glich
des ITRS verdreht und gegenu¨ber dem Geozentrum verschoben. Dies ist in Deutschland zum Bei-
spiel beim Bessel-Ellipsoid mit Datumsfestlegung Rauenberg der Fall. Der Bezug zwischen dem
globalen geozentrischen System und dem konventionellen Ellipsoid wird dann u¨ber eine ra¨umliche
A¨hnlichkeitstransformation hergestellt.
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Zusammenschau der konventionellen Bezugssysteme
Abb. 2.8: Za¨lestisches Bezugssystem ICRS
und A¨quatorsystem mit Koordinaten (α, δ)
Abb. 2.9: Terrestrisches Bezugssystem ITRS und
natu¨rliche Koordinaten (Φ,Λ)
2.4 Erdorientierung
Die Erdorientierungsparameter beschreiben die relative Orientierung zwischen dem erdfesten ITRS
und dem raumfesten ICRS in Verbindung mit einem konventionellen Pra¨zessions-Nutationsmodell.
Sie werden fu¨r die Transformation zwischen den beiden Systemen beno¨tigt und vom Internationa-
len Erdrotationsdienst IERS fortlaufend bestimmt. Grundsa¨tzlich wird durch die Einfu¨hrung von
Modellen (Pra¨zessionsmodell und Zeitskala UTC) das Rotationsverhalten der Erde in guter Na¨he-
rung beschrieben. Das tatsa¨chliche Erdrotationsverhalten weicht jedoch von dem Modellverhalten
in geringem Maße ab. Die Erdorientierungsparameter beru¨cksichtigen die auftretenden Abweichun-
gen und dienen damit der exakten Beschreibung des tatsa¨chlichen Erdrotationsverhaltens um die
momentane Erdrotationsachse.
Den Darstellungen in dieser Arbeit liegen die IERS Konventionen von 1996 zu Grunde, die in
McCarthy (1996) ausfu¨hrlich erla¨utert sind. Die neueren IERS Konventionen von 2003 (IERS 2003)
sind im Rahmen dieser Arbeit nicht relevant, da bereits die Konventionen von 1996 eine Genau-
igkeit im Millibogensekundenbereich fu¨r den Systemu¨bergang zwischen dem ICRS und dem ITRS
ermo¨glichen.
Die IERS Konventionen bauen auf Grundlage des za¨lestischen Ephemeridenpols CEP auf, der bis
auf kurzperiodische Verlagerungen mit Amplituden unter 10 Millibogensekunden der Stellung der
momentanen Erdrotationsachse entspricht (Seidelmann 1992). Im Rahmen dieser Arbeit wird dieser
Unterschied vernachla¨ssigt und der CEP damit als momentane Erdrotationsachse angenommen.
Das Erdrotationsverhalten wird in drei physikalische Pha¨nomene untergliedert, die in Tab. 2.6
zusammengestellt sind und nachfolgend kurz erla¨utert werden.
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2.4.1 Unterteilung nach Pha¨nomenen
Pra¨zession und Nutation
Die Rotationsachse der Erde und damit auch der CEP sind nicht raumfest, sondern bewegen sich
aufgrund der Pra¨zession der Erde mit etwa 50′′ pro Jahr bezu¨glich des ICRS Referenzpols zur
Epoche J2000.0. Das physikalische Pha¨nomen der Pra¨zession ist weitgehend mit dem Pra¨zessions-
Nutationsmodell der IAU 1980 pra¨dizierbar. Dieses Modell ist per Konvention in einen sa¨kularen
Anteil (IAU Pra¨zessionsmodell 1976) und einen periodischen Anteil (IAU Nutationsmodell 1980)
untergliedert. Durch Anwendung des IAU Modells kann der momentane za¨lestische Ephemeriden-
pol CEP(IAU 1980) im ICRS berechnet werden. Aufgrund der begrenzten Modellgenauigkeit treten
jedoch Differenzen zwischen dem CEP(IAU 1980) und dem momentanen CEP in der Gro¨ßenord-
nung einiger 0′′.01 auf, die vom IERS beobachtet und als Erdorientierungsparameter (δ∆ψ, δ∆ε)
vero¨ffentlicht werden (Abb. 2.10, rechts). Mit dem IAU 1980 Modell kann in Verbindung mit dem
Korrekturanteil (δ∆ψ, δ∆ε) die Pra¨zession der Erde mit einer Genauigkeit von 0′′.001 berechnet
werden (McCarthy 1996).
Erdrotation
Die ta¨gliche Rotation der Erde um den CEP wird durch die scheinbare Sternzeit GAST beru¨ck-
sichtigt, die ein Maß fu¨r den Rotationswinkel der Erde im Raum und damit fu¨r die Orientierung
vom momentanen ITRS zum ICRS ist. Aufgrund von Unregelma¨ßigkeiten der Erdrotation sind die
Zeitskalen UT1, GMST und GAST nur auf Grundlage von Beobachtungen berechenbar. Mit der
Atomzeit UTC ist eine Zeitskala verfu¨gbar, die als Modell eng an der Erdrotation angelehnt ist. Die
Abweichungen zwischen dem Modell UTC und dem tatsa¨chlichen Rotationswinkel (UT1) betragen
weniger als 0.9 s und werden als Erdorientierungsparameter UT1−UTC (= ∆UT1) vero¨ffentlicht
(vgl. auch Abschnitt 2.2.2.1).
Polbewegung
Die Rotationsachse der Erde und damit der CEP sind nicht erdfest, sondern bewegen sich relativ
zum ITRS Referenzpol IRP. Mit den Erdorientierungsparametern (xP , yP ) wird die Lage des CEP
bezu¨glich des IRP beschrieben (McCarthy 1996). Der IRP wird in der Literatur auch als konven-
tioneller terrestrischer Pol (CTP) bezeichnet. Die Polbewegung kann Amplituden von etwa 0′′.6
erreichen (Abb. 2.10). Im Gegensatz zur Erdrotation und zur Pra¨zession wird aufgrund der kleinen
Amplituden kein Modellanteil genutzt.
Tab. 2.6: Erdorientierungsparameter
IERS Erdorientierungsparameter Verknu¨pfung zwischen verwendeter
Bezeichnung Variable Momentaner Erde Modellerde Modellanteil
Terrestrische Polkoordinaten xP , yP CEP IRP -
UT1 Korrektion ∆UT1 UT1 UTC UTC
Za¨lestische Polkoordinaten δ∆ψ, δ∆ε CEP CEP(IAU 1980)a PN(IAU 1980)b
aCEP, berechnet mit dem PN(IAU 1980).
bPra¨zessions-Nutationsmodell der IAU 1980.
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Abb. 2.10: Zeitlicher Verlauf der Erdorientierungsparameter (xP , yP ) sowie (δ∆ψ, δ∆ε). Die linke Grafik zeigt
die zeitabha¨ngige Lage des CEP bezu¨glich des IRP. Der zeitliche Verlauf der za¨lestischen Polkoordinaten
(δ∆ψ, δ∆ε) ist komponentenweise in der rechten Grafik dargestellt.
2.4.2 Verknu¨pfung von ITRS und ICRS
Die vollsta¨ndige Transformation zwischen dem konventionellen za¨lestischen System ICRS und dem
konventionellen terrestrischen System ITRS zum Zeitpunkt t lautet nach McCarthy (1996) und
Torge (2003):
xITRS(t) = R2(−xP )R1(−yP )︸ ︷︷ ︸
ITRS
R3(GAST)N(t)P(t)xICRS(t)︸ ︷︷ ︸
ICRS
(2.17)
mit
t Zeitpunkt der Beobachtung (Gleichung 2.7),
xICRS dreidimensionale Position im ICRS,
xITRS dreidimensionale Position im ITRS,
N Nutationsmatrix, abha¨ngig von δ∆ψ, δ∆ε,
P Pra¨zessionsmatrix,
R3(GAST) Erdrotationsmatrix, abha¨ngig von GAST = f (t, ∆UT1,. . . ) und
R2(−xP )R1(−yP ) Polbewegungsmatrix.
Im Bereich der geoda¨tischen Astronomie werden die Nutation und Pra¨zession bei der Reduktion
der Sternpositionen angebracht (Abschnitt 4.3.2.5). Die Transformation zwischen dem terrestri-
schen und za¨lestischen System erfolgt durch Drehung um den Winkel GAST (= Θ); der zugeho¨rige
Rotationspol ist der za¨lestische Ephemeridenpol CEP. Der Systemu¨bergang ist Gegenstand der bei-
den Abschnitte 1.3 und 4.5.2. Die Polbewegung wird bei astrogeoda¨tischen Messungen gewo¨hnlich
am Ende der Auswertekette als Korrektion beru¨cksichtigt (Abschnitt 4.6.3). In Abb. 2.11 ist der Zu-
sammenhang der einzelnen Transformationsschritte zwischen den konventionellen und momentanen
Bezugssystemen skizziert.
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Abb. 2.11: Transformation zwischen za¨lestischen und terrestrischen Bezugssystemen
2.4.3 Genauigkeit und Verfu¨gbarkeit
Die Erdorientierungsparameter (xP , yP ,∆UT1, δ∆ψ, δ∆ε) werden vom IERS auf der IERS-
Webseite ta¨glich, u¨ber das Bulletin A wo¨chentlich und u¨ber das Bulletin B monatlich vero¨ffentlicht.
Beide Bulletins enthalten sowohl beobachtete als auch pra¨dizierte Parameter. In Tab. 2.7 sind die
Genauigkeiten der Erdorientierungsparameter in Abha¨ngigkeit des pra¨dizierten Zeitraumes (dritte
Spalte) aufgelistet (IERS 2002).
Tab. 2.7: Genauigkeit der Erdorientierungsparameter aus Bulletin A und B
Bulletin Lo¨sungs- Anzahl Tage Polkoordinaten ∆UT1 Polkoordinaten
qualita¨t im Voraus xP , yP [mas] [ms] δ∆ψ, δ∆ε [mas]
A beobachtet ≤0 0.1 0.02 0.3
A pra¨diziert 4 1.6 0.52 0.3
A pra¨diziert 10 3.9 1.6 0.3
A pra¨diziert 40 11.2 7.7 0.3
B beobachtet ≤0 0.15 0.02 0.3
B pra¨diziert 5 1.6 0.6 0.3
B pra¨diziert 10 3.0 1.6 0.3
B pra¨diziert 30 10.0 4.0 0.3
Als wesentliche Erkenntnis kann abgeleitet werden, dass die Unsicherheiten der Erdorientierungs-
parameter im Fehlerhaushalt von astrogeoda¨tischen Lotrichtungsbestimmungen vernachla¨ssigbar
sind. Es sollte jedoch vermieden werden, Erdorientierungsparameter, die fu¨r einen Zeitraum von 5
Tagen oder daru¨ber hinausgehend pra¨diziert sind, zur Auswertung von Zenitkameramessungen zu
nutzen. Grund hierfu¨r ist die zunehmende Unsicherheit in der Gro¨ße ∆UT1, die sich direkt auf die
Bestimmung der astronomischen La¨nge auswirkt. Bei der Nutzung von beobachteten Erdorientie-
rungsparametern im Rahmen der Auswertung (Standardfall) ist dieser Einwand hinfa¨llig.
Kapitel 3
Das digitale Zenitkamerasystem
TZK2-D
3.1 Instrumentelle Realisierung
Die instrumentelle Entwicklung des transportablen digitalen Zenitkamerasystems TZK2-D baut auf
der photographischen Zenitkamera TZK2 auf, die Ende der siebziger Jahre in Hannover am dama-
ligen Institut fu¨r Theoretische Geoda¨sie (heute Institut fu¨r Erdmessung) konstruiert wurde und in
der Arbeit von Wissel (1982) ausfu¨hrlich beschrieben ist. Die Optik und Mechanik der fru¨heren
Kameraentwicklung, bestehend aus Oberbau, Kugellager und Unterbau mit Fußschrauben, wur-
den als Grundelemente fu¨r das digitale Messsystem u¨bernommen. Die konventionelle Sensorik der
TZK2 (Photoplatte, Neigungsmesser Talyvel-2, Oszillator fu¨r die Zeitmessung) und die zugeho¨rigen
Steuereinheiten wurden durch hochpra¨zise Sensoren ersetzt, die eine vollsta¨ndig digitale Messda-
tenerfassung ermo¨glichen.
Die digitale Bilderfassung wird mit einer CCD-Kamera durchgefu¨hrt, die in der Fokalebene des
Objektivs montiert ist. Zwei hochpra¨zise HRTM-Neigungssensoren, die auf dem Oberbau in recht-
winkliger Anordnung befestigt sind, erfassen die Neigung der Kamera gegenu¨ber der Lotrichtung.
Fu¨r die Bestimmung der Belichtungsepochen werden die GPS-Zeitsignale genutzt, die u¨ber einen
GPS-Empfa¨nger zuga¨nglich sind. Der Empfa¨nger und die auf der Zenitkamera montierte GPS-
Antenne dienen auch zur Erfassung der geoda¨tischen Koordinaten der digitalen Zenitkamera und
ermo¨glichen auf diese Weise die Lotabweichungsbestimmung an frei wa¨hlbaren Beobachtungspunk-
ten.
Die Sensorik des digitalen Zenitkamerasystems TZK2-D wird u¨ber einen Industrierechner gesteuert,
der auch zur Speicherung der Messdaten eingesetzt wird. Zur U¨berwachung des Messvorgangs dient
ein kabelloser Tablett-PC, der u¨ber ein Funknetzwerk (WLAN) mit der Rechnereinheit verbunden
ist. Die Stromversorgung des Systems wird u¨ber eine wechselbare 12-Volt Gleichstromquelle reali-
siert. Zur Erleichterung und Beschleunigung der Feldarbeiten ist das komplette Zenitkamerasystem
TZK2-D in einem rollbaren Hubstativ integriert, das im Zuge der Entwicklungsarbeiten konstruiert
wurde. Abb. 3.1 zeigt die Gesamtrealisierung des digitalen Zenitkamerasystems. Eine vollsta¨ndige
schematische Zusammenschau der instrumentellen Realisierung findet sich in Abb. 3.16 am Ende
dieses Kapitels.
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Abb. 3.1: Transportables digitales Zenitkamerasystem TZK2-D
3.1.1 Mechanik
Das Zenitkamerasystem TZK2-D ist mit einem Pra¨zisionsdrehkreis (Abb. 3.2) ausgestattet, der aus
einem drehbaren Oberbau, auf dem das Objektiv mit der CCD-Kamera und den Neigungssensoren
befestigt sind, und einem festen Unterbau mit drei Fußschrauben besteht. Beide Komponenten
sind u¨ber ein Kugellager miteinander verbunden. Der Drehkreis weist einen Durchmesser von etwa
40 cm auf und ist aus korrosionsbesta¨ndigem Gussmaterial hergestellt.
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Die Verwendung des Drehkreises und einer Anschlagsvorrichtung (Abb. 3.3) erlaubt die azimutale
Drehung des Oberbaus von Lage 1 in Lage 2 um 180◦ und damit die in der Messtechnik u¨bli-
che Zweilagenmessung zur Eliminierung der Nullpunktfehler der Neigungssensoren und der CCD-
Kamera (Exzentrizita¨t zur Drehachse). Im Fehlerhaushalt der Lotrichtungsbestimmung spielt die
mo¨glichst genaue Realisierung der 180◦-Drehung (Abschnitte 6.2.2.2 und 6.3.2.2) eine wichtige Rol-
le. Aus diesem Grund wird eine feste Anschlagsvorrichtung am Unterbau in Kombination mit zwei
justierbaren Gelenkbolzen verwendet. Die beiden Lagen werden durch Beru¨hrung der Anschlags-
vorrichtung durch den jeweiligen Gelenkbolzen definiert. Durch Magnetkraft wird eine Bewegung
des Oberbaus wa¨hrend der Messung verhindert. Zur Justierung der 180◦-Drehung siehe Abschnitt
3.3.2.
Die massiven Fußschrauben der Zenitkamera weisen eine sehr niedrige Gewindesteigung auf, wo-
durch die Kamera im Zuge der Horizontierung (Abschnitt 3.4.1) gezielt auch um sehr kleine Winkel-
werte von wenigen 0′′.1 geneigt werden kann. Durch die Kugelgelenklager, die am Ende der Gewinde
befestigt sind, kann die Kamera auch auf Fla¨chen leichter Neigung stabil aufgestellt werden.
Abb. 3.2: Drehkreis der Zenitkamera und Unterbau
mit Fußschrauben
Abb. 3.3: Anschlagsvorrichtung und justierbarer Ge-
lenkbolzen
3.1.2 Optik
Im Zenitkamerasystem kommt als optische Komponente das Objektiv Mirotar der Fa. Zeiss zum
Einsatz (Abb. 3.4). Das Mirotar ist ein Spiegellinsensystem, das bei stark verku¨rzter Bauweise (Tu-
busla¨nge 330 mm) eine Brennweite von etwa 1020 mm erreicht. Bei einer O¨ffnung von 200 mm wird
ein effektives O¨ffnungsverha¨ltnis von 1:5.6 erzielt, da durch den Sekunda¨rspiegel 26% der O¨ffnungs-
fla¨che verdeckt wird (Wissel 1982 und Zeiss 1982). Der Aufbau der Optik und der Strahlengang
sind Abb. 3.5 zu entnehmen.
Der O¨ffnungswinkel des Objektivs betra¨gt 3◦.6, das zugeho¨rige Gesichtsfeld der Optik wird jedoch
im Gegensatz zur fru¨heren photographischen Zenitkamera von der kleinen CCD-Sensorfla¨che nicht
voll genutzt (Abschnitt 3.1.3). Der vom CCD-Sensor genutzte Abbildungsbereich (Tab. 3.2) liegt
sehr nahe an der optischen Achse und ist praktisch frei von optischen Verzeichnungseinflu¨ssen (vgl.
Abschnitt 4.5.1.1). Durch Nutzung geeigneter Korrekturlinsen werden weitere Abbildungsfehler
(Koma, Astigmatismus, spha¨rische und chromatische Aberration) eliminiert.
Einen wesentlichen Nachteil der verwendeten Optik stellt die starke Temperaturabha¨ngigkeit der
Fokuslage dar. Die Ursache hierfu¨r liegt in der Verwendung von Materialen fu¨r den Objektivtu-
bus, die hohe Ausdehnungskoeffizienten aufweisen. Die Temperaturabha¨ngigkeit der Fokuslage hat
sich bereits in der Erprobungsphase der photographischen Zenitkamera TZK2 bemerkbar gemacht
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Abb. 3.4: Objektiv Mirotar Abb. 3.5: Aufbau und Strahlengang (nach Bu¨rki 1989)
(SFB149 1981). Durch die Verwendung einer Fokussiereinrichtung, die im Strahlengang zwischen
Objektiv und Bildsensor eingebaut ist, wird der Temperaturgang des Mirotar-Objektivs konstruk-
tiv kompensiert. Die Fokussiereinrichtung besteht im Wesentlichen aus drei Spindeln, die u¨ber
eine Kette untereinander verbunden sind und durch einen Schneckenradantrieb von außen bewegt
werden (Wissel 1982).
Durch die Fokussiereinrichtung kann der Bildsensor in Richtung der optischen Achse relativ zum
Objektivtubus bewegt werden. Die Messung der momentanen vertikalen Position der Fokussier-
einrichtung bezu¨glich des Objektivtubus erfolgt u¨ber eine Messuhr, deren Messspitze mechanisch
mit der Fokussiereinrichtung verbunden ist. Die empirische Bestimmung der temperaturabha¨ngigen
Fokuslage zur Erzeugung von Scharfabbildungen wird in Abschnitt 3.3.1 behandelt.
3.1.3 CCD-Kamera KX2E
An der Fokussiereinrichtung ist die CCD-Kamera1 KX2E (Abb. 3.6) der Fa. Apogee montiert und
ersetzt dort die fru¨her verwendete Photoplatte. In der CCD-Kamera KX2E ist der CCD-Sensor
KAF1602E (Fa. Kodak) integriert, der das Kernelement des digitalen Zenitkamerasystems darstellt.
Der Sensor besteht aus 1536 × 1024 lichtempfindlichen Pixeln der Gro¨ße 9 µm × 9 µm und wird
in Abb. 3.7 gezeigt. Eine detaillierte Darstellung der Eigenschaften des CCD-Sensors KAF1602E
im Kontext mit den Grundbegriffen der CCD-Technologie findet sich in Abschnitt 2.1.
Die lichtempfindliche Fla¨che des CCD-Sensors (13.8 mm × 9.2 mm) nutzt bei einem Bildmaß-
stab von etwa 1.86′′ Pixel−1 nicht die gesamte verfu¨gbare Bildinformation des Mirotar-Objektivs,
sondern nur einen effektiven Ausschnitt von 47′.4 × 31′.6. Das resultierende Gesichtsfeld der CCD-
Kamera betra¨gt etwa 0.42 grad2 und ist deutlich kleiner als das der photographischen Zenitkamera
(etwa 10 grad2). Aufgrund der hohen Lichtempfindlichkeit des CCD-Sensors (Abschnitt 2.1.1.2)
kann dennoch eine etwa vergleichbare Sternanzahl (etwa 40 bis 60 Sterne als gescha¨tzte Durch-
schnittswerte u¨ber die gesamte Spha¨re) erfasst werden. Mit der Nutzung der CCD-Technologie
ist eine erhebliche Steigerung der erreichbaren Grenzgro¨ße verbunden. Wa¨hrend mit der photo-
graphischen Kamera Sterne bis zur 10. Magnitude erfasst werden konnten, erreicht die digitale
Zenitkamera eine Grenzgro¨ße zwischen der 13. und 14. Magnitude.
1In der Astronomie werden CCD-Sensoren mit Geha¨use und Elektronik u¨blicherweise als CCD-Kamera bezeichnet.
Ein Objektiv jedoch ist kein mitgelieferter Bestandteil einer solchen bilderfassenden Einheit.
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Die CCD-Kamera KX2E ist fu¨r wissenschaftliche Anwendungen konzipiert, die ein mo¨glichst nied-
riges Rauschniveau der digitalen Bildsignale erfordern. Fu¨r die Versta¨rkung der registrierten Sen-
sorsignale und die Analog-Digitalwandlung wird eine rauscharme Elektronik verwendet. Daru¨ber
hinaus ist die Kamera mit einer Peltier-Ku¨hleinheit ausgestattet, die eine Abku¨hlung des CCD-
Sensors um 30 K bis 35 K unter Umgebungstemperatur erlaubt. Hierdurch wird eine erhebliche
Reduktion des thermisch bedingten Dunkelstroms erzielt (vgl. Abschnitt 2.1.3.2).
Abb. 3.6: CCD-Kamera KX2E Abb. 3.7: CCD-Sensor KAF1602E
Da der CCD-Sensor KAF1602E eine Full-Frame-Architektur (Abschnitt 2.1.1) aufweist, ist eine
Verschlussvorrichtung zur Steuerung der Belichtung notwendig. In der KX2E-Kamera ist ein elek-
tronischer Pra¨zisionsverschluss vom Typ UTS 203 der Fa. Melles Griot integriert, dessen zeitliches
Bewegungsverhalten – die Verschlussfunktion – fu¨r die hochgenaue Zeitmessung von ganz ent-
scheidender Bedeutung ist (Abschnitt 5.3). Der Belichtungsvorgang, der Ausleseprozess und die
Ku¨hlung werden von einer CCD-Steuerkarte kontrolliert, die im Industrierechner installiert ist. Die
U¨bertragung der digitalisierten Bilddaten, die eine radiometrische Auflo¨sung von 14 Bit aufwei-
sen, wird mit einer Geschwindigkeit von 5 × 105 Pixel s−1 durchgefu¨hrt. Bei einer Sensorgro¨ße
von etwa 1.5 × 106 Pixel und kurzen Belichtungszeiten (≤ 1 s) ist es mo¨glich, in einem zeitlichen
Abstand von etwa 4 s aufeinanderfolgende Zenitaufnahmen zu erfassen. Hierdurch wird die Vor-
aussetzung geschaffen, auf einer Lotabweichungsstation innerhalb kurzer Zeit eine gro¨ßere Anzahl
von Wiederholungsmessungen zur Reduktion der zufa¨lligen Fehleranteile durchzufu¨hren.
3.1.4 Neigungssensoren HRTM
Zur Neigungsmessung kommen zwei hochauflo¨sende elektronische Pendelneigungssensoren vom Typ
HRTM (High-Resolution Tiltmeter) zum Einsatz, die von der Fa. Lippmann Geophysikalische Mess-
gera¨te entwickelt worden sind. Die beiden HRTM-Sensoren sind in nahezu orthogonaler Anordnung
auf dem Oberbau der Zenitkamera montiert und realisieren den Bezug zur lokalen, physikalischen
Lotrichtung. Bereits vor der eigentlichen Messdatenerfassung werden die Neigungssensoren zur Ho-
rizontierung der Zenitkamera verwendet. Wa¨hrend der Akquisition von Zenitaufnahmen erfassen
die HRTM-Sensoren verbleibende Restabweichungen zwischen der Drehachse der Kamera und der
Lotrichtung durch Messung in zwei Lagen (Abschnitt 4.6.1). Grundsa¨tzlich ergeben sich folgende
Mindestanforderungen, die an Neigungssensoren im Rahmen der Nutzung auf einer Zenitkamera
gestellt werden:
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• Die Genauigkeit fu¨r die Neigungsmessung in zwei Lagen sollte mo¨glichst hoch (0′′.1 und bes-
ser) sein, da sich Unsicherheiten der Neigungsmessung direkt auf die Lotrichtungsparameter
auswirken und deshalb eine wichtige Rolle im Fehlerhaushalt der Lotrichtungsbestimmung
spielen.
• Die Neigungssensoren sollten kompakt sein, damit sie auf der Zenitkamera montiert werden
ko¨nnen. In Hinblick auf die Transportierbarkeit des Instrumentariums sollten zum Betrieb
der Sensoren keine zusa¨tzlichen, gro¨ßeren elektronischen Bauteile beno¨tigt werden.
• Die Pendelda¨mpfung sollte so abgestimmt sein, dass nur geringe Einschwingzeiten der Pendel
nach einer azimutalen Drehung des Oberbaus auftreten.
Alle Anforderungen, so auch die besonders wichtige Forderung nach mo¨glichst hoher Genauigkeit
fu¨r die Neigungsmessung, werden von den HRTM-Sensoren erfu¨llt (vgl. Abschnitt 6.3.1.3). Eine
ausfu¨hrliche Beschreibung der instrumentellen Eigenschaften des elektronischen Pendelneigungs-
sensors HRTM kann in Hirt und Kahlmann (2004) gefunden werden. Auf der Grundlage dieser
Vero¨ffentlichung werden hier die wesentlichen Leistungsmerkmale der HRTM kurz zusammenge-
stellt.
Aufbau und Funktionsprinzip
Der Neigungssensor HRTM ist als Dreiplattenkondensator konstruiert, wobei die mittlere Konden-
satorplatte durch das Pendel als schwerkraftsensitives Element realisiert wird (Abb. 3.8 und 3.9).
Das Pendel ist mit zwei feinen Blattfedern aus Federstahl (50 µm Sta¨rke und 3 mm Breite) am
Sensorgeha¨use befestigt. Der Dreiplattenkondensator ist in einem kompakten Aluminiumgeha¨use
der Gro¨ße 4 cm × 5 cm × 8.5 cm integriert, die zugeho¨rige Steuerelektronik befindet sich auf einer
kleinen Platine, die am Geha¨userand befestigt ist. Ein weiteres Außengeha¨use (Abb. 3.1) schu¨tzt
die hochempfindliche Mechanik und Elektronik des Sensors vor a¨ußeren Einflu¨ssen (Luftfeuchtig-
keit und Beru¨hrungen). Mit einer Ra¨ndelschraube aus Kunststoff wird das Pendel des Sensors beim
Transport arretiert.
Abb. 3.8: Innenansicht des HRTM-Sensors Abb. 3.9: Aufbau des HRTM-Sensors
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Tab. 3.1: Technische Daten zum HRTM-Neigungssensor. In Klammern sind die Spezifikationen fu¨r den
hochauflo¨senden Messbereich angegeben.
Konstruktionsprinzip Dreiplattenkondensator
Da¨mpfungssysteme elektronisches Feedback und
magnetische Wirbelstromda¨mpfung
Einschwingzeit < 2 s
Eigenfrequenz etwa 3 Hz
Sensorrauschen 10−5 ′′Hz−0.5
Versorgungsspannung ± 12 V
Nutzsignal ± 6 V
Messbereich ± 600′′ (60′′)
Maßstabsfaktor etwa 100′′V−1 (10′′V−1)
Auflo¨sung der Signalwandlung 16 Bit
Quantisierungseinheit 0.3 mV = 0′′.03 (0′′.003)
Quantisierungsrauschen 0.5 mV = 0′′.05 (0′′.005)
Abtastfrequenz 100 Hz bis 1000 Hz
Der Neigungssensor HRTM erreicht durch Nutzung einer Lock-In-Versta¨rkerschaltung eine sehr
hohe Signalauflo¨sung. Die Schaltung hat die Fa¨higkeit, das Nutzsignal des HRTM selektiv zu
versta¨rken. Im Datenblatt zu den HRTM wird das Sensorrauschen mit 10−5 ′′Hz−0.5 angegeben.
Das Signal-Rauschverha¨ltnis der Neigungsmessung liegt nahe an der physikalischen Grenze, der
Brown’schen Bewegung des Pendels (Lippmann 2004). Dadurch wird es mo¨glich, auch kleinste Nei-
gungsvariationen als A¨nderung der Pendelstellung gegenu¨ber den a¨ußeren Kondensatorplatten zu
erfassen. Als Ausgangssignal (Nutzsignal) liefert der HRTM-Sensor eine analoge Spannung im Be-
reich von ±6 V, die Maß fu¨r die Pendelstellung und damit fu¨r die Neigung des Sensors ist. Bei einem
Maßstab von ungefa¨hr 100′′V−1 steht ein Messbereich von etwa ±600′′ zur Verfu¨gung. Innerhalb
dieses Messbereiches ist der Zusammenhang zwischen Spannung und Neigung hinreichend linear,
außerhalb sind die Sensorsignale u¨bersteuert und nicht nutzbar. Durch ein logisches TTL-Signal
kann ein weiterer Messbereich gewa¨hlt werden, der eine um den Faktor 10 ho¨here Auflo¨sung bietet
(vgl. Tab. 3.1).
Signalwandlung
Eine Analog-Digitalwandlerkarte (DaqBoard2000, Fa. IO Tech) dient zur Digitalisierung der ana-
logen Neigungssignale, damit eine Speicherung und Weiterverarbeitung der Neigungswerte mo¨glich
wird. Die Digitalisierung erfolgt mit 16 Bit bei einem Messbereich von ±10 V. Eine Quantisierungs-
stufe entspricht demnach etwa 0.3 mV, die Unsicherheit der Signalwandlung betra¨gt etwa 0.5 mV
(Hirt und Kahlmann 2004). Durch Signalabtastung mit Frequenzen von 100 Hz bis zu 1000 Hz
werden die Sensorsignale hochauflo¨send erfasst und die zufa¨lligen Fehleranteile der Signalwandlung
durch Mittelwertbildung (Abschnitt 6.3.1.1) erheblich reduziert. Zur grundsa¨tzlichen Funktions-
weise der Signalwandlung wird auf Stearns und Hush (1999) verwiesen.
Da¨mpfungsmechanismen
Der Neigungssensor HRTM ist als schwingfa¨higes System mit zwei unterschiedlichen Da¨mpfungs-
mechanismen ausgestattet. Neben einem elektronischen Feedbacksystem, das kleinere Pendelschwin-
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gungen mit Amplituden in der Gro¨ßenordnung von 1′′ da¨mpft, soll dieWirbelstromda¨mpfung beson-
ders hervorgehoben werden. Dieses Da¨mpfungssystem arbeitet nach dem Wirbelstromprinzip und
wird durch sehr starke Neodymn-Magnetblo¨cke realisiert, die in den Grundplatten der Neigungssen-
soren eingelassen sind (Abb. 3.9). Die Wirbelstromda¨mpfung wurde implementiert, um eine rasche
Beruhigung der Pendelbewegung zu erreichen, die im Rahmen der Zweilagenmessung nach jeder
azimutalen Kameradrehung aufgrund der wirksamen Fliehkra¨fte auftritt. Bei der Pendelbewegung
u¨ber dem Magnetblock werden aufgrund der Lenz’schen Regel Stro¨me induziert, die der Pendel-
bewegung entgegengerichtet sind und Bewegungsenergie entziehen. Durch die Wirbelstromda¨mp-
fung wird eine Einschwingzeit der Pendel von wenigen Sekunden erreicht; ohne installierte Wirbel-
stromda¨mpfung betra¨gt diese zwischen 15 s und 20 s. Die Wirbelstromda¨mpfung ermo¨glicht somit
eine rasche Horizontierung der Kamera und einen zu¨gigen Messablauf.
3.1.5 GPS-Ausru¨stung
Eine GPS-Ausru¨stung, bestehend aus einem GPS-Empfa¨nger Z12 (Fa. Ashtech) und einer GPS-
Antenne (Typ 521, Einfrequenzantenne, Fa. Novatel), ist in das Zenitkamerasystem integriert und
wird fu¨r die Bestimmung der ellipsoidischen Koordinaten (ϕ, λ) genutzt. Diese werden fu¨r die
Bestimmung der Lotabweichungen (Gleichung 1.2) beno¨tigt, allerdings auch als Na¨herungswerte
fu¨r die astrometrische Datenprozessierung (Gleichung 4.41). Daru¨ber hinaus hat GPS essentielle
Bedeutung fu¨r die Bestimmung der Belichtungsepochen der Zenitaufnahmen. Der GPS-Empfa¨nger
Z12 verfu¨gt u¨ber die Option zur Epochenregistrierung und ermo¨glicht dadurch den direkten Zugang
zur Zeitskala GPST (Abschnitt 2.2.2.3).
Die sehr kompakte GPS-Antenne (5 cm Durchmesser) ist in einem Abstand von etwa 20 cm
zur Drehachse exzentrisch auf dem Unterbau an einem ho¨henverstellbaren Teleskopstab befestigt.
Wa¨hrend der Zenitkameramessung u¨berragt die ausgefahrene Antenne den Objektivtubus und die
Taukappe, so dass keine Satellitensignale durch die Kamera abgeschattet werden (Abb. 3.1). Da
der Unterbau der Zenitkamera fu¨r die hochpra¨zise Lotabweichungsbestimmung grundsa¨tzlich in
mehreren Azimuten ausgerichtet wird (Abschnitt 5.2), findet die GPS-Messung in unterschiedli-
chen Richtungen in Bezug zum Objektiv statt. Das Mittel der einzelnen Antennenpositionen ist
dadurch stets auf die Drehachse der Zenitkamera zentriert und macht eine rechnerische Korrektion
der geringen Antennenexzentrizita¨t u¨berflu¨ssig.
Die Navigationslo¨sung des GPS-Empfa¨ngers ohne weitere Korrektur bietet mit ≤ 13 m (See-
ber 2003), entsprechend einigen 0′′.1, keine ausreichende Genauigkeit fu¨r die hochpra¨zise Lotab-
weichungsbestimmung. Die Bestimmung der ellipsoidischen Koordinaten erfolgt daher grundsa¨tz-
lich im differenziellen Messmodus unter Hinzunahme von Korrekturdaten einer Referenzstation.
Hierdurch werden die u¨blichen Fehlerquellen der GPS-gestu¨tzten Positionsbestimmung (Fehler in
den Satellitenbahnen und -uhren, tropospha¨rische und ionospha¨rische Refraktion) reduziert, die
im Detail beispielsweise von Seeber (2003), Seeber und Willgalis (2002) und Hofmann-Wellenhof
et al. (1994) diskutiert werden. Je nach Lage des Messgebiets und Anforderungen hinsichtlich
Genauigkeit und Echtzeitpositionierung sind unterschiedliche Varianten zur Beru¨cksichtigung der
Referenzstationsdaten mo¨glich.
Differenzielle Positionsbestimmung in Echtzeit
Sofern nicht nur die Lotrichtungs-, sondern auch die Lotabweichungsbestimmung in Echtzeit erfol-
gen soll, kann in Deutschland der SAPOS Echtzeit-Positionierungs-Service (EPS) genutzt werden
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(z.B. SAPOS 2003). Bei Nutzung des EPS werden Codephasen-Korrekturen in Echtzeit im Stan-
dardformat RTCM 2.3 an den GPS-Empfa¨nger Z12 u¨bertragen, der nach dem einfachen DGPS-
Prinzip korrigierte ellipsoidische Koordinaten berechnet. Als U¨bertragungseinrichtung kommt im
Zenitkamerasystem ein GSM-Funkmodem zum Einsatz. Es kann obigem Dokument zu Folge ein
Genauigkeitsniveau zwischen 0.5 m und 3 m fu¨r die ellipsoidischen Koordinaten (ϕ, λ) erwartet
werden. Die ellipsoidischen Koordinaten des Zenitkamerasystems haben dann einen Anteil von et-
wa 0′′.02 bis 0′′.1 am Fehlerbudget der Lotabweichungen. In ausla¨ndischen Messgebieten ko¨nnen
die dortigen nationalen Positionierungsdienste (z.B. SWIPOS in der Schweiz) fu¨r die differenzielle
Positionsbestimmung konfiguriert werden.
Sofern die Lotabweichungskomponenten mit einer Genauigkeit von 0′′.1 bestimmt werden sollen, so
ergeben sich ho¨here Anforderungen an die Genauigkeit der ellipsoidischen Koordinaten. Die Genau-
igkeit des EPS-Dienstes ist dann nicht mehr ausreichend. Es bietet sich an, u¨ber den Hochpra¨zisen-
Echtzeit-Positionierungs-Service (HEPS) Tra¨gerphasenkorrekturen fu¨r die differenzielle Positions-
bestimmung zu nutzen2. Die erreichbaren Genauigkeiten fu¨r die ellipsoidischen Koordinaten lie-
gen dann im Zentimeterbereich3. Die geringe Standardabweichung der ellipsoidischen Koordinaten
von < 0′′.01 ist im Fehlerbudget der Lotabweichungen vollsta¨ndig vernachla¨ssigbar.
Differenzielle Positionsbestimmung im Postprocessing
Als dritte Variante der differenziellen Positionsbestimmung kann – unabha¨ngig von den beiden
Echtzeitkorrekturverfahren – die Datenaufbereitung im Postprocessing genutzt werden. Korrektur-
daten ko¨nnen entweder von einer nahegelegenen Referenzstation des jeweiligen nationalen Posi-
tionierungsdienstes (z.B. SAPOS GPPS-Dienst in Deutschland) bezogen werden oder von einem
weiteren GPS-Empfa¨nger, der auf einem Referenzpunkt im Messgebiet zur parallelen Datenauf-
zeichnung eingerichtet wird. Fu¨r die erreichbaren Genauigkeiten gelten dann die Angaben aus dem
letzten Absatz. Da die Tra¨gerphasen wa¨hrend der Zenitkameramessung generell aufgezeichnet wer-
den, ist die differenzielle Positionsbestimmung im Postprocessing unter Verwendung kommerzieller
Auswertesoftware grundsa¨tzlich mo¨glich. Zur GPS-Datenprozessierung wird auf Seeber (2003) und
Hofmann-Wellenhof et al. (1994) verwiesen.
3.1.6 Zeitmessung und Synchronisation
Durch eine Verbindung zwischen der CCD-Steuerkarte und dem GPS-Empfa¨nger Z12 wurde auf
der Hardwareebene eine vollautomatische Prozedur zur Zeiterfassung implementiert, u¨ber die in
Hirt und Seeber (2002) berichtet wird. Maßgeblich fu¨r den Start der Messdatenerfassung ist die
CCD-Steuerkarte, die mit einem logischen TTL-Signal die O¨ffnung des Kameraverschlusses veran-
lasst (Abschnitt 5.3.2). Dieses Signal wird durch eine Hardwareverbindung in den Ereigniseingang
des GPS-Empfa¨ngers geleitet. Der Zeitpunkt des Eintreffens der aufsteigenden Signalflanke wird
auf der Zeitskala GPST festgehalten, die nach der Initialisierung des Empfa¨ngers u¨ber den einge-
bauten Oszillator realisiert wird und verfu¨gbar ist. Der GPS-Empfa¨nger sendet den registrierten
Belichtungszeitpunkt im ASCII-Format auf die RS-232 Schnittstelle des Industrierechners.
2Diese Variante ist mit dem vorhandenen Z12-Empfa¨nger modellbedingt nicht umsetzbar, kann jedoch durch
Konfiguration eines anderen Modells genutzt werden.
3Das HEPS-Genauigkeitspotenzial von 1 bis 2 cm wird sicherlich nicht voll ausgescho¨pft, da eine Einfrequenzanten-
ne mit sehr kleiner Grundplatte verwendet wird. Daher ist einerseits mit verbleibenden ionospha¨rischen Restfehlern
und andererseits mit Mehrwegeeffekten zu rechnen.
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Zur Synchronisation von Belichtung und Neigungsmessung besteht auch eine Hardwareverbindung
zwischen der Analog-Digitalwandlerkarte und dem TTL-Ausgang der CCD-Steuerkarte. Das TTL-
Signal wird auf einem dritten Kanal der Wandlerkarte synchron zu den Neigungswerten der beiden
HRTM-Sensoren mit aufgezeichnet. Auf diese Weise ko¨nnen die digitalisierten Neigungswerte bei
der Auswertung direkt den Belichtungsintervallen zugeordnet werden (vgl. Abb. 4.36). Damit eine
zeitliche U¨berdeckung der Messdaten sichergestellt wird, beginnt die Aufzeichnung der Neigungs-
werte und des TTL-Signals bereits einige Sekunden vor dem Start des Belichtungsprogramms. Die
realisierte Implementierung ist in Abb. 3.16 vollsta¨ndig dargestellt.
3.1.7 Rechnereinheit
Eine Industrierechnereinheit wird zur Steuerung der Zenitkamerasensorik, zur Messdatenerfassung,
Online-Datenprozessierung und zur Speicherung der akquirierten Messdaten verwendet. Die Rech-
nereinheit ist mit einem 1.4 GHz Prozessor ausgestattet und nimmt die Steuerkarten fu¨r die Sensorik
(CCD und Wandlerkarte) auf. Die Speicherung der Messdaten erfolgt auf Wechselfestplatten, die
einen einfachen Austausch der aufgezeichneten, in der Regel sehr umfangreichen Datensa¨tze mit
anderen Rechnern zur Weiterverarbeitung, Analyse und Datensicherung ermo¨glichen. Das Zenit-
kamerasystem wird u¨ber einen kabellosen, handlichen Tablett-PC gesteuert, der u¨ber ein lokales
Funknetzwerk (WLAN) mit der Rechnereinheit in Verbindung steht. Der Tablett-PC verfu¨gt u¨ber
einen Touchscreen (Bildschirm mit Eingabemo¨glichkeit durch Beru¨hrung) und ermo¨glicht die in-
teraktive Steuerung des Systems. Hierdurch wird es mo¨glich, dass sich der Operateur wa¨hrend der
Messdatenerfassung vom Zenitkamerasystem entfernen kann, Beobachtereinflu¨sse vermeidet und
trotzdem die Messung u¨berwachen kann (z.B. U¨berpru¨fung der Neigungswerte und der Bildqua-
lita¨t der Zenitaufnahmen).
3.1.8 Stromversorgung
Die Stromversorgung des Zenitkamerasystems (Gesamtverbrauch etwa 140 Watt) wird u¨ber mehre-
re austauschbare Batterien (12 Volt, 38 Ah) realisiert, die in einem Einschub in der Rechnereinheit
Platz finden. Zusa¨tzlich steht ein leistungsfa¨higer Batterieblock der Nennkapazita¨t von 80 Ah zur
Verfu¨gung, der fest im Transportfahrzeug installiert ist und zur U¨berbru¨ckung beim Batteriewechsel
sowie zur Verla¨ngerung der potenziellen Messdauer dient. Erfahrungsgema¨ß kann das Zenitkamera-
system mit einer Wechselbatterie und der Fahrzeugbatterie etwa 3 bis 4 Stunden betrieben werden,
wobei insbesondere in kalten Winterna¨chten ha¨ufigere Batteriewechsel notwendig sind. Wa¨hrend
des Instrumententransports zwischen benachbarten Lotabweichungsstationen wird die Fahrzeug-
batterie teilweise wieder aufgeladen.
3.1.9 Stativwagen und Transport
Zur Beschleunigung und Erleichterung der Feldarbeiten wurde ein rollbarer Stativwagen konstruiert
(Abb. 3.1). Der Stativwagen verfu¨gt u¨ber drei ausfahrbare Motorzylinder (elektrisch angetriebene
Hubzylinder), die im oberen Bereich in eine massive Grundplatte mu¨nden und im unteren Bereich
mit einem Transportwagen fest verbunden sind. Die Motorzylinder besitzen ausfahrbare Stativfu¨ße
(Konstruktion der ETH Zu¨rich), die aufgrund der integrierten Kugelgelenklager auch an geneig-
ten Aufstellpla¨tzen einen stabilen Stand ermo¨glichen. Auf der Grundplatte des Stativwagens ist
die digitale Zenitkamera montiert, im unteren Bereich befindet sich die Industrierechnereinheit
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mit GPS-Empfa¨nger und Stromversorgung. In dieser Konstruktion sind alle fu¨r den Feldbetrieb
notwendigen Module in kompakter Form integriert.
Die Befo¨rderung des digitalen Zenitkamerasystems zu den Lotabweichungsstationen erfolgt gewo¨hn-
lich mit einem Transportfahrzeug. Wa¨hrend des Instrumententransports dient die Luftbereifung des
Stativwagens zur Da¨mpfung von transportbedingten Sto¨ßen. U¨ber transportable Verladeschienen
kann der Aufbau leicht aus dem Fahrzeug ausgeladen werden. Bis zum Beobachtungspunkt, der in
aller Regel in unmittelbarer Na¨he des Transportfahrzeuges liegt, wird das Zenitkamerasystem ge-
rollt. Durch Ausfahren der Motorzylinder wird das gesamte Messsystem, so auch der Stativwagen,
angehoben und beru¨hrt den Boden nur noch u¨ber die Stativfu¨ße.
Mit der einfachen und zugleich sehr effektiven Konstruktion des Stativwagens ist ein entscheiden-
der Vorteil verbunden: Das Beobachtungspersonal wird bei den Feldarbeiten in erheblichem Maße
entlastet, da das manuelle Anheben des Instrumentariums entfa¨llt. Jeglicher Ortswechsel des Ze-
nitkamerasystems kann vollsta¨ndig durch Rollen durchgefu¨hrt werden. Dieser Vorteil darf bei den
oftmals rauen Bedingungen, die bei astrogeoda¨tischen Feldarbeiten herrschen, nicht unterscha¨tzt
werden. Zudem ermo¨glicht die Konstruktion des Stativwagens die Zusammensetzung der einzelnen
Systemmodule (Rechner, GPS-Empfa¨nger, Kamera und Batterie) zu einer kompakten Einheit.
In der Mitte der Grundplatte des Stativwagens befindet sich ein Loch (Durchmesser etwa 25 cm),
durch das die Daten- und Versorgungskabel zur Sensorik, die auf dem drehbaren Oberbau montiert
ist, zentrisch gefu¨hrt werden. Bei der azimutalen Drehung der Zenitkamera sind die Kabel einer
Torsion von ±90◦ ausgesetzt, die nicht weiter hinderlich ist. Diese einfache und elegante Lo¨sung
der Kabelfu¨hrung zum Oberbau der Kamera als rotierbare Systemkomponente hat sich bei vielen
Feldmessungen als sehr zuverla¨ssig erwiesen und ist einer schneckenfo¨rmigen, wartungsintensiven
Kabelfu¨hrung innerhalb des Zenitkamerako¨rpers u¨berlegen.
3.2 Softwarerealisierung
Neben der instrumentellen Ausfu¨hrung des digitalen Zenitkamerasystems TZK2-D spielt die Rea-
lisierung eines automatischen und echtzeitfa¨higen Softwaresystems fu¨r die Datenakquisition und
die Datenprozessierung eine wesentliche Rolle, da erst hierdurch die wirtschaftliche astrogeoda¨ti-
sche Lotabweichungsbestimmung mo¨glich wird. Ein solches Softwaresystem wurde unter dem Na-
men AURIGA (Automatic Realtime Image Processing System for Geodetic Astronomy) am IfE
entwickelt und stellt einen Schwerpunkt innerhalb der digitalen Zenitkameraentwicklung dar. Ein
fru¨heres Entwicklungsstadium der Software ist bereits in Hirt (2000, 2001) beschrieben. Das System
AURIGA ermo¨glicht die vollautomatische Prozessierung der digitalen Zenitaufnahmen und stellt
die Lotrichtungsparameter (Φ,Λ) und Lotabweichungskomponenten (ξ, η) wenige Sekunden nach
der Messung online bereit.
Neben der Auswertekette, die in Kapitel 4 vollsta¨ndig dargestellt wird, stehen Module zur Messda-
tenakquisition und zur U¨berwachung der Zenitkamerasensorik zur Verfu¨gung. Ein umfassendes
Projektmanagement dient zur Verwaltung der anfallenden Datensa¨tze. Das System AURIGA wird
seit dem Jahr 2001 auch am Geoda¨sie und Geodynamik Labor der ETH Zu¨rich zur Messdatenver-
waltung und zur Prozessierung der Messungen eingesetzt, die mit dem digitalen Zenitkamerasystem
DIADEM (Abschnitt 1.5) durchgefu¨hrt werden. Die Leistungsfa¨higkeit der Software wurde insbe-
sondere bei der Auswertung der astrogeoda¨tischen Feldmessungen unter Beweis gestellt, die im
Rahmen der Messkampagne CHGeo2003 (Abschnitt 7.2) durchgefu¨hrt wurden. Eine ausfu¨hrliche
Beschreibung des Softwaresystems AURIGA soll hier nicht gegeben werden, um den Rahmen der
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Abb. 3.10: Aufbau des Softwaresystems AURIGA
Darstellung nicht zu sprengen. Stattdessen werden die Grundkonzepte und Leistungsmerkmale kurz
skizziert.
Das Softwaresystem AURIGA ist streng modular konstruiert. Es setzt sich aus C/C++ Pro-
grammen (Sensorsteuerung und Durchfu¨hrung einzelner Auswerteschritte) sowie Tcl/Tk Skripten
(Steuerung aller Teilprozesse, Realisierung einer Datenkette gema¨ß Abb. 4.1 in Abschnitt 4.1, Da-
tenverwaltung und grafische Benutzeroberfla¨che sowie Visualisierung aller Daten und Ergebnisse)
zusammen. Das Softwaresystem kann vollautomatisch (Batchmodus) oder interaktiv betrieben wer-
den. Die grundsa¨tzliche Strukturierung von AURIGA ist in Abb. 3.10 schematisch dargestellt. Mit
einem leistungsfa¨higen Datenmanagement ko¨nnen Messkampagnen (mehrere Lotabweichungssta-
tionen in einem Messgebiet) verwaltet werden, die sich aus einzelnen Projekten zusammensetzen.
Unter einem Projekt werden alle Datensa¨tze einer Lotabweichungsstation zusammengefasst. Hierzu
geho¨ren Rohdaten, Kalibrierwerte, Erdorientierungsparameter, Analyse- und Ergebnisdateien und
Metadatensa¨tze zur Stationsbeschreibung. Die strikte Aufteilung in einzelne Datenbereiche und die
Zusammenfu¨hrung im Rahmen der Prozessierung wird in Abb. 3.11 verdeutlicht. Das Datenmana-
gement bietet die u¨blichen Operationen, wie Initialisierung, Laden, Speichern, Import und Export,
Editieren und Lo¨schen, die zur Verwaltung der Datensa¨tze beno¨tigt werden. Fu¨r jedes Projekt kann
eine beliebige Anzahl von Mehrfachmessungen verwaltet werden.
Abb. 3.11: Datenbereiche im Softwaresystem AURIGA
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3.2.1 Datenakquisition
AURIGA weist folgende wesentliche Leistungsmerkmale im Bereich der Datenakquisition auf:
• Kontrolle der Funktionsfa¨higkeit aller Sensoren vor und wa¨hrend der Messung,
• Assistenten fu¨r die schnelle Horizontierung und Fokussierung des Systems,
• automatische Ausfu¨hrung vorgegebener Messabla¨ufe (verschiedene Aufnahmeserien, Wieder-
holungsmessungen und Messanordnungen),
• Visualisierung der Neigungsdaten und Zenitaufnahmen zur Online-Kontrolle der Datenqua-
lita¨t,
• Steuerung der CCD-Kamera KX2E: Setzen von Parametern wie der Belichtungszeit und Ku¨hl-
temperatur, U¨berwachung der Ku¨hlung und des Sensorrauschens, Auslesen der Bilder,
• Steuerung der Neigungssensoren HRTM: Wahl des Messbereiches, der Signalversta¨rkung und
der Abtastfrequenz, Vorfilterung und Echtzeitvisualisierung der Neigungsdaten, U¨berwachung
der Sensornullpunkte, der Nullpunktverlagerung und der Absolutneigung der Kamera sowie
• Steuerung des GPS-Empfa¨ngers (Datenaufzeichnung, Zeitmessung und Auslesen der geoda¨ti-
schen Koordinaten) und des GSM-Modems (Nutzung des SAPOS EPS-Dienstes).
3.2.2 Datenprozessierung
Im Rahmen der Datenprozessierung stehen folgende Funktionen zur Verfu¨gung:
• Vollautomatische, echtzeitfa¨hige Auswertekette von den Rohdaten bis zu den Lotrichtungen
und Lotabweichungen,
• astrometrische Prozessierung der Zenitaufnahmen: Sternextraktion, Aufbereitung von Refe-
renzsternen auf Grundlage der ICRS-Realisierungen UCAC und Tycho-2, Sternidentifizierung,
Reduktion der Aufnahmen und Interpolation der Drehrichtung,
• Beru¨cksichtigung der Korrektionsterme (Neigung, Azimutfehler und Polbewegung) und der
zugeho¨rigen Kalibrierinformation,
• Zugriff auf die Erdorientierungsparameter aus dem IERS-Bulletin A oder B, Anwendung
geeigneter Interpolationsalgorithmen,
• Digitale Tiefpassfilterung der Neigungswerte,
• umfangreiche Visualisierungsmo¨glichkeiten fu¨r Referenzsternfelder und Zenitaufnahmen,
astrometrische Residuen, Neigungswerte und der Lotabweichungen aus Mehrfachmessungen,
sowie
• separate Log- und Steuerdateien fu¨r alle Teilprozesse und Analysedateien (Sternanzahl und
Genauigkeiten, Transformationsparameter, Bildverarbeitung, Residuen, ...).
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3.2.3 Erga¨nzungsmodule
Daru¨ber hinaus verfu¨gt AURIGA u¨ber einige nu¨tzliche Erga¨nzungsmodule, die fu¨r die Planung von
Beobachtungen, Auswertung von Kalibrierungsmessungen und Weiterverarbeitung der Ergebnisse
genutzt werden ko¨nnen:
• Durchfu¨hrung von Beobachtungsplanungen: Vorhersage von Sternanzahlen als Funktion der
Gesichtsfeldgro¨ße, des Kamerastandortes und Beobachtungszeitpunktes,
• Berechnung von mo¨glichen Beobachtungszeiten: Da¨mmerungszeiten, Beobachtungszeitra¨ume
sowie verbleibende Beobachtungszeiten wa¨hrend der Feldmessungen,
• Module fu¨r die Kalibrierung: Automatische Prozessierung von za¨lestischen Kalibrierungsmes-
sungen, Azimutkalibrierungsmessungen sowie Messdaten der Verschlussuntersuchung,
• Berechnung lokaler astrogeoda¨tischer Geoidprofile sowie
• Integration unterschiedlicher Sternkatalogdaten in die AURIGA-Datenstrukturen.
3.3 Justierverfahren
3.3.1 Fokussierung
Zur mo¨glichst zu¨gigen Herstellung der Messbereitschaft des Zenitkamerasystems ist die Kenntnis
des Zusammenhangs zwischen Temperatur und Fokuslage notwendig. Die Temperaturkurve kann
auf einfache Weise bestimmt werden, indem die Lage der Fokalebene und damit der Scharfabbildung
an verschiedenen Abenden gemessen wird, an denen mo¨glichst unterschiedliche Umgebungstempe-
raturen herrschen. Danach kann bei allen Feldmessungen auf die Temperaturkurve zuru¨ckgegriffen
werden, um den CCD-Sensor in Abha¨ngigkeit der Umgebungstemperatur mit der Fokussiereinrich-
tung gezielt in die Fokalebene zu bewegen. Das Maß fu¨r die Lage der Fokalebene ist die Ablesung
an der Messuhr.
Die Lage der Scharfabbildung wird durch visuelle Analyse der Bilddaten bestimmt4. Da die Lage
der Scharfabbildung eine gewisse Toleranz aufweist, bietet sich die folgende Methode der Fokus-
bestimmung an: Die CCD-Kamera wird mit der Mikrometerschraube der Fokussiereinrichtung aus
dem unteren Unscha¨rfebereich langsam – durch den Scha¨rfebereich – in den oberen Unscha¨rfebe-
reich gefahren und zu jeder Stellung die Lage der Fokalebene an der Messuhr abgelesen. Der obere
und untere Randpunkt des Scha¨rfebereiches ist leicht zu bestimmen (vgl. Abb. 3.12). Die exakte
Lage der Fokalebene des Objektivs ergibt sich als Mittelwert der beiden Randpunkte.
Die Temperaturkurve wurde in insgesamt 24 unterschiedlichen Fokusstellungen in einem Tempera-
turbereich zwischen -1.7◦C und 30◦C bestimmt und ist in Abb. 3.13 dargestellt. Der Zusammenhang
zwischen Temperatur und Lage der Fokalebene ist weitgehend linear. Die Temperaturkurve weist
eine Steigung von 0.033 mm K−1 auf und weicht etwas vom fru¨her genutzten Wert (0.05 mm K−1,
vgl. Wissel 1982) ab. Die Fokustoleranz betra¨gt etwa ±0.1 mm bzw. ±3 K, wie in Abb. 3.12 zu er-
kennen ist. Die Temperaturkurve wird vor jeder Zenitkameramessung genutzt, um die CCD-Kamera
in die Fokalebene des Objektivs zu bringen.
4Es ist prinzipiell mo¨glich, die Bildscha¨rfe auch rechnergestu¨tzt zu bestimmen. Das Kriterium hierfu¨r ist die
Pixelanzahl, die von der Sternabbildung u¨berdeckt wird und damit das Signal-Rauschverha¨ltnis je Pixel. Bei einer
guten Fokussierung erreicht das Signal-Rauschverha¨ltnis je Pixel seinen Maximalwert, da die Photonen auf eine
minimale Anzahl Pixel konzentriert abgebildet werden.
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Abb. 3.12: Fokusaufnahmen zur Bestimmung des Scha¨rfebereiches. Die Abbildung zeigt ausgewa¨hlte Aus-
schnitte aus einer Sequenz von typischen Fokusaufnahmen. Die vertikale Lage der CCD-Kamera wurde
zwischen je zwei aufeinanderfolgenden Aufnahmen um 0.05 mm gea¨ndert. Bild 13 gibt die Lage der Fokal-
ebene an. Die Aufnahmen zeigen, dass die Scharfabbildung eine Toleranz von etwa ±0.1 mm aufweist. Die
Unscha¨rfebereiche lassen sich durch zwei charakteristische Merkmale kennzeichnen: Lichtschwache Sterne
sind nicht mehr zu erkennen und hellere Sterne bilden sich nicht mehr punktfo¨rmig, sondern ringfo¨rmig
ab. In der ringfo¨rmigen Struktur der Sternabbildungen zeigt sich deutlich, dass eine Spiegeloptik mit Se-
kunda¨rspiegel verwendet wird. Dieser ist in der Mitte der unfokussierten Sternabbildungen erkennbar. Die
Randpunkte auf beiden Seiten des Scha¨rfebereiches ko¨nnen beispielsweise durch das erstmalige Erscheinen
der ringfo¨rmigen Sternabbildungen festgelegt werden.
Abb. 3.13: Temperaturkurve des Objektivs
Zeiss Mirotar im Temperaturbereich von
-1.7◦C bis 30◦C
Abb. 3.14: Auswirkung einer Defokussierung auf
die astrometrische Standardabweichung (in De-
klinationsrichtung) und auf die Grenzgro¨ße
Die Einstellung und Kontrolle der Fokussierung sind zwei der wenigen Aufgaben, die vor der eigent-
lichen Messdatenakquisition ausgefu¨hrt werden mu¨ssen. Sofern die Fokussierung des CCD-Sensors
nicht sorgfa¨ltig genug vorgenommen wird, verschlechtert sich die Qualita¨t der Bilddaten erheblich.
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Dies kann dazu fu¨hren, dass die Zenitaufnahmen nicht mehr ausgewertet werden ko¨nnen. Mit der
Defokussierung – der Abweichung zwischen der Lage des CCD-Sensors und der Fokalebene – ist
eine rasche Abnahme der Grenzgro¨ße verbunden, wie Abb. 3.14 (unten) zeigt. Schwerwiegender
hingegen ist die deutliche Abnahme der astrometrischen Genauigkeit (Abb. 3.14, oben), da die
Verfahren zur Bildkoordinatenmessung (Abschnitt 4.2.4) fu¨r die Zentrierung von punktfo¨rmigen,
nicht jedoch fu¨r ringfo¨rmige Sternabbildungen konzipiert sind. Beide Abbildungen unterstreichen
die Notwendigkeit einer sorgfa¨ltigen Fokussierung.
Am Anfang einer Messnacht kann es mo¨glich sein, dass sich die Objektivtemperatur von der Au-
ßentemperatur deutlich unterscheidet und daher die obige Temperaturkurve nicht direkt genutzt
werden kann. In solchen Fa¨llen ist es ratsam, die Fokussierung durch visuelle Bestimmung der
Scharfabbildung herzustellen. Daru¨ber hinaus muss bei allma¨hlichen Temperatura¨nderungen die
Fokussierung entsprechend der aufgestellten Temperaturkurve angepasst und visuell kontrolliert
werden.
3.3.2 Justierung der Azimutdrehung
Fu¨r die hochpra¨zise Auswertung der Zenitkameramessungen ist eine mo¨glichst genaue Einhaltung
der 180◦-Bedingung bei der azimutalen Drehung zwischen den beiden Aufnahmelagen notwendig.
Die Justierung der Azimutdrehung erfolgt durch Verwendung eines Sekundentheodoliten, der zen-
trisch mit einem T4-Gewinde auf der Objektivabdeckplatte befestigt wird. Der Theodolit dient zur
pra¨zisen Bestimmung des Drehwinkels zwischen Lage 1 und 2 durch Anzielung eines Fernziels. In
einer iterativen Prozedur wird die La¨nge eines der beiden Drehbolzen durch Verstellung der Kon-
termuttern (Abb. 3.3) vorsichtig variiert und der realisierte Drehwinkel u¨ber die Theodolitmessung
kontrolliert. Diese Methode wurde bereits von Gessler (1975) fu¨r die Zenitkamera TZK1 beschrie-
ben, die mit einer identischen Anschlagsvorrichtung wie die TZK2-D ausgestattet ist. Nach der
sorgfa¨ltigen Durchfu¨hrung des Justierverfahrens wird bei der digitalen Zenitkamera TZK2-D die
180◦-Drehung auf etwa 5′′ genau realisiert (Ka¨ker 2003). Die wiederholte Durchfu¨hrung der Theo-
dolitmessung nach intensiver Feldnutzung des Zenitkamerasystems hat gezeigt, dass der Drehwinkel
von 180◦ nach der Justierung bei normaler mechanischer Beanspruchung konstant bleibt. Dieses Re-
sultat korrespondiert mit den Untersuchungsergebnissen von Gessler (1975). In der Untersuchung
von Ka¨ker (2003) konnte die Wiederholgenauigkeit fu¨r die Azimutdrehung aus der Streuung der
Theodolitmessungen empirisch ermittelt werden. Diese betra¨gt etwa 2′′.5 und ist von der mechani-
schen Fertigung der Beru¨hrfla¨chen der Drehbolzen und der Anschlagsvorrichtung abha¨ngig.
3.4 Messung mit dem Zenitkamerasystem
Das Zenitkamerasystem TZK2-D wird mit einem Transportfahrzeug zu den Lotabweichungssta-
tionen befo¨rdert. Die Lage der Lotabweichungsstationen wird im Allgemeinen an die o¨rtlichen
Gegebenheiten (Straßen und Feldwege, Parkpla¨tze u.a¨.) so anpasst, dass die direkte Anfahrt mit
dem Fahrzeug mo¨glich ist. Im Gegensatz zur fru¨heren Nutzung von photographischen Zenitkameras
ist der Einsatz des digitalen Zenitkamerasystems nicht auf Festpunkte (z.B. trigonometrische Punk-
te) beschra¨nkt. Die Nutzung von GPS zur Bestimmung der geoda¨tischen Koordinaten ermo¨glicht
eine weitestgehend freie Standortwahl und erho¨ht dadurch die Flexibilita¨t des Lotrichtungsbestim-
mung deutlich. Die Stationsanordnung bei Feldmessungen kann sich deshalb an den verfu¨gbaren
Verkehrswegen und an den Zielsetzungen der Kampagne (z.B. Profilmessungen bei dichter Stations-
anordnung) orientieren. Zenitkameramessungen ko¨nnen durchgefu¨hrt werden, wenn die bu¨rgerliche
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Da¨mmerung eingetreten ist und damit die Sonne mindestens 6◦ unter dem Horizont steht. Eine
grafische Darstellung der mo¨glichen Beobachtungszeiten in Abha¨ngigkeit von der Jahreszeit findet
sich im Anhang B.
Nach dem Ausladen des Messsystems unter Verwendung der Verladeschienen wird der Aufbau an
einen geeigneten Aufstellort in der Na¨he des Fahrzeuges gerollt. An die Aufstellorte werden keine
hohen Anforderungen gestellt, es eignen sich beispielsweise Asphalt- und Betonfla¨chen gleicherma-
ßen. Bei Sand- oder Grasfla¨chen werden breite Aluminiumscheiben unter die Stativfu¨ße gelegt, um
das Einsinken des Instrumentes zu mindern und dadurch den Horizontiervorgang zu erleichtern. Da
der Instrumententransport vollsta¨ndig durch Rollbewegungen durchgefu¨hrt wird, kann das System
TZK2-D auch mit nur einem Operateur betrieben werden. Gewo¨hnlich werden die astrogeoda¨ti-
schen Messungen jedoch von einem Team, bestehend aus zwei Operateuren durchgefu¨hrt.
3.4.1 Vorbereitungen
Zur Herstellung der Messbereitschaft sind nur wenige Vorbereitungen notwendig. Auf der Lotab-
weichungsstation werden die Motorzylinder ausgefahren und dadurch das ganze Zenitkamerasystem
angehoben, bis es u¨ber die Stativfu¨ße einen sicheren Stand erha¨lt. Die Motorzylinder und die Dosen-
libelle auf dem Oberbau der Zenitkamera werden zur Grobhorizontierung des Systems genutzt, das
hierdurch mit einer Genauigkeit von besser als 200 Bogensekunden in der Lotrichtung eingerichtet
wird.
Die anschließende Feinhorizontierung wird mit Hilfe der Fußschrauben vorgenommen, wa¨hrend-
dessen die Neigungswerte der HRTM-Sensoren online u¨ber den kabellosen Tablett-PC angezeigt
werden. Durch Messung in zwei Lagen werden die Sensornullpunkte vor der Messung rechnerisch
bestimmt, damit die Kamera mo¨glichst pra¨zise in der Lotrichtung eingerichtet werden kann. In der
Regel gelingt die Horizontierung des Systems ohne Schwierigkeiten mit einer Genauigkeit von etwa
2 Bogensekunden. Als letzter Vorbereitungsschritt wird die Fokussierung des Systems hergestellt
und visuell u¨berpru¨ft (Abschnitt 3.3.1). In den Zenitaufnahmen muss vor Beginn der Messung eine
ausreichende Anzahl Sterne scharf abgebildet sein. Die Vorbereitungen – vom Ausladen bis zur
Herstellung der Messbereitschaft – nehmen meistens 5 Minuten und weniger in Anspruch. In der
Regel ist der GPS-Empfa¨nger nach dem Abschluss der Messvorbereitungen initialisiert, d.h. der
empfa¨ngerinterne Oszillator ist mit der GPS Systemzeit GPST synchronisiert, und eine Navigati-
onslo¨sung ist verfu¨gbar.
3.4.2 Datenakquisition
Nach Abschluss der Vorbereitungen und U¨berpru¨fung der ordnungsgema¨ßen Funktionsfa¨higkeit al-
ler Sensoren (CCD, GPS und HRTM) werden die ellipsoidischen Koordinaten der Kamera vom
GPS-Empfa¨nger zum Steuerrechner u¨bertragen. In jeder Kameralage wird rechnergesteuert eine
automatische Prozedur zur Messdatenerfassung abgearbeitet. Auf Grundlage des vorgegebenen
Messprogramms (Anzahl von Zenitaufnahmen pro Lage und Anzahl von Wiederholungsmessun-
gen) o¨ffnet die Kamera ihren Verschluss und bildet das zenitnahe Sternfeld bei typischen Belich-
tungszeiten zwischen 0.4 s und 1 s auf dem CCD-Sensor ab. Wa¨hrend der Belichtungsserie werden
synchron die Neigungswerte der HRTM-Sensoren aufgezeichnet, der Zustand des Verschlusses (of-
fen oder geschlossen) durch Abtastung des TTL-Signals registriert sowie die Zeiterfassung mit GPS
durchgefu¨hrt, wie in Abschnitt 3.1.6 dargestellt.
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Zwischen aufeinanderfolgenden Belichtungsserien wird der Oberbau der Kamera um 180◦ azimutal
gedreht. Die Azimutdrehung ist der einzige manuelle Eingriff in den Prozess der Messdatenerfas-
sung. Fu¨r die Lotrichtungsbestimmung ist prinzipiell ein korrespondierendes Paar von Zenitauf-
nahmen aus Lage 1 und 2 ausreichend. Auf einer Station werden in aller Regel jedoch mindestens
30 Wiederholungsmessungen durchgefu¨hrt, um die zufa¨lligen Fehleranteile der Lotabweichungs-
bestimmung zu reduzieren (beispielsweise Einflu¨sse wie atmospha¨rische Szintillation, vgl. auch Ab-
schnitt 6.2.1).
Eine Besonderheit stellt die doppelte Zweilagenmessung dar, die bei Messungen mit dem Zenitka-
merasystem TZK2-D grundsa¨tzlich angewendet wird. Bei der doppelten Zweilagenmessung werden
die Belichtungsserien in der Abfolge Lage 1 – Lage 2 – Lage 2 – Lage 1 durchgefu¨hrt. Hierdurch
werden die resultierenden Mittelwerte von den linearen Driftanteilen der Neigungsmessung befreit.
Eine fehlertheoretische Erla¨uterung hierzu findet sich in Abschnitt 6.3.2.1. Durch die Anwendung
der doppelten Zweilagenmessung wird auch die Anzahl der notwendigen Drehungen zwischen auf-
einanderfolgenden Lagen gegenu¨ber der fru¨her genutzten Anordnung Lage 1 – Lage 2 – Lage 1 –
Lage 2 reduziert und somit der Messablauf beschleunigt. Der typische Ablauf einer Belichtungsserie
in der doppelten Zweilagenmessung wird von Abb. 3.15 gezeigt.
Abb. 3.15: Messdatenerfassung mit dem Zenitkamerasystem
Wie in Abschnitt 5.2 beschrieben, ist fu¨r die hochpra¨zise Lotabweichungsbestimmung die Messung
in unterschiedlichen azimutalen Kameraausrichtungen notwendig (Azimutkalibrierung). In der Re-
gel werden die Zenitkameramessungen in drei bis vier unterschiedlichen azimutalen Ausrichtungen
des Kameraunterbaus durchgefu¨hrt. Die Erfassung von 10 Lotabweichungsmessungen nimmt einen
Zeitraum von etwa 3 min in Anspruch. Die vollsta¨ndige Durchfu¨hrung der Azimutkalibrierung unter
Anwendung der beschriebenen Messanordnungen dauert gewo¨hnlich etwa 20 bis 30 min. Danach
liegen etwa 30 bis 60 Wiederholungsmessungen fu¨r die hochpra¨zise Berechnung der Lotabweichungs-
komponenten vor.
3.5 Bewertung und Vergleich
Mit der Entwicklung des digitalen Zenitkamerasystems TZK2-D sind einige Verbesserungen und
Vorteile gegenu¨ber der photographischen Zenitkamera TZK2 verbunden. Mit der konventionellen
Kamera konnten Lotabweichungen nur auf Festpunkten bestimmt werden; durch GPS-Nutzung
erlaubt das digitale Messsystem TZK2-D die Lotabweichungsbestimmung an frei wa¨hlbaren Orten
und erho¨ht dadurch die Flexibilita¨t des astrogeoda¨tischen Messverfahrens deutlich. Die vorgestellte
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rollbare Einheit, bestehend aus Stativ, Rechner und Zenitkamera, erleichtert die Durchfu¨hrung von
Feldarbeiten, da die Operateure erheblich entlastet werden.
Die Nutzung der CCD-Technologie fu¨r die digitale Bilderfassung ist die entscheidende konzeptionelle
und technische Verbesserung und ermo¨glicht die wirtschaftliche Online-Lotabweichungsbestimmung.
Im Gegensatz zur Auswertung von photographischen Messungen ist keine zeitintensive manuelle
Auswertung der Messbilder an einem Komparator notwendig. Die Auswertung der digitalen Zenit-
aufnahmen wird vollautomatisiert durch Nutzung des Auswertesystems AURIGA durchgefu¨hrt, das
auch die Online-Qualita¨tskontrolle der Beobachtungsdaten im Feld ermo¨glicht. Wa¨hrend fru¨her fu¨r
die Auswertung einer Lotabweichungsstation (gewo¨hnlich 4 bis 6 photographische Zenitaufnahmen)
eine Bearbeitungszeit von etwa 4 Stunden beno¨tigt wurde (z.B. Seeber und Torge 1985), ko¨nnen
digitale Zenitkamerabeobachtungen nahezu in Echtzeit ausgewertet werden: Die Auswertezeit fu¨r
einen Datensatz – bestehend aus zwei Zenitaufnahmen – betra¨gt nur wenige Sekunden und ist ge-
genu¨ber der Beobachtungszeit praktisch vernachla¨ssigbar. Hiermit sind einige wesentliche Vorteile
verbunden:
• Die Wirtschaftlichkeit des digitalen Zenitkamerasystems hat sich um etwa eine Gro¨ßenord-
nung gegenu¨ber der photographischen Kamera verbessert (vgl. Tab. 3.3),
• innerhalb kurzer Zeit ist es mo¨glich, eine gro¨ßere Anzahl von Wiederholungsmessungen durch-
zufu¨hren und
• die hochredundante Beobachtung der Lotrichtung bzw. der Lotabweichungen fu¨hrt zu einer
deutlichen Reduktion der zufa¨lligen Fehleranteile.
Die erreichbare a¨ußere Genauigkeit fu¨r die Abendwerte der Lotabweichungskomponenten kann mit
etwa 0′′.10 bis 0′′.15 abgescha¨tzt werden (vgl. Kapitel 7) und liegt damit etwa eine halbe Gro¨ßen-
ordnung u¨ber der fru¨her erreichten Genauigkeit, die mit 0′′.5 angegeben wird (z.B. Bu¨rki 1989,
Seeber und Torge 1985 sowie Wissel 1982). Diese bemerkenswerte Genauigkeitssteigerung ist auf
das Zusammenwirken mehrerer Faktoren zuru¨ckzufu¨hren. Neben der großen Anzahl von Wieder-
holungsmessungen auf einer Station tragen die hochpra¨zisen Sternkataloge UCAC und Tycho-2,
die hochgenaue, den aktuellen technologischen Entwicklungen entsprechende Digitalsensorik, die
verfeinerte Datenmodellierung und die umfassende Kalibrierung des Zenitkamerasystems sowie die
verbesserten Messstrategien zur Reduktion verschiedener Fehlerquellen zu dieser Genauigkeitsstei-
gerung bei.
Das System TZK2-D weist jedoch auch einige Nachteile auf. Das Objektiv Mirotar ist trotz der
guten Abbildungseigenschaften nicht die optimale Optik fu¨r die digitale Zenitkamera, da die Fokus-
lage sehr temperaturempfindlich ist und eine sorgfa¨ltige U¨berpru¨fung vor der Messung erfordert.
Ein weiterer Nachteil ist in der Notwendigkeit zu sehen, dass der azimutabha¨ngige Fehler auf jeder
Station durch Kalibrierung bestimmt werden muss (Abschnitt 5.2). Hierdurch wird die notwendige
Zeit fu¨r die Feldarbeiten gegenwa¨rtig geringfu¨gig – einige Minuten pro Station, die fu¨r die vor-
sichtige Drehung des Kameraunterbaus und die Nachhorizonzierung beno¨tigt werden – verla¨ngert.
Der grundsa¨tzliche Nachteil von astrogeoda¨tischen Messverfahren – die Wetterabha¨ngigkeit – bleibt
weiterhin bestehen und erfordert auch bei Messkampagnen mit dem digitalen Zenitkamerasystem
die Einplanung ausreichender Beobachtungszeitra¨ume.
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Einige technische Daten und Leistungseigenschaften des digitalen Zenitkamerasystems TZK2-D
sind in den Tab. 3.2 und 3.3 der fru¨her genutzten photographischen Zenitkamera TZK2 gegenu¨ber-
gestellt. Die Vergleichsdaten der TZK2 gehen auf die Arbeit von Wissel (1982) und den Beitrag
von Seeber und Torge (1985) zuru¨ck.
Tab. 3.2: Technische Daten TZK2-D und TZK2 im Vergleich
Bereich Gro¨ße/Komponente TZK2-D TZK2
Optik Objektiv Zeiss Mirotar
Brennweite 1020 mm
O¨ffnungsverha¨ltnis 1:5.6
effektives FOV 0◦.79 × 0◦.53 etwa 3◦.6 × 3◦.6
0.42 grad2 10 grad2 bzw. 13 grad2
maximale Zenitdistanz 0◦.48 etwa 2◦.5
Bildsensor Medium CCD, 1.5 Mio Pixel Photoplatte
Format 1.38 cm × 0.92 cm 6.5 cm × 9 cm
Bildmaßstab 1′′.86 Pixel−1 0′′.20 µm−1
Empfindlichkeit Quanteneffizienz bis 65% 27◦DIN (400 ASA)
Spektrum 350 nm bis 1050 nm
Grenzgro¨ße 13. bis 14. Magnitude 10. Magnitude
Belichtungszeit etwa 0.4 s 1 s
Zeit Zeitu¨bertragung GPS DCF 77 u.a.
Oszillator GPS Empfa¨nger Z12 B 1326 Oszilloquartz
Stabilita¨t << 0.1 ms < 1 ms d−1
Verschluss Melles Griot UTS 203 Compur 5FS
Wiederholgenauigkeit etwa 0.1 ms etwa 10 ms
Neigung Sensor HRTM Talyvel-2
Genauigkeit < 0′′.05 0′′.2
Tab. 3.3: Leistungsdaten und Eigenschaften TZK2-D und TZK2 im Vergleich
Leistungsmerkmal TZK2-D TZK2
Datenerfassung gesamt weitgehend automatisiert teilautomatisiert
Bilderfassung digital analog
Zeit- und Neigungserfassung digital digital
Anzahl Messungen pro Station etwa 60 4 bis 6
Messdauer 30 min 30 min
Datenfluss vollautomatisch teilautomatisch
Datenprozessierung Software AURIGA Komparator, Software TZK
vollautomatisch teilautomatisiert
Bildkoordinatenmessung vollautomatisch manuell
Auswertezeit pro Bildpaar wenige Sekunden etwa eine Stunde
Mess- und Auswertezeit pro Station etwa 30 min 270 min
Genauigkeit einer Einzelmessung 0′′.15 bis 0′′.3 0′′.4 bis 0′′.6
innere Genauigkeit der Abendwerte etwa 0′′.08 0′′.2 bis 0′′.3
a¨ußere Genauigkeit der Abendwerte 0′′.10 bis 0′′.15 0′′.5
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Zusammenschau der instrumentellen Realisierung
Abb. 3.16: Aufbau des Zenitkamerasystems TZK2-D
Kapitel 4
Datenprozessierung
4.1 Einfu¨hrung
In diesem Kapitel werden die Algorithmen und Modellansa¨tze vollsta¨ndig und umfassend dar-
gestellt, die fu¨r die vollautomatische, hochpra¨zise Berechnung der Lotrichtungsparameter (Φ,Λ)
genutzt werden. Die Darstellungen bauen auf den Abschnitten 2.2 bis 2.4 auf, in denen die verwen-
deten Bezugssysteme und Zeitsysteme sowie die Erdorientierung behandelt wurden. Des Weiteren
werden die Ansa¨tze zur Kalibrierung des digitalen Zenitkamerasystems TZK2-D aus Abschnitt 5 in
den Ablauf der Prozessierung eingearbeitet. Bei der Zusammenstellung der Auswertekette wurde
das Augenmerk auf die Genauigkeit und Echtzeitfa¨higkeit der Algorithmen, die vollsta¨ndige Auto-
matisierung und die Modularisierung der einzelnen Prozesse gelegt. Der vorgestellte Formalismus
zur Auswertung der Zenitkameramessungen ist in dem Auswertesystem AURIGA (Abschnitt 3.2)
implementiert, das am Institut fu¨r Erdmessung entwickelt wurde (Hirt 2000). Darstellungen der
Datenprozessierung in verku¨rzter Form ko¨nnen beispielsweise in Hirt und Seeber (2002) sowie Hirt
(2001) gefunden werden. Die prinzipielle Abfolge der Auswerteschritte korrespondiert mit derje-
nigen, die von Gessler (1975) fu¨r die Auswertung von photographischen Zenitkameramessungen
eingefu¨hrt wurde. Zuna¨chst wird ein kurzer U¨berblick u¨ber die Strukturierung dieses Kapitels und
den grundsa¨tzlichen Ablauf der Datenprozessierung gegeben. Eine Visualisierung der wesentlichen
Teilschritte, die innerhalb der Auswertekette fu¨r die Berechnung der Lotrichtungsparameter (Φ,Λ)
und die Lotabweichungen (ξ, η) notwendig sind, findet sich in Abb. 4.1.
Verarbeitung der digitalen Zenitaufnahmen
Die Auswertekette beginnt mit der automatischen Verarbeitung der digitalen Zenitaufnahmen. In
Abschnitt 4.2 werden einige Grundlagen zur digitalen Bildverarbeitung dargestellt und die cha-
rakteristischen Merkmale typischer Zenitaufnahmen analysiert. Die Sternextraktion umfasst die
Detektion und die Zentrierung der Sternabbildungen. Die Sterndetektion wird mit dem Bereichs-
wachstumsverfahren als leistungsfa¨hige Methode zur Bildsegmentierung durchgefu¨hrt. Darauf auf-
bauend ko¨nnen die Zentren der detektierten Sterne durch Anwendung der Schwerpunktmethode
oder durch Approximation mit einer Punktu¨bertragungsfunktion ausgemessen werden. Als Ergebnis
der Sternextraktion liegen Bildkoordinaten (x, y) fu¨r die abgebildeten Sterne vor.
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Abb. 4.1: Ablaufdiagramm zur Auswertung von digitalen Zenitkameramessungen. An den unteren Teil der
linken Grafik schließt sich die rechte Grafik an. Die Auswerteschritte im linken Teil der Abbildung werden
fu¨r beide Lagen getrennt und die Auswerteschritte im rechten Teil fu¨r beide Lagen ab der Berechnung der
Drehrichtung gemeinsam durchgefu¨hrt.
Bereitstellung von Referenzsternen
Die Bereitstellung von geeigneten Referenzsternkoordinaten (α, δ) wird in Abschnitt 4.3 detail-
liert behandelt. Die Eigenschaften der verfu¨gbaren Sternkataloge werden ausfu¨hrlich dargestellt, da
diesen eine zentrale Rolle bei der Auswertung der Zenitaufnahmen zukommt. Des Weiteren wird
die Reduktion der Sternpositionen aufgrund von zeitabha¨ngigen Effekten wie Nutation, Pra¨zession
und Aberration erla¨utert. Fu¨r die weitere Datenprozessierung werden ebene Tangentialkoordinaten1
(ξ, η) fu¨r die A¨quatorialkoordinaten (α, δ) der Referenzsterne eingefu¨hrt.
Sternidentifizierung und Reduktion der Zenitaufnahmen
Abschnitt 4.4 bescha¨ftigt sich mit der Identifizierung der Bildsterne (x, y) und Referenzsterne (ξ, η)
durch Nutzung eines Ansatzes zur Punktmustererkennung. Die astrometrische Reduktion der Ze-
nitaufnahmen mit einem geeigneten Transformationsansatz ist Gegenstand von Abschnitt 4.5. Hier
wird auch die Interpolation der Drehrichtung (Φ,Λ)D in das zenitale Sternfeld dargestellt. Die Dreh-
richtung der Kamera muss in einem iterativen Verfahren ermittelt werden, da die Referenzstern-
koordinaten (ξ, η) nur auf Grundlage von Na¨herungsinformation bereitgestellt werden ko¨nnen. Die
Anwendung der Messung in zwei Lagen ist erstens fu¨r die Bestimmung der Drehrichtung (Φ,Λ)D
notwendig, um die Exzentrizita¨t des CCD-Sensors zu ermitteln. Zweitens werden hierdurch die
unvermeidbaren Nullpunktfehler der Neigungssensoren weitgehend eliminiert. Die astrometrische
Reduktion der Zenitaufnahmen wird fu¨r beide Aufnahmelagen getrennt durchgefu¨hrt. Die Zusam-
menfu¨hrung der Aufnahmelagen erfolgt bei der iterativen Berechnung der Drehrichtung.
1Die Tangentialkoordinaten (ξ, η) du¨rfen nicht mit den Lotabweichungen (ξ, η) verwechselt werden.
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Korrektionen und Lotabweichungen
Die berechnete Drehrichtung (Φ,Λ)D unterscheidet sich von der physikalischen Lotrichtung auf-
grund des Stehachsfehlers der Zenitkamera und kann mit den aufgezeichneten Neigungswerten
korrigiert werden. In Abschnitt 4.6 erfolgt eine Analyse der Neigungswerte und die Darstellung
von verschiedenen Korrektionsmodellen, auf deren Entwicklung ein Schwerpunkt im Rahmen die-
ser Arbeit gesetzt wurde. Im gleichen Abschnitt werden auch die Formeln zur Beru¨cksichtigung der
Azimutabha¨ngigkeit der Lotrichtungsparameter und die Polbewegungskorrektion angegeben. Nach
der Beru¨cksichtigung der drei Korrektionen liegen die astronomischen Koordinaten (Φ,Λ) vor, die
die physikalische Lotrichtung mit Bezug auf das konventionelle terrestrische Bezugssystem ITRS
beschreiben. Die geoda¨tischen (ellipsoidischen) Koordinaten (ϕ, λ) der Lotabweichungsstation wer-
den durch Positionsbestimmung mit GPS im differenziellen Modus bestimmt (Abschnitt 3.1.5).
Die Lotabweichungen (ξ, η) ergeben sich schlussendlich als Differenzen zwischen den Lotrichtungs-
parametern (Φ,Λ) und den ellipsoidischen Koordinaten (ϕ, λ) des Beobachtungsortes (Abschnitt
1.3).
4.2 Digitale Bildverarbeitung
In diesem Abschnitt wird die Anwendung von Bildverarbeitungsmethoden fu¨r die automatische
Auswertung digitaler Zenitaufnahmen dargestellt. Das Ziel der digitalen Bildverarbeitung besteht
darin, die implizit im Bild enthaltene Richtungsinformation der abgebildeten Sterne in eine explizite
Darstellung in Form von Bildkoordinaten (x, y) zu u¨berfu¨hren, die der weiteren astrometrischen
Prozessierung zugefu¨hrt werden kann.
Einfu¨hrend werden einige ausgewa¨hlte Grundlagen dargestellt und die wesentlichen Merkmale von
typischen digitalen Bilddaten analysiert, die mit dem Zenitkamerasystem TZK2-D gewonnen wer-
den ko¨nnen. Die Extraktion der Sternabbildungen aus den Zenitaufnahmen kann als Formalismus
beschrieben werden, der aus zwei Teilschritten besteht. Der erste Schritt bescha¨ftigt sich mit der
Detektion der Sternabbildungen aufgrund charakteristischer Merkmale. Im zweiten Schritt werden
die Zentren der erkannten Sternabbildungen pra¨zise ausgemessen. Zur Ausmessung der Zentren
stehen mit der Schwerpunktmethode und der Punktu¨bertragungsfunktion zwei unterschiedliche
Verfahren zur Verfu¨gung, die dargestellt und verglichen werden.
Die digitale Verarbeitung astrometrischer Bilddaten wird in einer Reihe von Publikationen be-
handelt. Zusammenstellungen wesentlicher Aspekte zur CCD-Astrometrie finden sich in Merline
und Howell (1995), Schildknecht (1994) sowie in Monet (1992). Die unterschiedlichen Techniken
der Zentrierung von Sternabbildungen werden beispielsweise von Chiu (1977) und Auer und van
Altena (1978) beschrieben. Untersuchungen zur Nutzung der Punktu¨bertragungsfunktion fu¨r die
Zentrierung ko¨nnen z.B. bei Winter (1999), Stone (1988) und Diego (1985) gefunden werden.
4.2.1 Grundlagen
4.2.1.1 Bildkoordinatensysteme
Digitale Bilder setzen sich aus Pixeln zusammen, die in Form einer Matrix mit R Bildzeilen (engl.
rows) und C Bildspalten (engl. columns) angeordnet sind. In Abb. 4.2 sind die beiden Bildko-
ordinatensysteme abgebildet, in denen die ebenen, kartesischen Bildkoordinaten (r, c) und (x, y)
definiert sind. Das (r, c)-Koordinatensystem ist in der linken oberen Ecke der Bildmatrix gelagert.
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Der Ursprung des (x, y)-Bildkoordinatensystems hingegen liegt per definitionem in der Mitte der
digitalen Bildmatrix. Hierbei spielt es keine Rolle, ob der Systemursprung in der Mitte eines Pixels
oder zwischen zwei Pixeln festgelegt wird. Der sich ergebende Unterschied von 0.5 Pixel wird durch
die Transformationsparameter bei der Reduktion der Zenitaufnahmen aufgefangen. Die Bildinfor-
mation wird durch Grauwerte g (Intensita¨ten bzw. ADU) der Pixel repra¨sentiert (vgl. Abschnitt
2.1.1.1).
Abb. 4.2: Bildkoordinatensysteme (r, c) und (x, y)
4.2.1.2 Kenngro¨ßen
Zur Charakterisierung von digitalen Bildern ko¨nnen mit dem Mittelwert µ und der Standardab-
weichung σ zwei Kenngro¨ßen berechnet werden, die fu¨r die Detektion der Sternabbildungen eine
wichtige Rolle spielen. Es gilt (Habera¨cker 1995):
µ =
1
R · C
R∑
r=1
C∑
c=1
g(r, c) (4.1)
σ2 =
1
R · C − 1
R∑
r=1
C∑
c=1
(g(r, c)− µ)2. (4.2)
Der Mittelwert µ gibt die durchschnittliche Helligkeit des gesamten Bildes an und kann als Na¨he-
rungswert fu¨r die Helligkeit des Bildhintergrundes interpretiert werden. Die Standardabweichung σ
ist ein Maß fu¨r die Variation der Grauwerte des digitalen Bildes. Im Folgenden ist es sinnvoll, die
Kenngro¨ßen µ und σ fu¨r den Bildhintergrund ohne Einfluss der abgebildeten Sterne zu berechnen.
Dies kann nach Ploner (1996) in einem iterativen Verfahren realisiert werden, indem nur diejenigen
Pixel fu¨r die Berechnung der Kenngro¨ßen herangezogen werden, deren Grauwerte g der folgenden
Bedingung genu¨gen:
g < µ+ 3σ. (4.3)
Nach 2 bis 3 Iterationen konvergiert der Algorithmus und liefert ausreichend genaue Scha¨tzwerte µ
und σ fu¨r den Himmelshintergrund. Eine Verfeinerung des Algorithmus besteht nach Ploner (1996)
darin, µ und σ fu¨r lokale Bereiche des digitalen Bildes zu berechnen, um Sternabbildungen auch
bei lokal variierenden Hintergrundhelligkeiten (beispielsweise verursacht durch abgebildete Nebel-
strukturen oder durch Vignettierung, also abbildungsbedingte Helligkeitsvariationen) detektieren
zu ko¨nnen. Bei den kurzzeitbelichteten Zenitaufnahmen ist diese Verfeinerung nicht notwendig,
da es keine signifikanten Unterschiede der Hintergrundhelligkeit in unterschiedlichen Bereichen der
Aufnahmen gibt (vgl. Abb. 4.8).
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4.2.1.3 Bildkalibrierung
U¨blicherweise wird vor der Auswertung von astronomischen CCD-Aufnahmen eine radiometrische
Bildkalibrierung durchgefu¨hrt. Diese umfasst die Korrektion des Dunkelstroms durch Abzug ei-
nes Dunkelbildes und die Korrektion der Vignettierung. Fu¨r die Dunkelkorrektion findet sich in
vereinfachter Darstellung (z.B. Berry und Burnell 2000):
Dark(x, y) = Bias(x, y) + Thermal(x, y) (4.4)
Cal(x, y) = Raw(x, y)−Dark(x, y)
mit
Thermal(x, y) Thermalanteil am Dunkelbild, verursacht durch den Dunkelstrom,
Bias(x, y) Biasanteil am Dunkelbild, verursacht durch den Nullpunktfehler,
Dark(x, y) Resultierendes Dunkelbild,
Raw(x, y) Rohbild,
Cal(x, y) um den Dunkelanteil korrigiertes Bild.
Im Falle von kurzzeitbelichteten Zenitaufnahmen, deren Belichtungszeiten typischerweise wenige
zehntel Sekunden, maximal jedoch 1 Sekunde betragen, kann ein thermaler Anteil am Dunkelbild
bei geku¨hlter CCD-Kamera nicht nachgewiesen werden (Abschnitt 2.1.3.2). Aus diesem Grund
wird bei kurzzeitbelichteten Zenitaufnahmen keine Dunkelkorrektion angebracht. Aufgrund der
homogenen Bildhelligkeit von Zenitkameraaufnahmen (Abb. 4.8) ist es außerdem nicht notwendig,
eine Korrektion fu¨r die Vignettierung zu beru¨cksichtigen.
4.2.1.4 Histogrammanpassung
Fu¨r die visuelle Betrachtung der Zenitaufnahmen ist eine Histogrammanpassung, d.h. die radio-
metrische Transformation der Grauwerte mit dem Ziel der Kontrastversta¨rkung, sinnvoll und not-
wendig. Fu¨r die visuelle Betrachtung wird das Grauwertintervall [µ, µ + nσ] versta¨rkt, wobei n
beispielsweise mit 15 angesetzt werden kann. In diesem Intervall befinden sich (a) die vollsta¨ndi-
ge Grauwertinformation von lichtschwachen Sternabbildungen, (b) die Randbereiche von hellen
Sternabbildungen und (c) der Großteil des Bildhintergrundes µ. Mit den Formelbeziehungen
g∗ = 256
g14bit − µ
nσ
(4.5)
g8bit =

0 falls g∗ < 0
g∗ falls 0 ≤ g∗ ≤ 256
256 falls g∗ > 256
ko¨nnen die vorliegenden Bilddaten von 14 Bit Grauwerttiefe in eine kontrastversta¨rkte 8-Bit-
Repra¨sentation transformiert werden, die fu¨r die Visualisierung genutzt werden kann. Die Vi-
sualisierung der Rohbilder ergibt hingegen in den meisten Fa¨llen weitgehend einfarbige Fla¨chen
ohne erkennbare Sternspuren. In Abb. 4.3 ist das Ergebnis der Transformation fu¨r einen kleinen
Ausschnitt aus einer Zenitaufnahme dargestellt. Die kontrastversta¨rkten Bilddaten werden fu¨r die
visuelle Bestimmung und Kontrolle der Fokussierung verwendet. Den Prozessen der automatischen
Bildverarbeitung werden jedoch die Originaldaten mit 14 Bit Grauwerttiefe zugefu¨hrt.
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Abb. 4.3: Kontrastversta¨rkung. Die linke Grafik zeigt eine invertierte Aufnahme, deren Grauwerte ohne die
vorgestellte Kontrastversta¨rkung durch lineare Skalierung des Intervalles [gmin, gmax] reduziert worden sind.
In der rechten Grafik ist das Ergebnis der Kontrastversta¨rkung sichtbar.
4.2.2 Analyse der Bilddaten
4.2.2.1 Digitale Zenitaufnahmen
Abb. 4.8 zeigt eine typische Zenitaufnahme in invertierter Darstellung. Die Aufnahme zeigt eine
homogene Helligkeitsverteilung u¨ber die gesamte Bildfla¨che. Das erkennbare gleichma¨ßige Hinter-
grundrauschen hat seine Ursache im Rauschen des CCD-Ausleseversta¨rkers.
Im Folgenden wird die Verteilung der Grauwerte na¨her betrachtet. In Abb. 4.6 ist das Histogramm
einer typischen Zenitaufnahme in linearer Darstellung aufgetragen. Es wird deutlich, dass sich das
Grauwertspektrum nur auf einen Bruchteil der mo¨glichen 16384 Graustufen erstreckt und sich der
weitaus gro¨ßte Teil der vorkommenden Grauwerte um den Mittelwert herum konzentriert. Ebenso
ist der Nullpunktfehler (Bias) des CCD-Ausleseversta¨rkers zu erkennen, der zu einem systemati-
schen Offset von etwa 600 Graustufen fu¨hrt.
Um weitere Aussagen hinsichtlich der Grauwertverteilung treffen zu ko¨nnen, kann jenes Grauwert-
intervall, das den Hintergrund und das Signal entha¨lt, bei logarithmischer Skalierung der Hochachse
betrachtet werden (Abb. 4.4). Im Vergleich mit Abb. 4.5, die das Histogramm eines Dunkelbildes
gleicher Belichtungsdauer entha¨lt, zeigt sich eine sehr a¨hnliche Grauwertverteilung des Hintergrun-
des. Derjenige Grauwertbereich, der das Signal der Sterne entha¨lt und Gegenstand der nachfolgen-
den Verarbeitungsschritte ist, hebt sich im Vergleich deutlich ab.
Eine andere aussagekra¨ftige Darstellung kann in Abb. 4.7 gefunden werden. Hier ist fu¨r das gleiche
Grauwertspektrum aus Abb. 4.4 und 4.5 der Verlauf der Summenha¨ufigkeiten der Grauwerte fu¨r
die Zenitaufnahme und das Dunkelbild in logarithmischer Darstellung aufgetragen. Es zeigt im
Vergleich deutlich, dass sich die Grauwerte der Sternabbildungen in dem Grauwertintervall von
580 bis 680 konzentrieren. Bei der Betrachtung der prozentualen und absoluten Grauwertha¨ufigkeit
zeigt sich, dass die Sternabbildungen in der ausgewa¨hlten Zenitaufnahme weniger als 0.1 % (etwa
1500 Pixel) der Bildfla¨che u¨berdecken.
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Abb. 4.4: Histogramm einer Zenitaufnahme in
logarithmischer Darstellung
Abb. 4.5: Histogramm eines Dunkelbildes in
logarithmischer Darstellung
Abb. 4.6: Histogramm einer Zenitaufnahme in
linearer Darstellung
Abb. 4.7: Summenha¨ufigkeiten fu¨r eine
Zenitaufnahme und Dunkelbild
Abb. 4.8: Invertierte Zenitaufnahme
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4.2.2.2 Einzelne Sternabbildungen
Abb. 4.9 zeigt typische Sternabbildungen in Grauwert- und Profildarstellung. Die Abbildungen
verdeutlichen, wie sich das Signal-Rauschverha¨ltnis mit abnehmender Magnitude reduziert. In
Abb. 4.10 ist das Signal-Rauschverha¨ltnis (mittleres SNR u¨ber alle Pixel einer Sternabbildung)
in Abha¨ngigkeit der scheinbaren Helligkeit in logarithmischer Skalierung dargestellt. Es zeigt sich
der Verlauf bis zur Grenzgro¨ße von etwa 13 bis 14 mag. Hier geht das Signal der Gestirne im
Rauschen unter.
Abb. 4.9: Sternabbildungen und Grauwertverla¨ufe als Querschnitt durch das Grauwertgebirge. Die abgebil-
deten Sterne haben die Magnituden 8.5, 9.7, 10.8, 12.2 und 13.1.
Abb. 4.10: Signal-Rauschverha¨ltnis
in Abha¨ngigkeit von der Hellig-
keit. Die Grafik verdeutlicht die
erreichbare instrumentelle Grenz-
gro¨ße. Daru¨ber hinaus ist zu erken-
nen, dass die am ha¨ufigsten aus-
gewerteten Sterngro¨ßen im Bereich
von der 11. bis zur 13. Magnitude
liegen.
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4.2.3 Sterndetektion
Fu¨r die automatische Sterndetektion ist es notwendig, Regeln aufzustellen, anhand derer die
Sternabbildungen in den digitalen Aufnahmen detektiert werden ko¨nnen. Sternabbildungen ko¨nnen
grundsa¨tzlich durch drei wesentliche Merkmale charakterisiert werden:
Form: Bei kurzen Belichtungszeiten (bis etwa 0.5 s) nehmen Sternabbildungen na¨herungsweise
eine Kreisform an. La¨ngere Belichtungszeiten fu¨hren aufgrund der fehlenden Nachfu¨hrung
zur Ausbildung von la¨nglichen Sternspuren in Rektaszensionsrichtung.
Helligkeit: Pixel, die zu einer Sternabbildung geho¨ren, heben sich durch signifikant ho¨here Grau-
werte vom Hintergrund und damit von der mittleren Bildhelligkeit ab.
Gro¨ße: Sternabbildungen bestehen aus mehreren zusammenha¨ngenden Pixeln, die auch als Pi-
xelregionen bezeichnet werden. Aufgrund atmospha¨rischer Szintillation und der Beugung am
Objektiv bilden sich Sterne auf einer Fla¨che mit einem Durchmesser von mindestens 2 Pixeln
ab2.
Folglich lassen sich Sternabbildungen auch als Segmente, d.h. zusammenha¨ngende Pixelregionen
mit a¨hnlichen, hohen Grauwerten auffassen und mit einem Verfahren der Bildsegmentierung de-
tektieren. Eine geeignete Methode ist die Bildsegmentierung mit dem Bereichswachstumsverfahren
(engl. region growing), das beispielsweise in Haralick und Shapiro (1992, 1993) und Ernst (1991)
beschrieben ist. Der Grundgedanke des Bereichswachstumsverfahrens ist, die Pixel als Knoten in
einem Graphen zu betrachten und – ausgehend von zu wa¨hlenden Startpixeln – benachbarte Pixel
mit einer gewissen Mindesthelligkeit einander zuzuordnen und so zusammenha¨ngende Pixelregionen
zu bilden.
Zur Durchfu¨hrung des Bereichswachstumsverfahrens muss festgelegt werden, wie die Startpixel fu¨r
die Segmentierung auszuwa¨hlen sind. Da sich Sterne als Pixelregionen mit einem Durchmesser
von mindestens 2 Pixeln abbilden und ihre Lage im Bild a priori nicht bekannt ist, muss ein
dichtes, regelma¨ßiges Raster von Startpixeln mit einer Rasterweite von 2 Pixeln u¨ber das digitale
Bild gelegt werden. Dadurch ist sichergestellt, dass sich in jeder Sternabbildung mindestens ein
Startpixel befindet und somit alle Sternabbildungen detektiert werden ko¨nnen.
Ein Pixel geho¨rt zu einer Sternabbildung, wenn sich dessen Grauwert g signifikant vom Mittel-
wert µ des Bildes abhebt und sich folglich das Signal g − µ deutlich vom Rauschen σ des Bildes
unterscheidet:
g − µ
σ
≥ n. (4.6)
Durch Umstellen folgt, dass die Grauwerte g einer Sternabbildung mindestens die Gro¨ße des Schwell-
wertes gS
g ≥ gS = µ+ nσ (4.7)
erreichen mu¨ssen (Hirt 2001). Abb. 4.4 verdeutlicht den Zusammenhang zwischen den Variablen.
In der Regel kann der Schwellwert gS mit n = 3 berechnet werden. Dann kann ein Pixel mit einer
Wahrscheinlichkeit von 99.7% bei angenommener Normalverteilung des Hintergrundes als Signal
erkannt werden.
2Der Mindestdurchmesser von 2 Pixeln und die sich ergebende Mindestabdeckung von 4 Pixeln sind Konventionen,
die an dieser Stelle im Hinblick auf die Messung mit Subpixelgenauigkeit eingefu¨hrt werden. Hierdurch wird die
erreichbare Grenzgro¨ße insofern beeinflusst, dass sehr leuchtschwache Sterne, die ein Signal von unter 4 Pixeln auf
dem CCD hervorrufen, nicht weiter betrachtet werden.
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Das Bereichswachstumsverfahren kann nun zur Detektion der Sternabbildungen eingesetzt werden.
Dazu wird fu¨r jedes Startpixel u¨berpru¨ft, ob der Grauwert g die gesetzte Grauwertschwelle gS u¨ber-
schreitet. Falls diese Bedingung zutrifft, wird fu¨r jedes der vier Nachbarpixel ebenfalls u¨berpru¨ft, ob
die Grauwertschwelle u¨berschritten wird. Diejenigen Nachbarpixel, deren Grauwerte die Schwelle
u¨berschreiten, sind jeweils neue Startpixel fu¨r eine weitere, rekursive U¨berpru¨fung in Vierernach-
barschaft. Hierbei ist zu beachten, dass bereits u¨berpru¨fte Pixel nicht mehr am Rekursionsprozess
teilnehmen. Nach der Terminierung des Rekursionsprozesses liefert das Bereichswachstumsverfah-
ren eine Liste von Segmenten zuru¨ck. Abschließend sind alle Segmente fu¨r die Bildkoordinaten-
messung auszuwa¨hlen, die aus mindestens 4 Pixeln bestehen und mindestens ein Pixel Abstand
zum Bildrand aufweisen. Durch Einfu¨hrung der ersten Bedingung wird weitgehend vermieden,
dass kleinere, dem Hintergrund zugeho¨rige Pixelregionen oder Sternabbildungen mit sehr niedri-
gem Signal-Rauschverha¨ltnis detektiert werden. Die zweite Bedingung dient zur Verwerfung von
Sternabbildungen, die u¨ber den Randbereich hinausgehen und damit nicht korrekt ausmessbar sind.
4.2.4 Bildkoordinatenmessung
4.2.4.1 Schwerpunktmethode
Das einfachste Verfahren der Bildkoordinatenmessung ist die Methode der Schwerpunktberechnung.
Dabei werden die Bildkoordinaten (x, y)i jedes zum Segment geho¨renden Pixels i = 1, ..., n mit dem
Grauwert g(x, y)i linear gewichtet, wobei n die Anzahl Pixel des Segmentes bezeichnet. Es ergeben
sich die Schwerpunktkoordinaten (x, y) der Sternabbildung:
x =
1∑
gi
n∑
i=1
xigi y =
1∑
gi
n∑
i=1
yigi. (4.8)
Die Genauigkeit der Schwerpunktmethode ist von der scheinbaren Helligkeit und damit vom Signal-
Rauschverha¨ltnis abha¨ngig und variiert zwischen 0′′.3 und 0′′.5, entsprechend etwa 0.15 bis 0.25 Pixel
(vgl. Abschnitt 6.2.1.2).
4.2.4.2 Punktu¨bertragungsfunktion
Eine verfeinerte Methode der Bildkoordinatenmessung stellt die Nutzung der Punktu¨bertragungs-
funktion (engl. Point Spread Function, PSF) dar. Die Grundidee besteht darin, eine Modellfunktion
so an die Sternabbildung anzupassen, dass die Grauwertdifferenzen zwischen der Sternabbildung
und der Modellfunktion minimiert werden. Der Anpassungsvorgang, der in der Literatur auch als
Zentrierung bzw. Fit bezeichnet wird, geschieht durch Ausgleichung nach kleinsten Quadraten. Im
Zuge der Ausgleichung werden die Formparameter und das Zentrum der Modellfunktion gescha¨tzt.
Allgemein beschreibt die Punktu¨bertragungsfunktion eines optischen Messsystems die Intensita¨ts-
verteilung in der Bildebene, die bei der Abbildung eines im Unendlichen befindlichen Lichtpunk-
tes entsteht. Durch die atmospha¨rische Szintillation und die Beugung am Objektiv entsteht eine
typische radialsymmetrische Intensita¨tsverteilung mit einem Radius weniger Bogensekunden, die
durch die Rasterung des CCD-Sensors diskretisiert wird. Die Punktu¨bertragungsfunktion der Ze-
nitkamera als astrometrisches Messsystem kann einerseits durch Faltung der Punktu¨bertragungs-
funktionen der Einzelkomponenten berechnet werden. Der hierfu¨r notwendige Formalismus, mit
dem die Punktu¨bertragungsfunktionen der Einzelkomponenten (Atmospha¨re, Objektiv und CCD-
Sensor) berechnet werden ko¨nnen, ist in Winter (1999) beschrieben. Neben dieser Variante, die
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hier nicht weiter verfolgt werden soll, besteht andererseits die Mo¨glichkeit, die Formparameter der
Punktu¨bertragungsfunktion empirisch zu ermitteln. Als gut geeignete analytische Modellfunktion
wird ha¨ufig die Gauß’sche Glockenkurve genutzt, um die Intensita¨tsverteilung in der Bildebene
zu beschreiben (z.B. Howell 2000, Winter 1999, Racine 1996, Ploner 1996, Buil 1991 und Stone
1988). Alternative Modellfunktionen zur Beschreibung der Intensita¨tsverteilung sind beispielswei-
se Lorentz- und Laplaceprofile, die in der zitierten astrometrischen Literatur na¨her beschrieben
werden.
Eine weitere Mo¨glichkeit besteht darin, die Geometrie der Punktu¨bertragungsfunktion durch Mit-
telung vieler einzelner Sternabbildungen empirisch zu ermitteln und das resultierende numerische
Profil anstelle einer analytisch berechneten Intensita¨tsfunktion zu verwenden (siehe Winter 1999).
Diese rein numerische Bestimmung der Punktu¨bertragung ist im Allgemeinen mit ho¨heren Genauig-
keiten im Vergleich zum analytischen Ansatz verbunden. Ein Vergleich zwischen der Punktu¨bertra-
gung mit analytisch bestimmten Gaußprofilen und numerisch bestimmten Modellfunktionen brachte
im Fall der kurzzeitbelichteten Zenitaufnahmen keinen signifikanten Unterschied hinsichtlich der
erreichbaren Genauigkeit. Aus diesem Grund soll der Approximationsansatz mit einem numerisch
bestimmten Profil nicht weiter verfolgt werden.
Eindimensionale Anpassung einer Gaußfunktion
Ausgangspunkt fu¨r die Approximation der Intensita¨ten einer Sternabbildung bildet die eindimen-
sionale Gaußverteilung
ϕ(x, x0, a, b, r) = a exp
(
− ln 2(x− x0)
2
r2
)
+ b, (4.9)
mit der in Abha¨ngigkeit der Formparameter
a Amplitude,
r Radius,
b Hintergrund (Bias)
und dem Zentralita¨tsparameter
x0 Mitte des Sternprofils
die Intensita¨t an der Koordinate x berechnet werden kann (Chiu 1977, Winter 1999). Die Forderung
nach einer mo¨glichst guten Anpassung der Gaußfunktion an ein diskretes Sternprofil xi, g(x)i fu¨hrt
zu dem allgemeinen Ausgleichungsmodell
Ψ(X,L) = a exp
(
− ln 2(x− x0)
2
r2
)
+ b− g(x, y) = v→ min (4.10)
mit
XT = [x0, a, b, r] als Unbekanntenvektor,
LT = [x1, g(x, y)1, ..., xn, g(x, y)n] als Beobachtungsvektor und
v = Verbesserungsvektor.
Durch Ausgleichung nach kleinsten Quadraten werden die Unbekannten X so gescha¨tzt, dass die
Quadratsumme der Verbesserungen minimiert wird. Dadurch wird die analytische Modellfunktion
bestmo¨glichst an das Sternprofil angepasst. Die Unbekannte x0 gibt dann Mittelpunktkoordinaten
des Sternprofils und damit die gesuchte Bildkoordinate an. Abb. 4.11 zeigt die Modellfunktion ϕ
im Kontext mit dem approximierten Sternprofil g(x,y).
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Abb. 4.11: Modellfunktion und Sternprofil
Zweidimensionale Anpassung einer Gaußfunktion
Im zweidimensionalen Fall wird das funktionale Modell um den Term (y − y0)2 so erweitert, dass
sich der folgende Ausgleichungsansatz ergibt (z.B. Monet und Dahn 1983):
Ψ(X,L) = a exp
(
− ln 2(x− x0)
2 + (y − y0)2
r2
)
+ b− g(x, y) = v→ min (4.11)
mit
XT = [x0, y0, a, b, r] als Unbekanntenvektor,
LT = [x1, y1, g(x, y)1, ..., xn, yn, g(x, y)n] als Beobachtungsvektor und
v = Verbesserungsvektor.
Fu¨r den Beobachtungsvektor L wird in der Regel eine quadratische Pixelregion eingefu¨hrt, die das
detektierte Segment entha¨lt und daru¨ber hinaus eine gewisse Anzahl Pixel, die zum Hintergrund des
Bildes geho¨ren (Abb. 4.12). Das zugeho¨rige Verteilungsmodell (Abb. 4.13) ist rotationssymmetrisch
und entha¨lt die fu¨nf Unbekannten x0, y0 als Koordinaten des Zentrums und die Formparameter a, b
und r. Es wa¨re denkbar, das Modell durch Einfu¨hrung weiterer Parameter so zu erweitern, dass
auch unsymmetrische Sternabbildungen approximiert werden ko¨nnen (z.B. Ploner 1996). Bei kur-
zen Belichtungszeiten werden die Sterne von der Zenitkamera jedoch weitgehend kreissymmetrisch
abgebildet. Eine Erweiterung soll deshalb und auch in Hinblick auf die Freiheitsgrade des Modells
nicht vorgenommen werden. Als Na¨herungswerte fu¨r die Koordinaten des Zentrums x0, y0 ko¨nnen
die Schwerpunktkoordinaten des Segmentes herangezogen werden. Fu¨r die Amplitude a kann der
Grauwert des hellsten Pixels des Segmentes (bereinigt um die mittlere Bildhelligkeit µ), fu¨r den Hin-
tergrund b die mittlere Bildhelligkeit µ und fu¨r den Radius r der halbe Durchmesser des Segmentes
als Na¨herung genommen werden.
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Abb. 4.12: Sternabbildung in dreidimensionaler
Darstellung
Abb. 4.13: Gauß’sche Modellfunktion in dreidimen-
sionaler Darstellung
4.2.4.3 Vergleich der beiden Verfahren
Auf Grundlage der Betrachtungen in Abschnitt 6.2.1, in dem die Genauigkeit der Schwerpunkt-
methode und der Punktu¨bertragungsfunktion untersucht werden, kann hier Folgendes festgehalten
werden: Mit der Schwerpunktmethode lassen sich Genauigkeiten von 0′′.3 bis 0′′.5 fu¨r die Ausmes-
sung der Sternzentren erreichen. Die Punktu¨bertragungsfunktion mit der Gaußverteilung erlaubt
die Messung der Sternmittelpunkte mit einer Genauigkeit von etwa 0′′.2 bis 0′′.3 und ist damit
um den Faktor 1.5 genauer als die Schwerpunktmethode. Fu¨r beide Verfahren gilt gleichermaßen,
dass die Genauigkeit der Zentrierung vom Signal-Rauschverha¨ltnis und damit von der scheinbaren
Helligkeit abha¨ngt. Je ho¨her das Signal-Rauschverha¨ltnis, umso pra¨ziser la¨sst sich die Sternmitte
bestimmen. Sofern sternreiche Himmelsregionen beobachtet werden und damit genu¨gend Sterne
verfu¨gbar sind, ist es empfehlenswert, nur Sternabbildungen bis zur 12. Gro¨ßenklasse im Auswer-
teprozess zu beru¨cksichtigen.
Die Schwerpunktmethode kann fu¨r die vorla¨ufige astrometrische Datenreduktion genutzt werden.
Sie findet ebenso Anwendung fu¨r die Bereitstellung von Na¨herungswerten, die fu¨r die Zentrie-
rung mit der Gaußverteilung beno¨tigt werden. Die endgu¨ltige Datenreduktion sollte aufgrund der
ho¨heren Pra¨zision mit der Punktu¨bertragungsfunktion durchgefu¨hrt werden. Die Zentrierung mit
der Punktu¨bertragungsfunktion ist jedoch erheblich aufwa¨ndiger und damit rechenintensiver als
die Schwerpunktmethode, da fu¨r jede Sternabbildung eine Ausgleichung mit mehreren Iterationen
gerechnet werden muss.
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4.3 Referenzsterne
4.3.1 Sternkataloge
Ein Sternkatalog ist definiert als Verzeichnis von Sternen, das außer den fu¨r einen bestimmten Zeit-
punkt gu¨ltigen A¨quatorialkoordinaten weitere charakteristische Sternparameter (z.B. Spektralklas-
se, Spektrum, Helligkeit, Eigenbewegungen, Parallaxen) und optional deren Genauigkeiten entha¨lt
(Definition in Anlehnung an Zimmermann und Weigert 1995). Fu¨r diese Arbeit sind außer den
A¨quatorialkoordinaten (α, δ) die Eigenbewegungen (µα, µδ) relevant. Der astrometrische Parame-
ter Parallaxe pi ist fu¨r die allermeisten der verwendeten Gestirne (Helligkeitsbereich von etwa 9. bis
14. Magnitude) nicht verfu¨gbar und spielt aufgrund der sehr weiten Entfernung keine Rolle. Aus
einem Sternkatalog ko¨nnen die A¨quatorialkoordinaten von Referenzsternen entnommen werden,
die fu¨r die astrometrische Reduktion der Zenitaufnahmen beno¨tigt werden. Die Referenzkoordina-
ten der Sterne u¨bernehmen bei der Lotrichtungsbestimmung als koordinatenma¨ßig bekannte An-
schlusspunkte eine ganz entscheidende Funktion. Sie ermo¨glichen als Realisierung eines za¨lestischen
Bezugssystems den Anschluss an einen u¨bergeordneten Referenzrahmen.
Mit den Sternkatalogen Hipparcos, Tycho-2, UCAC, GSC 1.1 und GSC 2.2 sowie den USNO-A
und USNO-B Katalogen stehen Verzeichnisse unterschiedlicher Genauigkeit und Sterndichte zur
Verfu¨gung. Fu¨r die Nutzung im Rahmen der hochpra¨zisen Lotrichtungsbestimmung ergeben sich
grundsa¨tzlich folgende Anforderungen:
Bezugssystem: Die Sternpositionen mu¨ssen im ICRS referenziert sein, damit der Zugang zum
za¨lestischen Bezugssystem mo¨glich wird (Abschnitt 2.3.1).
Hohe Sterndichte: Mit der digitalen Zenitkamera TZK2-D ko¨nnen mehrere Millionen Sterne auf
der gesamten Spha¨re bis zu einer Grenzgro¨ße zwischen der 13. und 14. Magnitude beobachtet
werden. Eine entsprechende Anzahl von Referenzsternen sollte daher verfu¨gbar sein.
Hohe Positionsgenauigkeit: Die Unsicherheit der Referenzkoordinaten beeinflusst die Genau-
igkeit der Lotrichtungsbestimmung, weshalb die Sternpositionen mit einer mo¨glichst hohen
Genauigkeit (< 0.05 Bogensekunden) bestimmt sein sollten.
Eigenbewegungen: Der Katalog sollte Eigenbewegungen enthalten. Sofern keine Eigenbewegun-
gen verfu¨gbar sind, verschlechtert sich die Positionsgenauigkeit im Laufe der Zeit in erhebli-
chem Maße.
Diese Anforderungen werden von den umfassenden und hochpra¨zisen astrometrischen Sternkatalo-
gen Tycho-2 und UCAC gut bzw. sehr gut erfu¨llt. Erst mit diesen beiden Katalogen ist seit ihrer
Vero¨ffentlichung im Jahr 2000 eine wesentliche Grundvoraussetzung fu¨r die hochpra¨zise Lotrich-
tungsbestimmung mit der TZK2-D erfu¨llt. Fu¨r die Konstruktion der Sternkataloge Tycho-2 und
UCAC hat die europa¨ische Satellitenmission HIPPARCOS die entscheidenden Grundlagen gelegt.
Die Eigenschaften einiger ausgewa¨hlter Sternkataloge werden in den nachfolgenden Abschnitten
dargestellt und ihre Eignung fu¨r die Lotrichtungsbestimmung diskutiert. Von den großen astro-
metrischen Katalogen GSC und USNO-A/B werden nur die Eigenschaften des GSC beschrie-
ben. Die astrometrischen Genauigkeiten beider Verzeichnisse sind in etwa vergleichbar; fu¨r Details
zum USNO-B Katalog, der u¨ber 1 Milliarde Sternpositionen entha¨lt und bis zur 21. Magnitude
vollsta¨ndig ist, wird auf Monet et al. (2003) verwiesen.
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Eigenbewegung
Aufgrund der Rotation der Galaxis bewegen sich das Sonnensystem und die Sterne relativ zueinan-
der im Raum. Die ra¨umliche Sternbewegung zeigt sich durch die Rotverschiebung des Sternspek-
trums in radialer Richtung, d.h. in der Richtung der Verbindungslinie Sonne und Stern und durch
eine langsame Richtungsa¨nderung senkrecht zu dieser Verbindungslinie. Die Richtungsa¨nderung
wird als Eigenbewegung bezeichnet und fu¨hrt zu einer allma¨hlichen A¨nderung der A¨quatorialko-
ordinaten (α, δ). Eigenbewegungen werden in Winkelgeschwindigkeiten (z.B. ′′ Jahrhundert−1) an-
gegeben und gewo¨hnlich in Komponenten (µα, µδ) unterteilt, die die Bewegung in Rektaszensions-
und Deklinationsrichtung beschreiben.
Zur Bestimmung der Eigenbewegung eines Sterns werden zwei zu verschiedenen Zeitpunkten be-
stimmte Positionen beno¨tigt. Da sich die meisten Sterne sehr langsam bewegen, sollte das Zeitinter-
vall zwischen den Positionsbestimmungen mo¨glichst einige Jahrzehnte betragen. Die Eigenbewegun-
gen (µα, µδ) ergeben sich aus der Differenz der beiden Positionen (∆α,∆δ) und dem Zeitintervall ∆t
(Sigl 1991):
µα =
∆α
∆t
µδ =
∆δ
∆t
(4.12)
Sind Eigenbewegungen in Sternkatalogen nicht verfu¨gbar, so verschlechtert sich die Genauigkeit
der angegebenen Positionen und damit auch die erreichbare Genauigkeit der Lotrichtungsbestim-
mung mit der Zeit in erheblichem Maße. Mit zunehmendem zeitlichen Abstand von der Katalog-
epoche Tα,δ verschlechtert sich die Genauigkeit von Katalogpositionen auch dann, wenn Eigenbe-
wegungen verfu¨gbar sind und rechnerisch korrigiert werden. Ursache dafu¨r ist die Fortpflanzung
der Ungenauigkeiten der Eigenbewegungskomponenten auf die korrigierten Katalogpositionen (z.B.
de Vegt 1999 und Høg et al. 2000b). Aus diesem Grund sollte der zeitliche Abstand zur Beobach-
tungsepoche Tα,δ nicht zu groß sein.
Bezugszeitpunkte
Fu¨r Sternkataloge werden die Bezugszeitpunkte Epoche und A¨quinoktium angegeben, die unter-
schieden werden mu¨ssen.
Epoche: Die Epoche einer Sternposition ist der Zeitpunkt, an dem die Sternkoordinaten astrome-
trisch (z.B. auf CCD oder Photoplatte) bestimmt worden sind. Durch rechnerische Beru¨ck-
sichtigung der Eigenbewegung von der Katalogepoche Tα,δ bis zum Beobachtungszeitpunkt T ,
zu dem der Katalog als Referenz genutzt wird, kann die Sternposition aktualisiert werden.
Die Epoche einer Sternposition ist also der Bezugszeitpunkt fu¨r die Eigenbewegung. Oftmals
werden zur leichteren Handhabung der Katalogdaten die Sternpositionen bei der Katalog-
erstellung durch Beru¨cksichtigung der Eigenbewegung auf eine einheitliche Katalogepoche
umgerechnet. Dies ist beispielsweise bei den Katalogen Tycho-2 und UCAC der Fall, hier ist
die Katalogepoche die Standardepoche J2000.0.
A¨quinoktium: Die Sternpositionen vera¨ndern sich ab dem Zeitpunkt ihrer astrometrischen Be-
stimmung auch durch die Vera¨nderung des za¨lestischen Koordinatensystems aufgrund der
Pra¨zession und Nutation (Abschnitte 2.4 und 4.3.2.5). Fu¨r die Sternpositionen wird deshalb
auch die Epoche des Koordinatensystems angegeben, die als A¨quinoktium bezeichnet wird
und die ra¨umliche Lage des Fru¨hlingspunktes beschreibt. Heutige Sternkataloge sind meist
auf das A¨quinoktium J2000.0 bezogen.
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4.3.1.1 Hipparcos Katalog
Zwischen 1989 und 1993 wurden im Rahmen der europa¨ischen Satellitenmission HIPPARCOS hoch-
pra¨zise astrometrische Messungen durchgefu¨hrt, auf deren Grundlage der Sternkatalog Hipparcos
als derzeit genaueste verfu¨gbare astrometrische Referenz im optischen Bereich hervorgegangen ist
(ESA 1997). Hipparcos entha¨lt fu¨r etwa 118000 Sterne u.a. Positionen, Eigenbewegungen und Par-
allaxen mit typischen Genauigkeiten von etwa 0′′.001 und ist bis zur 9. Gro¨ßenklasse weitgehend
vollsta¨ndig. Der Sternkatalog Hipparcos ist an den hochpra¨zisen extragalaktischen Referenzrah-
men ICRF angeschlossen. Fu¨r die Verknu¨pfung wurden Radioquellen des ICRF verwendet, die
von HIPPARCOS im optischen Wellenla¨ngenbereich beobachtet werden konnten (Kovalevsky et al.
1997 und de Vegt 1999). Damit stellt Hipparcos im optischen Bereich die Standardrealisierung des
ICRS mit Millibogensekundengenauigkeit dar. Der Sternkatalog Hipparcos weist durchschnittlich
3 Sterne grad−2 auf und ha¨lt damit zu wenig Sterne fu¨r die Auswertung von digitalen Zenitka-
meramessungen vorra¨tig. Er stellt jedoch die wesentliche Grundlage fu¨r die Kataloge Tycho-2 und
UCAC als konsequente Verdichtungen des za¨lestischen Referenzsystems dar.
4.3.1.2 Tycho-2 Katalog
Der Tycho-2 Katalog ist durch Kooperation von CUO, USNO, ARI und ESO auf der Grundlage
der HIPPARCOS Mission hervorgegangen. Durch verfeinerte Neuauswertung der astrometrischen
HIPPARCOS Daten, aus denen auch der Tycho-1 Katalog (ESA 1997) mit 1 Millionen Positionen
hervorgegangen ist, konnten Positionen fu¨r etwa 2.5 Millionen Sterne bestimmt werden (Høg et al.
2000a,b,c). Die astrometrischen Genauigkeiten liegen fu¨r Sterne bis zur 9. Gro¨ßenklasse im Genau-
igkeitsbereich von wenigen Millibogensekunden und von der 9. bis 13. Gro¨ßenklasse im Bereich von
etwa 0′′.02 bis 0′′.10 (vgl. Tab. 4.1). Fu¨r den gro¨ßten Teil der Tycho-2 Sterne konnten Eigenbewegun-
gen durch Vergleich mit u¨ber 140 bodengebundenen astrometrischen Katalogen mit Genauigkeiten
von etwa 0.0025′′Jahr−1 abgeleitet werden.
Abb. 4.14: Sternverteilung des Tycho-2 Katalogs (nach Høg et al. 2000b)
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Abb. 4.14 zeigt die Sterndichte von Tycho-2, die u¨ber die Himmelskugel zwischen etwa 25 Sternen
grad−2 (sternarme Regionen an den galaktischen Polen) bis zu u¨ber 100 Sternen grad−2 in der
galaktischen Ebene (Milchstraßenregionen) variiert. Bezogen auf das Gesichtsfeld der TZK2-D stellt
der Tycho-2 Katalog durchschnittlich 25 Referenzsterne und damit eine in den meisten Fa¨llen
ausreichende Sternanzahl fu¨r die astrometrische Datenreduktion zur Verfu¨gung. In den besonders
sternarmen Regionen, die beispielsweise im Fru¨hjahr in mitteleuropa¨ischen Breiten im Zenit stehen,
sind teilweise nur 4 bis 10 Sterne verfu¨gbar. Hier ist die Nutzung von Tycho-2 im Hinblick auf die
angestrebte hohe Genauigkeit der Astrometrie (vgl. Abschnitt 6.2.1) eingeschra¨nkt. Abgesehen von
diesen sternarmen Regionen ist Tycho-2 fu¨r die Reduktion der Zenitaufnahmen zur hochpra¨zisen
Lotrichtungsbestimmung insgesamt sehr gut geeignet.
4.3.1.3 Guide Star Catalogue GSC
Der Guide Star Catalogue 1.1 (Lasker et al. 1996a) und 2.2 (McLean et al. 1997, STScI 2004) wurde
vom STScI und weiteren Organisationen konstruiert, um Positionen fu¨r die Orientierung des Welt-
raumteleskops Hubble zur Verfu¨gung zu stellen. Im Katalog GSC 1.1 sind fu¨r etwa 19 Millionen
Sterne bis zur 15.5 Gro¨ßenklasse und im GSC 2.2 fu¨r u¨ber 435 Millionen Sterne bis zur 18.5 Gro¨ßen-
klasse mittlere Positionen ohne Eigenbewegungen vertafelt. Die astrometrischen Beobachtungen fu¨r
die GSC Kataloge wurden bodengebunden durch Belichtung von etwa 1500 Schmidt-Photoplatten
durchgefu¨hrt, die die gesamte Spha¨re abdecken. Die Sternpositionen fu¨r die beiden Kataloge wurden
durch Digitalisierung der Photoplatten (Digitized Sky Survey, Lasker et al. 1996b) und rechner-
gestu¨tzte Ausmessung abgeleitet. Wa¨hrend die Sternpositionen des GSC 1.1 in das Referenzsystem
FK4 transformiert worden sind, stellt der GSC 2.2 eine Realisierung des ICRS dar.
Die astrometrische Genauigkeit der Positionen betra¨gt beim GSC 1.1 etwa 0′′.5 bis 1′′.2 und die
des GSC 2.2 etwa 0′′.3 bis 0′′.75 (STScI 2004). Eigenbewegungen sind fu¨r beide Kataloge nicht
verfu¨gbar, so dass Katalogpositionen nur fu¨r die Katalogepochen (etwa 1982) vorliegen. Der GSC 1.1
weist systematische Fehler von etwa 0′′.5 bis 1′′.1 in Abha¨ngigkeit der Lage innerhalb der bei der
Erstellung benutzten Photoplatten auf (Taff et al. 1990). Die Sternfelder des GSC 1.1 ko¨nnen
deshalb bei Verwendung zur Lotrichtungsbestimmung zu systematischen Verfa¨lschungen in gleicher
Gro¨ße fu¨hren und sind daher fu¨r die Reduktion von Zenitkamerabeobachtungen nicht geeignet.
Die systematischen, plattenabha¨ngigen Fehler des GSC 2.2 sind nach STScI (2004) erheblich redu-
ziert. Fu¨r die Auswertung von Zenitkameramessungen kann der GSC 2.2 gegenwa¨rtig dann verwen-
det werden, wenn sternarme Himmelsregionen im Zenit stehen, fu¨r die der Tycho-2 Katalog zuwenig
Referenzsterne bereitstellt und keine UCAC Referenzfelder verfu¨gbar sind. Bei Verfu¨gbarkeit des
UCAC fu¨r die gesamte Spha¨re wird der GSC keine Rolle mehr im Rahmen der astrometrischen
Reduktion von Zenitaufnahmen spielen.
4.3.1.4 UCAC Katalog
Das USNO fu¨hrt von 1998 bis 2004 bodengebundene Beobachtungen mit einem CCD Astrographen
zur Erstellung des USNO CCD Astrograph Catalogs (UCAC) durch. Ziel des UCAC Projektes ist
es, hochpra¨zise Positionen von etwa 80 Millionen Sternen bis zur 16. Gro¨ßenklasse sowie deren
Eigenbewegungen bereitzustellen und das za¨lestische Referenzsystem ICRS im optischen Bereich
durch Anschluss an Hipparcos weiter zu verdichten (Zacharias et al. 2004, Zacharias und Urban
2003, Zacharias et al. 2000a). Die astrometrischen Beobachtungen werden terrestrisch mit einer
CCD-Kamera (4096 × 4096 Pixel) durchgefu¨hrt, mit der Sternfelder von etwa einem Quadratgrad
erfasst werden ko¨nnen.
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Im Jahr 2000 wurde der UCAC1 vero¨ffentlicht, der 27 Millionen Positionen von Sternen der su¨dli-
chen Hemispha¨re entha¨lt, die astrometrische Genauigkeiten von etwa 0′′.02 im Helligkeitsbereich von
der 10. bis 14. Gro¨ßenklasse aufweisen. Der UCAC2 wurde 2003 publiziert und entha¨lt Positionen
von 48 Millionen Sternen in einem Deklinationsbereich von -90◦ bis +40◦ und bis etwa +53◦ Dekli-
nation fu¨r einige Rektaszensionsbereiche. Die Vero¨ffentlichung von UCAC3, der die Himmelskugel
vollsta¨ndig u¨berdeckt, ist fu¨r das Jahr 2005 vorgesehen. Eigenbewegungen werden durch Vergleich
mit neu ausgewerteten Sternpositionen aus fru¨herem astrometrischen Beobachtungsmaterial (z.B.
Photoplatten vom USNO-A und AGK2, 1930) abgeleitet. Die fu¨r den UCAC1 abgeleiteten Eigen-
bewegungen weisen eine Genauigkeit im Bereich von 0.001′′Jahr−1 bis 0.015′′Jahr−1 auf.
Der UCAC ist der optimale Katalog fu¨r die hochpra¨zise Reduktion von Zenitkameramessungen auf
das ICRS. Fu¨r anna¨hernd alle mit der Zenitkamera beobachtbaren Sterne wird der UCAC3 Re-
ferenzkoordinaten mit ho¨chster Genauigkeit bereitstellen. Bis zum Jahr 2005 ist die Nutzung des
UCAC in mitteleuropa¨ischen Breiten allerdings nur eingeschra¨nkt mo¨glich. Aufgrund der vorhande-
nen hochpra¨zisen Eigenbewegungen und den sehr aktuellen astrometrischen Katalogbeobachtungen
wird sich die hohe Genauigkeit des UCAC in den na¨chsten Jahren nicht wesentlich vera¨ndern.
4.3.1.5 Vergleich von Tycho-2 und UCAC
In Tab. 4.1 sind die astrometrischen Positionsgenauigkeiten σT und σU aus Tycho-2 und UCAC1 in
Abha¨ngigkeit der scheinbaren Helligkeit zusammengestellt. Die Genauigkeitsangaben gehen auf die
Untersuchungen von Høg et al. (2000c) und Zacharias et al. (2000b) zuru¨ck. Der Tycho-2 Katalog
ist bis zur 11.5 Magnitude weitgehend vollsta¨ndig, entha¨lt jedoch nicht fu¨r alle mit der TZK2-D
beobachtbaren Gestirne auch Referenzpositionen. Der UCAC hingegen wird bei seiner endgu¨ltigen
Fertigstellung bis etwa zur 16. Magnitude weitgehend vollsta¨ndig sein und damit fu¨r anna¨hernd
alle beobachtbaren Gestirne Referenzpositionen liefern.
Im Gegensatz zum Tycho-2 Katalog, der fu¨r Sterne mit einer scheinbaren Helligkeit< 10. Magnitude
sehr hohe Genauigkeiten erreicht, zeichnet sich der UCAC insbesondere in dem fu¨r Zenitkamera-
messungen relevanten Bereich von der 11. bis 14. Magnitude durch Positionsgenauigkeiten von 0′′.02
aus. Folglich kann als wesentliche Erkenntnis abgeleitet werden, dass der UCAC aufgrund seines
Sternvorrats und seiner hohen Genauigkeit die optimale Referenz fu¨r die Auswertung von digitalen
Zenitkameramessungen darstellt. Weitere Aspekte und Untersuchungen zu den Genauigkeiten der
Sternkataloge Tycho-2 und UCAC finden sich in Abschnitt 6.2.1.3.
Tab. 4.1: Vergleich der Positionsgenauigkeit von Tycho-2 und UCAC
Katalog vs. Helligkeit <9 9-10 10-11 11-12 12-13 13-14
Tycho-2 σT [′′] <0.01 0.02 0.04 0.07 ca. 0.10
UCAC1 σU [′′] >0.03 0.02 0.02 0.02 0.02 0.02
Tycho-2 Sternanzahla [Mio] 0.12 0.21 0.54 1.13 <0.5
aDie endgu¨ltige Sternanzahl je Helligkeitsklasse ist fu¨r den UCAC gegenwa¨rtig noch nicht verfu¨gbar.
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4.3.1.6 Zusammenschau der Katalogeigenschaften
Tab. 4.2: Eigenschaften der Sternkataloge Hipparcos, Tycho-2, GSC und UCAC im Vergleich
Eigenschaft Hipparcos Tycho-2 GSC 1.1; 2.2 UCAC1; 2; 3
Anzahl Eintra¨ge [Mio.] 0.118 2.5 19; 435 27; 48; 80
Grenzgro¨ßea [mag] 9 11.5 15.5; 18.5 16
Mittlere Sterndichte [grad−2] 3 60 460; 10500 2000b
Messperiode ∼1991.25 ∼1991.25 ∼1982 1998-2004
Epoche 1991.25 2000.0 ∼1982; ∼1992 2000.0
A¨quinoktium 2000.0 2000.0 2000.0 2000.0
Referenzsystem ICRS ICRS FK4; ICRS ICRS
Eigenbewegungen ja ja nein ja
Positionsgenauigkeit [′′] 0.001 0.01-0.10 0.5-1.2; 0.3-0.75 0.02-0.07
Eigenbew. genauigkeit [′′ a−1] <0.001 0.0025 - 0.001-0.015
Eignungc nein gut bis sehr gut nein; bedingt optimal
aBis zu diesen Magnituden sind die Kataloge weitgehend vollsta¨ndig.
bIn der endgu¨ltigen Katalogversion UCAC3.
cFu¨r die Lotrichtungsbestimmung mit der TZK2-D.
In Tab. 4.2 sind zusammenfassend die wichtigsten Eigenschaften der vorgestellten Sternkataloge
gegenu¨bergestellt. Tab. 4.3 zeigt den mittleren Sternvorrat der Sternkataloge Tycho-2, GSC und
UCAC3 fu¨r das Gesichtsfeld der TZK2-D (0.42 grad2) in Abha¨ngigkeit der scheinbaren Hellig-
keit und der Grenzgro¨ße. Die mittlere Sternanzahl der drei Kataloge u¨ber die gesamte Spha¨re ist
ausreichend. Besonders sternreiche Felder stehen in Milchstraßenregionen zur Verfu¨gung. In den
sternarmen Regionen der Himmelskugel ha¨lt der Tycho-2 Katalog nur wenig Sterne vorra¨tig. Die
angegebenen Werte sind als grobe Anhaltswerte zu verstehen und ko¨nnen bei einzelnen Sternfel-
dern erheblich abweichen. Die verfu¨gbaren Sternanzahlen als Funktion der Rektaszension sind im
Anhang dieser Arbeit zu finden.
In Abb. 4.15 sind abschließend die diskutierten Sternkataloge in Abha¨ngigkeit ihrer mittleren Po-
sitionsgenauigkeit und der verfu¨gbaren Sternanzahl im Kontext mit einigen weiteren Katalogen
eingeordnet. Es zeigt sich deutlich, dass durch den UCAC die Lu¨cke zwischen den sternreichen
Katalogen (GSC) und den hochpra¨zisen Katalogen (Hipparcos, Tycho-2) gefu¨llt wird.
Tab. 4.3: Mittlerer Sternvorrat der Kataloge Tycho-2, GSC und UCAC fu¨r TZK2-D Messungen. Angegeben
ist die mittlere Anzahl nutzbarer Sterne fu¨r das Gesichtsfeld der TZK2-D.
Grenzgro¨ße [mag] Sternvorrat Tycho-2 GSC UCAC3
14 Gesamte Spha¨re 24 135 135
13 Gesamte Spha¨re 23 60 60
12 Gesamte Spha¨re 20 20 20
14 Milchstraßenregionen 50 >100 >100
14 Sternarme Regionen 4-10 40 40
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Abb. 4.15: Genauigkeit versus Sternanzahl der verfu¨gbaren Sternkataloge. Die rechte Abbildung ist eine
Ausschnittsvergro¨ßerung der linken Abbildung und zeigt den fu¨r hochpra¨zise Zenitkameramessungen geeig-
neten Bereich (grau unterlegt). Die Genauigkeitsangaben gehen auf die zitierten Publikationen (Hipparcos,
Tycho-2, GSC, UCAC), auf Kovalevsky (2002) (PPM, FK5), auf Gessler (1975) fu¨r den AGK3 und ESA
(2003) fu¨r die Satellitenmission GAIA zuru¨ck.
4.3.2 Reduktion der Sternkoordinaten
4.3.2.1 Einfu¨hrung
Die in Sternkatalogen angegebenen A¨quatorialkoordinaten Rektaszension α und Deklination δ
sind mittlere Sternpositionen (meistens zur Epoche J2000.0), die einer Reihe von zeitabha¨ngigen
Vera¨nderungen unterliegen (z.B. Scho¨dlbauer 2000a und Sigl 1991):
• Tatsa¨chliche Vera¨nderung der Sternkoordinaten aufgrund der Eigenbewegung,
• Verlagerung der Bezugssysteme aufgrund von Pra¨zession und Nutation,
• Scheinbare Vera¨nderung aufgrund von Refraktion, ta¨glicher und ja¨hrlicher Aberration
sowie der relativistischen Lichtablenkung.
Zur Auswertung von Zenitkameramessungen mu¨ssen die mittleren Positionen der Referenzsterne
um den Einfluss dieser Effekte korrigiert werden. Der Einfluss der geozentrischen und ja¨hrlichen
Parallaxe spielt aufgrund der großen Entfernung der Referenzsterne keine Rolle. Durch die Kor-
rektion der Eigenbewegung, der Pra¨zession und Nutation, der ja¨hrlichen Aberration und der re-
lativistischen Lichtablenkung werden die mittleren Sternpositionen in scheinbare Sternpositionen
umgerechnet, die sich auf das Geozentrum beziehen. Durch die Beru¨cksichtigung der ta¨glichen Ab-
erration und der Refraktion ergeben sich topozentrische Sternpositionen, die fu¨r die Auswertung
von astrogeoda¨tischen Beobachtungen beno¨tigt werden.
In Kaplan et al. (1989) und in Seidelmann (1992) wird ein umfassender Formalismus vorgestellt, der
die Durchfu¨hrung der Reduktionen mit einer Genauigkeit von 0.001 Bogensekunden ermo¨glicht und
damit im Fehlerhaushalt der hochpra¨zisen astrogeoda¨tischen Lotrichtungsbestimmung vollsta¨ndig
vernachla¨ssigt werden kann. Der Formalismus lautet in modifizierter schematischer Form nach
Seidelmann (1992), S. 152:
xTopo = h(N(t)P(t)f{g[x(T0) + tx˙(T0)]}) (4.13)
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mit
T Epoche der Beobachtung auf der Zeitskala TT,
T0 Referenzepoche des Katalogs (i.d.R. J2000.0) auf der Zeitskala TT,
t = T - T0, Beobachtungsepoche - Referenzepoche,
x mittlere Position des Sterns zur Epoche T0, dreidimensionaler Positionsvektor,
x˙ mittlere Geschwindigkeit des Sterns zur Epoche T0, dreidimensionaler Geschwindigkeitsvektor
als Funktion der Eigenbewegung (µα, µδ) und Radialgeschwindigkeit,
g Funktion zur Beschreibung der relativistischen Lichtablenkung,
f Funktion zur Beschreibung der ja¨hrlichen Aberration des Lichtes,
N,P Nutation und Pra¨zession der Erde zur Transformation vom mittleren zum wahren
A¨quinoktium,
h Funktion zur Beschreibung der ta¨glichen Aberration des Lichtes und
xTopo topozentrische Position des Sterns zur Epoche T .
In dieser vereinfachten Darstellung werden geozentrische und ja¨hrliche Parallaxen und damit der
Unterschied zwischen dem Baryzentrum und dem Geozentrum vernachla¨ssigt. Es existieren ge-
genwa¨rtig verschiedene Softwareumsetzungen des in Gleichung 4.13 angedeuteten Algorithmus zur
Berechnung von scheinbaren bzw. topozentrischen Sternpositionen. U¨ber die NOVAS-C Programm-
bibliotheken vom USNO (Bangert und Kaplan 1998) ist leicht Zugang zu den Reduktionsformeln in
der Programmiersprache C mo¨glich. Weitere Implementierungen sind von der IAU (SOFA Biblio-
theken, Wallace 2000) und vom Rutherford Appleton Laboratory (SLALIB, Wallace 1994, 1989)
in Fortran sowie an der TU Mu¨nchen (Astro-Toolbox, Egger 2000) in Java realisiert worden.
Im Rahmen dieser Arbeit werden die hochpra¨zisen Algorithmen aus den NOVAS-C Bibliotheken
zur Reduktion der Sternpositionen eingesetzt. In den nachfolgenden Kapiteln werden die einzelnen
Reduktionsschritte in verku¨rzter und teilweise approximierter Form dargestellt sowie Hinweise auf
wesentliche genauigkeitsbeeinflussende Parameter bzw. Effekte gegeben. Die verku¨rzten Redukti-
onsformeln erreichen lediglich eine Genauigkeit von wenigen 0.01 Bogensekunden, was im Wesent-
lichen auf die Vereinfachungen bei der Berechnung der ja¨hrlichen Aberration zuru¨ckzufu¨hren ist.
Eine umfassende Darstellung der einzelnen Reduktionsformeln in strenger Form soll in dieser Arbeit
aus Platzgru¨nden nicht vorgenommen werden; der vollsta¨ndige Formalismus kann in Seidelmann
(1992), S. 99-154 gefunden werden. Es ist anzumerken, dass die atmospha¨rische Refraktion, die
beim U¨bergang von geozentrischen zu topozentrischen Sternpositionen wirksam wird, in Abschnitt
6.2.3.1 diskutiert wird. Der in den nachfolgenden Abschnitten dargestellte, etwas vereinfachte For-
malismus zur Reduktion der Sternpositionen verdeutlicht die notwendigen Reduktionsschritte und
la¨sst sich wie folgt zusammenfassen:
(
αTopo
δTopo
)
= N(t)P(t)
(
αT0 +∆αpm +∆αr +∆αaa
δT0 +∆δpm +∆δr +∆δaa
)
+
(
∆αda
∆δda
)
(4.14)
mit
(α, δ)T0 mittlere Sternposition zur Epoche T0,
(∆α,∆δ)pm Korrektionen wegen Eigenbewegung im Zeitintervall t,
(∆α,∆δ)r Korrektionen wegen relativistischer Lichtablenkung zum Beobachtungszeitpunkt T,
(∆α,∆δ)aa Korrektionen wegen ja¨hrlicher Aberration zum Beobachtungszeitpunkt T,
N(t)P(t) Korrektionen von Pra¨zession und Nutation u¨ber das Zeitintervall t,
(∆α,∆δ)da Korrektionen wegen ta¨glicher Aberration zum Beobachtungszeitpunkt T und
(α, δ)Topo topozentrische Sternposition zur Epoche T .
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4.3.2.2 Eigenbewegung
Die Umrechnung der in den Sternkatalogen angegebenen mittleren Sternpositionen (α, δ)T0 von der
Katalogepoche T0 in mittlere Sternpositionen (α, δ) zur Beobachtungsepoche T kann leicht durch
Multiplikation der Eigenbewegungen (µα, µδ) mit dem Zeitintervall (T − T0) durchgefu¨hrt werden
(Høg et al. 2000b und Scho¨dlbauer 2000a):
∆αpm = α− αT0 = µα(T − T0) (4.15)
∆δpm = δ − δT0 = µδ(T − T0).
Diese Gleichungen ko¨nnen ohne Genauigkeitsverlust angewendet werden, wenn der Beobachtungs-
zeitpunkt T nahe an der Katalogepoche T0 liegt (einige Jahre) und das Gestirn eine genu¨gend
große Distanz zu den Polen hat. Strenge Formelbeziehungen, die ohne die beiden Einschra¨nkungen
genutzt werden ko¨nnen, finden sich in Scho¨dlbauer (2000a), Seidelmann (1992), S. 121 ff und in
ESA (1997).
4.3.2.3 Relativistische Lichtablenkung
Ein Lichtstrahl wird im Gravitationsfeld schwerer Massen wie der Sonne in die Richtung der Gra-
vitationsquelle abgelenkt. Dieser von Einstein vorhergesagte Effekt macht sich in einem Richtungs-
versatz ∆E bemerkbar, der umso gro¨ßer ist, je kleiner die Elongation E – der Winkelabstand
zwischen Sonne und Stern – ist. Der Richtungsversatz kann mit folgender Gleichung berechnet
werden (Scho¨dlbauer 2000a):
∆E = 0′′.00407 cot
E
2
. (4.16)
Einen Maximalwert von etwa 1′′.75 kann ∆E bei sehr kleinen Elongationen erreichen. Bei astro-
geoda¨tischen Beobachtungen im Zenit steht die Sonne gewo¨hnlich unterhalb des Horizonts. Die
Elongation E betra¨gt dann u¨ber 90◦ und ∆E maximal 0′′.004. Die relativistische Lichtablenkung
muss aufgrund ihrer geringen Gro¨ßenordnung bei astrogeoda¨tischen Beobachtungen im Zenit nicht
notwendigerweise angebracht werden. Die Korrektion ist jedoch Bestandteil des eingangs skizzier-
ten Formalismus und soll aus Gru¨nden der Vollsta¨ndigkeit beschrieben werden. Formelbeziehungen
zur Berechnung der Sonnenposition in A¨quatorialkoordinaten (α, δ)S finden sich in Meeus (1992),
S. 167 ff. In Abha¨ngigkeit der Sternposition (α, δ) und der Sonnenposition (α, δ)S werden u¨ber die
Elongation E die Korrektionsterme (∆α,∆δ)r bereitgestellt (Seidelmann 1992, S. 139):
cosE = sin δ sin δS + cos δ cos δS cos(α− αS)
∆αr = 0′′.00407
cos δS sin(α− αS)
(1− cosE) cos δ (4.17)
∆δr = 0′′.00407
sin δ cos δS cos(α− αS)− cos δ sin δS
(1− cosE) .
4.3.2.4 Aberration
Die Aberration ist die scheinbare Richtungsa¨nderung eines Gestirns, die durch die endliche Lichtge-
schwindigkeit c und die Relativbewegung v eines Beobachters hervorgerufen wird. Je nach Ursache
wird zwischen ta¨glicher, ja¨hrlicher und sa¨kularer Aberration unterschieden. Die ta¨gliche Erdrotation
verursacht die ta¨gliche Aberration und die ja¨hrliche Aberration hat ihre Ursache in der Bewegung
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Abb. 4.16: Einfluss der Sto¨rungen der Erdbahn auf die ja¨hrliche Aberration. In der Grafik ist u¨ber den Zeit-
raum von 2002.0 bis 2004.0 die Differenz zwischen den strengen Aberrationskorrektionen (Beru¨cksichtigung
von oszillierenden Variationen der Erdgeschwindigkeit) und den Korrektionstermen aus den Na¨herungsfor-
meln 4.18 fu¨r einen Tycho-2 Stern der Deklination 52◦.38 aufgetragen. Die Periodizita¨ten von 28 Tagen
sind auf die Einwirkung des Mondes auf die Erdgeschwindigkeit zuru¨ckzufu¨hren; die Vernachla¨ssigung des
Einflusses fu¨hrt zu einem Fehler in der Gro¨ßenordnung einiger 0.01 Bogensekunden.
der Erde um die Sonne. Durch die Relativbewegung des Sonnensystems einschließlich der Erde
bezu¨glich der Milchstraße wird die sa¨kulare Aberration verursacht, die allerdings fu¨r astrometri-
sche Messungen nicht zuga¨nglich ist. Die Gro¨ße der Aberration errechnet sich durch κ = v · c−1
und nimmt im Falle der ja¨hrlichen Aberration (v ≈ 29.8 km s−1) einen Wert κ von etwa 20′′.5
an (Scho¨dlbauer 2000a). Die ta¨gliche Aberration ist abha¨ngig von der astronomischen Breite des
Beobachters und betra¨gt am A¨quator 0′′.32.
Ja¨hrliche Aberration
Zur pra¨zisen Berechnung der ja¨hrlichen Aberration muss die Geschwindigkeit v der Erde auf ihrer
ja¨hrlichen Bahn um die Sonne genau bekannt sein. Die hierfu¨r notwendigen Ephemeriden von Sonne
und Erde (z.B. Standardephemeriden DE405 vom JPL) beru¨cksichtigen nicht nur die Elliptizita¨t der
Erdbahn, sondern auch oszillierende Variationen der Erdgeschwindigkeit, die durch den gravitativen
Einfluss vom Mond und den Planeten verursacht wird (Scho¨dlbauer 2000a und Kaplan et al. 1989).
Entsprechende umfassende Ephemeridendaten sind in den NOVAS-C Bibliotheken integriert, auf
deren Basis die ja¨hrliche Aberration hochpra¨zise berechnet werden kann.
Nachfolgend werden spha¨rische Na¨herungsformeln angegeben, mit denen sich der Einfluss der ja¨hr-
lichen Aberration durch Anbringen der Korrektionen (∆α,∆δ)aa an die Sternpositionen (α, δ)
beru¨cksichtigen la¨sst. In den Formeln ist die Annahme einer ungesto¨rten Bewegung der Erde impli-
zit enthalten. Durch Nichtbeachtung der Bahnsto¨rungen ist die Genauigkeit der Reduktionsterme
auf einige 0′′.01 begrenzt (Abb. 4.16). Diejenigen Terme, die den Faktor eκ enthalten, beru¨cksich-
tigen die Elliptizita¨t der Erdbahn und werden in der Literatur auch als E-Terme der Aberration
bezeichnet. Nach Meeus (1992), S. 153 gilt:
∆αaa = −κ(cosα cosL cos ε+ sinα sinL) sec δ
+eκ(cosα cospi cos ε+ sinα sinpi) sec δ (4.18)
∆δaa = −κ({tan ε cos δ − sinα sin δ} cosL cos ε+ cosα sin δ sinL)
+eκ({tan ε cos δ − sinα sin δ} cospi cos ε+ cosα sin δ sinpi)
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In den Gleichungen 4.18 bezeichnet κ die IAU-Aberrationskonstante und ε die mittlere Schiefe
der Ekliptik nach Gleichung 4.35. Das Zeitargument t ist der seit der Standardepoche J2000.0
verstrichene Zeitraum in Julianischen Jahrhunderten. Fu¨r die Exzentrizita¨t e der Erdbahn und die
La¨nge des Perihels pi der Erdbahn gilt nach Simon et al. (1994), fu¨r die mittlere La¨nge der Sonne
L0, ihre mittlere Anomalie M nach McCarthy (1996) und fu¨r die wahre La¨nge der Sonne L nach
Meeus (1992):
κ = 20′′.49552 (4.19)
e = 0.01670863− 0.00004204 t− 0.00000013 t2 (4.20)
pi = 102◦.937348 + 1161′′.235 t+ 0′′.5328 t2 (4.21)
L0 = 280◦.466450 + 36000◦.769826 t+ 0◦.000303 t2 (4.22)
M = 357◦.529109 + 35999◦.050291 t− 0◦.000154 t2 (4.23)
L = L0 + (1◦.914600− 0◦.004817 t− 0◦.000014 t2) sinM (4.24)
+(0◦.019993− 0◦.000101 t) sin 2M + 0◦.000290 sin 3M
Ta¨gliche Aberration
Der Einfluss der ta¨glichen Aberration (∆α,∆δ)da auf die Sternposition (α, δ) kann allgemein in
Abha¨ngigkeit der astronomischen Breite des Beobachtungsortes Φ und des Stundenwinkels t wie
folgt berechnet werden (Scho¨dlbauer 2000a):
∆αda = 0′′.32 cosΦ cos t sec δ (4.25)
∆δda = 0′′.32 cosΦ sin t sin δ
Fu¨r Beobachtungen in Zenitna¨he ist der Stundenwinkel t ≈ 0, ferner gilt: astronomische Breite Φ ≈
Deklination δ. Dadurch vereinfacht sich die Aberrationskorrektion mit ausreichender Genauigkeit
zu:
∆αda = 0′′.32 ∆δda = 0′′.00 (4.26)
4.3.2.5 Pra¨zession und Nutation
Wie bereits in Abschnitt 2.4.1 angesprochen, wird die Pra¨zession der Erde in einen sa¨kularen und
einen periodischen Anteil zerlegt. Der sa¨kulare Teil kann mit dem Pra¨zessionsmodell der IAU von
1976 und der periodische Anteil mit dem Wahr’schen Nutationsmodell (IAU Nutationstheorie von
1980) modelliert werden; beide Modelle sind ausfu¨hrlich in den IERS Konventionen (McCarthy
1996) dargestellt. Die Transformation von Sternpositionen vom A¨quinoktium J2000.0 zum A¨qui-
noktium der Beobachtung la¨sst sich mit Matrizenoperationen einfacher durchfu¨hren als spha¨rische
Korrektionen (∆α,∆δ)PN direkt zu berechnen. Die Umwandlung der spha¨rischen Koordinaten
(α, δ) in kartesische Koordinaten =(x, y, z)T erfolgt nach Seeber (2003) u¨ber xy
z
 =
 cos δ cosαcos δ sinα
sin δ
 (4.27)
und die Ru¨cktransformation unter Beachtung des Quadranten mit
α = arctan
y
x
δ = arctan
z√
x2 + y2
. (4.28)
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Im Folgenden bezeichnen die Matrizen R1, R2 und R3 Drehungen um die x-, y- und z-Achse des
kartesischen Koordinatensystems. Mit der Pra¨zessionsmatrix P(t) und der Nutationsmatrix N(t)
kann die Sternposition x(T0) vom A¨quinoktium T0 = J2000.0 in die Position x(T ) zum A¨quinoktium
T der Beobachtung u¨ber den Zeitraum t = T − T0 (in Julianischen Jahrhunderten) transformiert
werden:
x(T ) = N(t)P(t)x(T0). (4.29)
Pra¨zessionsmodell IAU 1976
Die drei Pra¨zessionswinkel (ζ, θ, z) berechnen sich nach McCarthy (1996) zu
ζ = 2306′′.2181 t+ 0′′.30188 t2 + 0′′.017998 t3
θ = 2004′′.3109 t− 0′′.42665 t2 − 0′′.041833 t3 (4.30)
z = 2306′′.2181 t+ 1′′.09468 t2 + 0′′.018203 t3
und die Pra¨zessionsmatrix P(t) als Verkettung der drei Rotationen zu
P(t) = R3(−z)R2(θ)R3(−ζ). (4.31)
Nutationsmodell IAU 1980
Der Einfluss der Nutation auf das A¨quatorsystem und damit auf die Sternpositionen wird u¨ber die
Rotationen ∆ψ (Nutation in der ekliptischen La¨nge) und ∆ε (Nutation in der Schiefe der Ekliptik)
berechnet. Die Winkel ∆ψ und ∆ε werden u¨ber eine Reihenentwicklung mit 106 bzw. 64 Koeffizi-
enten in Abha¨ngigkeit der Fundamentalargumente mittlere La¨nge der Sonne L0 (Gleichung 4.22),
mittlere La¨nge des Mondes L′0 und der mittleren La¨nge des Mondknotens Ω berechnet, von denen
hier nur die wichtigsten Terme ausgeschrieben werden:
∆ψ = −17′′.1996 sinΩ− 1′′.3187 sin 2L0 − 0′′.2274 sin 2L′0 + 0′′.2062 sin 2Ω + . . . (4.32)
∆ε = +9′′.2025 cosΩ + 0′′.5736 cos 2L0 + 0′′.0977 cos 2L′0 − 0′′.0895 cos 2Ω + . . .
Fu¨r die Fundamentalargumente gilt (vereinfacht):
L′0 = 218◦.316646 + 481267◦.881273 t− 0◦.001466 t2 + . . . (4.33)
Ω = 125◦.044555− 1934◦.136185 t+ 0◦.002076 t2 + . . . (4.34)
Fu¨r eine vollsta¨ndige Darstellung der Nutationsformeln wird auf McCarthy (1996) verwiesen. Be-
standteil des IAU Modells ist ferner die mittlere Schiefe der Ekliptik ε0 zur Standardepoche T0
ε0 = 84381′′.448− 46′′.8150 t− 0′′.00059 t2 + 0′′.001813 t3. (4.35)
Die wahre Schiefe der Ekliptik ε (zur Beobachtungsepoche T ) ergibt sich zu
ε = ε0 +∆ε. (4.36)
Die Nutationsmatrix N(t) kann nun u¨ber die Drehwinkel ε, ∆ψ und ε0 berechnet werden:
N = R1(−ε)R3(−∆ψ)R1(ε0). (4.37)
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Durch Anwendung der Nutations- und Pra¨zessionsmatrizen gema¨ß Gleichung 4.29 wird die Stern-
position vom konventionellen ICRS zur Epoche T0 = J2000.0 ins momentane ICRS zur Beobach-
tungsepoche T transformiert. Der Bezugspol dieses durch Anwendung der IAU Modelle erhaltenen
Koordinatensystems wird als za¨lestischer Ephemeridenpol CEP(PN IAU 1980) bezeichnet. Wie in
Abschnitt 2.4.1 dargestellt wurde, weicht der za¨lestische Ephemeridenpol CEP(PN IAU 1980) als
Pol der IAU Modellerde von dem CEP der wahren Erde um einige 0′′.01 ab (Abb. 2.10, rechts). Die-
se Abweichungen wirken sich in gleicher Gro¨ßenordnung auf die Genauigkeit der transformierten
Sternposition x(T ) aus.
Verfeinerung des Nutationsmodells mit den Erdorientierungsparametern δ∆ψ und δ∆ε
Durch Beru¨cksichtigung der Erdorientierungsparameter δ∆ψ und δ∆ε ist es mo¨glich, das IAU
Nutationsmodell 1980 so zu verfeinern, dass der Modellpol CEP(PN IAU 1980, δ∆ψ, δ∆ε) mit
dem momentanen CEP der wahren Erde zusammenfa¨llt (McCarthy 1996):
∆ψ = ∆ψ(IAU 1980) + δ∆ψ (4.38)
∆ε = ∆ε(IAU 1980) + δ∆ε.
Die korrigierten Nutationswinkel (∆ψ,∆ε) beschreiben die tatsa¨chliche Nutation der Erde in Ver-
bindung mit dem Pra¨zessionsmodell mit einer Genauigkeit von ±1 Millibogensekunde. Im Rahmen
der hochpra¨zisen astrogeoda¨tischen Lotrichtungsbestimmung ist diese Verfeinerung zwingend zu
beru¨cksichtigen. Es soll an dieser Stelle noch einmal betont werden, dass das hier beschriebene
Pra¨zessions-Nutationsmodell bereits vollsta¨ndig die Genauigkeitsanforderungen erfu¨llt. Die Anwen-
dung des neueren Pra¨zessions-Nutationsmodells IAU 2000 (IERS 2003) ist daher in dieser Arbeit
nicht notwendig.
4.3.3 Tangentialprojektion
Die A¨quatorialkoordinaten (α, δ) der Katalogsterne sind auf der Spha¨re definiert und lassen sich
nicht direkt mit den ebenen Bildkoordinaten (x, y) der photographierten Sterne in Verbindung
setzen. Der Bezug zwischen A¨quatorialkoordinaten und Bildkoordinaten kann durch Einfu¨hrung
von ebenen, rechtwinkligen Tangentialkoordinaten (ξ, η) hergestellt werden. Diese entstehen durch
Projektion der A¨quatorialkoordinaten in eine Tangentialebene und werden in der astrometrischen
Literatur auch als Standardkoordinaten bezeichnet (z.B. Kovalevsky 2002). Die Tangentialebene
wird dabei in einem Beru¨hrpunkt (α0, δ0) an der Spha¨re angelegt. Abb. 4.17 verdeutlicht den
Zusammenhang zwischen Tangentialkoordinaten (ξ, η) und A¨quatorialkoordinaten (α, δ).
Die mathematische Beziehung zwischen A¨quatorialkoordinaten und Tangentialkoordinaten wird
u¨ber die Gleichungen der Tangentialprojektion hergestellt, die der schiefachsigen gnomonischen
Projektion entspricht. Fu¨r die Transformation von A¨quatorialkoordinaten (α, δ) eines Sternes S in
Tangentialkoordinaten (ξ, η) gilt nach Festlegung des Beru¨hrpunktes T (α0, δ0) und der Berechnung
einer Hilfsgro¨ße q (Seeber 1972):
cot q = cot δ cos(α− α0)
ξ =
tan(α− α0) cos q
cos(q − δ0) (4.39)
η = tan(q − δ0)
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Abb. 4.17: Tangentialprojektion
Fu¨r die inverse Tangentialprojektion, d.h. die Ru¨cktransformation von Tangentialkoordinaten (ξ, η)
in A¨quatorialkoordinaten (α, δ), findet sich in Gessler (1975):
α = α0 + arctan
ξ
cos δ0 − η sin δ0 (4.40)
δ = arctan
(η + tan δ0) cos(α− α0)
1− η tan δ0
4.3.4 Organisation der Katalogdaten
Um fu¨r die Auswertung der Zenitaufnahmen geeignete Referenzsterne aus der sehr umfangreichen
Datenbasis der Sternkataloge effizient selektieren zu ko¨nnen, ist eine geeignete Strukturierung der
digitalen Datensa¨tze notwendig. Die Datensa¨tze der Sternkataloge sind in unterschiedlichen For-
maten und Datenstrukturen auf digitalen Datentra¨gern verfu¨gbar (Tycho-2, UCAC) oder ko¨nnen
ausschnittsweise u¨ber das Internet bezogen werden (GSC, USNO-A/B). Zudem werden die Da-
tensa¨tze – wie beim Tycho-2 Katalog – teilweise in gro¨ßeren Dateien (einige 100 MB Gro¨ße) gelie-
fert, wodurch die Zugriffsgeschwindigkeit reduziert werden kann.
Fu¨r den effizienten Zugriff auf die Datensa¨tze der verschiedenen Kataloge bietet es sich an, die
Katalogdaten in eine einheitliche, indizierte Dateistruktur zu u¨berfu¨hren, die einen schnellen Zugriff
gestattet. Hierzu wird die beno¨tigte Datenbasis der Sternkataloge (einzelne Deklinationsbereiche
fu¨r ein bestimmtes Messgebiet oder vollsta¨ndige Abdeckung der gesamten Spha¨re) in kleine Felder
von wenigen Quadratgrad Gro¨ße zerlegt. Die Datensa¨tze jedes Feldes werden in einer eigenen Datei
gespeichert. Der gezielte Zugriff auf die einzelnen Dateien wird mo¨glich, indem die Dateien indiziert
werden. Eine besonders einfache Mo¨glichkeit zur Indizierung besteht darin, die Dateien direkt nach
dem Katalog und Himmelsausschnitt, den sie enthalten, zu benennen. Entha¨lt beispielsweise eine
Tycho-2 Datei den Katalogbereich 324◦ ≤ α < 330◦ und 48◦ ≤ δ < 54◦, so wird die Datei mit dem
Namen 324+48.tyc bezeichnet (Abb. 4.18, links).
80 4. Datenprozessierung
Abb. 4.18: Indizierte Datenbasis und Selektion aus den Sternkatalogen. Links ist die grundsa¨tzliche Auftei-
lung der Datenbasis auf einzelne, indizierte Katalogfelder dargestellt. Auf der rechten Seite wird der Zugriff
auf vier Dateien als ungu¨nstigster Fall der Sternselektion gezeigt.
Zur gezielten Selektion von Referenzsternen aus der indizierten Datenbasis muss nur auf diejenigen
Dateien zugegriffen werden, die von dem Selektionsbereich u¨berdeckt werden (Abb. 4.18, rechts).
Fu¨r die Aufbereitung von Referenzsternfeldern sind dann ein bis maximal vier Dateizugriffe not-
wendig. Tab. 4.4 fasst die realisierte Organisation der Katalogdaten zusammen. Jeder Datensatz
aus der Datenbasis umfasst die mittleren Koordinaten Rektaszension α und Deklination δ, Ei-
genbewegungen (in Rektaszensionsrichtung µα und Deklinationsrichtung µδ) sowie die scheinbare
Helligkeit.
Tab. 4.4: Organisation der Katalogdaten
Stern- Suffix Anzahl Feld- Anzahl durchschnittliche
katalog Datensa¨tze [Mio]a gro¨ße Dateien Sternanzahl pro Feld
Tycho-2 .tyc 2.5 6◦ × 6◦ 1800 1390
UCAC .uca ca. 14 2◦ × 2◦ 16200 860
GSC2.2 .gsc ca. 14 2◦ × 2◦ 16200 860
abis zur 14. Gro¨ßenklasse.
4.3.5 Aufbereitung des Referenzsternfeldes
4.3.5.1 Zeitberechnungen
Zur Aufbereitung des Referenzsternfeldes mu¨ssen eingangs einige Zeitberechnungen durchgefu¨hrt
werden, da die Kenntnis der scheinbaren Sternzeit GAST (= Θ) als Orientierungswinkel der Er-
de zum Zeitpunkt der Beobachtung notwendig ist. In Abschnitt 5.3.2 wird dargestellt, wie u¨ber
die kalibrierte Verschlussfunktion der effektive Belichtungszeitpunkt teff berechnet werden kann
(Gleichung 5.20). Die Gro¨ße teff ist ein repra¨sentatives Maß fu¨r die Belichtungsepoche der Zenit-
aufnahme und ist der Ausgangspunkt der weiteren Auswertekette zur Berechnung der scheinbaren
Sternzeit GAST. Diese kann mit dem folgenden Formalismus ermittelt werden:
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Schritt a: Transformation des effektiven Belichtungszeitpunktes teff von GPST auf die UTC
Zeitskala (Gleichung 2.15),
Schritt b: Transformation von UTC nach UT1 mit ∆UT1 (Gleichung 2.13),
Schritt c: Hilfsrechnung: Berechnung des Julianischen Datums T aus UT1,
Schritt d: Transformation von UT1 nach GMST mit dem Julianischen Datum TUT1 (Gleichung
2.12),
Schritt e: Hilfsrechnung: Transformation von UTC nach TAI (Gleichung 2.14),
Schritt f: Hilfsrechnung: Transformation von TAI nach TT (Gleichung 2.16),
Schritt g: Hilfsrechnung: Berechnung des Julianischen Datums TTT aus TT,
Schritt h: Berechnung der Nutationsparameter ∆ψ und ∆ε, sowie der Schiefe der Eklipitik ε
mit dem Nutationsmodell als Funktion von TTT und den Verfeinerungen (δ∆ψ, δ∆ε) (siehe
Abschnitt 4.3.2.5) und
Schritt i: Berechung der Gleichung der A¨quinoktien ∆m als Funktion von ε und ∆ψ sowie Trans-
formation von GMST nach GAST (Gleichungen 2.8 und 2.9).
4.3.5.2 Einfu¨hrung von Na¨herungskoordinaten
Fu¨r den Standort der Zenitkamera mu¨ssen astronomische Na¨herungskoordinaten (Φ,Λ)0 eingefu¨hrt
werden, um geeignete Referenzsterne aus dem Katalog auswa¨hlen zu ko¨nnen. Mit ausreichender
Genauigkeit ko¨nnen die ellipsoidischen Standortkoordinaten (ϕ, λ) aus der GPS Messung herange-
zogen werden, die sich in den allermeisten Fa¨llen ho¨chstens um wenige 0.1 Bogenminuten von den
astronomischen Koordinaten unterscheiden:
(Φ0,Λ0) := (ϕ, λ). (4.41)
Die Na¨herungskoordinaten des Zenitpunktes (δ, α)0 ergeben sich unter Beru¨cksichtung der Sternzeit
Θ zu
(δ0, α0) = (Φ0,Λ0 +Θ) (4.42)
und werden nachfolgend als Beru¨hrpunkt fu¨r die Tangentialebene und gleichzeitig als Mittelpunkt
des Selektionsbereiches bei der Auswahl von Referenzsternen genutzt.
4.3.5.3 Festlegung des Selektionsbereiches
In Abha¨ngigkeit des Bildmaßstabs m und der Dimensionen des CCD-Sensors (R,C) la¨sst sich leicht
die Gro¨ße des Gesichtsfeldes (∆ξ,∆η) berechnen (Tab. 4.5).
Tab. 4.5: Gesichtsfeld der TZK2-D
CCD Sensorgro¨ße Bildmaßstab FOV [′′] FOV [′]
Sensor C R m [′′ Pixel−1] ∆ξ ∆η ∆ξ ∆η
KAF1602E 1530 1020 1.86 2846 1897 47.4 31.6
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Die Dimensionen (∆ξ,∆η) des Gesichtsfeldes ko¨nnen als Tangentialkoordinaten aufgefasst werden.
Der Selektionsbereich (ξ, η)min,(ξ, η)max ist gro¨ßer als das Gesichtsfeld (∆ξ,∆η) zu wa¨hlen, da
erstens die azimutale Orientierung der Zenitkamera und damit des CCD-Sensors an dieser Stelle
nicht bekannt ist und zweitens die Na¨herungskoordinaten fu¨r den Tangentialpunkt (δ, α)0 geringe
Unsicherheiten aufweisen. Durch die Beru¨cksichtigung von Toleranzen (δξ, δη) ist eine vollsta¨ndige
U¨berdeckung des Gesichtsfeldes mit Referenzsternen – unabha¨ngig von der azimutalen Ausrichtung
der Kamera – gewa¨hrleistet. Die Toleranzen (δξ, δη) ko¨nnen mit etwa 15′ und 25′ abgescha¨tzt
werden, so dass der Selektionsbereich u¨ber die Eckpunkte (ξ, η)min,(ξ, η)max wie folgt angegeben
werden kann:
ξmin = −∆ξ + δξ2 ≈ −30
′ ηmin = −∆η + δη2 ≈ −30
′ (4.43)
ξmax =
∆ξ + δξ
2
≈ +30′ ηmax = ∆η + δη2 ≈ +30
′.
Die Tangentialkoordinaten (ξ, η)min,(ξ, η)max ko¨nnen nun mit dem Tangentialpunkt (α, δ)0 (Mittel-
punkt des Selektionsbereiches) in A¨quatorialkoordinaten (α, δ)min,(α, δ)max transformiert werden
(Gleichung 4.40), durch die der Selektionsbereich auf der Spha¨re definiert wird.
4.3.5.4 Durchfu¨hrung der Sternselektion
Aus der indizierten Dateistruktur des ausgewa¨hlten Sternkatalogs (Tycho-2 oder UCAC) sind alle
Datensa¨tze zu selektieren, deren A¨quatorialkoordinaten (α, δ) die Eigenschaft
αmin ≤ α ≤ αmax δmin ≤ δ ≤ δmax (4.44)
erfu¨llen.
4.3.5.5 Reduktion der Sternpositionen
Gema¨ß des in Abschnitt 4.3.2 dargestellten Formalismus sind die mittleren Sternpositionen (α, δ)
auf topozentrische Sternpositionen (α, δ)Topo zu reduzieren und abschließend in ebene Koordina-
ten mit den Gleichungen der Tangentialprojektion (4.39) umzurechnen. Mit diesem Schritt ist die
Aufbereitung des ebenen Referenzsternfeldes (ξ, η) abgeschlossen.
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4.4 Sternidentifizierung
4.4.1 Einfu¨hrung
Vor der Durchfu¨hrung der astrometrischen Datenreduktion ist es notwendig, die ausgemessenen
Sternabbildungen (Bildsterne) mit den Referenzsternen aus dem Sternkatalog zu identifizieren. Der
Prozess der Sternidentifizierung umfasst die Herstellung eines bijektiven Zusammenhanges zwischen
dem Bildsternfeld und dem Referenzsternfeld. Jeweils einem Bildstern ist genau ein Referenzstern
zuzuordnen und alle nicht in beiden Sternfeldern vorkommenden Sterne sind vom weiteren Aus-
werteprozess auszuschließen. Mit anderen Worten lautet die Aufgabe der Sternidentifizierung, die
Frage ”Welche Sterne sind in den Digitalaufnahmen abgebildet?“ zu beantworten. Grundsa¨tzlich
ist davon auszugehen, dass die zu identifizierenden Sternfelder in beiden Koordinatenrichtungen
verschoben sind, gegeneinander verdreht sind und sich in ihrem Maßstab unterscheiden. Demnach
sind vier Transformationsparameter (zwei Translationen, eine Rotation und ein Maßstabsfaktor)
im Rahmen der Identifizierung zu bestimmen. Es wird davon ausgegangen, dass eine eventuel-
le Spiegelung der Sternfelder durch geeignete Orientierung der Koordinatenachsen nicht mehr zu
beru¨cksichtigen ist.
4.4.1.1 Verfu¨gbare Ansa¨tze zur Sternidentifizierung
Es existieren eine Reihe von Algorithmen, die fu¨r die Sternidentifizierung prinzipiell nutzbar sind.
Gessler (1975) und Wissel (1982) stellen fu¨r den Fall von Zenitaufnahmen einen Identifizierungs-
ansatz vor, in dem die vier Transformationsparameter auf der Grundlage von Vorabinformation
mit ausreichender Genauigkeit festgelegt werden. Das astronomische Azimut als Maß fu¨r die Ro-
tation ist hier durch die pra¨zise azimutale Ausrichtung der Kamera in Nordrichtung bekannt, und
die Drehpunktkoordinaten als Translationen sowie der Maßstabsfaktor ko¨nnen aus vorhergehenden
Auswertungen entnommen werden.
Autonome Algorithmen zur Sternidentifizierung beno¨tigen keine a priori Information u¨ber die
Transformationsparameter und werden beispielsweise von Groth (1986), Murtagh (1992) und Val-
des et al. (1995) vorgestellt. Die wesentliche Gemeinsamkeit dieser Algorithmen besteht darin, dass
die geometrische Anordnung der Sterne mit dem Ziel analysiert wird, identische Punktmuster zu
erkennen. Wa¨hrend Groth (1986) und darauf aufbauend Valdes et al. (1995) die Seitenverha¨ltnisse
von Sterndreiecken zur Identifizierung nutzen, analysiert Murtagh (1992) die Vektoren, die sich
zwischen den Sternen bilden lassen. Ein weiterer Ansatz wird von Renken (1999) vorgestellt. Zur
Identifizierung werden die spha¨rischen Distanzen zwischen den Gestirnen betrachtet und als be-
kannte Vorabinformation der Bildmaßstab genutzt. Das Verfahren von Renken ist insbesondere fu¨r
CCD-Sternsensoren anwendbar. Eine U¨bersicht u¨ber weitere Algorithmen zur Sternidentifizierung
ist in Murtagh (1992) zusammengestellt.
4.4.1.2 Grundprinzip des gewa¨hlten Ansatzes
Der in dieser Arbeit umgesetzte Algorithmus baut auf den Arbeiten von Groth (1986) und Valdes
et al. (1995) auf. Den beiden sehr a¨hnlichen Ansa¨tzen ist eine Vorgehensweise zu Eigen, die auch von
einem Operateur bei der manuellen Identifizierung von Sternfeldern angewendet wird: Die Suche
nach mo¨glichst auffa¨lligen Mustern wie beispielsweise Dreieckskonstellationen, die durch besonders
helle Sterne in beiden Feldern gebildet werden. Je drei Sterne, die in beiden Feldern vorhanden
sind, bilden – unabha¨ngig von den Parametern Maßstab, Rotation und den Translationen zwischen
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den Feldern – a¨hnliche Dreiecke, die durch ihre Seitenverha¨ltnisse charakterisiert werden ko¨nnen.
Bei u¨bereinstimmenden Seitenverha¨ltnissen zweier Dreiecke ist die Wahrscheinlichkeit sehr groß,
dass die zugeho¨rigen Sterne aus beiden Feldern identisch sind. Um den Rechenaufwand u¨berschau-
bar zu halten, wird die Suche nach a¨hnlichen Dreiecken aus beiden Sternfeldern nur auf kleine,
ausgewa¨hlte Teilmengen (etwa 15 bis 30 Sterne) mit der Zielsetzung angewendet, wenige Sterne
sicher zu identifizieren. Diese erste Stufe des Ansatzes zur Sternidentifizierung ist Gegenstand des
Abschnitts 4.4.2. Die Identifizierung von allen identischen Sternen kann auf Grundlage der ersten
Stufe leicht durch eine lineare Transformation und U¨berpru¨fung eines Korrespondenzkriteriums
erreicht werden (Abschnitt 4.4.3).
Das implementierte Verfahren arbeitet vo¨llig autonom und ist damit flexibel zur Sternidentifizie-
rung im Rahmen aller Messanordnungen einsetzbar, die mit dem Zenitkamerasystem durchfu¨hrbar
sind (z.B. Lotrichtungsbestimmung, za¨lestische Kalibrierung und Mehrbildauswertung). Da keine
a priori Informationen notwendig sind, werden keine Anforderungen an eine bestimmte azimuta-
le Kameraausrichtung gestellt, wie dies bei fru¨heren Zenitkameramessungen der Fall gewesen ist
(Gessler 1975 und Wissel 1982). Daru¨ber hinaus ist die autonome Arbeitsweise des Ansatzes insbe-
sondere fu¨r die za¨lestische Kalibrierung (Abschnitt 5.1) von Bedeutung, da hier die Bereitstellung
von Na¨herungsinformationen genu¨gender Genauigkeit fu¨r den fru¨her genutzten Identifizierungsan-
satz mit einigem Aufwand verbunden wa¨re.
4.4.2 Identifizierung u¨ber a¨hnliche Dreiecke
4.4.2.1 Auswahl geeigneter Sterne
Vor der Bildung von Dreiecken sind geeignete Sterne fu¨r den Algorithmus auszuwa¨hlen. Je nach
Himmelsregion und Grenzgro¨ße stehen sich einige 10 bis 100 Bildsterne und Referenzsterne ge-
genu¨ber. Eine Auswahlmo¨glichkeit von geeigneten Sternen aus beiden Feldern fu¨r den Identifizie-
rungsprozess gestaltet sich wie folgt:
Begrenzung auf einen inneren Bereich: Wie in Abschnitt 4.3.5.3 beschrieben, erstreckt sich
das Referenzsternfeld u¨ber einen gro¨ßeren Bereich als das Feld der Bildsterne. Fu¨r die Stern-
identifizierung u¨ber a¨hnliche Dreiecke ist eine solche U¨berdeckung nicht notwendig, sondern
erst bei der Identifizierung aller identischer Sterne u¨ber die lineare Transformation. Es ist
hier ausreichend, nur solche Sterne aus beiden Feldern auszuwa¨hlen, die in einem inneren,
quadratischen oder optimalerweise kreisfo¨rmigen Bereich mit einem Durchmesser von etwa
30 Bogenminuten um den Tangentialpunkt bzw. den Bildmittelpunkt liegen.
Ausschluss nahe stehender Sterne: Sowohl optische als auch physische Doppelsterne ko¨nnen
die automatische Identifizierung erschweren, da sie zu Dreiecken mit anna¨hernd gleichen Sei-
tenverha¨ltnissen fu¨hren und infolgedessen mehrdeutig sind (Groth 1986). Je zwei Sterne soll-
ten einen spha¨rischen Abstand von etwa 0.1 Bogenminuten nicht unterschreiten.
Wahl der hellsten Sterne: Beide Sternfelder sind nach Helligkeiten (Signal-Rauschverha¨ltnis
bei Bildsternen und scheinbare Helligkeiten bei Referenzsternen) zu sortieren. Aus beiden
Sternfeldern sind dann jeweils die 15 bis 30 hellsten Sterne auszuwa¨hlen. Dadurch ist prak-
tisch sichergestellt, dass die beiden Mengen der ausgewa¨hlten Sterne einige identische Sterne
enthalten.
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4.4.2.2 Dreiecksgenerierung
Die Generierung von Dreiecken ist fu¨r jedes der beiden Sternfelder separat notwendig. Aus je drei
Sternen kann ein Dreieck gebildet werden, dessen Seiten mit a, b, c so bezeichnet werden, dass gilt:
c ≥ b ≥ a. (4.45)
Aus den Seitenla¨ngen ko¨nnen die Seitenverha¨ltnisse xt und yt berechnet werden (Valdes et al. 1995):
xt =
b
c
yt =
a
c
. (4.46)
Die Seitenverha¨ltnisse (xt, yt) sind durch Division durch die lange Seite c des Dreiecks normiert und
kennzeichnen fu¨r jedes Dreieck die geometrische Eigenschaft der A¨hnlichkeit. Die Parameter (xt, yt)
ko¨nnen auch als kartesische Koordinaten aufgefasst werden, die im Seitenverha¨ltnisraum definiert
sind. Jedes Dreieck wird folglich durch einen Punkt im Seitenverha¨ltnisraum repra¨sentiert. Der
Seitenverha¨ltnisraum wird in Abb. 4.19 veranschaulicht und weist die folgenden Eigenschaften auf:
0.5 ≤ xt ≤ 1 (4.47)
0 < yt ≤ 1 (4.48)
xt ≥ yt (4.49)
xt + yt ≥ 1. (4.50)
Fu¨r die nachfolgenden Bearbeitungsschritte ist es notwendig, fu¨r jedes Dreieck die fu¨nf Parameter
(P1, P2, P3, xt, yt) mitzufu¨hren. P1 bis P3 sind Identizierungsnummern der dreieckbildenden Sterne,
die wie folgt sortiert werden ko¨nnen: P1 spannt die Seiten a, b auf, P2 spannt die Seiten a, c auf
und P3 die Seiten b, c. Wichtig ist, dass diese Konvention bei beiden Sternfeldern gleichermaßen
angewendet wird, um bei der spa¨teren Zuordnung der Dreiecke direkt auf die identischen Sterne
schließen zu ko¨nnen. Die Anzahl mo¨glicher Dreiecke ergibt sich in Abha¨ngigkeit der Sternanzahl N
nach Valdes et al. (1995) zu
T =
N(N − 1)(N − 2)
6
(4.51)
wobei aus Symmetriegru¨nden die Division durch 6 erfolgt. Tab. 4.6 gibt einen U¨berblick u¨ber die
Anzahl mo¨glicher Dreiecke T und der notwendigen Vergleiche V (Gleichung 4.53) in Abha¨ngig-
keit der Sternanzahl N . Bei Betrachtung von Tab. 4.6 ist es naheliegend, den Algorithmus nur
mit geringen Sternanzahlen durchzufu¨hren. Fu¨r die beiden Sternfelder werden jeweils alle mo¨gli-
chen, unterschiedlichen Dreiecke gebildet und die fu¨nf Parameter (P1, P2, P3, xt, yt) berechnet. In
Abb. 4.20 sind alle Seitenverha¨ltnisse (xt, yt) visualisiert, die aus beiden Sternfeldern ermittelt
worden sind.
Tab. 4.6: Anzahl der Dreiecke T und Vergleiche V fu¨r verschiedene Sternanzahlen N
Sterne N Dreiecke T Vergleiche V [Mio]
5 10 0.0001
10 120 0.0144
15 455 0.2070
20 1140 1.2996
30 4060 16.4836
50 19600 384.1600
100 161700 26146.8900
500 20 · 106 428.8 · 106
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Abb. 4.19: Eigenschaften des Seitenverha¨ltnisraumes am Beispiel einer einzelnen Zenitaufnahme. Die Ab-
bildung verdeutlicht die geometrischen Eigenschaften des Seitenverha¨ltnisraumes. Der Seitenverha¨ltnisraum
ist aufgrund der Dreiecksungleichung (Formel 4.50) nicht im unteren dreieckfo¨rmigen Bereich definiert. Im
oberen dreieckfo¨rmigen Bereich sind aufgrund der Konvention aus den Gleichungen 4.45 und 4.49 keine Ein-
tra¨ge mo¨glich. In dem u¨brigen Bereich sammeln sich die Seitenverha¨ltnisse mo¨glicher Dreiecke an. Wa¨hrend
die eher gleichschenkligen Dreiecke (xt ≈ yt) im oberen Bereich des Seitenverha¨ltnisraumes aufgenommen
werden, ha¨ufen sich im unteren Bereich die eher spitzen Dreiecke mit xt > yt und xt >> yt an. Offensichtlich
gibt es deutlich mehr Dreiecke im unteren als im oberen Bereich des Seitenverha¨ltnisraumes. Insgesamt sind
1140 Seitenverha¨ltnisse fu¨r alle Dreiecke, die aus 20 ausgewa¨hlten Bildsternen gebildet werden ko¨nnen, in
der Grafik visualisiert.
4.4.2.3 Dreiecksidentifizierung
Zur Identifizierung a¨hnlicher Dreiecke werden nun die Seitenverha¨ltnisse (xt, yt)1 aus Bildsternen
mit den Seitenverha¨ltnissen (xt, yt)2 aus Referenzsternen dahingehend u¨berpru¨ft, ob das Korres-
pondenzkriterium im Seitenverha¨ltnisraum
|xt1 − xt2| < ε ∧ |yt1 − yt2| < ε (4.52)
erfu¨llt ist. Die Schranke ε stellt den Abstand in den Koordinatenrichtungen xt und yt dar, der un-
terschritten werden muss. Ist Gleichung 4.52 erfu¨llt, so sind die zu den Seitenverha¨ltnissen (xt, yt)1
und (xt, yt)2 geho¨renden Dreiecke als a¨hnlich anzusehen und mit sehr hoher Wahrscheinlichkeit
identifiziert, d.h. sie werden von identischen Sternen gebildet. Fu¨r diese Dreiecke erfolgen Eintra¨ge
in die Korrespondenzmatrix (Abschnitt 4.4.2.4), die das Kernelement des Identifizierungsverfah-
rens darstellt. U¨ber den Parameter ε wird die Zuverla¨ssigkeit der Dreiecksidentifizierung gesteuert.
Grundsa¨tzlich darf ε nicht zu klein gewa¨hlt werden, um zufa¨llige Koordinatenfehler in beiden Fel-
dern und auch kleinere systematische Abbildungsfehler aufzufangen. Je gro¨ßer ε gewa¨hlt wird,
umso gro¨ßer ist die Toleranz bei der Dreiecksidentifizierung. Dies kann sinnvoll sein, wenn gewisse
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Abb. 4.20: Seitenverha¨ltnisraum mit allen Seitenverha¨ltnissen beider Sternfelder. Mit der Punktsignatur sind
die Seitenverha¨ltnisse (xt, yt)1 aus Bildsternen und mit der Kreissignatur die der Seitenverha¨ltnisse (xt, yt)2
aus Referenzsternen eingetragen; je Sternfeld ergeben sich 1140 Seitenverha¨ltnisse.
Verzerrungen (Affinita¨t, Verkippungen der Punktfelder zueinander oder Verzeichnung) zu erwar-
ten sind; es erho¨ht sich jedoch auch die Wahrscheinlichkeit von Fehlidentifizierungen. Im Fall der
vorliegenden Zenitaufnahmen kann ε mit 0.0005 bis 0.001 angesetzt werden. Abb. 4.21 zeigt fu¨r
einen vergro¨ßerten Ausschnitt des Seitenverha¨ltnisraumes die Korrespondenz einiger identischer
Dreiecke. Die Anzahl notwendiger Vergleiche V ergibt sich aus
V =
1
p
T 2 ∼ N6 (4.53)
und kann durch Ausschluss von spitzen Dreiecken und durch Sortierung der Seitenverha¨ltnisse noch
um einen Faktor p reduziert werden (siehe Valdes et al. 1995). Eine weitere Strategie zur erheblichen
Reduktion des Aufwands besteht darin, effiziente ra¨umliche Suchalgorithmen zu nutzen. In Frage
kommen beispielsweise eine indizierte Anordnung der Seitenverha¨ltnisse in Maschen, die Nutzung
von Quadtree-Strukturen oder von Bina¨rba¨umen. Die Funktionsweise und die Implementierung
dieser Suchalgorithmen sollen hier nicht behandelt werden, fu¨r Details sei auf Barthelme (1994),
S. 218 ff und Sedgewick (1992), S. 231 ff verwiesen. Fu¨r die Abscha¨tzung der notwendigen Vergleiche
in Tab. 4.6 wurde vereinfachend p = 1 angenommen.
4.4.2.4 Korrespondenzmatrix
Fu¨r die Identifizierung der Sterne wird zuna¨chst eine mit Nullen zu initialisierende Korrespon-
denzmatrix M mit den Dimensionen (N1, N2) gebildet, wobei N1 die Anzahl der Bildsterne und
N2 die Anzahl der Referenzsterne darstellt. Jeder Zeile wird genau ein Bildstern und jeder Spalte
genau ein Referenzstern mit ihren entsprechenden Identifizierungsnummern zugeordnet. Auf diese
Weise kann die Korrespondenzmatrix zur Verknu¨pfung zwischen Bildsternen und Referenzsternen
genutzt werden (vgl. Abb. 4.22). Fu¨r jedes identifizierte Dreieckspaar, dessen Seitenverha¨ltnisse
(xt, yt)1 und (xt, yt)2 die Gleichung 4.52 erfu¨llen, werden die zugeho¨rigen Eckpunkte aus Bild-
sternen (P1, P2, P3)1 und Referenzsternen (P1, P2, P3)2 betrachtet. Mit hoher Wahrscheinlichkeit
werden die beiden Dreiecke von identischen Sternen gebildet. Da die Sternnummern (P1, P2, P3)1
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Abb. 4.21: Ausschnitt aus dem Seitenverha¨ltnisraum. Durch die Pfeile sind einige u¨bereinstimmende Seiten-
verha¨ltnisse (xt, yt)1 und (xt, yt)2 markiert, die die Gleichung 4.52 erfu¨llen. Mit R ist eine U¨bereinstimmung
gekennzeichnet, die zufa¨llig von einem weiteren Dreieck erfu¨llt wird und Grund fu¨r das Rauschen in der Kor-
respondenzmatrix (Abb. 4.22) ist. Daru¨ber hinaus ist klar zu erkennen, dass der Großteil der eingetragenen
Seitenverha¨ltnisse auf Dreiecken beruht, die aus nicht-identischen Sternen bestehen.
und (P1, P2, P3)2 bei der Dreiecksgenerierung gema¨ß der dort beschriebenen Konvention sortiert
worden sind, ko¨nnen die Sterne mit hoher Wahrscheinlichkeit einander direkt zugeordnet werden:
P11 ' P12 ∧ P21 ' P22 ∧ P31 ' P32. (4.54)
Fu¨r jedes der drei Punktpaare (P11, P12), (P21, P22) und (P31, P32) wird an der entsprechenden
Position in der Matrix der dortige Wert um eins erho¨ht und damit die erfolgreiche Zuordnung
vermerkt. Mit jeder erfolgreichen Dreiecksidentifizierung steigt die Summe der Matrixelemente um
3 an. Da identische Sterne in verschiedenen Kombinationen identische Dreiecke bilden, steigt die
Anzahl der Matrixeintragungen an den Positionen von identischen Sternen rasch an und hebt sich
deutlich vom Mittelwert der Matrixelemente ab. Es la¨sst sich nicht vermeiden, dass einige Dreiecke
aus beiden Feldern zufa¨llig die Gleichung 4.52 erfu¨llen, obwohl die zugeho¨rigen Sterne nicht identisch
sind. In solchen Fa¨llen finden auch Eintra¨ge statt, die als Rauschen in der Korrespondenzmatrix
interpretiert werden ko¨nnen. Solche fehlerhaften Eintra¨ge sind jedoch unkritisch, da sie im Vergleich
zu den richtigen Zuordnungen nicht ins Gewicht fallen. Eine typische Korrespondenzmatrix und
deren Visualisierung zeigt Abb. 4.22.
Die Auswertung der Korrespondenzmatrix M wird nach Abschluss der Dreiecksvergleiche durch-
gefu¨hrt. Fu¨r jede Zeile und jede Spalte wird jeweils der gro¨ßte Wert herausgesucht. Entspricht
die Position des gro¨ßten Wertes einer Spalte auch dem gro¨ßten Wert der zugeho¨rigen Zeile und
u¨berschreitet die Anzahl der Zuordnungen eine bestimmte Mindestanzahl (beispielsweise 5 oder
10), so ist das zugeordnete Sternpaar als identisch anzusehen. Aus den identifizierten Sternpaaren
ko¨nnen nun die beiden Sternpaare mit den meisten Zuordnungen herausgesucht werden, da hier die
Wahrscheinlichkeit am gro¨ßten ist, dass es sich tatsa¨chlich um identische Sterne handelt. Damit ist
der Prozess der Identifizierung u¨ber a¨hnliche Dreiecke abgeschlossen.
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13 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0
2258 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
26 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0
17 0 53 0 0 0 0 0 2 0 0 0 0 0 0 0 0 1 0 0 0
12 0 0 58 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 62 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0
36 1 0 0 0 0 59 0 0 0 0 0 1 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 63 0 0 0 0 0 2 0 0 0 0 0 0
32 0 1 0 0 0 0 0 1 54 0 0 0 0 0 0 0 0 0 0 0
16 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
23 0 0 1 0 0 0 0 0 0 0 0 0 58 0 0 1 0 1 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 67 0 0 0 0 1 0
4 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 62 0 0 0
10 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 56 1 1
37 0 0 0 0 0 0 0 0 0 0 63 0 0 0 0 0 0 0 0 0
35 0 1 0 0 0 0 1 0 0 0 0 0 0 0 62 0 0 0 0 0
14 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Abb. 4.22: Korrespondenzmatrix M und ihre Visualisierung. Die identischen Sterne heben sich durch die
Anzahl der Zuordnungen sehr deutlich von den u¨brigen Matrixelementen ab. So sind beispielsweise Bildstern
Nr. 22 und Referenzstern Nr. 49 als identisch anzusehen.
In den Abb. 4.23 bis 4.26 wird ein Testdatensatz visualisiert. Die ersten beiden Abbildungen zeigen
die ausgewa¨hlten Sterne, die zur Dreiecksbildung nach den Kriterien in Abschnitt 4.4.2.1 herangezo-
gen worden sind. In den letzten beiden Abbildungen ist das Ergebnis der Identifizierung zu sehen;
die Referenzsterne sind zur besseren Anschaulichkeit in das Datum der Bildsterne transformiert
worden. Die identifizierten Sterne sind mit Kreissignaturen markiert.
4.4.3 Identifizierung des gesamten Sternfeldes
Die beiden ausgewa¨hlten Sterne mit den Bildkoordinaten (x, y)1, (x, y)2 und den Tangentialkoor-
dinaten (ξ, η)1, (ξ, η)2 bilden die Basis fu¨r die lineare Transformation, die auf alle Bildsterne (x,y)
anzuwenden ist. Der 4-Parameter-Ansatz ist fu¨r die Sternidentifizierung vo¨llig ausreichend. U¨ber
die Koordinatendifferenzen
∆x = x2 − x1 ∆ξ = ξ2 − ξ1 (4.55)
∆y = y2 − y1 ∆η = η2 − η1
ergeben sich die Transformationsparameter b1 und c1
b1 =
∆ξ∆x+∆η∆y
∆x2 +∆y2
c1 =
∆η∆x−∆ξ∆y
∆x2 +∆y2
, (4.56)
die die Drehung und den Maßstab aufnehmen, sowie die Translationen a1 und a2
a1 = ξ1 − b1x1 + c1y1 a2 = η1 − c1x1 − b1y1. (4.57)
Mit den Transformationsparametern (a1, a2, b1, c1) sind alle Bildsterne (x, y) in Tangentialkoordi-
naten (ξ˜, η˜) zu transformieren:
ξ˜ = a1 + b1x− c1y η˜ = a2 + c1x+ b1y. (4.58)
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Abb. 4.23: Ausgewa¨hlte Bildsterne Abb. 4.24: Ausgewa¨hlte Referenzsterne
Da die beiden als Basis verwendeten Sternpaare mit sehr hoher Wahrscheinlichkeit identisch sind,
ist nach der Transformation der Bildsterne (x, y) in das Datum der Referenzsterne (ξ, η) eine hohe
Korrespondenz (U¨bereinstimmung) zwischen den Punktfeldern zu erwarten: Die transformierten
Koordinaten (ξ˜, η˜) vieler Bildsterne liegen in unmittelbarer Na¨he zu den Koordinaten je eines
Referenzsterns (ξ, η). Folglich unterschreitet der Abstand beider Sterne voneinander eine Schranke ε
und erfu¨llt das Korrespondenzkriterium im Koordinatenraum (z.B. Hirt 2001):
√
(ξ˜ − ξ)2 + (η˜ − η)2 < ε. (4.59)
Fu¨r die Schranke ε kann als typischer Wert 10 Bogensekunden angesetzt werden. Gewo¨hnlich wird
durch U¨berpru¨fung des Kriteriums (Gleichung 4.59) der Großteil der Bildsterne identifiziert, sofern
im gewa¨hlten Sternkatalog korrespondierende Referenzsterne vorhanden sind. U¨ber alle identifi-
zierten Sterne wird im Folgenden eine Helmert-Transformation gerechnet, aus der ein Satz verbes-
serter Transformationsparameter hervorgeht. Die verbesserten Transformationsparameter werden
dazu genutzt, die Bildsterne erneut mit Gleichung 4.58 zu transformieren. Bei wiederholter U¨ber-
pru¨fung der Korrespondenz nach Gleichung 4.59 ko¨nnen in manchen Fa¨llen noch einige weitere
Sterne identifiziert werden. Dies ist dann der Fall, wenn die Sterne, die die Basis bilden, sehr dicht
beieinander stehen und die Anwendung der berechneten Transformationsparameter zu gro¨ßeren
Extrapolationsfehlern fu¨hrt. Falls die Identifizierung des gesamten Sternfeldes nicht gelingt, d.h.
weniger als eine Mindestanzahl von 4 Sternen insgesamt identifiziert werden, ko¨nnen andere Sterne
aus der Korrespondenzmatrix als Basis ausgewa¨hlt werden und die lineare Transformation erneut
auf die Bildsterne angewendet werden.
Fu¨r die nachfolgenden Verarbeitungsschritte (Reduktion der Zenitaufnahmen, Abschnitt 4.5) wer-
den nur die identifizierten Sterne u¨bernommen. Dadurch werden die beiden Sternfelder um die
nicht-identischen Sterne reduziert: Lichtspuren von nicht katalogisierten Objekten und leuchtschwa-
che Sterne aus dem Sternkatalog, die sich nicht auf dem CCD Sensor abgebildet haben, werden von
den nachfolgenden Verarbeitungsschritten ausgeschlossen.
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Abb. 4.25: Identifizierte Bildsterne Abb. 4.26: Identifizierte Referenzsterne
4.4.4 Sternselektion
Die angesetzte Schranke ε von 10 Bogensekunden kann zu Fehlidentifizierungen bei sehr eng stehen-
den Sternen fu¨hren. Ausgehend von einer typischen astrometrischen Messunsicherheit von 0.3 Bo-
gensekunden ist es daher abschließend sinnvoll, alle Sterne auszuschließen, deren Residuen die
3-fache Messunsicherheit und damit etwa 1 Bogensekunde u¨berschreiten. Durch diese Maßnahme
wird verhindert, dass einzelne Fehlidentifizierungen zu einer Verzerrung der Transformationspara-
meter bei der astrometrischen Datenreduktion (Abschnitt 4.5) fu¨hren.
4.4.5 Fazit
In diesem Abschnitt wurde ein zweistufiger Algorithmus zur Sternidentifizierung vorgestellt. Die
erste Stufe wird mit dem Ziel durchgefu¨hrt, wenige Sterne sicher u¨ber ihre Geometrie zu identifizie-
ren. Der gewa¨hlte Ansatz u¨ber a¨hnliche Dreiecke weist zwar eine hohe Ordnung (∼ n6) auf, diese ist
jedoch insofern unkritisch, da – unabha¨ngig von der Gro¨ße der Sternfelder – nur wenige ausgewa¨hl-
te Sterne verarbeitet werden mu¨ssen. Auf den Ergebnissen der ersten Stufe aufbauend wird in der
zweiten Stufe die Identifizierung des gesamten Sternfeldes durch Anwendung einer linearen Trans-
formation vorgenommen. Der beschriebene Formalismus ist in der Lage, beliebige Sternfelder, die
mit der Zenitkamera aufgenommen worden sind, sicher und autonom in Echtzeit zu identifizieren.
Auf jedem Zenitkamerastandort ist der beschriebene Identifizierungsalgorithmus je azimutaler Ka-
meraausrichtung in der Regel nur fu¨r die erste Messung durchzufu¨hren. Der ermittelte Satz von
Transformationsparametern wird danach gespeichert. Da sich bei allen weiteren Wiederholungsmes-
sungen mit gleicher azimutaler Kameraausrichtung der Zusammenhang zwischen Bild- und Tangen-
tialkoordinaten nicht wesentlich a¨ndert, ko¨nnen die gespeicherten Transformationsparameter direkt
zur Identifizierung genutzt werden. Gleiches gilt fu¨r alle erneuten astrometrischen Datenreduktio-
nen. Auf diese Weise kann der Aufwand fu¨r die Sternidentifizierung auf einer Station letztendlich
auf ein Minimum reduziert werden.
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4.5 Reduktion der Zenitaufnahmen und Berechnung der Dreh-
richtung
Unter der Reduktion der Zenitaufnahmen wird die Aufgabe verstanden, den funktionalen Zusam-
menhang zwischen den Bildkoordinaten und den Referenzkoordinaten streng herzustellen. Im Ab-
schnitt 4.5.1 werden verschiedene astrometrische Transformationsansa¨tze zur Reduktion der Zenit-
aufnahmen zusammengestellt und untersucht. Die Analyse der Transformationsparameter hinsicht-
lich ihrer Signifikanz und Vera¨nderlichkeit bildet dabei einen Schwerpunkt. Die Interpolation des
Drehpunktes in das zenitale Sternfeld und die spha¨rische Mittelbildung als Kernstu¨ck der Auswer-
tekette werden im Abschnitt 4.5.2 behandelt.
4.5.1 Verknu¨pfung von Bild- und Tangentialkoordinaten
4.5.1.1 Rolle der Objektivverzeichnung
Das Objektiv Mirotar hat den grundsa¨tzlichen Vorteil, dass seine Abbildungseigenschaften weitge-
hend der Modellvorstellung der Zentralperspektive entsprechen und die Bildkoordinaten nur gering
verzeichnet werden. Die Auswirkung der Verzeichnung ∆r auf die Bildkoordinaten wird gewo¨hnlich
mit einem radialsymmetrischen Korrekturansatz
∆r = v1r + v2r3 + . . . (4.60)
beru¨cksichtigt, wobei r der radiale Abstand zum Bildhauptpunkt ist und die Koeffizienten v die
Verzeichnung modellieren (z.B. Albertz und Kreiling 1989, Luhmann 2000). Der lineare Anteil der
Verzeichnung v1 wird von dem Maßstabsfaktor bei der Reduktion der Zenitaufnahmen aufgefan-
gen und muss daher nicht explizit beru¨cksichtigt werden. Die weiteren Modellparameter des Ver-
zeichnungsansatzes ko¨nnen in einer Laboruntersuchung bestimmt oder im Transformationsmodell
mitgescha¨tzt werden, sofern sternreiche Felder verwendet werden. Der kubische Verzeichnungsan-
teil v2 konnte von Wissel (1982) fu¨r das Gesichtsfeld der photographischen Zenitkamera TZK2 als
signifikant ermittelt werden.
Die Verzeichnung des Mirotar-Objektivs wurde fu¨r das Gesichtsfeld der digitalen Zenitkamera
TZK2-D im Rahmen einer umfassenden Laborkalibrierung (Ka¨ker 2003) und durch Beru¨cksichtung
im astrometrischen Transformationsansatz bei der Reduktion sternreicher Felder aus Regionen der
Milchstraße untersucht. Als Ergebnis der beiden Untersuchungen la¨sst sich feststellen, dass die
Verzeichnung nicht signifikant ist und keine Rolle bei der Reduktion der digitalen Zenitaufnahmen
spielt. Der wesentliche Grund fu¨r dieses im Vergleich zu der fru¨heren Untersuchung von Wissel
(1982) zuna¨chst u¨berraschende Ergebnis du¨rfte in der Gro¨ße des Gesichtsfeldes liegen. Das Ge-
sichtsfeld der TZK2-D ist deutlich kleiner als das der photographischen TZK2 (vgl. Abschnitt 3.5).
In diesem Bereich entsprechen die Abbildungseigenschaften des Mirotar-Objektivs im Rahmen der
astrometrischen Genauigkeit dem Idealfall der Zentralperspektive.
4.5.1.2 Transformationsmodelle
Fu¨r die Auswertung von Zenitkameramessungen ko¨nnen photogrammetrische oder astrometrische
Modellansa¨tze genutzt werden (z.B. Wissel 1982, Seeber 1972). Der wesentliche Unterschied be-
steht in der geometrischen Interpretierbarkeit der Transformationsparameter. Beim photogramme-
trischen Transformationsmodell werden die Parameter der inneren und a¨ußeren Orientierung fu¨r die
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Kamera gescha¨tzt und sind geometrisch deutbar (z.B. Luhmann 2000). Die astrometrischen Trans-
formationsparameter sind nur bei Modellen niedriger Ordnung interpretierbar. In Scho¨bel et al.
(2000) wird anhand der Auswertung digitaler Zenitaufnahmen gezeigt, dass der photogramme-
trische und der astrometrische Modellansatz zu sehr a¨hnlichen Ergebnissen fu¨hrt. In dieser Arbeit
werden die photogrammetrischen Ansa¨tze nicht weiter verfolgt.
Der funktionale Zusammenhang zwischen den Bildkoordinaten (x, y) und den Tangentialkoordina-
ten (ξ, η) kann durch astrometrische Transformationsmodelle mit unterschiedlicher Parameteran-
zahl hergestellt werden, mit denen verschiedene geometrische Effekte beru¨cksichtigt werden. Der
zu wa¨hlende Ansatz muss zwei Verschiebungen, eine Rotation und eine Skalierung zwischen den
beiden Sternfeldern zulassen; daru¨ber hinaus ko¨nnen Terme enthalten sein, die Affinita¨t, Verkip-
pungen und weitere Effekte kompensieren. Bei der Auswahl des Transformationsansatzes ist zu
beachten, dass systematische Effekte zwar zutreffend, aber mit so wenigen Parametern wie mo¨glich
modelliert werden sollten. U¨bliche Transformationsmodelle in der Astrometrie sind (z.B. Seeber
1972, Gessler 1975, Ploner 1996 und Seeber 2003):
Helmert-Transformation (4 Parameter): Der Transformationsansatz nimmt eine Rotation, eine
Maßstabsa¨nderung und zwei Verschiebungen a1, a2 auf. Die Rotation und die Maßstabsa¨nderung
werden u¨ber die Koeffizienten b1, c1 ausgedru¨ckt:
ξ = a1 + b1x− c1y η = a2 + c1x+ b1y. (4.61)
Affin-Transformation (6 Parameter): Gegenu¨ber der Helmert-Transformation wird ein weite-
rer Maßstabsfaktor und eine Scherung zwischen den Achsen zugelassen; die Parameter b1, c1,b2, c2
kompensieren daher eine Rotation, eine Scherung und einen Maßstab je Koordinatenrichtung:
ξ = a1 + b1x+ c1y η = a2 + b2x+ c2y. (4.62)
Projektive Transformation (8 Parameter): Gegenu¨ber dem affinen Modell werden zwei Parame-
ter e, d eingefu¨hrt, mit denen die Verkippung der beiden Punktfeldebenen zueinander beru¨cksichtigt
werden kann. Durch die Erweiterung um die Verkippungsglieder ist jedoch kein einziger der acht
Transformationsparameter mehr streng geometrisch interpretierbar. Die Transformationsformeln
lauten:
ξ =
a1 + b1x+ c1y
1 + dx+ ey
η =
a2 + b2x+ c2y
1 + dx+ ey
. (4.63)
Modelle ho¨herer Ordnung, die in der oben angefu¨hrten Literatur gefunden werden ko¨nnen, spielen
fu¨r die Auswertung von digitalen Zenitkameramessungen mit dem System TZK2-D keine Rolle. Da
im Allgemeinen mehr Beobachtungen (x, y, ξ, η) als unbekannte Transformationsparameter
t = [a1 a2 b1 c1 . . .] (4.64)
vorliegen, sind die Transformationsparameter durch Ausgleichung nach kleinsten Quadraten zu er-
mitteln (Gauß-Helmert-Ausgleichungsmodell, siehe z.B. Pelzer 1985, S. 97 ff oder Niemeier 2002).
Bei der Aufstellung des stochastischen Modells ist insbesondere darauf zu achten, dass die Genau-
igkeitsverha¨ltnisse zwischen Bildsternen und Referenzsternen zutreffend angesetzt werden. Fu¨r die
Genauigkeit der Bildkoordinatenmessung ko¨nnen 0.15 bis 0.25 Pixel (Abschnitt 6.2.1.2) angesetzt
werden; fu¨r die Referenzsterne findet sich – je nach Katalog und Helligkeit – eine Genauigkeit
zwischen 0′′.02 und 0′′.10 (Abschnitt 4.3.1.5).
Fu¨r die Drehpunktberechnung ist es notwendig, die Transformationsparameter nicht nur fu¨r die
Transformationsrichtung (x, y)→ (ξ, η), sondern auch fu¨r die umgekehrte Richtung (ξ, η)→ (x, y)
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zu ermitteln. Letzteres ist mo¨glich, indem die Koordinaten (x, y) und (ξ, η) vertauscht in den
Ausgleichungsalgorithmus eingefu¨hrt werden. Die entsprechenden Transformationsparameter fu¨r
die Transformationsrichtung (ξ, η)→ (x, y) werden mit
t′ = [a′1 a
′
2 b
′
1 c
′
1 . . .] (4.65)
bezeichnet. Die endgu¨ltigen Transformationsparameter fu¨r die beiden Transformationsrichtungen
ergeben sich durch mehrmalige Iteration (Abschnitt 4.5.2.5). Nach der Ausgleichung kann ausge-
hend von den auftretenden Residuen vx und vy die Standardabweichung sxy in Abha¨ngigkeit der
Sternanzahl n und der Anzahl der Transformationsparameter u ermittelt werden:
sxy =
√∑
v2x +
∑
v2y
2n− u . (4.66)
Fu¨r die Untersuchung der astrometrischen Genauigkeit ist es sinnvoll, die Standardabweichungen
sx und sy fu¨r jede Koordinatenrichtung getrennt zu betrachten. Es findet sich (Berry und Burnell
2000):
sx =
√ ∑
v2x
1
2(2n− u)
sy =
√√√√ ∑ v2y
1
2(2n− u)
. (4.67)
4.5.1.3 Analyse der Transformationsparameter
Nach der Ausgleichung der Transformationsparameter lassen sich der Bildmaßstab m und das
astronomische Azimut α berechnen, das die Orientierung des CCD-Sensors gegenu¨ber dem lokalen
astronomischen Koordinatensystem angibt und essentiell fu¨r die Neigungs- und Azimutkorrektion
ist:
α = arctan
c1
b1
m =
√
b21 + c
2
1. (4.68)
Im Falle des affinen Ansatzes ko¨nnen hierzu analog die Maßsta¨be m1 und m2 und die Azimu-
te α1 und α2 fu¨r die beiden Achsen des CCD-Sensors aus den Transformationskonstanten b2, b1
und c1, c2 abgeleitet werden. Die Bildkoordinaten des Drehpunktes (x, y)D werden von den beiden
Transformationsparametern a′1, a′2 angegeben:
xD = a′1 yD = a
′
2. (4.69)
Nun soll der zeitliche Verlauf der Transformationsparameter und deren Signifikanz anhand von
Wiederholungsmessungen, die im Laufe einer Nacht auf mehreren Stationen durchgefu¨hrt worden
sind, na¨her betrachtet werden. Aus Gru¨nden der Anschaulichkeit werden die geometrisch deutba-
ren Gro¨ßen xD, yD, α,m, ... aus der Affin-Transformation herangezogen. Die aus der projektiven
Transformation ermittelten Verkippungsglieder d und e werden separat behandelt.
Drehpunktkoordinaten xD und yD
In Abb. 4.27 ist der zeitliche Verlauf der Drehpunktkoordinaten fu¨r insgesamt 500 Wiederholungs-
messungen dargestellt, die auf 5 unterschiedlichen Stationen durchgefu¨hrt worden sind. Der Dreh-
punkt fa¨llt bis auf etwa 17 Pixel (0.15 mm) in x-Richtung und 40 Pixel (0.36 mm) in y-Richtung
mit dem Mittelpunkt des CCD-Sensors zusammen. Im Laufe einer Nacht vera¨ndert der Drehpunkt
seine Lage gegenu¨ber dem CCD-Sensor um etwa 1 bis 2 Pixel. Folglich variiert die Lage des CCD
Sensors gegenu¨ber der Kameradrehachse um 10 bis 20 Mikrometer. Die mo¨glichen Ursachen hierfu¨r
sind vielfa¨ltig:
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Abb. 4.27: Zeitlicher Verlauf der Drehpunktkoordinaten xD und yD
• Temperatura¨nderungen (Ku¨hlung des CCD-Sensors und Anpassung des Kamerako¨rpers an
die Umgebungstemperatur auf den einzelnen Stationen) ko¨nnen eine allma¨hliche Drehpunkt-
verlagerung nach sich ziehen. Der Effekt ist mit (a) in Abb. 4.27 gekennzeichnet.
• Das azimutale Umsetzen der Kamera auf einer Lotabweichungsstation im Rahmen der Azi-
mutkalibrierung (b) und der Instrumententransport zwischen den Lotabweichungsstationen
(d) kann zu sprunghaften Drehpunktverlagerungen fu¨hren.
• Daru¨ber hinaus unterliegen die Drehpunktkoordinaten zufa¨lligen Variationen, die ihre Ursache
in den astrometrischen Messfehlern haben (c).
Hierbei ist zu beachten, dass die Drehpunktkoordinaten aus jeweils zwei Zenitaufnahmen durch
Mittelbildung berechnet werden. Die Interpretierbarkeit von Drehpunktverlagerungen wird gemin-
dert, da die berechneten Drehpunktkoordinaten direkt von dem Winkel beeinflusst werden, den die
unterschiedlichen Drehebenen der beiden Lagen einschließen (vgl. auch Erla¨uterungen in Abschnitt
4.5.2.6). Die Streuung (c) der Drehpunktkoordinaten ha¨ngt sicherlich auch hiervon ab. Die offen-
sichtliche hohe Variabilita¨t der Drehpunktkoordinaten auf den einzelnen Stationen macht es not-
wendig, die Translationen grundsa¨tzlich im astrometrischen Transformationsmodell mitzuscha¨tzen.
Maßstabsfaktoren m1 und m2
Der Verlauf der Maßstabsfaktoren m1 in x-Richtung und m2 in y-Richtung ist in Abb. 4.28 dar-
gestellt. Der Bildmaßstab betra¨gt in beiden Koordinatenrichtungen etwa 1′′.866 Pixel−1 und ist
offensichtlich richtungsunabha¨ngig. Grundsa¨tzlich ist der Maßstabsfaktor m von der Brennweite
des Objektivs abha¨ngig, die temperaturbedingten Vera¨nderungen unterliegt. Der Maßstabsfak-
tor m nimmt die radialsymmetrische Refraktion vollsta¨ndig auf, da diese aufgrund der geringen
Zenitdistanzen (< 0◦.5) der abgebildeten Sterne lediglich eine lineare Maßstabsa¨nderung bewirkt
(Abschnitt 6.2.3.1). Daru¨ber hinaus kompensiert der Maßstabsfaktor m auch den linearen An-
teil der Objektivverzeichnung. Eine Trennung dieser Einflu¨sse ist im Rahmen der astrometrischen
Datenreduktion nicht notwendig.
Astronomisches Azimut α und Scherung ε
Das astronomische Azimut α kann aus den Transformationsparametern fu¨r Lage 1 und 2 getrennt
ermittelt werden. In Abb. 4.29 ist der zeitliche Verlauf des Azimuts αI auf einer Station fu¨r Lage 1
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Abb. 4.28: Zeitlicher Verlauf der Maßstabsfaktoren m1 und m2
in einer azimutalen Kameraausrichtung fu¨r 40 Wiederholungsmessungen dargestellt. Die Wieder-
holungsmessungen zeigen sehr deutlich, dass Azimutbestimmungen mit der Zenitkamera nur mit
einer Genauigkeit von wenigen 0◦.005 mo¨glich sind. Der Grund hierfu¨r ist in der Zenitna¨he der
Sterne und der kleinen Gesichtsfeldgro¨ße der TZK2-D zu sehen.
Abb. 4.29: Zeitlicher Verlauf des Azimuts AI und der Scherung ε
Fu¨r jeweils eine Lage ist es mo¨glich, die Azimute α1 und α2 zu berechnen, die sich auf die beiden
Achsen des CCD-Sensors beziehen. Die Differenz ε zwischen den Azimuten A1 und A2 dru¨ckt
den Scherwinkel zwischen den Koordinatenachsen aus. Abb. 4.29 zeigt, dass die Scherung ε nicht
signifikant von 90◦ abweicht. Da sich auch die Maßstabsfaktoren m1 und m2 nicht signifikant
voneinander unterscheiden, liegen letztlich keine affinen Abbildungseigenschaften vor.
Verkippungen d und e
Die Verkippungen d und e sind in Abb. 4.30 zusammengestellt. Es zeigt sich, dass sich beide
Koeffizienten nicht signifikant von Null unterscheiden. Folglich sind die Verkippungen des CCD-
Sensors zur Drehachse der Zenitkamera so gering, dass sie astrometrisch nicht nachweisbar sind. Die
Nutzung des projektiven Transformationsansatzes zur astrometrischen Datenreduktion ist daher
nicht notwendig.
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Abb. 4.30: Zeitlicher Verlauf der Verkippungen d und e
4.5.1.4 Zur Wahl des Transformationsansatzes
Die Eignung der unterschiedlichen Transformationsansa¨tze fu¨r die Reduktion der digitalen Zenit-
aufnahmen kann nicht nur durch Analyse der Transformationsparameter, sondern auch auf Grund-
lage der astrometrischen Residuen ermittelt werden. In Abb. 4.31 sind die Standardabweichungen
sx und sy dargestellt, die aus astrometrischen Residuen vx und vy in Abha¨ngigkeit des 4, 6 und
8-Parametermodells ermittelt wurden. Es besteht keine signifikante Abha¨ngigkeit der Standard-
abweichungen vom gewa¨hlten Transformationsansatz, die sehr geringen Variationen der einzelnen
Standardabweichungen sind zufa¨lliger Natur. Fu¨r den Fall der 4-Parameter-Transformation zeigt
Abb. 4.32 anhand eines typischen Residualfeldes fu¨r eine sternreiche Aufnahme, dass die Restfeh-
lervektoren keine Systematiken aufweisen.
Abb. 4.31: Astrometrische Residuen Abb. 4.32: Typisches Residualfeld
Hieraus kann folgender Schluss gezogen werden: Der 4-Parameter Transformationsansatz ist fu¨r die
Reduktion der Zenitaufnahmen vollkommen ausreichend, da mit Ansa¨tzen ho¨herer Ordnung keine
Reduzierung der residualen Fehler erzielt wird. Dieses Ergebnis wird auch durch die Analyse der
Transformationsparameter besta¨tigt. Diese zeigt, dass weder affine, noch projektive Abbildungsei-
genschaften vorliegen. Im Vergleich zu der fru¨her durchgefu¨hrten Reduktion von photographischen
Zenitkameramessungen ko¨nnen digitale Zenitaufnahmen mit einem sehr einfachen Transformati-
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onsansatz ausgewertet werden. Die wesentliche Ursache hierfu¨r liegt in der pra¨zisen geometrischen
Fertigung des CCD-Sensors und der hohen geometrischen Stabilita¨t der Bildelemente zueinan-
der. Es soll an dieser Stelle angemerkt werden, dass die erzielten Ergebnisse von der individuellen
ra¨umlichen Orientierung des benutzten CCD-Sensors zur Kameradrehachse abha¨ngig sind. In ei-
ner anderen Konfiguration von Objektiv und CCD-Sensor kann es durchaus mo¨glich sein, dass die
Verkippungsterme d und e signifikant sind.
4.5.2 Berechnung der Drehrichtung
4.5.2.1 Grundsa¨tzliches
Nach der durchgefu¨hrten Reduktion der Zenitaufnahmen fu¨r beide Lagen kann nun die Drehrichtung
der Zenitkamera berechnet werden, indem der Drehpunkt in das zenitale Sternfeld interpoliert wird.
Auf der Spha¨re ist die Drehrichtung als Durchstoßpunkt (α, δ)D der Kameradrehachse zur Sternzeit
Θ definiert. Sie kann jedoch auch mit den astronomischen Koordinaten (Φ,Λ)D bezeichnet werden
und wird dadurch zeitinvariant. Die (Φ,Λ)D-Darstellung wird bei den nachfolgenden Betrachtungen
der (α, δ)D-Darstellung vorgezogen. Die Drehpunkte (Φ,Λ)ID und (Φ,Λ)
II
D aus den beiden Lagen
ko¨nnen dann bei der spha¨rischen Mittelbildung – ohne den Einfluss der Sternzeiten ΘI und ΘII –
leichter und anschaulicher verglichen werden.
Die Drehrichtung ist im Bildraum als Durchstoßpunkt der Drehachse mit dem CCD-Sensor de-
finiert und wird auch als Drehpunkt (x, y)D bezeichnet. Durch Messung in zwei Lagen wird der
Drehpunkt auf einfache Weise auf den CCD-Sensor u¨bertragen, denn er ist im Gegensatz zu den ab-
gebildeten Sternen der einzige Punkt, dessen Koordinaten sich durch die Drehung prinzipiell nicht
a¨ndern. Durch Justierung der Lage des CCD-Sensors gegenu¨ber der Drehachse und damit dem Ka-
merako¨rper kann erreicht werden, dass der Drehpunkt bis auf wenige 0.1 mm mit dem Mittelpunkt
des CCD-Sensors zusammenfa¨llt. Eine exakte Justierung ist hingegen auch unter gro¨ßten Anstren-
gungen nicht mo¨glich und auch nicht notwendig. Die Bildkoordinaten (x, y)D des Drehpunktes
sind ein direktes Maß fu¨r die Dejustierung und damit fu¨r die Exzentrizita¨t des CCD-Sensors. Sie
ko¨nnen durch Messung in zwei Lagen ermittelt werden; ihr Einfluss auf die Messung wird durch
Mittelbildung eliminiert.
4.5.2.2 Transformation des Drehpunktes in die Spha¨re
Da die genaue Lage des Drehpunktes anfa¨nglich nicht bekannt ist, ko¨nnen die Koordinaten des
Mittelpunktes des CCD-Sensors als Na¨herungswerte eingefu¨hrt werden:
(x, y)D := (0, 0). (4.70)
Die folgenden Berechnungen sind jeweils fu¨r Lage 1 und Lage 2 getrennt durchzufu¨hren. Die
gena¨herten Bildkoordinaten des Drehpunktes (x, y)D sind mit den Transformationsparametern t in
Tangentialkoordinaten (ξ, η)D zu u¨berfu¨hren (Formeln 4.61 bis 4.63, je nach Transformationsmo-
dell). Hierdurch wird der Drehpunkt in das Feld der zenitnahen Sterne interpoliert. Mit dem Tan-
gentialpunkt (α, δ)0 ko¨nnen die Tangentialkoordinaten (ξ, η)D in spha¨rische Koordinaten (α, δ)D
umgewandelt werden (inverse Tangentialprojektion, Gleichung 4.40), die wiederum mit der Stern-
zeit ΘI bzw. ΘII der jeweiligen Zenitaufnahme in spha¨rische Koordinaten (Φ,Λ)D transformiert
werden ko¨nnen (Grundgleichung 1.1). Zusammengefasst lautet die Transformationskette:
(x, y)D → (ξ, η)D → (α, δ)D → (Φ,Λ)D. (4.71)
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Abb. 4.33: Drehpunkt in Lage 1 und 2
4.5.2.3 Spha¨rische Mittelbildung
Nach der fu¨r beide Lagen getrennt durchgefu¨hrten Transformation des Drehpunktes liegen die
Koordinaten fu¨r die Drehrichtung (Φ,Λ)ID in Lage 1 und (Φ,Λ)
II
D in Lage 2 vor. Die Koordinaten
(Φ,Λ)ID und (Φ,Λ)
II
D liegen punktsymmetrisch um die gesuchte Drehrichtung (Φ,Λ)D. Abb. 4.33
zeigt, dass die Drehrichtungen aus Lage 1 und Lage 2 systematisch um kleine Differenzen ∆ΛID,
∆ΦID und ∆Λ
II
D , ∆Φ
II
D von der Drehrichtung (Φ,Λ)D abweichen:
ΦID = ΦD +∆Φ
I
D Λ
I
D = ΛD +∆Λ
I
D (4.72)
ΦIID = ΦD +∆Φ
II
D Λ
II
D = ΛD +∆Λ
II
D .
Aufgrund der punktsymmetrischen Messanordnung haben die systematischen Verfa¨lschungen einen
a¨hnlichen Betrag, aber unterschiedliche Vorzeichen:
∆ΦID ≈ −∆ΦIID ∆ΛID ≈ −∆ΛIID . (4.73)
Da die Drehpunkte (Φ,Λ)ID und (Φ,Λ)
II
D folglich hochgradig negativ miteinander korreliert sind,
la¨sst sich die systematische Verfa¨lschung durch Mittelbildung weitgehend reduzieren:
ΦM =
ΦID +Φ
II
D
2
=
ΦD +∆ΦID +ΦD +∆Φ
II
D
2
≈ ΦD (4.74)
ΛM =
ΛID + Λ
II
D
2
=
ΛD +∆ΛID + ΛD +∆Λ
II
D
2
≈ ΛD.
Die gemittelten Koordinaten (Φ,Λ)M unterscheiden sich nur noch geringfu¨gig von der Drehrichtung
(Φ,Λ)D und sind fu¨r diese als verbesserte Werte einzufu¨hren bzw. nach Beendigung des Iterations-
verfahrens als endgu¨ltige Werte zu u¨bernehmen.
4.5.2.4 Ru¨cktransformation in den Bildraum
Fu¨r beide Lagen wiederum getrennt sind die verbesserten Koordinaten des Drehpunktes (Φ,Λ)D mit
den Sternzeiten ΘI bzw. ΘII in A¨quatorialkoordinaten (α, δ)D der jeweiligen Lage zu u¨berfu¨hren.
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Mit der Gleichung 4.39 der Tangentialprojektion werden die Tangentialkoordinaten (ξ, η)D ermit-
telt, die mit den Transformationsparametern t′ in Bildkoordinaten (x, y)D umgewandelt werden.
Zusammengefasst lautet die Abfolge der Transformation:
(Φ,Λ)D → (α, δ)D → (ξ, η)D → (x, y)D. (4.75)
Die so gewonnenen Koordinaten (x, y)ID und (x, y)
II
D unterscheiden sich nur unwesentlich vonein-
ander. Ihre Mittelwerte
xD =
xID + x
II
D
2
und yD =
yID + y
II
D
2
(4.76)
ergeben verbesserte Koordinaten fu¨r den Drehpunkt im Bildraum.
4.5.2.5 Iterationsverfahren und verbesserte Na¨herungswerte
In zwei Teilschritten der Auswertung sind Na¨herungskoordinaten fu¨r die Drehrichtung der Zenit-
kamera eingefu¨hrt worden:
• Aufbereitung des Referenzsternfeldes: Na¨herungswerte in der Gleichung 4.42 fu¨r die Anlege-
punkte der Tangentialebene in Lage 1 (α, δ)I0 und in Lage 2 (α, δ)
II
0 .
• Berechnung der Kameradrehrichtung: Na¨herungswerte fu¨r die Drehrichtung im Bildkoordi-
natensystem (x, y)D in Gleichung 4.70.
Die verbesserten A¨quatorialkoordinaten (α, δ)ID und (α, δ)
II
D sind fu¨r die erneute Reduktion der
Zenitaufnahmen als Tangentialkoordinaten zu verwenden und die verbesserten Bildkoordinaten
des Drehpunktes (x, y)D zur Berechnung der Drehrichtung zu nutzen. Diese iterative Methode zur
Berechnung der Drehrichtung zeigt gewo¨hnlich eine rasche Konvergenz gegen die Sollkoordinaten
der Drehrichtung. Als Konvergenzkriterium ist eine Schranke ε zu setzen, die die Differenz der
Koordinaten (Φ,Λ)D(i−1) und (Φ,Λ)D(i) unterschreiten muss√
(ΛD(i) − ΛD(i−1))2 + (ΦD(i) − ΦD(i−1))2 < ε, (4.77)
wobei i die Iterationsanzahl bedeutet. Die Schranke ε kann mit einem Wert von 0′′.001 (≈ 0◦.000003)
angesetzt werden. In den meisten Fa¨llen konvergiert der Algorithmus nach drei Iterationen. Die
Bildkoordinaten (x, y)D des Drehpunktes, die durch erstmalige Auswertung der digitalen Zenit-
aufnahmen gewonnen wurden, ko¨nnen fu¨r alle nachfolgenden Lotrichtungsbestimmungen als sehr
gute Na¨herungswerte in Gleichung 4.70 verwendet werden. Der Auswertealgorithmus konvergiert
dadurch schon nach zwei Iterationen gegen die Sollkoordinaten der Drehrichtung.
4.5.2.6 Anmerkungen zur Drehachsberechnung
Bislang wurde implizit davon ausgegangen, dass die Drehachse der Zenitkamera in beiden Lagen
identisch ist. Die Annahme einer identischen Drehachse, die fu¨r die grundsa¨tzliche Darstellung
der Lotrichtungsbestimmung mit einer Zenitkamera durchaus zula¨ssig ist, soll jedoch an dieser
Stelle etwas tiefergehend betrachtet werden. Jeder Drehkreis weist einen Taumelfehler auf, der
insbesondere bei hochpra¨zisen Messungen eine wichtige Rolle spielen kann. Der Taumelfehler hat
seine Ursache in der begrenzten Genauigkeit, mit der die Komponenten des Drehkreises – die
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Kugeln und deren Lager – mechanisch gefertigt sind. Dadurch a¨ndert die Drehachse als Normale
zur Drehebene ihre Orientierung gegenu¨ber einer raumfesten Referenzachse in Abha¨ngigkeit des
momentanen Drehwinkels. Da sich die Kugeln wa¨hrend der Drehung bewegen und ihre Positionen
verlagern, ist die ra¨umliche Orientierung der Drehachse bei identischen Drehwinkeln im Allgemeinen
nicht reproduzierbar.
Der Taumelfehler des Drehkreises fu¨hrt zu einer Nichtparallelita¨t der Drehebenen in Lage 1 und
Lage 2. Folglich schließen die Drehachsen in beiden Lagen als Normalen zu den jeweiligen Drehe-
benen einen kleinen Winkel ein. Abb. 4.34 verdeutlicht diesen Zusammenhang schematisch. Durch
hochpra¨zise Bestimmung der Neigung der mittleren Drehebene mit den Neigungssensoren HRTM
(Abschnitt 6.3.1.3 und Abb. 4.35) zeigt sich anhand von 100 Wiederholungsmessungen, dass die
Neigung der mittleren Drehebene um etwa 0′′.2 variiert.
Abb. 4.34: Lage der Drehebenen in Lage 1 und Lage 2
sowie Absolutneigung der mittlere Drehebene
Abb. 4.35: Variation der Absolutneigung der
mittleren Drehebene (Taumeleffekt)
Daru¨ber hinaus kann das Instrument wa¨hrend der Messung geringen a¨ußeren Neigungsa¨nderungen
unterliegen, die ihre Ursache im Einsinken des Instrumentes, jedoch auch durch Ausu¨bung von
Momenten auf die Kamera bei der Drehung zwischen den beiden Lagen haben. Es ist daher zu
beachten, dass sich die Zenitkameramessungen in Lage 1 und in Lage 2 grundsa¨tzlich in Drehebenen
unterschiedlicher Absolutneigung abspielen und sich folglich auch die Drehachsen grundsa¨tzlich
unterscheiden. Durch die Mittelbildung in den Gleichungen 4.74 und 4.76 wird die Messung auf
eine mittlere Drehebene und auf eine mittlere Drehachse (Φ,Λ)D bezogen.
Durch die Mittelbildung werden einige Effekte, die nicht beide Lagen, sondern nur eine der bei-
den Lagen betreffen, gewissermaßen ”verwa¨ssert“. Dies betrifft beispielsweise auftretende abrupte
Neigungsa¨nderungen zwischen den beiden Lagen, aber auch unvermeidbare Neigungsa¨nderungen
durch den Taumelfehler des Drehkreises. Eine Konsequenz ist, dass die Drehpunktkoordinaten in
halbem Umfang die Neigungsunterschiede zwischen den beiden Lagen aufnehmen. Folglich gehen
Variationen der Drehpunktkoordinaten (x, y)D nicht notwendigerweise auf eine tatsa¨chlich Vera¨nde-
rung der Exzentrizita¨t der CCD-Kamera zuru¨ck, sondern auch auf Neigungsunterschiede zwischen
den beiden Lagen. Auftretende Neigungsa¨nderungen zwischen den beiden Lagen und damit den
Drehrichtungen sind jedoch unscha¨dlich, da eine vollsta¨ndige Kompensation durch die Neigungs-
korrektion stattfindet (Abschnitt 4.6.1).
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4.6 Korrektionen
An die Drehrichtung (Φ,Λ)D sind einige Korrektionen anzubringen, um die endgu¨ltigen Lotrich-
tungsparameter (Φ,Λ) zu erhalten (Tab. 4.7). Mit der Neigungskorrektion wird die Drehrichtung
durch Beru¨cksichtigung der gemessenen Neigungswerte auf die instrumentelle Zenitrichtung (Φ,Λ)Z
umgerechnet. Die Neigungskorrektion ist als rechnerische Korrektion des Stehachsfehlers der Ze-
nitkamera zu verstehen und hat ihre Ursache in der unvollkommenen Instrumentenaufstellung ge-
genu¨ber der physikalischen Lotrichtung. Die instrumentelle Zenitrichtung (Φ,Λ)Z weicht von der
gesuchten physikalischen Zenit- bzw. Lotrichtung am Beobachtungsort durch einen instrumentell
bedingten Fehler ab, der vom Azimut der Aufstellung abha¨ngt und mit der Azimutkorrektion rech-
nerisch beru¨cksichtigt wird. Die Polbewegungskorrektion beru¨cksichtigt die Polbewegung der Erde
und u¨berfu¨hrt schließlich die beobachteten Lotrichtungsparameter vom momentanen Bezugssystem
in das konventionelle Bezugssystem ITRS. Zusammengefasst lautet die Transformationsgleichung
zur Umrechnung der Drehrichtung (Φ,Λ)D in die endgu¨ltigen Lotrichtungsparameter (Φ,Λ):
Φ = ΦD +∆Φn +∆Φa +∆Φp (4.78)
Λ = ΛD +∆Λn +∆Λa +∆Λp.
Tab. 4.7: Korrektionen fu¨r die Drehrichtung
Formelzeichen Name Ursache Ungefa¨hrer Betrag
∆Φn,∆Λn Neigungskorrektion Aufstellfehler < 10′′
∆Φa,∆Λa Azimutkorrektion Instrumentenfehler 1′′..3′′
∆Φp,∆Λp Polbewegungskorrektion Polbewegung < 0′′.6
4.6.1 Neigungskorrektion
4.6.1.1 Grundsa¨tzliche Bemerkungen
Die Neigungsmessung spielt eine zentrale Rolle bei der Lotrichtungsbestimmung mit der Zenit-
kamera, da hierdurch der Bezug zwischen der Richtung der Kameradrehachse und der Richtung
des lokalen Schwerevektors hergestellt wird. Bei jeder Aufnahme des zenitalen Sternenhimmels
muss die Neigung der Zenitkamera gegenu¨ber der Lotrichtung von den beiden Neigungssensoren
fu¨r die anschließende rechnerische Korrektion registriert werden. Ein konzeptioneller Verzicht auf
die Neigungskorrektion wa¨re selbst unter gro¨ßten Anstrengungen praktisch nicht mo¨glich, da die
Drehachse der Zenitkamera fu¨r jede Zenitaufnahme mit genu¨gender Genauigkeit (0′′.1 und besser)
in der lokalen Lotrichtung eingerichtet werden mu¨sste.
Das Zenitkamerasystem als Ganzes unterliegt wa¨hrend der Messung gewissen dynamischen Ein-
flu¨ssen. Das Stativ kann beispielsweise langsam im Boden einsinken oder seine Neigung a¨ndern,
wenn sich der Operateur wa¨hrend der Messung neben dem Zenitkamerasystem aufha¨lt. Durch die
manuelle Drehung des Kameraoberbaus zwischen Lage 1 und Lage 2 werden Momente auf das
Messsystem ausgeu¨bt, die je nach Stabilita¨t der Aufstellung zu Neigungsvera¨nderungen fu¨hren
ko¨nnen. Zudem weist der Drehkreis einen bestimmten Taumelfehler auf, der fu¨r unterschiedliche
Neigungen der Drehebenen in Lage 1 und Lage 2 verantwortlich ist (Abschnitt 4.5.2.6). Auch Tem-
peratura¨nderungen und Winddruck gegen das Objektiv ko¨nnen die Drehachse aus der Lotrichtung
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auslenken. Auftretende Neigungsa¨nderungen sind weitgehend unscha¨dlich, da sie gleichermaßen
auf die Richtung der Drehachse als auch auf die Neigungsmessung wirken und deshalb rechnerisch
korrigiert werden ko¨nnen.
Es ist offenkundig, dass die Neigungsmessung in zwei Lagen durchgefu¨hrt werden muss. Durch
Mittelung der Neigungswerte aus beiden Lagen ko¨nnen die Nullpunktfehler aus den Neigungs-
werten entfernt werden. Die Messung in zwei Lagen bietet eine permanente Kontrolle u¨ber die
Nullpunktfehler und ihre Vera¨nderungen. Durch den Kunstgriff der doppelten Zweilagenmessung
in der Reihenfolge Lage 1 – Lage 2 – Lage 2 – Lage 1 wird zudem die Nullpunktdrift weitgehend
reduziert (vgl. auch Erla¨uterungen in Abschnitt 6.3.2.1).
4.6.1.2 Analyse der Neigungswerte
Die Neigungswerte beider HRTM-Sensoren werden wa¨hrend einer Belichtungsreihe u¨ber die AD-
Wandlerkarte digitalisiert und liegen nach der Messung als digitale Zeitreihen n1(t) und n2(t) vor,
wobei die zeitliche Zuordnung zu den Zenitaufnahmen u¨ber das aufgezeichnete TTL-Signal der
CCD-Kamera hergestellt wird. In Abb. 4.36 sind typische Neigungssignale dargestellt, die auf zwei
unterschiedlichen Lotabweichungsstationen erfasst worden sind. Die Grafiken zeigen sehr deutlich,
dass die Sensorsignale hochfrequente Schwingungen enthalten, deren Amplituden offenbar vom
Beobachtungsort abha¨ngen. Hierbei handelt es sich nicht um hochfrequente Neigungsvariationen
der Zenitkamera aufgrund dynamischer Einflu¨sse, sondern um horizontale Sto¨rbeschleunigungen,
die durch die Mikroseismik verursacht werden. Die horizontalen Sto¨rbeschleunigungen versetzen
die Pendel der Neigungssensoren in Schwingungen und induzieren dadurch ein Sto¨rsignal, das die
eigentlichen Neigungssignale u¨berlagert (Hirt und Kahlmann 2004).
Die anthropogene Mikroseismik hat ihre Ursache im Straßenverkehr und Maschinenbetrieb, wodurch
der Boden in Mikroschwingungen versetzt wird. Sie erreicht in sta¨dtischen Lagen ihre maximale
Intensita¨t, verschwindet hingegen weitgehend in ruhigen Lagen (z.B. la¨ndliche Regionen oder Gebir-
ge). In Abb. 4.36 (links) sind typische Sensorsignale visualisiert, die nachts in Hannover registriert
werden ko¨nnen und von anthropogener Mikroseismik dominiert werden. Die anthropogene Mikro-
seismik verursacht Sto¨rbeschleunigungen mit Amplituden einiger Bogensekunden. Die natu¨rliche
Mikroseismik hat ihre Ursache im Wesentlichen in den Wellenbewegungen auf den Ozeanen, die als
Meeresmikroseismik permanente und allgegenwa¨rtige horizontale Beschleunigungen im Boden ver-
ursachen. Unabha¨ngig vom Beobachtungsort wirkt die natu¨rliche Mikroseismik kontinuierlich auf
die Neigungssensoren ein. Abb. 4.36 (rechts) zeigt deutlich, dass die natu¨rliche Mikroseismik auch in
den Alpen gegenwa¨rtig ist und die Neigungsmessung u¨berlagert. Die Amplituden der Pendelschwin-
gungen betragen jedoch nur wenige 0′′.1 und sind damit um etwa eine Gro¨ßenordnung kleiner als
in sta¨dtischen Lagen. Eine Zusammenstellung der spektralen Charakteristika der natu¨rlichen und
anthropogenen Mikroseismik findet sich in Klinge et al. (2002), wobei die Frequenzen der einzelnen
Ursachen keinesfalls scharf abgrenzbar sind:
• Die anthropogene Mikroseismik spielt sich im Wesentlichen in einem hohen Frequenzbereich
>1 Hz ab.
• Die natu¨rliche Mikroseismik tritt u¨berwiegend in einem Frequenzbereich von 0.1 Hz bis 0.5 Hz
als Meeresmikroseismik mit einem Maximum bei 0.2 Hz bis 0.3 Hz auf. Es sind auch Frequen-
zen von 0.07 Hz (Meeresmikroseismik) und niederfrequente Anteile <0.03 Hz vorhanden,
deren Ursache beispielsweise die Erd- und Meeresgezeiten, Wind, Luftdruck- und Tempera-
turvariationen sind.
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Abb. 4.36: Typische Signale der Neigungssensoren HRTM u¨ber einen Zeitraum von 30 s und 2 s bei gleicher
Skalierung der Hochachsen. Die Zuordnung zu den Belichtungen ist durch das TTL-Signal gegeben. Die
beiden linken Grafiken zeigen Sensorsignale, die in zentraler Lage in Hannover akquiriert wurden. In den
rechten Abbildungen sind Sensorsignale visualisiert, die auf der Grossen Scheidegg in den Schweizer Alpen
aufgezeichnet wurden.
4.6.1.3 Aufbereitung der Neigungswerte
Die Mikroseismik als gro¨ßte Rauschquelle in den Sensorsignalen kann durch Filterung der digita-
len Sensorsignale deutlich reduziert werden. Zur Umsetzung und Anwendung von Filtertechniken
auf digitale Signale wird auf die Literatur verwiesen (z.B. Welsch et al. 2000, Meyer 2000, Lu¨ke
1999, Hehl 1992 und Hamming 1983). Es bietet sich an, einen Tiefpassfilter zu benutzen, der alle
Frequenzen f im Sensorsignal unterdru¨ckt, die gro¨ßer als die zu wa¨hlende Grenzfrequenz fG sind.
Problematisch gestaltet sich die Wahl der Grenzfrequenz fG, da sich die Frequenzba¨nder der zu
erwartenden Neigungssignale mit denen der Mikroseismik u¨berschneiden. Gema¨ß obiger Zusam-
menstellung treten auf der einen Seite die mikroseismischen Sto¨rbeschleunigungen in einem sehr
breiten Frequenzbereich von weniger als 0.03 Hz bis zu einigen Hertz auf. Auf der anderen Seite
kann erwartet werden, dass mo¨gliche A¨nderungen der Zenitkameraneigung eher in niederfrequenten
Bereichen von einigen 0.1 Hz und weniger auftreten. In Abb. 4.37 ist die U¨berschneidung von Nei-
gungsa¨nderungen und mikroseismischen Sto¨rbeschleunigungen im Powerspektrum eines typischen
Sensorsignals angedeutet.
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Abb. 4.37: Powerspektrum eines typischen
HRTM-Sensorsignals in sta¨dtischer Lage. Die
Grafik zeigt einen ausgewa¨hlten Ausschnitt bei
logarithmischer Skalierung der Frequenzachse.
Durch die digitale Tiefpassfilterung werden alle Sto¨rbeschleunigungen, aber auch alle Neigungsan-
teile, die gro¨ßer als die Grenzfrequenz fG sind, aus dem Signal herausgefiltert. Dies ko¨nnte beispiels-
weise windinduzierte Bewegungen der Kamera betreffen; ho¨herfrequente Bewegungen der Kamera,
die auf andere Ursachen zuru¨ckgehen, sind eher unwahrscheinlich. Nach der Tiefpassfilterung ver-
bleiben die wesentlichen Neigungsanteile, jedoch auch niederfrequente Sto¨rbeschleunigungen im
Signal. Eine strenge Separation zwischen Neigungssignalen und Sto¨rbeschleunigungen ist u¨ber die
Frequenz folglich nicht mo¨glich, wohl aber eine erhebliche Reduktion. Ein vernu¨nftiger Kompromiss
besteht darin, eine Grenzfrequenz fG von etwa 0.1 Hz bei der Tiefpassfilterung anzusetzen. Wie
Abb. 4.38 zeigt, wird dann ein Großteil der Sto¨rbeschleunigungen aus dem Sensorsignal entfernt;
das gefilterte Signal entspricht mit großer Wahrscheinlichkeit der tatsa¨chlichen Kameraneigung.
Abb. 4.38: Gefilterte Sensorsignale der
HRTM. Bei Grenzfrequenzen fG von 1.0 Hz
und 0.3 Hz entha¨lt das gefilterte Signal noch
Schwingungen. Diese ko¨nnen mit großer
Wahrscheinlichkeit der Meeresmikroseismik
zugeordnet werden, die dominierende Fre-
quenzen bei 0.2 Hz bis 0.3 Hz entha¨lt. Bei
fG = 0.1 Hz ist der Signalverlauf weitgehend
gegla¨ttet; der Trend von etwa 0′′.1 wird
auf eine tatsa¨chliche Neigungsa¨nderung
der Zenitkamera zuru¨ckfu¨hrbar sein. Im
Beispiel wurde ein transversaler Tiefpassfil-
ter (Finite Impulse Response Filter) mit
Hamming-Fenster verwendet.
Fu¨r die jeweilige Zenitaufnahme ko¨nnen aus dem gefilterten Sensorsignal Neigungswerte am plausi-
belsten berechnet werden, indem die gefilterten Werte im jeweiligen Belichtungszeitraum gemittelt
werden. Auf diese Weise wird jeder Zenitaufnahme jeweils ein repra¨sentativer Neigungswert je Sen-
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sor zugeordnet. Das Ergebnis der Datenaufbereitung sind die Neigungswerte nI1, n
I
2 in Lage 1 und
die Neigungswerte nII1 , n
II
2 in Lage 2. Durch Mittelbildung werden die Neigungswerte n1, n2
n1 =
nI1 − nII1
2
n2 =
nI2 − nII2
2
(4.79)
berechnet, die von den Nullpunktfehlern der Sensoren weitgehend befreit sind. Sie geben direkt
die absolute, d.h. die auf die physikalische Lotrichtung bezogene Neigung der mittleren Drehebe-
ne an. Damit gilt der bereits in Abschnitt 4.5.2.6 dargestellte Bezug auf die mittlere Drehebene
gleichermaßen fu¨r die Neigungswerte (n1, n2) und die Drehrichtung (Φ,∆)D. Die Neigungswerte
(n1, n2) sind im Sensorkoordinatensystem definiert und mu¨ssen im Weiteren in Neigungskorrektio-
nen (∆Φ,∆Λ)n transformiert werden, die sich am lokalen astronomischen System orientieren.
4.6.1.4 Modelle fu¨r die Neigungskorrektion
Im Abschnitt 5.1 zur za¨lestischen Kalibrierung werden einige Modellansa¨tze ausfu¨hrlich vorgestellt,
mit denen die Transformationsparameter zur Umrechnung der Neigungswerte (n1, n2) in Neigungs-
korrektionen (∆Φ,∆Λ)n ermittelt werden ko¨nnen. Die nachfolgenden Darstellungen sind in engem
Zusammenhang mit den dort gegebenen Erla¨uterungen zu sehen. Die Korrektionsterme (∆Φ,∆Λ)n
∆Φn = nΦ = ΦZ − ΦD (4.80)
∆Λn = nΛ secΦD = ΛZ − ΛD
zur Umrechnung der Drehrichtung (Φ,Λ)D in die Zenitrichtung (Φ,Λ)Z unterscheiden sich von den
Neigungswerten (nΦ, nΛ) nur durch den Faktor secΦD. Hierdurch wird die Konvergenz der astro-
nomischen Meridiane beru¨cksichtigt. Zur Umrechnung der Neigungswerte (n1, n2) in astronomi-
sche Komponenten (nΦ, nΛ) ist das astronomische Azimut α notwendig, wodurch die Orientierung
des CCD-Sensors bzw. der Zenitkamera auf der jeweiligen Lotabweichungsstation beru¨cksichtigt
wird. Zudem wird der Orientierungsparameter β beno¨tigt, um die Verdrehung des CCD-Sensors
gegenu¨ber dem Koordinatensystem der Neigungssensoren zu beru¨cksichtigen. Wa¨hrend das Azi-
mut α im Zuge der jeweiligen astrometrischen Datenreduktion berechnet wird (Gleichung 4.68),
sind der Orientierungsparameter β und gegebenenfalls die weiteren Parameter m1,m2 und ε durch
za¨lestische Kalibrierung der Kamera zu bestimmen. Das Modell 1 ergibt sich als einfachster Trans-
formationsansatz:
nΦ = cos(α+ β)n1 − sin(α+ β)n2 (4.81)
nΛ = sin(α+ β)n1 + cos(α+ β)n2.
Durch Beru¨cksichtigung weiterer Modellparameter kann dieser Ansatz verfeinert werden. Als Er-
weiterung findet sich Modell 2, das zusa¨tzlich die Feinmaßsta¨bem1 undm2 beru¨cksichtigt, wodurch
der Maßstab der Neigungswerte an den des za¨lestischen Bezugssystems angepasst wird:
nΦ = cos(α+ β)n1m1 − sin(α+ β)n2m2 (4.82)
nΛ = sin(α+ β)n1m1 + cos(α+ β)n2m2.
Modell 3 beru¨cksichtigt die Scherung ε zwischen den Achsen der Neigungssensoren, jedoch keine
Feinmaßsta¨be:
nΦ = cos(α+ β)n1 − sin(α+ β)( n2sin ε −
n1
tan ε
) (4.83)
nΛ = sin(α+ β)n1 + cos(α+ β)(
n2
sin ε
− n1
tan ε
).
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Der umfassendste Transformationsansatz findet sich mit Modell 4. Hier werden sowohl die Fein-
maßsta¨be m1 und m2 als auch die Scherung ε beru¨cksichtigt:
nΦ = cos(α+ β)n1m1 − sin(α+ β)(n2m2sin ε −
n1m1
tan ε
) (4.84)
nΛ = sin(α+ β)n1m1 + cos(α+ β)(
n2m2
sin ε
− n1m1
tan ε
).
Die Wahl des Transformationsmodells kann getroffen werden, indem die Parameter m1,m2 und ε
auf Signifikanz u¨berpru¨ft werden. Zudem sollten auch die Residuen, die im Zuge der za¨lestischen
Kalibrierung fu¨r die unterschiedlichen Modellansa¨tze auftreten, als Kriterium mit einbezogen wer-
den. Fu¨r die Zenitkamera TZK2-D hat sich das umfassende Modell 4 als geeignet erwiesen, da hier
minimale Residuen nach Ausgleichung der Transformationsparameter auftreten. Letztlich ha¨ngt die
Wahl des Ansatzes davon ab, mit welcher a¨ußeren Genauigkeit die Maßsta¨be der Neigungssensoren
kalibriert und wie exakt die Neigungssensoren zueinander mechanisch ausgerichtet worden sind.
4.6.2 Azimutkorrektion
In Abschnitt 5.2 wird die Notwendigkeit gezeigt, die Azimutabha¨ngigkeit der Lotrichtungspara-
meter zu korrigieren. Mit dem dort vorgestellten Kalibrierverfahren ko¨nnen die Parameter r und
γ ermittelt werden, die den azimutabha¨ngigen Fehler beschreiben. Wa¨hrend der Parameter r als
Radius des radialsymmetrischen Azimutfehlers gedeutet werden kann, ist der Parameter γ als An-
fangsorientierung zu verstehen und dient – analog zum Winkeloffset β bei der Neigungskorrektion
– als Winkeloffset fu¨r das astronomische Azimut α. Es ergeben sich die Formelbeziehungen der
Azimutkorrektion:
∆Φa = r cos(α+ γ) (4.85)
∆Λa = r sin(α+ γ) secΦ.
4.6.3 Polbewegungskorrektion
Die um den Azimutfehler korrigierten Lotrichtungsparameter (Φ,Λ) geben die Orientierung der
lokalen Lotrichtung gegenu¨ber dem momentanen terrestrischen Bezugssystem ITRS an und sind
damit auf die Lage des momentanen Rotationspols CEP bezogen. Durch Beru¨cksichtigung der
Polkoordinaten xp, yp (Abschnitt 2.4) werden die Lotrichtungsparameter (Φ,Λ) auf den konven-
tionellen IERS Rotationspol IRP bezogen und damit vom Einfluss der Polbewegung befreit (z.B.
Torge 2003):
∆Φp = −(xp cosΛ− yp sinΛ) (4.86)
∆Λp = −(xp sinΛ + yp cosΛ) tanΦ.
Die Lotabweichungen (ξ, η) ergeben sich abschließend als Differenz der astronomischen Koordinaten
(Φ,Λ) und der ellipsoidischen Koordinaten (ϕ, λ) (aus der GPS-Auswertung) durch Anwendung von
Gleichung 1.2.
Kapitel 5
Kalibrierung
Unter der Kalibrierung des digitalen Zenitkamerasystems wird die Bestimmung der instrumentel-
len systematischen Einflu¨sse verstanden, deren Beru¨cksichtigung fu¨r die hochpra¨zise Lotrichtungs-
bestimmung notwendig ist. Die Kalibrierung la¨sst sich in folgende Teilbereiche untergliedern:
• Za¨lestische Kalibrierung der elektronischen Neigungssensoren,
• Azimutkalibrierung: Bestimmung des azimutabha¨ngigen instrumentellen Restfehlers und
• Verschlusskalibrierung: Bestimmung des zeitlichen Verhaltens des Kameraverschlusses.
Die sorgfa¨ltige Modellierung der Bezu¨ge zwischen den Sensoren und die Bestimmung instrumenteller
Restsystematiken ist zwingend notwendig, um die a¨ußere Genauigkeit des Messsystems weitgehend
an seine innere Genauigkeit heranzufu¨hren. Es ist zu beachten, dass die zu bestimmenden Kali-
brierparameter nicht notwendigerweise konstant sind, sondern sich beispielsweise in Abha¨ngigkeit
von Zeit und Temperatur vera¨ndern ko¨nnen.
5.1 Za¨lestische Kalibrierung
5.1.1 Einfu¨hrung
Durch die za¨lestische Kalibrierung des digitalen Zenitkamerasystems TZK2-D ist es mo¨glich, die
Orientierung des CCD-Koordinatensystems zum Koordinatensystem der Neigungssensoren in situ
mit hoher Genauigkeit zu bestimmen. Daru¨ber hinaus erlaubt die za¨lestische Kalibrierung die
Bestimmung der Maßstabsfaktoren der elektronischen Neigungssensoren sowie die Bestimmung der
Scherung zwischen deren Messachsen. Diese Modellparameter werden beno¨tigt, um die gemessenen
Neigungswerte (n1, n2) in Neigungswerte (nΦ, nΛ) umzurechnen, die sich am lokalen astronomischen
Koordinatensystem orientieren und zur Korrektion der Drehachsneigung geeignet sind.
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5.1.2 Grundprinzip
Da sich jegliche Variationen der Kameraneigung gegenu¨ber der Lotrichtung in vollem Umfang
sowohl auf die spha¨rischen Koordinaten der Drehrichtung (Φ,Λ)D als auch auf die Neigungswerte
(n1, n2) auswirken, kann eine Zenitkamera auch als doppelter Neigungssensor aufgefasst werden.
Die Summe aus der Drehrichtung (Φ,Λ)D und den Neigungskorrektionen (∆Φn,∆Λn) ist auf einem
Beobachtungspunkt stets konstant und ergibt die Zenitrichtung (Φ,Λ)Z :(
ΦD
ΛD
)
+
(
∆Φn
∆Λn
)
=
(
ΦZ
ΛZ
)
= const. (5.1)
Die Neigungskorrektionen (∆Φn,∆Λn) in Breiten- und La¨ngenrichtung sind zuna¨chst nicht bekannt.
Stattdessen liegen die Neigungskomponenten (n1, n2) vor, die im Sensorkoordinatensystem definiert
sind. Die Aufgabe der za¨lestischen Kalibrierung lautet, eine geeignete Transformationsvorschrift f(
∆Φn
∆Λn
)
=
(
nΦ
nΛ secΦZ
)
= f
(
n1
n2
)
(5.2)
bereitzustellen, mit der die gemessenen Neigungskomponenten (n1, n2) in Neigungskorrektionen
(nΦ, nΛ) umgewandelt werden ko¨nnen. Der Verju¨ngung (Konvergenz) der astronomischen Meridiane
wird bei der Umrechnung der Neigungswerte (nΦ, nΛ) in Neigungskorrektionen (∆Φn,∆Λn) mit
dem Faktor secΦD Rechnung getragen.
Die Transformationsparameter fu¨r die Umrechnung der gemessenen Neigungswerte (n1, n2) beru¨ck-
sichtigen die beiden Sensormaßsta¨be, die Scherung zwischen den Sensorachsen sowie eine Rotation
und sind demnach affiner Natur. Sie werden bestimmt, indem die Zenitdistanzen einiger unter-
schiedlicher Kameradrehrichtungen (Φ,Λ)D mit den gemessenen Neigungswerten (n1, n2) vergli-
chen werden, die auf die physikalische Lotrichtung und deshalb ebenfalls auf die Zenitrichtung
bezogen sind. Dieser Ansatz wird nun na¨her erla¨utert.
Abb. 5.1: Grundprinzip der za¨lestischen Kalibrierung. Im linken Teil der
Grafik ist die Drehachse der Kamera weitgehend in der Lotrichtung ein-
gerichtet. Im rechten Teil ist die Zenitkamera auf der gleichen Beobach-
tungsstation geringfu¨gig gegenu¨ber der Lotrichtung ausgelenkt. Die Aus-
lenkung zn bzw. zD zeigt sich unmittelbar in den gemessenen Neigungs-
werten (n1, n2), und in den Koordinaten der Drehrichtung (Φ,Λ)D.
Die Zenitdistanz z der Kameradrehrichtung la¨sst sich sowohl aus den astrometrisch bestimmten
Koordinaten (Φ,Λ)D als auch aus den Neigungswerten (n1, n2) ermitteln. Sofern die Zenitdistanz
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klein ist (< 500′′), ko¨nnen die Beziehungen der spha¨rischen Trigonometrie ohne Genauigkeitsverlust
durch ebene Formeln ersetzt werden. Es ergibt sich fu¨r die Zenitdistanz zD aus Koordinaten der
Drehrichtung und fu¨r die Zenitdistanz zn aus Neigungswerten:
zn =
√
n21 + n
2
2 (5.3) zD =
√
(ΦD − ΦZ)2 + (ΛD − ΛZ)2 cos2ΦZ (5.4)
Fu¨r eine zutreffende Korrektion der Zenitkameraneigung gegenu¨ber der Lotrichtung wird erwar-
tet, dass sich die Zenitdistanzen bzw. Strecken zn und zD bis auf zufa¨llige Messfehler mo¨glichst
nicht unterscheiden. Weichen die beiden Strecken dennoch systematisch voneinander ab, so kann
beispielsweise eine geringe Scherung zwischen den Achsen der beiden Neigungssensoren oder auch
ein systematischer Maßstabsunterschied zwischen den Neigungswerten und den astrometrisch be-
stimmten Drehrichtungen vorliegen.
Werden mehrere unterschiedliche Drehrichtungen (Φ,Λ)D ihren korrespondierenden Neigungswer-
ten (n1, n2) gegenu¨bergestellt, so wird es mo¨glich, auftretende Maßstabsunterschiede den beiden
Neigungssensoren eindeutig zuzuordnen, aber auch ihre Scherung ε als Maß fu¨r die gegenseitige
Orientierung zu ermitteln. Daru¨ber hinaus kann auch die Orientierung der Neigungssensoren ge-
genu¨ber dem za¨lestischen Bezugssystem ICRS parametrisiert und gescha¨tzt werden. Das za¨lestische
Bezugssystem ICRS, das durch die Sternpositionen (α, δ) und folglich auch durch die Koordina-
ten der Drehrichtung (Φ,Λ)D realisiert wird, dient also zur Bestimmung der Transformationsvor-
schrift f und damit zur za¨lestischen Kalibrierung der Neigungssensoren. Eine besondere Bedeutung
erlangt die za¨lestische Kalibrierung dadurch, dass sie die U¨bertragung des ICRS-Maßstabes auf die
Neigungssensoren gestattet. Das Grundprinzip des Kalibrierungsansatzes ist in Abb. 5.1 skizziert.
5.1.3 Praktische Durchfu¨hrung
Bei der Durchfu¨hrung der za¨lestischen Kalibrierung wird die Drehachse der Zenitkamera vor der
Messdatenakquisition durch Nutzung der Fußschrauben gezielt um einige 10 bis etwa 100 Bogense-
kunden aus der Lotrichtung ausgelenkt. Die Auslenkung wird u¨ber die Echtzeitdaten der Neigungs-
sensoren kontrolliert. Die systematische Auslenkung der Drehachse wird nacheinander in mehreren
unterschiedlichen Richtungen durchgefu¨hrt, um eine geometrisch stabile Konfiguration fu¨r die an-
schließende Ausgleichung der Neigungsdaten und Drehrichtungen zu erzielen. Eine bewa¨hrte An-
ordnung fu¨r die za¨lestische Kalibrierung wird in Abb. 5.2 gezeigt.
Abb. 5.2: Messanordnung zur za¨lestischen Kalibrierung. Die
Grafik zeigt das Koordinatensystem der Neigungssensoren
im Grundriss. Die dargestellten Punkte 1 bis 8 entspre-
chen der Stellung der Kameradrehachse (Φ,Λ)D gegenu¨ber
dem Zenitpunkt (Φ,Λ)Z , der sich mit den Neigungswerten
n1 = 0′′ und n2 = 0′′ ergibt. Nacheinander wird die Dreh-
achse aus der Lotrichtung ausgelenkt und fa¨llt in etwa mit
den Punkten 1 bis 8 zusammen. In jeder Drehachsstellung
werden einige Zenitaufnahmen akquiriert und die zugeho¨ri-
gen Neigungswerte aufgezeichnet.
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5.1.4 Koordinatensysteme und deren Verknu¨pfung
Definition der Koordinatensysteme
Fu¨r die Auswertung der za¨lestischen Kalibrierungsmessungen sind drei Koordinatensysteme rele-
vant, deren Definitionen und Realisierungen in Tab. 5.1 zusammengestellt sind und in Abb. 5.3
veranschaulicht werden. Von den beiden Neigungssensoren HRTM1 und HRTM2 wird das Sensor-
koordinatensystem (= Koordinatensystem der Neigungssensoren) gebildet, in dem die gemessenen
Neigungswerte (n1, n2) definiert sind. Die beiden Achsausrichtungen des Sensorkoordinatensystems
ergeben sich aus den Schwingrichtungen der beiden Pendel. Vereinfachend wird zuna¨chst die Or-
thogonalita¨t zwischen den Sensorachsen angenommen.
Das zweite relevante Koordinatensystem ist das CCD-Koordinatensystem, in dem die Bildkoordina-
ten (x,y) definiert sind. Das System wurde in Abschnitt 4.2.1.1 in Zusammenhang mit der digitalen
Bildverarbeitung beschrieben. Die Achsen des Bildkoordinatensystems ko¨nnen als orthogonal zu-
einander angenommen werden (vgl. Abschnitt 4.5.1.3).
Am Beobachtungsort der Zenitkamera ist das lokale astronomische Koordinatensystem (z.B. Tor-
ge 2003) definiert. Die z-Achse dieses dreidimensionalen Koordinatensystems fa¨llt mit der lokalen
Lotrichtung zusammen. Die x-Achse ist in der astronomischen Meridianebene des Beobachtungsor-
tes definiert; sie zeigt in die astronomische Nordrichtung und steht senkrecht zur Lotrichtung. Die
beiden Achsen werden von der y-Achse zu einem Linkssystem erga¨nzt.
In Richtung der x-Achse werden kleine Breitena¨nderungen gemessen. Kleine A¨nderungen der astro-
nomischen La¨nge werden in der y-Richtung abgetragen. Fu¨r Gestirne (α, δ) in der Na¨he des lokalen
Zenitpunkts gilt zudem: Die Deklination δ kann in x-Richtung abgetragen und die Rektaszension
α in Richtung der y-Achse gemessen werden. Das lokale astronomische Koordinatensystem wird
folglich durch die zenitnahen Gestirne (α, δ) realisiert; die Gestirnskoordinaten enthalten implizit
die Orientierung der x- und y-Achse des lokalen astronomischen Systems am Beobachtungsort.
Tab. 5.1: Koordinatensysteme fu¨r die za¨lestische Kalibrierung
Koordinatensystem Neigungssensoren CCD-Sensor Lokal astronomisch
Bezeichnung der x-Achse xLEV 1 xCCD xAST
Bezeichnung der y-Achse yLEV 2 yCCD yAST
Orientierung der x-Achse L1 = HRTM1 La¨ngsseite CCD astronomisch Nord
Orientierung der y-Achse L2 = HRTM2 Kurze Seite CCD astronomisch Ost
Realisierung des Systems durch gemessene Bildkoordinaten (Φ,Λ) und
Neigungswerte (x, y) (α, δ)
Bezeichnung der Neigungswerte (n1, n2) (nx, ny) (nΦ, nΛ)
Verknu¨pfung der Koordinatensysteme: Winkel α und β
Am Beobachtungsort wird die Zenitkamera und damit der CCD-Sensor in aller Regel gegenu¨ber dem
lokalen astronomischen Koordinatensystem azimutal verdreht sein. Das astronomische Azimut α
ist aus der astrometrischen Datenreduktion (Abschnitt 4.5.1.3) als Maß fu¨r die azimutale Orientie-
rung zwischen dem lokalen astronomischen Koordinatensystem und dem CCD-Koordinatensystem
bekannt. Per Konvention wird grundsa¨tzlich das astronomische Azimut aus Lage 1 verwendet.
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Abb. 5.3: Koordinatensysteme der za¨lestischen Kalibrierung. In der linken Grafik sind die verwendeten
Systeme in Zusammenhang mit dem CCD-Sensor und den Neigungssensoren dargestellt. Die rechte Grafik
zeigt die Drehrichtung der Kamera gegenu¨ber der Lotrichtung (Zenitpunkt). Je nach Koordinatensystem
variieren die zugeho¨rigen absoluten Neigungswerte.
Der Orientierungswinkel β beschreibt den Bezug zwischen dem Koordinatensystem der Neigungs-
sensoren und dem CCD-Koordinatensystem. Es ist offensichtlich, dass β von der horizontalen Aus-
richtung der CCD-Kamera gegenu¨ber dem Oberbau der Zenitkamera und damit gegenu¨ber der
Orientierung der Neigungssensoren abha¨ngt. Im Rahmen der za¨lestischen Kalibrierung wird der
Orientierungswinkel β als zu scha¨tzender Modellparameter eingefu¨hrt. In fru¨heren Darstellungen
u¨ber die Neigungsmessung auf photographischen Zenitkameras (z.B. Gessler 1975 sowie Chesi 1984)
wurde davon ausgegangen, dass die Photoplatte parallel zu den beiden Neigungssensoren ausge-
richtet ist und damit der hier eingefu¨hrte Winkel β in der Modellierung verschwindet. Von dieser
Annahme kann und soll im Fall der hochpra¨zisen Lotrichtungsbestimmung mit der digitalen Zenit-
kamera nicht ausgegangen werden:
• Zum einen ist eine genu¨gend genaue mechanische Ausrichtung der CCD-Kamera gegenu¨ber
den Neigungssensoren (z.B. 0◦ oder 90◦) nur a¨ußerst schwer zu realisieren, da die Orientierung
des CCD-Sensors bei der Befestigung der CCD-Kamera an der Fokussiereinheit nur schwer
zuga¨nglich und kontrollierbar ist.
• Zum anderen muss auch bei sorgfa¨ltiger mechanischer Ausrichtung der CCD-Kamera
grundsa¨tzlich mit einem kleinen Dejustierwinkel (= Winkel β) zwischen den Achsen des CCD-
Koordinatensystems und des Sensorkoordinatensystems gerechnet werden. Dieser wirkt sich
bei Nichtberu¨cksichtigung als Modellfehler bei der Umrechnung der Neigungskomponenten
(n1, n2) in (nΦ, nΛ) aus: Je nach Gro¨ße der Dejustierung (einige 0.1◦ bis wenige Grad) und
5.1. Za¨lestische Kalibrierung 113
Betrag der Neigungskomponenten (n1, n2) ko¨nnen die transformierten Neigungswerte (nΦ, nΛ)
um einige 0′′.1 und mehr verfa¨lscht werden.
In Abb. 5.3 wird die Definition der drei eingefu¨hrten Koordinatensysteme und deren gegenseiti-
ge Orientierung u¨ber die Winkel α und β schematisch verdeutlicht. In der grafischen Darstellung
wurde der Ursprung der drei Koordinatensysteme zur Vereinfachung in den Drehpunkt der Zenit-
kamera verschoben. Dies ist zula¨ssig, da die Neigungswerte in den einzelnen Systemen von dieser
Parallelverschiebung unbeeinflusst bleiben. Die beiden Winkel α und β werden in der lokalen Ho-
rizontalebene gemessen. Abb. 5.3 (rechts) zeigt eine typische Situation, die bei der Zenitkamera-
messung gewo¨hnlich auftritt: Die Drehachse (Φ,Λ)D ist gegenu¨ber dem Zenitpunkt (Φ,Λ)Z nach
dem Horizontiervorgang um wenige Bogensekunden ausgelenkt. Die Neigungskomponenten (n1, n2),
(nx, ny) und (nΦ, nΛ) beschreiben den Vektor zwischen dem Drehpunkt und dem Zenitpunkt. Jedes
der drei Wertepaare hat den gleichen Betrag und unterscheidet sich nur aufgrund des gewa¨hlten
Koordinatensystems. Unter Anwendung der Rotationsmatrizen R(α) und R(β)
R(α) =
(
cosα − sinα
sinα cosα
)
und R(β) =
(
cosβ − sinβ
sinβ cosβ
)
(5.5)
auf die Neigungswerte (n1, n2) und (nx, ny)
(
nΦ
nΛ
)
= R(α)
(
nx
ny
) (
nx
ny
)
= R(β)
(
n1
n2
)
(5.6)
ergibt sich durch Verkettung der beiden Rotationen (α+ β) die Transformationsformel
(
nΦ
nΛ
)
= R(α+ β)
(
n1
n2
)
(5.7)
fu¨r die Umrechnung der gemessenen Neigungskomponenten (n1, n2) in Komponenten (nΦ, nΛ), die
am lokalen astronomischen Koordinatensystem orientiert sind. Bei einem positiven Winkel wird
das zu Grunde liegende Koordinatensystem von der Rotationsmatrix R gegen den Uhrzeigersinn
gedreht. Die Koordinatenpaare (n1, n2), (nx, ny), (nΦ, nΛ) beschreiben demnach dieselbe absolute
Kameraneigung in unterschiedlichen Koordinatensystemen.
Scherung ε des Sensorkoordinatensystems
Auch bei einer sorgfa¨ltigen Montage und Ausrichtung der Neigungssensoren auf dem Oberbau
der Zenitkamera muss mit einer geringen Abweichung von der Orthogonalita¨t der beiden Sensor-
messrichtungen gerechnet werden. Die Orientierung der beiden Sensoren zueinander kann mit dem
Scherwinkel ε ausgedru¨ckt werden; bei orthogonaler Ausrichtung betra¨gt ε = 90◦. Fu¨r die rechne-
rische Beru¨cksichtigung der Scherung werden zwei Koordinatensysteme eingefu¨hrt (Abb. 5.4). Das
(n1, n2)-System wird durch die Neigungssensoren in ihrer tatsa¨chlichen Anordnung realisiert und
weist eine geringe Scherung auf. Die Achsen des (n∗1, n∗2)-Systems sind dagegen streng orthogonal
zueinander ausgerichtet.
Die beiden Koordinatensysteme werden so festgelegt, dass die n1-Achse und die n∗1-Achse iden-
tisch sind. Eine Transformationsvorschrift fu¨r die Umwandlung von Neigungswerten zwischen den
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Abb. 5.4: Orthogonales (n∗1, n
∗
2)- und geschertes (n1, n2)-
Koordinatensystem
Systemen la¨sst sich u¨ber einen Zwischenschritt folgendermaßen aufstellen: Gegeben seien (fiktive)
orthogonale Neigungswerte (n∗1, n∗2). Fu¨r die Umwandlung in gescherte Neigungswerte (n1, n2) fin-
det sich Gleichung 5.8 per definitionem und Gleichung 5.9 durch Rotation um den Scherwinkel ε:
n1 = n∗1 (5.8) n2 = n
∗
2 sin ε+ n
∗
1 cos ε. (5.9)
Fu¨r den umgekehrten Transformationsweg, der fu¨r die Praxis notwendig ist, findet sich durch Um-
stellung von Gleichung 5.8 und 5.9:
n∗1 = n1 (5.10) n
∗
2 =
n2
sin ε
− n1
tan ε
. (5.11)
Mit diesen Formelbeziehungen ko¨nnen die gescherten Neigungswerte (n1, n2) in orthogonale Werte
(n∗1, n∗2) u¨berfu¨hrt werden. Die beiden Terme aus Gleichung 5.11 lassen sich geometrisch wie folgt
interpretieren: Der gescherte Neigungssensor L2 registriert einen zu kleinen Anteil von n∗2 und einen
Anteil von n1. Mit dem ersten Term wird der eigentlich zu messende Neigungsanteil n∗2 berechnet;
der zweite Term eliminiert den gemessenen n1-Anteil vollsta¨ndig aus n∗2.
5.1.5 Ausgleichungsmodelle
Auf den bisherigen Darstellungen aufbauend lassen sich nun die Ausgleichungsmodelle fu¨r die
Bestimmung der Transformationsparameter aufstellen. Nach der Durchfu¨hrung und astrome-
trischen Prozessierung der za¨lestischen Kalibrierungsmessungen liegen n Beobachtungsreihen
(ΦD,ΛD, n1, n2, α)i mit i = 1 . . . n fu¨r die gemessenen Drehrichtungen vor, die im Beobachtungs-
vektor L zusammengefasst werden. Im einfachsten Fall werden die Zenitpunktkoordinaten(Φ,Λ)Z
und der Winkeloffset β als zu scha¨tzende Unbekannte eingefu¨hrt. Die Bedingungsgleichungen des
Ausgleichungsmodells finden sich durch Einsetzen der Gleichung 5.7 in die Gleichungen 5.1 und 5.2
und geeignete Umstellung (Modell 1):
Ψ(X,L) = ΦD − ΦZ + (cos(α+ β)n1 − sin(α+ β)n2) = 0 (5.12)
Ψ(X,L) = ΛD − ΛZ + (sin(α+ β)n1 + cos(α+ β)n2) secΦZ = 0
mit
XT = [ΦZ ,ΛZ , β] als Unbekanntenvektor und
LT = [(ΦD,ΛD, n1, n2, α)1 . . . (ΦD,ΛD, n1, n2, α)n] als Beobachtungsvektor.
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Die beiden Bedingungsgleichungen sind von den Unbekannten X und je einer Beobachtungsreihe
(ΦD,ΛD, n1, n2, α) zu erfu¨llen. Die Ausgleichung erfolgt mit dem Gauß-Helmert-Modell (z.B. Pelzer
1985). Der Na¨herungswert fu¨r den Winkel β kann auf etwa 10 Grad bei der Montage der Sensoren
abgescha¨tzt werden; Na¨herungswerte fu¨r den Zenitpunkt (Φ,Λ)Z ergeben sich durch Mittelung der
gemessenen Drehpunkte.
Beru¨cksichtung der Feinmaßsta¨be
Als Verfeinerung des Ausgleichungsansatzes ko¨nnen die Feinmaßsta¨be m1 und m2 als Unbekannte
in das funktionale Modell eingefu¨hrt werden. Hierdurch wird es mo¨glich, die Maßstabsfaktoren der
Neigungssensoren, die z.B. auf einem Libellenpru¨fer ermittelt wurden, an den Maßstab des za¨lesti-
schen Bezugssystems ICRS anzupassen, der durch die A¨quatorialkoordinaten der Sterne zuga¨nglich
ist. Es findet sich das Modell 2
Ψ(X,L) = ΦD − ΦZ + (cos(α+ β)n1m1 − sin(α+ β)n2m2) = 0 (5.13)
Ψ(X,L) = ΛD − ΛZ + (sin(α+ β)n1m1 + cos(α+ β)n2m2) secΦZ = 0
mit XT = [ΦZ ,ΛZ , β,m1,m2] als Unbekanntenvektor.
Beru¨cksichtung der Scherung
Durch U¨bernahme der Gleichungen 5.10 und 5.11 in das funktionale Modell ist es mo¨glich, den
Scherwinkel ε als Unbekannte einzufu¨hren und neben dem Winkeloffset β und den Zenitpunktko-
ordinaten (Φ,Λ)Z durch Ausgleichung zu scha¨tzen (Modell 3):
Ψ(X,L) = ΦD − ΦZ + (cos(α+ β)n1 − sin(α+ β)( n2sin ε −
n1
tan ε
)) = 0 (5.14)
Ψ(X,L) = ΛD − ΛZ + (sin(α+ β)n1 + cos(α+ β)( n2sin ε −
n1
tan ε
)) secΦZ = 0
mit XT = [ΦZ ,ΛZ , β, ε] als Unbekanntenvektor.
Beru¨cksichtung der Feinmaßsta¨be und der Scherung
Das umfassendste Ausgleichungsmodell ergibt sich, wenn die Feinmaßsta¨be m1 und m2 und die
Scherung ε als zusa¨tzliche Parameter beru¨cksichtigt werden (Modell 4):
Ψ(X,L) = ΦD − ΦZ + (cos(α+ β)n1m1 − sin(α+ β)(n2m2sin ε −
n1m1
tan ε
)) = 0 (5.15)
Ψ(X,L) = ΛD − ΛZ + (sin(α+ β)n1m1 + cos(α+ β)(n2m2sin ε −
n1m1
tan ε
)) secΦZ = 0
mit XT = [ΦZ ,ΛZ ,m1,m2, β, ε] als Unbekanntenvektor.
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Rolle der Atmospha¨re
Insbesondere fu¨r die pra¨zise Bestimmung der Feinmaßsta¨be m1 und m2 ist es notwendig, den
Einfluss der radialsymmetrischen Refraktion auf die Ausgleichungsergebnisse zu diskutieren. In
Abschnitt 6.2.3.1 wird die Auswirkung der radialsymmetrischen Refraktion auf die Sternpositionen
ero¨rtert. Auch die Koordinaten (Φ,Λ)D einer aus der Zenitrichtung ausgelenkten Drehachse sind
von der radialsymmetrischen Refraktion betroffen; sie werden nach Gleichung 6.3 bei einer typischen
Zenitdistanz von 100′′ um etwa 0′′.03 in Richtung Zenit angehoben. Da die Feinmaßsta¨be von der
Refraktion nur um etwa 0.03% verfa¨lscht werden, ist es nicht notwendig, die Refraktion rechnerisch
zu beru¨cksichtigen.
5.1.6 Resultate
Die Methode der za¨lestischen Kalibrierung wurde in umfangreichen Testmessungen mit dem digi-
talen Zenitkamerasystem TZK2-D erprobt. Exemplarisch werden die Ergebnisse einiger wiederholt
durchgefu¨hrter Kalibrierungen vorgestellt. Tab. 5.2 zeigt die vier Kalibrierparameter, die in meh-
reren Wiederholungen an unterschiedlichen Abenden mit dem umfassenden Modell 4 bestimmt
wurden. Zusa¨tzlich sind die Mittelwerte und empirischen Standardabweichungen fu¨r die Kalibrier-
parameter angegeben. Es zeigt sich, dass alle Parameter signifikant bestimmt werden ko¨nnen. Bei
der Betrachtung der Maßsta¨be m1, m2 fa¨llt auf, dass sich beide Maßsta¨be signifikant von 1.0000
unterscheiden. Die Neigungssensoren wurden vor der za¨lestischen Kalibrierung auf einem Freiber-
ger Libellenpru¨fer kalibriert. Es zeigt sich, dass der dort bestimmte Maßstab um etwa 1.6% von
dem za¨lestisch bestimmten Maßstab abweicht. Die relative Maßstabsgenauigkeit der za¨lestischen
Methode liegt bei 0.15%. Der Orientierungswinkel β kann mit einer hohen Genauigkeit von etwa
0.02◦ ermittelt werden. Die Scherung ε weist eine Genauigkeit von etwa 0.04◦ auf und ist signifikant.
Die Messachsen der beiden Neigungssensoren sind um u¨ber 0.6◦ geschert. Eine Abha¨ngigkeit der
Parameter von a¨ußeren Einflu¨ssen (z.B. Temperatur) ist nicht erkennbar.
Tab. 5.2: Ergebnisse der za¨lestischen Kalibrierung. Die Anzahl der Beobachtungen bezeichnet die Anzahl
der genutzten Beobachtungstupel (ΦD,ΛD, n1, n2, α)i fu¨r die Bestimmung der Unbekannten. Die Kalibrie-
rungsmessungen wurden in insgesamt 8 Richtungen durchgefu¨hrt (vgl. Abb. 5.2).
Nummer Datum Anz. Beob. m1 [-] m2 [-] β [◦] ε [◦]
1 20040317 76 0.9839 0.9830 329.256 89.404
2 20040317 72 0.9856 0.9837 329.289 89.426
3 20040317 53 0.9869 0.9842 329.230 89.360
4 20040323 44 0.9834 0.9806 329.221 89.310
5 20040323 48 0.9852 0.9815 329.234 89.317
6 20040323 49 0.9827 0.9810 329.236 89.364
7 20040325 75 0.9838 0.9832 329.233 89.397
Mittelwert - - 0.9845 0.9825 329.243 89.368
Standardabw. - - 0.0015 0.0014 0.023 0.044
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5.1.7 Diskussion
Die vorgestellte Methode der za¨lestischen Kalibrierung ist ein hochpra¨zises Verfahren, das die um-
fassende Kalibrierung der Neigungssensorik gestattet. Das Verfahren kann innerhalb einer kurzen
Beobachtungsdauer von etwa 30 Minuten in der Praxis durchgefu¨hrt werden. Eine Besonderheit des
Verfahrens ist die in-situ-Bestimmung der Maßsta¨be der Neigungssensoren. Diese werden durch An-
passung an den ICRS-Maßstab bestimmt, der u¨ber die Sternkataloge Tycho-2 und UCAC zuga¨nglich
ist. Letztlich ist der ICRS-Maßstab fu¨r die zutreffende Neigungskorrektion relevant und nicht ein
hiervon eventuell abweichender Maßstab, der durch einen externen Libellenpru¨fer realisiert und auf
die Sensoren u¨bertragen wird.
Fu¨r die za¨lestische Maßstabsbestimmung in der vorgestellten geometrischen Konfiguration wird
implizit vorausgesetzt, dass die Neigungssensoren u¨ber den Messbereich linear arbeiten. Diese An-
nahme ist zula¨ssig, wie in Hirt und Kahlmann (2004) gezeigt werden konnte. Neben der hohen
Pra¨zision fu¨r die Kalibrierparameter ist mit der za¨lestischen Kalibrierung ein weiterer Vorteil ver-
bunden: Eine regelma¨ßige U¨berpru¨fung der Sensormaßsta¨be mit Hilfe einer Laboreinrichtung (z.B.
Freiberger Libellenpru¨fer oder interferometrischer Neigungsmesstisch) ist im Gegensatz zu fru¨heren
Arbeiten nun nicht mehr notwendig. Hierdurch entfa¨llt ein erheblicher zusa¨tzlicher Aufwand.
Sofern die Sensorik (CCD oder Neigungssensoren) einmal vom Oberbau der Zenitkamera entfernt
und wieder montiert wird, ist eine za¨lestische Kalibrierung der Zenitkamera vor deren Nutzung zur
Lotabweichungsbestimmung notwendig. Um eine Kontrolle u¨ber die Kalibrierparameter zu erhal-
ten, sollte die za¨lestische Kalibrierung – auch bei mechanisch unvera¨nderter Sensoranordnung –
gelegentlich wiederholt werden.
5.2 Azimutkalibrierung
5.2.1 Einfu¨hrung
Die mit dem digitalen Zenitkamerasystem TZK2-D bestimmten Lotrichtungsparameter (Φ,Λ) sind
von der (zufa¨lligen) azimutalen Ausrichtung der Kamera und damit vom astronomischen Azimut α
abha¨ngig. Wird die Kamera in unterschiedlichen azimutalen Ausrichtungen aufgebaut, so liegen
die Lotrichtungsparameter (Φ,Λ) der einzelnen Ausrichtungen auf einem Kreis, dessen Mittel-
punktskoordinaten (Φ,Λ)M die unverfa¨lschte Lotrichtung angeben. Der Azimutfehler hat demnach
radialsymmetrischen Charakter. Die Azimutkalibrierung umfasst die Lotrichtungsbestimmung in
unterschiedlichen Azimuten, um geeignete Kalibrierparameter fu¨r die rechnerische Korrektion des
Azimutfehlers bereitzustellen.
Fu¨r die fru¨here photographische Zenitkamera TZK2 konnte bereits kurz nach ihrer Erprobung die
Azimutabha¨ngigkeit der Lotrichtungsparameter (Φ,Λ) beobachtet werden (SFB149 1981, 1983).
Mo¨gliche Ursachen hierfu¨r werden in der Arbeit von Wildermann (1988) diskutiert. Als Grund fu¨r
die Azimutabha¨ngigkeit wird die Nichtparallelita¨t (Dejustierung) von optischer Achse und Dreh-
achse angefu¨hrt. Nach Wildermann beschreibt die optische Achse je nach azimutaler Kameraaus-
richtung einen Kreis um die Drehachse und fu¨hrt – als maßgebliche Achse fu¨r die astrometrische
Auswertung – zu Lotrichtungsparametern, die radialsymmetrisch verfa¨lscht werden.
Die von Wildermann (1988) dargestellten U¨berlegungen sollen hier aufgegriffen und anhand der
Messung in zwei Lagen diskutiert werden: Grundsa¨tzlich ist davon auszugehen, dass das Objektiv
und damit die optische Achse nicht exakt parallel zur Drehachse montiert ist. Eine Einrichtung
fu¨r die Justierung der optischen Achse des Mirotar-Objektivs bezu¨glich der Drehachse ist nicht
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verfu¨gbar. Aufgrund der Nichtparallelita¨t schließen die beiden Achsen einen kleinen Dejustierwin-
kel τ ein. Bei der azimutalen Drehung des Zenitkameraoberbaus um 180◦ zwischen der Lage 1
und 2 rollt die optische Achse auf einem Kegelmantel um die Drehachse; der halbe O¨ffnungswinkel
des Kegels entspricht dem Dejustierwinkel τ zwischen den beiden Achsen. Nach azimutaler Dre-
hung um 180 Grad befindet sich die optische Achse in Lage 2 und liegt diametral gegenu¨ber der
optischen Achse in Lage 1. Es liegen also punktsymmetrische Verha¨ltnisse vor. Demnach mu¨sste
der Einfluss der Dejustierung der optischen Achse auf die Lotrichtungsbestimmung im Rahmen
der Drehachsberechnung (Mittelbildung von beiden Lagen, vgl. Darstellung in Abschnitt 4.5.2) eli-
miniert werden. Eine Azimutabha¨ngigkeit der Lotrichtungsparameter aufgrund der Dejustierung
der optischen Achse gegenu¨ber der Drehachse du¨rfte folglich nicht auftreten. In der Praxis jedoch
zeigt sich – entgegen diesen U¨berlegungen – die Azimutabha¨ngigkeit der Lotrichtungsparameter
anhand aller bislang durchgefu¨hrten Messungen. Eine Mo¨glichkeit zur Auflo¨sung dieses Widerspru-
ches zwischen der dargestellten Modellbildung und des in der Praxis auftretenden Azimutfehlers
ist gegenwa¨rtig nicht bekannt.
Fu¨r die hochgenaue Lotrichtungsbestimmung in der Praxis ist die zutreffende messtechnische
Beru¨cksichtigung des Azimutfehlers maßgeblich. Das Augenmerk wird deshalb nachfolgend auf die
empirische Bestimmung des Azimutfehlers im Rahmen der Azimutkalibrierung gelegt, so dass der
Einfluss des Azimutfehlers auf die Lotrichtungsparameter im Auswerteprozess rechnerisch korrigiert
werden kann.
5.2.2 Praktische Durchfu¨hrung
Die Azimutkalibrierung wird in der Praxis durchgefu¨hrt, indem der Unterbau der Kamera in meh-
reren Azimuten nacheinander ausgerichtet wird (Abb. 5.5). Nach jeder azimutalen Ausrichtung ist
vor der Messdatenerfassung eine Nachhorizontierung no¨tig. Zur Kalibrierung ist es nicht notwendig,
die Kamera in einem bestimmten Azimut auszurichten. Die unterschiedlichen azimutalen Ausrich-
tungen der Kamera jedoch sollten mo¨glichst gleichma¨ßig u¨ber einen Kreis verteilt sein, um eine
geometrisch stabile Konfiguration fu¨r die Ausgleichung der Kalibrierparameter zu erzeugen. Eine
Minimalkonfiguration zur Bestimmung des Azimutfehlers ist die Ausrichtung in zwei unterschied-
lichen Azimuten. Eine typische, geometrisch deutlich u¨berbestimmte Messanordnung ist gegeben,
wenn die Ausrichtung der Kamera in 3 oder 4 unterschiedlichen Azimuten erfolgt. Es treten in diesen
Fa¨llen Azimutdifferenzen von 120◦ bzw. 90◦ zwischen je zwei aufeinanderfolgenden Ausrichtungen
auf.
Abb. 5.5: Messanordnung zur Azimutkalibrierung. Die bei-
den azimutalen Ausrichtungen unterscheiden sich durch Dre-
hung des Kameraunterbaus um 120◦.
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5.2.3 Ausgleichungsmodell
Nach der Prozessierung der Kalibrierungsmessungen stehen die Lotrichtungsparameter (Φ,Λ)i und
die zugeho¨rigen astronomischen Azimute αi (per Konvention aus Lage 1) fu¨r i = 1 . . . n Wieder-
holungsmessungen als Beobachtungen zur Verfu¨gung. Die Beobachtungen liegen offensichtlich auf
einem Kreis (vgl. Abb. 5.8), der u¨ber 4 Parameter geometrisch eindeutig festgelegt werden kann:
Die Koordinaten (Φ,Λ)M geben den Mittelpunkt an, r ist der Radius und der Winkel γ beschreibt
die Anfangsorientierung und ist von der Befestigung des CCD-Sensors gegenu¨ber dem Objektiv
abha¨ngig. Der geometrische Zusammenhang wird in Abb. 5.6 verdeutlicht.
Abb. 5.6: Geometrische Darstellung der
Azimutkorrekturen r und γ. Die Gra-
fik zeigt zwei Zenitkameraaufstellungen,
die im Rahmen einer Azimutkalibrie-
rung durchgefu¨hrt worden sind. Die Auf-
stellungen unterscheiden sich durch eine
Azimutdifferenz von etwa 120 Grad. Die
Kalibrierparameter r und γ sind bei bei-
den Zenitkameraaufstellungen gleich. Zu
den verwendeten Koordinatensystemen
siehe Erla¨uterungen in Abschnitt 5.1.4.
Im Gegensatz zu fru¨heren Darstellungen zur Azimutkalibrierung (Wirth und Marti 1986, Wilder-
mann 1988) wird in dieser Arbeit nicht mit kartesischen Azimutkorrekturfaktoren, sondern mit
polaren Korrekturelementen r und γ gearbeitet. Die Gro¨ßen r und γ sind als Kreisradius und
Winkeloffset geometrisch besser zu deuten. Letzterer ist in Analogie zum Winkeloffset β aus der
za¨lestischen Kalibrierung zu sehen. Das funktionale Modell fu¨r die Bestimmung der Kalibrierpara-
meter r, γ kann aus Abb. 5.6 abgeleitet werden und lautet:
Ψ(X,L) = Φ− ΦM + r cos(α+ γ) = 0 (5.16)
Ψ(X,L) = Λ− ΛM + r sin(α+ γ) secΦ = 0
mit
XT = [ΦM ,ΛM , r, γ] als Unbekanntenvektor und
LT = [(Φ,Λ, α)1 . . . (Φ,Λ, α)n] als Beobachtungsvektor.
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Die beiden Bedingungsgleichungen sind von den Unbekannten X und je einer Beobachtungsreihe
(Φ,Λ, α)i zu erfu¨llen. Die Ausgleichung erfolgt mit dem Gauß-Helmert-Modell. Na¨herungswerte fu¨r
die vier Unbekannten ko¨nnen aus der grafischen Darstellung der Beobachtungen leicht ermittelt
werden.
5.2.4 Resultate
Die Azimutkalibrierung des digitalen Zenitkamerasystems wurde – wie dargestellt – auf jeder der
bislang gemessenen Lotabweichungsstationen in (teilweise) unterschiedlichen geometrischen Kon-
figurationen durchgefu¨hrt. Abb. 5.7 zeigt den zeitlichen Verlauf der Kalibrierparameter r und γ
fu¨r u¨ber 40 Lotabweichungsstationen. Zwischen je zwei aufeinanderfolgenden Stationen wurde das
Zenitkamerasystem transportiert und infolgedessen mechanischen Beanspruchungen (Erschu¨tte-
rungen und Temperatura¨nderungen) ausgesetzt. Einige der Kalibrierungsmessungen werden in
Abb. 5.8 (c) und (d) detailliert gezeigt. Auf Grundlage der durchgefu¨hrten Kalibrierungsmessun-
gen la¨sst sich als entscheidende Erkenntnis festhalten, dass die Kalibrierparameter r und γ keine
instrumentellen Konstanten sind, sondern erheblichen Variationen unterliegen ko¨nnen. Dieses Er-
gebnis u¨berrascht, denn es unterscheidet sich von den Erkenntnissen aus fru¨heren Untersuchungen
der photographischen Zenitkameras TZK2 und TZK3 (Wildermann 1988, Wirth und Marti 1986).
Abb. 5.7: Zeitlicher Verlauf der Azimutkalibrierparameter r und γ u¨ber einen Zeitraum von etwa 3.5 Wochen
fu¨r alle Lotabweichungsstationen, die im Rahmen des CHGeo2003-Projektes (Abschnitt 7.2) bestimmt wur-
den. Auf jeder Lotabweichungsstation wurde die Azimutkalibrierung in 3 bis 4 Ausrichtungen durchgefu¨hrt.
Der Kreisradius r variiert in einem Bereich von etwa 2′′.2 bis 3′′.2. Diese Variationen entsprechen jedoch nicht
der Unsicherheit, mit der der Radius r auf den einzelnen Stationen bestimmt werden kann (etwa 0′′.05). Im
unteren Teil der Grafik ist der Verlauf von γ mit den jeweiligen CHGeo2003-Punktnummern dargestellt (vgl.
Tab. A.4).
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Abb. 5.8: Azimutkalibrierungsmessungen auf unterschiedlichen Stationen. Dargestellt sind die unkorrigierten
Lotrichtungsparameter (Φ,Λ). Abb. (a) zeigt eine sehr aufwa¨ndige Kalibrierung, die in 36 unterschiedlichen
azimutalen Ausrichtungen durchgefu¨hrt wurde. Die Einzello¨sungen bilden einen Kreis mit einem Radius
von etwa 2′′. In Abb. (b) ist eine Azimutkalibrierung dargestellt, die in 6 unterschiedlichen Richtungen mit
einem Inkrement von 60◦ ausgefu¨hrt wurde. In der Gro¨ße der einzelnen Cluster zeigt sich die Streuung der
Lotrichtungsparameter. Es ist zu beachten, dass sich der Radius innerhalb von 3 Tagen um 0′′.6 vera¨ndert hat.
Weitere Azimutkalibrierungen, die in der Schweiz und in Liechtenstein durchgefu¨hrt worden sind, ko¨nnen
den Abb. (c) und (d) entnommen werden. Die Azimutdifferenz zwischen je zwei Ausrichtungen betra¨gt 90◦.
Die vier gemessenen Richtungen auf der Grossen Scheidegg liegen offensichtlich auf einem Kreis. Abb. (d)
zeigt eine eher seltene Ausnahme: Auf ein und derselben Station vera¨ndern sich die Kalibrierparameter r
und γ geringfu¨gig wa¨hrend der Messung (vgl. Markierung).
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Als mo¨gliche Ursachen fu¨r die hohe Variabilita¨t der Kalibrierparameter r und γ kommen beispiels-
weise in Betracht:
• Instrumententransport und mechanische Beanspruchungen,
• Temperatureffekte oder kleine Verspannungen im Kamerako¨rper,
• Vera¨nderung der CCD-Orientierung zur optischen Achse durch Umfokussierung,
• das Mirotar-Objektiv,
• die Fokussiereinheit, ... .
Bislang wurden umfangreiche Testmessungen durchgefu¨hrt mit der Zielsetzung, die mo¨glichen Ur-
sachen fu¨r die Variabilita¨t einzugrenzen. Eine eindeutige Identifizierung ist (bisher) jedoch nicht
gelungen. Es ist allerdings auffallend, dass die gro¨ßten A¨nderungen der Kalibrierparameter zwischen
aufeinanderfolgenden Na¨chten und nach erfolgtem Instrumententransport zwischen unterschiedli-
chen Lotabweichungsstationen stattfinden. Bei kurzen Messzeitra¨umen (etwa 30 min) sind die Kali-
brierparameter auf den jeweiligen Stationen jedoch innerhalb der Messgenauigkeit erfahrungsgema¨ß
weitgehend konstant.
Wird eine Station u¨ber einen la¨ngeren Zeitraum besetzt – beispielsweise fu¨r Dauerbeobachtungen –
so variieren die Kalibrierparameter im Laufe der Nacht geringfu¨gig (vgl. Tab. 5.3). Die Vermutung
liegt daher nahe, dass kleinste mechanische Vera¨nderungen im Zenitkamerasystem, beispielsweise
bedingt durch Temperatura¨nderungen oder Transport, wesentlich zur Vera¨nderung der Parameter
beitragen. Nur in wenigen Fa¨llen konnte bislang auf einer Lotabweichungsstation bei einem Mess-
zeitraum von etwa 60 min eine A¨nderung der Kalibrierparameter beobachtet werden (Abb. 5.8 d).
Tab. 5.3: Azimutkalibrierparameter r und γ fu¨r die Station Hamburg. Neben den Kalibrierparametern sind
auch deren Genauigkeiten auf Grundlage der Ausgleichungsergebnisse verzeichnet. Das Instrument befand
sich wa¨hrend des gesamten Beobachtungszeitraumes auf der gleichen Station.
Projektnummer Anzahl Radius r σr Winkel γ σγ
Messungen [′′] [′′] [◦] [◦]
20031209 2000 117 2.04 0.04 297.03 0.50
20031209 3000 120 2.37 0.02 299.53 0.56
20031209 4000 80 2.16 0.04 297.51 0.82
20031209 5000 117 2.33 0.03 296.27 0.62
20031209 6000 110 2.18 0.04 300.12 0.57
5.2.5 Diskussion
Die dargestellten Untersuchungsergebnisse zeigen deutlich, dass die Kalibrierparameter r und γ kei-
ne instrumentellen Konstanten sind, wie es in fru¨heren Untersuchungen fu¨r die photographischen
Zenitkameras TZK2 (Wildermann 1988, 2004) und TZK3 (Wirth und Marti 1986) abgeleitet werden
konnte. Es ist nicht auszuschließen, dass bereits die Kalibrierparameter bei den photographischen
Zenitkameras variabel waren. Wa¨hrend fru¨her eine etwaig vorhandene Variabilita¨t der Kalibrierpa-
rameter aufgrund der Messunsicherheit der photographischen Kameras (vgl. Abschnitt 3.5) mo¨gli-
cherweise nicht aufgedeckt werden konnte, sind A¨nderungen der Kalibrierparameter bei digitalen
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Zenitkameramessungen aufgrund der hohen instrumentellen Genauigkeit deutlich nachweisbar und
nicht vernachla¨ssigbar.
Die zeitlichen Vera¨nderungen der Kalibrierparameter erschweren eindeutig die hochpra¨zise und
wirtschaftliche Lotrichtungsbestimmung. Ursachen fu¨r die Variabilita¨t der Kalibrierparameter
ko¨nnen bislang nur vermutet, jedoch nicht eindeutig identifiziert werden. Eine mo¨gliche nume-
rische Modellierung (z.B. in Abha¨ngigkeit der Temperatur) oder auch die Einleitung konstruktiver
A¨nderungen scheiden deshalb gegenwa¨rtig aus. In der Praxis ist es daher angebracht, die Kalibrier-
parameter auf jeder Lotabweichungsstation in situ durch Anwendung des vorgestellten Kalibrier-
verfahrens zu ermitteln. Eine nur gelegentliche Bestimmung der Kalibrierparameter ist in Hinblick
auf das angestrebte Genauigkeitsniveau von 0′′.1 fu¨r die Lotabweichungen nicht in Erwa¨gung zu
ziehen.
Auf der einen Seite ist mit der in-situ-Kalibrierung auf jeder Lotabweichungsstation gegenwa¨rtig
ein vergro¨ßerter Messaufwand und damit eine suboptimale Wirtschaftlichkeit verbunden. Auf der
anderen Seite ist diese Vorgehensweise die einzige Mo¨glichkeit, den Anteil des Azimutfehlers am
Fehlerbudget der Lotrichtungsbestimmung so gering zu halten, dass das hohe Genauigkeitsniveau
von 0′′.1 instrumentenseitig erreicht werden kann. Bei kurzen Beobachtungszeiten von etwa 30 min
ist aufgrund bisheriger Erfahrungen anzunehmen, dass sich die Kalibrierparameter auf einer Station
weitgehend konstant verhalten.
Zuku¨nftige Forschungsbemu¨hungen sollten die Zielsetzung verfolgen, die Ursachen fu¨r die Varia-
bilita¨t der Azimutkorrekturen zu identifizieren und geeignete Gegenmaßnahmen einzuleiten. So-
fern die Variabilita¨t durch mechanische Gegenmaßnahmen reduziert oder sogar numerisch mo-
delliert werden kann, ko¨nnte es mo¨glich werden, die Azimutkalibrierung nur noch gelegentlich
durchzufu¨hren und dadurch die Beobachtungszeiten auf den einzelnen Lotabweichungsstationen
zu reduzieren.
5.3 Verschlusskalibrierung
5.3.1 Einfu¨hrung
Die exakte Kenntnis des Verschlussverhaltens ist fu¨r die hochgenaue Bestimmung der Belichtungs-
zeitpunkte notwendig. Der Verschluss der CCD-Kamera zeigt Verzo¨gerungen, die beim O¨ffnen und
Schließen mit unterschiedlichem Betrag auftreten und in Abha¨ngigkeit von der Temperatur variieren
ko¨nnen. Die Verschlusskalibrierung umfasst die Bestimmung und Modellierung der Verschlussfunk-
tion unter der Vorgabe, den Belichtungszeitpunkt mit einer a¨ußeren Genauigkeit von 1 Millisekunde
zu ermitteln. Durch zutreffende Beru¨cksichtigung des Verschlussverhaltens kann die a¨ußere Genau-
igkeit der astronomischen La¨nge Λ an die der astronomischen Breite Φ herangefu¨hrt werden.
In der CCD-Kamera KX2E wird ein elektronischer Verschluss der Fa. Melles Griot vom Typ Ul-
trathin UTS 203 verwendet (MellesGriot 2004). Dieser ist in kurzer Distanz zum CCD-Sensor
im Kamerageha¨use montiert und vollelektronisch steuerbar. Der elektronische Verschluss besitzt
fu¨nf Bla¨tter und hat eine maximale O¨ffnung von etwa 35 mm (Abb. 5.11). Die Lage der Bla¨tter
zum CCD-Sensor ist in Abb. 5.9 schematisch angedeutet. Das Verschlussverhalten wird durch die
CCD-Steuerkarte mittels eines logischen TTL-Signals kontrolliert, das bei Feldmessungen in den
GPS-Empfa¨nger geleitet wird (Abschnitt 3.1.6 und Abb. 3.16). Im Rahmen der Verschlussuntersu-
chung wird das TTL-Signal der CCD-Steuerkarte als Referenzsignal genutzt.
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5.3.2 Verschlussfunktion
Zu einem bestimmten Zeitpunkt u¨bermittelt die Steuerkarte ein TTL-Signal synchron an den Ka-
meraverschluss und an den GPS-Empfa¨nger, der das Eintreffen des Signals zum Zeitpunkt tGPST
auf der GPS-Zeitskala GPST festha¨lt. Zum Zeitpunkt tGPST ist der Verschluss jedoch noch ge-
schlossen und o¨ffnet mit einer kleinen Verzo¨gerung zum Zeitpunkt t1 (vgl. Abb. 5.9). Zu diesem
Zeitpunkt fa¨llt erstmals Licht auf den mittleren Bereich des CCD-Sensors. Die Bla¨tter des Ver-
schlusses bewegen sich nach außen und legen die Fla¨che des gesamten CCD-Sensors zum Zeitpunkt
t2 zur Belichtung frei. Der Zeitpunkt der vollsta¨ndigen Verschlusso¨ffnung ist fu¨r die Modellierung
der Verschlussfunktion nicht relevant und wird nicht weiter betrachtet.
Als Integrationszeit wird ein Zeitintervall ∆t (z.B. 0.4 s) gewa¨hlt. Zum Zeitpunkt tGPST +∆t fa¨llt
das TTL-Signal ab und veranlasst die Schließung des Verschlusses. Dieser reagiert wiederum mit
einer gewissen Verzo¨gerung und bedeckt zum Zeitpunkt t3 erstmals wieder die a¨ußeren Bereiche
des CCD-Sensors. Zum Zeitpunkt t4 hat sich dann der Verschluss vollsta¨ndig geschlossen womit
der Belichtungsvorgang beendet ist. Beno¨tigt der Verschluss gleiche Zeitintervalle t2− t1 und t4− t3
zum O¨ffnen und Schließen, so liegt ein symmetrisches Verhalten vor. Gewo¨hnlich unterscheiden sich
die beiden Flanken geringfu¨gig. Der Verschluss weist dann ein asymmetrisches Verhalten auf.
Abb. 5.9: Verschlussfunktion. Die Grafik zeigt den Verschluss u¨ber dem CCD-Sensor im Kontext mit der
Verschlussfunktion. Zum Vergleich ist das TTL-Signal visualisiert, das die Belichtungsprozedur steuert. Es
zeigt sich deutlich der zu bestimmende Unterschied δt zwischen den nominellen und effektiven Belichtungs-
zeitpunkten tnom und teff .
Die vier Zeitpunkte t1 bis t4 beschreiben die Verschlussfunktion vollsta¨ndig und werden nachfol-
gend per Konvention auf den Belichtungszeitpunkt tGPST bezogen. Der nominelle Belichtungszeit-
punkt tnom kann sehr einfach durch Transformation der registrierten Belichtungszeit tGPST und
der gewa¨hlten Belichtungsdauer ∆t auf die Mitte des Belichtungsintervalls ermittelt werden:
tnom = tGPST +
∆t
2
. (5.17)
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Der effektive, d.h. tatsa¨chlich zutreffende Belichtungszeitpunkt teff weicht aufgrund des skizzierten
Verschlussverhaltens von dem nominellen Belichtungszeitpunkt tnom ab. Bei der Annahme eines
symmetrischen Verschlussverhaltens ergibt sich der effektive Belichtungszeitpunkt teff offensichtlich
als Schwerpunkt der Zeitpunkte t1 und t4 zu:
teff = tGPST +
t1 + t4
2
. (5.18)
Bei einem asymmetrischen Verschlussverhalten kann gezeigt werden, dass der effektive Belichtungs-
zeitpunkt teff als Schwerpunkt der vier Verschlusszeitpunkte plausibel berechnet werden kann:
teff = tGPST +
t1 + t2 + t3 + t4
4
. (5.19)
Fu¨r den vorliegenden Verschluss ist die Differenz (Verzo¨gerung) zwischen den nominellen und effek-
tiven Belichtungszeitpunkten δt = teff − tnom unabha¨ngig von der gewa¨hlten Belichtungsdauer ∆t.
Deshalb ist es mo¨glich, den effektiven Belichtungszeitpunkt praktisch durch Verknu¨pfung der Glei-
chungen 5.17 und 5.19 folgendermaßen zu berechnen:
teff = tGPST +
∆t
2
+ δt. (5.20)
Der Korrektionsterm δt nimmt alle auftretenden Verzo¨gerungen des Verschlusses auf und wird im
Rahmen der Verschlusskalibrierung durch experimentelle Bestimmung der vier Zeitpunkte t1 bis t4
ermittelt. Gleichung 5.20 wird fu¨r die hochgenaue Berechnung der effektiven Belichtungszeitpunkte
unter Beru¨cksichtigung des Verschlussverhaltens angewendet.
5.3.3 Praktische Durchfu¨hrung
Fu¨r das hier vorgestellte Verfahren zur Verschlusskalibrierung wird ein Laserpointer, ein Photo-
sensor sowie ein hochauflo¨sendes digitales Oszilloskop beno¨tigt. Die Grundidee des Verfahrens be-
steht darin, das zeitliche Verschlussverhalten u¨ber die unterschiedlichen Reflexionseigenschaften der
Oberfla¨chen von Verschluss und CCD-Sensor zu ermitteln (Abb. 5.10). Mit dem mo¨glichst senkrecht
angeordneten Laserpointer wird ein Punkt auf der Oberfla¨che des Verschlusses beleuchtet und das
reflektierte Signal mit dem in Richtung CCD ausgerichteten Photosensor registriert (Abb. 5.12).
Wenn sich der Verschluss an dem gewa¨hlten Messpunkt o¨ffnet, so fa¨llt das Licht auf die wesentlich
sta¨rker reflektierende Oberfla¨che des CCD-Sensors (Abb. 5.13) und zeigt sich im Signal des Photo-
sensors. Vom Oszilloskop wird das TTL-Signal, das fu¨r die nominelle Belichtungszeit verantwortlich
ist, aufgezeichnet. Synchron hierzu wird auf einem weiteren Kanal das Signal des Photosensors mit
einer hohen zeitlichen Auflo¨sung, die deutlich u¨ber der angestrebten Genauigkeit von 1 ms liegt
(z.B. 0.1 ms), digitalisiert und gespeichert. Das aufgezeichnete Signal des Photosensors ist ein Maß
fu¨r das tatsa¨chliche Verschlussverhalten.
Durch Ausrichtung des Laserpointers auf die Mitte des CCD-Sensors (Punkt P1 in Abb. 5.9) werden
die Zeitpunkte t1 und t4 der Belichtungsfunktion bestimmt. Wird in einem weiteren Durchgang einer
der Randpunkte des CCD-Sensors beleuchtet, so ko¨nnen die Zeitpunkte t2 und t3 gemessen werden.
Durch Messung aller Randpunkte des CCDs (Punkte P2 bis P5) wird das Verschlussverhalten
an insgesamt fu¨nf Punkten diskretisiert. Das nur schwer modellierbare Bewegungsverhalten der
einzelnen Verschlussbla¨tter la¨sst sich durch anschließende Mittelbildung der Randmessungen auf
das einer radialsymmetrischen Blende vereinfachen. Zur Reduzierung der zufa¨lligen Fehler werden
die Messungen an den Punkten P1 bis P5 einige Male wiederholt.
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Abb. 5.10: Grundprinzip der Verschlusskalibrierung
Es ist notwendig, das Verschlussverhalten in Abha¨ngigkeit von der Temperatur zu untersuchen. Dies
kann durch Installation der notwendigen Apparatur – CCD-Kamera, Photosensor und Laserpointer
– in einer Klimakammer realisiert werden. Mit der Klimakammer werden unterschiedliche Umge-
bungstemperaturen simuliert. Als Temperaturen ko¨nnen z.B. −10◦C, 0◦C, 10◦C und 20◦C gewa¨hlt
werden, die den Bereich der zu erwartenden Umgebungstemperaturen bei Zenitkameramessungen
weitgehend abdecken. Der CCD-Sensor muss zusa¨tzlich auf −10◦C mit der kamerainternen Ku¨hlein-
heit geku¨hlt werden, damit die resultierenden Verschlusstemperaturen denen entsprechen, die bei
Feldmessungen gegeben sind.
Abb. 5.11: Verschluss der Kamera Abb. 5.12: Laser und Photosensor Abb. 5.13: Laser und CCD-Sensor
5.3.4 Auswertung und Resultate
Nach der Verschlusskalibrierung kann die Auswertung der aufgezeichneten Zeitreihen weitgehend
automatisiert erfolgen. Die zu bestimmenden Zeitpunkte t1 bis t4 werden im Kontext mit den
aufgezeichneten Messdaten anhand von Abb. 5.14 verdeutlicht. Die beiden Zeitpunkte t1 und t2
zeigen sich deutlich als aufsteigende Flanken in den dargestellten Signalen des Photosensors und
geben den Dunkel-Hell-Wechsel beim O¨ffnen des Verschlusses an. Entsprechendes gilt fu¨r die beiden
abfallenden Flanken t3 und t4 beim Schließen. Der Auswertealgorithmus analysiert die Signale
hinsichtlich der beiden auftretenden Niveauwechsel, die sich vom geringen Messrauschen deutlich
abheben.
In Tab. 5.4 sind typische Messwerte t1 bis t4 fu¨r die Belichtungszeiten 0.4 s, 0.6 s und 0.8 s ex-
emplarisch fu¨r die Umgebungstemperatur 10◦C dargestellt. Die Tabelle weist erhebliche Verzo¨ge-
rungen in den einzelnen Phasen der Verschlussbewegung nach. Erst nach etwa 6.5 ms geben die
Verschlussbla¨tter die Mitte des CCD-Sensors zur Belichtung frei. Etwa 3.7 ms spa¨ter werden die
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Abb. 5.14: Registrierte Signale bei der Verschlussuntersuchung. In der Grafik sind die beiden Signale des
Photosensors, die nacheinander an den Punkten P1 und P5 aufgezeichnet wurden, dem TTL-Referenzsignal
gegenu¨bergestellt. Die gewa¨hlte Belichtungsdauer ∆t betra¨gt 0.6 s und zeigt sich klar in dem Verlauf des TTL-
Referenzsignals. Die auftretenden Verzo¨gerungen mehrerer Millisekunden vor dem O¨ffnen (t1), wa¨hrend des
O¨ffnungsvorgangs (t2− t1), vor dem Schließen (t3) und wa¨hrend des Schließens (t4− t3) zeigen sich deutlich.
Randbereiche des CCD-Sensors erstmalig belichtet. Wiederum verzo¨gert schließen sich die Ver-
schlussbla¨tter nach dem Ende der nominellen Belichtungsdauer. Da der Schließvorgang ungefa¨hr
4.5 ms dauert, liegt eine leichte Asymmetrie von etwa 0.8 ms zwischen den beiden Flanken t2 − t1
und t4 − t3 vor. Daru¨ber hinaus zeigt sich beim Vergleich der Werte t3 bzw. t4, dass die auftre-
tenden Verzo¨gerungen offenbar unabha¨ngig von der Belichtungsdauer ∆t sind. Diese Feststellung
erleichtert die nachfolgende Berechnung des Korrektionsterms δt.
Tab. 5.4: Zwischenergebnisse der Verschlussuntersuchung. Die angegebenen Messwerte t1 bis t4 sind Mittel-
werte aus je 20 wiederholt durchgefu¨hrten Messungen.
∆t [s] t1 [ms] t2 [ms] t3 [ms] t4 [ms] t2 − t1 [ms] t4 − t3 [ms]
0.4 6.45 10.24 429.73 434.24 3.79 4.51
0.6 6.53 10.20 629.76 634.06 3.67 4.30
0.8 6.57 10.24 829.57 834.13 3.67 4.56
Asymmetrie der Verschlussflanken
Aufgrund der nachgewiesenen Asymmetrie des Verschlussverhaltens entsteht eine Abha¨ngigkeit des
effektiven Belichtungszeitpunktes teff der einzelnen Sternabbildungen von ihrem radialen Abstand
zumMittelpunkt des CCD-Sensors. Zur pra¨zisen Beru¨cksichtigung dieses Effektes wa¨re es prinzipiell
notwendig, individuelle Verzo¨gerungskorrektionen fu¨r die abgebildeten Sterne als Funktion ihres
Abstandes vom Zentrum aufzustellen. Im Hinblick auf die gewa¨hlte Genauigkeitsvorgabe von 1 ms
kann jedoch auch ein einfacherer Weg gegangen werden. Dazu sollen zwei Sterne betrachtet werden,
die im Zentrum des Sensors und an einer Sensorecke abgebildet worden sind (Abb. 5.15). Auf
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Grundlage der Verschlussfunktion aus Abb. 5.9 ergibt sich fu¨r einen Stern im Zentrum der effektive
Belichtungszeitpunkt teffMitte und fu¨r den zweiten Stern der Zeitpunkt teffRand:
teffMitte = tGPST + t1 +
t4 − t1
2
teffRand = tGPST + t2 +
t3 − t2
2
. (5.21)
Werden die beiden Gleichungen gemittelt, so ergibt sich der Belichtungszeitpunkt teff , fu¨r Ster-
ne, die exakt im halben Abstand zwischen der Mitte und dem Rand des CCD-Sensors abgebildet
werden. Wenn das Mittel der beiden Gleichungen nun zur Berechnung des Belichtungszeitpunktes
beliebiger Sterne angewendet wird, dann betra¨gt der maximale Fehler etwa 0.4 ms. Fu¨r die meisten
Sterne jedoch ist der Fehler kleiner als 0.2 bis 0.3 ms, wie Abb. 5.15 verdeutlicht. Dieser Fehler
hat an der angestrebten Genauigkeitsvorgabe von 1 ms nur einen kleinen Anteil und kann deshalb
akzeptiert werden. Das arithmetische Mittel der beiden Gleichungen (5.21) entspricht dem Schwer-
punkt der vier Zeitpunkte t1 bis t4 und ist identisch mit der anfa¨nglich angegebenen Gleichung 5.19
zur Berechnung des effektiven Belichtungszeitpunktes.
Abb. 5.15: Vernachla¨ssigung der Verschlussflankenasymmetrie.
Dargestellt sind Isolinien gleicher systematischer Verfa¨lschung bei
Vernachla¨ssigung der Asymmetrie. Der gro¨ßte Teil der Sterne wird
innerhalb der Isolinien -0.3 ms und 0.3 ms abgebildet.
Korrektionsterme δt
Fu¨r alle durchgefu¨hrten Kalibrierungsmessungen wird der Korrektionsterm δt
δt =
t1 + t2 + (t3 −∆t) + (t4 −∆t)
4
(5.22)
berechnet. Zur Reduktion der zufa¨lligen Fehler werden alle Korrektionsterme einer Umgebungs-
temperatur wiederum gemittelt.
Die Verschlusskalibrierung der KX2E CCD-Kamera wurde am Institut fu¨r Erdmessung in einer
Klimakammer bei unterschiedlichen Temperaturen und verschiedenen Belichtungszeiten im Ma¨rz
2003 und Februar 2004 durchgefu¨hrt (Ka¨ker 2003). In Tab. 5.5 sind die ermittelten Korrektionster-
me δt fu¨r unterschiedliche Umgebungstemperaturen verzeichnet. Die Korrektionsterme δt erreichen
eine Gro¨ße von etwa 0.02 s und sind fu¨r die hochpra¨zise Bestimmung der astronomischen La¨nge
zwingend an die gemessenen Belichtungszeiten tnom anzubringen. Es zeigen sich zwei interessante
Effekte: Je niedriger die Umgebungstemperatur ist, um so tra¨ger verha¨lt sich der Verschluss. Zwi-
schen warmen Sommerna¨chten und kalten Winterna¨chten a¨ndert sich der Verzo¨gerungsterm δt um
etwa 1 ms. Aus diesem Grund ist der Korrektionsterm δt in Abha¨ngigkeit von der Umgebungstem-
peratur anzubringen. Der Vergleich zwischen den beiden Kalibrierungen zeigt im Weiteren einen
systematischen Unterschied von durchschnittlich etwa 1 ms; fu¨r die bei Feldmessungen oftmals vor-
herrschenden Umgebungstemperaturen zwischen 0◦C und 10◦C liegt die Differenz bei etwa 0.8 ms.
Es ist zu vermuten, dass der Verschluss gewisse Alterungserscheinungen zeigt und im Laufe der Zeit
geringfu¨gig tra¨ger wird; zwischen den beiden Verschlussuntersuchungen wurde die CCD-Kamera fu¨r
die Akquisition von weit u¨ber 15000 Zenitaufnahmen eingesetzt.
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Tab. 5.5: Korrektionsterme δt in Abha¨ngigkeit der Temperatur
Verschluss- Anzahl Einzelmessungen 20◦C 10◦C 0◦C -10◦C
untersuchung je Temperatur [ms] [ms] [ms] [ms]
Ma¨rz 2003 160 19.16 19.42 19.81 20.17
Februar 2004 300 20.15 20.14 20.65 21.58
Differenz 0.98 0.72 0.84 1.40
Abscha¨tzung der Genauigkeit von δt
Die Einzelwerte der durchgefu¨hrten Kalibrierungsmessungen zeigen, dass der Verschluss mit einer
hohen Pra¨zision arbeitet, da die innere Genauigkeit der einzelnen Kalibrierungsmessungen etwa
0.1 ms betra¨gt. Maßgeblich fu¨r die a¨ußere Genauigkeit der Verschlusskalibrierung sind jedoch die
systematisch wirkenden Fehlerquellen, die sich in der inneren Genauigkeit nicht zeigen. Es soll ver-
sucht werden, die wirksamen Fehlerquellen abzuscha¨tzen, die letztlich die a¨ußere Genauigkeit von δt
beeinflussen. Die Ausrichtung des Laserpointers auf die fu¨nf Messpunkte auf dem CCD-Sensor hat
– sofern sorgfa¨ltig ausgefu¨hrt – einen Anteil von weniger als 0.5 ms am Fehlerbudget (Abscha¨tzung
aufgrund der Ausdehnung der vom Laser beleuchteten Fla¨che). Die Abstraktion der fu¨nf Ver-
schlussbla¨tter auf eine kreisfo¨rmige Blende tra¨gt etwa 0.1 ms zur Unsicherheit bei (Abscha¨tzung
aufgrund der Unterschiede der an den Messpunkten P2 bis P5 ermittelten Verschlussfunktionen).
Die Asymmetrie der Verschlussflanken hat bei dem vorgestellten Korrektionsansatz einen Einfluss
von 0.3 ms und weniger fu¨r die meisten Sterne. Daru¨ber hinaus haben zufa¨llige Messfehler und die
begrenzte zeitliche Auflo¨sung des verwendeten Oszilloskops von 0.1 ms einen geringen Anteil am
Fehlerhaushalt. Die resultierende a¨ußere Genauigkeit von δt kann mit 0.8 ms bis 1.0 ms abgescha¨tzt
werden und liegt damit innerhalb der Genauigkeitsvorgabe von 1 ms.
Diese Abscha¨tzung wird durch den Vergleich der beiden – weitgehend unabha¨ngig durchgefu¨hrten
– Verschlusskalibrierungen (Tab. 5.5) besta¨tigt. Es ist hierbei zu beru¨cksichtigen, dass sich in den
aufgetretenen Differenzen die Fehleranteile beider Verschlusskalibrierungen zeigen und demnach
die Unsicherheit der Einzelkalibrierung noch etwas geringer ist. Nichtsdestoweniger deutet sich eine
Alterung des Verschlusses an.
5.3.5 Diskussion
Das vorgestellte Verfahren zur Verschlusskalibrierung erlaubt die Bestimmung des zeitlichen Ver-
schlussverhaltens mit einer a¨ußeren Genauigkeit von etwa 1 ms. Diese Unsicherheit wirkt sich
mit 0′′.015 auf die astronomische La¨nge aus. Die nachgewiesenen Verzo¨gerungen des Verschlusses
ko¨nnen mit dem additiven Korrektionsterm δt ausreichend genau modelliert werden und betra-
gen etwa 20 ms. Wird diese Verzo¨gerung nicht beru¨cksichtigt, so wird der Beobachtungszeitpunkt
grundsa¨tzlich zu klein (d.h. zu fru¨h) erhalten und die astronomische La¨nge um 0′′.3 in Richtung
Osten verfa¨lscht.
Das Verschlussverhalten ist stark von der Umgebungstemperatur abha¨ngig, daher ist diese fu¨r die
zutreffende Korrektion zu beru¨cksichtigen. Durch den Vergleich von zwei durchgefu¨hrten Verschluss-
kalibrierungen deutet sich an, dass der Verschluss bei ha¨ufiger Nutzung allma¨hlich altert und tra¨ger
wird. Die Verschlusskalibrierung sollte gelegentlich wiederholt werden, um das Verschlussverhalten
mit ausreichender Genauigkeit kontrollieren und korrigieren zu ko¨nnen.
Kapitel 6
Fehlerhaushalt
6.1 Einfu¨hrung
Jede Lotabweichungsmessung mit dem Zenitkamerasystem TZK2-D ist mit einer Vielzahl von un-
terschiedlichen Fehlereinflu¨ssen behaftet. In diesem Kapitel wird der Versuch unternommen, alle
identifizierten Fehlerquellen in ihrer Gro¨ßenordnung abzuscha¨tzen und ihre Wirkung auf die Lotab-
weichungsmessung anzugeben. Schon an dieser Stelle soll betont werden, dass aufgrund der Kom-
plexita¨t, der zum Teil vorhandenen U¨berlagerung einiger Fehlereinflu¨sse sowie eines teilweise stark
variablen Auftretens einzelner Fehlerquellen kein exaktes Fehlermodell aufgestellt werden kann. So
besteht die Zielsetzung darin, die Fehlereinflu¨sse in strukturierter Form zusammenzustellen, ihre
Gro¨ßenordnungen zu bestimmen und Mo¨glichkeiten zur Reduktion aufzuzeigen. Die Gruppierung
der Fehlerquellen wird in dieser Arbeit eng an die Prozessierungsabfolge der Messdaten angelehnt.
Die identifizierten Fehlerquellen werden in die fu¨nf Fehlergruppen
• Drehpunktberechnung (Abschnitt 6.2),
• Neigungsmessung (Abschnitt 6.3),
• Zeitmessung (Abschnitt 6.4),
• Azimutkorrektion (Abschnitt 6.5) und
• geoda¨tische Koordinaten (Abschnitt 6.6)
eingegliedert und je nach zufa¨lligem oder systematischem Charakter sowie instrumentellen und
a¨ußeren Ursachen weiter unterteilt. In jedem Abschnitt werden die verschiedenen Ursachen und
Einflussfaktoren zusammengestellt und empirische sowie in einigen Fa¨llen theoretische Abscha¨tzun-
gen der mo¨glichen Gro¨ßenordnungen gegeben. Ein besonderes Augenmerk wird auf die Diskussion
der systematischen Fehlerquellen gelegt, die in den meisten Fa¨llen u¨ber geeignete Messstrategien
in ihrer Wirkung reduziert werden ko¨nnen. Eine tabellarische Zusammenstellung der mo¨glichen
Gro¨ßenordnungen der einzelnen Fehlergruppen im Fehlerhaushalt von Zenitkameramessungen und
eine Gegenu¨berstellung mit empirisch ermittelten inneren Genauigkeiten einiger Lotabweichungs-
messungen wird in Abschnitt 6.7 gegeben. Der Nachweis der a¨ußeren Genauigkeiten ist in Kapitel 7
zu finden.
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6.2 Drehpunktberechnung
Unter dem Abschnitt Drehpunktberechnung werden diejenigen Fehlerquellen subsumiert, die die
Genauigkeit der Drehpunktkoordinaten (Φ,Λ)D beeinflussen. Hierzu geho¨ren u.a. die Bildkoordina-
tenmessung, die Szintillation sowie die Referenzsternpositionen. Diese Fehlerquellen haben gro¨ßten-
teils zufa¨lligen Charakter und bestimmen maßgeblich die innere Genauigkeit der Drehpunktkoor-
dinaten. Im Hinblick auf die systematisch wirkenden Fehlerquellen mu¨ssen instrumentenseitig die
Azimutdrehung und die Exzentrizita¨t des CCD-Sensors diskutiert werden und atmospha¨renseitig
die radialsymmetrische Refraktion sowie die Zenitrefraktion.
6.2.1 Genauigkeit der Astrometrie
Bei astrometrischen Auswertungen sind grundsa¨tzlich drei Fehlereinflu¨sse zu unterscheiden: Die
Sternpositionen, die aus Sternkatalogen entnommen werden, weisen geringe Unsicherheiten auf (a).
Die Richtung der Sternabbildungen wird durch atmospha¨rische Szintillationseinflu¨sse verfa¨lscht (b)
und das genutzte Verfahren zur Messung der Bildkoordinaten weist nur eine begrenzte Genauigkeit
auf (c). Wa¨hrend die Genauigkeit der Sternpositionen je nach Katalog gut bekannt ist und sich
auf einfache Weise empirisch u¨berpru¨fen la¨sst, ist die Bestimmung der Genauigkeit der Bildko-
ordinatenmessung separat vom Einfluss der Szintillation nur schwierig mo¨glich. Vor der na¨heren
Diskussion und der empirischen Bestimmung der einzelnen Einflu¨sse erscheint es hilfreich, einige
Hinweise zur Szintillation zu geben.
6.2.1.1 Vorbemerkungen zur Szintillation
In der Astronomie werden Szintillationseinflu¨sse nach ihrer Entstehung und Auswirkung in zwei
Gruppen eingeteilt. Die Intensita¨tsszintillation (engl. intensity scintillation) wird durch Dichte-
schwankungen in Luftschichten einiger Kilometer Ho¨he verursacht und fu¨hrt zu unregelma¨ßigen
Intensita¨tsschwankungen des ankommenden Sternenlichtes. Richtungsszintillation (engl. image mo-
tion) entsteht hingegen vorwiegend durch Luftbewegung in bodennahen Luftschichten und fu¨hrt
zu Richtungsvera¨nderungen, d.h. Auslenkungen der Sternabbildung aus einer mittleren Richtung.
Beide Effekte sind aufgrund ihrer unterschiedlichen Entstehungsorte weitgehend untereinander un-
korreliert (Mayer 1960).
Bei astrometrischen Messungen hat die Richtungsszintillation einen weitaus gro¨ßeren Einfluss als die
Intensita¨tsszintillation. Die Richtungsszintillation wird gewo¨hnlich durch die Angabe von mittleren
Amplituden σ0 und Frequenzen ihres Auftretens charakterisiert und kann zur Korrelation von
benachbarten Sternabbildungen fu¨hren (z.B. Christian und Racine 1985). In vielen astrometrischen
Arbeiten wird davon ausgegangen, dass die Richtungsszintillation eher zufa¨lligen Charakter besitzt
und folglich einen zufa¨lligen Fehler σRS im astrometrischen Fehlerhaushalt verursacht (z.B. Winter
1999, Zacharias 1996 sowie Wissel 1982). Der zufa¨llige Fehler σRS kann durch ausreichend lange
Belichtungszeiten allma¨hlich reduziert werden und wird oftmals wie folgt beschrieben (z.B. Han
1989, Han und Gatewood 1995 und Zacharias 1996, hier in etwas vereinfachter Darstellung):
σRS = σ0 · t−0.5, t ≥ 1 s. (6.1)
Die zitierten astronomischen Vero¨ffentlichungen zeigen ein breites Spektrum von mo¨glichen Szin-
tillationsamplituden σ0, das von wenigen 0′′.05 bis zu einigen Bogensekunden reicht. Dieser Quer-
schnitt unterschiedlicher Literaturergebnisse verdeutlicht, dass es offenbar schwierig ist, das kom-
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plexe Pha¨nomen der Richtungsszintillation allgemeingu¨ltig zu modellieren. Ursache fu¨r die Streu-
breite der Einzelresultate sind die vielen Faktoren, von denen die Richtungsszintillation σ0 – neben
der Belichtungszeit t – abha¨ngt, beispielsweise:
• Zeitpunkt der Beobachtung (Tages- und Jahreszeit),
• Wetterlage (Luftbewegung, Temperatur),
• Beobachtungsort und besondere o¨rtliche Gegebenheiten (Boden, Vegetation),
• O¨ffnungswinkel des Teleskops, ... .
Die empirisch erzielten Literaturergebnisse sind aufgrund der unterschiedlichen o¨rtlichen Gegeben-
heiten und jeweiligen O¨ffnungswinkel der genutzten astrometrischen Instrumente in der Regel nicht
direkt auf andere Instrumente, so auch nicht auf die Zenitkamera TZK2-D u¨bertragbar. Daru¨ber
hinaus beziehen sich die meisten Untersuchungen zur Richtungsszintillation auf deutlich la¨nge-
re Belichtungszeiten, als sie bei Zenitkameramessungen u¨blich sind. Die Literaturergebnisse sind
demnach nur bedingt nutzbar, um Szintillationseinflu¨sse bei Zenitkameramessungen abzuscha¨tzen.
Die bisher erzielten Erkenntnisse lassen sich fu¨r die TZK2-D wie folgt zusammenfassen: Bei kurzzeit-
belichteten Zenitaufnahmen (etwa 0.4 s bis 1 s) erreicht die Richtungsszintillation Amplituden σ0,
die wenige 0′′.1 nicht u¨berschreiten (vgl. Abschnitt 6.2.1.2). Die auftretenden Amplituden ko¨nnen
sta¨rkeren Vera¨nderungen unterliegen, deren Ursache sicherlich in variierenden Umgebungsbedin-
gungen zu suchen ist. Die ra¨umliche Korrelation zwischen benachbarten Sternspuren du¨rfte sich
nur bei sehr eng stehenden Sternen in einem Abstand weniger Bogensekunden zeigen (Racine 2004).
Generell werden zur Minderung der Szintillationseinflu¨sse auf jeder Lotabweichungsstation meh-
rere Messungen hintereinander durchgefu¨hrt. Hierdurch werden die Mittelwerte der Lotrichtungs-
parameter und Lotabweichungen von Szintillationseinflu¨ssen weitgehend befreit (siehe auch Wissel
1982). Eine weitergehende Charakterisierung der bei Zenitkameramessungen auftretenden Rich-
tungsszintillation bleibt zuku¨nftigen Untersuchungen vorbehalten.
6.2.1.2 Bildkoordinatenmessung und Szintillation
In der Astrometrie werden die Genauigkeiten der Bildkoordinatenmessung und der Szintillations-
einfluss oft mit Hilfe einer einfachen Methode nachgewiesen: Je zwei Aufnahmen, die in etwa den
gleichen Himmelsausschnitt zeigen und gleiche Belichtungszeiten aufweisen, werden mit einem ge-
eigneten Transformationsansatz (z.B. Helmert-Transformation) u¨ber die abgebildeten identischen
Sterne aufeinander transformiert. Da kein Sternkatalog als Referenz hinzugezogen wird, zeigen
sich nach der Transformation in den auftretenden Residuen direkt die erreichte Genauigkeit der
Bildkoordinatenmessung und der Einfluss der Richtungsszintillation.
In Tab. 6.1 sind die Transformationsergebnisse in Abha¨ngigkeit des verwendeten Verfahrens zur Zen-
trierung der Sternabbildungen (Abschnitt 4.2.4) fu¨r 4 Lotabweichungsstationen mit je 120 Zenitauf-
nahmen zusammengestellt. Es zeigt sich deutlich, dass die Punktu¨bertragungsfunktion (Gauß’sche
Glockenkurve als Modellfunktion) etwa um den Faktor 1.5 ho¨here Genauigkeiten fu¨r die Bildkoordi-
naten liefert als die Schwerpunktmethode. Mit der Punktu¨bertragungsfunktion kann die Richtungs-
messung mit einer Genauigkeit von etwa 0′′.25 durchgefu¨hrt werden, entsprechend etwa 0.13 Pixel.
Interessant ist die Beobachtung, dass die innere Genauigkeit der Lotabweichungen nur wenig vom
verwendeten Zentrierverfahren abha¨ngt, wobei wiederum die Punktu¨bertragungsfunktion die ge-
naueren Ergebnisse liefert. Ursache fu¨r die geringen Unterschiede ist die hohe U¨berbestimmung bei
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der Interpolation der Drehrichtung. Daru¨ber hinaus ist auf Grundlage der mit der Punktu¨bertra-
gungsfunktion erzielten Genauigkeiten festzuhalten, dass die implizit in den Residuen enthaltenen
Szintillationseinflu¨sse nur kleine Amplituden von etwa 0′′.1 bis 0′′.2 erreichen du¨rften.
Tab. 6.1: Vergleich der Zentriergenauigkeiten
Projekt Schwerpunktmethode Punktu¨bertragungsfunktion
sx [′′] sy [′′] sx [′′] sy [′′]
20031012 51 0.37 0.42 0.23 0.27
20031013 47 0.46 0.49 0.32 0.39
20031105 20 0.38 0.46 0.23 0.26
20031209 30 0.38 0.44 0.18 0.19
Mittel 0.40 0.45 0.24 0.28
Einfluss der scheinbaren Helligkeit
Zur Untersuchung des Einflusses der scheinbaren Helligkeit auf die Bildkoordinatenmessung ist es
sinnvoll, eine Einteilung in Helligkeitsklassen vorzunehmen. Die Zuordnung zwischen dem Signal-
Rauschverha¨ltnis und den scheinbaren Helligkeiten kann dabei durch Hinzunahme eines Sternka-
talogs (hier Tycho-2) erfolgen. In Tab. 6.2 sind die Transformationsergebnisse fu¨r insgesamt drei
Helligkeitsklassen zusammengestellt. Wa¨hrend Sternabbildungen mit scheinbaren Helligkeiten zwi-
schen der 8. und 12. Magnitude etwa gleich genau ausgemessen werden ko¨nnen, zeigt sich ein
deutlicher Genauigkeitsabfall bei Sternen mit sehr niedrigem Signal-Rauschverha¨ltnis nahe der in-
strumentellen Grenzgro¨ße (Helligkeitsklasse 12.1-14. Magnitude).
Tab. 6.2: Vergleich der Zentriergenauigkeiten in Abha¨ngigkeit der scheinbaren Helligkeit
Projekt Helligkeit Schwerpunktmethode Punktu¨bertragungsfunktion
(Tycho-2) sx [′′] sy [′′] sx [′′] sy [′′]
20030917 50 8-11 0.33 0.34 0.21 0.29
20030917 50 11.1-12 0.35 0.36 0.22 0.29
20030917 50 12.1-14 0.46 0.58 0.29 0.41
Mittel 8-14 0.38 0.43 0.24 0.33
Einfluss der Belichtungszeit
Auch die gewa¨hlte Belichtungszeit t spielt eine Rolle bei der erreichbaren Genauigkeit fu¨r die Bild-
koordinaten. Wa¨hrend bei nachgefu¨hrten Beobachtungsinstrumenten durch lange Belichtungszeiten
hohe Signal-Rauschverha¨ltnisse (vgl. Gleichung 2.5, Abschnitt 2.1.3.4) erreicht und Einflu¨sse der
Richtungsszintillation (vgl. Gleichung 6.1) gemindert werden ko¨nnen, sind die sinnvollen Belich-
tungszeiten bei der Zenitkamera als Instrument ohne Nachfu¨hrung auf etwa 1 s begrenzt. Schon
Belichtungszeiten von wenigen 0.1 s fu¨hren zu la¨nglichen Sternabbildungen; die instrumentelle
Grenzgro¨ße von 13 bis 14 mag wird bereits ab etwa 0.4 s erreicht.
Fu¨r die Untersuchung der astrometrischen Genauigkeiten in Abha¨ngigkeit der Belichtungszeit ist es
von Vorteil, die Zenitkamera unter einem astronomischen Azimut von 0◦ oder 180◦ (vgl. Abb. 5.3)
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aufzubauen. Dann fa¨llt die La¨ngsrichtung der Sternabbildungen mit der y-Richtung des CCD-
Koordinatensystems zusammen und die unterschiedlichen Genauigkeiten in La¨ngs- und Querrich-
tung der Sternabbildungen werden direkt von den Genauigkeiten sx und sy angezeigt, die sich
aus der Transformation zwischen je zwei aufeinanderfolgenden Aufnahmen ergeben. In Abb. 6.1
sind die Genauigkeiten sx und sy in Abha¨ngigkeit von der Belichtungszeit t u¨ber ein Intervall von
0.2 s bis 2.2 s dargestellt. Die Grafik zeigt deutlich eine Abha¨ngigkeit der Genauigkeit sy von der
La¨nge der Belichtungszeit t ab etwa 1.2 s. Offenbar ist die Zunahme der Sternspurla¨nge direkt mit
einer Abnahme der Messgenauigkeit verbunden. Im Bereich zwischen 0.2 s bis 1.0 s zeigen sich kei-
ne gro¨ßeren Variationen der Messunsicherheiten. Unter Abwa¨gung aller erwa¨hnten Aspekte liegen
daher die sinnvollen Belichtungszeiten fu¨r Zenitkameramessungen zwischen 0.4 s und 1 s.
Abb. 6.1: Zentriergenauigkeit in Abha¨ngigkeit von der
Belichtungszeit. Zu jeder Belichtungszeit wurde eine
Serie von 10 Zenitaufnahmen akquiriert und durch
Bild-auf-Bild-Transformation ausgewertet.
6.2.1.3 Referenzsterne
Sternkataloge
Die verwendeten ICRS-Realisierungen Tycho-2 und UCAC stellen Referenzpositionen mit Stan-
dardabweichungen von 0′′.02 (UCAC) und 0′′.02 bis 0′′.10 (Tycho-2) im Helligkeitsbereich von der
9. bis zur 14. Magnitude fu¨r die Reduktion von Zenitaufnahmen zur Verfu¨gung (vgl. auch Zu-
sammenstellung in Abschnitt 4.3.1.5). Mit besonderem Augenmerk mu¨ssen mo¨gliche systemati-
sche Fehler in den Koordinaten der Referenzsterne betrachtet werden, da sich diese direkt auf
die Lotrichtungsparameter und Lotabweichungen auswirken. In Zacharias et al. (2000b) werden
die Tycho-2 und UCAC1 Kataloge, die voneinander unabha¨ngige Verdichtungen des hochpra¨zisen
Hipparcos-Referenzrahmens darstellen, durch direkten Vergleich der Katalogpositionen auf syste-
matische Fehler untersucht. In dem Vergleich wurden nur kleine systematische Unterschiede von
bis zu 0′′.015 gefunden, die fu¨r Lotrichtungsmessungen eine untergeordnete Rolle spielen.
Zur Verifikation der Genauigkeiten von Tycho-2, UCAC2 und einiger, vom USNO vor der eigentli-
chen Vero¨ffentlichung zur Verfu¨gung gestellter vorla¨ufiger UCAC3-Sternfelder wurden zwei Unter-
suchungen durchgefu¨hrt. Ein empirischer Hinweis auf die Standardabweichungen der Katalogposi-
tionen kann sehr einfach durch den feldweisen Vergleich zwischen Tycho-2 und UCAC-Positionen
erhalten werden. Das resultierende Histogramm (Abb. 6.2) zeigt in guter Na¨herung eine Normal-
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Abb. 6.2: Koordinatendifferenzen Tycho-2
− UCAC3 in Deklinationsrichtung. Die
Grafik zeigt die Differenzen fu¨r insgesamt
88000 Sterne, die in Hannover im Laufe ei-
nes Jahres in Zenitna¨he stehen und in bei-
den Sternkatalogen identifiziert wurden.
verteilung der ermittelten Koordinatendifferenzen. Die Standardabweichung der Katalogpositionen
kann empirisch aus den Differenzen Tycho-2 − UCAC3 berechnet werden und betra¨gt etwa 0′′.06.
Dieser Wert liegt im Bereich der beim Katalogvergleich zu erwartenden Standardabweichungen (vgl.
Zacharias et al. 2000b). Es soll festgehalten werden, dass der zufa¨llige Fehler der Katalogpositionen
deutlich unterhalb der Genauigkeit der Bildkoordinatenmessung liegt.
Wird die Auswertung einiger Lotabweichungsmessungen sowohl mit Tycho-2 als auch mit UCAC-
Referenzsternen durchgefu¨hrt, dann spiegeln die auftretenden Differenzen in den Lotabweichungen
weniger die Unterschiede einzelner, individueller Referenzsterne wider, sondern feldbezogene Unter-
schiede und etwaig vorhandene Systematiken. In Abb. 6.3 ist die Verteilung der aufgetretenen Lot-
abweichungsdifferenzen bei der Auswertung von etwa 120 Stationen aufgetragen. Es zeigen sich nur
geringe Unterschiede in der Gro¨ßenordnung von 0′′.01 bis 0′′.02, die na¨herungsweise normalverteilt
sind und mit den eingangs erwa¨hnten Werten von Zacharias et al. (2000b) korrespondieren. Diese
Stichprobe verdeutlicht die hohe Qualita¨t der beiden ICRS-Realisierungen Tycho-2 und UCAC, die
eine ganz wesentliche Rolle fu¨r die hochpra¨zise Lotrichtungs- und Lotabweichungsbestimmung mit
der TZK2-D spielt.
Berechnung scheinbarer Sternpositionen
Ein kritischer Punkt bei der Bereitstellung von hochpra¨zisen Referenzsternen stellt die Berechnung
scheinbarer Sternpositionen dar, die in Abschnitt 4.3.2 behandelt wurde. Fehler in den scheinbaren
Sternpositionen – beispielsweise durch fehlerhafte Anwendung der Reduktionsformeln oder auch
durch numerische Fehler bedingt – verfa¨lschen direkt Lotrichtungen und Lotabweichungen. Zur
Abscha¨tzung mo¨glicher Gro¨ßenordnungen wurde am Institut fu¨r Erdmessung in Zusammenarbeit
mit der TU Mu¨nchen (Dr. Egger) und dem Rutherford Appleton Laboratory (P. Wallace) ein
umfassender Vergleich unterschiedlicher Implementierungen (NOVAS-C, SOFA bzw. SLALIB und
Astro-Toolbox) durchgefu¨hrt, die sich zur hochgenauen Berechnung scheinbarer O¨rter eignen. Als
wesentliches Ergebnis des Vergleichs kann festgehalten werden, dass die Differenzen zwischen den
unterschiedlichen Berechnungen unterhalb von 0′′.005 liegen und im astrometrischen Fehlerhaushalt
vernachla¨ssigt werden ko¨nnen. Damit ist insbesondere die korrekte Anwendung der NOVAS-C Sour-
cen (Bangert und Kaplan 1998) bei der Reduktion von Zenitaufnahmen mit dem Programmsystem
AURIGA verifiziert.
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Abb. 6.3: Lotabweichungsdifferenzen bei Auswertung mit den Katalogen Tycho-2 und UCAC. Die herange-
zogenen Messungen wurden mit dem Zenitkamerasystem TZK2-D in Hannover, Hamburg und der Schweiz
durchgefu¨hrt und mit Tycho-2, UCAC2 (Schweiz) und UCAC3 (Hamburg, Hannover) Referenzsternen ausge-
wertet. Insgesamt sind etwa 120 Abendwerte der Lotabweichungen fu¨r die Darstellung herangezogen worden.
6.2.1.4 Astrometrischer Gesamtfehler
Nachdem in den beiden vorherigen Abschnitten einerseits die Genauigkeit der Bildkoordinatenmes-
sung sowie der Szintillationseinfluss und andererseits die Genauigkeit der Referenzsterne ero¨rtert
wurden, soll nun der astrometrische Gesamtfehler betrachtet werden. Dieser wird nach der Redukti-
on der Zenitaufnahmen (Abschnitt 4.5.1) aus den auftretenden Residuen vx, vy der Transformation
berechnet (Gleichung 4.67).
Tab. 6.3: Vergleich der astrometrischen Gesamtfehler in Abha¨ngigkeit des Sternkatalogs, der scheinbaren
Helligkeit und des Zentrierverfahrens. Die Klasseneinteilungen wurden jeweils so gewa¨hlt, dass jede Klasse
etwa gleichma¨ßig besetzt ist. Die zugeho¨rigen scheinbaren Helligkeiten beider Kataloge unterscheiden sich
in geringem Maße. Die astrometrischen Gesamtfehler liegen bei Nutzung des Katalogs UCAC2 geringfu¨gig
u¨ber Tycho-2 Werten, da mit dem UCAC2 wesentlich mehr lichtschwache Sterne identifiziert werden ko¨nnen.
Deren Zentrierung ist gema¨ß Tab. 6.2 mit gro¨ßeren Unsicherheiten verbunden.
Katalog Helligkeit Schwerpunktmethode Punktu¨bertragungsfunktion
sx [′′] sy [′′] sx [′′] sy [′′]
Tycho-2 8-11 0.36 0.38 0.27 0.29
11.1-12 0.43 0.46 0.32 0.31
12.1-14 0.48 0.51 0.35 0.36
8-14 0.42 0.45 0.31 0.32
UCAC2 8-11 0.36 0.42 0.25 0.32
11.1-11.5 0.44 0.52 0.31 0.37
11.6-14 0.48 0.58 0.35 0.42
8-14 0.43 0.51 0.30 0.37
Tab. 6.3 zeigt typische astrometrische Genauigkeiten in Abha¨ngigkeit des Sternkatalogs und der
scheinbaren Helligkeit. Die erreichten Standardabweichungen sind durch Hinzunahme des Stern-
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katalogs etwas gro¨ßer als die in den Tab. 6.1 und 6.2 ausgewiesenen Zentrierfehler. Es zeigt sich
wiederum das Genauigkeitsverha¨ltnis von etwa 1.5 zwischen der Schwerpunktmethode und der
Punktu¨bertragungsfunktion. Als wesentliche Erkenntnis kann festgehalten werden, dass die astro-
metrische Bestimmung von einzelnen Sternpositionen mit einem Gesamtfehler von 0′′.3 durchgefu¨hrt
werden kann, sofern Sterne im Helligkeitsbereich von der 8. bis zur 12. Magnitude verwendet wer-
den.
6.2.1.5 Empirische Ermittlung der Drehpunktgenauigkeit
Da in den meisten Fa¨llen 10 und mehr identifizierte Sterne fu¨r die Interpolation der Kameradreh-
achse nutzbar sind, kann die Drehpunktberechnung mit einer ho¨heren Genauigkeit durchgefu¨hrt
werden als einzelne Sterne astrometrisch ausgemessen werden ko¨nnen. Ein empirischer Nachweis der
Drehpunktgenauigkeit kann auf einfache Weise wie folgt erhalten werden: In kurzer Abfolge werden
auf einer Lotabweichungsstation mit besonders stabiler Aufstellung (z.B. Pfeiler) einige Mehrfach-
belichtungen hintereinander in zwei Lagen durchgefu¨hrt. Sofern die aufgezeichneten Neigungswerte
eine unvera¨nderte absolute Neigung der Kameradrehachse wa¨hrend einer Serie von Mehrfachbe-
lichtungen anzeigen, kann die Streuung der resultierenden Drehpunktkoordinaten als Maß fu¨r die
Drehpunktgenauigkeit angenommen werden. Fu¨r einen geeigneten Datensatz ist die Drehpunktge-
nauigkeit als Streuung aus 10 Wiederholungsmessungen exemplarisch in Abb. 6.4 dargestellt. Die
Drehpunktkoordinaten ko¨nnen in der Regel mit einer empirischen Genauigkeit zwischen 0′′.1 und
0′′.2 ermittelt werden.
Bei der Auswertung wurden die sehr sternreichen Felder systematisch ausgedu¨nnt, um zudem eine
Aussage zum Einfluss der Sternanzahl treffen zu ko¨nnen. Stehen nur wenige Referenzsterne zur
Verfu¨gung (< 10), so ko¨nnen Messfehler einzelner Sterne die Transformationsparameter und damit
auch die Drehpunktkoordinaten erheblich verfa¨lschen. Die Verha¨ltnisse stabilisieren sich bei etwa
10 bis 20 Referenzsternen und ab 20 Referenzsternen kann kein zusa¨tzlicher Genauigkeitsgewinn
mehr erzielt werden. Bei nur 4 bis 6 verfu¨gbaren Referenzsternen kann die Interpolationsgenauigkeit
auch bis auf etwa 0′′.3 sinken.
Abb. 6.4: Genauigkeit der Drehpunkt-
koordinaten in Abha¨ngigkeit von der
Sternanzahl
138 6. Fehlerhaushalt
6.2.2 Systematische instrumentelle Fehlerquellen
6.2.2.1 Exzentrizita¨t des CCD-Sensors
Die Exzentrizita¨t des CCD-Sensors gegenu¨ber der Kameradrehachse ist als Nullpunktfehler inter-
pretierbar. Durch die in Abschnitt 4.5.2 ausfu¨hrlich beschriebene Auswertung der Zweilagenmes-
sung kann der Einfluss der Exzentrizita¨t auf die berechnete Drehrichtung der Kamera eliminiert
werden. Die fu¨r jedes Paar von Zenitaufnahmen individuell ermittelten Bildkoordinaten (x, y)D des
Drehpunktes (Gleichung 4.76) sind das direkte Maß fu¨r die Exzentrizita¨t des CCDs.
6.2.2.2 Azimutdrehung
Die mo¨glichst exakte Einhaltung des 180◦-Winkels bei der Zweilagenmessung ist die Voraussetzung
fu¨r die strenge rechnerische Eliminierung der Sensorexzentrizita¨t. Eine Abweichung von der 180◦-
Drehung ist grundsa¨tzlich mit einer systematischen Verfa¨lschung der Drehrichtung verbunden, die in
Analogie zu den Betrachtungen von Gessler (1975) fu¨r die digitale Zenitkamera TZK2-D diskutiert
werden soll. In Abb. 6.5 ist die Auswirkung einer Dejustierung δα auf die Drehrichtung schematisch
skizziert. Wenn keine Abweichung δα von 180◦ vorliegt, dann fa¨llt der Randpunkt R1 des CCD-
Sensors aus der ersten Lage mit R2 in Lage 2 zusammen. Eine Dejustierung δα fu¨hrt hingegen
zum Punkt R′2 in Lage 2. Die gleichen Beziehungen ergeben sich fu¨r den Mittelpunkt M1 des CCD-
Sensors, der in Lage 2 mit den Punkten M2 bzw. M′2 bei dejustierter 180◦-Drehung zusammenfa¨llt.
Abb. 6.5: Auswirkung einer Dejustierung δα auf die
Drehrichtung (nach Gessler 1975)
Bei der Zweilagenmessung wird der Mittelpunkt des CCD-Sensors zur Berechnung der Drehrich-
tung herangezogen (Gleichung 4.70). Bei exakt justiertem Instrument fu¨hrt die Mittelbildung der
Punkte M1 und M2 auf die gesuchte Drehrichtung D, eine Dejustierung δα jedoch offensichtlich
zum systematisch abweichenden Drehpunkt D′. Die systematische Abweichung DD′ als Funktion
des Dejustierwinkels δα kann leicht durch Anwendung der Bogenformel ermittelt werden:
DD
′ =
δα
2
· pi
180◦
·M1D mit M1D = m
√
x2D + y
2
D (6.2)
und
DD
′ [′′] Systematische Verfa¨lschung der Drehrichtung,
δα [◦] Dejustierwinkel,
M1D [′′] Exzentrizita¨t des CCD-Sensors,
(x, y)D [Pixel] Koordinaten des Drehpunktes sowie
m = 1.86 [′′ Pixel−1] Bildmaßstab.
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Bei einer Sensorexzentrizita¨t (x, y)D ≈ (17,−40) Pixel (siehe Abschnitt 4.5.1.3) ergibt sich die
Strecke M1D zu 81′′. Der Dejustierwinkel δα von etwa 5′′ (Abschnitt 3.3.2) fu¨hrt zu einer syste-
matischen Verfa¨lschung der Drehrichtung DD′ ≈ 0′′.001, die damit vernachla¨ssigbar ist. Auf der
anderen Seite erreicht DD′ selbst bei einem angenommenen Dejustierwinkel von etwa 50′′ nur
einen Wert von 0′′.01. Die geringe Dejustierung der 180◦-Drehung ist folglich unbedeutend fu¨r den
Fehlerhaushalt.
6.2.3 Systematische a¨ußere Fehlerquellen
6.2.3.1 Radialsymmetrische Refraktion
Die radialsymmetrische Refraktion fu¨hrt zu einer scheinbaren Anhebung der Gestirne in Richtung
Zenitpunkt. Im Zenitpunkt verschwindet der Einfluss der radialsymmetrischen Refraktion in erster
Na¨herung und erreicht in Horizontna¨he Maximalwerte von etwa 30′. Die Beobachtung in Zenitna¨he
hat fu¨r die Zenitkameramethode den grundsa¨tzlichen Vorteil, dass Refraktionseinflu¨sse sehr klein ge-
halten werden. In Ramsayer (1970), S. 116 findet sich unter der Annahme einer Normalatmospha¨re
eine Na¨herungsformel fu¨r die Berechnung der radialsymmetrischen Refraktion ∆z in Abha¨ngigkeit
der Zenitdistanz:
∆z = 58′′.206 tan z − 0′′.068 tan3 z. (6.3)
Da mit dem Zenitkamerasystem TZK2-D Sterne unter einer maximalen Zenitdistanz von 0◦.48 beob-
achtet werden ko¨nnen, ist der zweite Term ohne Genauigkeitsverlust vernachla¨ssigbar. In Tab. 6.4
ist der Einfluss der radialsymmetrischen Refraktion fu¨r einige Zenitdistanzen zusammengestellt.
Da bei den sehr kleinen Zenitdistanzen z der Term tan z mit der Zenitdistanz z weitestgehend
identisch ist, wirkt sich die radialsymmetrische Refraktion linear auf die Zenitdistanzen und damit
die Bildkoordinaten der Sterne aus. Die radialsymmetrische Refraktion wird demnach durch den
Maßstabsfaktor m, der bei der Reduktion der Zenitaufnahmen (Abschnitt 4.5.1.3) mitgescha¨tzt
wird, aufgefangen und braucht nicht weiter numerisch beru¨cksichtigt zu werden. Damit ist auch
die fru¨her durchgefu¨hrte Erfassung von Luftdruck und Temperatur am Beobachtungsort fu¨r die
Umrechnung der oben angegebenen Koeffizienten von der Normalatmospha¨re auf die momentane
Atmospha¨re nicht notwendig (vgl. Gessler 1975).
Tab. 6.4: Einfluss der radialsymmetrischen Refraktion
z [◦] 0.1 0.2 0.3 0.4 0.48
∆z [′′] 0.1016 0.2032 0.3048 0.4064 0.4876
6.2.3.2 Zenitrefraktion
Unter dem Begriff Zenitrefraktion wird eine im Zenitpunkt vorhandene systematische Refrakti-
onswirkung verstanden. Im Gegensatz zur radialsymmetrischen Refraktion hat die Zenitrefraktion
einen wesentlichen Anteil am Fehlerhaushalt von hochpra¨zisen astrogeoda¨tischen Lotabweichungs-
messungen. Die Ursache fu¨r die Zenitrefraktion liegt in der Neigung der atmospha¨rischen Luft-
schichten gegenu¨ber der lokalen Lotrichtung. Die Zenitrefraktion fu¨hrt zu einem systematischen
Richtungsversatz des gesamten zenitalen Sternfeldes und verfa¨lscht daher direkt die gemessenen
Lotrichtungsparameter und die Lotabweichungen. Es kann aufgrund der bisherigen Erfahrungen
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angenommen werden, dass sich eine vorhandene atmospha¨rische Schichtneigung im Laufe mehrerer
Stunden nur wenig a¨ndert. Das Auftreten von Schichtneigung und damit von Zenitrefraktion hat
u¨ber la¨ngere Zeitra¨ume (Tage, Wochen) jedoch eher zufa¨lligen Charakter. Im Hinblick auf die Ent-
stehung und die Auspra¨gung von Schichtneigung ko¨nnen zwei unterschiedliche Fa¨lle unterschieden
werden:
1. Die Schichtneigung kann als regionales Pha¨nomen auftreten. Die Neigung der atmospha¨rischen
Luftschichten kann durch horizontale Temperaturgradienten und Druckgradienten verursacht
werden (Bretterbauer 1965). Nach Gessler (1975) kann der horizontale Temperaturgradi-
ent insbesondere bei Hochdruckwetterlagen große Werte annehmen. Außerdem ist damit zu
rechnen, dass auftretende Wettera¨nderungen, die in der Regel durch aufziehende Kalt- oder
Warmfronten gekennzeichnet sind, einen erheblichen Einfluss auf die Refraktionsverha¨ltnisse
ausu¨ben (Bu¨rki 1989).
2. Daru¨ber hinaus kann atmospha¨rische Schichtneigung als lokaler Effekt wirken, beispielsweise
in steileren Hanglagen (z.B. Chesi 1984). An solchen Orten ist es mo¨glich, dass die boden-
parallele Schichtung der Atmospha¨re zur Refraktion im Zenitpunkt fu¨hrt.
Der Einfluss atmospha¨rischer Schichtneigung auf astrogeoda¨tische Messungen erweist sich als sehr
sto¨rend, da dieser bei einmaliger Beobachtung einer Lotabweichungsstation an einem Abend nach
gegenwa¨rtigem Erkenntnisstand weder durch Analyse der Datensa¨tzen erkannt noch durch Mess-
anordnungen reduziert werden kann. Eine Minderung des Einflusses wird erst mo¨glich, wenn eine
Lotabweichungsstation an unterschiedlichen Abenden wiederholt mit der Zenitkamera gemessen
wird. Diese Vorgehensweise steht jedoch im Widerspruch zu den angestrebten mo¨glichst kurzen
Beobachtungszeiten bei der astrogeoda¨tischen Lotabweichungsbestimmung.
Die Analyse der bisher durchgefu¨hrten Wiederholungsmessungen mit der TZK2-D auf vier Refe-
renzstationen (Kapitel 7) an 30 unterschiedlichen Abenden la¨sst den Schluss zu, dass die durch-
schnittlichen Amplituden der Zenitrefraktion einen Wert von 0′′.1 nicht u¨berschreiten. Ein Vergleich
mit anderen, bislang erzielten empirischen Ergebnissen und theoretischen Abscha¨tzungen erscheint
an dieser Stelle sinnvoll:
• Ramsayer (1967) leitet aus sehr genauen Astrolabergebnissen einen mittleren Einfluss der
Zenitrefraktion von 0′′.06 ab.
• Die Analyse der Hamburger PZT-Beobachtungen der Jahre 1972 bis 1977 ergibt einen mitt-
leren Einfluss zenitaler Refraktionsanomalien von unter 0′′.2 (Dimopoulos 1982).
• Bretterbauer (1965) berechnet die Gro¨ße mo¨glicher Refraktionsanomalien infolge von Schicht-
neigung und gibt in Abha¨ngigkeit unterschiedlicher Schichtneigungen, verursacht durch hori-
zontale Druckgradienten, theoretische Werte zwischen 0′′.03 und 0′′.17 als Maximum an.
Die Schichtneigung der Atmospha¨re und die dadurch verursachte Zenitrefraktion ist als genauig-
keitslimitierender Einfluss im Fehlerhaushalt von Zenitkameramessungen zu bewerten und sicherlich
hauptverantwortlich fu¨r den Unterschied zwischen der erreichten inneren und a¨ußeren Genauigkeit
fu¨r die Lotabweichungen (vgl. Abschnitt 7.1). Auf der Grundlage der bisher durchgefu¨hrten, um-
fangreichen Lotabweichungsmessungen mit dem System TZK2-D und der Literaturergebnisse muss
mit einem durchschnittlichen systematischen Einfluss von knapp 0′′.1 gerechnet werden. Zur Re-
duktion des Einflusses von Refraktionsanomalien wird es in Zukunft sicherlich sinnvoll sein, die
Eignung von digitalen Wettermodellen zur pra¨zisen Erfassung der Zenitrefraktion na¨her zu unter-
suchen (Kapitel 8).
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6.2.4 Fazit
In diesem Abschnitt wurden die zufa¨lligen und systematischen Fehlerquellen, die die Genauigkeit
der Drehrichtung beeinflussen, na¨her betrachtet. Der astrometrische Gesamtfehler fu¨r eine einzel-
ne Sternrichtung betra¨gt etwa 0′′.3 und beinhaltet den Einfluss der Bildkoordinatenmessung mit
der Punktu¨bertragungsfunktion, zufa¨llige Einflu¨sse der Richtungsszintillation und zufa¨llige Fehler
der Sternkataloge Tycho-2 bzw. UCAC. Letztere haben den geringsten Anteil am astrometrischen
Gesamtfehler. Die Drehrichtung der Zenitkamera kann mit einer empirisch bestimmten (inneren)
Genauigkeit σΦD, σΛD von etwa 0′′.1 bis 0′′.2 bestimmt werden, die ab etwa 20 Referenzsternen nicht
mehr von der Sternanzahl abha¨ngt.
Die verwendeten Sternkataloge Tycho-2 und UCAC stellen Referenzsterne mit einer feldunabha¨ngi-
gen hohen a¨ußeren Genauigkeit zur Verfu¨gung. Die instrumentellen, systematisch wirkenden Fehler-
quellen – die Exzentrizita¨t des CCD-Sensors und Fehler in der Azimutdrehung – spielen keine Rolle
im Fehlerhaushalt, ebenso wenig wie die radialsymmetrische Refraktion als a¨ußere Fehlerquelle.
Die entscheidende Rolle im Fehlerhaushalt der Drehrichtung kommt systematisch wirkenden Re-
fraktionsanomalien im Zenit zu, die durch atmospha¨rische Schichtneigung verursacht werden. Diese
ko¨nnen mittlere Amplituden von knapp 0′′.1 erreichen und sind gegenwa¨rtig nur durch Messung an
mehreren Abenden reduzierbar.
6.3 Neigungsmessung
Mit den hochpra¨zisen Neigungssensoren HRTM werden absolute, d.h. auf die lokale Lotrichtung
bezogene Neigungswerte durch Messung in zwei Lagen bestimmt. Im Fehlerhaushalt der Neigungs-
messung sind die beiden zufa¨lligen Fehlerquellen Sensorrauschen und Quantisierungsrauschen zu
unterscheiden. Bei absoluten Neigungsmessungen mu¨ssen systematische Fehlerquellen, die die Sta-
bilita¨t der Sensornullpunkte beeinflussen, mit besonderer Aufmerksamkeit diskutiert werden. Die
Sensornullpunkte ko¨nnen beispielsweise durch Temperatur- und Feuchteeinflu¨sse sowie durch trans-
portbedingte Erschu¨tterungen variieren. Als weitere, systematische instrumentelle Fehlerquelle ist
der Einfluss einer Abweichung von der 180◦-Drehung auf die Zweilagenmessung zu untersuchen.
Wie in dem Abschnitt 4.6.1.4 dargestellt wurde, ist eine Umrechnung der gemessenen Neigungs-
werte (n1, n2) vom Sensorkoordinatensystem in Neigungskorrektionen (∆Φ,∆Λ)n notwendig. Da
die Transformationsparameter (m1,m2, β, ε) nach der za¨lestischen Kalibrierung hochgenau bekannt
sind, ist die Umrechnung gema¨ß Fehlerfortpflanzungsgesetz mit keiner merklichen Genauigkeitsre-
duktion verbunden und wird deshalb nicht weiter behandelt.
6.3.1 Zufa¨llige Fehlerquellen
6.3.1.1 Sensor- und Quantisierungsrauschen
Die HRTM-Neigungssensoren zeichnen sich durch ein extrem niedriges elektrisches Sensorrauschen
aus, das bei 10−5 ′′Hz−0.5 liegt (Abschnitt 3.1.4) und damit einen vernachla¨ssigbaren Anteil am
Fehlerhaushalt der Neigungsmessung hat. Gro¨ßere Rauschanteile sind dagegen mit der Digitali-
sierung der Neigungssignale verbunden. Die Signalauflo¨sung wird durch die Quantisierungseinheit
angegeben und betra¨gt etwa 0′′.03. Die Standardabweichung der Digitalisierung wurde durch Erfas-
sung eines konstanten Signals empirisch zu 0′′.05 (entsprechend 0.5 mV) bestimmt. Da bei typischen
Belichtungszeiten von 0.4 s bis 1 s und u¨blichen Abtastfrequenzen von 100 Hz bis 200 Hz zwischen
40 und 200 einzelne Neigungswerte fu¨r die Berechnung der Kameraneigung wa¨hrend der Belichtung
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zur Verfu¨gung stehen, weisen die Mittelwerte gema¨ß Fehlerfortpflanzungsgesetz eine innere Genau-
igkeit in der Gro¨ßenordnung von 0′′.01 und weniger auf. Damit kommt den zufa¨lligen Messfehlern
nur eine untergeordnete Bedeutung im Fehlerhaushalt der Neigungsmessung zu.
6.3.1.2 Mikroseismik
In Abschnitt 4.6.1.2 wurde der Einfluss der Mikroseismik auf die Neigungssignale ero¨rtert und die
digitale Signalfilterung als Maßnahme zur Reduktion von hochfrequenten mikroseismischen Sto¨rbe-
schleunigungen dargestellt. In diesem Zusammenhang wurde bereits angesprochen, dass sich nie-
derfrequente Sto¨rbeschleunigungen nicht vom Neigungssignal trennen lassen. Als besonders kritisch
sind auch nach der Signalfilterung mikroseismische Sto¨rbeschleunigungen mit Frequenzen < 0.1 Hz
einzuscha¨tzen, die durch die Mikroseismik verursacht werden (z.B. Klinge et al. 2002). Folglich
ko¨nnen aufeinanderfolgende Neigungswerte hochgradig miteinander korreliert und deshalb syste-
matisch verfa¨lscht sein. Die Gro¨ße der verbleibenden Fehleranteile kann nicht exakt beziffert werden,
du¨rfte jedoch wenige 0′′.01 nicht u¨berschreiten. Bei la¨ngeren Beobachtungsreihen (mindestens 10 bis
15 min), die auf jeder Lotabweichungsstation vorliegen, ist zu erwarten, dass dieser systematische
Fehlereinfluss zufa¨lligen Charakter annimmt und im Gesamtmittel auf einer Lotabweichungsstation
weitgehend verschwindet.
6.3.1.3 Empirischer Genauigkeitsnachweis
Es ist vom Grundsatz her wenig sinnvoll, die Genauigkeit der Neigungsmessung durch mehrmali-
ge Wiederholung der Zweilagenmessung zu bestimmen, da sich die Neigungen nacheinander rea-
lisierter Drehebenen jeweils um wenige 0′′.1 voneinander unterscheiden (Abschnitt 4.5.2.6). Ein
aussagekra¨ftiger Nachweis kann dagegen gefu¨hrt werden, wenn die beiden Neigungssensoren nicht
orthogonal zueinander, sondern parallel auf dem Drehkreis montiert und zur Neigungsmessung in
zwei Lagen genutzt werden. In dieser Konfiguration wird die Kameraneigung in einer Richtung
redundant erfasst. Die auftretenden Residuen zwischen den Absolutneigungen, die die beiden Sen-
soren nach der Auswertung der Zweilagenmessung unabha¨ngig voneinander liefern, ko¨nnen dann
zur Berechnung der Standardabweichung der absoluten Neigungsmessung aus Doppelmessungen
herangezogen werden (Hirt und Kahlmann 2004).
Nach der sorgfa¨ltigen Horizontierung der Kamera wurde die absolute Neigungsmessung mit den
HRTM in Parallelstellung insgesamt 100 Mal wiederholt. Abb. 6.6 zeigt, dass beide Neigungssen-
soren die Kameraneigung in hoher U¨bereinstimmung registrieren. Im unteren Teil der Grafik sind
die Residuen zwischen den absoluten Neigungswerten von Sensor 1 und Sensor 2 dargestellt. Die
berechnete Standardabweichung betra¨gt 0′′.04 und ist ein guter Hinweis auf die a¨ußere Genauigkeit
der Neigungsmessung in zwei Lagen. In weiteren, a¨hnlichen Experimenten wurden Standardab-
weichungen von 0′′.019 bis 0′′.044 erzielt, die das erreichte hohe Genauigkeitsniveau der absoluten
Neigungsmessung unterstreichen (Kunas 2004).
Zum Erreichen der nachgewiesenen Genauigkeiten ist es jedoch zwingend notwendig, eine Beson-
derheit der HRTM-Sensoren bei deren Nutzung zur Zweilagenmessung zu beachten: Wa¨hrend der
azimutalen Drehung zwischen Lage 1 und 2 treten unvermeidbare Fliehkra¨fte auf, die die Pendel
der HRTM nach außen auslenken. Die Auslenkung der Pendel kann eine geringe plastische Ver-
formung der hochempfindlichen Blattfederaufha¨ngung verursachen, wodurch die Sensornullpunkte
zwischen den beiden Lagen verschoben werden. Die Verschiebung der Sensornullpunkte kann bis zu
1′′ betragen und wird nicht durch die Messung in zwei Lagen eliminiert, da diese konstante Sensor-
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Abb. 6.6: Absolutneigung der Kamera
und Residuen. Dargestellt sind die auf
die Lotrichtung bezogenen Neigungen
der Kamera, die mit beiden Neigungs-
sensoren voneinander unabha¨ngig ermit-
telt wurden. Jeder Neigungswert wur-
de aus den Sensorsignalen aus Lage 1
und Lage 2 ermittelt. Es zeigt sich ei-
ne ho¨herfrequente Variation der Kame-
raneigung gleichermaßen in beiden Sig-
nalen mit einer Amplitude von wenigen
0′′.1. Daru¨ber hinaus registrieren beide
Sensoren u¨bereinstimmend eine langsa-
me A¨nderung der Kameraneigung ge-
genu¨ber der Lotrichtung von etwa 1′′.5
im Verlauf des Experiments.
nullpunkte voraussetzt. Ohne Gegenmaßnahmen fu¨hrt die Verformung der Blattfederaufha¨ngungen
zu einer drastischen Reduktion der Genauigkeiten.
Eine erhebliche Reduzierung des Effektes kann auf einfache Weise durch Nutzung der a¨ußeren
Arretierschrauben erzielt werden. Diese ko¨nnen so justiert werden, dass das Pendel wa¨hrend der
azimutalen Drehung die Arretierschrauben beru¨hrt und damit nur geringfu¨gig aus seiner Ruhelage
– etwa 50 µm in tangentialer Richtung – ausgelenkt wird. Durch diese Maßnahme wird eine sta¨rkere
Deformation der Blattfederaufha¨ngung vermieden. Abb. 6.7 zeigt sehr deutlich die Wirksamkeit der
Maßnahme anhand von Wiederholungsmessungen, die wiederum in Parallelstellung durchgefu¨hrt
worden sind. Die verbleibende Auswirkung der Nullpunktverschiebung kann mit wenigen 0′′.01 ab-
gescha¨tzt werden und ist hauptverantwortlich fu¨r den Unterschied zwischen innerer und a¨ußerer
Genauigkeit der absoluten Neigungsmessung. Daher ist die fliehkraftbedingte Verschiebung der
Nullpunkte zwischen Lage 1 und 2 als genauigkeitsbegrenzend zu bewerten.
Abb. 6.7: Vergleich der Residuen bei un-
terschiedlichen Stellungen der Arretier-
schrauben. Die Grafik zeigt deutlich die
ho¨here Streuung der Restfehler, sofern
die Pendelbewegung wa¨hrend der 180◦-
Drehung nicht eingegrenzt wird (Mes-
sungen 1 bis 100). Werden die Stell-
schrauben genutzt, um die fliehkraftbe-
dingte Pendelauslenkung wa¨hrend der
Drehung und damit die Deformation
der Blattfederaufha¨ngung einzugrenzen
(Messungen 101 bis 200), so sind Genau-
igkeiten von 0′′.05 und besser mo¨glich.
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6.3.2 Systematische Fehlerquellen
6.3.2.1 Nullpunktfehler und Nullpunktdrift
Durch Anwendung der Zweilagenmessung ko¨nnen die Nullpunktfehler der Neigungssensoren – bis
auf kleinste, sprunghafte Nullpunktverschiebungen, die im vorherigen Abschnitt erla¨utert wur-
den – eliminiert werden. Als weitere, systematisch wirkende Fehlerquelle muss die Nullpunktdrift
diskutiert werden, die als allma¨hliche, zeitliche A¨nderung des Nullpunktfehlers definiert ist. Die
Nullpunktdrift kann verschiedene Ursachen haben:
• Temperaturvera¨nderungen verursachen eine Verlagerung der Nullpunkte. Auf der Grundlage
von Temperaturanpassungsversuchen, die in einer Klimakammer durchgefu¨hrt worden sind,
ist mit Gradienten im Bereich von 0.6′′K−1 bis 1.2′′K−1 zu rechnen (Hirt und Kahlmann 2004).
Die nachgewiesene Temperaturempfindlichkeit der Sensornullpunkte kann insbesondere am
Anfang einer Messnacht zu sta¨rkeren Verlagerungen der Nullpunkte fu¨hren, wenn sich die
Sensoren nach dem Transport an die meist niedrigere Außentemperatur anpassen.
• Feuchtea¨nderungen ko¨nnen Klu¨gel (2003) zu folge Nullpunktverlagerungen in der Gro¨ßen-
ordnung von 0.1′′/% verursachen. Durch die Verwendung eines weitgehend luftdichten, aber
nicht druckdichten Geha¨uses, das mo¨glichst mit Trockenmittel ausgestattet ist, sind jedoch
feuchtebedingte Drifteinflu¨sse vermeidbar.
• Auch transportbedingte Erschu¨tterungen ko¨nnen zu Verspannungen der hochempfindlichen
Sensormechanik fu¨hren. Die allma¨hliche mechanische Entspannung fu¨hrt zu einer A¨nderung
der Absta¨nde im Dreiplattenkondensator und damit zu Nullpunktverlagerungen.
Die auftretende Nullpunktdrift kann u¨ber kurze Zeitintervalle na¨herungsweise als linear angenom-
men werden. Werden Zenitkameramessungen in der Reihenfolge Lage 1 – Lage 2 – Lage 2 – Lage 1
ausgefu¨hrt, die auch als doppelte Zweilagenmessung bezeichnet wird (Kahlmann 2003), so kann das
resultierende Mittel weitgehend vom Einfluss der Nullpunktdrift befreit werden. Dies ist bei der
Durchfu¨hrung der klassischen, einfachen Zweilagenmessung nicht der Fall.
Zur Erla¨uterung sollen zwei Neigungswerte nI und nII des Neigungssensors HRTM1 betrachtet
werden, die in Lage 1 und 2 gemessen worden sind. Die Messwerte setzen sich aus der wahren
Absolutneigung n˜ der Kamera, dem Nullpunktfehler n0, einem zeitabha¨ngigen Driftterm δn und
zufa¨lligen Messfehlern ε1 bzw. ε2 in Lage 1 und 2 zusammen:
nI = +n˜+ n0 + t1 · δn+ ε1 nII = −n˜+ n0 + t2 · δn+ ε2. (6.4)
Wa¨hrend die Absolutneigung n˜ in Lage 1 positiv und Lage 2 negativ registriert wird, gehen der Null-
punktfehler und die Nullpunktdrift jeweils mit gleichem Vorzeichen in die gemessenen Neigungen
ein. Die u¨bliche Mittelbildung von nI und nII fu¨hrt nur dann zur Befreiung von den systematischen
Fehlern, wenn keine Driftanteile vorhanden sind, d.h. δn = 0. Anderenfalls verbleibt ein Driftanteil
1
2(t1 − t2)δn als systematischer Fehler in der berechneten Absolutneigung n
n =
nI − nII
2
=
n˜+ n0 + t1 · δn+ ε1 − (−n˜+ n0 + t2 · δn+ ε2)
2
(6.5)
=
2n˜+ n0 − n0 + t1 · δn− t2 · δn+ ε1 − ε2
2
= n˜+
1
2
(t1 − t2)δn+ 12(ε1 − ε2),
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wobei t1 − t2 beispielsweise mit 30 s angenommen werden kann. Wird die Messdatenerfassung
dagegen in der Messanordnung Lage 1 – Lage 2 – Lage 2 – Lage 1 durchgefu¨hrt, ergeben sich
nacheinander die Messwerte
nI = +n˜+ n0 + t1 · δn+ ε1 nII = −n˜+ n0 + t2 · δn+ ε2 (6.6)
nII = −n˜+ n0 + t3 · δn+ ε3 nI = +n˜+ n0 + t4 · δn+ ε4,
aus denen die Absolutneigung n als Gesamtmittel berechnet wird:
n =
1
4
[n˜+ n0 + t1 · δn+ ε1 − (−n˜+ n0 + t2 · δn+ ε2) (6.7)
−(−n˜+ n0 + t3 · δn+ ε3) + n˜+ n0 + t4 · δn+ ε4]
=
1
4
[4n˜+ 2n0 − 2n0 + (t1 − t2 − t3 + t4)δn+ ε1 − ε2 − ε3 + ε4]
= n˜+
1
4
(t1 − t2 + t4 − t3)δn+ 14(ε1 − ε2 − ε3 + ε4).
Unter der Voraussetzung, dass die Zeitra¨ume t2− t1 und t4− t3 zwischen den Lagenwechseln gleich
sind, folgt eine strenge Eliminierung des linearen Driftanteils δn:
n = n˜+
1
4
(ε1 − ε2 − ε3 + ε4). (6.8)
U¨brig bleiben die gesuchte Neigung n˜ und die residualen Messfehler ε der Neigungsmessung. Damit
ist die doppelte Zweilagenmessung eine geeignete Strategie zur wirksamen Reduktion der linearen
Driftanteile.
6.3.2.2 Azimutdrehung
Bei der Mittelbildung der Neigungswerte aus Lage 1 und 2 (Gleichung 4.79 in Abschnitt 4.6.1.3)
wird implizit vorausgesetzt, dass sich die azimutale Orientierung der Sensoren um exakt 180◦ unter-
scheidet. Eine systematische Abweichung δα von der 180◦-Drehung fu¨hrt zu einer systematischen
Verfa¨lschung der Absolutneigung, deren Gro¨ßenordnung abgescha¨tzt werden soll. Hierzu kann die
bereits aufgestellte Gleichung 5.11 zur Beru¨cksichtung der Scherung (Abschnitt 5.1.4) zwischen den
Sensorachsen herangezogen werden. In Lage 1 registriert Sensor 1 die Neigung n˜1 unter Vernachla¨ssi-
gung des Nullpunktfehlers, einer Nullpunktdrift und zufa¨lliger Messfehler. Eine Abweichung δα von
der 180◦-Drehung kann als Scherung interpretiert werden: Der Sensor 1 registriert in Lage 2 einen
zu geringen Neigungsanteil (−n˜1) und zusa¨tzlich einen Neigungsanteil n˜2 in orthogonaler Richtung
zu n˜1:
nI1 = n˜1 n
II
1 =
−n˜1
sin ε
− n˜2
tan ε
. (6.9)
Die u¨bliche Mittelbildung fu¨hrt nicht auf die Absolutneigung n˜1, sondern auf den Ausdruck
n1 =
(nI1 − nII1 )
2
=
1
2
(n˜1 +
n˜1
sin ε
+
n˜2
tan ε
). (6.10)
Zur Abscha¨tzung werden nun die Neigungswerte n˜1 = n˜2 = 10′′ sowie eine Abweichung δα von
5′′ von der 180◦-Drehung angenommen. Gleichung 6.10 liefert mit ε = 90◦ + δα = 90◦ + 5′′ einen
Neigungswert n1 von 10′′.00012. Damit bleiben kleinere Abweichungen δα von der 180◦-Bedingung
bei der Azimutdrehung ohne spu¨rbare Auswirkung auf die Genauigkeit der Neigungsmessung.
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6.3.3 Fazit
In diesem Abschnitt wurde gezeigt, dass mit den hochpra¨zisen Neigungssensoren HRTM die ab-
solute Neigungsmessung mit einer (a¨ußeren) Genauigkeit σ∆Φn, σ∆Λn von besser als 0′′.05 durch-
gefu¨hrt werden kann. Damit leisten die HRTM-Sensoren einen sehr wertvollen Beitrag, um die
Fehleranteile der absoluten Neigungsmessung am Gesamtfehlerhaushalt von Zenitkameramessun-
gen gering zu halten. Fu¨r die hochpra¨zise absolute Neigungsmessung ist es wichtig, die Fehlerquellen
zu beherrschen, die die Sensornullpunkte beeinflussen. Allma¨hliche, lineare Nullpunktdriften, die
beispielsweise durch Temperatura¨nderungen verursacht werden, ko¨nnen durch Nutzung der dop-
pelten Zweilagenmessung eliminiert werden. Als kritischer instrumenteller Einfluss hat sich die
fliehkraftbedingte Verlagerung der empfindlichen Sensornullpunkte wa¨hrend der Kameradrehung
herausgestellt, die jedoch durch Einsatz der Arretierschrauben auf wenige 0′′.01 reduziert werden
kann. Die zufa¨lligen Messfehler der Sensorik und der AD-Wandlung spielen nur eine untergeordnete
Rolle im Fehlerhaushalt der Neigungsmessung.
6.4 Zeitmessung
Die Rolle der Zeitmessung im Fehlerhaushalt von Zenitkameramessungen wurde bereits im Zusam-
menhang mit der Verschlusskalibrierung in Abschnitt 5.3 diskutiert. Es wurde gezeigt, dass die
zutreffende Modellierung des zeitlichen Verschlussverhaltens fu¨r die hochpra¨zise Bestimmung der
astronomischen La¨nge von entscheidender Bedeutung ist. Wa¨hrend der elektronische Verschluss ein
reproduzierbares Bewegungsverhalten aufweist und innere Genauigkeiten von etwa 0.1 ms liefert
(Ka¨ker 2003), liegt die a¨ußere Genauigkeit fu¨r die Verschlusskalibrierung unter Beru¨cksichtigung
der in Abschnitt 5.3.4 diskutierten Restsystematiken bei etwa 1 ms. Eine weitergehende Genauig-
keitssteigerung ist erst durch Nutzung der sogenannten Zimmerwald-Methode (Schildknecht 1994)
als verfeinertes Verfahren der Epochenregistrierung mo¨glich, bei der nicht die Verschlussbewegung
modelliert wird, sondern die Taktsignale des CCD-Sensors zur Zeiterfassung herangezogen werden.
Die Zeitmessung mit dem GPS-Empfa¨nger Z12 ist mit einem zufa¨lligen Fehler von 0.001 ms verbun-
den (Ashtech 1992). Diese Unsicherheit liegt 3 Gro¨ßenordnungen – und damit erheblich – unterhalb
der Genauigkeit fu¨r die Verschlusskalibrierung und ist daher ohne weitere Bedeutung fu¨r das Feh-
lerbudget der Zeitmessung.
Zusammenfassend wird die a¨ußere Genauigkeit fu¨r die Zeitmessung durch die Unsicherheit der
Verschlusskalibrierung auf σt = 1 ms limitiert. Unter Beru¨cksichtigung der Winkelgeschwindig-
keit der Erde von 15′′s−1 ergibt sich eine Unsicherheit von 0′′.015 in der La¨ngenbestimmung, die
nur einen marginalen Anteil am Fehlerhaushalt von Zenitkameramessungen hat. Die Nutzung der
pra¨zisen GPS-gestu¨tzten Zeitmessung in Verbindung mit dem sorgfa¨ltig kalibrierten elektronischen
Pra¨zisionsverschluss stellt eine wesentliche Verbesserung gegenu¨ber dem fru¨heren photographischen
Zenitkamerasystem dar.
6.5 Azimutkorrektion
Im Gegensatz zur Polbewegungskorrektion kann die Azimutkorrektion (∆Φ,∆Λ)a (Abschnitt 4.6.2)
nicht als varianzfrei angenommen werden. Auf der Grundlage von typischen Ausgleichungsresul-
taten (Abschnitt 5.2.4) ko¨nnen den Kalibrierparametern r und γ der Azimutkalibrierung Stan-
dardabweichungen σr zwischen 0′′.02 und 0′′.05 sowie σγ zwischen 0◦.5 und 1◦.5 zugeordnet werden.
6.6. Geoda¨tische Koordinaten 147
Die Anwendung des Fehlerfortpflanzungsgesetzes auf die Gleichungen 4.85 fu¨hrt zu Standardabwei-
chungen (σ∆Φ, σ∆Λ)a fu¨r die Azimutkorrektionen zwischen 0′′.02 und 0′′.08.
Wird die Azimutkalibrierung nicht in situ auf jeder Lotabweichungsstation durchgefu¨hrt, so muss
aufgrund der Variabilita¨t der Kalibrierparameter r und γ nach gegenwa¨rtigem Erkenntnisstand mit
systematischen Restfehlern gerechnet werden, die durchaus einige 0′′.1 erreichen und dadurch die
a¨ußere Genauigkeit der Lotabweichungen deutlich reduzieren ko¨nnen. Sofern die Azimutkalibrierung
jedoch auf jeder Lotabweichungsstation in situ durchgefu¨hrt wird und die Messdaten zu¨gig erfasst
werden (vgl. Abschnitt 5.2.4), du¨rften mo¨gliche Restsystematiken der Azimutkalibrierung neben
den unvermeidbaren zufa¨lligen Fehlern (σ∆Φ, σ∆Λ)a eine eher untergeordnete Rolle spielen.
6.6 Geoda¨tische Koordinaten
Im Zusammenhang mit der DGPS-gestu¨tzten Bestimmung der geoda¨tischen Koordinaten (ϕ, λ)
wurden bereits in Abschnitt 3.1.5 die erreichbaren Genauigkeiten (σϕ, σλ) angesprochen. Fu¨r die
hochpra¨zise Lotabweichungsbestimmung werden die geoda¨tischen Koordinaten durch Tra¨gerpha-
senmessungen und Beru¨cksichtigung geeigneter Korrekturdaten bestimmt. Die geoda¨tischen Ko-
ordinaten weisen dann eine Genauigkeit σϕ und σλ von besser als 0′′.01 auf. Die Unsicherheit der
geoda¨tischen Koordinaten hat damit nur einen unwesentlichen Einfluss auf die Genauigkeit der
Lotabweichungen.
6.7 Zusammenstellung und Vergleich
Der theoretische Gesamtfehlerhaushalt der Lotrichtungs- und Lotabweichungsbestimmung mit dem
Zenitkamerasystem TZK2-D ist in Tab. 6.5 zusammengestellt. Da die Fehlerquellen in ihrer Gro¨ße
variieren ko¨nnen, sind in der Zusammenstellung minimale und maximale Werte fu¨r die Standard-
abweichungen angegeben.
Tab. 6.5: Fehlerhaushalt von digitalen Zenitkameramessungen
Fehlerquelle Formelzeichen minimaler Wert maximaler Wert
Drehpunktberechnung σΦD, σΛD 0′′.1a 0′′.3b
Neigungsmessung σ∆Φn, σ∆Λn < 0′′.05 < 0′′.05
Zeitmessungc σt < 0′′.02 < 0′′.02
Azimutkorrektionen σ∆Φa, σ∆Λa 0′′.02 0′′.08
Astronomische Breite und La¨nge σΦ, σΛ 0′′.11, 0′′.12 0′′.32, 0′′.32
Geoda¨tische Koordinaten σϕ, σλ < 0′′.01 < 0′′.01
Lotabweichungend σξ, ση 0′′.11, 0′′.07 0′′.32, 0′′.19
aEine Genauigkeit von 0′′.1 fu¨r die Drehrichtung wird ab etwa 15 Referenzsternen erreicht.
bStehen nur 4 bis 6 Referenzsterne zur Verfu¨gung, dann kann die Drehpunktgenauigkeit auch auf etwa 0′′.3 sinken.
cWird nur bei der Berechnung der Standardabweichung der astronomischen La¨nge beru¨cksichtigt.
dBei einer angenommenen Breite von 52◦.
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Die einzelnen Standardabweichungen der Beobachtungen sind weitgehend voneinander unabha¨ngig,
so dass die Standardabweichungen fu¨r die Lotrichtungsparameter (σΦ, σΛ) und die Lotabweichungen
(σξ, ση) durch einfache Fehlerfortpflanzung – ohne Beru¨cksichtung von Korrelationen – mit den
Gleichungen 6.11 und 6.12 berechnet werden du¨rfen:
σ2Φ = σ
2
ΦD + σ
2
∆Φn + σ
2
∆Φa (6.11)
σ2Λ = σ
2
ΛD + σ
2
∆Λn + σ
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2
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λ) cos
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Die Zusammenstellung in Tab. 6.5 zeigt sehr deutlich, dass die astrometrische Ermittlung der
Drehpunktkoordinaten den gro¨ßten Anteil am Fehlerhaushalt hat. Der Neigungsmessung und den
Azimutkorrektionen kommt im Vergleich zur Astrometrie nur eine untergeordnete Bedeutung zu.
Die Zeitmessung und die geoda¨tischen Koordinaten haben nur einen marginalen Anteil am Fehler-
budget. Die innere Genauigkeit einer einzelnen Lotabweichungsmessung betra¨gt – in Abha¨ngigkeit
der astrometrischen Drehpunktgenauigkeit – zwischen 0′′.1 und 0′′.3. Da auf einer Lotabweichungs-
station grundsa¨tzlich einige 10 Einzelmessungen durchgefu¨hrt werden, kann fu¨r die Mittelwerte der
Lotabweichungen eine innere Genauigkeit von 0′′.1 und besser erreicht werden, die in Abschnitt 7.1.1
nachgewiesen wird.
Abb. 6.8: Verteilung der empirischen Standardabweichungen der Lotabweichungen (ξ, η). Den beiden Grafi-
ken liegen insgesamt etwa 2200 einzelne Lotabweichungsmessungen zu Grunde, die auf u¨ber 100 Lotabwei-
chungsstationen in Hannover, Benthe, Hamburg und der Schweiz durchgefu¨hrt worden sind.
Die Zusammenstellung der inneren Genauigkeiten in Tab. 6.5 kann empirisch auf Plausibilita¨t
u¨berpru¨ft werden. Dazu werden die Standardabweichungen betrachtet, die aus der Streuung von
Wiederholungsmessungen berechnet werden ko¨nnen. In Abb. 6.8 ist die Verteilung der Standard-
abweichungen fu¨r die Lotabweichungskomponenten ξ und η fu¨r u¨ber 100 Lotabweichungsstationen
dargestellt. Der gro¨ßte Teil der in der Praxis erreichten Standardabweichungen fu¨r die Einzelwerte
variiert im Intervall von 0′′.15 bis 0′′.30. Somit kann angenommen werden, dass die Zusammenstellung
des Fehlerhaushaltes der Lotabweichungsmessung insgesamt zutrifft.
Kapitel 7
Erprobung
Im Rahmen einer intensiven Erprobungsphase wurde das Zenitkamerasystem TZK2-D in den Jahren
2003 und 2004 in Feldprojekten in Norddeutschland und der Schweiz fu¨r Lotabweichungsmessungen
eingesetzt. Der erste Feldeinsatz des Systems erfolgte von Ma¨rz bis April 2003 in Wanho¨den bei
Cuxhaven. Umfangreichere Lotabweichungsmessungen auf 35 regional verteilten Stationen wurden
im Oktober 2003 in den Schweizer Alpen durchgefu¨hrt. Im Zeitraum von Ma¨rz bis April 2004 konnte
das Zenitkamerasystem TZK2-D fu¨r die hochauflo¨sende Bestimmung eines lokalen Geoidprofils in
Benthe bei Hannover genutzt werden. Ein Schwerpunkt wurde wa¨hrend der Erprobungsphase auf
den Nachweis der a¨ußeren Genauigkeit der Lotabweichungen gelegt. Dazu wurden Vergleichsmes-
sungen auf dem ehemaligen PZT-Standort in Hamburg durchgefu¨hrt und mehrere Referenzpunkte
wiederholt beobachtet, um zuverla¨ssige Aussagen u¨ber die Wiederholbarkeit der Lotabweichungs-
messung mit der TZK2-D abzuleiten. Daru¨ber hinaus konnten auf mehreren Stationen gemessene
Lotabweichungen mit gravimetrisch bestimmten Lotabweichungen und mit den Ergebnissen vergli-
chen werden, die mit einem weiteren Zenitkamerasystem (DIADEM) erzielt wurden.
Die bei den Feldmessungen gewonnenen Ergebnisse und Erfahrungen gliedern sich in drei Gruppen.
In Abschnitt 7.1 wird u¨ber Vergleichsmessungen berichtet, die in Hamburg und Hannover durch-
gefu¨hrt wurden. Abschnitt 7.2 gibt einen kurzen Bericht u¨ber Feldmessungen in der Schweiz. Die
Lotabweichungsmessungen fu¨r die lokale Geoidbestimmung in Benthe und die erzielten Ergebnisse
sind Gegenstand von Abschnitt 7.3. Abschließend erfolgt eine Zusammenstellung der wesentlichen
Resultate der Feld- und Vergleichsmessungen sowie eine kurze Diskussion der erreichten Genauig-
keiten (Abschnitt 7.4).
7.1 Vergleichsmessungen
Fu¨r eine einwandfreie Bestimmung der a¨ußeren Genauigkeit und fu¨r die Aufdeckung von systemati-
schen Restfehlern werden Vergleichswerte fu¨r die Lotabweichungen auf mo¨glichst unterschiedlichen
Stationen beno¨tigt. Geeignete Vergleichswerte sollten
• eine u¨bergeordnete Genauigkeit von etwa 0′′.01 aufweisen
• und im ITRS koordiniert sein.
Eine Lotabweichungsstation, die beide Bedingungen vollsta¨ndig erfu¨llt, steht jedoch nicht zur
Verfu¨gung. Aus diesem Grund wurden ersatzweise Vergleichsmessungen auf solchen Stationen
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durchgefu¨hrt, die die Voraussetzungen fu¨r die Vergleichbarkeit zumindest na¨herungsweise erfu¨llen.
Hierzu geho¨rt insbesondere der Standort des ehemaligen Photozenitrohres (PZT) in Hamburg.
Neben direkt beobachteten Lotabweichungen ko¨nnen auch indirekte, gravimetrische Lotab-
weichungen zum Vergleich herangezogen werden, die auf der Grundlage von Geoidmodellen be-
rechnet werden ko¨nnen (z.B. europa¨isches gravimetrisches Geoidmodell EGG97, Torge und Denker
1999). Gravimetrische Lotabweichungen bzw. Lotrichtungen beziehen sich einerseits auf das ITRS,
weisen jedoch andererseits keine u¨bergeordnete Genauigkeit auf. Ein Vergleich zwischen astro-
geoda¨tisch gemessenen und gravimetrisch berechneten Lotabweichungen ist trotzdem sehr sinnvoll,
weil beide Lotabweichungskategorien voneinander vollkommen unabha¨ngig sind. In dieser Arbeit
werden gravimetrische Lotabweichungen aus dem Geoidmodell EGG97 auf den drei Stationen Ham-
burg, Hannover und Benthe fu¨r einen Vergleich mit gemessenen Lotabweichungen herangezogen.
Die Berechnung der gravimetrischen Lotabweichungen wurde von Denker (2004) durchgefu¨hrt. Fu¨r
die bereitgestellten Werte kann eine Genauigkeit in der Gro¨ßenordnung von etwa 0′′.2 erwartet
werden (Denker 1988, 2004).
7.1.1 Vergleichsmessungen in Hamburg
Das Photozenitrohr des fru¨heren Deutschen Hydrographischen Instituts (DHI) in Hamburg wurde
von 1957 bis 1986 stationa¨r fu¨r astronomische Zeit- und Breitenbestimmungen im Rahmen des
Internationalen Breitendienstes genutzt (vgl. Enslin 1964). Nach der Einstellung der Beobachtungen
wurde das PZT-Betriebsgeba¨ude abgerissen. Im Sommer 2003 konnte der im Stadtpark Hamburg
gelegene PZT-Standort vom Landesbetrieb Geoinformation und Vermessung Hamburg (LGV) auf
der Grundlage vorhandener geoda¨tischer Koordinaten durch eine Vermarkung wieder hergestellt
werden und ist seitdem fu¨r astrogeoda¨tische Vergleichsbeobachtungen zuga¨nglich.
Der Hamburger PZT-Standort ist einer der genauesten astronomischen Referenzpunkte in Deutsch-
land. U¨ber einen Zeitraum von etwa 30 Jahren wurden astronomische Stationskoordinaten
(ΦBIH1968, ΛBIH1968) im Bezugssystem BIH 1968 beobachtet (z.B. BIH 1969) und in den Jah-
resberichten des BIH publiziert. Die astronomischen Koordinaten fu¨r den PZT-Standort lauten
nach BIH (1984), S. B-2:
ΦBIH1968 = 53◦.597268 ΛBIH1968 = 10◦.015205 (7.1)
Durch Beru¨cksichtigung kleinerer additiver Korrektionen
∆ΦBIH1968→ITRS = −0′′.102 ∆ΛBIH1968→ITRS = +0′′.137, (7.2)
die aus dem Vergleich fru¨herer mit heutigen Sternpositionen ermittelt wurden (Enslin 2003), ko¨nnen
die PZT-Koordinaten (Gleichung 7.1) na¨herungsweise in das ITRS u¨berfu¨hrt werden. Fu¨r den
PZT-Standort sind die resultierenden astronomischen Koordinaten, die geoda¨tischen Koordinaten
(Bezugssystem ETRS89, mitgeteilt durch LGV 2003) und die Lotabweichungen in Tab. 7.1 zusam-
mengestellt.
Tab. 7.1: Referenzkoordinaten PZT-Standort Hamburg
geoda¨tische Koordinaten astronomische Koordinaten Lotabweichungen
ϕ [◦] λ [◦] Φ [◦] Λ [◦] ξ [′′] η [′′]
53.596737 10.015757 53.597240 10.015243 1.81 -1.10
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Die a¨ußere Genauigkeit der Referenzwerte fu¨r die Lotabweichungen aus Tab. 7.1 ist schwierig ab-
zuscha¨tzen. Die Annahme einer a¨ußeren Genauigkeit fu¨r die Lotabweichung von etwa 0′′.1 erscheint
plausibel, da mehrere Fehlerquellen zu beru¨cksichtigen sind:
• Die Referenzkoordinaten (ΦBIH1968,ΛBIH1968) weisen eine Unsicherheit von einigen 0′′.02 auf,
wie sich in den Schwankungen unterschiedlicher Jahresmittelwerte deutlich zeigt (z.B. Enslin
1964, 1972, 2004).
• Die Korrektionsterme ∆ΦBIH1968→ITRS und ∆ΛBIH1968→ITRS erlauben nur eine gena¨herte
Transformation zwischen dem BIH 1968 System und dem ITRS fu¨r die Station Hamburg.
• Enslin (2004) zu folge wurde fu¨r das Hamburger PZT keine Verschlusskalibrierung durch-
gefu¨hrt. Demzufolge ist die a¨ußere Genauigkeit der astronomischen La¨nge sicherlich reduziert.
Obwohl die (ξ, η)-Referenzwerte des ehemaligen PZTs somit keine u¨bergeordnete Genauigkeit auf-
weisen, kann ein Vergleich mit gemessenen Lotabweichungen zumindest sehr gute Anhaltspunkte
hinsichtlich der erreichbaren a¨ußeren Genauigkeit der TZK2-D Messungen geben.
Messungen und Ergebnisse
Mit dem Zenitkamerasystem TZK2-D konnten in insgesamt 5 Na¨chten umfangreiche Lotabwei-
chungsmessungen auf oder in der Na¨he des ehemaligen PZT-Standorts im Stadtpark Hamburg aus-
gefu¨hrt werden. Eine vollsta¨ndige Zusammenstellung aller Abendwerte fu¨r die Station Hamburg
ist in Tab. A.2 im Anhang zu finden. Um Aussagen u¨ber die innere Genauigkeit der Abendwerte
ableiten zu ko¨nnen, wurden in jeder Nacht mehrere Abendwerte hintereinander bestimmt. Tab. 7.2
zeigt exemplarisch 5 Abendwerte vom 09. Dezember 2003. Die Streuung ist ein Maß fu¨r die inne-
re Genauigkeit der Abendwerte und betra¨gt 0′′.07 fu¨r ξ und 0′′.08 fu¨r η. In den anderen Na¨chten
wurden bei a¨hnlichen, wiederholten Bestimmungen der Abendwerte mittlere innere Genauigkeiten
von etwa 0′′.08 erzielt, die die hier angegebenen Werte besta¨tigen (Tab. A.2). Die Zusammenstel-
lung der Messungen in Tab. A.2 zeigt sehr deutlich die hohe positive Korrelation der wiederholten
Lotabweichungsmessungen an den einzelnen Abenden. Als Hauptursache kommen niederfrequente
Refraktionsanomalien im Zenit aufgrund von Schichtneigung in Frage.
Tab. 7.2: Abendwerte am 09.12.2003 auf der Station Hamburg
Projekt Einzello¨sungen ξ [′′] η [′′] vξ [′′] vη [′′]
20031209 2000 117 1.88 -0.94 -0.08 0.01
20031209 3000 120 1.72 -0.88 0.08 -0.05
20031209 4000 78 1.87 -1.07 -0.07 0.14
20031209 5000 116 1.78 -0.87 0.02 -0.06
20031209 6000 108 1.76 -0.91 0.04 -0.02
Mittelwert 1.80 -0.93
Standardabw. 0.07 0.08
Die Abendwerte (Mittelwerte aller Messungen an einem Abend) der Lotabweichungen, die in 5 un-
terschiedlichen Na¨chten gemessen wurden, ko¨nnen Tab. 7.3 entnommen werden. In der Tabelle
sind auch die Abweichungen zum Gesamtmittel aller TZK2-D Beobachtungen in Hamburg und
die Abweichungen zu den PZT-Sollwerten aus Tab. 7.1 verzeichnet. Unter der Annahme, dass die
PZT-Sollwerte den wahren Werten fu¨r die Lotabweichungen entsprechen, ergibt sich eine a¨ußere
Genauigkeit fu¨r die Abendwerte der Lotabweichungen (ξ, η) von 0′′.14. Die berechnete a¨ußere Ge-
nauigkeit fu¨r die Lotabweichungen entspricht in hoher U¨bereinstimmung der a¨ußeren Genauigkeit,
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die fru¨her nur mit Photozenitrohren erreicht werden konnte: Die Genauigkeit fu¨r die Abendwerte
des Hamburger Photozenitrohrs wird von Dimopoulos (1982), S.129 mit 0′′.12 bis 0′′.17 beziffert.
Somit ko¨nnen mit dem digitalen Zenitkamerasystem a¨hnliche a¨ußere Genauigkeiten erzielt werden
wie fru¨her mit Photozenitrohren. Die verbleibenden Abweichungen zwischen dem Mittel aller Lot-
Tab. 7.3: Abendwerte der Lotabweichungsmessungen in Hamburg
gemessene Abweichungen zum Abweichungen von
Lotabweichungen TZK2-D Mittel den PZT-Sollwerten
Datum ξ [′′] η [′′] vξ [′′] vη [′′] εξ [′′] εη [′′]
20031209 1.80 -0.93 0.12 -0.11 -0.01 0.17
20040325 2.01 -0.99 -0.09 -0.05 0.20 0.11
20040413 2.04 -1.10 -0.12 0.06 0.23 0.00
20040415 1.89 -1.26 0.03 0.22 0.08 -0.16
20040424 1.87 -0.93 0.05 -0.11 0.06 0.17
Mittel 1.92 -1.04
Standardabw. 0.10 0.14 0.14 0.14
abweichungsmessungen, den PZT-Sollkoordinaten und den gravimetrischen Lotabweichungen sind
in Tab. 7.4 zu finden. Es ergeben sich nur geringe Abweichungen, die aufgrund der Genauigkeit
der Vergleichswerte (etwa 0′′.1 fu¨r die PZT-Koordinaten und 0′′.2 fu¨r die gravimetrischen Lotab-
weichungen) nicht signifikant sind. Insbesondere die hohe Korrespondenz zwischen den TZK2-D
Ergebnissen und den PZT-Vergleichswerten ist positiv zu bewerten. Gro¨ßere systematische Fehler
in den TZK2-D Beobachtungen liegen aufgrund der geringen Abweichungen nicht vor. Es fa¨llt auf,
dass es einen gro¨ßeren, jedoch nicht signifikanten Unterschied zwischen den PZT-Sollwerten und
den gravimetrischen Lotabweichungen in der ξ-Komponente von 0′′.34 gibt. Hier zeigt sich sehr
deutlich die begrenzte Genauigkeit der verfu¨gbaren Vergleichsdaten. Positiv ist an dieser Stelle an-
zumerken, dass das TZK2-D Gesamtmittel fu¨r ξ mit einem Wert von 1′′.92 innerhalb des Intervalls
liegt, das von den beiden Vergleichswerten 1′′.81 (PZT) und 2′′.15 (EGG97) gebildet wird. Auch hier-
durch wird die erreichte hohe a¨ußere Genauigkeit der TZK2-D Messungen unterstrichen. Auf der
Tab. 7.4: Vergleich der Lotabweichungen in Hamburg
Instrument/Quelle ξ [′′] η [′′] ∆ξ [′′] ∆η [′′]
TZK2-D Gesamtmittel 1.92 -1.04
PZT-Sollkoordinaten 1.81 -1.10 0.11 0.06
gravimetrische Lotabweichungen (EGG97) 2.15 -1.12 -0.23 0.08
Grundlage der durchgefu¨hrten Vergleichsmessungen ko¨nnen zusammenfassend folgende wesentliche
Aussagen getroffen werden: Die Abendwerte der Lotabweichungen erreichen eine innere Genauig-
keit von etwa 0′′.08 und im Vergleich zu den PZT-Sollkoordinaten eine hohe a¨ußere Genauigkeit
von besser als 0′′.15. Es verbleiben keine signifikanten systematischen Abweichungen gegenu¨ber den
PZT-Sollwerten. Der Unterschied zwischen der inneren und a¨ußeren Genauigkeit ist plausibel durch
das Vorhandensein von Refraktionsanomalien im Zenit zu erkla¨ren, die sich im Laufe einer Nacht
nur wenig vera¨ndern (vgl. Abschnitt 6.2.3.2).
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7.1.2 Vergleichsmessungen in Hannover
Mit dem Zenitkamerasystem TZK2-D wurde in Hannover eine Lotabweichungsstation wiederholt
beobachtet, um sehr genaue Referenzkoordinaten als Mittel einer la¨ngeren Beobachtungsreihe ab-
zuleiten und Aussagen u¨ber die Wiederholbarkeit der Lotabweichungsmessungen an unterschiedli-
chen Abenden zu treffen. Als Lotabweichungsstation wurde der Astropfeiler auf dem geoda¨tischen
Messdach der Universita¨t Hannover gewa¨hlt. In insgesamt 14 Na¨chten im Zeitraum vom Februar
2003 bis Ma¨rz 2004 konnten wiederholte Lotabweichungsmessungen auf dem Pfeiler durchgefu¨hrt
werden.
Die entstandene Beobachtungsreihe deckt u¨ber einen Zeitraum von 13 Monaten ein breites Spek-
trum von a¨ußeren Umgebungsbedingungen ab. So wurden die Messungen zu allen Jahreszeiten
durchgefu¨hrt und u¨berdecken einen sehr breiten Temperaturbereich von -10◦C bis +30◦C. Die
Messungen verteilen sich auf unterschiedliche Beobachtungszeiten (Abend, Mitternacht und fru¨her
Morgen) und decken daru¨ber hinaus verschiedene Wetterlagen (Hochdruckfronten u.a.) und daraus
resultierende Refraktionseinflu¨sse ab. Fu¨r die astrometrische Auswertung wurden insgesamt eini-
ge 10000 Tycho-2 Sterne bzw. UCAC-Sterne in der Deklination von etwa 52◦.4 u¨ber das gesamte
Rektaszensionsband von 0◦ bis 360◦ hinzugezogen. Damit ist auch der Einfluss unterschiedlicher
Sternfelder in den Resultaten enthalten, der jedoch auf der Grundlage der Voruntersuchungen (Ab-
schnitt 6.2.1.3) als gering einzuscha¨tzen ist.
Abb. 7.1: Verlauf der Lotabweichungskomponenten ξ und η fu¨r die Station Hannover
Die einzelnen Abendwerte fu¨r die Lotabweichungen (ξ, η) sind in Anhang A.1 zusammengestellt und
in Abb. 7.1 visualisiert. Aus den Streuungen gegenu¨ber den jeweiligen Mittelwerten aller Beobach-
tungen ergeben sich Standardabweichungen σξ und ση fu¨r die Abendwerte der Lotabweichungs-
komponenten von 0′′.11. Gro¨ßere Abweichungen als 0′′.2 zwischen einzelnen Abendwerten und dem
Mittelwert sind in nur einem Fall vorhanden; die Streubreite betra¨gt u¨ber die Beobachtungsserie
0′′.33 in ξ und 0′′.36 in η. Aus diesen Ergebnissen ko¨nnen zwei wesentliche Schlu¨sse gezogen werden:
• Die mit dem Zenitkamerasystem TZK2-D durchgefu¨hrten Lotabweichungsmessungen zeigen
eine hohe Wiederholbarkeit u¨ber einen la¨ngeren Zeitraum unter unterschiedlichsten Um-
gebungsbedingungen. Gro¨ßere Variationen von mo¨glichen instrumentellen Restsystematiken
sind offenbar nicht vorhanden.
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• Die implizit in den Abendwerten enthaltene, systematisch wirkende Zenitrefraktion kann als
zufa¨llig wirkender Fehler u¨ber mehrere Abende aufgefasst werden. Die Streuung der (ξ, η)
Abendwerte von 0′′.11 la¨sst die Aussage zu, dass die implizit enthaltene Zenitrefraktion eine
durchschnittliche Amplitude von etwa 0′′.1 nicht u¨berschreitet.
Diese erfreulichen Resultate der Wiederholungsmessungen unterstreichen einerseits die hohe Pra¨zi-
sion des Zenitkamerasystems TZK2-D, ko¨nnen andererseits jedoch nicht unerkannte Restsystema-
tiken aufdecken, die alle Abendwerte der Lotabweichungen in der gleichen Richtung verfa¨lschen.
An dieser Stelle kann jedoch auf der Grundlage aller Vergleichsmessungen (Abschnitt 7.4) bereits
festgehalten werden, dass sich – im Rahmen der begrenzten Genauigkeit der Vergleichsdaten – in
keinem Fall signifikante Restsystematiken gezeigt haben. Deshalb kann die Streuung der 14 Abend-
werte von 0′′.11 als klarer Hinweis auf die a¨ußere Genauigkeit der Lotabweichungen in Hannover
gewertet werden.
Fu¨r das Mittel aller Abendwerte auf der Referenzstation in Hannover wurde ein Vergleich mit
den EGG97-Lotabweichungen vorgenommen, der in Tab. 7.5 zusammengestellt ist. Es zeigt sich
im Rahmen der begrenzten Genauigkeit der Vergleichswerte eine gute U¨bereinstimmung zwischen
den gravimetrischen und den gemessenen Lotabweichungen. Ein signifikanter Unterschied ist nicht
feststellbar.
Tab. 7.5: Vergleich zwischen gemessenen und gerechneten Lotabweichungen in Hannover
Lotabweichungs- TZK2-D EGG97 Differenzen
station ξ [′′] η [′′] ξ [′′] η [′′] ∆ξ [′′] ∆η [′′]
Hannover 6.47 1.15 6.60 1.15 -0.13 0.00
7.2 Lotabweichungsmessungen in der Schweiz
Die digitalen Zenitkamerasysteme TZK2-D und DIADEM (Abschnitt 1.5) wurden im Zeitraum
vom 09.10.2003 bis zum 27.10.2003 fu¨r umfangreiche Lotabweichungsmessungen in der Schweiz
eingesetzt. Die Messkampagne wurde in enger Zusammenarbeit mit dem Bundesamt fu¨r Landes-
topographie der Schweiz (Swisstopo) und dem Geoda¨sie und Geodynamik Labor (GGL) der ETH
Zu¨rich mit den Hauptzielsetzungen durchgefu¨hrt,
• die Feldtauglichkeit der Zenitkamerasysteme TZK2-D und DIADEM auch unter erschwerten
a¨ußeren Bedingungen im Gebirge nachzuweisen,
• erste Vergleichsmessungen mit beiden Systemen zur Ableitung von Genauigkeitsaussagen
durchzufu¨hren und
• einen Beitrag fu¨r das neue Schweizer Geoidmodell CHGeo2003 zu liefern.
Die astrogeoda¨tischen Lotabweichungsmessungen mit den beiden digitalen Zenitkamerasystemen
wurden in eine gro¨ßere Feldkampagne der Swisstopo zur gezielten Verbesserung des vorhandenen
Geoidmodells CHGeo98 (Marti 1997) eingebettet. Das neue Schweizer Geoidmodell CHGeo2003 soll
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Abb. 7.2: Lotabweichungsstationen der Schweiz (erstellt von Dr. Marti). Dargestellt sind die TZK2-D-
Lotabweichungsstationen (schwarze Kreise mit Punktnummern, die mit Tab. A.4 korrespondieren) und
DIADEM-Stationen mit dem bisherigen schweizerischen Lotabweichungsnetz.
zusammen mit vorhandenen Nivellementsnetzen und GPS-Ho¨henpunkten ein konsistentes nationa-
les geoda¨tisches Netzwerk (Swiss Combined Geodetic Network, CH-CGN) bilden und Bestandteil
des sich im Aufbau befindlichen ECGN (European Combined Geodetic Network) werden. U¨ber den
Stand der Realisierung des CH-CGN wird von Brockmann et al. (2003, 2004) berichtet. In dem
neueren Beitrag findet sich auch ein kurzer Abriss u¨ber die durchgefu¨hrten Zenitkameramessun-
gen und erste Resultate von der Berechnung des CHGeo2003-Geoidmodells. U¨ber Erfahrungen mit
beiden Zenitkamerasystemen wird in Mu¨ller et al. (2004) berichtet. In dieser Dissertation werden
einige Erfahrungen und Ergebnisse dargestellt, die mit dem System TZK2-D erzielt worden sind
sowie die gemessenen Lotabweichungen nachgewiesen.
Mit dem Zenitkamerasystem TZK2-D wurden fu¨r das Schweizer Lotabweichungsnetz wa¨hrend der
CHGeo2003-Messkampagne 35 regional gut verteilte Lotabweichungsstationen gemessen. Die Mes-
sungen wurden u¨berwiegend an Orten durchgefu¨hrt, an denen das bisherige Geoidmodell CHGeo98
Unsicherheiten, d.h. gro¨ßere Widerspru¨che zwischen GPS/Nivellementspunkten und Geoidho¨hen
aufweist (siehe Schneider et al. 2003 oder Marti 2002). Daru¨ber hinaus wurden sehr ungenaue,
meist a¨ltere visuelle Lotrichtungsbeobachtungen durch neue Lotabweichungsstationen ersetzt und
astrogeoda¨tisch wenig erschlossene Gegenden verdichtet.
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Da das digitale Zenitkamerasystem TZK2-D in der O¨rtlichkeit flexibel – unabha¨ngig von verfu¨gba-
ren Festpunkten – einsetzbar ist, wurden die Lotabweichungsmessungen auf Feldwegen, Parkpla¨tzen
und a¨hnlichen, einfach erreichbaren Orten durchgefu¨hrt. Im Feldbetrieb hat sich gezeigt, dass an die
Aufstellfla¨chen fu¨r die Kamera keine besonderen Anforderungen gestellt werden. Neben Asphalt-,
Beton- und Kieseluntergrund konnten die Lotabweichungsmessungen ebenso auf Rasenfla¨chen und
auch an geneigten Aufstellorten gleichermaßen problemlos durchgefu¨hrt werden.
In insgesamt 16 Beobachtungsna¨chten konnten mit dem System TZK2-D 41 Abendwerte auf 35 un-
terschiedlichen Lotabweichungsstationen gemessen werden, wobei 34 Stationen je einmal besetzt
wurden. Je nach Wettersituation, Lage der Stationen (Gebirgsta¨ler, Pa¨sse), Abstand der Statio-
nen (meistens einige 10 km) und Fahrtaufwand je Nacht (100 km und mehr) konnten zwischen
1 und 5 Lotabweichungsstationen pro Nacht gemessen werden. Jede Station wurde hochredundant
– durch etwa 80 bis 160 Einzello¨sungen – in 3 bis 4 azimutalen Kameraausrichtungen (Abschnitt 5.2)
bestimmt. 32 von 35 Lotabweichungsstationen u¨berdecken das Hoheitsgebiet der Schweiz, 2 Sta-
tionen liegen in Liechtenstein (Triesenstein und Malbun) sowie ein Beobachtungspunkt in Italien
(Stilfser Joch, 2800 m). Die neu gemessenen Stationen werden in Abb. 7.2 gezeigt; die Ergebnisse
der Lotabweichungsbestimmungen werden im Anhang A.4 dieser Arbeit nachgewiesen.
Auf der Geostation Zimmerwald konnte das Exzentrum des Schweizer Fundamentalpunktes an
insgesamt 7 unterschiedlichen Na¨chten mit dem Zenitkamerasystem TZK2-D beobachtet werden
(Tab. 7.6). Als wesentliches Ergebnis der Wiederholungsmessungen ist festzuhalten, dass die Abend-
werte eine sehr niedrige Standardabweichung von 0′′.06 (Komponente ξ) und 0′′.10 (Komponente η)
aufweisen und die Streubreite der Stichprobe in beiden Komponenten etwa 0′′.3 betra¨gt.
Tab. 7.6: Wiederholungsmessungen auf der Lotabweichungsstation Zimmerwald. Die mit GPS im differenzi-
ellen Modus bestimmten geoda¨tischen Koordinaten sind auf das Bezugssystem CHTRF bezogen.
Datum Anz. ϕ [◦] λ [◦] Φ [◦] Λ [◦] ξ [′′] η [′′] vξ [′′] vη [′′]
20031009 167 46.877019 7.465235 46.879142 7.466821 7.64 3.90 0.16 -0.07
20031011 129 46.877019 7.465235 46.879193 7.466773 7.83 3.78 -0.03 0.05
20031013 117 46.877019 7.465235 46.879206 7.466871 7.87 4.03 -0.07 -0.20
20031022 79 46.877019 7.465235 46.879198 7.466764 7.85 3.77 -0.05 0.06
20031025 87 46.877019 7.465235 46.879169 7.466741 7.74 3.71 0.06 0.12
20031026 84 46.877019 7.465235 46.879174 7.466800 7.76 3.85 0.04 -0.02
20031027 57 46.877019 7.465235 46.879214 7.466758 7.91 3.75 -0.11 0.08
Mittel 46.877019 7.465235 46.879185 7.466790 7.80 3.83
Standardabw. 0.000016 0.000043 0.06 0.10
Streubreite 0.27 0.33
Da drei Lotabweichungsstationen im Laufe der Kampagne sowohl mit der TZK2-D als auch mit
DIADEM beobachtet wurden, ist ein erster Vergleich zwischen den beiden digitalen Zenitkamerasys-
temen mo¨glich (Tab. 7.7). Die Differenzen zwischen den ξ-Komponenten betragen fu¨r alle Stationen
maximal 0′′.1. Diese hohe Korrespondenz zwischen den ξ-Komponenten besta¨tigt in Verbindung mit
der hohen Wiederholbarkeit der Lotabweichungsbestimmungen aus Tab. 7.6 die Erkenntnis aus dem
Abschnitt 7.1, dass sich die erreichte a¨ußere Genauigkeit fu¨r die Lotabweichungskomponenten im
Bereich von etwa 0′′.10 bis 0′′.15 bewegt.
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Tab. 7.7: Vergleichsmessungen TZK2-D und DIADEM in der Schweiz
Station ξ [′′] (TZK2-D) ξ [′′] (DIADEM) ∆ξ [′′]
Grosse Scheidegg 25.63 25.73 -0.10
Pradella 5.59 5.64 -0.05
Zimmerwald 7.81 7.90 -0.09
Im Rahmen der astrogeoda¨tischen Kampagne CHGeo2003 wurden nahezu alle von der Swisstopo
vorgeschlagenen Stationen eingemessen und eine Reihe zusa¨tzlicher Stationen zur weiteren Verdich-
tung des Lotabweichungsfeldes eingeschaltet. Die Kampagne hat gezeigt, dass das digitale Zenitka-
merasystem auch unter erschwerten a¨ußeren Bedingungen – Luftfeuchtigkeit, Temperaturen bis zu
-10◦C und erhebliche transportbedingte Erschu¨tterungen – einwandfrei funktioniert und zur hoch-
genauen und wirtschaftlichen Bestimmung von Lotabweichungen im Gebirge eingesetzt werden
kann.
7.3 Profilhafte Geoidbestimmung in Benthe
Im Zeitraum von Ma¨rz bis April 2004 wurde das digitale Zenitkamerasystem TZK2-D exempla-
risch fu¨r eine hochauflo¨sende, profilhafte lokale Geoidbestimmung in Benthe su¨dlich von Hannover
eingesetzt. In dem ausgewa¨hlten Testgebiet befindet sich der Benther Salzstock als ausgedehnter
geophysikalischer Sto¨rko¨rper im Untergrund. Der Salzstock weist eine im Vergleich zu umliegenden
Gesteinen geringere Dichte auf, wodurch das lokale Schwerefeld beeinflusst wird. In der O¨rtlichkeit
wurde ein etwa 9 km langes Profil mit insgesamt 26 Stu¨tzpunkten festgelegt, die einen durch-
schnittlichen Abstand von etwa 350 m und ein durchschnittliches Azimut von etwa 300◦ aufweisen
(Abb. 7.4 c). Auf Grundlage fru¨herer Zenitkameramessungen in dem gewa¨hlten Gebiet (Seeber und
Torge 1985) und verfu¨gbarer geologischer Karten ist bekannt, dass der Salzstock eine Breite von
etwa 3 bis 4 km besitzt und sich zwischen Benthe und Ronnenberg erstreckt. In diesen Bereich
fallen die Lotabweichungsstationen Nr. 7 bis 19. Das Profil kreuzt zudem den Benther Berg, der
sich gegenu¨ber dem im u¨brigen Profilverlauf ebenen Gela¨nde um etwa 100 m abhebt.
Tab. 7.8: Zusammenstellung der Lotabweichungsmessungen in Benthe - Wiederholungsmessungen auf der
Referenzstation Nr. 14
Datum Anz. ϕ [◦] λ [◦] Φ [◦] Λ [◦] ξ [′′] η [′′] vξ [′′] vη [′′]
20040331 64 52.332277 9.641871 52.334199 9.643100 6.92 2.70 0.15 0.01
20040414 60 52.332281 9.641882 52.334244 9.643146 7.06 2.78 0.01 -0.07
20040416 51 52.332281 9.641877 52.334271 9.643088 7.16 2.66 -0.09 0.05
20040423 57 52.332285 9.641854 52.334266 9.643069 7.13 2.68 -0.06 0.03
Mittel 52.332281 9.641871 52.334245 9.643101 7.07 2.71
Standardabw. 0.11 0.05
Innerhalb von 5 Na¨chten konnten mit dem Zenitkamerasystem TZK2-D auf den festgelegten
26 Stu¨tzpunkten 39 (ξ, η)-Abendwerte bestimmt werden. Dies entspricht einem Durchschnittswert
von etwa 8 besetzten Lotabweichungsstationen pro Nacht. Im Rahmen der Messungen wurden
10 Lotabweichungsstationen in je 2 Na¨chten doppelt besetzt und eine Referenzstation (Stu¨tzpunkt
Nr. 14) in 4 Na¨chten wiederholt bestimmt, um empirische Genauigkeitsaussagen treffen zu ko¨nnen.
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In der Tab. A.5 im Anhang sind alle Abendwerte zusammengestellt. An dieser Stelle soll festgehalten
werden, dass die Standardabweichungen aus Doppelmessungen auf 10 unterschiedlichen Stationen
des Profils 0′′.08 fu¨r ξ und 0′′.09 fu¨r η betragen. Auf der Referenzstation weisen die in 4 Na¨chten
gemessenen Lotabweichungen eine Streuung von 0′′.11 fu¨r ξ und 0′′.05 fu¨r η auf (Tab. 7.8). Ein
Vergleich mit gravimetrischen Lotabweichungen auf der Referenzstation zeigt Abweichungen von
0′′.09 und weniger zum Mittel der Abendwerte (Tab. 7.9).
Tab. 7.9: Vergleich zwischen gemessenen und gerechneten Lotabweichungen in Benthe
Lotabweichungs- TZK2-D EGG97 Differenzen
station ξ [′′] η [′′] ξ [′′] η [′′] ∆ξ [′′] ∆η [′′]
Benthe (Station Nr. 14) 7.07 2.71 7.01 2.80 0.06 -0.09
In Abb. 7.3 ist der Verlauf der gemessenen Lotabweichungen in Abha¨ngigkeit vom Stationsabstand
zur Station Nr. 1 dargestellt. Beide Grafiken zeigen einen glatten Verlauf des Lotabweichungsfeldes.
Eine Ausnahme bilden die Lotabweichungsstationen Nr. 18 bis 21, die mit dem Salzstockrand
und dem Benther Berg zusammenfallen. Insbesondere im Verlauf der η-Komponente, die mit der
azimutalen Ausrichtung des Profils na¨herungsweise zusammenfa¨llt, zeigt sich bereits der gravitative
Einfluss des Salzstocks auf das lokale Schwerefeld: Die η-Komponente vera¨ndert sich u¨ber das Profil
innerhalb einer Variationsbreite von etwa 4′′.
Abb. 7.3: Verlauf der Lotabweichungen (ξ, η) im Profil Benthe
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Astrogeoda¨tische Geoidberechnung
Der Geoidverlauf kann auf einfache Weise mit den Gleichungen des astronomischen Nivellements
berechnet werden. Ausgehend von der Lotabweichungskomponente ε
ε = ξ cosα+ η sinα, (7.3)
die die Neigung der A¨quipotentialfla¨che im Beobachtungspunkt in Richtung des Azimuts α angibt,
ergibt sich durch Integration der Geoidho¨henunterschiede
dN = ε · ds (7.4)
zwischen je zwei benachbarten Lotabweichungsstationen die Differenz der Geoidundulation ∆N1n
zwischen dem Anfangspunkt und Endpunkt des Profils zu
∆N1n = −
∫ n
1
dN − E1n. (7.5)
Dabei ist ds die Strecke zwischen je zwei benachbarten Stationen und E1n die orthometrische Kor-
rektion, die aufgrund der Lotkru¨mmung anzubringen ist (Torge 2003). In den nachfolgenden Dar-
stellungen wird die orthometrische Korrektion E1n aus Gru¨nden der Vereinfachung vernachla¨ssigt.
Die bislang angegebenen Formeln ko¨nnen bei einer kontinuierlichen Abtastung des Schwerefeldver-
laufes angewendet werden. Da in der Praxis nur an diskreten Stu¨tzstellen Messungen vorliegen,
wird das Wegintegral aus Gleichung 7.5 durch die Summe der Geoidho¨henunterschiede dN ersetzt
und die Lotabweichungen des Anfangspunktes (ξ, η)i und Endpunktes (ξ, η)i+1 jedes Streckenstu¨cks
ds gemittelt. Fu¨r n Stu¨tzpunkte ergibt sich:
εi =
ξi + ξi+1
2
cosα+
ηi + ηi+1
2
sinα (7.6)
∆N = −
i=n−1∑
i=1
εi · dsi.
In Abb. 7.4 (a) ist das Ergebnis der Geoidberechnung dargestellt. Die Grafik zeigt einen
Geoidho¨henunterschied von etwa 8 cm u¨ber die Profilla¨nge von 9 km. Auffa¨llig ist bereits hier eine
kurzwellige Struktur im Geoidverlauf, die den langwelligen Anteil u¨berlagert. Eine aussagekra¨fti-
gere Form der Darstellung kann erhalten werden, wenn die langwelligen Schwerefeldanteile, die im
lokalen Bereich in guter Na¨herung durch eine Gerade approximiert werden ko¨nnen, vom gemessenen
Geoidprofil separiert werden. Eine Mo¨glichkeit hierzu bietet die Abspaltung des Trends mit einer
Regressionsgeraden. Das Resultat der Abspaltung, die einer einfachen Hochpassfilterung entspricht,
ist in Abb. 7.4 (b) dargestellt. Die Grafik zeigt deutlich eine Senke im Schwerefeldverlauf u¨ber dem
Salzstock mit einer Amplitude von etwa 2 cm. In der Form des A¨quipotentialprofils zeigt sich, dass
der Salzstock eine geringere Dichte und damit Anziehungskraft hat als die umliegenden Massen.
Daru¨ber hinaus zeigen die Grafiken, dass ein weitgehend linearer Schwerefeldverlauf zwischen den
Stu¨tzpunkten angenommen werden kann und somit das gewa¨hlte Abtastintervall von etwa 350 m
ausreichend ist. Eine Ausnahme hiervon bildet mo¨glicherweise der Anfangsbereich des Profils (Lot-
abweichungsstationen Nr. 1 bis 5). Hier deutet sich eine hochfrequente Schwerefeldstruktur an, die
Gegenstand zuku¨nftiger Detailuntersuchungen sein ko¨nnte.
Fehlerbetrachtung und Fazit
Durch einfache Fehlerfortpflanzung kann die Genauigkeit der Geoidho¨henu¨bertragung abgescha¨tzt
werden. Gema¨ß Bogenformel (Gleichung 7.4) wirkt sich eine (fiktive) Unsicherheit von 1′′ auf einer
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Abb. 7.4: Astrogeoda¨tisches Geoidprofil Benthe. In Abb. (a) ist die Geoidundulation ∆N u¨ber das Profil
aufgetragen wobei der Profilanfang mit N = 0 m angenommen wurde. Abb. (b) zeigt das vom Salzstock
verursachte Signal, das durch eine lineare Regression gewonnen wurde. Abb. (c) zeigt die ungefa¨hre Lage
des Salzstocks und den Profilverlauf.
Strecke von 1000 m mit etwa 4.9 mm auf die Bogenla¨nge bzw. den Geoidho¨henunterschied dN aus.
Demnach gilt fu¨r eine davon abweichende Unsicherheit σε auf einer beliebigen Strecke ds:
σdN = 4.9 mm · ds [m]1000 [m] ·
σε[′′]
1[′′]
. (7.7)
Bei einer angenommenen Genauigkeit von σε von etwa 0′′.15 (0′′.10) fu¨r die azimutalen Lotabwei-
chungskomponenten ε und einer Streckenla¨nge ds von durchschnittlich 350 m zwischen benachbar-
ten Stationen ergibt sich eine Standardabweichung σdN von 0.26 mm (0.17 mm) fu¨r einen einzelnen
Geoidho¨henunterschied dN . Da insgesamt n Geoidho¨henunterschiede dN summiert werden, ergibt
sich fu¨r die resultierende Gro¨ße ∆N eine Standardabweichung
σ∆N =
√
n · σdN . (7.8)
Bei insgesamt 25 summierten Geoidho¨henunterschieden folgt fu¨r die Geoidho¨henu¨bertragung in
Benthe eine Genauigkeit σ∆N von 1.3 mm (0.85 mm). Diese Abscha¨tzung ist einerseits aufgrund ver-
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nachla¨ssigter Korrelationen zwischen benachbarten Lotabweichungsstationen und der vernachla¨ssig-
ten orthometrischen Korrektion etwas zu optimistisch. Andererseits wird hierdurch verdeutlicht,
dass mit der astrogeoda¨tischen Methode u¨ber Distanzen von einigen Kilometern Geoidho¨henunter-
schiede durchaus mit Genauigkeiten im Millimeterbereich u¨bertragen werden ko¨nnen.
Die exemplarisch durchgefu¨hrte Messkampagne in Benthe hat zusammenfassend gezeigt, dass das
digitale Zenitkamerasystem TZK2-D ein leistungsfa¨higes Instrument fu¨r die wirtschaftliche und
hochpra¨zise Bestimmung lokaler Geoidverla¨ufe bzw. A¨quipotentialfla¨chen ist. Im Vergleich mit
gravimetrischen Verfahren ko¨nnen Schwerefeldprofile mit dem astronomischen Nivellement in kurzer
Zeit sehr wirtschaftlich bereitgestellt werden, weil keine fla¨chenhaft verteilten Messungen notwendig
sind.
7.4 Zusammenstellung und Diskussion
In insgesamt vier Messgebieten (Hamburg, Hannover, Benthe und in der Schweiz) wurden Ver-
gleichsbeobachtungen mit dem Zenitkamerasystem TZK2-D durchgefu¨hrt und Standardabweichun-
gen fu¨r die Lotabweichungsmessungen aus wiederholten Beobachtungen ermittelt. In Tab. 7.10 sind
alle durchgefu¨hrten Vergleiche und berechneten Genauigkeiten zusammengestellt. Folgende Fest-
stellungen und Schlussfolgerungen ko¨nnen auf Grundlage der bisherigen Ausfu¨hrungen und der
Zusammenstellung getroffen werden:
1. In keinem einzigen Fall konnten signifikante Abweichungen zwischen den gemessenen Lot-
abweichungen und den Vergleichsdaten festgestellt werden. Die aufgetretenen Abweichungen
u¨berschreiten nur auf einer Station einen Betrag von 0′′.20. Die Abweichungen zeigen kein
systematisches Verhalten und betragen im Mittel -0′′.06 (Komponente ξ) und 0′′.06 (Kompo-
nente η). Die Lotabweichungsmessungen mit der TZK2-D enthalten somit keine nachweis-
baren systematischen Restfehleranteile. Diese Schlussfolgerung wird dadurch bekra¨ftigt, dass
auf unterschiedlichen Stationen gro¨ßtenteils unabha¨ngige Vergleichsdaten genutzt wurden.
2. Auf der Station Hamburg wurde die a¨ußere Genauigkeit formal aus den Verbesserungen ge-
genu¨ber den PZT-Vergleichswerten zu 0′′.14 fu¨r beide Komponenten der Lotabweichung be-
stimmt. Auf insgesamt vier Referenzstationen (Hamburg, Hannover, Zimmerwald und Ben-
the) und den Doppelmessungen in Benthe konnten daru¨ber hinaus Standardabweichungen
aus der Streuung der Lotabweichungen an unterschiedlichen Abenden ermittelt werden. Die-
se bewegen sich im Bereich von 0′′.06 bis 0′′.11 fu¨r ξ und 0′′.05 bis 0′′.14 fu¨r η. Die Variation
der Streuungen auf unterschiedlichen Stationen ist sicherlich im unterschiedlichen Umfang der
jeweiligen Messreihe und sehr wahrscheinlich in variierenden Refraktionseinflu¨ssen begru¨ndet.
3. Auf Grundlage der Punkte 1 und 2 kann davon ausgegangen werden, dass fu¨r die durch-
gefu¨hrten Lotabweichungsmessungen – je nach Messgebiet und aufgetretenen Refraktions-
einflu¨ssen – eine a¨ußere Genauigkeit zwischen 0′′.10 und 0′′.15 erreicht wurde. Somit ist das
Zenitkamerasystem TZK2-D ein geeignetes Instrument fu¨r die hochpra¨zise Bereitstellung von
Lotabweichungen.
In Tab. 7.11 sind alle bisherigen Lotabweichungsmessungen zusammengestellt. Innerhalb eines
Zeitraumes von 15 Monaten wurden fu¨nf unterschiedliche astrogeoda¨tische Feldprojekte in Nord-
deutschland und der Schweiz mit dem Zenitkamerasystem TZK2-D durchgefu¨hrt. Insgesamt konn-
ten 87 Lotabweichungsstationen mit 126 Abendwerten bestimmt werden, fu¨r die u¨ber 12000 Einzel-
messungen durchgefu¨hrt wurden. Das Zenitkamerasystem TZK2-D kann – je nach Stationsabstand
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und Jahreszeit – durchaus fu¨r die Beobachtung von 10 Lotabweichungsstationen pro Nacht genutzt
werden. Insbesondere die Messungen in der Schweiz zeigten, dass das Zenitkamerasystem TZK2-D
zur wirtschaftlichen Lotabweichungsbestimmung auch unter extremen a¨ußeren Bedingungen einge-
setzt werden kann. Die Erprobungsphase des Zenitkamerasystems TZK2-D ist damit als erfolgreich
zu bewerten.
Tab. 7.10: Zusammenstellung aller Vergleichsmessungen. Stationsbezeichnungen: HH = Hamburg, Han =
Hannover, Zim = Zimerwald, Pra = Pradella, GSc = Grosse Scheidegg und Ben = Benthe. Bezeichnungen
der Vergleichsdaten: PZT = Photozenitrohr, EGG97 = gravimetrische Lotabweichungen, TZK2-D = Streu-
ung wiederholter Lotabweichungsmessungen auf Referenzpunkten und DIADEM = Vergleich mit Zenitka-
merasystem der ETH Zu¨rich.
Sta- Zeitraum Vergleich Anzahl Anzahl Abweichungen Streuungen
tion mit Abende Stationen ∆ξ [′′] ∆η [′′] σξ [′′] ση [′′]
HH 12/03-04/04 PZT 5 1 0.11 0.06 0.14 0.14
HH 12/03-04/04 EGG97 5 1 -0.23 0.08 - -
HH 12/03-04/04 TZK2-D 5 1 - - 0.10 0.14
Han 02/03-05/04 EGG97 14 1 -0.13 0.00 - -
Han 02/03-05/04 TZK2-D 14 1 - - 0.11 0.11
Zim 10/03 TZK2-D 7 1 - - 0.06 0.10
Zim 10/03 DIADEM 7 1 -0.09 - - -
Pra 10/03 DIADEM 1 1 -0.05 - - -
GSc 10/03 DIADEM 1 1 -0.10 - - -
Ben 03/04-05/04 EGG97 4 1 0.06 0.09 - -
Ben 03/04-05/04 TZK2-D 4 1 - - 0.11 0.05
Ben 03/04-05/04 TZK2-D 4 10 - - 0.08 0.09
Mittel 02/03-05/04 -0.06 0.06 0.10 0.10
Tab. 7.11: Zusammenstellung aller TZK2-D Feldeinsa¨tze 02/2003-04/2004. Abku¨rzungen: Anz. Mess. = An-
zahl der Einzelmessungen wa¨hrend der Kampagne, AW = Anzahl der Abendwerte wa¨hrend der Kampagne.
Station/ Zeitraum Art der Kampagne Anz. Mess- Sta- AW AW/
Gebiet Mess. na¨chte tionen Nacht
Hannover 02/03-04/04 Wiederholungsmessungen 3000 14 1 14 1
Cuxhaven 03/03-04/03 lokale Geoidbestimmung 1400 3 24 27 9
Schweiz 10/03 regionale Geoidbestimmung 4200 16 35 41 2.6
Hamburg 12/03-04/04 Vergleichsmessungen 1500 5 1 5 1
Benthe 03/04-04/04 lokale Geoidbestimmung 2000 5 26 39 7.8
Summe 02/03-04/04 12100 43 87 126
Kapitel 8
Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde die Entwicklung des hochpra¨zisen und echtzeitfa¨higen trans-
portablen digitalen Zenitkamerasystems TZK2-D fu¨r die wirtschaftliche Lotrichtungs- und Lot-
abweichungsbestimmung vorgestellt. Die wirksamen Fehleranteile bei der Lotabweichungsbestim-
mung wurden theoretisch umfassend formuliert, in unterschiedlichen Versuchsanordnungen u¨ber-
pru¨ft und durch sorgfa¨ltige Kalibrierung, geeignete Messanordnungen und Wiederholungsmessun-
gen reduziert. Das Zenitkamerasystem wurde in Feldprojekten in der Schweiz und Norddeutschland
erfolgreich erprobt und hat seine volle Funktions- und Leistungsfa¨higkeit unter Beweis gestellt.
Instrumentelle Realisierung und Datenprozessierung
Die Konstruktion des digitalen Zenitkamerasystems TZK2-D baut auf der photographischen Zenit-
kamera TZK2 (Wissel 1982) auf. Das Objektiv und die Mechanik der TZK2 bilden die Basis fu¨r
das neue Digitalsystem, die fru¨her genutzten Sensoren wurden jedoch vollsta¨ndig durch hochgenaue
Digitalsensorik ersetzt. Fu¨r die Bilderfassung wird als Kernelement des Systems und wesentliche
Neuerung die Digitalkamera KX2E (1.5 Millionen Pixel) genutzt, die die digitalen Bilddaten di-
rekt fu¨r die Prozessierung in Echtzeit bereitstellt und den fru¨her notwendigen, sehr aufwa¨ndigen
manuellen Entwicklungs- und Auswerteprozess der analogen Messbilder ablo¨st. Fu¨r die Neigungs-
messung kommen zwei hochauflo¨sende elektronische HRTM-Neigungssensoren zum Einsatz. Ein
GPS-Empfa¨nger, der fu¨r die Bestimmung der geoda¨tischen Koordinaten und die Messung der Be-
lichtungsepochen dient, vervollsta¨ndigt das System. Durch Nutzung des GPS-Empfa¨ngers fu¨r die
geoda¨tische Positionsbestimmung ist es mo¨glich, Lotabweichungsbestimmungen unabha¨ngig von
Festpunkten durchzufu¨hren. Die Anordnung und Dichte der Lotabweichungsstationen kann sich
daher an den Zielsetzungen der Feldkampagnen orientieren. Die Hauptmodule des Zenitkamera-
systems TZK2-D – die Zenitkamera und der Messwerterfassungsrechner – sind in einem rollbaren
Stativwagen integriert, der auf dem Beobachtungspunkt durch ausfahrbare Hubzylinder die notwen-
dige Standfestigkeit erha¨lt. Die Gesamtkonstruktion des Zenitkamerasystems ist benutzerfreund-
lich, da das System leicht transportiert werden kann und die Operateure wa¨hrend der Feldarbeiten
weitgehend entlastet werden (Kapitel 3).
Fu¨r die automatisierte Echtzeit-Lotabweichungsbestimmung wurde das bildverarbeitende Software-
system AURIGA entwickelt, das sowohl fu¨r die Datenakquisition als auch fu¨r die vollautomatische
Prozessierung der astrometrischen Datensa¨tze eingesetzt wird. Die Datenprozessierung umfasst die
Detektion und Zentrierung der abgebildeten Sterne, die mit geeigneten Referenzsternen aus den
hochpra¨zisen Sternkatalogen Tycho-2 und UCAC identifiziert werden. Durchschnittlich ko¨nnen et-
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wa 20 bis 30 Sterne fu¨r die Lotrichtungsbestimmung genutzt werden. Nach der astrometrischen
Datenreduktion wird die Drehrichtung der Kamera in das zenitale Sternfeld mit einem einfachen
Transformationsansatz (4 Parameter) interpoliert. Die Lotrichtungsparameter und Lotabweichung-
en werden nach der Beru¨cksichtung kleinerer Korrektionsterme fu¨r die Neigung der Zenitkamera,
den azimutabha¨ngigen Fehler und die Polbewegung sowie der geoda¨tischen Koordinaten in Echtzeit
– wenige Sekunden nach der Messung – bereitgestellt.
Wirtschaftlichkeit der Lotabweichungsbestimmung
Mit dem digitalen Zenitkamerasystem ko¨nnen Lotabweichungsbestimmungen wirtschaftlich durch-
gefu¨hrt werden. Bei einer Ru¨stzeit von etwa 10 min fu¨r Auf- und Abbau des Systems und einer
Beobachtungsdauer von 20 bis 30 min fu¨r 30 bis 60 Einzello¨sungen ist es mo¨glich, in einer klaren
Nacht je nach Stationsabstand und Jahreszeit u¨ber 10 Lotabweichungsstationen zu messen. Bei
kurzen Stationsabsta¨nden, ko¨nnen bei einer Beobachtungsdauer von 15 min durchaus 2 Lotabwei-
chungsstationen pro Stunde bestimmt werden. Da der Zeiteinsatz fu¨r die Auswertung praktisch ver-
nachla¨ssigt werden kann, nimmt die Bestimmung der Lotabweichungen auf einer Station insgesamt
einen Zeitraum von etwa 30 min in Anspruch. Im Vergleich zu fru¨heren, sehr auswerteintensiven
photographischen Zenitkameramessungen ist mit der Nutzung des Systems TZK2-D eine deutliche
Steigerung der Wirtschaftlichkeit um etwa eine Gro¨ßenordnung verbunden (Abschnitt 3.5).
Innere und a¨ußere Genauigkeit der Lotabweichungen
Einen Schwerpunkt dieser Arbeit bildet die weitgehende Beherrschung der Fehlerquellen, die bei
der Lotabweichungsbestimmung auftreten. Durch Kalibrierung des Verschlussverhaltens, der Nei-
gungssensoren und des azimutabha¨ngigen Fehlers sowie Anwendung der doppelten Zweilagenmes-
sung ko¨nnen eine Reihe instrumentell bedingter, systematisch wirkender Fehleranteile reduziert
werden (Kapitel 5 und 6). Bei der Zusammenstellung des Fehlerhaushalts hat sich gezeigt, dass die
Einzelwerte der Lotabweichungen ξ und η mit einem zufa¨lligen Fehler von 0′′.15 bis 0′′.3 behaftet
sind, der ein Maß fu¨r die innere Genauigkeit ist (Abschnitt 6.7). Durch Mittelwertbildung werden
die zufa¨lligen Fehleranteile reduziert, die innere Genauigkeit der Abendwerte kann empirisch mit
etwa 0′′.08 angegeben werden (Abschnitt 7.1.1) und ist fu¨r beide Lotabweichungskomponenten etwa
gleich groß.
Der Nachweis der erreichten a¨ußeren Genauigkeit fu¨r die Lotabweichungen ξ und η gestaltet sich
schwierig, da eine quasi varianzfreie Referenzstation beno¨tigt wird, auf der Sollwerte fu¨r die Lot-
abweichungen mit einer a¨ußeren Genauigkeit von wenigen 0′′.01 im ITRS vorliegen. Eine solche
Referenzstation, die diese hohen Anforderungen erfu¨llt, stand wa¨hrend dieser Arbeit jedoch nicht
zur Verfu¨gung. Ersatzweise wurden auf dem Standort des ehemaligen Photozenitrohres (PZT)
in Hamburg Vergleichsmessungen mit dem Zenitkamerasystem TZK2-D durchgefu¨hrt (Abschnitt
7.1.1). Durch Vergleich der Abweichungen zwischen PZT-Sollkoordinaten und den TZK2-D Lo-
tabweichungsmessungen, die an insgesamt 5 Abenden durchgefu¨hrt wurden, konnte die a¨ußere
Genauigkeit der Abendwerte zu 0′′.14 fu¨r ξ und η bestimmt werden. Dieses Resultat ist als Hinweis
auf das erreichte hohe a¨ußere Genauigkeitsniveau von 0′′.15 und besser zu werten.
In Ermangelung hochpra¨ziser Referenzkoordinaten wurde das Zenitkamerasystem TZK2-D fu¨r wie-
derholte Lotabweichungsmessungen auf insgesamt drei Referenzstationen in Hannover, Benthe und
Zimmerwald an 25 Abenden eingesetzt; alleine 14 Abendwerte entfallen dabei auf die Station Han-
nover. Die Abendwerte der Lotabweichungen streuen um ihre Stationsmittelwerte zwischen 0′′.06
bis 0′′.11 (Komponente ξ) und 0′′.05 bis 0′′.11 (Komponente η) und zeigen damit eine hohe Re-
produzierbarkeit. Daru¨ber hinaus ergibt sich aus den Differenzen aus Doppelmessungen, die mit
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der TZK2-D an unterschiedlichen Abenden auf insgesamt 10 Stationen durchgefu¨hrt wurden, eine
Genauigkeit von 0′′.08 fu¨r ξ und 0′′.09 fu¨r η. Die Streuungen der Abendwerte sind zwar kein zu-
verla¨ssiges Maß fu¨r die a¨ußere Genauigkeit, ko¨nnen jedoch ebenfalls als Hinweis auf das erreichte
Genauigkeitsniveau angesehen werden. Ein Vergleich zwischen den Breitenbestimmungen, die mit
dem System TZK2-D und dem Zu¨richer DIADEM-Zenitkamerasystem auf drei Stationen in der
Schweiz durchgefu¨hrt wurden, zeigt eine U¨bereinstimmung im Bereich von 0′′.05 bis 0′′.10. Auch der
Vergleich mit berechneten gravimetrischen Lotabweichungen auf drei Stationen zeigt keine signifi-
kanten Restsystematiken in den gemessenen Lotabweichungen.
Aufgrund der zahlreichen Hinweise, die die Wiederholungsmessungen in Verbindung mit den Ver-
gleichsmessungen geben, kann davon ausgegangen werden, dass eine a¨ußere Genauigkeit fu¨r die
Lotabweichungen zwischen 0′′.10 und 0′′.15 erreicht wurde. Dies entspricht einer Genauigkeitssteige-
rung gegenu¨ber der photographischen Zenitkamera um etwa eine halbe Gro¨ßenordnung (Abschnitt
3.5). Diese deutliche Verbesserung ist im Zusammenspiel mehrerer Faktoren begru¨ndet: Neben
der hohen Anzahl von Wiederholungsmessungen auf den einzelnen Lotabweichungsstationen, der
sorgfa¨ltigen Modellierung instrumenteller Systematiken und der verwendeten pra¨zisen Digitalsen-
sorik tragen vor allem die hochpra¨zisen Sternkataloge Tycho-2 und UCAC zu diesem Fortschritt
bei.
Die Ergebnisse der bislang durchgefu¨hrten Wiederholungsmessungen weisen deutlich auf das Vor-
handensein von Zenitrefraktion hin (Abschnitt 6.2.3.2). Diese genauigkeitslimitierende a¨ußere Feh-
lerquelle kommt als Hauptursache fu¨r den Unterschied zwischen der inneren und a¨ußeren Genau-
igkeit astrogeoda¨tischer Lotabweichungsbestimmungen (Abschnitt 7.1.1) in Frage und ist bislang
nur wenig erforscht.
Erprobung des digitalen Zenitkamerasystems TZK2-D
Das digitale Zenitkamerasystem TZK2-D wurde in den Jahren 2003 und 2004 im Rahmen mehrerer
Feldkampagnen erprobt. Insgesamt konnten 126 Abendwerte fu¨r die Lotabweichungen auf 87 un-
terschiedlichen Lotabweichungsstationen bestimmt werden. In der Summe wurden auf allen Beob-
achtungspunkten u¨ber 12000 Einzelwerte fu¨r die Lotrichtungen und Lotabweichungen bestimmt.
Neben ersten testweisen Einsa¨tzen in der Na¨he von Cuxhaven wurde das digitale Zenitkamerasystem
TZK2-D im Rahmen der astrogeoda¨tischen Messkampagne CHGeo2003 fu¨r die Bestimmung von
insgesamt 35 regional verteilten Lotabweichungsstationen im Alpenvorland und den Zentralalpen
der Schweiz, in Liechtenstein und Italien genutzt. Die gemessenen Lotabweichungen werden fu¨r die
Berechnung des neuen Schweizer Geoidmodells der Swisstopo verwendet (Abschnitt 7.2). Im Rah-
men dieser Messkampagne konnte die Robustheit des Zenitkamerasystems auch unter ungu¨nstigen
a¨ußeren Bedingungen, die im Hochgebirge anzutreffen sind, unter Beweis gestellt werden.
In einer weiteren Feldkampagne wurde das Zenitkamerasystem TZK2-D in Benthe bei Hannover
zur hochpra¨zisen Bestimmung eines lokalen Geoidprofils bei dichter Stationsanordnung eingesetzt.
Auf einer Profilla¨nge von insgesamt 9 km konnten oberhalb eines Salzstocks, der als ausgedehnter
geophysikalischer Sto¨rko¨rper auf das lokale Schwerefeld einwirkt, 26 Stationen beobachtet werden.
U¨ber den gesamten Profilverlauf zeigen die Lotabweichungen eine Schwankungsbreite von etwa 4′′,
die vom Sto¨rko¨rper verursacht wird. Das resultierende Geoidprofil entha¨lt einen deutlichen Sig-
nalanteil mit einer Amplitude von etwa 2 cm. Die U¨bertragung der Geoidundulation weist u¨ber
die gesamte Profilla¨nge eine Unsicherheit im Millimeterbereich auf (Abschnitt 7.3). Diese exempla-
rische Profilmessung zeigt das hohe Potenzial der astrogeoda¨tischen Methode fu¨r die wirtschaftliche
hochpra¨zise und hochauflo¨sende Schwerefeldbestimmung in lokalen Bereichen.
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Ausblick auf instrumentelle und methodische Weiterentwicklungsmo¨glichkeiten
Es bestehen einige Mo¨glichkeiten zur instrumentellen Weiterentwicklung des digitalen Zenitkamera-
systems TZK2-D. Hierzu geho¨rt die vollsta¨ndige Automatisierung aller noch notwendigen manuellen
Eingriffe vor und wa¨hrend des Messprozesses. Die Motorisierung der Horizontierung, Fokussierung
und Azimutdrehung wurde schon erfolgreich im Zenitkamerasystem DIADEM der ETH Zu¨rich rea-
lisiert (Hirt und Bu¨rki 2002) und ko¨nnte in a¨hnlicher Weise bei der TZK2-D vorgenommen werden.
Durch die vollsta¨ndige Motorisierung des Messsystems wird ein vollautomatisierter Messprozess,
eine vollsta¨ndige Vermeidung von Beobachtereinflu¨ssen und eine weitere Entlastung der Beobachter
erreicht. Besonders interessant erscheint die Mo¨glichkeit, mit einer Zenitkamera vollautomatisierte
Dauerbeobachtungen der Lotabweichungen u¨ber mehrere Stunden durchzufu¨hren, die beispielsweise
zum Studium der Fluktuation des zenitalen Refraktionsfeldes herangezogen werden ko¨nnten.
Das digitale Zenitkamerasystem erreicht als nicht nachgefu¨hrtes astrometrisches Messinstrument
die instrumentelle Grenzgro¨ße und das maximale Signal-Rauschverha¨ltnis bereits nach wenigen 0.1 s
(Abschnitte 2.1.3.4 und 6.2.1); bei la¨ngeren Belichtungszeiten zeigen sich aufgrund der Erdrotation
la¨ngliche Sternspuren. Durch diesen konzeptionellen Nachteil des Messverfahrens ist die erreichbare
astrometrische Genauigkeit begrenzt. So betra¨gt die Unsicherheit fu¨r die Interpolation der Dreh-
richtung etwa 0′′.1 bis 0′′.2 und stellt damit den gro¨ßten zufa¨lligen Fehleranteil am Fehlerhaushalt
von Zenitkameramessungen dar (Abschnitt 6.7). Eine erhebliche Genauigkeitssteigerung der astro-
metrischen Richtungsbestimmung ko¨nnte durch Nutzung eines CCD-Sensors mit Drift-Scanning
Option (TDI) mo¨glich werden. Die Drift-Scanning Technik bietet die Mo¨glichkeit, durch geeignete
Taktung die herausgelo¨sten Elektronen auf dem CCD pixelweise – in genauer Synchronisation zur
Erdrotation und damit zur scheinbaren Sternbewegung – zu verschieben (z.B. Kovalevsky 2002,
Zaritsky et al. 1996 und Gehrels et al. 1986). Hierdurch wird elektronisch eine nachgefu¨hrte Be-
obachtung realisiert, die eine deutliche Steigerung des erreichbaren Signal-Rauschverha¨ltnisses und
damit der astrometrischen Genauigkeit erwarten la¨sst. Voraussetzung fu¨r die Nutzbarkeit der Drift-
Scanning Technik ist die pra¨zise azimutale Ausrichtung des CCD-Sensors in Ost-West-Richtung,
die motorisiert durchgefu¨hrt werden ko¨nnte.
Eine wichtige zuku¨nftige Aufgabe ist sicherlich die na¨here Untersuchung der Zenitrefraktion, die
auf einem Genauigkeitsniveau von 0′′.1 eine limitierende Fehlerquelle darstellt und ein wesentlicher
Schlu¨ssel fu¨r eine weitere Genauigkeitssteigerung ist. Gegenwa¨rtig kann der Einfluss der Zenitrefrak-
tion auf die Lotabweichungen nur durch wiederholte Beobachtung an unterschiedlichen Abenden ge-
mindert werden. Es wa¨re wu¨nschenswert, die Zenitrefraktion schon bei der Lotabweichungsmessung
an einem Abend durch Hinzunahme sekunda¨rer Datenquellen zu beherrschen. Hierzu wu¨rde es sich
anbieten, beispielsweise das Potenzial digitaler hochauflo¨sender Wettermodelle zur Bereitstellung
von Korrekturtermen zu untersuchen, um die Zenitrefraktion im Postprocessing beru¨cksichtigen zu
ko¨nnen.
Ausblick auf mo¨gliche Anwendungen
Die Hauptanwendungsgebiete fu¨r astrogeoda¨tische Lotabweichungsbestimmungen mit digitalen
Zenitkamerasystemen wie der TZK2-D und auch weiteren, zuku¨nftigen Messsystemen liegen si-
cherlich in der lokalen und regionalen Geoid- und Quasigeoidbestimmung. Insbesondere im Mit-
telgebirge und im Hochgebirge stellen astrogeoda¨tisch gemessene Lotabweichungen eine wertvolle
Beobachtungsklasse dar, die nach jetzigem Kenntnisstand – neben Schwereanomalien – zum Er-
reichen der Zentimetergenauigkeit und besser notwendig sind (siehe auch Scho¨dlbauer 2000b und
Marti 1997). Daher du¨rfte der regionalen wirtschaftlichen Verdichtung des Lotabweichungsfeldes
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in alpinen Regionen in Zukunft eine wichtige Rolle zu Teil werden. – Ein erster Beitrag hierzu
wurde bereits mit der astrogeoda¨tischen Messkampagne CHGeo2003 in der Schweiz geliefert (Ab-
schnitt 7.2).
Astrogeoda¨tisch gemessene Lotabweichungen stellen eine von Schwereanomalien vollkommen
unabha¨ngige Schwerefeldbeobachtung dar. Zur Validierung gravimetrischer Geoidmodelle (z.B.
EGG97, Torge und Denker 1999) kann das astronomische Nivellement durchaus eine geeignete
Methode darstellen. Durch ausreichend dichte, profilhafte Anordnung der Lotabweichungsstationen
(beispielsweise 500 m Stationsabstand oder weniger) kann der lokale Geoidverlauf u¨ber einige 10 km
mit Subzentimetergenauigkeit abgeleitet werden. In geoda¨tisch wenig erschlossenen Regionen, in
kleineren abgeschlossenen Gebieten und in solchen Gegenden, in denen fla¨chenhaft verteilte Schwe-
redaten nicht verfu¨gbar oder aus politischen Gru¨nden nicht zuga¨nglich sind, stellt die astrogeoda¨ti-
sche Bestimmung von Lotabweichungen eine einfache und wirtschaftliche Methode zur Geoidbe-
stimmung dar (z.B. Scho¨dlbauer 2000b, Wildermann 1988, Wissel 1982).
Die geoda¨tische Astronomie ist in besonderem Maße fu¨r die Lo¨sung anspruchsvoller Aufgabenstel-
lungen im Bereich der hochpra¨zisen und hochauflo¨senden lokalen Schwerefeldbestimmung geeignet.
Durch sehr dichte, profilhafte Anordnung der Lotabweichungsstationen (z.B. 50 m oder 100 m Sta-
tionsabstand) kann das lokale Lotabweichungsfeld und damit das lokale Schwerefeld hochauflo¨send
abgetastet werden. Bis zu einer Profilla¨nge von einigen Kilometern kann das astronomische Nivel-
lement fu¨r die Bestimmung lokaler Geoidverla¨ufe mit Submillimetergenauigkeit genutzt werden.
Dieses hohe Potenzial kann eingesetzt werden, um feinste Schwerefeldstrukturen aufzudecken und
damit den hochfrequenten Spektralbereich des Erdschwerefeldes zu erschließen, u¨ber den bislang
nur wenige empirisch gewonnene Erkenntnisse vorliegen.
Mo¨gliche Einsatzfelder fu¨r die hochauflo¨sende Schwerefeldbestimmung mit digitalen Zenitkamera-
systemen liegen beispielsweise auf dem Gebiet der Geophysik. Hier ko¨nnen astrogeoda¨tische Beob-
achtungen fu¨r die hochpra¨zise Lokalisierung von Sto¨rko¨rpern genutzt werden. Ein weiteres Potenzial
liegt im Bereich des Anlagenbaus. Insbesondere die Justierung zuku¨nftiger Teilchenbeschleuniger
erfordert hochpra¨zise Informationen u¨ber den lokalen Schwerefeldverlauf im Submillimeterbereich
u¨ber wenige 100 m (Becker et al. 2002, Schlo¨sser und Herty 2002 und Schwarz 1998). In diesem
Anwendungsfeld kann die TZK2-D eingesetzt werden, um u¨ber kurze Distanzen Geoidverla¨ufe mit
Submillimetergenauigkeit zu bestimmen.
Es kann erwartet werden, dass automatisierte digitale Zenitkamerasysteme zuku¨nftig versta¨rkt fu¨r
die wirtschaftliche und hochpra¨zise Bestimmung von Lotabweichungen eingesetzt werden, um Bei-
tra¨ge fu¨r die skizzierten Aufgabenstellungen zu liefern. Dies gilt insbesondere in Hinblick auf die
in der Einleitung dieser Arbeit formulierten zuku¨nftigen Genauigkeitsanforderungen an Schwere-
feldbestimmungen. Die geoda¨tische Astronomie kann hohe Genauigkeitsanforderungen – zumindest
in lokalen Bereichen – mit modernen Zenitkamerasystemen wie dem in dieser Arbeit vorgestellten
System TZK2-D bereits heute wirtschaftlich erfu¨llen.
Anhang A
Zusammenstellung der
Lotabweichungsmessungen
A.1 Lotabweichungsmessungen in Hannover
Tab. A.1: Zusammenstellung der Lotabweichungsmessungen in Hannover. Die Messungen wurden auf dem
Astropfeiler auf dem geoda¨tischen Messdach der Universita¨t Hannover von Februar 2003 bis Ma¨rz 2004
durchgefu¨hrt. Angegeben sind die Abendwerte, die sich aus 58 bis 360 Einzello¨sungen zusammensetzen.
Insgesamt konnten etwa 3000 Einzello¨sungen fu¨r das Gesamtmittel ausgewertet werden.
Nr. Datum Anz. ϕ λ Φ Λ ξ η vξ vη
[◦] [◦] [◦] [◦] [′′] [′′] [′′] [′′]
1 20030225 297 52.385628 9.712198 52.387437 9.712715 6.51 1.14 -0.04 0.01
2 20030316 58 52.385628 9.712198 52.387458 9.712730 6.59 1.17 -0.12 -0.02
3 20030413 202 52.385628 9.712198 52.387427 9.712716 6.48 1.14 -0.01 0.01
4 20030729 160 52.385628 9.712198 52.387479 9.712662 6.66 1.02 -0.19 0.13
5 20030812 269 52.385628 9.712198 52.387395 9.712680 6.36 1.06 0.11 0.09
6 20030815 196 52.385628 9.712198 52.387410 9.712682 6.42 1.06 0.05 0.09
7 20030825 170 52.385628 9.712198 52.387481 9.712706 6.67 1.12 -0.20 0.03
8 20030902 333 52.385628 9.712198 52.387398 9.712651 6.37 1.00 0.10 0.15
9 20030917 196 52.385628 9.712198 52.387405 9.712745 6.40 1.20 0.07 -0.05
10 20030918 233 52.385628 9.712198 52.387440 9.712792 6.52 1.31 -0.05 -0.16
11 20031105 360 52.385628 9.712198 52.387419 9.712776 6.45 1.27 0.02 -0.12
12 20031210 252 52.385628 9.712198 52.387390 9.712818 6.34 1.36 0.13 -0.21
13 20040317 135 52.385628 9.712198 52.387393 9.712726 6.35 1.16 0.12 -0.01
14 20040323 141 52.385628 9.712198 52.387440 9.712727 6.52 1.16 -0.05 -0.01
Gesamtmittel 52.385628 9.712198 52.387427 9.712723 6.47 1.15
Standardabw. 0.11 0.11
Minimum 6.34 1.00 -0.20 -0.21
Maximum 6.67 1.36 0.13 0.15
Streubreite 0.33 0.36 0.33 0.36
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Tab. A.2: Zusammenstellung der Lotabweichungsmessungen in Hamburg. In der Tabelle sind die einzelnen
Abendwerte vertafelt, die auf dem PZT-Standort im Stadtpark Hamburg gemessen wurden. Die Station
wurde in insgesamt 5 Na¨chten mit dem Zenitkamerasystem TZK2-D besetzt wobei am 24.04.2004 nur exzen-
trische Beobachtungen in der Na¨he mo¨glich waren. In den letzten beiden Spalten sind die Verbesserungen
zum Abendwert der Lotabweichungen angegeben. Hieraus ko¨nnen die inneren Genauigkeiten der Abend-
werte berechnet werden, die im Gesamtmittel 0′′.08 (Komponente ξ) und 0′′.09 (Komponenten η) betragen.
Insgesamt wurden in Hamburg 1500 Einzelmessungen durchgefu¨hrt. Die geoda¨tischen Koordinaten sind auf
das Bezugssystem ETRS89 bezogen.
Datum Pro- Anz. ϕ λ Φ Λ ξ η vξ vη
jekt [◦] [◦] [◦] [◦] [′′] [′′] [′′] [′′]
20031209 2000 117 53.596745 10.015757 53.597266 10.015317 1.88 -0.94 -0.08 0.01
20031209 3000 120 53.596745 10.015757 53.597224 10.015347 1.72 -0.88 0.08 -0.05
20031209 4000 78 53.596745 10.015757 53.597263 10.015257 1.87 -1.07 -0.07 0.14
20031209 5000 116 53.596745 10.015757 53.597238 10.015348 1.78 -0.87 0.02 -0.06
20031209 6000 108 53.596745 10.015757 53.597235 10.015334 1.76 -0.91 0.04 -0.02
Mittel 539 53.596745 10.015757 53.597245 10.015321 1.80 -0.93 0.07 0.08
20040325 1000 96 53.596745 10.015757 53.597285 10.015332 1.94 -0.91 0.07 -0.08
20040325 2000 95 53.596745 10.015757 53.597297 10.015318 1.99 -0.94 0.02 -0.05
20040325 3000 93 53.596745 10.015757 53.597296 10.015249 1.99 -1.09 0.02 0.10
20040325 4000 88 53.596745 10.015757 53.597334 10.015273 2.12 -1.04 -0.11 0.05
20040325 5000 41 53.596745 10.015757 53.597303 10.015310 2.01 -0.96 0.00 -0.03
Mittel 413 53.596745 10.015757 53.597303 10.015296 2.01 -0.99 0.07 0.07
20040413 1000 68 53.596738 10.015762 53.597279 10.015332 1.95 -0.92 0.09 -0.18
20040413 2000 59 53.596738 10.015762 53.597288 10.015272 1.98 -1.05 0.06 -0.05
20040413 3000 39 53.596738 10.015762 53.597323 10.015214 2.11 -1.17 -0.07 0.07
20040413 5000 50 53.596738 10.015762 53.597337 10.015237 2.16 -1.12 -0.12 0.02
20040413 6000 76 53.596738 10.015762 53.597303 10.015184 2.03 -1.24 0.01 0.14
Mittel 292 53.596738 10.015762 53.597306 10.015248 2.04 -1.10 0.09 0.12
20040415 1000 40 53.596738 10.015762 53.597264 10.015181 1.89 -1.24 0.00 -0.02
20040415 3000 24 53.596738 10.015762 53.597267 10.015189 1.91 -1.23 -0.02 -0.03
20040415 4000 32 53.596738 10.015762 53.597311 10.015111 2.06 -1.39 -0.17 0.13
20040415 5000 26 53.596738 10.015762 53.597248 10.015177 1.84 -1.25 0.05 -0.01
20040415 6000 22 53.596738 10.015762 53.597220 10.015209 1.74 -1.18 0.15 -0.08
Mittel 144 53.596738 10.015762 53.597262 10.015173 1.89 -1.26 0.12 0.08
20040424 1000 40 53.597048 10.010014 53.597577 10.009630 1.91 -0.82 -0.04 -0.11
20040424 2000 53 53.597048 10.010014 53.597558 10.009558 1.84 -0.98 0.03 0.05
20040424 3000 34 53.597048 10.010014 53.597566 10.009545 1.87 -1.00 0.00 0.07
Mittel 127 53.597048 10.010014 53.597567 10.009578 1.87 -0.93 0.04 0.10
Gesamt 1515 1.92 -1.04 0.08 0.09
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A.3 Lotabweichungsmessungen in der Schweiz
Tab. A.3: Zusammenstellung der Lotabweichungsmessungen in der Schweiz Teil 1 - Punktbeschreibungen
und geoda¨tische Koordinaten. Die geoda¨tischen Koordinaten sind auf das Bezugssystem CHTRF bezogen.
Eine Darstellung der geographischen Lage der Lotabweichungsstationen findet sich in Abb. 7.2. Die Wieder-
holungsmessungen auf Station Nr. 47 finden sich in Tab. 7.6.
Nr. Datum Punkt- Region resp. ϕ λ Ho¨he h
CHGeo beschreibung Land [◦] [◦] [m]
47 20031009 Zimmerwald Exz. Bern 46.877019 7.465235 946.31
29 20031011 Chatelard Untervallis 46.055336 6.954061 1163.20
42 20031011 Sion Untervallis 46.233743 7.369082 541.87
50 20031011 Sion-Martigny Untervallis 46.180861 7.217216 524.93
43 20031011 St. Maurice-Bex Untervallis 46.234208 7.002692 458.32
51 20031012 Grosse Scheidegg Berner Oberland 46.656100 8.101924 2012.44
38 20031012 Gadmen Susten 46.739603 8.355081 1200.45
39 20031012 Sustenpass Susten 46.728741 8.449149 2308.64
52 20031012 Steingletscher Susten 46.731185 8.427108 1914.00
53 20031012 Gletscher-Gadmen Susten 46.739714 8.390738 1690.60
49 20031013 Mitholz Alptransit Berner Oberland 46.524072 7.677193 1028.19
6 20031015 Arosa Graubu¨nden 46.777107 9.660026 1947.72
54 20031015 St. Peter Graubu¨nden 46.832498 9.655201 1313.36
9 20031016 Malbun Liechtenstein 47.103728 9.607701 1800.00
55 20031016 Triesenstein Liechtenstein 47.111833 9.539681 807.20
1 20031016 Bad Ragaz Sarganser Land 47.017490 9.489106 540.20
10 20031017 St.Anton Bodensee 47.410052 9.534003 1152.90
4 20031017 Schlatt Bodensee 47.353202 9.388511 841.76
56 20031017 Weissbad Bodensee 47.297763 9.435038 887.70
57 20031017 Diepoldsau Bodensee 47.385461 9.656054 454.65
58 20031018 Samnaun Unterengadin 46.958135 10.402901 1720.78
59 20031019 Stilfser Joch Italien 46.527351 10.456346 2835.13
48 20031020 Pradella Unterengadin 46.801018 10.322434 1221.20
60 20031021 Morcote/Lugano Tessin 45.938746 8.934980 330.36
61 20031021 Origlio/Lugano Tessin 46.049437 8.950177 493.52
18 20031022 Wolfenschiessen Aargau/Luzern 46.910412 8.394530 557.29
15 20031022 Luzern Aargau/Luzern 47.066586 8.297881 502.33
23 20031024 Col des Etroits Fribourg 46.830765 6.494668 1200.60
62 20031024 Champagne Fribourg 46.826939 6.660403 496.37
27 20031025 Schallenberg Berner Oberland 46.826050 7.795271 1208.15
63 20031025 Steffisburg Berner Oberland 46.785338 7.650408 733.67
24 20031025 Ringgenberg Berner Oberland 46.704431 7.899400 645.18
64 20031025 Spiez Berner Oberland 46.686456 7.668101 677.78
16 20031027 Amsteg Susten 46.770992 8.668122 567.12
40 20031027 Meiental Susten 46.733758 8.534794 1472.84
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Tab. A.4: Zusammenstellung der Lotabweichungsmessungen in der Schweiz Teil 2 - Astronomische Koor-
dinaten und Lotabweichungen. Mit einem Sternchen (*) sind einige Lotabweichungsstationen versehen, die
eine reduzierte Genauigkeit aufweisen (z.B. aufgrund durchgezogener Wolkenfelder). Insgesamt wurden in
der Schweiz u¨ber 4200 Einzelmessungen ausgewertet.
Nr. Datum Punkt- Φ Λ ξ η Anz
CHGeo beschreibung [◦] [◦] [′′] [′′] Mess.
47 20031009 Zimmerwald Exz. 46.879142 7.466821 7.64 3.90 167
29 20031011 Chatelard 46.058524 6.954786 11.48 1.81 165
42 20031011 Sion 46.234969 7.368017 4.41 -2.65 98
50 20031011 Sion-Martigny 46.182514 7.215695 5.95 -3.79 129
43 20031011 St. Maurice-Bex 46.237558 7.000239 12.06 -6.11 127
51 20031012 Grosse Scheidegg 46.663219 8.098047 25.63 -9.58 154
38 20031012 Gadmen 46.741917 8.351348 8.34 -9.21 80
39 20031012 Sustenpass 46.733840 8.449663 18.36 1.27 156
52 20031012 Steingletscher 46.734977 8.425214 13.65 -4.68 119
53 20031012 Gletscher-Gadmen 46.743129 8.386838 12.30 -9.62 80
49 20031013 Mitholz Alptransit 46.528795 7.671968 17.01 -12.94 158
6 20031015 Arosa 46.780515 9.658609 12.27 -3.50 165
54 20031015 St. Peter 46.833598 9.650513 3.96 -11.55 184
9 20031016 Malbun* 47.106719 9.601992 10.77 -13.99 156
55 20031016 Triesenstein* 47.113719 9.531355 6.79 -20.40 129
1 20031016 Bad Ragaz* 47.020652 9.490646 11.38 3.78 129
10 20031017 St.Anton 47.410989 9.536167 3.37 5.28 155
4 20031017 Schlatt 47.355189 9.388686 7.15 0.43 157
56 20031017 Weissbad* 47.300960 9.436771 11.51 4.23 53
57 20031017 Diepoldsau 47.387840 9.653585 8.57 -6.02 64
58 20031018 Samnaun 46.959749 10.404109 5.81 2.97 161
59 20031019 Stilfser Joch 46.530689 10.456849 12.02 1.25 49
48 20031020 Pradella* 46.802570 10.321276 5.59 -2.86 45
60 20031021 Morcote/Lugano 45.933529 8.938254 -18.78 8.20 135
61 20031021 Origlio/Lugano 46.044698 8.951039 -17.07 2.15 154
18 20031022 Wolfenschiessen 46.916603 8.393554 22.29 -2.40 155
15 20031022 Luzern 47.068967 8.299604 8.57 4.22 114
23 20031024 Col des Etroits 46.830076 6.496159 -2.48 3.68 113
62 20031024 Champagne 46.824633 6.663803 -8.30 8.37 93
27 20031025 Schallenberg 46.829387 7.793738 12.01 -3.77 82
63 20031025 Steffisburg 46.787069 7.648315 6.23 -5.16 87
24 20031025 Ringgenberg* 46.705952 7.898667 5.47 -1.81 92
64 20031025 Spiez 46.691780 7.668696 19.17 1.47 89
16 20031027 Amsteg 46.775304 8.668895 15.52 1.91 85
40 20031027 Meiental 46.735493 8.538712 6.25 9.67 116
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A.4 Lotabweichungsmessungen in Benthe
Tab. A.5: Zusammenstellung der Lotabweichungsmessungen in Benthe, einzelne Abendwerte. Auf den 26 Lot-
abweichungsstationen wurden insgesamt 39 Abendwerte bestimmt und hierzu etwa 2000 einzelne Lotab-
weichungsbestimmungen durchgefu¨hrt. 10 Stationen konnten in je zwei Na¨chten eingemessen werden; die
resultierenden Differenzen finden sich in den letzten Spalten. Es ergeben sich Standardabweichungen aus
Doppelmessungen von 0′′.08 fu¨r ξ und 0′′.09 fu¨r η. Die Abendwerte auf der Station Nr. 14 finden sich im
Abschnitt 7.3. Die geoda¨tischen Koordinaten sind auf das Bezugssystem ETRS89 bezogen.
Nr. Datum Anz. ϕ λ Φ Λ ξ η vξ vη
[◦] [◦] [◦] [◦] [′′] [′′] [′′] [′′]
1 20040331 58 52.311224 9.695002 52.313247 9.695613 7.29 1.34 0.09 0.00
1 20040423 29 52.311218 9.694975 52.313218 9.695586 7.20 1.34
2 20040423 59 52.313036 9.689350 52.315081 9.689854 7.36 1.11
3 20040423 55 52.315937 9.683967 52.318006 9.684407 7.45 0.97
4 20040331 56 52.317133 9.680209 52.319214 9.680942 7.49 1.62 -0.18 0.21
4 20040423 50 52.317129 9.680088 52.319260 9.680728 7.67 1.41
5 20040423 57 52.318030 9.677339 52.320095 9.677934 7.43 1.31
6 20040423 50 52.320373 9.671871 52.322475 9.672439 7.57 1.25
7 20040331 53 52.322258 9.666417 52.324352 9.666894 7.54 1.05 -0.09 0.13
7 20040423 59 52.322254 9.666403 52.324374 9.666821 7.63 0.92
8 20040416 60 52.323755 9.662772 52.325914 9.663146 7.77 0.82
9 20040416 40 52.325318 9.659036 52.327527 9.659525 7.95 1.08
10 20040331 49 52.326658 9.655840 52.328762 9.656576 7.57 1.62 -0.08 0.08
10 20040416 59 52.326666 9.655830 52.328791 9.656529 7.65 1.54
11 20040416 57 52.328206 9.652749 52.330261 9.653514 7.40 1.68
12 20040416 25 52.329585 9.649094 52.331581 9.650173 7.19 2.37 -0.05 0.12
12 20040427 40 52.329612 9.649078 52.331622 9.650099 7.24 2.25
13 20040416 51 52.330898 9.644025 52.332913 9.645220 7.25 2.63
14 20040331 64 52.332277 9.641871 52.334199 9.643100 6.92 2.70
14 20040414 60 52.332281 9.641882 52.334244 9.643146 7.06 2.78
14 20040416 51 52.332281 9.641877 52.334271 9.643088 7.16 2.66
14 20040423 57 52.332285 9.641854 52.334266 9.643069 7.13 2.68
15 20040416 38 52.335463 9.632489 52.337292 9.634189 6.59 3.74
16 20040331 61 52.336991 9.628530 52.338791 9.630431 6.48 4.18 0.15 -0.14
16 20040427 48 52.336919 9.628877 52.338678 9.630840 6.33 4.32
17 20040414 49 52.337677 9.627308 52.339443 9.629340 6.36 4.47
18 20040416 56 52.338316 9.624825 52.340059 9.626939 6.27 4.65 0.08 -0.09
18 20040427 53 52.338316 9.624825 52.340035 9.626979 6.19 4.74
19 20040331 59 52.339330 9.621685 52.341046 9.623915 6.18 4.90
21 20040414 36 52.340479 9.619422 52.342311 9.621302 6.59 4.13
22 20040414 24 52.342163 9.615346 52.344116 9.616842 7.03 3.29 -0.06 -0.17
22 20040427 58 52.342181 9.615328 52.344151 9.616901 7.09 3.46
23 20040427 20 52.343579 9.611547 52.345541 9.613204 7.06 3.64
24 20040331 59 52.344929 9.608170 52.346867 9.609738 6.97 3.45 -0.20 0.11
24 20040414 60 52.344934 9.608194 52.346926 9.609713 7.17 3.34
26 20040427 59 52.348825 9.599175 52.350810 9.600440 7.14 2.78
27 20040331 59 52.350414 9.595227 52.352471 9.596525 7.40 2.85 0.01 0.01
27 20040414 56 52.350416 9.595234 52.352470 9.596522 7.39 2.84
28 20040414 58 52.355094 9.583170 52.357180 9.584298 7.51 2.48
Anhang B
Verfu¨gbarer Sternvorrat und
Beobachtungszeiten
Abb. B.1: Sternvorrat von Tycho-2 und UCAC3 in Abha¨ngigkeit von der Jahres- und Tageszeit
In Abb. B.1 ist die verfu¨gbare Sternanzahl fu¨r das Gesichtsfeld der TZK2-D (0.42 grad2) bei einer ange-
nommenen Deklination von 52◦.4 dargestellt. Fu¨r die Sommermonate ergibt sich in Norddeutschland eine
mo¨gliche Beobachtungsdauer von etwa 5.5 h; in den Wintermonaten stehen u¨ber 14 h Beobachtungszeit pro
Nacht zur Verfu¨gung. Beide Grafiken verdeutlichen, dass im Fru¨hjahr sternarme Himmelsregionen im Zenit
stehen und im Herbst und Winter sternreiche Milchstraßenregionen beobachtet werden ko¨nnen. Wa¨hrend
der Tycho-2 Katalog im Fru¨hjahr in einigen Fa¨llen weniger als 10 Referenzsterne bereitstellt, stehen mit
dem UCAC3 meistens 20 und mehr Referenzsterne zur Verfu¨gung. Bei Tycho-2 wurde keine Grenzgro¨ße an-
genommen, bei UCAC3 wurden nur Sterne bis zur Grenzgro¨ße 12.5 beru¨cksichtigt. Die beiden Abbildungen
zeigen sehr deutlich die gro¨ßere Sterndichte des UCAC3 im Vergleich zum Tycho-2 Katalog.
Die Abb. B.2 und B.3 zeigen den verfu¨gbaren Sternvorrat der Kataloge Tycho-2 und UCAC3 in Abha¨ngigkeit
von der Rektaszension fu¨r die Deklination von 52◦.4. Der Tycho-2 stellt fu¨r die meisten Himmelsregionen
10 und mehr Sterne bereit; fu¨r einige Felder stehen jedoch nur 4 bis 10 Sterne zur Verfu¨gung. In beiden
Grafiken sind die Milchstraßenregionen (Rektaszensionsbereich 300◦ bis 60◦) und die sternarmen Regionen
der Spha¨re (etwa 120◦ bis 240◦) deutlich erkennbar. Die Abb. B.2 und B.3 ergeben sich als vertikale Schnitte
der linken und rechten Darstellung aus Abb. B.1.
173
174 B. Verfu¨gbarer Sternvorrat und Beobachtungszeiten
Abb. B.2: Sternvorrat von Tycho-2 in Abha¨ngigkeit von der Rektaszension
Abb. B.3: Sternvorrat von UCAC3 in Abha¨ngigkeit von der Rektaszension
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