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Abstract—Context: Surveys constitute an valuable tool to
capture a large-scale snapshot of the state of the practice.
Apparently trivial to adopt, surveys hide, however, several pitfalls
that might hinder rendering the result valid and, thus, useful.
Goal: We aim at providing an overview of main pitfalls in
software engineering surveys and report on practical ways to
deal with them.
Method: We build on the experiences we collected in conduct-
ing many studies and distill the main lessons learnt.
Results: The eight lessons learnt we report cover different
aspects of the survey process ranging from the design of initial
research objectives to the design of a questionnaire.
Conclusions: Our hope is that by sharing our lessons learnt,
combined with a disciplined application of the general survey
theory, we contribute to improving the quality of the research
results achievable by employing software engineering surveys.
Keywords-survey, software engineering, lessons learned
I. INTRODUCTION
Software engineering (SE) concerns the systematic devel-
opment of software products and over the last decades the
SE communities have developed a plethora of methods and
tools used to build software. Unlike disciplines concerned
more with the production of physical products, the focus in
software engineering is on development yielding in outcomes
that are typically unique. Since the design and development of
software thus mostly follows an essentially unique process, it
is difficult to derive general principles and laws for software
engineering.
To reason about our discipline as well as to recognise
and understand the effects of tools, methods, and approaches
in this inherently complex socio-technical environment, we
need different empirical research methods. These allow us
to explore the state of practice and validating new tools or
approaches. Some of these methods, such as experiments, en-
able us to investigate isolated phenomena in contexts detached
from reality; others, in turn, broaden the scope while taking a
wide-angle snapshot of the state of the practice. One research
method to be named here is survey research. Surveys have
received much attention in research and practice for many
years as a tool to systematically analyse opinions, experiences,
expectations among the investigated populations. They allow
us to ask descriptive questions (“what is happening?”) or
explanatory questions (“why is this happening?”), mostly in
an exploratory way to get an initial, broad picture about the
state of the practice. Exploratory surveys have been conducted
in different software engineering research topics [1], many
of them serving the purpose of gathering opinions from SE
professionals. The selection of the most appropriate research
method depends on the expected outcome, the purpose, and
the epistemological approach [2].
Surveys seem apparently trivial to design and fast to con-
duct, yet survey research hides various pitfalls that might
hinder rendering the result valid and, thus, having conducted
a survey might quickly become a waste of time or, worse,
lead to false conclusions. The issues most often criticised by
peers [3] are: the lack of novelty in the research questions
addressed, the potential limitation of the geographic scope,
and the limited representativeness of the sample.
As many misconceptions and pitfalls still dominate survey
research, we still need a better understanding of various facets
for applying it in our field [4][5]; for instance, key challenges
include ensuring the representativeness of samples including
the search for adequate populations and stimulating their par-
ticipation, especially among practitioners in the industry [6],
or how to address the effective participation of subjects when
preparing suitable questionnaires [7].
In this experience report, we discuss practical challenges
and selected lessons we learnt in conducting survey research
in industry. Our work emerges from the organisation of the
14th International Advanced School of Empirical Software
Engineering, which the authors held in conjunction with the
International Symposium on Empirical Software Engineering
and Measurement (ESEM) in 2016. Our goal is to provide a
summary of the most important lessons we learnt ourselves
while conducting surveys in the industry to help especially
inexperienced researchers facing their first surveys in industry.
After a brief introduction to the basic concepts of survey
research, we subsequently report on our experiences made
along the phases: (i) defining research objectives and the target
population, (ii) sampling, (iii) designing a questionnaire, and
(iv) recruiting.
Our experiences emerge from a series of different surveys
we conducted in industrial settings and cover, in particular,
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methodological aspects of the whole process. They also come
out of the research efforts for designing a conceptual frame-
work to support the identification of representative samples
in surveys in Software Engineering [8]. The main surveys we
conducted and on which we base our experiences are, if not
limited to:
• a multi-national survey on Off-The-Shelf development
practices [9],
• a national survey on software migration [10],
• a national survey on Model-Driven-Development [11],
• an international survey on the impact factors of software
requirement activities [12],
• a multi-national family of surveys on requirements engi-
neering practices and problems [13], and
• an international survey on characteristics of agility and
agile practices in software processes [14].
In this report, we put emphasis on design issues, i.e. pitfalls
that might appear at the beginning during the design of the
survey and the recruitment. Please note that we do not claim
that there are not other valuable sources on how to cope with
the various challenges imposed by survey research. Related
work ranges, in fact, from studies on issues related to the
design of surveys, e.g. most common criticisms found in peer
evaluation of survey studies [3], to guidelines for conducting
surveys in software engineering (e.g., [7], [15]).
Our intention is to complement this work by adding our
own personal experiences in conducting survey research in
industry while putting emphasis on those aspects, we found to
be of particular importance in our own experience. Our hope is
that by sharing our experiences, combined with a disciplined
application of existing guidelines, we contribute to improving
the quality of the surveys conducted in industry.
II. SURVEY RESEARCH: BASIC TERMS AND CONCEPTS
Among the large family of empirical research methods,
surveys can be classified in the ”observational” group. Surveys
constitute a means to observe from the outside essentially,
i.e. surveys do not entail an active intervention component –
differently than, e.g., an experiment where one or more factors
are applied and controlled.
A possible definition of the survey method is: a systematic
observational method to gather qualitative and/or quantitative
data from (a sample of) entities to characterise information,
attitudes and/or behaviours from different groups of subjects
regarding an object of study [16].
The survey methodology can be seen from two distinct and
complementary perspectives:
Measurement: focuses on assessing specific constructs of
interest, it consists of collecting measures (values) to
characterise attributes of the objects of interest.
Representation: concerns the goal of describing the charac-
teristics of a population of interest faithfully.
The procedure to conduct a survey, as shown in Figure 1,
reflects the two above perspectives, especially in the planning
phase.
The definition of the research objectives requires the defi-
nition of constructs – the characteristics to be described – and
identification of the target population – the subjects whose
characteristics ought to be represented.
At the measurement side, a particular collection mode, e.g.
interviews, paper-based questionnaire or on-line questionnaire,
has to be selected, and the questionnaire must be designed and
developed to measure the constructs defined earlier. At the
representation side, there are two key steps: (i) the selection
of a sampling frame, i.e. the instrument used to identify the
members of the target population, and (ii) the design and
determination of the sample, i.e. the subset of members that
will be contacted.
The execution of the survey consists of recruiting the
subjects and the administration of the questionnaire. Once the
data collection is completed, we need to carry out the data
coding and editing, and we may need conduct post-survey
adjustments; for instance, to adapt the sample demographics
to those of the original target population.
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Fig. 1. The survey process (adapted from [16])
III. LESSONS LEARNT
In the following, we report on our lessons learnt when
conducting survey research with a particular focus on surveys
carried out in industrial settings. To this end, we follow the
basic process illustrated in Fig. 1 and report for each prominent
challenges therein:
• description of the challenge,
• why it matters and what the impacts are,
• how it can be faced (how we used to do it), and
• a discussion on the implications and open issues.
A. Defining Research Objectives
When it comes to planning a survey in general and setting
the research objectives, in particular, we experienced a plethora
of challenges of which we summarise the ones most important
to us in the following.
1) Awareness of the Scope and Limitations of Survey Re-
search: Survey research plays a special role in empirical
software engineering as it provides a means to distill the
subjective (and often fuzzy) opinions of the respondents as
opposed to reliable, hard facts or even causal relationships
between phenomena. The information we opt for with survey
research is often about opinions, expectations, and experiences
made by the respondents in their very own environment over a
long time span. Thus, survey research comes close to folklore
gathering. While this poses several threats to the validity,
it also constitutes the major strength of survey research. In
contrast to, e.g., controlled experiments which need to be
detached from reality using abstraction and simplification of
the phenomena we investigate, surveys provide the possibility
to reveal exactly this kind of subjective information we often
cannot access otherwise. We experienced it to be of particular
importance to understand this difference in the scope and the
limitations of survey research during the planning phase when
deciding for appropriate empirical methods.
Lessons Learnt: Especially novice researchers tend to
have a better understanding of experiments than of, generally
speaking, research methods that rely on a mix of quantitative
and qualitative data. Too often, they use survey research to
focus on aspects that can be quantified by numbers. Such
a quantification then can lead to the illusion of treating the
data as if it was revealed via experimentations, seeing causal
dependencies where there might be none and over-interpreting
the findings. Survey research can provide interesting insights
when focusing on their strengths while having an awareness
of their limitations. That is, instead of using surveys to ask
normative questions ("What should we do?"), they should ask
descriptive questions ("What is happening in your environ-
ment?"), and especially explanatory questions ("Why is this
happening?"). Over and above all, surveys can help us getting
a better understanding of what the opinion, the perception,
and the experiences of the respondents are. They constitute an
effective means to ask "Why"-questions which we are usually
not able to investigate through experiments.
2) Identifying the Target Population: When designing a sur-
vey, the main question is which should be its target population.
The choice of the target population is crucial. The adequacy
of respondents to provide significant answers decides upon the
success of a survey.
Lessons Learnt: We experienced it to happen too often
that researchers decide upon the target population based on
the hopes to get high response rates – i.e. availability and
willingness of people to participate in the survey – rather than
whether they are most appropriate to provide accurate answers.
If, for example, we design a survey on problems experienced
in requirements engineering, it makes little sense to distribute
the survey among architects only or all possible project roles
just because these are the people at our disposal. If on the other
hand, we design a survey to evaluate the research outcomes of
a whole community from a practitioners’ perspective, it makes
little sense to ask practitioners from a single company only.
Thus, the choice of the target population is crucial because it
decides upon the (scope of) validity of a survey.
In our experience, it is important to avoid restricting the
target population based on factors such as availability. The
question "Who can best provide you with the information you
need?" should drive the selection rather than "Who are the
subjects most likely available to participate?". It is easier to
handle a small response rate than useless responses.
B. Target Population
Once we decided upon the scope of the survey and the
coarse target population, we need to characterise it.
1) Identifying the Unit of Analysis: The survey unit of
analysis typically is the individual, i.e. each subject part of
the target population. In some cases, the unit of analysis may
be a particular group of individuals, such as organisational
units or project teams [1]. For example, when investigating the
opinions of developers, we should rely on set(s) of individual
developers who can even be further refined (to, let’s say, Java
developers). Or, for instance, when investigating how soft-
ware companies define their requirements engineering process
models, we should rely on set(s) of software companies, each
represented by one or more employees.
The establishment of the entity that will identify each
unit of analysis should take into account the survey research
objective. Once the unit of analysis is established, it will guide
sampling activities. Surveying a random sample composed
of developers is different from surveying developers from a
random sample of software houses. The former sample may
be helpful to answer general research questions, e.g. general
experiences made in code debugging, while the latter may
be useful to investigate specific issues dealt with by different
software houses, e.g. procedures followed for debugging code.
Therefore, the establishment of the adequate unit of analysis
is crucial although often underestimated. Having the wrong
units of analysis may render the survey data useless for the
addressed questions.
Lessons Learnt: The identification of the units of analysis
should be exclusively guided by the survey research objective
and the related research questions; also, we should check
whether the perspective taken by the respondents suffices to
give proper responses to those questions. As so often, the
pitfall lies in the details and deserves proper reflection. For
example, when investigating which programming practices are
preferred by particular developer groups (e.g. Java develop-
ers), we might approach Java programmers independent (to
some extent) of their organisational context. We might use
community-specific mailing lists and ask questions on their
typical projects, but quickly focus on their preferences and
possible reasons. In contrast, when investigating which pro-
gramming practices are followed by specific developer groups
(e.g. Java developers), we might approach Java developers
grouped by their organisational context as this context defines
the software process models and the guidelines they (should)
follow. We might even change the way we distribute the survey
and approach various specific companies, structured according
to multiple domains rather than whole communities.
The other side of the medal entails a further potential pitfall:
too often we are guided by the chances to get proper responses
rather than by the possibilities of asking interesting questions.
One lesson we learnt includes to first think about the research
questions we are interested in answering and then identifying
the type of units of analysis we need, never vice versa.
The low incidence of surveys in software engineering having
groups of individuals as units of analysis may be explained by
the difficulty in identifying representative samples, especially
when involving organisational units. Although there are some
resources available that may help to mitigate such limitation;
they are typically driven by individuals apart from organisa-
tions or working teams [1]. Thus, such limitation should be
taken into account early on when designing a survey.
2) Characterising the Units of Analysis and Subjects: Once
the units of analysis are identified, they need to be prop-
erly characterised. Different research objectives may demand
different attributes to characterising individuals or groups of
individuals in the survey. Such attributes include demographics
but typically go further [1]. A representative sample might
be identified by stratifying the target population w.r.t. its de-
scriptive attributes and randomly sampling from the resulting
strata [6][17].
Thus, the use of the correct attributes will support the
following sampling activities and also the generalisation of
the results.
Lessons Learnt: Different units of analysis can be char-
acterised by different means. For example:
• Individuals can be characterised through attributes such
as experience in a particular research context, experience
in software engineering field or particular role, current
professional role at the very moment of running the
survey, location and higher academic degree or cultural
background.
• Organisations can be characterised via attributes such as
size (scale typically based on the number of employees),
industry segment (software factory, avionics, finance,
health, telecommunications, etc.), location or organisation
type (government, private companies, universities, etc.).
• Project teams can be characterised via attributes such
as team size; team distribution along different regions
and time zones, client/product domain (avionics, finance,
health, telecommunications, etc.) or the family of sys-
tems envisioned (embedded reactive system or business
information systems).
Generalisation of results is further a challenging task in
empirical research, especially in survey research, and the
ability to reason is very closely related to the characteristics we
capture about the units of analysis. We recommend relying on
standards where possible as they can be particularly useful to
provide scales and even nominal values. For instance, CMMI-
DEV maturity levels can be used to characterise organisational
units regarding their maturity in the software process. The
roles as defined by the Rational Unified Process can be used to
characterise subjects’ current positions and the typical respon-
sibilities they have. Software projects can be described by the
variables used in the (software process) tailoring mechanisms
of the methodologies. Further, the use of standards supports
the comparison with other studies and the corroboration of our
results with existing evidence, respectively synthesising results
obtained from multiple surveys.
C. Sampling
Once the target population and the unit of analysis are char-
acterised, the survey sampling frame should be established,
and the sampling design should be defined.
Lessons Learnt: Suitable sampling frames are rarely
available in SE research. It is, therefore, important to carefully
search for candidates of population sources. We should avoid
the convenience in searching candidates, trying to answer:
Where is a representative population from the survey target
population available? However, the term representative is
crucial here as it is uncommon to have census data available re-
garding software engineering professionals and organisations.
It is, therefore, important to have in mind that this question
cannot be answered based on externally available references
only, but that we have to rely on otherwise relevant attributes
already defined to characterise the units (see Sect. III-B).
For instance, although we do not have census data about
the requirements engineers working in Germany, we still may
assume that experience in requirements engineering, academic
degree, and domain could be essential attributes to conclude
that a frame population is potentially representative. Thus, it is
important to make such assumptions explicit when reporting
the results.
The set of population sources available to support soft-
ware engineering research is, in fact, a universe of imperfect
alternatives. They can rely, for example, on attendees of
practitioner conferences, social networks, discussion groups,
yellow pages, or organisation members. Most of these sources
have not be designed to support software engineering research.
For instance, projects repositories and worldwide professional
social networks can be helpful to identify representative
populations composed by SE professionals. However, it is
important to have in mind that the policies to access the
content available may change at any time. On the other hand,
catalogues provided by recognised institutes, associations, and
governments to retrieve relevant sets of SE professionals may
be useful and its access more stable. For instance, the SEI
(www.sei.cmu.edu) provides an open list of organisations and
organisational units certified in each CMMI-DEV level.
We experienced the following essential requirements for a
good source of population (see also [8]). The source should
• not intentionally represent a segregated subset from the
target population,
• not present any bias on including on its database pref-
erentially only subsets of the target population. Unequal
criteria for including search units mean unequal sampling
opportunities,
• allow for identifying all units by a distinct logical or
numerical id,
• allow for accessing all units (if there are hidden elements,
it is not possible to adequately contextualise the popula-
tion).
After identifying a suitable population source, we need
to establish procedures to depict the survey sampling frame
systematically. Such a practice is necessary to support under-
standing the generalisability of the results and also support
future survey replications. Apart from the sampling design
applied, the sample size is a particular challenge in software
engineering. Our experience shows that in the case of volun-
tary surveys having professionals from industry as subjects,
it is important to establish significantly higher sample sizes,
considering the expectation of a very low participation rate
(typically less than 10%).
D. Questionnaire
The questionnaire is the instrument that is used to measure
the constructs that are investigated through the survey. The
aim is to design a clear, simple and consistent set of items to
compose the questionnaire.
It is important to invest effort in the design because bad
questionnaires can lead subjects initially willing to participate
to give up, besides the possibility of confounding the results.
The questions can assume different structures for its items:
closed ones (a set of predefined answers), open ones (free
answer), and semi-closed ones (combining a set of prede-
fined answers with an open answer). At least, four quality
perspectives should be applied when designing the survey
questionnaire: simplicity, clarity, effortless, and responsive-
ness. The challenge is to assure their balance when designing
the questions [7].
1) Simplicity: The questions should use simple and appro-
priate wording for the survey questions. It is important to
reduce both understanding effort and (syntactical) ambiguity
Lessons Learnt: It can be reached by avoiding tech-
nical terms as much as possible or defining them in the
questionnaire, according to the survey target population. As
much as possible, prefer to design short questions regarding
a single concept and avoid double-barrelled questions, which
can confound the answers. Vague sentences should also be
avoided while writing survey questions.
Passive voices and double negative questions should be
avoided because they naturally require more time to be under-
stood and increase the risk of incorrect answers. In general,
all available recommendations for writing natural language
specifications should be followed.
A counter-example of statement agreement question where
two distinct constructs are merged in a single question is: "In
your opinion, do you agree or disagree that code refactoring is
a need as well as code smell detection?". A better alternative
would be "Code refactoring is an essential practice for im-
proving the understanding of object-oriented code." A double
negative question is, for instance, "Which of the following
NFR do you disagree are not relevant in the context of real-
time systems?"
2) Clarity: The question should be (semantically) unam-
biguous and allow for concrete answers. In particular, it should
refer to facts the respondents do know.
Lessons Learnt: The survey designers should avoid bi-
ased questions. An example of a biased item is: "Do you
prefer working in projects following agile methods or those
following usual non-agile approaches?". Avoiding bias can
be achieved by only phrasing questions that do not suggest
likely answers or responses. Besides biased questions, sen-
sitive questions should be avoided in the questionnaire as
they might take respondents out of their comfort zone so
that they will probably opt out of the survey. Such sensitive
questions can include in which company the respondents
work, what respondents’ income are, or opinions about their
organisation or their management. Also, asking age, gender,
and marital status for characterising requirements engineers
clearly addresses sensitive aspects; if useful to answer the
particular research questions, the relation should be made clear
to the respondents.
3) Effortless: Industry participants usually tend to partici-
pate more in surveys when they see the value of the survey
for their daily work, yet a survey should still not demand too
much effort as answering surveys is something the respondents
do besides their daily work. Demanding questions increase
the time to react and affect the willingness of respondents to
complete the survey.
Lessons Learnt: One important aspect to consider is that
the questions should deal with recent events rather than events
that lie far in the past so to the questions allow respondents
to give quickly clear answers.
Moreover, respondents should not be asked to provide too
many specific details.
A question that considers events in the far past is, for
instance, "Considering the main characteristics of the last
ten software projects you have worked on, please answer the
following questions:. . . "
An example for a demanding question is "After reading the
attached papers regarding non-functional requirements (NFR),
please answer the following questions:. . . ".
4) Responsiveness: The response format is not only nec-
essary from the perspective of the respondents answering the
survey questions, but it is also of particular importance for
the data analysis. Answers should, therefore, be given by
using an adequate response format. Items with inappropriate
response formats may hinder applying relevant statistical tests,
significantly (and unnecessarily) increase the efforts regarding
data analysis or even render the answers impossible to analyse
and interpret in a meaningful manner. A summary of the most
common item response formats is reported in Table I with
their main features.
Lessons Learnt: Whenever an ordinal scale is used, it is
important to label exactly all the options. For instance, an item
that asks to rate the level of confidence on a scale from 1 to
6 makes it difficult to answer; e.g., assuming that 4 to 6 are
high levels, what is precisely the difference between 4 and 5?
Such problem can lead to inaccurate measures.
We also learnt that it is useful to use Likert scales when
a construct can be represented as a general agreement with a
statement. These come, however, as a measure with limited
precision.
It is further important to express explicit references to allow
an easy judgment by the respondent. For instance, to assess
the experience with a programming language, the least precise
option consists in using a Likert item response set for the
statement "I have high experience in using the X". A better
question would be "What is your experience with X?" with an
ordinal response set ranging from "none" to "very high". In
our experience, the best option is to use ranges as shown in
Table I where clear reference points are defined.
E. Recruiting
Once the target population has been defined and sampled,
and the instrument has been designed, the invitation message
has to be delivered to the right person. It includes questions
ranging from whether to target known individuals in closed
surveys (e.g. project leads from existing contacts) to whether
to target a broad audience in open surveys where the distri-
bution of the invitation could be supported in public forums,
mailing lists, and even social media. All these questions pose
challenges that need to be addressed already in the design (e.g.
in demographical questions in case of open surveys). However,
two aspects that turned out to be relevant in our experience
are the control of who is recruited and the incentives to let
people respond to the questionnaire.
1) Controlling participation: When the sample is defined,
the recruitment must comply with the sample characteristics.
The usual way to invite the members of the sample is by
sending individual or general messages. In any case, it is
important to restrict the survey access to the individuals
originally recruited. The characteristics of an uncontrolled
population could significantly differ from the intend one.
Lessons Learnt: We consider it to be imperative to take
into account the local policies and laws, the possible rewards,
the collected personal information, and the ethical issues which
altogether must conform to institutional or national rules. This
aspect must be specifically cared for and explicitly conveyed
to the participants.
Further, we experienced it to be of particular importance to
use a direct communication and avoid what can be called a
“spreading spree”, e.g., through mailing lists, forum invitation
messages, or crowdsourcing tools (e.g. Amazon Mechani-
calTurk). Although they offer the advantage to increase the
visibility of the survey, they still pose the problem that it is im-
possible to control who will read the invitation message, thus,
hindering the control of the recruited sample. For instance, in
one of our surveys [11], we have sent out the invitation (in
addition to framing the population using a commercial firm’s
database) to a mailing list of attendees of a large conference.
In such a case, it was not possible to compute any response
rates and an extra effort was required to compare the features
of the responding population to that of the target population.
Finally, especially in closed surveys forwarding the invi-
tation message should either not be allowed or only in a
controlled manner (e.g. by providing clear instructions for
doing so). Forwarding invitations could extend the sample in
an unforeseen way. One way to deal with this problem is via
technical mechanisms as most web-based questionnaire tools
allow the definition of unique tokens to the population.
2) Stimulating participation: A critical issue in the recruit-
ment phase consists of stimulating the sampled participants
to respond to the questionnaire. Participants stimulation is
of particular importance to achieve high response rates. The
initial invitation to participate in the survey should, therefore,
be sent to the sampled participants and provide a general
description that encourages responding. Often, however, the
participants are not able to complete the questionnaire at the
very moment they receive the invitation message. So it is likely
they delay the time to fill in the questionnaire to the next
moment so, it is possible they forget about it later on.
Therefore, stimulation has not only the goal of increasing
the chances of responses after sending out the invitation, but
also along the whole data collection phase.
Lessons Learnt: Although we are far from really un-
derstanding how to motivate respondents to participate in a
survey, we experienced different factors as useful means to
boost the participation [8]. It includes the initial recruitment
invitation as well as potential reminder messages sent out in
a later stage.
Concerning the initial invitation, it is important to include
in the invitation message an observation explaining the rel-
evance of subject participation, to encouraged participation.
The general context of the study should be briefly explained.
For instance, if investigating a particular tool or technique, it
is interesting to know how many respondents do actually use
it (the adoption rate). However, if a tool is already mentioned
in the invitation, then people not using it tend to self-exclude
themselves: it brings to an under-estimation of the adoption
rate. Besides, it is better to establish a limited and not too
long period of time to answer the survey, e.g. a few weeks
only; if postponing, a closer date makes forgetting less likely.
Moreover, it is possible to offer rewards (e.g. raffles, payments,
sharing results); this makes the less motivated participants
more likely to be involved, thus avoiding a possible self-
exclusion bias. However, we experienced the biggest reward
for practitioners to see the value in the survey for their own
work and, thus, we encourage researchers to share the results
of the survey with the practitioners afterwards.
Concerning the reminders, they should be used with care;
a potential participant that is willing to participate might be
upset by, e.g., an impolite reminder message. Avoid sending
too many reminders; while a first reminder (typically between
4 and 8 days) may significantly increase the response rate,
a third reminder can improve the response rate by a small
amount only. Avoid reminding those who already have partic-
ipated: a reminder message sent to all participants is ineffective
and may annoy those who already responded making them less
likely to respond to future surveys.
TABLE I
MAIN TYPE OF RESPONSE SCALES
Response Format Features Example
Nominal Closed questions
Statistical analysis based on frequency
Do you have experience in Java programming?
( ) Yes ( ) No
Ordinal / Likert Scale Closed questions
Not necessarily equally distributed intervals
Significantly restricts statistical analysis
How much experience do you have in Java programming?
a) Very High experience
b) High Experience
c) Little Experience
d) Very Little experience
Ranges Closed questions
Ranges are considered equally distributed
Statistical analysis is less restrictive than Ordi-
nal Scale
How much experience do you have in Java Programming?
a) Less than one year
b) 1 year to 3 years
c) 3 years to 5 years
d) More than 5 years
Free-Text Open questions
Qualitative content analysis (e.g. via manual
coding)
High effort on data analysis
How much experience do you have in Java programming?
I have been working with Java programming at companies since 2011. Before,
I got my first Java certification in 2009, when I started working on personal
projects. However, I have difficult with object-oriented parts. . .
Numeric values Open/Closed questions
Allow a wide range of statistical analysis
How much experience do you have in Java programming?
__5__ years
IV. CONCLUSIONS
Survey research has become an indispensable tool in soft-
ware engineering research as it allows us to explore the state
of practice taking a broader perspective. Although survey
research is wide-spread nowadays especially to distill opin-
ions, experiences, and expectations among practitioners, it still
poses a plethora of more practical challenges which are not
typically addressed in available guidelines.
In this paper, we shared our personal lessons learnt in
conducting survey research in industry. These lessons emerged
from a series of surveys and investigating methodological
issues on planning surveys in Software Engineering. Our
hope is to support especially more inexperienced researchers
confronted with their first surveys by complementing available
methodological guidelines with a more practical view. Of
course, the lessons shared in the paper at hands reflect our
very personal views and other researchers might come up with
different challenges and lessons learnt. We thus encourage
other researchers also to share their experiences and lessons
learnt to keep strengthening our expertise as a community.
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