Abstract. We provide a characterization of the radii minimal projections of general simplices onto j-dimensional subspaces in Euclidean space E n . This characterization allows to reduce the computation of an outer radius to a computation in the circumscribing case or to the computation of an outer radius of a lower-dimensional simplex. In the second part of the paper, we use this characterization to determine the sequence of outer (n − 1)-radii of regular simplices (which are the radii of smallest enclosing cylinders). This settles a question which arose from the incidence that a paper by Weißbach (1983) on this determination was erroneous. In the proof, we first reduce the problem to a constrained optimization problem of symmetric polynomials and then to an optimization problem in a fixed number of variables with additional integer constraints.
Introduction
Let L j,n be the set of all j-dimensional linear subspaces (hereafter j-spaces) in ndimensional Euclidean space E n . Following the notation in [3] , the outer j-radius R j (C) of a convex body C ⊂ E n is the radius of the smallest enclosing j-ball (j-dimensional ball) in an optimal orthogonal projection of C onto a j-space J ∈ L j,n , where the optimization is performed over L j,n . The optimal projections are called R j -minimal projections. In this paper we show the following results: Theorem 1. Let 1 ≤ j ≤ n and S be a simplex in E n with facets S (1) , . . . , S (n+1) . Then one of the following is true. a) In every R j -minimal projection of S all vertices of S are projected onto the minimal enclosing j-sphere. b) R j (S) = R j−1 (S (i) ) for some i ∈ {1, . . . , n + 1} and j ≥ 2. c) R j (S) = R k (F ), for some k ∈ {1, . . . , j − 1}, where F is a k-face of S. If j = 1 or if S is a regular simplex then always case a) holds.
Theorem 1 allows to reduce the computation of an outer radius of a simplex to the computation in the circumscribing case or to the computation of an outer radius of a lower-dimensional simplex. Using this theorem, the second part of the paper shows the following result on the outer (n − 1)-radius, which is the radius of a smallest enclosing cylinder.
Theorem 2. Let n ∈ N and T n 1 be a regular simplex in E n with edge length 1. Then
if n is odd,
if n is even.
The case n odd has already been settled by Weißbach [25] . There also exists a paper on the case for even n [26] , but as pointed out in [5] the proof contained a crucial error. 1 Studying radii of polytopes is a fundamental topic in convex geometry (see [2, 7, 14] ; for recent results see [1, 3, 11, 17] ). Motivated by applications in computer vision, robotics, computational biology, functional analysis, and statistics (see [15] and the references therein) there has been much interest from the computational point of view. See [5, 9, 22] for exact algebraic algorithms, [8, 16, 24, 27] for approximation algorithms, and [6, 10, 15] for the computational complexity. Reductions of smallest enclosing cylinders to circumscribing cylinders are used in exact algorithms as well as for complexity proofs (see, e.g., [5, Theorem 1] and [15, Theorems 5.3-5.5]), and have previously been given only for j ∈ {1, n} as well as for dimension 3. Theorem 1 generalizes and unifies these results.
In order to understand radii for general bodies, one access is to provide explicit characterizations for special classes, such as regular polytopes. In [4] , those characterizations could be established for a broad class of radii. However, for the cases left open (such as the odd case in Theorem 2) the known techniques (which are mainly of convex geometric nature) seem to be not powerful enough. A similar situation can be found for volume minimal projections: for some pairs (j, n) the volume minimal projections of an n-dimensional regular simplex onto a j-dimensional subspace have been determined in [12] , but many cases remain open.
Here, we use Theorem 1 to reduce the computation of the outer (n − 1)-radius of a regular simplex to the following optimization problem of symmetric polynomials in n variables:
Introducing Lagrange multipliers, already for n = 4 the degree of the resulting (zerodimensional) variety is 150 (see [5] ). Although this system contains many symmetries, the application of methods from classical invariant is very restricted since the polynomials are defined over the ground field R. In the present paper, we solve (1.1) for any n by reducing it to an optimization problem in six variables with additional integer constraints.
From the viewpoint of mathematical programming, the optimization problems for computing the outer radii of regular simplices (see Theorem 11) provide a geometrically rich class of examples for recent approximation techniques of polynomial optimization problems based on semidefinite programming [19, 20, 21] . Here, a central question is how to exploit symmetry in these methods (see [13] ).
The paper is structured as follows. In Section 2, we introduce the necessary notation. Section 3 gives the proof of Theorem 1. Section 4 contains the derivation of the optimization problem (1.1), and in Section 5, we prove Theorem 2.
Preliminaries
Throughout the paper we work in Euclidean space E n , i.e., R n with the usual scalar product x · y = n i=1 x i y i and norm ||x|| = (x · x) 1/2 . B n and S n−1 denote the (closed) unit ball and unit sphere, respectively. For a set A ⊂ E n , the linear hull of A is denoted by lin(A), the affine hull by aff(A), and the the convex hull by conv(A).
A set C ⊂ E n is called a body if it is compact, convex and contains an interior point.
. A j-cylinder is a set of the form J + ρB n with an (n − j)-flat J and ρ > 0. For a body C ⊂ E n , the outer j-radius R j (C) of C (as defined in the introduction) is also the radius ρ of a smallest enclosing j-cylinder of C. It follows from a standard compactness argument that this minimal radius is attained (see, e.g., [14] ). Let 1 ≤ j ≤ k < n. If C ′ ⊂ E n is a compact, convex set whose affine hull F is a k-flat then R j (C ′ ) denotes the radius of a smallest enclosing j-cylinder C ′ relative to F , i.e.,
n is the convex hull of n + 1 affinely independent points v (1) , . . . , v (n+1) . By S (i) we denote the facet of S which does not contain the vertex v (i) , 1 ≤ i ≤ n + 1. A simplex is regular if all its vertices are equidistant. Whenever a statement is invariant under orthogonal transformations and translations we denote by T n the regular simplex in E n with edge length √ 2. The reason for the choice of √ 2 stems from the following embedding of
Then the standard embedding T n of T n is defined by
, where e (i) denotes the i-th unit vector in E n+1 . By S n−1 := S n ∩ H n 0 we denote the set of unit vectors parallel to H n 1 . A j-cylinder C containing some simplex S is called a circumscribing j-cylinder of S if all the vertices of S are contained in the boundary of C.
Minimal and circumscribing j-cylinders
It is well known that the (unique) minimal enclosing ball B (i.e., the minimal enclosing n-cylinder) of a simplex S is not always circumscribing [2, p. 54 ]. In the non-circumscribing case, it is easy to see that there exists a facet S (i) of S such that the center of B is contained in the (n − 1)-flat F := aff(S (i) ). Then the smallest enclosing ball of S and the smallest enclosing ball of S (i) relative to F have the same radius. In [14, Theorem 1.9] the following characterization for the minimal enclosing 1-cylinder (two parallel hyperplanes defining the width of the simplex) is given: Proposition 3. Any minimal enclosing 1-cylinder of a simplex S is a circumscribing 1-cylinder of S.
We give a characterization of the possible configurations of minimal enclosing j-cylinders of simplices for arbitrary j, unifying and generalizing the above statements.
Lemma 4. Let S be a simplex in E n , 1 ≤ j ≤ n, and J be an (n − j)-flat such that
n is a minimal enclosing j-cylinder of S. If J is not parallel to any of the facets of S, then C satisfies one of the following properties. a) C is a circumscribing j-cylinder of S; or b) there exists a k-face F of S, 1 ≤ k ≤ j − 1, such that F and J are perpendicular, |F ∩ J| = 1, and p := F ∩ J is the center of F 's minimal enclosing k-ball. Hence
Proof. Suppose a) is not true. Without loss of generality we can assume that v (n+1) ∈ bd(C) and that S (n+1) is contained in the hyperplane H = {x ∈ E n : x n = 0}. First consider the case that J is not perpendicular to H. Hence, j < n. Let p, s (1) , . . . , s (n−j) ∈ E n such that J = p + lin{s (1) , . . . , s (n−j) }. Since, by assumption, J is not parallel to H, we can assume p = 0 ∈ J ∩ H, s
′ results from J by rotating J into the direction of the hyperplane H in such a way that the orthogonal projection of J onto H remains invariant (see Figure 1) . Since J and H are not perpendicular we obtain
where dist(·, ·) denotes the Euclidean distance. In (3.1), "<" holds whenever
n , a contradiction to the minimality of C. Hence, there must be some vertex of S in K.
Let k := |K ∩ bd(C)| − 1. By renumbering the vertices we can assume
We have shown above that for sufficiently small s ′ n the rotation from J to J ′ keeps all vertices within the j-cylinder C ′ and v (1) , . . . , v (k+1) are the only vertices on bd(C ′ ). Let J ′′ be a translate of J ′ with dist(J ′′ , F ) < dist(J ′ , F ), and J ′′ sufficiently close to
Then all vertices lie in the interior of C ′′ , again a contradiction. It follows that F ∩ J = ∅, and since F and J are perpendicular, F ∩ J = p = 0. Since p is the unique center of the circumball of F and p ∈ F , it follows that p is also the unique center of the smallest enclosing k-ball of F . Hence, b) holds. Finally, consider the case that J is perpendicular to H. Then J ∩ H is an optimal (n − 1 − j)-flat for the j-radius of S (n+1) (taken in (n − 1)-dimensional space). However, it is easy to see that in this case any small perturbation of J around J ∩ H keeps v (n+1) within the j-cylinder not increasing the distances of all the other vertices to the new (n − j)-flat. So the same argumentation as in the non-perpendicular case applies that b) must hold.
n is a minimal enclosing j-cylinder of S. If J is parallel to a facet of S, such that there exists a vertex of that facet which is not contained in bd(C) then it holds case b) of Lemma 4.
Proof. Suppose J is parallel to S (n+1) and assume v (i) ∈ bd(C) for some i ∈ {1, . . . , n}. Since J is parallel to S (n+1) , J is not parallel to S (i) . Hence we can apply the same argumentation as in Lemma 4 to show that b) holds.
Lemma 6. Let S be a simplex in E n , 1 ≤ j ≤ n, and J be an (n − j)-flat such that
n is a minimal enclosing j-cylinder of S. If J is parallel to one of the facets of S such that all vertices of that facet lie on bd(C), then one of the following properties holds. a) C is a circumscribing j-cylinder of S; or b) j ≥ 2 and J ⊂ aff S (i) for some facet
Proof. By Proposition 3, for j = 1 always a) holds; so let j ≥ 2. We can assume that J is parallel to S (n+1) , that S (n+1) ⊂ H := {x ∈ E n : x n = 0}, and that v
On the other hand, since J is parallel to S (n+1) ,
be the unique minimal solution for p n to (3.2) and (3.3). Due to p n ≥ 0, we obtain p n = max{0, p * n }. Now, we see that case a) holds if p n = p * n and case b) if
Statements 3-6 almost complete the proof of Theorem 1. It remains to show that every minimal enclosing j-cylinder of the regular simplex T n also circumscribes T n . For this it suffices to show that if case c) of Theorem 1 is true for T n then also a) holds, and that the value p * n in the proof of Lemma 6 is always positive, showing that b) never holds for T n . However, in many cases the desired circumscribing property follows already from [4, Theorems 2.5, 2.13].
. If n is odd, or j is even
, and every minimal enclosing j-cylinder of T n is a circumscribing j-cylinder of T n .
The first part of Proposition 7 gives us a general lower bound on the radii of regular simplices. We will soon provide upper bounds, too.
We can easily apply Proposition 7 to compute p * n if n is even. Lemma 8. Let n ∈ N. If S = T n then case b) in Theorem 1 does not hold.
Proof. We can assume j ≥ 2, since otherwise b) cannot hold. We use the notation as in Lemma 6. Because of Proposition 7 it suffices to consider the case where n is even, and as mentioned above the proof is complete if we show that p * n is positive. Since Proposition 7 yields R n−1 (T n−1 ) = (n − 1)/n, we have v (n+1) n = 2 − (n − 1)/n = (n + 1)/n. Also by Proposition 7, R j−1 (T n−1 ) = (j − 1)/n and therefore
The following lemmas show that if case c) holds then also a) holds.
Lemma 9. For every fixed k ∈ N the sequence (R n−k (T n )) n∈N is strictly increasing.
Proof. Let T n+1 be embedded in E n+1 such that S (n+1) (which is T n ) lies within H := {x ∈ E n+1 : x n+1 = 0} and let
J cannot be the underlying k-flat of a minimal enclosing (
Lemma 10. Suppose case c) of Theorem 1 is true for S = T n . Then also a) holds.
Note that indeed it can happen that case a) and c) are satisfied simultaneously for T n , e.g., if (j, n) = (2, 3).
Proof. Suppose case c) of Theorem 1 is true. By Proposition 7
Since n ′ − j ′ = n − j this means j = j ′ and n = n ′ by Lemma 9. Hence, n is odd or j is even, and by another application of Proposition 7, every minimal enclosing jcylinder of T n is also circumscribing. The case 2j ′ = n ′ cannot occur as it would imply k = (n − j)/(n + 1 − j) < 1, a contradiction.
Lemma 10 completes the proof of Theorem 1. Choosing an optimal j-cylinder among those parallel to a facet of T n with p *
, gives an upper bound for the outer radii of a regular simplex,
Theorem 2 states that for even n and j = n − 1 this bound is tight. However, for fixed j the lower bound converges to 1 2 , whereas the optimal value converges to 0 (see [23] ). A better bound (for small j) of j+1 n+1
can be derived from Lemma 9.
Reduction to an algebraic problem
In this section, we provide an algebraic formulation for a minimal circumscribing jcylinder J + ρ(B n+1 ∩ H n 0 ) of the regular simplex T n in standard embedding. Let J = p + lin{s (1) , . . . , s (n−j) }, s (1) , . . . , s (n−j) ∈ S n−1 be pairwise orthogonal, and p be contained in the orthogonal complement of lin{s (1) , . . . , s (n−j) }. The orthogonal projection P of a vector z ∈ H n 1 onto the orthogonal complement of lin{s (1) , . . . , s (n−j) } (relative to H n 1 ) can be written as 
where the equality sign follows from Theorem 1. By (ii) and s (k) ∈ S n−1 , (i') can be simplified to
Summing over all i gives (n + 1)(
. We substitute this value into (i") and obtain
Hence, all the p i can be replaced in terms of the s
We arrive at the following characterization of the minimal enclosing j-cylinders:
, . . . , s (n−j) ∈ S n−1 spans the underlying (n − j)-dimensional subspace of a minimal enclosing j-cylinder of T n ⊂ H n 1 if and only if it is an optimal solution of the problem
It is easy to see that in case j = n − 1 the program (4.4) reduces to (1.1) stated in the introduction.
Solving the algebraic problem
By (4.3), in order to prove R n−1 (T n ) = (2n − 1)/(2 n(n + 1)) for even n, we have to show that the optimal value of (1.1) is 1 n . We apply the following statement from [5] .
Proposition 12. Let n ≥ 2. The direction vector (s 1 , . . . , s n+1 ) T of any extreme circumscribing (n − 1)-cylinder of T n satisfies |{s 1 , . . . , s n+1 }| ≤ 3.
For completeness we repeat the short proof.
Proof. We can assume n ≥ 3. Let s ∈ S n−1 be the axis direction of a locally extreme circumscribing (n − 
The latter is a Vandermonde determinant, which implies |{s
Using Proposition 12, (1.1) can be written as the following polynomial optimization problem in six variables with additional integer conditions. s.t.
yield the following optimization problem in the variables b 1 , b 2 , b 3 and l 1 , l 2 , l 3 .
These substitutions simplify the forthcoming expressions, and the real relaxation of our optimization problem becomes independent of n. We denote the conditions l 1 , l 2 , l 3 ∈ 1 n+1 N 0 as pseudo integer conditions. In order to study (5.2), we first relax the pseudo integer conditions and consider the situation where l 1 , l 2 , l 3 ∈ R + 0 . The next lemma makes it possible to discuss the problem in terms of b 1 and b 2 . Let
Lemma 13. For any valid solution
to the real relaxation of (5.2) with (b 1 , b 2 ) ∈ E the pair (b 1 , b 2 ) determines b 3 , l 1 , l 2 , and l 3 uniquely.
Thus E is the exceptional set where the representations of b 3 , l 1 , l 2 , and l 3 as a function of b 1 and b 2 may not be properly defined. Note that nevertheless there exist (important) points (b 1 , b 2 , b 3 , l 1 , l 2 , l 3 ) ∈ R 6 to the real relaxation of (5.2) with (b 1 , b 2 ) ∈ E.
Proof. For 1 ≤ i ≤ 3, we subtract b
times the fourth constraint from the i-th constraint to eliminate l 3 , 
Subtracting (b
Since by assumption b 1 b 2 + 1 = 0, b 3 can be expressed in terms of (b 1 , b 2 ),
Substituting this value into (5.3) leads to (5.5)
, and, by symmetry, we obtain an analogous expression for l 2 , (5.6)
.
. Substituting all these expressions, for any (b 1 , b 2 ) ∈ E the objective function f can also be expressed in terms of (b 1 , b 2 ),
For convenience, we set (So, in order to show Theorem 2, we have to show that the optimal g-value of (5.2) is n+1 n
.) The region
defines a subset of R 2 which we call the real admissible region. Let the algebraic curves C 1 , C 2 , and C 3 be defined by the polynomials in the numerators of (5.5)-(5.7),
which are independent of n. Since l 1 + l 2 + l 3 = 1, the boundary ∂A of A is contained in the union C 1 ∪ C 2 ∪ C 3 . Figure 2 shows the curves C 1 , C 2 , C 3 , and the curves
(which arise from the denominators of (5.5)-(5.6)). The region A is shaded. Note that all the intersection points of the low-degree curves can easily be computed, and that the only real intersection points are (±1, ±1) and (0, 0).
Since the odd case of Theorem 2 is well-known [25] , we assume from now on that n is even. The mindful reader will notice that with minor modifications our proof also covers the odd case, since for odd n the optimal value of (5.2) coincides with the optimal value of the real relaxation. Moreover, we can assume n ≥ 4, since the case n = 2 is trivial.
The following lemma states that for any solution (b 1 , b 2 , b 3 , l 1 , l 2 , l 3 ) to the real relaxation of (5.2) with (b 1 , b 2 ) ∈ E, the solution cannot satisfy the pseudo integer conditions.
6 is a valid solution to the real relaxation of (5.2) with (b 1 , b 2 ) ∈ E then b 1 , b 2 ∈ {−1, 1} and there exists some i ∈ {1, 2, 3} with
6 is a valid solution to the real relaxation of (5.2) with (b 1 , b 2 ) ∈ ∂A then there exists some index i ∈ {1, 2, 3} with
6 be a valid solution to the real relaxation of (5.2). If Figure 2 ).
If
A straightforward computation shows that in case b 1 , b 2 ∈ {−1, 1} there exists some i ∈ {1, 2, 3} with
The first case has already been covered in a). For each of the remaining cases, using the simplified system of constraints (5.2) the desired assertion can be checked by a direct computation.
Remark 15. Although the points (±1, ±1) are contained in the boundary of A, there exist valid solutions (b 1 , b 2 , b 3 , l 1 , l 2 , l 3 ) ∈ R 6 to the real relaxation of (5.2) with l i = 0 for all i ∈ {1, 2, 3}. E.g., for (
6 is a valid solution to the real relaxation of (5.2) if and only if it satisfies one of the following conditions:
Part b) of Lemma 14 immediately implies:
Remark 17. It is now easy to see that the real relaxation of the system (5.2) has optimal value 1 for arbitrary n ∈ N. Namely, the assignments
, l 3 = 0 give valid solutions with g(b 1 , b 2 ) = 1. Moreover, for any (b 1 , b 2 ) ∈ A, the property l 1 l 2 l 3 ≥ 0 implies
However, the optimal solutions of the real relaxation do not satisfy the pseudo integer conditions if n is even. In order to prove Theorem 2, we show the following statement.
Lemma 18. Let n ≥ 4 be even. The minimal value of the mixed-integer optimization problem (5.2) is 1 n . This value is attained if and only if there exists a permutation (i 1 , i 2 , i 3 ) of {1, 2, 3} such that
In these cases the objective function g results in n+1 n , and this implies the even case of Theorem 2. Thus we are interested in the subset
The additional boundary curve segments of B n are given by g( Figure 3 illustrates B n for n = 4. 
2) with (b 1 , b 2 ) ∈ B n . The proof consists of two parts.
First we show that for any valid solution (b
3 , l
1 , l
2 , l
3 ) of (5.2) with l
}, there exists a valid solution (b
3 ) of (5.2) with g(b
2 ). After that, we deal with the cases excluded in that analysis. These cases include the solutions stated in Lemma 18.
The neighborhoods of the points (±1, ±1) will be crucial in our analysis. By symmetry, it suffices to consider A ∩ {(
Proof. Let (b 1 , b 2 ) k∈N be a sequence in A converging to (−1, 1). In order to prove the lemma, we distinguish the following cases.
To show a) observe that
For (b 1 , b 2 ) as given in a), a separate inspection of all factors shows that this value is always negative. In order to show the limit for the case A ∩ {(b 1 , b 2 ) : b 1 < −1, 0 < b 2 < 1}, we parametrize this set by horizontal segments between (− 1 1−ε , 1 − ε) ∈ C 3 and (1, 1 − ε) ∈ C 2 , for 0 < ε < 1. For a point
on that segment, we obtain
Now the statement follows from the observation that for ε → 0, l 1 (b 1 , b 2 ) converges to As stated above, for most solutions of (5.2) we will construct a valid solution improving the objective function. Since in this process, we will keep l i fixed for some i ∈ {1, 2, 3}, consider the situation l 1 (b 1 , b 2 ) = γ for some fixed γ ∈ (0, 1). By (5.5) Note that both branches which can occur for b 2 in (5.10) lead to the same value of g. Writing (5.5) and (5.6) in implicit form,
we can eliminate b 2 by computing the resultant of h 1 and h 2 with respect to 
and the value γ * is the only positive zero of the latter factor. Proof. a) Solving (5.12) for l 2 gives
By Lemma 20, either of these two solutions for l 2 satisfies l 2 ∈ (0, 1 − γ) if and only if γb
has the zeroes 0, ±1, ± (2 − 3γ)/γ. The latter two of these five points are not contained in I. Since g(0) = 1/(1 − γ) and g(1) = g(−1) = 1, the statement follows.
3 ) be a valid solution of (5.2) with l
}. Then there exists a valid solution (b
2 ). In particular, we can choose (b
3 ) such that there exists an i ∈ {1, 2, 3} with l . In this region, (5.13) yields g(b 1 ) < n + 1 n ⇐⇒ b 1 ∈ J := − n + 1 n , − n − 2 n ∪ n − 2 n , n + 1 n .
We have to show that for b 1 ∈ J, the resulting set of l 2 does not contain a pseudo integer. Without loss of generality it suffices to consider b 1 > 0. For the left boundary b 1 = (n − 2)/n, the solutions l n + 2 ± (5n + 2) n − 2 25n − 2 .
For the right boundary b 1 = (n + 1)/n, the solutions l For the negative branch, we have l ] does not contain a pseudo integer value. This proves the statement. 
