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1Uniformly Reweighted Belief Propagation for
Estimation and Detection in Wireless Networks
Henk Wymeersch, Member, IEEE, Federico Penna, Student Member, IEEE,
Vladimir Savic, Student Member, IEEE
Abstract—In this paper, we propose a new inference algorithm,
suitable for distributed processing over wireless networks. The
algorithm, called uniformly reweighted belief propagation (URW-
BP), combines the local nature of belief propagation with the
improved performance of tree-reweighted belief propagation
(TRW-BP) in graphs with cycles. It reduces the degree of
freedom in the latter algorithm to a single scalar variable, the
uniform edge appearance probability ρ. We provide a variational
interpretation of URW-BP, give insights into good choices of ρ,
develop an extension to higher-order potentials, and complement
our work with numerical performance results on three inference
problems in wireless communication systems: spectrum sensing
in cognitive radio, cooperative positioning, and decoding of a
low-density parity-check (LDPC) code.
Index Terms—Distributed inference, approximate inference,
belief propagation, message passing, factor graphs, tree-
reweighted belief propagation, variational methods.
I. INTRODUCTION
IN wireless communication, belief propagation (BP) [1]has found applications in many aspects of receiver de-
sign, including equalization, demapping, multi-user detection,
multi-antenna detection, and decoding [2]–[6]. Most notably
in the latter application, the use of BP message passing
over a suitable graphical model has led to practical decoding
algorithms for powerful error-correcting codes, such as LDPC
codes and turbo codes [7]. Recently, there has been an interest
from the wireless communication community to extend BP to
distributed problems, involving cooperation among multiple
spatially separated wireless devices. BP inherently lends itself
well to distributed implementation, and is thus a powerful,
yet practical algorithm to perform cooperative estimation and
detection. In fact, BP-based cooperative message passing al-
gorithms have been applied to a wide variety of problems, in-
cluding cooperative positioning [8]–[10], artificial intelligence
[11], computer vision [12], cognitive radio [13], [14], link loss
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monitoring [15], network control [16], cooperative beamform-
ing [17], and sensor networks [18]. Despite of its widespread
use, BP is faced by a lack of convergence guarantees, as
well as over-confidence of beliefs [19]. These problems have
been partly addressed in [20], where a novel message passing
algorithm was proposed, called tree-reweighted BP (TRW-
BP). This algorithm has stronger convergence guarantees [21],
and often gives better performance than BP. However, TRW-
BP involves the selection of, and optimization over, so-called
edge appearance probabilities. This makes TRW-BP difficult
to implement in a network setting, as the choice of valid edge
appearance probabilities involves a problem that is hard to
solve in a distributed manner.
In this paper, we present a novel algorithm combining
the distributed nature of BP and the improved performance
of TRW-BP in graphs with cycles. The new algorithm is
called uniformly reweighted BP (URW-BP), as it collapses the
edge appearance probabilities into a single scalar variable. As
special cases, URW-BP reverts to BP under suitable choice
of the variable, and corresponds to the optimal choice of
edge appearance probabilities in TRW-BP for certain types
of graphs. While URW-BP admittedly is a straightforward
modification of TRW-BP, this paper for the first time indicates
that URW-BP is a powerful inference algorithm in its own
right, and deserves deeper investigation. Our contributions are
as follows:
• We propose URW-BP as a practical (and in some case
equivalent) alternative to TRW-BP for distributed infer-
ence problems;
• We interpret URW-BP as a multi-objective optimization
problem, trading off single-variable entropy and correla-
tion among variables, thus enabling URW-BP to mitigate
overconfidence of beliefs in BP; and
• Through simulations, we show that URW-BP consistently
outperforms BP, for centralized and distributed inference,
for discrete and continuous variables, and for pairwise as
well as higher-order interactions.
II. INFERENCE THROUGH MESSAGE PASSING
A. Problem Formulation
We consider an a posteriori distribution of the form
p(x|y) =
p(y|x)p(x)
p(y)
, (1)
where y is a (fixed) observation and x = [x1, x2, . . . , xN ] is
the N -dimensional unobserved variable of interest. For nota-
2tional convenience, we consider x to be a discrete random vari-
able with finite domain. Our goal is to determine the marginal
a posteriori distributions, p(xn|y), for every component xn.
Brute-force computation of p(xn|y) is often intractable, due to
the high-dimensional nature of x. Practical algorithms can be
developed by harnessing the factorization of both p(y|x) and
p(x). The factorization depends on conditional independence
of the variables and is problem-specific. For concreteness, we
will focus on factorizations of the form
p(x|y) ∝
N∏
n=1
φn(xn)
∏
(l1,l2)∈E
ψl1,l2(xl1 , xl2), (2)
where∝ denotes proportionality up to a multiplicative constant
(including, but not limited to 1/p(y)) and E is the set of
variable indices for which there is an interaction. Such factor-
izations can be conveniently expressed by a graphical model,
such as a Markov random field, where vertices correspond
to variables and their single-variable factors (φn) and edges
correspond to factors (ψl1,l2). Note that the set of edges in the
Markov random field is exactly E . Alternatively, the factor-
ization can be represented by a factor graph, where vertices
correspond to both variables and factors, and edges connect
a variable vertex with a factor vertex when the corresponding
variable appears in the corresponding factor. We will focus
on factor graphs, as they will enable an easier extension to
higher-order interactions later on. As an illustration of both
graphical models, see Fig. 1. In wireless networks, N may
represent the number of nodes in a network, xn a variable
of interest, and ψl1,l2 an interaction between pairs of nodes.
Detailed examples will be discussed in Section IV.
B. Message Passing Algorithms
Given a factor graph of p(x|y), we can run a message pass-
ing algorithm and determine approximations of the marginals
p(xn|y), called beliefs, denoted by bn(xn). Various message
passing algorithms have been proposed, arguably the most
popular of which is belief propagation (BP). Alternatives
include naive mean field (MF) [22], TRW-BP [20], and
generalized BP (GBP) [23]. When the factor graph is cycle-
free, BP and TRW-BP are equivalent and provide the exact
marginals, i.e., bn(xn) = p(xn|y), ∀n, xn. When the factor
graph contains cycles, BP and TRW-BP are not guaranteed to
yield the true marginal posteriors, or even to converge at all.
1) Belief Propagation: Assuming the variable Xn appears
in the factor ψm,n, the BP message1 from ψm,n to Xn is given
by
µψm,n→Xn(xn) = (3)∑
xm
φm(xm)ψm,n(xm, xn)
∏
k∈Nm\{n}
µψm,k→Xm(xm),
where k ∈ Nm indicates that there exists a factor ψm,k. The
beliefs are updated according to
bn(xn) ∝ φn(xn)
∏
m∈Nn
µψm,n→Xn(xn). (4)
1For notational convenience, we will express beliefs and messages in terms
of messages from factor vertices to variable vertices. Messages from variable
vertices to factor vertices will not be considered, except in Section III-C.
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Figure 1. Markov random field (top) and factor graph (bottom) of the
factorization p(x|y) ∝ φ1(x1)φ2(x2)φ3(x3)ψ12(x1, x2)ψ23(x2, x3).
Equations (3)–(4) are iterated until the beliefs converge.
2) Tree-Reweighted Belief Propagation: In TRW-BP, the
message from ψm,n to Xn is given by
µψm,n→Xn(xn) = (5)∑
xm
φm(xm)ψ
1/ρm,n
m,n (xm, xn)µ
ρm,n−1
ψm,n→Xm
(xm) (6)
∏
k∈Nm\{n}
µ
ρm,k
ψm,k→Xm
(xm),
while the belief is given by
bn(xn) ∝ φn(xn)
∏
m∈Nn
µ
ρm,n
ψm,n→Xn
(xn). (7)
As in BP, (5)–(7) are iterated until the beliefs converge.
The values {ρm,n}(m,n)∈E are the so-called edge appearance
probabilities2 (EAPs) of the factor vertices {ψm,n}(m,n)∈E .
The performance of TRW-BP depends on the choice of
EAPs. Optimization over the EAPs (referred to here as op-
timized TRW-BP) is possible, but corresponds to an outer
iterative loop, involving a high-dimensional optimization prob-
lem over {ρm,n}(m,n)∈E . Moreover, the set of valid EAPs
is non-trivial: given a graph G and the set T(G) of all
possible spanning trees, we can introduce a distribution over
the spanning trees: 0 ≤ p(T ) ≤ 1, for T ∈ T(G). For a given
distribution, the EAP of factor ψm,n is then given by
ρm,n =
∑
T∈T(G)
p(T )× I {vertexψm,n ∈ T } , (8)
where I {·} is the indicator function. Note that when G is a
tree, every factor vertex ψm,n appears in every spanning tree,
so that ρm,n = 1, ∀(m,n) ∈ E . When the graph G contains
cycles, there must be at least one ρm,n < 1.
BP can now be interpreted as a modification of TRW-BP,
where ρm,n = 1, ∀(m,n) ∈ E , irrespective of the structure of
G. Note that this choice of EAPs is not valid for a graph with
cycles.
III. UNIFORMLY REWEIGHTED BELIEF PROPAGATION
A. Description
In order to combine the simplicity and distributed nature of
BP with the improved performance of TRW-BP in graphs with
cycles, we propose a novel approximate inference algorithm,
called uniformly reweighted belief propagation (URW-BP). In
2The terminology of edge appearance comes from the Markov random field
representation of p(x|y), where the factors ψm,n are represented by edges.
3URW-BP, the EAPs in (5)–(7) are all equal (and denoted by ρ),
so their optimization is a scalar optimization problem. In the
following sections, we will connect BP, TRW-BP, and URW-
BP in a variational interpretation, comment on the conditions
under which URW-BP and optimized TRW-BP coincide, and
cast URW-BP as a solution to a multi-objection optimization
problem.
B. Variational Interpretation
1) General Formulation: Given any distribution b(x), the
Kullback Leibler divergence [24] between b(x) and p(x|y) is
given by
KL(b||p) =
∑
x
b(x) log
b(x)
p(x|y)
≥ 0. (9)
If we insert (2), and perform some straightforward manipula-
tions, we can express this inequality as
log p(y) ≥ H(b) + χ(b) (10)
where H(b) denotes the entropy of the distribution b(x), i.e.,
H(b) = −
∑
x
b(x) log b(x) and
χ(b) =
N∑
n=1
∑
xn
bn(xn) log φn(xn) (11)
+
∑
(m,n)∈E
∑
xm,xn
bm,n(xm, xn) logψm,n(xm, xn).
(12)
Note that (10) is valid with equality if and only if b(x) =
p(x|y), ∀x. Hence, we can write
log p(y) = max
b∈M(G)
{H(b) + χ(b)} , (13)
where M(G) is the so-called marginal polytope corresponding
to the factor graph G, which is the set of marginal distributions
{bn(xn)}Nn=1 and {bm,n(xm, xn)}(m,n)∈E that can be related
to a global distribution b(x) that factorizes according to the
same factor graph G. The formulation (13) implies that if we
can solve the optimization problem, then the solution is b(x) =
p(x|y), with corresponding maximum equal to log p(y). The
optimization problem turns out to be concave,3 but intractable:
unless G is a tree, no explicit expression for H(b) is available
and the number of constraints to describe M(G) is exponential
in the size of G [22]. BP, TRW-BP, and URW-BP can be
interpreted as approximate methods to solve (13).
2) Belief Propagation: In BP, the set M(G) is outer-
bounded by the convex set L(G), which is the set of marginal
beliefs {bn(xn)}Nn=1 and {bm,n(xm, xn)}(m,n)∈E , that are
mutually consistent, but need not be consistent with any global
belief b(x). It can be shown that L(G) is a convex set,4 and
that when G is a tree, M(G) = L(G) [22]. Secondly, the
entropy in (13) is replaced by the so-called Bethe entropy
HBethe(b) =
N∑
n=1
H(bn)−
∑
(m,n)∈E
I(bm,n), (14)
3Since χ(b) is linear in b, the entropy H(b) is concave in b, and the set
M(G) is a convex set.
4Since any convex combination of marginal beliefs is again a valid marginal
belief.
where I(bm,n) is the mutual information between xm and xn:
I(bm,n) =
∑
xm,xn
bm,n(xm, xn) log
bm,n(xm, xn)
bm(xm)bn(xn)
. (15)
It is shown in [23] that BP (3)–(4) is an iterative method to
find of a stationary point of the Lagrangian corresponding to
the problem (13), with M(G) replaced by L(G) and H(b)
replaced by HBethe(b).
3) Tree-Reweighted Belief Propagation: In TRW-BP, the
set M(G) is also outer-bounded by the convex set L(G). For
a fixed set of valid EAPs, the entropy H(b) is replaced by a
convex upper bound
H(b|ρ) =
N∑
n=1
H(bn)−
∑
(m,n)∈E
ρm,nI(bm,n), (16)
where we have introduced the vector ρ .= [ρm,n](m,n)∈E . We
note again that BP corresponds to setting ρ = 1 in TRW-BP.
For a fixed ρ, the stationary points of the Lagrangian lead to
(5)–(7), following a similar line of reasoning as in [23].
4) Uniformly Reweighted Belief Propagation: In URW-BP,
similar to BP and TRW-BP, the set M(G) is outer-bounded by
the set L(G). For a fixed value of ρ ∈ R, the entropy H(b) is
approximated by
H(b|ρ) =
N∑
n=1
H(bn)−
∑
(m,n)∈E
ρI(bm,n). (17)
Again, BP is found by setting ρ = 1. Stationary points of the
Lagrangian lead to the TRW-BP equations given in (5)–(7),
with ρm,n = ρ, ∀(m,n) ∈ E .
C. Extension of TRW-BP and URW-BP Beyond Pairwise In-
teractions
In the original formulation of TRW-BP, only pairwise inter-
actions were considered, with a corresponding Markov random
field where variables are vertices and edges are pairwise
potentials. It was suggested in [20] that the extension to
higher-order interactions requires a graphical model that is a
hypergraph. A joint a posteriori distribution with higher-order
interaction is of the form
p(x|y) ∝
N∏
n=1
φn(xn)
L∏
l=1
ψl(xCl), (18)
where xCl ⊆ x. We now present two distinct TRW-BP
message passing algorithms.
1) Using Factor Appearance Probabilities: Based on factor
graphs, we have derived TRW-BP equations for arbitrary in-
teractions [25]. The message from factor vertex ψl to variable
vertex Xn is given by
µψl→Xn(xn) =
∑
∼xn
ψ
1/ρl
l (xCl)× (19)∏
m∈Cl\{n}
φm(xm)µ
ρl−1
ψl→Xm
(xm)
∏
k∈Nm\{l}
µρkψk→Xm(xm),
4where
∑
∼xn
denotes summation over all variables except xn.
The beliefs are given by
bn(xn) ∝ φn(xn)
∏
l∈Nn
µρlψl→Xn(xn). (20)
Here, the variables ρl refer to the appearance probabilities of
the factor vertices ψl in the collection of trees. We have made
a slight abuse of notation, as here l ∈ Nn means that there
exists a factor ψl that has as variable Xn. For URW-BP, we
simply set all ρl = ρ.
For the sake of completeness, we also provide message
passing rules when messages from variable vertices to factor
vertices are computed. In that case, the message from variable
vertex Xn to factor vertex ψl, n ∈ Cl is given by
mXn→ψl(xn) = (21)
φn(xn)m
ρl−1
ψl→Xn
(xn)
∏
k∈Nn\{l}
m
ρk
ψk→Xn
(xn),
while the message from factor vertex ψl to variable vertex Xn,
n ∈ Cl is now
mψl→Xn(xn) = (22)∑
∼xn
ψ
1/ρl
l (xCl)
∏
m∈Cl\{n}
mXm→ψl(xm).
Finally, the belief of variable xn is given by (20), where µ(·)(·)
should be replaced by m(·)(·). These message passing rules can
be seen as extension of the sum-product algorithm from [26].
2) Using Edge Appearance Probabilities: An alternative
approach is to convert the factor graph to contain only
pairwise interactions [27]. Consider a factor ψl(x1, x2, x3).
We can convert this part of the factor graph as follows
(see also [22, page 289]): (i) introduce a new variable zl
that takes values in the product domain (e.g., if xi ∈
Xi, then zl ∈ X1 × X2 × X3); (ii) introduce 3 factors
fl,i(zl, xi) = I{zl,i = xi}ψ
αi
l (zl); (iii) replace in the factor
graph the factor vertex ψl(x1, x2, x3) with 4 factor vertices
ψl(zl)
1−
∑
i αifl,1(zl, x1)fl,2(zl, x2)fl,3(zl, x3), where the pa-
rameters αi ∈ R are chosen such that 0 ≤
∑
i αi ≤ 1.
This latter factor graph only contains pairwise interactions,
on which we can apply the message passing rules (5). For
example, setting αi = 0, these messages can in turn be
transformed to messages on the original factor graph, leading
to the message from variable vertex Xn to factor vertex ψl,
n ∈ Cl being given by
mXn→ψl(xn) = (23)
φn(xn)m
ρl,n−1
ψl→Xn
(xn)
∏
k∈Nn\{l}
m
ρk,n
ψk→Xn
(xn),
where ρl,n is the edge appearance probability of the edge
connecting factor vertices Xn and Zl in the transformed factor
graph. The message from factor vertex ψl to variable vertex
is give by
mψl→Xn(xn) = (24)∑
∼xn
ψl(xCl)m
ρl,n−1
Xn→ψl
(xn)
∏
m∈Cl\{n}
m
ρl,m
Xm→ψl
(xm),
and the belief of variable xn is again given by (20), where
µ(·)(·) should be replaced by m(·)(·).
D. Discussion of URW-BP
1) URW-BP as a Multi-Objective Optimization Solution:
We can write the URW-BP objective function for general
interactions as
χ(b) +
N∑
n=1
H(bn)− ρ
L∑
l=1
I(bCl), (25)
which we can interpret as a multi-objective problem with
trade-off parameter ρ ≥ 0. The function χ(b) is linear in b(x),
while
∑N
n=1H(bn) is concave in b(x).5 Suppose we have two
candidate solutions: b(x) and b˜(x), for which χ(b) = χ(b˜).
When ρ = 1, the solution with the maximal Bethe entropy
will be chosen. Maximizing Bethe entropy corresponds to
maximizing the entropies of bn(xn) and at the same time
minimizing the dependence among variables. When ρ = 0, the
solution with the maximal entropy of the individual beliefs will
be chosen, irrespective of the dependence (mutual information)
among the variables. Hence, by decreasing ρ, we can force the
beliefs to be less concentrated (i.e., less over-confident).
2) URW-BP as Optimized TRW-BP: In general, URW-
BP is not guaranteed to outperform TRW-BP. In fact, for
some graphs, URW-BP does not even correspond to a valid
distribution over spanning trees. However, we can describe
sufficient, though not necessary conditions, under which URW-
BP and optimized TRW-BP coincide. We will denote set
cardinality by | · |.
Definition 1 (Symmetric factorization). Given a factor graph
G, corresponding to a factorization
p(x|y) ∝
N∏
n=1
φn(xn|θn)
L∏
l=1
ψl(xCl |θCl) (26)
with L non-trivial6 factors, where θn and θCl represents
parameters that fully determine the corresponding functions.
We call the factorization symmetric when (i) |Cl| = |Ck|,
∀k, l ∈ {1, . . . , L} and |Nn| = |Nm|, ∀m,n ∈ {1, . . . , N};
(ii) θn = θm, ∀m,n ∈ {1, . . . , N} and θCl = θCk ,
∀k, l ∈ {1, . . . , L}.
Proposition 1. The optimal AEPs in TRW-BP for factoriza-
tions which are either symmetric, or for which the correspond-
ing factor graph is a tree, are uniform, i.e., ρ = ρ1, for some
ρ ∈ [0, 1].
The proof follows immediately from symmetry considera-
tions. As a special case, [20, page 2327] points out that for
symmetric factorizations with only pairwise interactions, the
optimal EAP in TRW-BP should be uniform, and is given by
ρ = (N−1)/L, where L = |E|. Introducing nD as the number
of pairwise interactions in which each variable is involved,7 a
simple counting argument yields nD ≈ 2L/N , so that
ρ ≈ min
(
1,
2
nD
(
1−
1
N
))
(27)
≈ min (1, 2/nD) . (28)
5Since entropy is concave, and summation preserves concavity.
6In the sense that |Cl| ≥ 2.
7Note that nD is also the node degree in the corresponding Markov random
field, and that nD+1 is the variable vertex degree in the corresponding factor
graph.
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Figure 2. Value of ρ as a function of the average node degree according to
(28).
Note that for trees, L = N − 1, so that nD ≈ 2, with
corresponding ρ = 1.
While symmetric factorizations are not very interesting
from a practical perspective, we can expect that URW-BP
should perform close to optimized TRW-BP as long as the
factorization exhibits sufficient symmetry or when the factor
graph is sufficiently tree-like. The conditions for sufficient
symmetry are not explored here, and are a topic for future
research. However, as we will see in the following section,
the class of factorizations for which URW-BP outperforms BP
turns out to be quite large.
In the context of distributed inference, where there are N
devices, with a total of L bi-directional communication links
among devices, nD corresponds to the average connectivity,
and can be estimated by running a simple consensus algorithm
over a network [28]. The relationship (28) is shown in Fig. 2.
It is clear that for high network connectivity, we can expect
URW-BP to outperform BP.
Finally, we note that choosing ρ according to (27) is not
guaranteed to outperform BP. In practice, the best value of
ρ will depend on the strength of the interactions between
variables. For example, with very strong interactions between
variables along a spanning tree, and very weak interactions
between variables outside of the spanning tree, the best ρ will
be close to 1, irrespective of nD. Contrary to TRW-BP, an
explicit optimization over ρ is not possible. In TRW-BP, the
optimization problem for a fixed ρ is
maximize H(b|ρ) + χ(b) (29)
s.t. b ∈ L(G).
We know that for any b ∈ L(G) we have the upper bound
log p(y) ≤ H(b|ρ) + χ(b). (30)
Hence, the tightest upper bound is found by solving the
following problem:
log p(y) ≤ min
ρ
max
b∈L(G)
{H(b|ρ) + χ(b)} . (31)
This outer minimization can be solved numerically to find
the best ρ [20]. In contrast, URW-BP and BP generally do
not satisfy the two inequalities above, so direct optimization
over ρ is not possible. Moreover, similar to BP, URW-BP is
not guaranteed to converge. However, following an analysis
similar to [29], one can show that the sufficient conditions for
convergence of URW-BP are less stringent than for BP.
IV. CASE STUDIES
In this section, we will apply URW-BP to a three practi-
cal applications, involving discrete and continuous variables,
centralized and distributed processing, and pairwise as well
as higher-order interactions. The first application involves a
cognitive radio network, where devices determine whether or
not the spectrum is being utilized. The second application
involves determining positions of wireless devices through
cooperation. The goal of every device is to determine its own
position based on distance estimates with respect to neighbors
and reference nodes. The final application involves decoding
of LDPC codes. In all three cases we show that URW-BP
outperforms BP. For case studies 1 and 2, we assume perfect
medium access control, which is a common assumption for
distributed inference problems [30], [31].
A. Case Study 1: Signal Detection for Cognitive Radio
1) Problem Formulation: In cognitive radio networks, sec-
ondary users (SU) are granted access to the spectrum of
primary users (PU), when said spectrum is not used by the
PU. This allows spatial reuse of scarce spectrum. Prior to
using the channel, the SU must sense the spectrum and decide
whether or not any PUs are present. As PUs correspond to
signal sources with a precise physical location, it is reasonable
to assume that two SU that are close to each other are likely
to observe the same PU signal state, whereas observations
of SU that are far apart are most likely independent. Based
on [32], these properties can be captured through (i) binary
variables (xn ∈ {0, 1}, where xn = 1 means that the
channel is occupied near the location of the n-th SU), (ii)
observations yn (reflecting the signals collected by the n-th
SU) with corresponding likelihoods φn(xn) = p(yn|xn), and
(iii) spatial correlations8 between xn and xm, ψm,n(xn, xm) =
exp(λm,nI{xn = xm}), where λm,n ≥ 0 generally decreases
with the distance between the two SUs. The set of neighbors
Nn in this case is defined implicitly as the set of SU that are
within communication range with the n-th SU [13]. The joint
a posteriori distribution p(x|y) is of the form (2):
p(x|y) ∝
N∏
n=1
p(yn|xn)
∏
(m,n)∈E
exp(λn,mI{xn = xm}),
(32)
where the product over couples (m,n) is only over m < n,
for which m ∈ Nn. The goal of the n-th SU is to determine
bn(xn) ≈ p(xn|y), where y = [y1, . . . ,yN ].
8In general, higher-order interactions (e.g., between xn, xm, and xp) are
possible as well, though, similar to [32], these interactions are neglected for
simplicity.
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value ρ = 1 corresponds to standard BP.
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Figure 4. Best EAP (ρ∗) based on average KLD vs. average degree nD.
The likelihood functions φn(xn) = p(yn|xn) account for
the detection performance of each node n. Assume that each
node uses as test statistic for detection a vector of S i.i.d.
signal received samples, and that noise and PU signal are both
complex Gaussian random variables with variance σ2v and σ2s
respectively. Then, it can be readily shown that for xn = 0
(i.e., when no PU is accessing the channel around the n-th
SU), yn ∼ CN (0, σ2vIS), while for xn = 1 (i.e., when a PU
is active), yn ∼ CN (0, (σ2v + σ2s)IS), where IS is the S × S
identity matrix.
We note that distributed signal detection can be seen as
a special case of the more general problem of distributed
parameter estimation, or multiple hypothesis testing, studied
in the context of wireless sensor networks (see, for example,
[33]–[35]). The proposed method can be extended accordingly
to these applications.
2) Implementation Aspects: As every SU in the network
corresponds to a variable xn, URW-BP can be implemented
distributedly by mapping the factor graph to the communi-
cation graph. Thus, the message µψm,n→Xm(xm) from (5)
in the factor graph is transmitted from the n-th SU to the
m-th SU. For binary variables, it is convenient to repre-
sent messages with log-likelihood ratios (LLRs). Introducing
γn = log(φn(0)/φn(1)), and accounting for the fact that
ψ
1/ρ
m,n(0, 1) = ψ
1/ρ
m,n(1, 0) = 1 and ψ1/ρm,n(0, 0) = ψ1/ρm,n(1, 1) =
exp(λm,n/ρ), we can express µψm,n→Xm(xm) as a scalar
quantity:
Mn→m
.
= log
µψm,n→Xm(0)
µψm,n→Xm(1)
(33)
= U

λm,n
ρ
, γn + (ρ− 1)Mm→n + ρ
∑
k∈Nn\{m}
Mk→n

 ,
(34)
where U(a, b) = log(1+ ea+b)/(ea+ eb), which is a function
that can be computed efficiently for any a, b ∈ R. Similarly,
the beliefs in LLR representation are given by
Bn
.
= log
bn(0)
bn(1)
(35)
= log
φn(0)
∏
m∈Nn
µρψm,n→Xn(0)
φn(1)
∏
m∈Nn
µρψm,n→Xn(1)
(36)
= γn + ρ
∑
m∈Nn
Mm→n. (37)
3) Performance Results: To evaluate the performance of
URW-BP, we compute for each node in the network the
Kullback-Leibler divergence (KLD) between belief and true
posterior, defined as KLDn
.
= KL(bn(xn)||p(xn|y)) and we
average it over all nodes. We first consider a small network of
4 nodes, with correlation factors λn,m modeled as uniformly
distributed random variables between 0.2 and 4. Nodes are
deployed randomly in a circular area of unit diameter. We
then define R as the communication range of nodes in the
network: if R = 1, all nodes can communicate with each other,
therefore many loops are present in the graph; on the contrary,
low values of R result in fewer loops. Fig. 3 shows the average
KLD of beliefs computed through standard BP and URW-BP
as a function of ρ for different values of R. We observe that
URW-BP outperforms standard BP (corresponding to ρ = 1),
especially for large values of R. Also, the best value of ρ
(denoted as ρ∗) tends to decrease as R → 1 as an effect of
the increasing number of loops in the graph.
Fig. 4 combines the results of simulations performed on
networks of different size (N from 4 through 15) and shows
the best value of ρ (according to average KLD) as a function
of the average degree nD. Results confirm the dependency of
ρ∗ on the average degree of the graph, as discussed in Sec.
III-D. In particular, the approximate expression (28) proves to
be increasingly accurate as nD ≫ 1.
B. Case Study 2: Cooperative Positioning
1) Problem Formulation: The second application of URW-
BP that we consider is cooperative positioning in wireless
networks. In this case, the goal of each node (referred to as
targets) is to estimate its own position based on a set distance
7measurements with nearby targets and and few fixed reference
nodes (referred to as anchors), assuming a fully distributed
architecture. These distance estimates can be obtained using
well-known measurement techniques (e.g., time of arrival,
received signal strength). Contrary to the previous case, we
deal here with continuous variables. Also contrary to the
previous case where over-confidence of the beliefs is not
detrimental as long as the estimates are correct, here the
situation is quite different: for safety-critical applications, e.g.,
tracking of robots or unmanned aerial vehicles (UAVs), it is
important not only to have good position estimates, but also to
know the uncertainty. When a belief is overconfident, a target
may take improper actions (e.g., crash into another UAV).
We consider N targets and minimum 3 anchors scattered
randomly in a planar region, and denote the two-dimensional
location of the n-th node (target or anchor) by xn. Target n
obtains a noisy measurement ymn of its distance from node
m, given by
ymn = ‖xm − xn‖+ vmn, (38)
where vmn represents the noise drawn from some distribution
pv (e.g., Gaussian or the empirical distribution found from
real measurements). As in the previous case study, we assume
nodes can only communicate with nearby devices within a
predefined radius R > 0. Thus, ymn is available to target
n only when ‖xm − xn‖ < R. Hence, m ∈ Nn when
‖xm − xn‖ < R. Letting φn(xn) = pn(xn) be the a priori
distribution of the position of the n-th target, ψm,n(xm, xn) =
p(ymn|xn, xm) the likelihood function, and collecting the
target positions in a vector x, and the distance estimates in
a vector y, the a posteriori distribution p(x|y) is of the form
(2):
p(x|y) ∝
N∏
n=1
pn(xn)
∏
(m,n)∈E
p(ymn|xn, xm), (39)
where the product over couples (m,n) is only over nodes m
within communication range of target n, i.e., m ∈ Nn. The
goal of target n is to determine its belief bn(xn) ≈ p(xn|y).
From the belief, the target can easily find a point estimate
(e.g., the mean of bn(xn)) and associated uncertainty (e.g.,
the covariance matrix, or any percentile).
2) Implementation Aspects: Since the variables are now
continuous, all sums in message update equations in Section
III have to be replaced with integrals. As the localization prob-
lem is nonlinear and potentially non-Gaussian, exact message
representation and updating is not tractable. Therefore, we
resort to a non-parametric version of URW-BP (URW-NBP)
where the beliefs and message update equations are performed
using particle-based approximations (see [8]–[10] for more
details on NBP). Contrary to the first case study, in cooperative
localization, BP and URW-BP can harness the broadcast nature
of the wireless channel, as detailed in [8].
3) Performance Results: We considered a network with 4
anchors and N = 25 targets, in a square 20 m by 20 m
deployment area. For simplicity, we assume the noise vmn
has a zero-mean Gaussian distribution with standard deviation
30 cm. We performed ten iterations of message passing,
representing the messages with 500 particles. Performance is
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Figure 5. Positioning performance as a function of ρ for different commu-
nication radii. The first row shows the average ℓ1 error, and the second row
the trace of the covariance matrix (denoted by Σ) of the belief.
measured in terms of the average ℓ1 positioning error and the
average trace of the covariance of the belief. The ℓ1 error for
target n is given by ‖xn − xˆn‖, where xˆn is the mean of
bn(xn). The results are averaged over 100 Monte Carlo runs.
Fig. 5 shows the performance of URW-BP as a function of
ρ ∈ [0.1, 1.5] for R = 6.6 m and R = 16 m after the tenth
iteration. We observe that for low connectivity, the ℓ1 error is
relatively insensitive to ρ for any ρ > 0.4. However, the beliefs
become more concentrated as ρ increases. Hence, reducing ρ
results in a more robust algorithm. When the connectivity is
increased (R = 16), the best value of ρ ≈ 0.3, while ρ = 1
induces around 20% additional error. Again, we observe more
concentrated beliefs with increasing ρ. Overall, the differences
between BP and URW-BP are small.
C. Case Study 3: LDPC Decoding
1) Problem Formulation: Consider an LDPC code with an
L×N sparse parity check matrix H. Let x denote the trans-
mitted codeword and y the observation over a memoryless
channel, with known p(yn|xn). The a posteriori distribution
of interest is now
p(x|y) ∝ p(y|x)p(x) (40)
=
N∏
n=1
p(yn|xn)I{Hx = 0} (41)
=
N∏
n=1
p(yn|xn)
L∏
l=1
I
{ ∑
m∈Cl
xm = 0
}
, (42)
where the summation is in the binary field, and Cl is the index
set corresponding to the non-zero elements of the l-th row in
H. Clearly, we can make the association with (18) through
φn(xn)↔ p(yn|xn) and ψl(xCl)↔ I
{∑
m∈Cl
xm = 0
}
.
2) Implementation Aspects: Messages can be represented
efficiently in the log-domain, similar to the cognitive radio
problem. It turns out that the message from variable node Xn
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Figure 6. Performance of URW-BP after 20 decoding iterations as a function
of the scalar parameter ρ for an LDPC code, at a fixed SNR (Eb/N0 = 3dB).
BP corresponds to ρ = 1.
to check node ψl, expressed as a log-likelihood ratio (LLR),
is given by (see (21) and (23))
λXn→ψl = λch,n + ρ
∑
k∈N (Xn)
λψk→Xn − λψl→Xn , (43)
where λch,n = log p(yn|xn = 1)/p(yn|xn = 0). The message
from variable node to check node depends whether we use (22)
or (24). Due to the nature of ψl(xCl), ψ1/ρl (xCl) = ψl(xCl),
irrespective of ρ. Hence, using (22) leads to the standard
message passing rule, which we abbreviate as (see also [3,
page 160])
λψl→Xn = f⊞
(
{λXm→ψl}m 6=n
)
. (44)
On the other hand, using (24), the message from check ψl to
Xn becomes
λψl→Xn = f⊞
(
{ρλXm→ψl}m 6=n
)
+ (ρ− 1)λXn→ψl . (45)
In either case, the belief regarding the n-th bit is given by
λb,n = λch,n + ρ
∑
k∈N (Xn)
λψk→Xn . (46)
For additional details see [25]. We perform a maximum of 20
decoding iterations and stop decoding once a codeword has
been found.
3) Performance Results: In Fig. 6, we plot the bit error rate
(BER) performance of a rate 1/2 LDPC code with N = 256
and L = 128 at a fixed SNR as a function of ρ, over an AWGN
channel. We observe that using (23)-(24) yields a performance
worse than BP, for all values of ρ. On the other hand, when
using (21)-(22), we observe that ρ = 1 does not yield the
best performance and that the global minimum in the BER is
achieved by ρ ≈ 0.9. The difference in BER between BP
and URW-BP is not large, but still significant considering
that we have used a real LDPC code, designed such that
loops are long and have limited impact on BP decoding. The
performance gap can be much greater in case of non-optimized
graph configurations, i.e., with many short loops.
V. CONCLUSIONS AND FUTURE WORK
In this paper we have proposed a new inference algorithm
for estimation and detection in wireless networks. This algo-
rithm, called uniformly reweighted belief propagation (URW-
BP), combines the local nature of BP with the improved
performance of TRW-BP in graphs with cycles. URW-BP also
leads to less concentrated beliefs and is thus more robust.
URW-BP includes one scalar tuning parameter (ρ), which
depends on the properties of the graphical model. We provided
a variational interpretation of URW-BP, give insights into
good choices of ρ, and develop an extension to higher-order
potentials. While we can only prove the optimality of URW-
BP for a restricted class of factorizations (i.e., symmetric
factorizations and factorizations for which the factor graph
is a tree), numerical results indicate the power of URW-
BP over BP for a much larger class of factorizations. In
particular, we have illustrated the performance of the proposed
method for three practical inference problems in wireless
communication systems, involving discrete and continuous
variables, centralized and distributed processing, and pairwise
as well as higher-order interactions. For each problem, we
found that URW-BP consistently outperforms BP, especially
for dense graphical models.
Our study did not include the effect of medium access con-
trol, packet loss, or time-varying network topology. However,
we expect similar results to those found in the literature on
belief propagation [36]–[38]. Secondly, we did not perform a
detailed study regarding the convergence behavior of URW-
BP. For the three case studies we considered, we observed
that URW-BP generally converges, and does so at least as
fast as BP. Possibly, provably convergent variations of URW-
BP can be devised, similar to [39], although this may lead
to less practical algorithms. Finally, the choice of optimal ρ
is an open problem. An online algorithm to determine ρ for
arbitrary network topologies and arbitrary variable interactions
is an interesting topic of future research.
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