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SUMMARY 
The following report summarizes the major developments of the research 
activity. The specific details of the research activity are outlined in 
the following sections of the report: 
Chapter I is a summary of the research objective, areas of potential 
application, and technical background. 
Chapter II presents the derivation of the optional updating stochastic 
approximation algorithm and some of the empirical results on the convergence 
behavior of the algorithm. It is demonstrated that this algorithm has a 
faster rate of convergence than does the classical stochastic approximation 
algorithm. 
Chapter III re-examines the philosophical motivation underlying the 
common stopping rules. Based on a Bayesian viewpoint a new stopping rule 
is considered. The resulting updating algorithm is shown to have better 
convergence properties than those considered in Chapter II. The concept of 
terminating boundaries for requiring an update in less than a predetermined 
number of observations is discussed. 
Chapter IV presents the application of the algorithm to a coding prob-
lem. For this particular application the algorithm did not offer any reason-
able benefit. In hindsight this was to be expected, since the specific 
coding technique investigated is known to be optimal when a large number of 
observations are required and the emperical results of Chapters II and III 
suggest that the algorithm has little to offer then the number of observations 
are small. 
Chapter V presents the theoretical analysis that has been developed for 
the modified cosh test when used in conjunction with the stochastic approxi-
mation algorithm. Due to the analytical problems involved with analyzing 
stopping rules for composite hypothesis testing, these results are not 
complete. However, they do indicate some gross behavior to be expected 




Despite the significant theoretical developments in the design of 
optimum stochastic systems, a basic need of the practical design problem 
is the development of a system which can be optimized without detailed 
a priori knowledge of its input statistics. Stochastic approximation 
theory provides one method by which this can be done due to its nonpara-
metric nature and computational simplicity. Unfortunately, the classical 
stochastic approximation algorithms can be inefficient; they require a 
large number of iterations in order to obtain a result within a given level 
of confidence. 
The purpose of the research described here is to introduce and analyze 
optional updating stochastic approximation algorithms for system theory 
applications. With conventional stochastic approximation algorithms, an 
infinite amount of data is required for training (or adapting) the system 
parameters. The new algorithm proposed here will allow one to terminate 
the training phase of the system automatically after the estimated system 
parameters fall within pre-specified limits of the optimum value. The 
rate of convergence is also increased, based on the experimental curves 
presented here. 
Representative areas in which this research has engineering applica-
tion are pattern recognition, system identification, process control, signal 
filtering and prediction, and coding theory. 
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I. INTRODUCTION 
A. Purpose and Scope of Research 
The purpose of the research is to introduce and analyze optional updating 
stochastic approximation algorithms for system theory applications. Previous 
investigations into stochastic approximation theory have neglected the cost of 
sequential sampling. The algorithm proposed here incorporates the sampling cost 
via Wald's sequential probability ratio test (SPRT) [1]. The novel feature of 
this algorithm is the use of one sequential procedure, the SPRT, to determine 
when to apply a second sequential procedure, stochastic approximation.[2]-[5]. 
With conventional stochastic approximation algorithms an infinite amount 
of data may be required in training (or adapting) the system parameters. By 
introducing a stopping rule, the training phase of the system may be stopped 
after a finite interval, once the estimated system parameters fall within pre-
specified limits of the optimum value. In addition, adaptation does not take 
place with each measurement. The algorithm uses a set of measurements, the 
number being determined by the SPRT, in changing the system parameters. Thus, 
each adaptation is more precise than with stochastic approximation theory. 
This is a definite advantage if adaptation "noise" is to be minimized. 
Representative areas in which this research has direct engineering appli-
cation are pattern recognition [6]-[11], system identification [1.2]-D93, pro-
cess control [20]-[23]; signal filtering and prediction [24]-[29], and coding 
theory [30]-[32]. However, based on the coding results described in Chapter 
IV, this last area does not seem too fruitful. 
This report compares the stochastic approximation algorithm and the optional 
stopping algorithms primarily on an experimental basis. Chapter V contains the 
theoretical results that have been obtained. Due to the difficulty in analyzing 
stopping rules for composite hypothesis testing, a theoretical analysis of 
these algorithms is hard to come by. 
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B. Stochastic Approximation  
Stochastic approximation is a method for sequentially estimating 
an unknown parameter when that parameter can not be measured directly. 
The unknown parameter, e, is taken to be the unique root of some regres-
sion function, M(s). The function M(s) cannot be observed without some 
measurement noise, Z. The algorithm for generating the sequence of 
estimates,
n
, for 8 is given by 
Gn+1 = Gn 	PnEM(8n) 	Zn3' 	
(1.1) 
where .1,11 is a parameter which governs the rate of convergence and stability 
of the algorithm. (A survey of stochastic approximation may be found 
in [5].) 
In one engineering application of stochastic approximation theory, 
it is desired, once a reasonable system has been built, to optimize its 
performance by experimenting with the values of its adjustable parameters 
s 1 , s 2, ..., s . The unknown parameter 0 denotes the desired values of 
the above p real numbers; i.e., 
= (8 1' 0 2' 	G ip ) 
where 
s. = 0.- 	i = 1, 2, ..., p 
denotes the optimum system. Characteristically, the performance of the 
system is measured by a quadratic loss function in the parameter 
J. 




= (s 1 , s 2, ..., s ) of the form 




= minimum loss possible 
and 
R = a real, symmetric, positive definite matrix. 
The function M(s) is the gradient of L(s) with respect to s; i.e., 
M(s) = R(s-e). 
(Since A is positive definite, s = 0 is the unique root of the equation 
M(s) = 0.) 
Associated with the cost of using the estimate on is the cost of 
updating the estimate On . This loss is dependent on the cost of 
estimating M(0n) and the cost of performing the operations required by 
(1.1). This additional cost, C, is independent of 'e n and the time n. 






- e) is less than C, it is no longer profit-
able to update 0
n
. 
Without knowledge of both R and e, it is impossible to determine 
when 0
n should no longer be updated by (1.1). However, it should be 
possible to estimate whether 9
n should be changed or not. A method for 
achieving this is presented in the next section. 
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C. Wald's Sequential Probability Ratio Test (SPRT)  
Let Y1 , Y2 ,..., Yn , 	 be a sequence of independent identically distributed 
random variables according to the probability density function p y (yly), 
where 	is the parameter to be tested. The problem is to test the 
hypothesis 
H1 	= 
1 • Y1 
against the hypothesis 
H : 	= 
o Yo 
and decide in favor of either E l or Ho 
on the basis of the observations. 
If H1 is true, one is to decide in favor of H1 
with probability at 
least 1 - 	while if H
o 
is true, one is to decide in favor of H o 
with 
probability at least 1 - g. 




stop taking observations and decide to accept Hl as soon as 
n
A, 





X = if 	PY(YilY1 ) 	. 
n i=1 PY (Yi kio ) 
The constants A and B are related to the error probabilities by 
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) + Zn 
where Z
n 
is normally distributed with zero mean and variance a
2
. Note 
that this hypothesis testing problem is equivalent to testing 





: 	2/-  1 < 6 , , a 
where the observations are taken from a normally distributed population 
with mean 
y = R(9 	/I;) 
and variance 	The tolerance 8 is given by 
2Rc  
6 - a • 
While the SPRT is designed for only simple binary hypotheses testing 
problems it can often be used successfully in a composite binary hypotheses 
testing problem. Wald [1] suggests the following "cosh" test procedure: 
Define 
on  
Sn = - 
	Y. 
a Li 	1 
i=1 
8 
Continue taking observations as long as 
2 	 2 
B + n 2-- < ,fin cosh S < .t,n A + n 
2 
stop taking observations and decide to accept H 1 as soon as 
2 
6 .fin cosh S
n 
>tn A + n 
2 





< $,n B + n 
The test procedure is shown in Figure 1. 
The computation of ,fin cosh S
n is a very cumbersome process. However, 
as shown by Wald [1], the test is equivalent to continue taking observations 
as long as 
b < ISn l < an 
stop taking observations and decide to accept H 1 as soon as 
I Sn 	an 2 
and stop taking observations and decide to accept H
o 






= 0(tn A + n 6 /2) 
bn 




r 	,)/ 2v 
0(v) = tme
v 
+ e -11 
The sequences (ak l and (bk ] can be predetermined before experimentation 
begins. 
If IS n
I > 3 when the test is to terminate, an even simpler rule is 
available: Continue taking observations as long as 
2 	 2 
.fin 2B + n < 1Sn l < .fin 2A + n 
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The Test Procedure for the SPRT. 
9 
stop and decide to accept H1 when 
2 
,fin 2A + n 
and stop and decide to accept H o when 
2 
ISII 1 5 tr.' 2B + n 
This test does not involve the computation of 0(.). 
Still another version of the SPRT is available. The test consists 






n ,y2 	y2 





x. = 1 (y2 	
+ 
y2 ) k 
1 	a 2i-1 2i 





Px. (3cd =x ' exi)  [ i 	2 
where 
a = ,17-7 	. 




As shown by DiFranco and Rubin [40], the SPRT is given by: 
Continue taking observations as long as 
2 	 2\ 
,fin B + n 8
2
(1. + < 	.tn A + no
2
(1 + -6—\ I , 






	,n A + n8
2 (1 + 
2 ) 






5 to B + no
2!j 1 + 2--) 
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This test is based on the assumption that g << 1. The operating character-
istic function (OCF) £(y ) and the average sample rumber(ASN) are shown in 
Figures 2 and 3 for various values of a and 5. 
In passing, it should be pointed out that the problem of determining 
a stopping time for the stochastic approximation algorithm is equivalent 
••• 
to the determination of confidence intervals for the estimate en. By 
Chebyshev's inequality, one has 
b2 
P r {lb n 7 81 	el 
Hence, establishing a stopping rule in terms of b
2 
will establish a 




al < 	. For example, if the algorithm 
is stopped when 
b2 5 c , 
n 
then 
Pr {An c < < 6n 4- 	cl 1 
 - c/ E
2 
" 
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Figure 3. OCF and ASN Curves for Rician Test 
II. OPTIONAL UPDATING STOCHASTIC APPROXIMATION ALGORITHMS 
A. An Optional Updating Stochastic Approximation Algorithm with Termination 
Motivated by the discussion of the SPRT, update the estimate 0 n 
as 
follows: Let {Y (n) } be the estimates of M(0n
); i.e., 
. 11) = M(6n) + Z (n) 




Sk = E Y. = k m e + E z cn) . 
i=1 3 	 j=1 
Let N
n 
denote the length of time that the estimate 8
n 
is to be used. The 
time N
n 
corresponds to the first k for which 
I 4:1) 1 z -g- (fin A+ to 2) + k a° 6 	 2 
(Pictorally, the update time Nn is determined as shown in Figure 4.) 
The estimate 0n 
is changed accordingly as 
	
1 	(n) 
0 	= 0 - p • — S n+1 	n 	
N 
	N • n 
N 









Thus, the algorithm (2.1) has the effect of averaging the gradient estimates 
and, consequently reducing the variance of the measurement noise. In addi-
tion, if for some k, 
4c.n) 1 	(tn B 4- tn 2) + k 2S , 
then it is decided that no further refinement of the estimates for 0 is 
needed and the taking of gradient measurements ceases. The design phase 
for the system is finished. 
14 
update estimate 









A Representative Optional Updating Time Nn 
Figures 5-13 show a comparison of the experimentally measured mean-
square error E[lien - ell
2
7 for the optional updating algorithms as a func- 
tion of the number of gradient measurements. (The abbreviations are 
defined as EXT = cosh test, SUB = modified cosh test, and MOD = Rician 
test.) 	The appropriate value of 	a , 0, R, a , and the threshold are 
shown in each figure. 
The curves corresponding to c = 0.25 illustrate an important aspect 
of this algorithm (Figures 7-13). In terms of the rate of convergence and 
final mean-square error, the following ranking of these simulations is 
possible as a function of a and 0: 
decreasing order 
of performance 
Recalling that the error probabilities correspond to 
a = P
r 
(update made ino update needed) 
= P
r 
(stop lupdate needed) 
we see that by allowing more frequent adaptations (large a) than actually 
required while maintaining close control over stopping errors (small 0), 
the overall performance can be made very satisfactory. This is comforting 
because the type of error that one wants to control is the error due to 

























by the value of S. The choice of a is not nearly so critical. Additional 
adaptations, though not required, are not as serious as stopping too soon. 








Figure 5. Comparison of Stopping Algorithms. 
Figure 6. Comparison of Stopping Algorithms, 
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Figure 7. Comparison of Stopping Algorithms. 
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Figure 8. Comparison of Stopping Algorithms. 
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Figure 9. Comparison of Stopping Algorithms. 
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Figure 10. Comparison of Stopping Algorithms. 
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Figure 11. Comparison of Stopping Algorithms. 
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Figure 12, Comparison of Stopping Algorithms. 
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Figure 13. Comparison of Stopping Algorithms, 
50 
B. An Optional Updating Stochastic Approximation Algorithm without  
Termination  
In a mildly nonstationary environment in which the unknown parameter 
0 varies slowly with time, termination of the design phase of the system 
is undesirable. The parameter 0 may drift sufficiently that the system 
no longer behaves satisfactorily. For this situation, after IS II) 1 
crosses the lower stopping boundary, one would set S
(n) 
= o and repeat 
( 
accumulating a new sum S k
n) 
 until a stopping boundary is crossed. At 
this time, if 14:1) 1 crosses the upper boundary, the estimate 0 n would 
be changed according to (2.1); if IS I(cn) 1 crosses the lower boundary, S (n) 
would again be set equal to zero and the process would repeat. 
If the parameter 0 were known to be constant, a similar procedure 
( 
to the one described above could also be used except when ISkn)  i crosses 
the lower boundary, the value of c would be decreased. Computer simu-
lations of this situation are shown in Figures 14-18.
* 
When the deci-
sion is made to stop, the value of c is halved and the learning process 
continues. As can be seen from the figures, the rate of convergence is 
faster than with the stochastic approximation algorithm. Considerably 
fewer adaptations are made. It is interesting to note that a = = 0.15 
results in the best performance in sharp contrast to that when the stopping 
option is used. 
The results of twenty simulations were made for each of several 
initial values for c. The labeling is the same as in the previous 
figures with SA corresponding to stochastic approximation. 
27 
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Figure 14. Comparison of Updating Algorithms. 
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Figure 15. Comparison of Updating Algorithms. 
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Figure 17. Comparison of Updating Algorithms. 
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Figure 18. Comparison of Updating Algorithms. 
III. A RE-EXAMINATION OF WALD's COSH TEST 
For the application considered in this report, Wald's cosh test is 
unrealistic since the a priori probability assignment is constrained to 
assigning non-zero probability to only three values 0.6, 0, -0-6. In fact, 
the mean y has zero probability of ever assuming any one of these three 
values. For small values of a E, any large deviation of the sample gradient 
mean from zero will also be far from ± 0-5. Thus, neither hypothesis is 
to be favored. Hence, a large number of observations will be taken before 
a decision can be made. 
As a first step in developing a more realistic sequential test consider 
assigning the a priori probabilities 
Ho : Pg y = 01 = 1 
2 
Hi : p( y) = 	1 	exp 
4,1 .7f x 2x 





f 	 dy . \  exp (- --
T.P x 	2x 
Hence, 
= 6b 	- 





















Sn = E Y. 
i=1 
33 












and stop taking observations and decide to accept Ho 











2 1 + no2r/2 	2 
2 
	  Ln A(1 + n 2 8 7/21 












8 7/ 2 
As shown by Cornfield [42] this test can be obtained from Wald's 
cosh test by using the weighting function 
w(0) 	
1 	
exp (-92 /2x) 
111—tr X 
The effect of the weighting function is to lower the stopping boundaries. 
This effect is somewhat similar to increasing the value of a in the original 
cosh test. However, one should have a little more control over the true 
error probabilities due to this modification. 
A set of computer simulations similar to those for the other stopping 
rules were conducted for the above modification. The results are shown 
in Figure 19. Not unlike the previous results, the best performance is 
obtained with a large value of a  and a small value of D. 
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Figure 19. Learning Curves for Bayesian Cosh Test. 
For a number of applications, such as the coding example to be considered 
in the next chapter, it is desirable to be able to guarantee termination 
after a finite predetermined number of observations. One method of doing 
this is the approach used by Chein and Fu [41]: Let g i (n) or g2 (n) be 
either constants or monotonically nonincreasing and nondecreasing functions 







< Xn < e 









An s e 
Within this framework, Wald's cosh test becomes: Continue taking 
observations as long as 
g2 (n) + n6
2
/2 > tn cosh S n < g1 (n) + n6
2
/2 , 








and stop taking observations and decide to accept H
o 
as soon as 
4,,n cosh S
n 







= 	Y . . 
i=1 
The modified cosh test is obtained in a straightforward fashion as 
done previously. Replace tn cosh S n by 1Sn l, g2 (n) by g2 (n) + tn 2, and 
g(n) by g
1
(n) + ,fin 2. 
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The modification of the test discussed previously becomes: Continue 








stop taking observations and decide to accept H 1 as soon as 
2 
	
Sn 	an , 






, , 	,„ 
an 
= a2 (1 + n8  2r/2) F
2g (
n) tno. n6 r/4) ] 
I 2 8 TT /2 	
1 
b = a2 (1 + no
2 
 Tr/ 2 )  
r/2 	








Li Y * 
i=1 
These tests will be considered in the next chapter in connection with 
a coding problem. Note, that the separation between the boundaries is 
proportional to 
[gl(n) - g 2 (n)1 







IV. CODING FOR ADDITIVE NOISE CHANNELS WITH FEEDBACK 
Certain communication system problems may be modeled as follows: 
The channel consists of an additive white Gaussian noise forward link 
and a noiseless feedback link. In space exploration, for example, instru-
ments periodically transmit their measurements back to Earth through a 
white Gaussian noise link. The link back to the satellite from Earth may 
be considered as a noiseless feedback link since the ground station has a 
very relaxed power constraint compared to the forward link. 
Schalkwijk and Kailath [30) have discovered a coding scheme for this 
type of channel model that exploits the feedback to achieve considerable 
reductions in coding and decoding complexity over that needed for comparable 
performance using simplex codes for a one-way channel. The scheme is based 
on the Robbins-Monro stochastic approximation technique. Omura [32] has - 
extended their coding scheme to the problem of transmitting an analog 
signal. 
The basic communication system may be described as follows: Denote the 
1 
message by 0. Define M(X) = 	(X - 0) , p, > 0 . Transmit a predetermined 
number X = X
1 - 
, known to the receiver, by transmitting the waveform 
S(t) = M(X1 ) p(t) , 
where p(t) has support only on the interval [0,T). The received signal, 
r(t) = M(X 1) p(t) + n(t) , 	0 5 t 5 T 
is passed through the matched filter 
h(t) = p(T - t) 















(t) dt = 1 
The receiver computes 
X
2 
= X1  - pY
1 
and transmits this signal back to the satellite. Assuming no noise in the 
feedback loop, the satellite receives X2 exactly. The satellite then trans-
mits the signal 
S(t) = M(X 2) ,(t - T) . 
The receiver computes 
X = X - 	Y 
3 	2 ‘ . 2 	2' 
where 




Z2 = 	n(t) cp(t - T) dt , 
T 
and transmits this signal back to the satellite. In general, the satellite 
transmits the signal 
s(t) = M(Xn) cp(t - nT + T) 
and the receiver computes 
x 	= x - (16-) Y 









Zn = nT n(t) p(t 	T - nT) dt , 
(n-1)T 
and transmits this signal back to the satellite. 
The number of transmissions for a given message e is predetermined by 
choosing an appropriate distortion criterion. For example, in the digital 
communication example considered by Schalkwijh and Kailath, the message e 
is one of M possible values 
1 , 3 , 	2M-1 
2M 2M 2M 
The initial value for X is 
X =  
1 	2 
It can be shown that for large n, the estimate X n 
is normally distributed 
with mean 9 and variance N o/2«2n, where N
o
/2 is the (two-sided) spectral 
density of the white Gaussian noise. The probability of Xn not lying in 
1 	1 
the interval [se — 174 , e  + 	I is the error probability 
= erfc* 
 ( 2M 110711 
where 
m 	2 
erfc* (x) - 	
1 y e-t /2 dt . 
fiFr.1 	x 
Therefore, to guarantee that the error probability is less than or equal 
to some predtermined value e , the number of transmission N is chosen to 
satisfy 
1 	N erfc* p7m
— < E/2 2 
40 
For a predetermined number of transmissions N and the transmission 




The corresponding probability of error is 
e 




The relationship between y, M, and N is given by 




Figures 20-21 present the error probability as function of N and M for 
various values of y. (For y 0.6, refer to [30] for the corresponding 
curves.) 
Note that this digital communication problem corresponds to the 
hypothesis testing problem 
: lxn - 
versus 
1 
Ho : IXn 	el g 
Hence, the optional stopping stochastic approximation algorithm is appli-
cable to this problem with 
0 = Fe 
a = N
o
/2 = 1 , 
R = 1/4 , 
and 
8 = 1/pMN0 = 1/2pM . 
























INNOMMENM• lEsm111111MUI ■ •MM Imm IlondliMUMUINIMM
M
Ilikl• 
■•■■■■■■■•► 1■•■•■111■WW■■■■• •■••••••■•111•■••11111MMI ■UN 
MEM 
2112"=ww" .=MTr".".11 







1 — :------_ 
INN 

















EIM re:: ravegi==mm .i.mi 	IUMMIIIMMINIMMMI =I= 
M1MIIMMIMIN=1 INWW.%_NI_OMJ MIEMMON 
MUNIMMO. 	 M 1==.1rnni 
MMIMMAILIE alANIIIIIIIM MININIMINIERNI 
MINIMMIllmmoi wIMMIUMMMA IIMMIMIIIMI 








armar p'__•__Itaram:  
■■■■■ 
■ ■■■ 
Silo rm====,..1 ===......rat=m 
— ■ 	 IL ...---■=== .•= ■■■■ 	  ..__ .......m.,„.....6..._..._ 1.1.1=1A .1=M=EMM 
MN— 	 Eze'r==== -a,.---..---- - :.=— .....— 2-- — . . . . .  




 al 1. 	maim. 
RI • ••••• 
MUM RUMMII 











OM= MIIIMM 	MINEMMINEMIEM 











	4_ • 	 [ 	 I 	: 
 	[ 	! 
— 	I FI 
IC 	 100 
Figure 20. Error Probability as a Function of N 
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The Bayesian modification of Wald' cosh test was simulated for the 
case M = 4, N = 20. This corresponds to R/C = 0.493 with P e = 0.0058. In 
order to achieve this error probability using the sequential test, the 
average number of transmission required was much greater than that required 
by stochastic approximation. This is not too surprising since the conver-
gence rate for this algorithm is slower than for stochastic approximation 
theory for small values of N. The comparison for large N was prohibitive 
because of the number of trials that would be required. 
In order to avoid the lengthy tests, the terminating boundary modifi-
cation was next considered. The function g o (n) and gi (n) were chosen to 
be of the form 




go (n)= log B (1 - 
where A and B were chosen as before and 0 < r. The prespecified termination 
time N corresponds to the predetermined number of transmissions for the 
Kailath-Schalkwijk coding scheme. 
The Baysian modified cosh test was simulated with the terminating boun-












where 0 < r l , r2 1, a' > 0, b' > 0, and N is the prespecified termination 
time. (For the modified cosh test using Wald's boundaries, r 1 = r2 = 0, 
a' = log A, and b' = log B.) The results of those simulations are shown in 
44 
Table I for M = 4 with a desired error probability of 8 = 0.0058. Note 
that more than 20 iterations were required per decision because the deci-
sion H
1 
was made occasionally, thus reintializing the boundaries. The 
blank entries were not simulated. 
A similar simulation was performed for the modified cosh test using 
the terminating boundaries with the same parameters as the Bayesian modi-
fied test used. The results of those simulations are shown in Table II. 
An extensive study of this algorithm was not made since the performance on 
the simulations run was inferior to the Bayesian modified cosh test perfor-
mance. 
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I"Z..... a/2 0 20 0.5 1-30 
0.5 36.4 34.3 36.3 35.6 24.0 
1.0 31.5 33.0 33.9 32.0 19.5 
2.0 24.9 26.2 25.4 25.8 
Average Number of Observations 
0/2 	I a I 	20 I 	0.5 1-3J 
0.5 35.1 35.8 --- 
1.0 32.6 33.0 - 
2.0 25.2 23.6 
Average Number of Observations 
S i 
	S 2 	S3 	S4 
I 	)( 1 X I X 1 X 1 
0 1 
Message S 2 (or S3) Transmitted 
p/2 0 20 0.5 1-3p 
0.5 0.00727 0.00685 0.00719 0.0107 0.0361 
1.0 0.0189 0.0066 0.0102 0.0032 0.0624 
2.0 0.0224 0.0288 0.0178 0.0284 
Error Prnhahility 
Message S 1 (or S4) Transmitted 
8/ 2 t5/4* f3 '
m 
ID 
9 1 	0.5 1-10 
0.5 0.0000 0.0108 
1.0 --- 0.00326 0.0132 
2.0 0.0278  0.0260 - - 
Error Probability 
Table I. Simulation Results for Bayesian Cosh Test (Terminating Boundaries, p = 0.0058) 
Si S 2 	S3 	S4 
IX 	XIX 4—X-4 
Message S2 (or S 3) Transmitted 
\\\ p/2 P 2p 0.5 1-30 
0.5 0.0167 — 
1.0 0.0231 0.0138, 0.289 0.0217 0.1684 
2.0 0.0263 
Error Probability 
r - p/2 S 0.5 1-3p 
0.5 33.4 — 
1.0 28.9 27.8 28.9 27.2 8.9 
2.0 23.9 — 
Average Number of Observations 
Table II. Simulation Results for Modified Cosh Test (Terminating Boundaries, 5 = 0.0058) 
Based on these results, it is clear that the optional stopping sto-
chastic approximation algorithm does not offer a method of improving the 
Schalkwick coding scheme for small values of N. A similar conclusion 
can be made for very large values of N since the coding scheme is shown 
to be optimal in this range [303. For intermediate values of N, the algo-
rithm may be of some use. However, due to the additional complexity of 
implementation, the algorithm is unlikely to provide a reasonable alterna 
tive. 
One stopping rule that has not been considered in this research is the 
one proposed by Roberts and Mullis [443. The optimal stopping boundaries 
are determined by using dynamic programming techniques when the maximum 
number of measurements are predetermined. The boundaries are more complex 
than those considered here. The additional improvement probably will not 
justify the additional complexity. 
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V. ANALYSIS OF THE MODIFIED COSH TEST 
A complete theoretical analysis of the behavior of the Wald modified 
cosh test has not been achieved. However, the following theoretical results 
have been developed as a starting point. 
Recall that the modified cosh test is to continue taking observations 
as long as 
.tn 2B + n6
2
/2 < 1Sn 1 <in 2A + n6
2
/2 , 
stop and decide Hi as soon as 
ISn i 	2A + n6
2
/2 , 
and stop and decide 
,f,n 2B + no
2 /2 , 
where 
A = (1 - 0)/ce , 








The random variables [Y. ) 	independent, identically distributed normally L 	) 
with mean 
= R(; - 9 ) 
and variance a
2
. The behavior of this test can be assumed to be similar to 
the sequential test which takes a predetermined number of measurements 
2 
n* = - —2 log 2B 
before applying the modified cosh sequential procedure [37] (See Figure 4). 
After n* , the sequential test is equivalent to either the sequential test 
49 




- [tn 2A + n8 2/2] <Sn < - [tn 2B + n82 /2] 
depending on whether S > 0 or S < 0, respectively. n* 	n*  
Because of the symmetry, consider the details of the sequential test 
for S
n > 0 without loss of generality. This test corresponds to the sequen- * 
tial test for a sequence of independent, identically distributed random 
variables (Y
i




Ho : p = 0 
H1 µ =68 
The true density of Y. is normal with the mean p and variance a2 . The 
behavior of the modified cosh test may be expected to be accurately des-
cribed by the operating characteristic function (OM 
4' ( µ) = 	+ 4C (11) 2 
where 	is the OCF of the above test and 4c (p) is the probability that 
the wrong channel is entered (S < 0). The probability density function 
n* 
for the number of observations for the modified cosh test conditional on 
and the terminal decision can be found from the conditional probability 






where n are the number of observations needed for this test. The stopping 
boundaries for this test are 




Note that the stopping boundaries are random, depending on the value of 
S 
Conditional on S n 
, it has been shown [40] that 
C -  1 














h= I - 	. 
ad 
Moreover, the characteristic function for n conditional on the terminal 
decision is given by [40] 
) 	E[ejwn lacc H0 , 4,S_ LL* Li* 
Cw2(w) - C wi(w) 
wl (w) w2 (w) 	w2(w) wl (w) 
) [D 	 -D 2 	C n* 
and 
M(wS ) Fejwn acc H 	S n 	- 	 "* 
D 
wi(w) - D w2(w) 
w1(w) w2(w) 	D 
	




(w)=-IL+ A-192 - 2jw/82 
NI 43 
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i , it s straightforward to establish that 
and 
w2 
(0 _ 	_ JW2 2j14/52 
 
6 \a8) 
In order to determine the OCF and the characteristic function for n as 
required, one must average the above expressions over S_ given that the 
"* 
correct channel is selected; i.e. the above test is, in fact, the sequen- 
2 
P S (x 1 11) 
n* 
2p, to 2B 
(K 	(To 
1 	





0 x tn A 
0 	 otherwise 
where 
4c(p) = erfc_ 	20 (1/21T] - erfc rj-17,77 (.6 + L5- 
- 0-8 	 * L 	* ■ a 	2 
4., ,,bn 2A  
8  
erfc_, 	j2f.,n (1/2B-71 
o- 5 
and 




/2) dt . 
CO 
x T27 
The characteristic function for n conditional on the terminal decision 
and the value of given by 
Mi(w,p) = j Mi (w„S_ ) ps (x1 p ,acc Hi) dx 1.1* 	n* 
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By Bayes rule, 
;. ..qp,,x) Ps 	(xl 
n* 
i = 0 
ps (xl po acc Hi ) 
n* 
Hence, 
Mo (W ' 11) = ,f,(11) 
[1 -( vi,,x)] PS 	(x I 
n* 
W2 (W) w	w (w) 
Fc 2 	c 1 	ps 	dx n* 
w
1
(w) w2(w) 	w2(w)wi(w) 
- D 
= 1 
Wl(W) - D W2(W) 










 C W2 






Carrying out the integration for (1,1,), one obtains 
erfc* E- (1+ t-8) 2tn(1/2B)' 
1 - sTe (p,) 
erfc. r- 	+24, (1/2B1 
az , 
1 - erfc , 	2tn(1/2B) 
exp[.
-( + tn(7.3) 
a8 
exp[- 	+ 1) tn(-1-) I 
a-8 	\2B 
for 
.fin ( 1! ) >> -2 (1 + 	tn(1/2B) . 
Similar laborious calculations are possible for M and 11 1
. However, for 
53 
large A/B the terms 
 
W (W) 


























(W) - C 
- D 
dominate. Hence, 
erfc* [4(2M) - 2jW/821j tn(1/2B) 
Mo (W,P) 	 ' 	  
. exp[Wl (W) tn(1/28)] 
and 






. exe2 (W) tn(1/2B)] 
The analysis has not been carried any further than this. Note that, 
in principle, one may obtain the complete characterization of the optional 
stopping stochastic approximation algorithm from these experessions since 
they relate the properties of the stopping rule to the value of p = R(0- 0). 
There is one interesting observation that one may make. For A/B large, 
the theoretical results suggest that for a given value of R, C, and a, algo-
rithms with the same value of B should behave similarly. The simulation 
shown in Figures 8, 10, and 12 correspond to B = 0.0527, 0.0555, and 0.0588 
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VII. ADDITIONAL INFORMATION 
A. Personnel 
Dr. Brown, as principal investigator, was the only personnel involved 
in this research activity. 
B. Publications  
No papers have been prepared or are in preparation as of the date of 
submission of this final report. It is anticipated that one paper based on 
this research will be prepared. 
C. Other Activities  
No other activities were conducted related to this grant. 
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