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ABSTRACT
Three-dimensional particle tracking velocimetry (3D-PTV) is a flow measure-
ment technique that tracks the Lagrangian paths of a set of particles using
photogrammetric principles. This technique allows to investigate complex
fluid flows by measuring velocity and acceleration along particle trajectories.
Implementing and optimizing the technique is, however, a somewhat di -
cult task involving accurate optical set-up, volumetric illumination, precise
calibration and rigorous post-processing.
This thesis explains thorough guidelines to accomplish an optimal system
set-up by discussing the hardware configuration, software operation, and post
processing methods. First, this paper describes the system background for
an e cient experimental set-up, such as the required camera specification,
an accurate calibration method, an appropriate type of tracer particles and
the illumination source. Then, the detailed usage of the 3D-PTV software,
including the compilation and operation, with a description of file structures
are discussed. To further utilize the output data, post-processing methods
developed by Dr.Alex Liberzon, Dr.Beat Luthi and the author, which in-
terpret the data both in Eulerian and Lagrangian frames, are explained. A
circular jet flow is analyzed as demonstration of the technique.
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CHAPTER 1
INTRODUCTION
1.1 Overview
3D-Particle Tracking Velocimetry (3D-PTV) is an advanced experimental
technique that measures velocity and acceleration along particle trajectories
(Lagrangian frame) in three dimensional and temporal domains. 3D-PTV
quantifies flow by tracking seeding particles within the fluid media through
stereoscopic imaging. The frame work of 3D-PTV started at the ETH Zurich
and has been further developed by Prof. Alex Liberzon at Tel Aviv Univer-
sity, Israel. The software can be obtained in the 3D-PTV open source website
(www.openptv.net). Overall basic process is briefly summarized in the figure
1.1.
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Figure 1.1: 3D-PTV basic process
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1.2 Data Acquisition (Hardware)
In the stage of data acquisition system, one should consider five main com-
ponents:
• Number of camera views
• Camera frame rate
• Tracer particles
• Light source
• Calibration method
• Length of image sequences.
First, tracer particles are illuminated by a light source. Then, they are
captured through multiple synchronized camera views. Based on the epipolar
geometry, they are reconstructed in the 3D coordinate after the system is
calibrated. At last, those 3D reconstructed particles are tracked to determine
trajectories. The optimal configuration of these components solely depends
on the flow characteristics and is fully discussed in chapter 3.
1.3 Data Processing (Software)
To enhance the data quality during the data processing stage, the 3D-PTV
software can execute the following tasks:
• Highpass filtering of raw images to eliminate the noisy background
illumination.
• Detection of the center of seeding particles with a threshold control in
the sub-pixel level
• Calibration of the multi-camera views to establish the 3D coordinate
[1]
• Establishment of stereoscopic correspondences
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• 3D coordinate reconstruction of detected particles based on the corre-
spondence and calibration
• Tracking particles in image sequences
Optimized settings, proper operation and detailed functionality of the soft-
ware will be explored in chapter 4.
1.4 Post Processing
The structure of output data contains the 3D location and tracking informa-
tion of detected particles by restoring particle IDs, which represents the iden-
tification number of a particle in adjacent frames. Through post-processing,
one can establish the trajectory of a particle path, velocity and its acceler-
ation. These features allow us to understand how flow behaves from a La-
grangian perspective and determine key features the further analyses such as
curvature and torsion of flow trajectories. In addition, each detected particle
can be accurately interpolated into a three dimensional grid field, mimicking
an Eulerian frame. Type of example analyses are shown in the following.
Lagrangian Analysis:
• Trajectory , velocity and acceleration of a particle.
• Trajectory crossing a specific plane within the interrogation volume
• Curvature and torsion of trajectory lines
• Statistical analysis, such as probability density function of particles’
velocity and acceleration
Eulerian Analysis:
• 3D instantaneous velocity field
• Mean velocity contour in the 3D grid field
• High-order turbulent statistics
• Turbulence analysis in the Fourier domain
Post processing methods and demonstrations will be illustrated in chap-
ter 5.
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1.5 Thesis Outline
Chapter 2 reviews previous works related to the 3D-PTV technique. The
hardware set-up and data acquisition process are presented in chapter 3.
In chapter 4, installation, description and operation of the software are ex-
plained in detail. Post-processing methods and sample analyses are described
in chapter 5. The overall work is concluded in chapter 7.
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CHAPTER 2
RELATED WORKS
First experimental approach of tracking the Langrangian fluid motion of
tracer particles was introduced by Snyder and Lumley in 1971 [2]. Later,
Chang [3], Racca [4], Maas [5] and Malik [6] introduced and developed
a stereoscopic three-dimensional particle tracking velocimetry system (3D-
PTV). Since then, 3D-PTV has been used in numerous fluid experiments.
For instance, Guala et al. measured homogeneous turbulent flow with clus-
tering of large particles obtained by cross-calibrated 3D-PTV systems [7].
Virant and Dracos applied the technique on open channel flow and com-
puted turbulent quantities in both Eulerian and Langrangian frames from
the measured data sets [8]. Malik and et al. validated the PTV tracking
scheme by comparing the second order turbulent statistical quantities cal-
culated by the Kinematic Simulation Inertial Model [6]. Kasagi and et al.
measured detailed turbulent flow in a plane channel with a one-sided abrupt
expansion by 3D-PTV and measurements were compared with the results of
the direct numerical simulation [9].
Many developments on the 3D-PTV algorithm and experimental tech-
nique, have been made over the last two decades. In the stage of image
processing, a number of techniques were developed to improve the method
of particle detection, including (1) image subtraction, to remove the back
ground, (2) a high-pass filter, to remove noise, (3) a grey-level threshold op-
eration, to create binary images, and (4) a mass-weighted average, to identify
the centroid [6, 10, 11, 12]. Recently, Shindler and et al. improved particle
identification method and centroid calculation technique, using the optical
flow equation and the Gaussian fitting [13]. In addition, Krezier reduced
data transfer bottlenecks with real-time image processing [14].
Once 3D-PTV acquires images and detects particles, the system can esti-
mate correspondence between particles located in di↵erent image views, and
reconstruct particle positions in three dimensions. This technique, using the
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epipolar geometry, was first introduced by Maas and Trucco [5, 15]. Based on
the epipolar constraint, a minimum of three cameras are required to solve the
image correspondence problem. Maas et al. found that adding cameras more
than three significantly reduces the correspondence ambiguities [5]. Recently,
a spatio-temporal matching algorithm which minimizes ambiguities resulting
from the epipolar line intersection for tracking particles has been proposed
by Wilne↵ [16]. Additionally, a mathematical model of photogrammetric 3D
coordinate determination considering the di↵erent refractive indices in the
optical path was developed by Maas et al [5].
The temporal tracking process can be performed after the 3D reconstruc-
tion of detected particles. The algorithm produces trajectories by estab-
lishing the temporal correspondence of particles from one frame to the next
frame, [6, 12, 13, 17, 18]. Furthermore, the tracking process can also be
improved by the hardware. Hoyer increased number of tracked particles
via sequential tomographic high-speed imaging [19]. Cierpka captured 3-
component velocity with a single camera using a cylindrical lens [20].
One of the recent technical developments, also used in the author’s sys-
tem, was proposed by Krezier who established stereoscopic imaging with a
single camera using a four-view image splitter [14]. A traditional 3D-PTV
system uses multiple synchronized cameras to establish three dimensionality
of detected particles [5, 21]. Alternatively, Krezier mimicked the traditional
3D-PTV setup with four cameras by using a single camera in combination
with a four-way image splitter. The four-view splitter consists of a primary
pyramid-shaped mirror and four secondary angled mirrors. A camera cap-
tures the reflection of the primary mirror in which contains the projection
of four di↵erent viewing directions produced by a set of secondary mirrors.
Key advantages of this method are cost e↵ective, since only one camera is re-
quired, and no need for precise synchronization of the cameras. Particularly,
the later component is crucial for the stereoscopic imaging and reconstruction
of the particle positions in three dimensions.
With these accomplishments and previous works, the system has been
recently used to observe large-scale fluid motion or pulsatile flows. Rosi
has used 3D-PTV to resolve flow structures in the lower atmosphere with
a domain size of 4 m ⇥ 2 m ⇥ 2 m [22]. Fu et al. investigated indoor
environments by quantifying indoor air distribution and local air velocity
through the airflow field measurement using PTV [23]. Kolaas investigated
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pulsatile flows in micro silicon Y-channels flows [24]. Gulan et al. studied
aortic flow in an ascending aorta model to investigate the temporal evolution
of particle dispersion [25] and arterial sti↵ness [26] in a Lagrangian analysis.
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CHAPTER 3
3D-PTV HARDWARE
3.1 Camera
A high-speed camera is the core component in the data acquisition system.
The rest of the hardware components should be adjusted according to the
specifications of the camera to maximize the e ciency of the 3D-PTV system.
The first property to consider is the resolution of the camera. Pixel size is
determined by the resolution of the camera and the image size. (e.g. if a
1Mp camera views 10 cm x 10 cm, the size of single pixel is 0.1 mm) At the
very least, the particle size, or the light scattered by a particle, should be
larger than a single pixel size.
The second property is the speed of the camera, also known as frame rate.
Higher frame rates can handle faster or more densely seeded flows, thus the
frame rate is closely associated with the tracking ability. Estimating the
required frame rate for a given experiment, however, is not a simple task.
The mean distance between two particles should be larger than the average
distance they travel during two consecutive images, otherwise, the tracking
algorithm can lose the track of those particles. [e.g. If a 1Mp camera looks
at a domain of 1m x 1m (1 pixel=1 mm) with 100 fps, and travels at 1m/s,
then a particle travels 1cm, 10 pixels, during two consecutive images. Mean
distance between particles should be larger than 1cm, thus the recommended
number of particles in the domain should be less than 10,000].
In terms of image quality, there are basic factors: shutter speed, aperture
and sensitivity. Shutter speed is a measurement of how long the shutter is
open when taking a picture. The slower the shutter speed the longer the time
the image seor is exposed to light. Aperture, also know as f-number, controls
how much light can be admitted through an opening. Sensitivity determines
the amount of light is required to illuminate the object. Usually, shutter
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speed and aperture can be controlled. However, as the shutter speed and
frame rate increases, the light sensitivity of a camera decreases. Therefore,
appropriate light source is required to illuminate particles at a certain frame
rate.
3.2 Illumination
Unlike Particle Image Velocimetry (PIV), complex optic settings are not
required since it is acceptable as long as the light source can reflect o↵ tracer
particles to the camera. Continuous LED or halogen light sources work
or even a synchronized high speed. A laser can capture smaller particles,
however, then synchronization with a high speed camera and the optical
configuration of a light volume on the interrogation are required. Notably,
halogen lights and silver-coated hollow ceramic spheres as seeding particles
work well together.
3.3 Seeding Particles
When choosing appropriate seeding particles, one should carefully consider
the density, size, and reflectivity. The density of seeding particles should
match with the flow media. The smaller the particle, the more faithfully it
will follow the flow motion. However, it has to be large enough to be cap-
tured through the camera view. The dimensionless number which determines
whether tracer particles follow the flow or not is called the Stokes Number
(Stk), shown in 3.1.
Stk = ⌧ ⇥ Uo/dc (3.1)
⌧ is the relaxation time of the particle, Uo is the fluid velocity of the flow, and
dc is a particle diameter. If the Stk is much less than 1, it can be assumed
that the particle motion accurately represents the fluid motion. Typically,
50 100 µm size particles are used in 3D-PTV experiments.
The reflectivity of a particle can be considered to amplify or enhance the
light scattering by choosing an appropriate light source with the most e cient
wavelength. (e.g. the Halogen light produces the most power at wavelength
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Figure 3.1: Customized Calibration Target
of 750 nm. The reflectance of silver-coated hollow ceramic spheres is 95% at
this wavelength).
3.4 Calibration
The calibration process is the essential stage of 3D-PTV, because an accurate
and precise calibration produces optimal data. A target-block calibration
method was used in the example experiment which is is introduced in the
end of the section. It is a traditional method to perform calibration using a
three dimensional calibration target. Target points with known coordinates
on the calibration block are viewed by four camera images and work as ref-
erence target points when reconstructing 3D positions of detected particles.
A sample of a calibration target is shown in 3.1. The dimensions of the
target are 35 mm x 35 mm x 30 mm in x, y, z coordinates, respectively. The
diameter of target points are 1 mm, and the center target’s diameter is 2
mm. Distances among targets are 5 mm, 2.5 mm, and 10 mm in x, y, z direc-
tions, respectively. Although adding more steps would increase the accuracy
in the z direction, one should consider the angle of the camera view. Since
the camera looks at the target block at an angle, adding too many steps may
prevent the camera in capturing all the target points by blocking lower steps.
The calibration block can be easily and accurately manufactured by 3D
printing. The sample block was built by the Objet 3D-printing machine at
the MechSE RP lab with 0.5 mm deep holes as target points. Those holes
were later filled with white paint.
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Figure 3.2: View Splitter
3.5 View Splitter
Establishment of stereoscopic imaging is a critical process in 3D-PTV. One
can construct 3D positions of particles when, based on the epipolar geometry,
two camera views point at the same domain with known parameters such as
distance and angle of the view in respect to the interrogation domain. How-
ever, it is costly to use multiple high-speed cameras. A cost e↵ective solution
is to use the image splitter system, originally proposed by Hoyer and et al
[19]. The view splitter, manufactured by Photrack AG in Switzerland, con-
sists of a pyramid-shaped and slanted primary mirror set and four adjustable
secondary mirrors as shown in the figure 3.2.
To set-up the view splitter in a way that all four views focus on the same
domain with clean and proper magnification is a painstaking task. Although
the linear distance from views to the center of domain may be measured
and reproduced, the angle of the secondary mirrors is very hard to estimate.
Therefore, once it is set, the system shouldn’t be modified unless it’s nec-
essary. In addition, image overlapping occurs at the view junctions if the
system is not carefully adjusted. To minimize time and avoid overlapping
issues, there is a rule of thumb suggested by Dr.Beat, the CEO of Photrack
AG, which is described as follows: For a domain of 2 to 5 cm3,
1. Set up the pyramid about 10 cm away from the lens and about 15 cm
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Figure 3.3: Image-set of the calibration target from the view splitter
away from the tank
2. Hold one of the mirrors in a hand and probe for position and orientation
at about 15 cm from the pyramid
3. Mount the mirror at this approximate position
4. Try to imitate the position for the remaining 3 mirrors to make them
symmetrical (The symmetry is important to have everything in focus
at the same time)
5. Start adjusting the screws.
6. Check overlapping by moving one secondary mirror. There is no over-
lapping issue if only one view is changing.Otherwise, there is an over-
lapping e↵ect.
7. Adjust the mirrors until the overlapping region is gone or mask part of
the mirrors with some piece of paper.
Alternatively, one may use a laser pointer to estimate the interrogation
volume, since the view path will be visible.
Image-set of the calibration target from the view splitter is illustrated in
Figure 3.3.
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3.6 Experimental Setup
In this section, the example set-up for the jet flow from the circular pipe is
illustrated with detailed descriptions of the 3D-PTV system apparatus. The
optical set-up consists of five Stanley Lithium Ion Halogen Spotlights, a high-
speed camera and a four-view image splitter. The halogen spotlights were
aligned to the interrogation volume with a plano-convex magnifying lens of
focal distance fo = 450 mm. A mirror was placed below the interrogation
volume to further enhance illumination. A high-speed camera (Mikrotron
EoSens 4CXP MC4082) was used to obtain images at 550 fps and 4 MP
(2048⇥2048 pixels). A Nikon AF Micro-Nikkor 60 mm with a focal ratio of
f/2.8D lens was used to maximize focus on the selected interrogation volume,
which was set to ⇠40 mm ⇥ ⇠40 mm ⇥ ⇠40 mm. The conceptual schematic
is shown in Figure 3.4. The system was seeded with 100 µm diameter silver-
coated hollow ceramic spheres of 1.1 g cm 3 density, manufactured by Pot-
ters Industries, LLC. Experimental setup illustrating various views with the
camera, four-image view splitter, flume and interrogation volume is shown
in Figure 3.5.
The method to obtain sample data from this set-up can be found in the
chapter 4.
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Figure 3.4: Schematic of the example experimental set-up
Figure 3.5: Photograph of the example experimental set-up (dh = 1cm)
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CHAPTER 4
3D-PTV SOFTWARE
In this chapter, detailed usages of the OpenPTV software will be discussed
including installation, operation and explanation of output data structures.
More detailed information regarding this chapter can be found at the o cial
OpenPTV website (www.openptv.net).
4.1 Installation
OpenPTV is a program developed with multiple computer languages includ-
ing C++, C, and Python. It is easy to compile and make changes in a Linux
platform rather than Windows. In this set-up, the program was installed in
the Ubuntu 12.04 version. The OpenPTV consists of two main structures:
• liboptv is the core OpenPTV library written in C.
• openptv-python is the Python front-end GUI which, so far, supports
Python 2.x
It is highly recommended to install Check and Cmake since the C library,
liboptv, uses Check framework for the unit tests and Cmake project for the
build. All files associated with the OpenPTV software are stored and updated
through Github. Check, Cmake and Github can be installed with following
command lines through terminal.
$ sudo apt get i n s t a l l check cmake github
Now, it is ready to fetch the library from Github and install liboptv. The
process can be performed as the following:
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$ g i t c l one g i t : // github . com/OpenPTV/openptv . g i t
( Fetch the l i b r a r y d i r e c t o r y )
$ cd openptv/ l i bop tv
$ mkdir bu i ld
( Create a bu i ld d i r e c t o r y which can be e a s i l y removed )
$ cd bu i ld
$ cmake . . /  G ‘ ‘ Unix Makef i l e s ’ ’
$sudo apt get i n s t a l l bui ld e s s e n t i a l
( I f the ‘ ‘CMAKECXXCOMPILER NOTFOUND’ ’ e r r o r occurs )
$ cmake . . /
$ cd . . /
$ make
$ make test
$ sudo make i n s t a l l
The Python GUI, openptv-python, requires several Python extension pack-
ages such as NumPy, SciPy, Enthought TraitsUi and Cython.
$ sudo apt get i n s t a l l cython python numpy python 
s e t up t oo l s python dev python matp lo t l i b python 
t r a i t s python t r a i t s u i python qt4 g l python chaco
python s c ipy
openptv-python can be downloaded and installed.
$ g i t c l one g i t : // github . com/OpenPTV/openptv python . g i t
( Fetch the GUI)
$ cd openptv python/ pyptv gui
$ python setup . py bu i l d e x t   i np l a c e
Finally, the software is ready with the following command line in the
“openptv-python/pyptv gui” directory.
$ python pyptv gui . py
16
Installation instructions for Windows as well as Mac can be found in
“http://www.openptv.net/”
4.2 File Structure
Before discussing software operation, the test folder must be downloaded
through github:
$ g i t c l one g i t : // github . com/jimmy516/
OpenPTV testfolder . g i t
The test folder is sample data of the circular jet flow motion with four
camera views at a frame rate of 550 Hz.
The OpenPTV folder must contain four directories as the following:
• img stores raw test images
• parameter consists of relevant parameters
• cal contains calibration settings
• res stores output data
4.2.1 Parameter Files
To properly set up and produce accurate outputs, parameter is required to
contain the following files:
• ptv.par: main parameter files
• criteria.par: object volume and correspondences parameters
• targ rec.par: sequence parameters
• cal ori.par: particle detection parameters
• detect plate.par: calibration parameters
• man ori.par: control point detection parameters
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• orient.par: point number settings for manual pre-orientation
• track.par: flags for camera parameter usage
• sortgrid.par: sortgrid parameter
• pft version.par: flag for peak fitting version
4.2.2 Input/Output Files
The main input file for 3D-PTV is a set of images from multiple camera
views. The program can handle one to four image views. For example, if
only one image is used as an input, the process will be two-dimensional, and
further calibration to reconstruct the 3D coordinate won’t be necessary. The-
oretically, stereoscopic correspondences of detected particles can be achieved
with only two image views. However, three or even four image views are
recommended to avoid ambiguities caused by overlapping or detecting mul-
tiple candidates along the defined epipolar line. The format of each image
file should contain the indication of camera view and frame number (e.g.
cam1.101000 is an image file from camera 1 for frame 1000).
Once each image file is processed to detect particles, the software will
produce a target file corresponding to the image (e.g. cam1 targets.101000).
The first row contains only one column, indicating the number of detected
particles. All the other rows contain following values, respectively:
2D particle ID, x location, y location, pixel area, pixel length in the x
direction, pixel length in the y direction, sum of gray scale values of a detected
particle, and 3D particle ID.
The particle ID is an arbitrary particle identification number defined by the
detection algorithm. While a 2D particle ID represents a particle ID within
the corresponding camera view, a 3D particle ID constitutes a particle ID
after the 3D reconstruction which correlates with particle IDs in other views
and are shown in the output files (e.g. a 3D particle ID in the camera 1
corresponds to ID1 in output files).
The x and y location are the location of a detected particle respective to
its center of mass in the level of sub-pixel value. The area represents how
large a detected particle is in terms of the number of covered pixels. The
pixel length in the x and y direction indicates the lengths of the major and
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minor axes of the particle. The sum of gray scale is simply the sum of all
grey scale values of a detected particle.
All the output files will be stored in the res folder once the 3D-PTV se-
quence is fully processed. Three type of output files will be created for each
frame: rt is, ptv is, and added files.
rt is files contains the summary of detected particles in the frame with a
tab-separated text file format. A value in the first row and column indicate
the number of total detected particles after the 3D reconstruction. All the
other rows contain eight values: final particle ID, x,y,z location, 3D particle
IDs from each camera view(ID1,ID2,ID3,ID4 if four views were used). The
x,y,z location is the position of a detected particle in three dimensions with
the unit of mm. ID1,ID2,ID3,ID4 are the 3D particle IDs in each camera
view. One thing to note is that data in a rt is file starts with 1, not 0, so
when transferring 3D particle IDs from target files or ptv is, the number
should be increased by 1. Details are shown in the Example section. ptv is
files are similar to rt is files but store information of tracking particles. The
first two columns show the particle ID in the previous frame and in the next
frame. (e.g. if a particle is first being detected, then the value of first column
would be -1, and if it is not detected in the following frame, then the value of
second column would be -2). The last three columns list the x,y,z location.
added files are essentially the same as the corresponding ptv is file but with
the value of number of camera views in the last column.
4.2.3 Example
The Figure 4.1 illustrates the structure of targets from two camera views, rt
is, and ptv is files from the sample data.
4.3 Operation
Once the software is running, one will see the parameter setting directory on
the left side and the screen for camera views on the right side. The start-up
screen is shown in 4.2.
The main components in the operation stage are calibration and process-
ing. Once one obtains a set of raw image data, it is important to construct
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Figure 4.1: File structure example
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Figure 4.2: Start-up
the three dimensionality through an accurate calibration.
To enhance the data quality during the data processing stage, the 3D-PTV
software can execute the following tasks:
• Highpass filtering of raw images to eliminate the noisy background
illumination.
• Detection of the center of seeding particles with a threshold control in
the sub-pixel level
• Calibration of the multi-camera scenes to establish the 3D coordinate
[1]
• Establishment of stereoscopic correspondences
• 3D coordinate reconstruction of detected particles based on the corre-
spondence and calibration
• Tracking particles in image sequences
4.3.1 Calibration
Calibration can be performed through ‘Create calibration’ under the cali-
bration tab. All the files associated with the calibration process should be
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Figure 4.3: Calibration Parameters
presented in the cal folder. The folder should consist of 1) a set of calibra-
tion target images, 2) underlineori files for each camera scene and 3) a txt
file for target coordinates. ori is where one defines the camera orientation
and configuration. In ori files, the first row is the distance from the origin
calibration target to the camera sensor in the x,y,z direction. The second
row indicates the angles, in radians, around the x,y,z axes. The z-axis should
be the same with the imaging axis of the camera. Next, 3 by 3 matrix is
the rotation matrix which gets automatically adjusted. Then, the two rows
are the pinhole distances of the x and y axes from the image center(mm)
and focal distance. The last row contains the position of the glass in respect
to the origin target in the x,y,z direction. A target coordinates file should
contain target IDs (first column) and x,y,z positions in mm (second, third,
fourth columns).
One can not precisely configure these parameters on the first attempt. It is
important to, at the very least, obtain the format of the ori files and a target
coordinate file. General parameters for the calibration can be configured
under the ‘Edit calibration parameters’ tab and is shown in Figure 4.3.
In the Image Data tab, one can indicate the directory path for calibration
camera images, ori and target coordinates files. Settings for imaging and
detecting target points can be configured in the ‘Calibration Data Detection’
tab. The ‘Manual pre-orientation’ tab helps the users manually indicate the
target points corresponding to specific target IDs. The ‘Calibration Orienta-
tion Parameters’ tab helps the users define lens characteristics including the
22
Figure 4.4: Calibration Loaded Image
Figure 4.5: Target Detection
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Figure 4.6: Initial Guess
Figure 4.7: Sort Grid
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lens distortion and a ne transformation. Lens characteristics should not be
adjusted when one calibrates for the first time, but used only to improve the
calibration later. Once these parameters are set, target images can be loaded
by clicking ‘Load/Show Images’, shown in Figure 4.4. ‘Detection’ will detect
the target points shown as blue dots, Figure 4.5, and one can mark four
points, which may be set from the ‘manual pre-orientation’, in each camera
views to improve the iteration process.
‘Show initial guess’ will show yellow dots defined by ori and target coordi-
nates files. If the initial guess is accurate, then yellow and blue dots should
match. This process is challenging since the ori files should be iteratively
adjusted to match two parameters for all camera views.
‘Sort grid’ will number all the dots in their positions, Figure 4.7. Users
should check that the numbers match with the assigned target IDs in a target
coordinates file. Then, users can finalize the calibration process by clicking
‘Orientation’. To improve the calibration, users can configure parameters in
the ‘Calibration Orientation Parameters’ tab.
After completing the calibration, one can check the system by processing
with calibration target points. 4.1 shows the comparison between calibrated
points and actual points of the target. The RMS of the recognized calibration
targets were 7.3 µm, 5.7 µm and 141.7 µm, in the streamwise x, spanwise
y, and vertical z directions. The higher RMS in the z-coordinate was due to
the reduced targets points respect to those in the other directions.
4.3.2 Processing
Once the calibration is complete, users can set up main parameters for the
test images under ‘Main Parameters’ by right-clicking the ‘Run1’ directory,
Figure 4.9. The contents are similar to ‘Calibration Parameters’, but for
tracer particles instead of target points. Init/restart under ‘Start’ tab will
load the first set of image sequences, Figure 4.10. Under the ‘Preprocess’ tab,
High pass filter performs the high-pass filter to eliminate non-uniformities
in the background illumination, Figure 4.11, Particle Detection detects
seeding particles and shows them as blue dots, Figure 4.12, and Corre-
spondences establishes stereoscopic correspondences, and creates a set of
targets files for the first image set, Figure 4.13. Green and red dots are seen
25
9 10 11
12 13 14
−2
0
2−2
−1
0
1
2
 
x/dhz/dh
 
y/
d h
Reconstructed target points
Target Points
Figure 4.8: Example Calibration
by three and four camera views, respectively.
3D positions reconstructs detected particles in three dimensions based on
the calibration as well as correspondences, and creates a dt lsq file. Under
the ‘Sequence’ tab, Sequence without display repeats the above tasks
for all image sequences and creates a rt is file for each image set. Under
the ‘Tracking’ tab, Detected Particles shows detected particles throughout
the sequence, Figure 4.14. Green dots represents successfully reconstructed
particles in three dimensions. Tracking without display tracks detected
particles and creates added files and ptv is files for each image set. Show
trajectories illustrates trajectories in each camera view, Figure 4.15. Green
lines are trajectory paths, blue targets are starting points, and red targets
are ending points.
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Figure 4.9: Main Parameters to call image sequences, adjust reflective
index, set up particle recognition, and define observation volume.
Figure 4.10: Sample Image
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Figure 4.11: Example of High-pass Filtering
Figure 4.12: Particle Detection
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Figure 4.13: Correspondences
Figure 4.14: 3D Reconstruction
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Figure 4.15: Trajectory Lines
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CHAPTER 5
POST-PROCESSING
Once the output data, ptv is files, are obtained, one can perform post-
processing methods to produce meaningful data sets. ptv is files contain
the detected particles with three dimensional coordinates and particle IDs
which allow particles to be linked among image sequences. For example, one
can produce trajectory lines of image sequences, calculate velocity and its
gradient of detected particles, or obtain the velocity field through the grid-
interpolation. From there, one can analyse the data numerous ways to study
the fluid mechanics both in Lagrangian and Eulerian frames. In this chapter,
the post-processing method to obtain trajectory information in section 5.2
and velocity as well as acceleration of detected particles in section 5.1 from
the output is described.
5.1 Post-processing method by Dr. Beat
The post-processing code, developed by Dr. Beat, which calculates velocity
and its gradient, can be downloaded through the following command line.
g i t c l one https : // github . com/3dptv/3d ptv post proce s s .
g i t
To install the post-processing code for Ubuntu users, under the Macosx
folder, type:
make po s t p r o c e s s cpp
The program creates xuag, xuap and traj point files. One can edit the
input.inp file to configure parameters. The example screen of the input file
31
Figure 5.1: Input file for post-processing
is shown in Figure 5.1.
The value for max length of polynomial should range from 4 to 21, and
it is important to set the radius for the interpolation sphere in a way that
is less than five Kolmogorov units. The value for point per sphere in the
processing screen should be from 7 to 12. To start the process, simply type
the command below:
. / po s t p r o c e s s
As the output, trajPoint files consist of x,y,z positions, velocities in x,y,z
directions, accelerations in x,y,z directions, and a step in each column, unless
it is set to calculate derivatives in the input file. xuap files contain previous
particle ID, after particle ID, raw x,y,z, positions, filtered x,y,z, positions, fil-
tered velocities and accelerations in x,y,z directions, and successful indication
column by column.
5.2 Post-processing method by Dr. Liberzon
The post-processing Matlab code, developed by Dr. Alex Liberzon, links
particle trajectories and provides information on the data in the Lagrangian
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frame. The code bundle can be downloaded by the following command:
g i t c l one https : // github . com/jimmy516/
a l e x l i b op enp t v po s t p r o c e s s i n g . g i t
Using the code, ptv is to traj.m, one can obtain the matrix of trajectories
with the following inputs:
t r a j=p t v i s t o t r a j ( ’ d i r e c t o r y ’ , f i r s t , l a s t , minlength , dt
) ;
p l o t l o n g t r a j e c t o r i e s ( t r a j , minlength ) ;
First and last are the number of first and last images in the sequence;
minlength defines the required minimum number of linked particles in a tra-
jectory during the trajectory construction. The trajectory data is a struct
array with fields containing x,y,z positions, u,v,w velocities, ax,ay,az acceler-
ations, time stamp and trajectory id of each trajectory. For example, if the
trajectory data is a thirty by one struct array, then the data contains infor-
mation of thirty trajectory and arbitrary number of data points depending
on how many particles are associated in each trajectory.
5.3 Post-processing method by the author
Previously, the 3D-PTV output data, ptv is files, have to be analysed inde-
pendently to obtain data in the Eulerian and Lagrangian frames using the
Dr. Beat’s and the Dr. Liberzon’s methods. However, this often creates
extra workload and files. The author proposes new method to obtain flow
field grid data from trajectories’ information rather than creating a set of
xuap and xuag files.
To do so, it is necessary to transform trajectory matrix to temporal matrix.
Figure 5.2 shows example data structures before and after the transformation.
The left figure represents trajectory data which contains 617,171 trajectories.
Each trajectory may contain di↵erent number of points depending on the
length of trajectory, and may appear and disappear di↵erent time frame.
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Figure 5.2: Data transformation from a trajectory data(left) to a temporal
data(right)
First, time frames where initial point of the first appearing trajectory and
finial point of the last disappearing trajectory should be extracted. Then,
the size of temporal matrix can be constructed. Second step is to rearrange
entire points based on the time frame. As shown in Figure 5.2(left), the data
matrix is now respect to time frame, 9000 frames, and contains detected
scatter points with velocity and acceleration in the corresponding frame.
The sample code is attached in Appendix.
This temporal data can be interpolated into a grid-field using, for example,
the griddata function in Matlab, to obtain velocity field in the Eulerian frame.
The sample code is also attached in Appendix.
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CHAPTER 6
SAMPLE ANALYSIS
6.1 Example of Eulerian analysis
As an example of the Eulerian analysis from the circular jet set-up, the
mean streamwise velocity component, averaged with 9000 frames, at 10 cm
(x/dh=10) away from the circular pipe-end is shown in Figure 6.1. The
turbulence intensity distribution is shown in the Figure 6.2. In addition, the
turbulent profile of the streamwise velocity is also illustrated in the power
spectra of Figure 6.3. It includes the case of the circular pipe at locations
r/dh = 0 (jetcore), 0.6, and 1 in the x/dh = 10 plane. A Butterworth low-
pass filter was applied to the velocity time series with cut-o↵ frequency fc =
200 Hz.
6.2 Example of Lagrangian analysis
In the Figure 6.4, trajectories, in the 9000 image sets, that only pass through
the 10dh plane were captured. Then, intrinsic velocity of each trajectory is
shown as color levels.
A sample of particle trajectories in the far-field region of the jet flow gen-
erated from the circular pipe is illustrated in Figure 6.5. Two cross-sectional
planes of the mean velocity are also included at x/dh = 10 and 12 for better
visualization of the jet characteristics.
Figure 6.6 illustrates the trajectories of selected but representative particles
at r/dh = 0 (jet core), 0,6 and 1 for a given time interval. It qualitatively
shows the relatively low curvature near the jet core and also highlight the
progressively reduced momentum with the distance from the jet core.
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Figure 6.2: Turbulence intensity at x/dh = 10
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Figure 6.3: Power spectrum (f) of the streamwise velocity component at
r/dh = 0 (jet core), 0.6, and 1 at x/dh = 10
Figure 6.4: Particle trajectories crossing the x/dh = 10 plane. Color levels
indicate intrinsic velocity
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Figure 6.5: Particle trajectories of the circular jet in the far field-region
where intrinsic velocity is shown as a color level. Two-cross sectional planes
of the mean velocity at x/dh = 10 and 12 are displayed as a reference.
Figure 6.6: Selected particle trajectories at r/dh=0, 1, 2, and 3 for a given
time interval
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CHAPTER 7
CONCLUSION
The major goal of this thesis is to provide readers thorough guidelines on how
to design, implement and utilize 3D-PTV. This framework may be useful for
learning the 3D-PTV technology for the first time and further improving the
current knowledge of the technique. 3D-PTV has great potential because of
its three-dimensional and temporal measurements in the Lagrangian frame.
For instance, the 3D Lagrangian flow data would allow us to calculate cur-
vature and torsion of trajectories. The temporal data with a high frequency
could help us investigate time dependent flow such as pulse or biomedical
flows. In addition, since the program tracks detected particles individually,
it can be used to track active scalars instead of passive scalars, seeding par-
ticles. For example, 3D-PTV can be used to quantify the movement of a fish
school a↵ected by various cases of the incoming flow.
3D-PTV is currently an open source project where researchers can easily
participate and implement new features. Full information on the collabora-
tive project of 3D-PTV can be found at www.openptv.net.
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APPENDIX
Temporal transformation
%This func t i on i s used to c r e a t e a s c a t t e r data o f the
3D po s i t i o n and v e l o c i t i e s
%o f the p a r t i c l e s from the t r a j e c t o r y data obta ined by
p t v i s t o t r a j .m
%I t s r equ i r ed inputs are the t r a j data .
%Input : [ t r a j ]
%Output : [ s c a t t e r d a t a r e s p e c t t o t im e ]
%Jin Tae Kim 2014 Un ive r s i t y o f I l l i n o i s at Urbana 
Champaign
func t i on [ varargout ] = t r a j 2 s c a t t e r t ( t r a j )
f o r i =1: l ength ( t r a j )
tmin ( i )=min ( t r a j ( i ) . t ) ;
tmax( i )=max( t r a j ( i ) . t ) ;
end
t min=min ( tmin ) ;
t max=max( tmax) ;
i d l=t max t min+1;
s c a t t e r t = repmat ( s t r u c t ( ’ x ’ , [ ] , ’ y ’ , [ ] , ’ z ’ , [ ] , ’ u ’ , [ ] , ’
v ’ , [ ] , ’ w ’ , [ ] , . . . %Reconstruct the data
matrix r e sp e c t to the number o f frames
’ ax ’ , [ ] , ’ ay ’ , [ ] , ’ az ’ , [ ] , ’ t r a j i d ’ , [ ] ) , i d l , 1 ) ;
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f o r i =1: l ength ( t r a j )
f o r j =1: l ength ( t r a j ( i ) . x ) ;
k=t r a j ( i ) . t ( j ) ;
x new=t r a j ( i ) . x ( j ) ;
s c a t t e r t (k t min+1) . x=[ s c a t t e r t (k 
t min+1) . x ; x new ] ;
y new=t r a j ( i ) . y ( j ) ;
s c a t t e r t (k t min+1) . y=[ s c a t t e r t (k 
t min+1) . y ; y new ] ;
z new=t r a j ( i ) . z ( j ) ;
s c a t t e r t (k t min+1) . z=[ s c a t t e r t (k 
t min+1) . z ; z new ] ;
u new=t r a j ( i ) . u ( j ) ;
s c a t t e r t (k t min+1) . u=[ s c a t t e r t (k 
t min+1) . u ; u new ] ;
v new=t r a j ( i ) . v ( j ) ;
s c a t t e r t (k t min+1) . v=[ s c a t t e r t (k 
t min+1) . v ; v new ] ;
w new=t r a j ( i ) .w( j ) ;
s c a t t e r t (k t min+1) .w=[ s c a t t e r t (k 
t min+1) .w; w new ] ;
ax new=t r a j ( i ) . ax ( j ) ;
s c a t t e r t (k t min+1) . ax=[ s c a t t e r t (k 
t min+1) . ax ; ax new ] ;
ay new=t r a j ( i ) . ay ( j ) ;
s c a t t e r t (k t min+1) . ay=[ s c a t t e r t (k 
t min+1) . ay ; ay new ] ;
az new=t r a j ( i ) . az ( j ) ;
s c a t t e r t (k t min+1) . az=[ s c a t t e r t (k 
t min+1) . az ; az new ] ;
t r a j i d new=t r a j ( i ) . t r a j i d ( j ) ;
s c a t t e r t (k t min+1) . t r a j i d =[ s c a t t e r t (
k t min+1) . t r a j i d ; t r a j i d new ] ;
end
end
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varargout{1}= s c a t t e r t ; % the outputs
end
Grid interpolation
%This func t i on i s used to c r e a t e a Eul i e ran data o f the
3D po s i t i o n and v e l o c i t i e s
%o f the p a r t i c l e s from the s c a t t e r data obta ined by
t r a j 2 s c a t t e r t .m
%I t s r equ i r ed inputs are the s c a t t e r data and the g r i d
paramters f o r the p o s i t i o n s .
%The op t i ona l va r i ab l e , q , can be
%used to s p e c i f y the number o f data f i l e s used . This
func t i on w i l l output
%the 3D po s i t i o n and v e l o c i t y g r id ( xg , yg , zg , ug , vg ,
wg) and the average
%v e l o c i t i e s ( u avg , v avg , w avg ) .
%Input : [ s c a t t e r t , x i , x i n t e r v a l , x f , y i , y i n t e r v a l , y f
, z i , z i n t e r v a l , z f , n umbe r o f f i l e s ( op t i ona l ) ]
%Output : [ xg , yg , zg , ug , vg ,wg , u avg , v avg , w avg ]
%Jin Tae Kim 2014 Un ive r s i t y o f I l l i n o i s at Urbana 
Champaign
func t i on [ varargout ] = s c a t t e r t 2 g r i d ( s c a t t e r t , x1 , x2
, x3 , y1 , y2 , y3 , z1 , z2 , z3 , q )
i f narg in < 10 %
checks that a l l the r equ i r ed inputs were entered
e r r o r ( ’ g r i d f un c t i on : dirname , x1 , x2 , x3 , y1 , y2 ,
y3 , z1 , z2 , z3 are r equ i r ed inputs ’ )
end
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i f narg in == 10 % th i s
i s the func t i on with the absence o f the op t i ona l
v a r i a b l e
[ xg , yg , zg ] = ndgr id ( x1 : x2 : x3 , y1 : y2 : y3 , z1 : z2 : z3 ) ;
% c r e a t e s a g r i d with the s p e c i f i e d v a r i a b l e s
f o r i =1: l ength ( s c a t t e r t ) % uses
every data f i l e in the s p e c i f i e d d i r e c t o r y and
t ra ck s how f a s t the program i s running
x = s c a t t e r t ( i ) . x ; %
to avoid the i n t e r p o l a t i o n around zero
y = s c a t t e r t ( i ) . y ;
z = s c a t t e r t ( i ) . z ;
u = s c a t t e r t ( i ) . u ;
v = s c a t t e r t ( i ) . v ;
w = s c a t t e r t ( i ) .w;
ind = ( f i nd ( abs (u) > 10e 5 & abs (v ) > 10e 5 &
abs (w) > 10e 5) ) ; % f o r o u t l i e r s
i f l ength ( ind )>100
ug ( : , : , : , i ) = gr iddata (x , y , z , u , xg , yg , zg , ’
natura l ’ ) ; % i n t e r p o l a t e s
s c a t t e r ed data and c r e a t e s g r i d f o r the
v e l o c i t i e s
vg ( : , : , : , i ) = gr iddata (x , y , z , v , xg , yg , zg , ’
natura l ’ ) ;
wg ( : , : , : , i ) = gr iddata (x , y , z ,w, xg , yg , zg , ’
natura l ’ ) ;
end
i
%ind
% the above two l i n e s can be used or
commented out to t rack how f a s t the
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program i s running ( i ) and what the
o u t l i e r s are ( ind )
end
end
i f narg in > 10 % th i s
i s the func t i on with the presence o f the op t i ona l
v a r i a b l e
[ xg , yg , zg ] = ndgr id ( x1 : x2 : x3 , y1 : y2 : y3 , z1 : z2 : z3 ) ;
%c r e a t e s a g r i d with the s p e c i f i e d v a r i a b l e s
f o r i =1:q % uses
the s p e c i f i e d number o f data f i l e s in the
s p e c i f i e d d i r e c t o r y and t ra ck s how f a s t the
program i s running
x = s c a t t e r t ( i ) . x ; %
to avoid the i n t e r p o l a t i o n around zero
y = s c a t t e r t ( i ) . y ;
z = s c a t t e r t ( i ) . z ;
u = s c a t t e r t ( i ) . u ;
v = s c a t t e r t ( i ) . v ;
w = s c a t t e r t ( i ) .w;
ind = ( f i nd ( abs (u) > 10e 5 & abs (v ) > 10e 5 &
abs (w) > 10e 5) ) ; % f o r o u t l i e r s
i f l ength ( ind )>100
ug ( : , : , : , i ) = gr iddata (x , y , z , u , xg , yg , zg , ’
natura l ’ ) ; % i n t e r p o l a t e s
s c a t t e r ed data and c r e a t e s g r i d f o r the
v e l o c i t i e s
vg ( : , : , : , i ) = gr iddata (x , y , z , v , xg , yg , zg , ’
natura l ’ ) ;
44
wg ( : , : , : , i ) = gr iddata (x , y , z ,w, xg , yg , zg , ’
natura l ’ ) ;
end
i
%ind
% the above two l i n e s can be used or
commented out to t rack how f a s t the
program i s running ( i ) and what the
o u t l i e r s are ( ind )
end
end
u avg = nanmean(ug , 4 ) ; % c a l c u l a t e s the mean
v e l o c i t y with r e sp e c t to time
v avg = nanmean( vg , 4 ) ;
w avg = nanmean(wg , 4 ) ;
varargout{1}=xg ; % the outputs
varargout{2}=yg ;
varargout{3}=zg ;
varargout{4}=ug ;
varargout{5}=vg ;
varargout{6}=wg ;
varargout{7}=u avg ;
varargout{8}=v avg ;
varargout{9}=w avg ;
end
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