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Abstract
This paper presents a new algorithm for object pose and shape estimation from multiple views. Using a
qualitative shape recovery scheme we first segment the image into parts which belong to a vocabulary of
primitives. Based on the additional constraints provided by the qualitative shapes we extend our physicsbased framework to allow object pose and shape estimation from stereo images where the two cameras
have arbitrary relative orientations. We then generalize our algorithm to integrate measurements from
multiple views. To recover more complex objects we generalize the definition for the global bending
deformation. We also present an algorithm for model discretization which evenly tessellates the model
surface. We demonstrate the usefulness of our technique in experiments involving real images from of a
variety of object shapes which may be partially occluded.
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are both model-based, the approach is robust to noise and
occlusion.
In this paper, extending the paradigm introduced in [4],
we present a new algorithm for shape estimation from multiple views, including stereo as the simpler case. This estimation process can handle more complex scenarios where
significantly different or incomplete (but consistent) sets
of edge segments from the same object are extracted from
multiple images taken from cameras with arbitrary relative
orientations. Moreover, to be able to model and recover a
larger variety of complex objects we propose a new definition for the global bending deformation, the parameters of
which can be decoupled during recovery. We also present
a new efficient algorithm which approximately tessellates
the model surface uniformly in the 3D Euclidean space,
allowing a more robust recovery as the model deforms to
fit the data.

This paper presents a new algorithm for object pose and
shape estimation from multiple views. Using a qualitative
shape recovery scheme we first segment the image into parts
which belong to a vocabulary of primitives. Based on the
additional constraints provided by the qualitative shapes
we extend our physics-based framework to allow object
pose and shape estimation from stereo images where the
two cameras have arbitrary relative orientations. We then
generalize our algorithm to integrate measurements from
multiple views. To recover more complex objects we generalize the definition for the global bending deformation. We
also present an algorithm for model discretization which
evenly tessellates the model surface. We demonstrate the
usefulness of our technique in experiments involving real
images from of a variety of object shapes which may be
partially occluded.
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Introduction

Dynamic deformable models

In this section, we review and extend the deformable
models definition developed in [5].

The performance of most physics-based shape estimation techniques depends on the accuracy of the initial segmentation and the initial placement of the model given the
segmented data [9, 6, 7]. In order to address the above limitations, a new approach to shape recovery from 2D images
which integrates qualitative shape recovery [3] and quantitative physics-based estimation techniques [5] has been
recently proposed [4]. Through qualitative shape recovery we can extract the qualitative shapes of objects that
are composed of primitives which belong to a fixed vocabulary of shapes based on aspect matching. Furthermore,
the qualitative shape recovery handles occlusion through a
hierarchical aspect representation. We then use the qualitative correspondence of edge segments in the images and
related contours on the models to provide strong fitting constraints to our physics-based estimation technique [5]. The
“tokens” for matching features in the images are groups
of edge segments (curved or straight) corresponding to an
aspect of a part (as opposed to points or lines). Since
the qualitative and quantitative shape recovery processes

2.1

Model kinematics

The positions of points on the model relative to a
world coordinate frame of reference Φ are (u t) =
(x(u t) y (u t) z (u t))T , where T denotes transposition
and u are the model’s material coordinates. We express
the position of a point as = +
, where (t) is the
origin of model reference frame  located at the center of
the model, (t) is the rotation matrix that gives the orientation of  relative to Φ and (u t) gives the positions
of points on the model relative to . We further write
=
+
as the sum of a reference shape (u t) and
a displacement (u t). We express the reference shape
as = ( (u; a0 a1 : : :); b0 b1 : : :) where defines a
global deformation (depending on the parameters b i (t)),
which transforms a geometric primitive defined parametrically in u and parameterized by the variables a i(t).
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L is the Jacobian matrix [5] and q =
qTc qT qTs qTd )T are the generalized coordinates of the
model. Here qc = c, q is the model’s rotational degrees of freedom (expressed as a quaternion), qs and qd

We concatenate the global deformation parameters into the
vector s = (a0 a1 : : : b0 b1 : : :)T :
To illustrate our approach in this paper, we use a deformable superquadric ellipsoid [8] with global bending
deformation as a reference shape. In the following section we define a bending deformation that ensures constant
curvature along the major axis of bending.

where

q

2.2

(

1

represent the global and local deformations respectively.
>From Lagrangian mechanics, after appropriate simplifications justified for static shape reconstruction [5], the dynamic equations of motion of our model take the form

Z

Constant curvature bending

We define the bending transformation
about the y-axis of a primitive as

e

sx
sy
sz

=
=
=

Dq̇ + Kq = fq fq = LT f du
(5)
where D is the damping matrix, K is the stiffness matrix,
and fq are generalized external forces computed from the
force distribution f (u) derived from the visual data. These

s = T b (e ; b )
0

cos(b0 (ez ; ez ))  (ex ; b1 ) + b1
0
0
ey
;sin(b0 (ez ; ez ))  (ex ; b1 ) + ez
0

0

forces are applied to the model through our physics-based
approach to visual estimation [5].

(1)
0

0

where b0 is the radius of curvature, and e z0 an arbitrary
offset of the center of bending along the z-axis.
We generalize this deformation to deal with bending
about an arbitrary axis in the xy-plane by introducing the
following additional transformation

3

To allow shape and pose estimation in a world coordinate
frame from images taken from a camera with a different
frame of reference, the Jacobian matrix used in (5) needs
to be modified appropriately.
Let = (x y z )T denote the location of a point j w.r.t
the world coordinate frame. Then we can write

L

s = Jb; (Tb(Jb  e))
(2)
where Tb is defined above and matrix Jb is defined as
1

2
cos(b1 ) ;sin(b1 )
Jb = 4 sin(b1 ) cos(b1 )
0

0

0
0
1

3
5:
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xp = xz c f

yp = yzc f

c

Repositioning the model frame

(7)

c

where f is the focal length of the camera. By taking the
time derivative of (7) we get p =
c where

We move the model reference frame from its center to
a different point on the model surface depending on which
qualitative shape we want to recover as described in section
5.1. For a cylindrical primitive, for example, we place the
model reference frame at the center of the circular end.
For a rectangular primitive, we place it at one of its corner
instead. These choices are made so that the recovery of the
rotation and deformation parameters can be decoupled.

H=



ẋ

f=zc
0

Hẋ



;xc =zc2 f :
f=zc ;yc =zc2 f
0

(8)

Based on (4), (6) and (8), we obtain

xp = H(Rc; ẋ) = HR;c (Lq̇) = Lpq̇: (9)
By replacing the Jacobian matrix L in (5) by L p =
HRc; L, two dimensional image forces f can be appropriately converted into generalized forces f q measured in
1

Dynamics and generalized forces

1

1

The velocity of points on the model is given by,

ẋ = Lq̇

R

(6)

where c and c are respectively the translation and rotation of the camera frame w.r.t. the world coordinate frame,
and c = (xc yc zc )T is the position of the point j w.r.t to
the camera coordinate frame.
Under perspective projection, the point c projects into
an image point p = (xp xp)T according to

J

2.4

x = cc + Rcxc

(3)

Here, b1 is the angle between the y-axis and the axis about
which bending takes place. The introduction of b allows
us to decouple the recovery of the rotation and bending
parameters during model fitting. We can also define a
piecewise bending deformation which we will demonstrate
in the experiment section.

2.3

Jacobian computation for generalized perspective projection

the world coordinate frame.

(4)

1 With

2

d = Sqd where S is the shape matrix.

ε << 1

Y

45o

Vc

Vcx
ε=1
a2

a1

Vcy

(a)

X
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Model discretization

5.1

To ensure that the forces are evenly applied to the 3D
model surface during model fitting, we need to have a
uniform discretization of the model surface in the 3D Euclidean space. Here we present a technique to discretize
a superquadric surface dynamically that maintains approximate uniform tessellation. We focus on the counteracting effect of the squareness parameters 1 and 2 which
causes the nonuniform tessellation of the model surface
when their values approach zero. Although the material
coordinates u = (u v) of the superquadric surface are defined for ; 2 < u < 2 and 0 < v < 2, it suffices due to
symmetry to illustrate our method for the uniform tessellation of the first quadrant of the xy plane, with corresponding
material coordinate v 2 0 12 ].
The points generated by uniform sampling in the material coordinate space are quite uniformly distributed on
the model surface when 2 = 1. By projecting these
model points along the x and y axes onto a model surface where 2 << 1, their positions remain relatively
“spread out” for 0 < v < vcx and vcy < v < 2 , respectively. The values of vcx and vcy are obtained by
projecting along the axes the point on the model surface
in the xy plane where the normal vector to the surface is
at 45o from each axis. Mathematically, these are given
by vcx = sin;1 (sin2 vc ) vcy = cos;1 (cos2 vc ) where

vc = tan;1 ( aa )
2
1

;2 ]. These are illustrated in Fig. 1.

Based on the above, instead of uniformly sampling v
in its entire range 0 12 ], we sample v uniformly in each
of the above two intervals and we transform the chosen
values of v so that the x or y values of the superquadrics
with 2 = 1 and 2 << 1 are equal. If vk is the material
coordinate chosen, the transformed value is given by:

v0

k=

(

sin;1 (sin (vk ))
cos;1 (cos (vk ))
1
2

1
2

0 < vk

< vcx
vcy < vk < 2

(b)

Shape and pose estimation
Qualitative shape matching

In [3] a qualitative approach to the representation, recovery, and recognition of 3D objects from a single 2D
image was presented. Using the qualitative shape recovery
process as a front end, we first segment the image into parts
[2] using an aspect matching paradigm. Each recovered
qualitative part defines: (i) the relevant non-occluded contour data belonging to the part, (ii) a mapping between the
image faces in their projected aspects and the 3D surfaces
on the quantitative models, and (iii) a qualitative orientation (that the aspect encodes) which is exploited during
model fitting (see [4] for details.). The mapping of certain
edge segments corresponding to the occluding contour on
the model surfaces in (ii) needs to be updated continuously
during the fitting process [4].
For stereo reconstruction, the qualitative shape recovery
process is independently applied to the left and right images. The correspondence problem then consists of matching qualitative primitive descriptions in the two images. A
pair of primitives in two different images are considered a
match if: (i) the primitives have the same label, (ii) their
aspects have the same label, and (iii) for each pair of corresponding faces in their aspects, there exists an epipolar
line (not restricted only to parallel geometry) such that both
faces intersect this line. For reconstruction from multiple
views, the process is similar except that correspondences
have to be established for each pair of images.

1

2

(c)

Figure 2: Retessellation of a cylinder (a) before (b) after;
and a block (c) before (d) after.

Figure 1: Illustration of the resampling scheme in the vcoordinate of the surface mesh
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(b)

5.2

Quantitative multi-view integration

Based on the above qualitative shape recovery, correspondences are established between edge segments in the
images and the corresponding subsets of nodes on the model
surface. If eji is the j th edge point in the ith image (i =
L or R for stereo case), and Mji is the subset of model
nodes in correspondence with the edge segment that e ji
belongs to, then the 2D force exerted by that edge point on
the projected model (based on a shortest distance criterion)

(10)

where these formulas result in approximately uniform tessellation in the first quadrant of the xy plane. Fig. 2 illustrates the improved tessellation algorithm.
3
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Figure 3: Two models fitted to the image of a lock.
is given by

;

Pi(R;1(xk ; cc )) ; eji

fji =  mink2M
(11)
c
where xk is the position of kth model node,  controls the
magnitude of the force and Pi is the perspective projection
ji

Figure 4: Fitting deformable part models to stereo images
of a funnel (the wire frame models are the corresponding
projections of the 3D model).

i

i

operator w.r.t. the ith image.
The generalized force exerted on the model can be computed by replacing the integral in (5) by the following summation:

fq =

X T
X
Lmj fj1 + ::: + LTmjn fjn
1

j

j

projection from a single image of a lock. Using qualitative
shape recovery process OPTICA [3, 4] a box like primitive
and a bent cylinder primitive are recovered. Figs. 3(a-d) and
(e-h) show the quantitative fitting stages of the 2 models to
the lower and upper parts of the lock, respectively. Note that
the employment of the new tessellation method is especially
important here, since bending deformation is used in the
recovery process.
In the second experiment, images of a funnel were taken
from 2 views (stereo), where the relative displacements and
orientations of the 2 cameras were known. The qualitative
shape recovery process performed in both images decomposed the funnel into a tapered cylinder and short cylinder
(note that one of the edge segments is missing because of
low contrast in the left image). Fig. 4(a-h) show the intermediate stages of the fitting process. Each 3D model is
fitted simultaneously to both images.
In the last experiment, images of a scene with 3 objects were taken from 3 different viewpoints (see Fig. 5a).
3 object parts were recovered with the qualitative shape
recovery process as shown in Fig. 5b. Some edge segments were missing because of occlusion, poor contrast in
the original images or because they were not used to deduce the corresponding shape primitives. Fig. 5c shows the
projections of the fitted models overlaid on the respective
images. Finally, Fig. 6 shows the shape and pose of the
recovered 3D models. This experiment demonstrates how
information from incomplete and partially occluded image
data from multiple views can be integrated in our modelbased approach. This experiment demonstrates how information from incomplete and partially occluded image data

(12)

where mji is the model node at which forces are exerted
by the eji and mji is the Jacobian matrix evaluated at
mji . 2 This net force will appropriately deform, position
and orient our model so as to recover the shape and pose of
the underlying object.
This new algorithm is significantly simpler and more
general than the stereo algorithm previously proposed in
[4] for the case of parallel cameras which made use of
two models instead of one. By virtue of generalization
in section 3, we can now integrate possibly incomplete
measurements from more than 2 cameras which are not
necessary parallel.

L

6

Experiments

We show the results of our technique in a series of experiments on model recovery from single and stereo images as
well as from multiple views.
The experiment shown in Fig. 3 demonstrates the use of
our framework to estimate object shapes under perspective
2 In case of occlusion, resulting in both occluded aspects and occluded
faces, only data points belonging to the unoccluded portions (boundary
groups) of the faces exert external forces on the models (as demonstrated
in section 6.).

4

(a)

(b)

(c)

Figure 5: (a) original images of a scene with 3 objects from 3 different viewpoints, (b) edge segments extracted, (c)
projection of fitted 3D model overlaid on the original images.
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