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WEIGHT TRUNCATION FOR WALL-CROSSINGS IN BIRATIONAL COBORDISMS
WAI-KIT YEUNG
Abstract. We develop the technique of weight truncation in the context of wall-crossings in birational
cobordisms, parallel to that in [7, 4]. More precisely, for each such wall-crossing, we embed the bounded
above derived category of coherent sheaves of the semistable part as a semi-orthogonal summand of that
of the stack in question. Our construction does not require any smoothness assumptions, and exhibits
a strong symmetry across the two sides of the wall-crossing. As an application, we show that for wall-
crossings satisfying suitable regularity conditions, a certain duality of local cohomology complexes implies
the existence of a fully faithful functor/equivalence between the derived categories under wall-crossings.
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1. Introduction
A central problem in the geometry of derived categories is to study the change in the derived categories
under birational transforms. In recent years, significant progress on this problem have been obtained in
the setting of variations of GIT quotients, or more broadly wall-crossings in moduli problems. This is
a convenient setting because, on the one hand, the spaces of semistable objects are often birational to
each other under wall-crossings; on the other hand, the fact that they arise as different open subspaces
of the same space X allows one to relate their derived categories via their mutual relations to the derived
category of the space X.
For example, if G is a reductive group acting on a quasi-projective variety X , then each choice of
L ∈ NSG(X)Q determines an open substack Xss = Xss(L) of the stack X := [X/G]. By a standard abuse
of language, we will refer to Xss as the GIT quotient, the usual GIT quotient being its scheme-theoretic
categorical quotient. As an open substack, the derived category of Xss is a localization of that of X.
As L changes, say from L− to L+, then the derived categories of X± := Xss(L±) are thus two different
localizations of the same derived category. This setting is a baseline for the comparison of the derived
categories of X− and X+.
Specifically, one may compare the derived categories of X− and X+ by finding suitable full triangulated
subcategories E± ⊂ Dbcoh(X) such that the restriction functors (j±)∗ : E± → Dbcoh(X±) are equivalences.
There is often a direct comparison between E− and E+, which in turn allows one to compare Dbcoh(X−)
and Dbcoh(X+).
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Weight truncation, also known as grade restriction rule or GIT window (see, e.g., [7, 4]), is a particular
way to realize this idea. In this paper, we develop the technique of weight truncation, focusing on
the abelian case G = Gm, or more precisely the case of birational cobordism, where the element L ∈
NSGm(X)Q changes via twisting by a (fractional) character of Gm. Indeed, there are several techniques
to reduce the more general case to this abelian case. For example, the “master space construction” of
Thaddeus [17] realizes every variation of GIT quotients as a birational cobordism. On the other hand,
the structure of HKKN stratification essentially allows for a strata-by-strata reduction to the abelian
case. This last picture also extends beyond GIT quotients (see, e.g., [9]). As such, the abelian case has
a special significance.
Compared with [7, 4], our approach has several advantages. Firstly, our construction of weight trunca-
tion does not require any smoothness assumption, although some regularity condition is still required in
order to guarantee certain desired properties. Secondly, our construction exhibits a manifest symmetry
across the wall. Thirdly, our construction carries over to the noncommutative case, in the spririt of
noncommutative projective geometry (see, e.g., [1, 13]), although this will not be made explicit in this
paper.
Let us now explain our construction of weight truncation. Given a Gm-space X , consider a family
L(t) ∈ NSGm(X)Q obtained by twisted a given L by fractional characters t ∈ Q. Under a wall-crossing
from t− to t+, passing through the wall t0, the semistable loci satisfy X
ss(L(t−)) ⊂ Xss(L(t0)) ⊃
Xss(L(t+)). Denote by W := Xss(L(t0)), and Y := W//Gm the scheme-theoretic categorical quotient.
Then we have W = SpecY (A) for a sheaf of Z-graded rings on Y , and the (stacky) GIT quotients across
the wall are
(1.1)

 [Xss(L(t−)) /Gm] [Xss(L(t+)) /Gm]
Y

 ∼=

 Proj−Y (A) Proj+Y (A)
Y


where Proj+
Y
(A) is a stacky version of the scheme-theoretic GIT quotient Proj+Y (A) := ProjY (A≥0), and
similarly for Proj−
Y
(A). We will write X± := Proj±
Y
(A).
Thus, the study of wall-crossing in this abelian case is reduced to the study of a sheaf of Z-graded
rings. Since all our constructions are local on Y , we may assume that Y is affine, so that we may focus
on a Noetherian Z-graded ring A (cf. Proposition 2.2 below for the Noetherian property). The category
of quasi-coherent sheaves on X := [SpecA/Gm] in this case is simply the category Gr(A) of graded
A-modules. Thus, we are reduced to studying the derived category D(Gr(A)) of graded A-modules.
Let I+ := A>0 · A and I− := A<0 · A. Then the semistable loci Xss(L±) are the complement of the
Gm-invariant closed subsets defined by the graded ideals I±. Thus, if we denote by j± : X± ⊂ X the
open inclusions, then for any M ∈ D(Gr(A)) ≃ D(QCoh(X)), the derived pushforward Rj+∗ (j+)∗(M) is
computed by a certain Cˇech complex CˇI+(M) (see Definition 2.13 below), which sits in an exact triangle
(1.2) . . . → RΓI+(M) ǫ−→ M η−→ CˇI+(M) δ−→ RΓI+(M)[1] → . . .
In fact, this triangle is the decomposition triangle for the semi-orthogonal decomposition
(1.3) D(Gr(A)) = 〈DI+-triv(Gr(A)) , DTor+(Gr(A)) 〉
where DTor+(Gr(A)) are objects of D(QCoh(X)) supported on the unstable locus, and DI+-triv(Gr(A)) is
equivalent to D(QCoh(X+)) via the functor Rj±∗ .
While this gives an embedding of D(QCoh(X+)) as a semi-orthogonal summand of D(Gr(A)), this
embedding is usually very far1 from preserving Dbcoh:
(1.4) For M ∈ Dbcoh(Gr(A)), the Cˇech complex CˇI+(M) is almost never in Dbcoh(Gr(A)).
The Cˇech complex CˇI+(M) also plays a role for the classical GIT quotient. Indeed, let X+ :=
Proj(A≥0), and π
+ : X+ → Y = SpecA0 the projection, then since the cohomology of quasi-coherent
1By the exact triangle (1.2), this is the same as asking whether the local cohomology modules Hj(RΓI+ (M)) are finitely
generated. For a result along this line, see, e.g., [15, Tag 0BJV].
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sheaves can be computed by the Cˇech complex, we have
(1.5) Rπ+∗ (M˜(i))
∼= CˇI+(M)i
It is a classical fact that the derived pushforward of the projective morphism π+ : X+ → Y sends
Dbcoh(X+) to Dbcoh(Y ). Thus, by (1.5), each weight component CˇI+(M)i of the Cˇech complex is in
Dbcoh(A0). In fact, more is true (see the proof of Proposition 5.1 below):
(1.6)
If M ∈ Dbcoh(Gr(A)), then for each w ∈ Z, take the restriction CˇI+(M)≥w of the Cˇech
complex to weights i ≥ w, and consider it as an object in D(Gr(A≥0)). Then we have
CˇI+(M)≥w ∈ Dbcoh(Gr(A≥0)).
A comparison of (1.4) and (1.6) suggests that, by considering the restriction CˇI+(M)≥w of the Cˇech
complex, one might be able to obtain an embedding of D(QCoh(X+)) into D(Gr(A)) that has more
chance of preserving Dbcoh(−). This is achieved by the technique of weight truncation. For this, we will
reformulate the observation (1.6).
In (1.6), we considered the restriction CˇI+(M)≥w as an object in D(Gr(A≥0)). However, the passage
from A to A≥0 is somewhat unnatural, and it is difficult to compare their derived categories. In fact,
there is a better way to organize the data of the complexes CˇI+(M)i for i ≥ w. For this, we use the
language of a small pre-additive category.
By definition, a pre-additive category is a category whose Hom sets have structures of abelian groups,
and whose composition maps are bilinear. As in [10], one may view a small pre-additive category as an
associative algebra with many objects, and as such, the usual notions about associative algebras, such
as left/right modules, left/right Noetherian properites, tensor product of modules, derived categories of
modules, etc, carries over to the case of small pre-additive categories. See Appendix A for a summary of
all the results needed for our discussion.
Let F be the pre-additive category with objects set Ob(F) = Z, and with Hom sets F(i, j) := Ai−j .
Compositions are defined by the multiplication in A. It is clear that a (right) module of F is the same
as a graded module over A. Let F≥w ⊂ F be the full subcategory with object set Z≥w. Then for any
graded module M , the data M≥w is naturally organized into a right module over F≥w. The observation
(1.6) can then be rewritten in the following form:
(1.7) If M ∈ Dbcoh(Gr(A)), then for each w ∈ Z, the restriction CˇI+(M)≥w is in Dbcoh(F≥w).
This observation is the crucial entry into the proof of the following result, which asserts that the
“weight truncated” analogue of (1.3) always preserve Dbcoh.
Theorem 1.8 (= Corollary 5.5, Theorem 5.11). There is a semi-orthogonal decomposition
(1.9) Dbcoh(F≥w) = 〈Dbcoh, I+-triv(F≥w) , Dbcoh,Tor+(F≥w) 〉
Moreover, there is an exact equivalence Dbcoh, I+-triv(F≥w) ≃ Dbcoh(X+).
One can then use Theorem 1.8 to obtain results on D(Gr(A)). Indeed, since F≥w is a full subcategory
of F , one may use (left) Kan extensions to obtain a fully faithful functor L[≥w] : D(F≥w) →֒ D(F) ≃
D(Gr(A)). By proving a certain Noetherian property of F≥w (see Corollary 3.10 below), one can show
that this embedding always preserves D−coh. Hence, a version of Theorem 1.8 with Dbcoh replaced by D−coh
then implies that there is a three-term semi-orthogonal decomposition (see Theorem 5.10)
D−coh(Gr(A)) = 〈D−coh,<w(Gr(A)) , L[≥w](D−coh, I+-triv(F≥w)) , L[≥w](D−coh,Tor+(F≥w)) 〉
with the middle component equivalent to D−coh(X+). Similar result was obtained in [8] using different
methods. We believe that these give rise to the same semi-orthogonal decomposition. We also give a
sufficient condition for this semi-orthogonal decomposition to restrict to Dbcoh(Gr(A)) (see Theorem 6.14).
In particular, this weakens the “Assumption (A)” in [7]. When these conditions are satisfied, we also
show that the semi-orthogonal decomposition thus obtained coincide with the one in [7].
As we mentioned above, the technique of weight truncation is designed to faciliate the comparison of
derived categories under wall-crossings. Theorem 1.8 is particularly convenient for that purpose, as it
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exhibits a strong symmetry between the two sides of the wall-crossing. Indeed, the analogue of Theorem
1.8 for the negative direction concerns the category F≤−w, which is in fact isomorphic to the opposite
category of F≥w. In other words, Dbcoh(X+) is a semi-orthogonal summand of the derived category
Dbcoh(F≥w) of right F≥w-modules; while Dbcoh(X−) is a semi-orthogonal summand of the derived category
Dbcoh((F≥w)op) of left F≥w-modules. This suggests one to relate the two via a duality functor
(1.10) DF≥w : D(F≥w)op → D((F≥w)op) ≃ D(F≤−w) , M 7→ RHomF≥w(M,F≥w)
We will show below that this works well when there is a certain duality between the local cohomology
complexes RΓI+(A) and RΓI−(A). Let ω
•
Y ∈ Dbcoh(A0) be a dualizing complex, and take the weight
degreewise dualizing functor
DY : D(Gr(A))op → D(Gr(A)) , DY (M)i ≃ RHomA0(M−i, ω•Y )
Then we assume that
(1.11) There is an isomorphism RΓI+(A)(a)[1]
∼=−→ DY (RΓI−(A)) in D(Gr(A)), where a ≥ 0.
Indeed, one of the main results of [18] is that, for a large class of flips and flops, the assumption (1.11)
is satisfied for the sheaf of graded rings that controls the flip/flop, where a = 0 for flops and a = 1 for
flips. We have the following (see Proposition 8.4 below)
Proposition 1.12. If (1.11) holds for a ≥ 0, then DF≥w sends D−coh, I+-triv(F≥w) to D+coh, I−-triv(F≤−w).
If (1.11) holds for a = 0, then DF≤−w also sends D−coh, I−-triv(F≤−w) to D+coh, I+-triv(F≥w).
Thus, if the duality functor (1.10) is suitably involutive, say if F≥w is “Gorenstein” in a suitable sense,
then this result says that the derived categories behave in the expected way: it shrinks under flips and
remain equivalent under flops. In any case, the duality functor is always involutive on Dperf(F≥w), and
we have the following (see Corollary 8.6)
Corollary 1.13. Assume that the semi-orthogonal decomopsition (1.9) and its negative version restrict
to Dperf(F≥w) and Dperf(F≤−w) respectively. If (1.11) holds for a ≥ 0, then there is a fully faithful
exact functor Dperf(X+) →֒ Dperf(X−); if (1.11) holds for a = 0, then there is an exact equivalence
Dperf(X+) ≃ Dperf(X−).
In fact, if A is smooth, then we have Dbcoh(F≥w) = Dperf(F≥w), so that the assumption of this
Corollary is indeed satisfied in good cases. In general, a further sharpening of Corollary 1.13 shows that
the analogous conclusions at the level of Ind-completions hold provided that certain spectral sequences
converge (see Remark 8.7). Such a convergence issue seems to be similar to those arising in Koszul
duality. It seems possible that a formal modification of our arguments might lead to a more satisfactory
statement. This might open up a way to tackle a conjecture of Bondal and Orlov (see also [18]).
2. Derived categories of graded modules
In this section, we recall some basic results about graded rings, in order to establish notations and
conventions. A more detailed discussion may be found in [19].
Definition 2.1. A Z-graded ring is a commutative ring A with a Z-grading A =
⊕
n∈ZAn. Here, by
commutative we mean xy = yx, not xy = (−1)|x||y|yx.
A graded module over A will always mean a Z-graded module M =
⊕
n∈ZMn.
We first recall the following result (see, e.g., [3, Theorem 1.5.5]):
Proposition 2.2. Let A be a Z-graded ring. Then the followings are equivalent:
(1) A is a Noetherian ring;
(2) every graded ideal of A is finitely generated;
(3) A0 is Noetherian, and both A≥0 and A≤0 are finitely generated over A0;
(4) A0 is Noetherian, and A is finitely generated over A0.
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Denote by Gr(A) the category of graded modules over A, whose morphisms are maps of graded
modules of degree 0. Given two graded modules M,N ∈ Gr(A), then the A-module M ⊗A N has a
natural grading where deg(x⊗ y) = deg(x) + deg(y) for homogeneous x, y ∈ A. Moreover, one can define
a gradedA-module HomA(M,N) whose degree i part is the set of A-linear homomorphism fromM toN of
homogeneous degree i. Thus, in particular, we have HomA(M,N) := HomGr(A)(M,N) = HomA(M,N)0.
These form the internal Hom objects with respect to the graded tensor product.
The abelian category Gr(A) is a Grothendieck category, with a set {A(−i)}i∈Z of generators. The same
set is also a set of compact generators in the derived category D(Gr(A)). Since Gr(A) is a Grothendieck
category, the category of complexes has enough K-injectives (see, e.g., [15, Tag 079P]). Moreover, as in
the ungraded case, it also has enough K-projectives (see, e.g., [15, Tag 06XX]). As a result, the bifunctors
−⊗A − and HomA(−,−) admit derived functors
−⊗LA − : D(Gr(A)) × D(Gr(A)) → D(Gr(A))
RHomA(−,−) : D(Gr(A))op × D(Gr(A)) → D(Gr(A))
which can in turn be used to define Ext•A(M,N) and Tor
A
• (M,N).
We now extend some standard results on the derived categories of modules to the graded case. We
start with the following
Definition 2.3. An object M ∈ D(Gr(A)) is said to be pseudo-coherent if it can be represented by a
bounded above complex of finitely generated projective graded A-modules. Denote by Dpc(Gr(A)) ⊂
D(Gr(A)) the full subcategory consisting of pseudo-coherent objects.
Definition 2.4. Given a Noetherian Z-graded ring A, then for ♠ ∈ { ,+,−, b}, define D♠coh(Gr(A))
the full subcategory of D♠(Gr(A)) consisting of complexes M ∈ D♠(Gr(A)) such that Hp(M) is finitely
generated for all p ∈ Z.
Then we have the following standard result (see Lemma A.12):
Proposition 2.5. Given a Noetherian Z-graded ring A, then for any M ∈ D(A), the followings are
equivalent:
(1) M ∈ Dpc(Gr(A));
(2) M ∈ D−coh(Gr(A));
(3) M is quasi-isomorphic to a bounded above complex of free graded modules of finite rank.
Let Dperf(Gr(A)) be the smallest split-closed triangulated subcategories containing the set {A(−i)}i∈Z
of objects. By [14, Theorem 4.22] (see also [12, Lemma 2.2]), Dperf(Gr(A)) is precisely the full subcategory
of compact objects in D(Gr(A)).
We mention the following graded analogue of [15, Tag 0ATK], whose proof is completely parallel to
the ungraded case:
Proposition 2.6. For any N ∈ Dpc(Gr(A)), L ∈ D+(Gr(A)), and M ∈ D(Gr(A)) of finite Tor dimen-
sion, the canonical map
M ⊗LA RHomA(N,L) → RHomA(N,M ⊗LA L)
is an isomorphism in D(Gr(A)).
Now we briefly discuss local cohomology on a graded ring.
Definition 2.7. Let I be a graded ideal in a Z-graded ring A. Given any graded module M over A, an
element x ∈ M is said to be I∞-torsion if for every f ∈ I there exists some n > 0 such that fnx = 0.
If I is finitely generated, this is equivalent to Inx = 0 for some n > 0. The graded module M is said
to be I∞-torsion if every element in it is I∞-torsion. Denote by I∞-Tor ⊂ Gr(A) the full subcategory
consisting of I∞-torsion modules.
It is clear that I∞-Tor ⊂ Gr(A) is a Serre subcategory. Thus the full subcategory DI∞-Tor(Gr(A)) ⊂
D(Gr(A)) is a triangulated subcategory. If I is finitely generated, then this inclusion has a right adjoint,
which has a simple and useful description. To this end, we recall the following
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Definition 2.8. Let f1, . . . , fr be homogeneous elements in A, of degrees d1, . . . , dr respectively. For
any graded module M ∈ Gr(A), we define the local cohomology complex (or extended Cˇech complex ) of
M with respect to the tuple (f1, . . . , fr) to be the cochain complex of graded modules
(2.9) RΓ(f1,...,fr)(M) :=
[
M
d0−→
∏
1≤i0≤r
Mfi0
d1−→
∏
1≤i0<i1≤r
Mfi0fi1
d2−→ . . . dr−1−−−→Mf1...fr
]
whose differentials are defined by dm :=
∑m
j=0(−1)jdmj , where dmj is the direct product of the canonical
maps dmj : Ai0...iˆj ...im → Ai0...im . Here, the first term M is put in cohomological degree 0.
For a cochain complex M ∈ Ch(Gr(A)) of graded modules, we define RΓ(f1,...,fr)(M) to be the total
complex of the double complex Cp,q = RΓ(f1,...,fr)(M
p)q.
The functor M 7→ RΓ(f1,...,fr)(M) on Ch(Gr(A)) is exact, and hence descend to a functor at the level
of derived categories. Moreover, if we let I := (f1, . . . , fr) be the graded ideal generated by the elements
f1, then this functor has image inside the full subcategory DI∞-Tor(Gr(A)). Thus, this gives a functor
(2.10) RΓI := RΓ(f1,...,fr) : D(Gr(A)) → DI∞-Tor(Gr(A))
Moreover, the map ǫM : RΓ(f1,...,fr)(M) → M defined by projecting to the first component of (2.9)
gives rise to a natural transformation
(2.11) ǫ : ι ◦RΓI ⇒ id
where ι : DI∞-Tor(Gr(A))→ D(Gr(A)) is the inclusion functor. Then we have
Theorem 2.12. The functor (2.10) is a right adjoint to the inclusion ι : DI∞-Tor(Gr(A))→ D(Gr(A)),
with counit given by (2.11). In particular the functor (2.10) depends only on the graded ideal I.
The cone of ǫM is homotopic to the kernel of ǫM shifted by 1, which is given by the following
Definition 2.13. The Cˇech complex of a graded module M with respect to a tuple (f1, . . . , fr) of
homogeneous elements is the cochain complex of graded modules
(2.14) CˇI(M) = Cˇ(f1,...,fr)(M) :=
[ ∏
1≤i0≤r
Mfi0
−d1−−→
∏
1≤i0<i1≤r
Mfi0fi1
−d2−−→ . . . −dr−1−−−−→ Mf1...fr
]
given as a subcomplex of (2.9), shifted by one. As in Definition 2.8, this definition can be extended to
cochain complexes M ∈ Ch(Gr(A)) by taking the total complex.
Thus, for each M ∈ D(Gr(A)), there is an exact triangle
(2.15) . . . → RΓI(M) ǫM−−→ M ηM−−→ CˇI(M) δM−−→ RΓI(M)[1] → . . .
where ηM = −d0, the negative of the first differential in (2.9), and δM is the inclusion.
The exact triangle (2.15) turns out to be the decomposition triangle associated to a semi-orthogonal
decomposition. To this end, we recall the following
Lemma 2.16. For any M ∈ D(Gr(A)), we have RΓI(M) ≃ 0 if and only if RHomA(RΓI(A),M) ≃ 0.
Definition 2.17. We say that M ∈ D(Gr(A)) is I-trivial if we have RΓI(M) ≃ 0, or equivalently
RHomA(RΓI(A),M) ≃ 0 by Lemma 2.16. Denote by DI-triv(Gr(A)) ⊂ D(Gr(A)) the full subcategory
consisting of I-trivial objects.
Proposition 2.18. There is a semi-orthogonal decomposition
(2.19) D(Gr(A)) = 〈DI-triv(Gr(A)) , DI∞-Tor(Gr(A)) 〉
whose associated decomposition triangle is given by (2.15).
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We are mostly interested in the special case I = I+ := A>0·A, where the corresponding semi-orthogonal
decomposition (2.19) is closely related to the projective space X+ = Proj+(A) := Proj(A≥0). Similarly,
the semi-orthogonal decomposition (2.19) for I = I− := A<0 ·A is closely related to the projective space
X− = Proj−(A) := Proj(A≤0).
A first instance of this relation is the interpretation of CˇI+(M) in terms of a derived pushforward
functor. Namely, consider the map π+ : Proj+(A) → Spec(A0) =: Y , then for each M ∈ D(Gr(A)) and
for each i ∈ Z, there is a canonical isomorphism in D(A0):
(2.20) CˇI+(M)i ∼= Rπ+∗ M˜(i)
where we denote by M˜ ∈ QCoh(X+) the quasi-coherent sheaf on X+ associated to M ∈ Gr(A). Indeed,
(2.20) follows from the usual way of computing cohomology of quasi-coherent sheaves from the Cˇech
complex (see [19, (4.10)]). This gives a proof of the following two results (see [19, Lemma 4.12, 4.13] for
details):
Lemma 2.21. If A is Noetherian, then for any M ∈ Dbcoh(Gr(A)), we have CˇI+(M)i ∈ Dbcoh(A0) and
RΓI+(M)i ∈ Dbcoh(A0) for each weight i ∈ Z.
Lemma 2.22. If A is Noetherian, then for any M ∈ Dbcoh(Gr(A)), there exists c+, c− ∈ Z such that
RΓI+(M)i ≃ 0 for all i ≥ c+ and RΓI−(M)i ≃ 0 for all i ≤ c−.
Serre’s equivalence gives another relation. We will use the version of Serre’s equivalence proved in [19],
where the usual condition that A be generated by A1 over A0 is replaced by the following condition:
Definition 2.23. A Z-graded ring A is said to be positively 1
d
-Cartier, for an integer d > 0, if the
canonical map A˜(di) ⊗O
X+
A˜(dj) → ˜A(di + dj) in QCoh(X+) is an isomorphism for all i, j ∈ Z. In the
case d = 1, we simply say that A is positively Cartier.
For example, if A≥0 is generated over A0 by homogeneous elements f1, . . . , fp of positive degrees
di := deg(fi) > 0, then it can be shown that A is positively
1
d -Cartier for any d > 0 that is divisible by
each of di (see [19, Lemma 3.5]).
Denote by Tor+ := (I+)∞-Tor ⊂ Gr(A) the full subcategory consisting of (I+)∞-torsion modules in
the sense of Definition 2.7, and denote by Q+Gr(A) the Serre quotient Q+Gr(A) := Gr(A)/Tor+. Then
we have (see [19, Theorem 3.15])
Theorem 2.24. Suppose that A is Noetherian and positively Cartier, then there is an equivalence of
categories
0L+ : QCoh(X+) Q+Gr(A) : (−)∼
Remark 2.25. When A is not positively Cartier, the category Q+Gr(A) also admit a description in
terms of quasi-coherent sheaves on a stacky projective space. Namely, one can show that the map
of Gm-equivariant schemes Spec(A) → Spec(A≥0) induces an isomorphism on the Gm-invariant open
subschemes
Spec(A) \ Spec(A/I+) ∼=−→ Spec(A≥0) \ Spec(A0)
If we denote thisGm-equivariant scheme byW ss(+), and let Proj
+(A) be the quotient stack [W ss(+)/Gm],
then we have an equivalence Q+Gr(A) ≃ QCoh(Proj+(A)). See, e.g., [2, Proposition 2.3] or [7, Example
2.15].
Given a Serre quotient φ∗ : C → C/T , there are some general criteria laid out in [19, Appendix A]
which guarantees that the derievd category of the quotient D(C/T ) coincides with the Verdier quotient
D(C)/DT (C) of the derived categories. If A is Noetherian and positively Cartier, then Theorem 2.24
asserts that QCoh(X+) is a Serre quotient. The corresponding criteria can be easily verified, and we
have
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Proposition 2.26 ([19], Proposition 3.20). The functor φ∗ : D(Gr(A)) → D(Q+Gr(A)) has a fully
faithful right adjoint Rφ∗ : D(Q+Gr(A))→ D(Gr(A)), which induces a semi-orthogonal decomposition
D(Gr(A)) = 〈Rφ∗(D(Q+Gr(A))) , DTor+(Gr(A)) 〉
Comparing with (2.19), we see that the following is a pair of inverse exact equivalences:
(2.27) φ∗ : D♠
I+-triv(Gr(A)) D♠(Q+Gr(A)) : Rφ∗
The exact equivalence (2.27) restricts to certain bounded coherent subcategories. One has to be careful
that the relevant subcategory of DI+-triv(Gr(A)) is not given by DI+-triv(Gr(A))∩Dbcoh(Gr(A)). Instead,
one considers the following
Definition 2.28. Denote by gr(A) ⊂ Gr(A) the full subcategory of finitely generated graded modules.
Let q+gr(A) ⊂ Q+Gr(A) be the essentially image of gr(A) under φ∗ : Gr(A) → Q+Gr(A). For each
♠ ∈ { ,+,−, b},
(1) let D♠coh(Q+Gr(A)) ⊂ D♠(Q+Gr(A)) be the full subcategory consisting of complexes whose co-
homology lies in q+gr(A); and
(2) let D♠coh(I+-triv)(Gr(A)) ⊂ D♠I+-triv(Gr(A)) be the essential image of D♠coh(Gr(A)) under the func-
tor CˇI+ : D♠(Gr(A))→ D♠I+-triv(GrA).
Proposition 2.29 ([19], Corollary 3.26). For ♠ ∈ {−, b}, the equivalence (2.27) restricts to give an exact
equivalence
φ∗ : D♠coh(I+-triv)(Gr(A)) D♠coh(Q+Gr(A)) : Rφ∗
Thus, if A is positively Cartier, then the subcategory Dbcoh(I+-triv)(Gr(A)) is equivalent to the usual
bounded derived category of coherent sheaves on X+ = Proj+(A). In general, it is equivalent to that of
the stacky projective space Proj+(A) by Remark 2.25.
3. Weight truncation
In this section, we use freely the language of modules over small pre-additive categories. The reader
is referred to Appendix A for details.
Given any Z-graded ring A, let F = FA be the pre-additive category with object set Ob(F) = Z, and
Hom spaces F(i, j) := Ai−j . Compositions in F are defined by multiplication in A in the obvious way.
A right F -module is nothing but a graded (right) A-module. More precisely, there is an equivalence of
abelian categories
(3.1) (−)♯ : Gr(A) ≃−→ Mod(F) , (M ♯)i :=Mi
whose inverse will be denoted as (−)♭ : Mod(F) ≃−→ Gr(A).
Since A is assumed to be commutative, any graded moduleM ∈ Gr(A) in fact induces an F -bimodule.
In other words, there is an additive functor
(3.2) Gr(A) → Mod(Fe) , M 7→ M˜ , where jM˜i :=Mi−j
which recovers the functor (3.1) by restricting to 0M˜∗.
The graded tensor products and graded Hom spaces between graded modules can be expressed nat-
urally in terms of F -bimodules. Namely, for any M,N ∈ Gr(A), there are natural isomorphisms of
F -bimodules
(3.3) M˜ ⊗F N˜ ∼= M˜ ⊗A N and HomF(M˜, N˜) ∼= ˜HomA(M,N)
In particular, if we only remember the right F -module structure of M˜ , then we have
(3.4) M ♯ ⊗F N˜ ∼= (M ⊗A N)♯
Since A is assumed to be commutative, the pre-additive category F = FA admits an involution, i.e., it
comes equipped with an isomorphism F ∼= Fop of pre-additive categories, defined by i 7→ −i on objects,
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and F(i, j) = Ai−j = Fop(−i,−j) on Hom sets. In fact, the commutativity of A is equivalent to the fact
that this assignment F → Fop is a functor. This involution induces an isomorphism of categories
(−)τ : Mod(F) ∼=−→ Mod(Fop) , i(M τ ) :=M−i
whose (strict) inverse will also be denoted as (−)τ .
For any integer a ∈ Z, let F≥a be the full subcategory of F on the subset Ob(F≥a) = Z≥a ⊂ Z =
Ob(F). Define F≤a ⊂ F in the similar way. We will also write F≤∞ = F = F≥−∞. For any−∞ ≤ a′ ≤ a,
denote by (−)≥a : Mod(F≥a′)→ Mod(F≥a) the restriction functor.
Notice that the involution on F restricts to an isomorphism (F≥a)op ∼= F≤−a. As a result, there is
again an isomorphism of categories
(3.5) (−)τ : Mod(F≥a)
∼=−→ Mod((F≤−a)op) , i(M τ ) :=M−i
whose inverse will also be denoted as (−)τ . Similarly, the functor (M τ )i := −iM gives an isomorphism
of categories (−)τ : Mod((F≥a)op)
∼=−→ Mod(F≤−a) whose inverse will also be denoted as (−)τ .
From now on, we fix an integer w ∈ Z. Notice that the inclusion functor F≥w →֒ F induces a three-way
adjunction
(3.6) Mod(F≥w) Mod(F)
−⊗F≥wF
HomF≥w (F ,−)
(−)≥w
In fact, under the equivalence Mod(F) ≃ Gr(A), the right-pointing functor −⊗F≥w F on the top may
be characterized as the unqiue cocontinuous functor satisfying
(3.7)
For each i ≥ w, the functor (−⊗F≥w F)♭ : Mod(F≥w)→ Gr(A) sends the free module iF≥w
to the free graded module A(−i)
Since the inclusion functor F≥w → F is fully faithful, we have
(M ⊗F≥w F)≥w ∼= M ⊗F≥w F≥w ∼= M
HomF≥w(F ,M)≥w ∼= HomF≥w(F≥w,M) ∼= M
(3.8)
One can also relate F≥w-modules to graded A≥0-modules. Indeed, for any M ∈ Mod(F≥w), the
assignment Mi :=Mi defines a graded A≥0-module, which will be denoted as M|A≥0 . This can be used
to characterize finite generated F≥w-modules:
Lemma 3.9. Suppose that A is Noetherian, then for any M ∈Mod(F≥w), the followings are equivalent:
(1) M is a finitely generated F≥w-module in the sense of Definition A.5;
(2) there exists a finitely generated graded A-module M such that M∼=M ♯≥w := (M ♯)≥w;
(3) M|A≥0 is a finitely generaeted graded A≥0-module.
Proof. For (1) ⇒ (2), simply notice that if there is an epimorphism ⊕mj=1 ijF≥w ։ M, then applying
− ⊗F≥w F , we have by (3.7) an epimorphism ⊕mj=1 A(−ij) ։ (M⊗F≥w F)♭, which shows that M :=
(M⊗F≥w F)♭ is a finitely generated graded A-module. Moreover, it satisfies M∼=M ♯[≥w] by (3.8).
For (2) ⇒ (3), we use the Noetherian condition. By Proposition 2.2, A0 is Noetherian, and each Ai
is finitely generated as a module over A0. Moreover, there exists integers d > 0 and N0 > 0 such that
whenever N ≥ N0, we have AN = Ad ·AN−d (see, for example, [19, Lemma 3.2]). Now if M is generated
by ξ1, . . . , ξr over A, then for any j ≥ N0 + maxi{deg(ξi)}, we have Mj = Ad ·Mj−d. Since each Mi is
clearly finitely generated over A0, the same is true for ⊕w≤j≤N0+maxi{deg(ξi)}Mi, which then generates
M#[≥w]|A≥0 as an A≥0-module.
The implication (3)⇒ (1) follows directly from the definitions. 
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Corollary 3.10. If the Z-graded ring A is Noetherian, then the small pre-additive category F≥w is
Noetherian.
Proof. By the characterization of finitely generated right F≥w-modules in Lemma 3.9(3), we see that F≥w
is right Noetherian. The same argument also shows that F≤−w is right Noetherian. By the isomorphism
of categories (−)τ : Mod((F≥w)op)
∼=−→ Mod(F≤−w), we see that F≥w is left Noetherian as well. 
Now we take the derived functors of the functors appearing in (3.6). Under the identification D(F) ≃
D(Gr(A)), we denote these derived functors as
L[≥w] : D(F≥w) → D(Gr(A)) , L[≥w](M) := (M⊗LF≥w F)♭
R{≥w} : D(F≥w) → D(Gr(A)) , R{≥w}(M) := (RHomF≥w(F ,M))♭
Definition 3.11. Let D<w(Gr(A)) ⊂ D(Gr(A)) be the full subcategory consisting of M ∈ D(Gr(A))
such that Mi ≃ 0 for all i ≥ w.
Then we have a recollement
(3.12) D<w(Gr(A)) D(Gr(A)) D(F≥w)ι
(−)♯
≥w
L<w
R<w
L[≥w]
R{≥w}
where we have written M ♯≥w := (M
♯)≥w.
Indeed, if we denote by L[≥w] and R{≥w} the endofunctors on D(Gr(A)) given by the compositions
L[≥w](M) := L[≥w](M#≥w) and R{≥w}(M) := R{≥w}(M#≥w)
then the functors L<w and R<w are defined by the exact triangles
. . . → L[≥w](M) →M → L<w(M) → L[≥w](M)[1] → . . .
. . . → R<w(M) →M → R{≥w}(M) → R<w(M)[1] → . . .
(3.13)
We are mostly interested in the functors L[≥w], L[≥w] and L<w instead of their counterpart R{≥w},
R{≥w} and R<w. In particular, we emphasize the following
Definition 3.14. Let D[≥w](Gr(A)) ⊂ D(Gr(A)) be the essential image of the fully faithful functor
L[≥w] : D(F≥w)→ D(Gr(A)).
Alternatively, the subcategory D[≥w](Gr(A)) ⊂ D(Gr(A)) may be characterized as follows:
Lemma 3.15. D[≥w](Gr(A)) is the smallest strictly full triangulated subcategory containing the objects
A(−i) for i ≥ w and is closed under small coproducts. Therefore, we have
D[≥w](Gr(A)) ∩ D(Gr(A))c = D[≥w](Gr(A))c = EssIm(L[≥w] : Dperf(F≥w)→ D(Gr(A)) )
where the subscript (−)c denotes the full subcategory of compact objects.
Proof. The first statement follows from (3.7) and the fact that L[≥w] preserves small coproducts. For
the second statement, the first equality is standard (see, e.g., [12, Lemma 2.2] or [14, Theorem 5.3]). The
second equality follows from the standard fact (see, e.g., (A.13)) that Dperf(F≥w) = D(F≥w)c. 
It follows immediately from the recollement (3.12) that there is a semi-orthogonal decomposition
(3.16) D(Gr(A)) = 〈D<w(Gr(A)) , D[≥w](Gr(A)) 〉
Remark 3.17. The notation D[≥w] is meant to convey the idea that these are objects “generated in weight
≥ w”; while the notation D<w means that these are objects “concentrated in weight < w”.
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4. Local cohomology and weight truncation
Now we study local cohomology under weight truncation. For any finitely generated graded ideal I ⊂ A,
the objects RΓI(A) and CˇI(A) in D(Gr(A)) give rise to the objects ≥wR˜ΓI(A)≥w and ≥w˜ˇCI(A)≥w in the
derived category D((F≥w)e) of F≥w-bimodules. Tensoring over these give rise to functors
RΓI,≥w : D(F≥w)→ D(F≥w), M 7→M⊗LF≥w R˜ΓI(A)≥w ∼= ((L[≥w]M)⊗LA RΓI(A))♯≥w
CˇI,≥w : D(F≥w)→ D(F≥w), M 7→M⊗LF≥w ˜ˇCI(A)≥w ∼= ((L[≥w]M)⊗LA CˇI(A))♯≥w
(4.1)
where the last isomorphisms on each line is obtained by applying (A.8) and (3.4).
We are mostly interested in the case I = I+, where these functors behave very similarly to the
corresponding ones on D(Gr(A)) (see Proposition 4.4 and Theorem 4.6 below). In fact, these properties
are formal consequences of the following easy
Lemma 4.2. We have D<w(Gr(A)) ⊂ DTor+(Gr(A)).
which can be used to prove the following two results:
Lemma 4.3. If M ∈ DTor+(Gr(A)) then L[≥w](M) ∈ DTor+(Gr(A)).
If RΓI+(M) ∈ D<w(Gr(A)) then L[≥w](M)⊗LA RΓI+(A) ∈ D<w(Gr(A)).
Proof. For any M ∈ D(Gr(A)), we have L<w(M) ∈ DTor+(Gr(A)) by Lemma 4.2, so that the first state-
ment follows directly from the exact triangle in the first row of (3.13). For the second statement, apply
RΓI+(−) to the same exact triangle, and notice that L<w(M) ⊗LA RΓI+(A) ≃ L<w(M) ∈ D<w(Gr(A))
because L<w(M) ∈ DTor+(Gr(A)). 
Proposition 4.4. The following two functors commute up to isomorphism of functors:
D(Gr(A)) D(Gr(A)) D(Gr(A)) D(Gr(A))
D(F≥w) D(F≥w) D(F≥w) D(F≥w)
RΓ
I+
(−)♯
≥w
(−)♯
≥w
Cˇ
I+
(−)♯
≥w
(−)♯
≥w
RΓ
I+,≥w CˇI+,≥w
Proof. Given any M ∈ D(Gr(A)), take the exact triangle in the first row of (3.13). By Lemma 4.2, we
have L<w(M) ∈ DTor+(Gr(A)). Applying CˇI+ to this exact triangle, we have CˇI+(L[≥w]M) ∼= CˇI+(M) in
D(Gr(A)). Applying (−)♯≥w to this isomorphism gives the commutativity of the second square. Similarly,
applying RΓI+ to the same exact triangle, we have an exact triangle
. . . → RΓI+(L[≥w](M)) → RΓI+(M) → L<w(M) → RΓI+(L[≥w](M))[1] → . . .
Applying (−)#≥w therefore gives an isomorphism (RΓI+(L[≥w](M)))♯≥w ∼= (RΓI+(M))♯≥w, proving the
commutativity of the first square. 
Definition 4.5. Let DI+-triv(F≥w) and DTor+(F≥w) be the full subcategories of D(F≥w) defined by
DI+-triv(F≥w) := {M ∈ D(F≥w) |RΓI+,≥w(M) ≃ 0 }
DTor+(F≥w) := {M ∈ D(F≥w) | CˇI+,≥w(M) ≃ 0 }
Then we have the following
Theorem 4.6. For I = I+, the functors (4.1) form a semi-orthogonal pair of idempotents, in the sense
that the followings hold:
(1) for any M ∈ D(F≥w), we have RΓI+,≥w(M) ∈ DTor+(F≥w) and CˇI+,≥w(M) ∈ DI+-triv(F≥w);
(2) if M ∈ DTor+(F≥w) then RΓI+,≥w(M) ∼=M;
(3) if M ∈ DI+-triv(F≥w) then CˇI+,≥w(M) ∼=M;
(4) there is a semi-orthogonal decomposition D(F≥w) = 〈DI+-triv(F≥w) , DTor+(F≥w) 〉.
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Proof. Statement (1) follows immediately from Proposition 4.4. For statements (2) and (3), notice that
every M ∈ D(F≥w) can be written as M ∼= M ♯≥w for some M ∈ D(Gr(A)). For example one can take
M = L[≥w](M). For this M , take the exact triangle (2.15) for I = I+, and apply (−)♯≥w to the triangle.
In view of Proposition 4.4, we have an exact triangle
. . . → RΓI+,≥w(M) ǫM−−→ M ηM−−→ CˇI+,≥w(M) δM−−→ RΓI+,≥w(M)[1] → . . .
which immediately shows (2) and (3). In fact, because of (1), this exact triangle also establishes the
decomposition for (4), so that it suffices to show the semi-orthogonality DTor+(F≥w) ⊥ DI+-triv(F≥w).
Thus, let M ∈ DTor+(F≥w) and N ∈ DI+-triv(F≥w), then by (2) and (3), we may write M∼= M ♯≥w and
N ∼= N ♯≥w for some M ∈ DTor+(Gr(A)) and N ∈ DI+-triv(Gr(A)). By the adjunction (3.12), we have
HomD(F≥w)(M,N ) ∼= HomD(Gr(A))(L[≥w](M), N)
which is zero because of the first statement of Lemma 4.3. 
Combined with (3.16), this gives the first statement of the following
Theorem 4.7. There is a semi-orthogonal decomposition
D(Gr(A)) = 〈D<w(Gr(A)) , L[≥w](DI+-triv(F≥w)) , L[≥w](DTor+(F≥w)) 〉
where the functor L[≥w] : D(F≥w)→ D(Gr(A)) is fully faithful. Moreover, the latter two semi-orthogonal
components can be identified as
L[≥w](DI+-triv(F≥w)) = {M ∈ D[≥w](Gr(A)) |RΓI+ (M) ∈ D<w(Gr(A)) }
L[≥w](DTor+(F≥w)) = DTor+,[≥w](Gr(A)) := D[≥w](Gr(A)) ∩ DTor+(Gr(A))
(4.8)
Proof. Only the identifications (4.8) of the semi-orthogonal components needs proof. It is clear that all
the subcategories in (4.8) lie in D[≥w](Gr(A)). Moreover, given M ∈ D[≥w](Gr(A)), then by Proposition
4.4, we have M ♯≥w ∈ DI+-triv(F≥w) if and only if (RΓI+(M))♯≥w = 0. The latter condition is precisely
RΓI+(M) ∈ D<w(Gr(A)), hence proving the first row of (4.8). For the second row, we similarly observe
that, given any M ∈ D[≥w](Gr(A)), then by Proposition 4.4, we have M ♯≥w ∈ DTor+(F≥w) if and only if
CˇI+(M) ∈ D<w(Gr(A)). But CˇI+(M) is always in DI+-triv(Gr(A)), so that the latter is true if and only
if CˇI+(M) = 0. 
Unravelling the definitions, we see that this semi-orthogonal decomposition decomposes every M ∈
D(Gr(A)) into the diagram
(4.9)
L[≥w]RΓI+(M) L[≥w]M M
L[≥w]CˇI+(M) L<w(M)
L[≥w](ǫM ) counit
L[≥w](ηM ) unit
[1] [1]
with the decomposition terms
(1) L<w(M) ∈ D<w(Gr(A)),
(2) L[≥w]CˇI+(M) ∈ L[≥w](DI+-triv(F≥w)), and
(3) L[≥w]RΓI+(M) ∈ L[≥w](DTor+(F≥w)) = DTor+,[≥w](Gr(A))
We also have the following two characterizations of semi-orthogonal components
Lemma 4.10. There is a semi-orthogonal decomposition
DTor+(Gr(A)) = 〈D<w(Gr(A)) , DTor+,[≥w](Gr(A))) 〉
Proof. For any M ∈ DTor+(Gr(A)), take the exact sequence in the first row of (3.13). Since L<wM ∈
D<w(Gr(A)) ⊂ DTor+(Gr(A)), we have L[≥w](M) ∈ DTor+(Gr(A)) as well. This proves the claimed
decomposition. Orthogonality was already shown in Theorem 4.7. 
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Lemma 4.11. The composite of the first two components in Theorem 4.7 can be identified as
〈D<w(Gr(A)) , L[≥w](DI+-triv(F≥w)) 〉 = {M ∈ D(Gr(A)) |RΓI+(M) ∈ D<w(Gr(A)) }
Proof. An object M ∈ D(Gr(A)) lies in 〈D<w(Gr(A)) , L[≥w](DI+-triv(F≥w)) 〉 if and only if the compo-
nent L[≥w]RΓI+(M) in (4.9) vanishes. This is true if and only if RΓI+(M) ∈ D<w(Gr(A)). 
Our next goal is to show that the triangulated categoryDI+-triv(F≥w) is in fact equivalent toDI+-triv(Gr(A))
(see Theorem 4.14 below). First, notice that, by the second statement of Lemma 4.3, the functor
(−)♯≥w : D(Gr(A)) → D(F≥w) sends the subcategory DI+-triv(Gr(A)) ⊂ D(Gr(A)) to the subcategory
DI+-triv(F≥w) ⊂ D(F≥w), so that we have an exact functor
(4.12) (−)♯≥w : DI+-triv(Gr(A)) → DI+-triv(F≥w)
In the other direction, there is the exact functor
(4.13) CˇI+ ◦L[≥w] : DI+-triv(F≥w) → DI+-triv(Gr(A))
Theorem 4.14. The functors (4.12) and (4.13) are inverse equivalences.
Proof. First, notice that the functors (4.12) and (4.13) are restrictions of the composite adjunctions
D(F≥w) D(Gr(A)) DI+-triv(Gr(A))
L[≥w] CˇI+
(−)♯
≥w
ι
and are therefore adjoints to each other.
The fact that the adjunction unit id ⇒ (−)♯≥w ◦ CˇI+ ◦L[≥w] is an isomorphism on DI+-triv(F≥w) is
precisely statement (3) of Theorem 4.6. This shows that, for any M ∈ D(Gr(A)), the adjunction counit
CˇI+(L[≥w](M ♯≥w))→M becomes an isomorphism after applying (−)♯≥w. In other words, its cone lies in
D<w(Gr(A)) ⊂ DTor+(Gr(A)). If M ∈ DI+-triv(Gr(A)), then this cone also lies in DI+-triv(Gr(A)), which
means it must be zero. 
The semi-orthogonal decomposition in Theorem 4.7 can be rewritten in the form
(4.15) D(Gr(A)) = 〈D<w(Gr(A)) , L[≥w](DI+-triv(Gr(A))) , DTor+,[≥w](Gr(A)) 〉
where L[≥w](DI+-triv(Gr(A))) is the essential image of the functor L[≥w] : DI+-triv(Gr(A)) → D(Gr(A)),
which is fully faithful by Theorem 4.14.
Remark 4.16. Our discussion so far about local cohomology on weight truncation have a completely
parallel version for local homology (i.e., derived completion)2. Indeed, one can show that, in place of
Lemma 4.2, we have D<w(Gr(A)) ⊂ DI−-comp(Gr(A)) (see [19, Proposition 2.42]). This allows one to
develop formal analogues of Proposition 4.4, Theorem 4.6, Theorem 4.7 and Theorem 4.14, where the
functors (RΓI+ , CˇI+ ,L[≥w],L[≥w]) are replaced by (LΛI− , EI− ,R{≥w},R{≥w}). However, this seems to
be less useful for us because the results in the next section seems to have no analogue for this dual version.
For later use, we also show that the equivalence in Theorem 4.14 have finite cohomological dimension.
This is clear for the functor (4.12) since it descends from an exact functor on the abelian categories. For
the functor (4.13), we have the following
Lemma 4.17. The functor CˇI+ ◦L[≥w] : D(F≥w)→ DI+-triv(Gr(A)) has finite cohomological dimension.
Proof. Since the exact functor (−)♯≥w : Gr(A) → Mod(F≥w) is essentially surjective, the statement in
the Lemma is equivalent to the statement that the functor CˇI+ ◦ L[≥w] : D(Gr(A)) → DI+-triv(Gr(A))
has finite cohomological dimension. To show this, simply apply CˇI+ to the exact triangle in the first row
of (3.13). By Lemma 4.2, we therefore have CˇI+(L[≥w](M)) ∼= CˇI+(M), which has cohomology in degrees
[p, q + r] if M has cohomology in degrees [p, q] (here r is the number of generators of I+). 
2For details about local homology, see [19], whose notation is adopted here.
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5. Coherent subcategories
The goal of this section is two-fold. We first show that the semi-orthogonal decomposition in Theorem
4.7 restricts to a semi-orthogonal decomposition on the subcategory D−coh(Gr(A)) (see Theorem 5.10
below). Then we show that the equivalence in Theorem 4.14 restricts to an equivalence between suitable
bounded coherent subcategories (see Theorem 5.11).
From now on, assume that the Z-graded ring A is Noetherian. Then by Corollary 3.10, F≥w is also
Noetherian, a fact that we will use without any more explicit mention. We start with the following
Proposition 5.1. If M ∈ Dbcoh(Gr(A)), then we have CˇI+(M)♯≥w ∈ Dbcoh(F≥w).
Proof. It suffices to assume thatM is a finitely generated graded A-module concentrated in cohomological
degree 0. Recall from (2.20) that Hp(CˇI+(M))i ∼= Hp(X+, M˜(i)). Thus, by Lemma 3.9, it suffices to
show that
⊕
i≥wH
p(X+, M˜(i)) is finitely generated over A≥0.
Recall (see, e.g., [15, Tag 0B5T]) that if F is a coherent sheaf on X+ and L is an ample invertible
sheaf on X+, then
⊕
i≥wH
p(X+,F ⊗ L⊗i) is finitely generated over B≥0 :=
⊕
i≥0H
0(X+,L⊗i). In
the present case, suppose that A is positively 1
d
-Cartier, then our statement follows by applying this to
F = M˜, M˜(1), . . . , ˜M(d− 1) and L = A˜(d), because the N-graded algebra B≥0 :=
⊕
i≥0H
0(X+, A˜(di)
is itself finite over A(d). 
Remark 5.2. Proposition 5.1 (and its proof) is one of the major advantages of imposing the weight
truncation. Namely, while CˇI+(M) has bounded cohomology, its cohomology groups Hp(CˇI+(M)) =⊕
i∈ZH
p(X+, M˜(i)) are not finitely generated over A. This is because, while the sheaf
⊕
i≥w M˜(i) is
finitely generated over the sheaf π∗(A≥0) of algebras, the sheaf
⊕
i∈Z M˜(i) is not finitely generated over
the sheaf π∗(A) of algebras (cf. [15, Tag 0897]).
Corollary 5.3. For each ♠ ∈ { ,+,−, b}, if M ∈ D♠coh(Gr(A)), then we have CˇI+(M)#≥w ∈ D♠coh(F≥w).
Proof. Since CˇI+ has bounded cohomological dimension, say CˇI+(D≤p(Gr(A))) ⊂ D≤p+m(Gr(A)) and
CˇI+(D≥q(Gr(A))) ⊂ D≥q(Gr(A)), we have Hp(CˇI+(M)♯≥w) ∼= Hp(CˇI+(τ≥p−mτ≤pM)♯≥w). Apply Proposi-
tion 5.1 to τ≥p−mτ≤pM ∈ Dbcoh(Gr(A)) to conclude that Hp(CˇI+(M)♯≥w) ∈ Mod(F≥w) is finitely gener-
ated. 
Definition 5.4. For each ♠ ∈ { ,+,−, b}, define the following subcategories of D(F≥w):
D♠coh, I+-triv(F≥w) := D♠coh(F≥w) ∩ DI+-triv(F≥w)
D♠
coh,Tor+
(F≥w) := D♠coh(F≥w) ∩ DTor+(F≥w)
Then Corollary 5.3 gives the following
Corollary 5.5. For each ♠ ∈ { ,+,−, b}, the semi-orthogonal decomposition in Theorem 4.6(4) restricts
to a semi-orthogonal decomposition
(5.6) D♠coh(F≥w) = 〈D♠coh, I+-triv(F≥w) , D♠coh,Tor+(F≥w) 〉
We wish to combine this with the semi-orthogonal decomposition (3.16) to obtain a three-term semi-
orthogonal decomposition on the full subcategory D−coh(Gr(A)). To this end, we have to show that the
weight truncation functor L[≥w], and hence L<w, preserve the full subcategory D−coh(Gr(A)) ⊂ D(Gr(A)).
This follows from the following two lemmae:
Lemma 5.7. If M ∈ D−coh(F≥w), then L[≥w](M) ∈ D−coh(Gr(A)).
Proof. Recall from Proposition A.11 that Dbcoh(F≥w) = Dpc(F≥w), so that M may be represented by
a bounded above complex P• of free modules of finite rank. By (3.7), the complex (P• ⊗F≥w F)♭ is
therefore in Dpc(Gr(A)) = D−coh(Gr(A)). 
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Lemma 5.8. For each ♠ ∈ { ,+,−, b}, if M ∈ D♠coh(Gr(A)), then M ♯≥w ∈ D♠coh(F≥w).
Proof. By Lemma 3.9, the exact functor (−)♯≥w : Gr(A) → Mod(F≥w) sends finitely generated graded
modules to finitely generated modules. 
As a result, if we let
D−coh,[≥w](Gr(A)) := D−coh(Gr(A)) ∩ D[≥w](Gr(A))
D−coh,<w(Gr(A)) := D−coh(Gr(A)) ∩ D<w(Gr(A))
then we have the following
Proposition 5.9. The full subcategory D−coh,[≥w](Gr(A)) ⊂ D(Gr(A)) is the essential image of D−coh(F≥w)
under the fully faithful functor L[≥w] : D(F≥w)→ D(Gr(A)). Moreover, the semi-orthogonal decomposi-
tion (3.16) restricts to a semi-orthogonal decomposition
D−coh(Gr(A)) = 〈D−coh,<w(Gr(A)) , D−coh,[≥w](Gr(A)) 〉
Combining Corollary 5.5 and Proposition 5.9, we see that all the decomposition terms in (4.9) lie in
D−coh(Gr(A)). As a result, we have the following
Theorem 5.10. The semi-orthogonal decomposition in Theorem 4.7 restricts to a semi-orthogonal de-
composition
D−coh(Gr(A)) = 〈D−coh,<w(Gr(A)) , L[≥w](D−coh, I+-triv(F≥w)) , L[≥w](D−coh,Tor+(F≥w)) 〉
where the latter two semi-orthogonal components can be identified as
L[≥w](D−coh, I+-triv(F≥w)) = {M ∈ D−coh,[≥w](Gr(A)) |RΓI+ (M) ∈ D<w(Gr(A)) }
L[≥w](D−coh,Tor+(F≥w)) = D−coh,Tor+,[≥w](Gr(A)) := D−coh,[≥w](Gr(A)) ∩ DTor+(Gr(A))
Next we show that the equivalence in Theorem 4.14 restricts to an equivalence on coherent subcat-
egories (see Theorem 5.11 below). Recall from Definition 2.28 that, for each ♠ ∈ { ,+,−, b}, the full
subcategory D♠coh(I+-triv)(Gr(A)) ⊂ D♠I+-triv(Gr(A)) is defined to be the essential image of D♠coh(Gr(A))
under the functor CˇI+ : D♠(Gr(A))→ D♠I+-triv(Gr(A)). In view of Proposition 2.29, this is the “correct”
coherent subcategory to consider.
Theorem 5.11. For each ♠ ∈ { ,+,−, b}, the equivalences in Theorem 4.14 restricts to equivalences
CˇI+ ◦L[≥w] : D♠coh, I+-triv(F≥w) D♠coh(I+-triv)(Gr(A)) : (−)#≥w≃
Proof. The fact that the functor (4.12) sends D♠coh(I+-triv)(Gr(A)) to D♠coh, I+-triv(F≥w) is precisely the
content of Corollary 5.3. For the other direction, notice that Lemma 5.7 establishes the statement for
♠ = −. The general case then follows from Lemma 4.17 by using a standard truncation argument as in
the proof of Corollary 5.3. 
6. Boundedness
In this section, we first give an alternative characterization of the full subcategory D−coh,[≥w](Gr(A))
(see, e.g., Proposition 6.10 below). This allows us to show that our three-term semi-orthogonal decompo-
sition in Theorem 5.10 coincides with that of [7] when the regularity assumptions in [7] are satisfied (see
Remark 6.20). We also follow the arguments of [7] to give a sufficient condition for the semi-orthogonal
decomposition in Theorem 5.10 to restrict to one on Dbcoh(Gr(A)) (see Theorem 6.14 below). By using
Lemma 2.22, we are able to circumvent [7, Proposition 3.31] in the proof of an analogue of [7, Lemma
3.36]. This in turn allows us to weaken the “Assumption (A)” in [7].
For any Noetherian Z-graded ring A, let Gr<w(A) ⊂ Gr(A) be the Serre subcategory consisting of
graded modules M ∈ Gr(A) such that Mi = 0 for all i ≥ w. Let gr(A) ⊂ Gr(A) be the full subcategory
of finitely generated graded modules, and let gr<w(A) := gr(A) ∩Gr<w(A).
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Throughout this section, we fix a graded ideal I ′+ ⊂ A such that
(6.1) I+ ⊂ I ′+ ⊂
√
I+
Since the notion of I∞-torsion modules, I-trivial complexes, etc, depend only on
√
I, all our previous
discussions remain valid if we replace I+ by I ′+ everywhere.
We start with the following simple
Lemma 6.2. The Serre subcategory gr<w(A) ⊂ gr(A) is the smallest Serre subcategory containing the
essential image of gr<w(A/I
′+) under the (fully faithful) functor gr(A/I ′+)→ gr(A).
Proof. Any module in Gr<w(A) is clearly (I
+)∞-torsion. Thus if M ∈ gr<w then let M [(I ′+)m] := {x ∈
M | (I ′+)m · x = 0}, we have an increasing filtration 0 ⊂ M [I ′+] ⊂ M [(I ′+)2] ⊂ . . . whose union is M .
Since M is Noetherian, this must stabilize after finitely many terms. Since all the successive quotients in
this filtration lies in gr<w(A/I
′+), we have the desired result. 
Corollary 6.3. The triangulated subcategory Dbcoh,<w(Gr(A)) ⊂ Dbcoh(Gr(A)) is the smallest triangulated
subcategory of Dbcoh(Gr(A)) that contains the essential image of Dbcoh,<w(Gr(A/I ′+)) under the functor
Dbcoh(Gr(A/I ′+))→ Dbcoh(Gr(A)).
A completely parallel proof also shows the following
Lemma 6.4. The Serre subcategory gr(A)∩Tor+(A) ⊂ gr(A) is the smallest Serre subcategory containing
the essential image of gr(A/I ′+) → gr(A). Therefore, the triangulated subcategory Db
coh,Tor+
(Gr(A)) ⊂
Dbcoh(Gr(A)) is the smallest triangulated subcategory that contains the essential image of the functor
Dbcoh(Gr(A/I ′+))→ Dbcoh(Gr(A)).
Proposition 6.5. For any M ∈ D−coh(Gr(A)), we have M ∈ D−coh,[≥w](Gr(A)) if and only if M ⊗LA
(A/I ′+) ∈ D−coh,[≥w](Gr(A/I ′+)).
Proof. The implication “⇒” is clear. For the converse, suppose thatM⊗LA(A/I ′+) ∈ D−[≥w],coh(Gr(A/I ′+)).
Since the functor −⊗LA(A/I ′+) is left adjoint to the restriction of scalar functor (−)A, we haveRHomA(M,QA) ≃
0 for each Q ∈ D−coh,<w(Gr(A/I ′+)). In view of Corollary 6.3, we have in particular RHomA(M,K) ≃ 0
for each K ∈ Dbcoh,<w(Gr(A)). If M is not in D−[≥w],coh(Gr(A)), then by Proposition 5.9, there exists a
nonzero map to some N ∈ D−coh,<w(Gr(A)), which must remain nonzero after passing to the truncation
N → τ≥m(N) for some m ∈ Z. Since τ≥m(N) ∈ Dbcoh,<w(Gr(A)), this gives a contradiction. 
Now suppose that B is a Noetherian (−N)-graded ring. i.e., B is a Z-graded ring such that Bi = 0
for all i > 0. Then we have I−(B) = B<0, and hence B/I
−(B) = B0. In this case, weight truncation
can often be performed inductively:
Lemma 6.6. Suppose that M ∈ D<w(Gr(B)), then we have L[≥w−1](M) ∼=Mw−1(−w + 1)⊗LB0 B.
Proof. Take the adjunction counit Mw−1(−w + 1)⊗LB0 B →M , which is clearly a quasi-isomorphism in
weight a − 1, so that its cone lies in D<w−1(Gr(B)), and hence is equal to L<w−1(M), since we have
Mw−1(−w + 1)⊗LB0 B ∈ D[≥w−1](Gr(B)). 
The functor −⊗LB B0 preserves both the subcategories D[≥w] and D<w:
Lemma 6.7. If M ∈ D[≥w](Gr(B)) then M ⊗LB B0 ∈ D[≥w](Gr(B0)).
If M ∈ D<w(Gr(B)) then M ⊗LB B0 ∈ D<w(Gr(B0)).
Proof. The first statement is obvious. For the second statement, we apply Lemma 6.6. It is clear that
(Mw−1(−w + 1)⊗LB0 B)⊗LB B0 is concentrated in weight w − 1. Thus, a repeated application of Lemma
6.6 gives a sequence of maps
M = L<w(M) → L<w−1(M) → L<w−2(M) → . . .
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such that cone[L<i+1(M)→ L<i(M) ]⊗LBB0 is concentrated in weight i. Thus, for any i < w, the weight
truncation L[≥i](M) = cone(M → L<i(M))[−1] satisfies
L[≥i](M)⊗LB B0 is concentrated in weight [i, w − 1].
Since the sequence of maps
L[≥w−1](M)→ L[≥w−2](M)→ . . .→M
exhibits M as a homotopy colimit in D(Gr(B)), and since homotopy colimit commutes with the functor
−⊗LB B0, we have M ⊗LB B0 ∈ D<w(Gr(B0)). 
We also have the following
Lemma 6.8. If M ∈ D−coh(Gr(B)) is a nonzero object, then M ⊗LB B0 ∈ D−coh(Gr(B0)) is also nonzero.
Proof. Take the highest nonvanishing cohomology degree Hp(M) 6= 0. Then by the Nakayama lemma
for N-graded rings, we have 0 6= Hp(M)⊗B B0 = Hp(M ⊗LB B0). 
Combining these two lemmae, we have
Proposition 6.9. For any N ∈ D−coh(Gr(B)), we have N ∈ D−coh,[≥w](Gr(B)) if and only if N ⊗LB B0 ∈
D−coh,[≥w](Gr(B0)).
Proof. The direction “⇒” is obvious. For the direction “⇐”, suppose that N /∈ D−coh,[≥w](Gr(B)) so that
L<w(N) 6= 0. Then by Lemma 6.7, the exact triangle
. . . → L[≥w](N)⊗LB B0 → N ⊗LB B0 → L[<w](N)⊗LB B0
[1]−→ . . .
is precisely the weight truncation sequence forN⊗LBB0 inD(Gr(B0)). By Lemma 6.8, we haveL<w(N)⊗LB
B0 6= 0, which therefore shows that N ⊗LB B0 /∈ D−coh,[≥w](Gr(B0)). 
Proposition 6.10. For any M ∈ D−coh(Gr(A)), the followings are equivalent:
(1) M ∈ D−coh,[≥w](Gr(A))
(2) M ⊗LA (A/(I− + I+)) ∈ D−coh,[≥w](Gr(A/(I− + I+)).
(3) M ⊗LA (A/
√
I− + I+) ∈ D−coh,[≥w](Gr(A/
√
I− + I+).
Proof. Take B = A/I ′+ for I ′+ = I+ or I ′+ =
√
I+. In the former case, we have B0 = B/I
−(B) =
A/(I− + I+). In the latter case, B0 is a subring of the reduced ring B, and hence is reduced. In other
words, I− +
√
I+ ⊂ A is equal to its radical, and must therefore be equal to √I− + I+. Thus, we have
B0 = A/
√
I− + I+, and it suffices to show that
M ∈ D−coh,[≥w](Gr(A)) ⇔ M ⊗LA B0 ∈ D−coh,[≥w](Gr(B0))
for B = A/I ′+, where I ′+ is any graded ideal satisfying (6.1). Take N := M ⊗LA B ∈ D−coh(Gr(B)). The
result then follows from Propositions 6.5 and 6.9. 
Now we give a sufficient condition for weight truncation to preserve Dbcoh(Gr(A)) (see Theorem 6.14).
The arguments for Lemma 6.12, Propositon 6.13 and Theorem 6.14 below are adapted from those in [7].
However, we weaken the assumption (A) in loc.cit..
Take a graded ideal I ′+ ⊂ A satisfying (6.1). Consider the conditions
(6.11)
(a) The graded ring B := A/I ′+ has finite Tor-dimension over the subring B0 ⊂ B.
(b) As a quotient, the ring B0 = B/I
−(B) has finite Tor-dimension over B.
(c) A/I ′+ ∈ D[≥0](Gr(A)).
Notice that by cocontinuity, condition (c) is equivalent to the condition that the restriction of scalar
functor sends D[≥w](Gr(A/I ′+)) to D[≥w](Gr(A)).
Under the first two conditions, we have the following
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Lemma 6.12. Suppose that (6.11)(a) holds, then weight truncation for B preserves Dbcoh(Gr(B)). i.e.,
for all M ∈ Dbcoh(Gr(B)), we have L<w(M) ∈ Dbcoh(Gr(B)).
Suppose that (6.11)(b) holds, then for every M ∈ Dbcoh(Gr(B)) there exists i ∈ Z such that M ∈
Dbcoh,[≥i](Gr(B)).
Proof. Since B is (−N)-graded, there exists some w′ ∈ Z such that M ∈ D<w′(Gr(B)). Apply Lemma
6.6, we see that L[≥w′−1](M) ∼= Mw−1(−w′ + 1) ⊗LB0 B, which is in Dbcoh(Gr(B)) by the assumption
(6.11)(a). Thus, L<w′−1(M) ∈ Dbcoh(Gr(A)). A repeated application of the argument then shows that
L<w(M) ∈ Dbcoh(Gr(A)) for all w ∈ Z.
For the second statement, the assumption (6.11)(b) guarantees that M ⊗LB B0 ∈ Dbcoh(Gr(B0)). Since
B0 is concentrated in weight 0, any finitely generated graded B0-module must be concentrated in finitely
many weight components. Hence, M ⊗LB B0 ∈ D[≥i](Gr(B0)) for some i ∈ Z. By Proposition 6.9, this is
precisely the sought for statement. 
Proposition 6.13. Suppose that conditions (6.11)(a) and (6.11)(c) hold, then
(1) Db
coh,Tor+,[≥w]
(Gr(A)) is the smallest triangulated subcategory containing the essential image of
the functor Dbcoh,[≥w](Gr(A/I ′+))→ Dbcoh(Gr(A)).
(2) For any M ∈ Db
coh,Tor+
(Gr(A)), we have L[≥w](M) ∈ Dbcoh(M).
If (6.11)(b) also hold, then we also have
(3) for any M ∈ Db
coh,Tor+
(Gr(A)) there exists i ∈ Z such that M ∈ Dbcoh,[≥i](Gr(A)).
Proof. Consider the following full subcategories of Dbcoh(Gr(B)):
E1 := EssIm(Dbcoh,<w(Gr(B)) → Dbcoh(Gr(A)) )
E2 := EssIm(Dbcoh,[≥w](Gr(B)) → Dbcoh(Gr(A)) )
We shall adopt the notation from [19, Appendix A]. In particular, for any full subcategory E ⊂
Dbcoh(Gr(A)), we denote by 〈E〉 the smallest triangulated subcategory containing E . In this notation,
Corollary 6.3 asserts that 〈E1〉 = Dbcoh,<w(Gr(A)). Condition (6.11)(c) implies that E2 ⊂ Dbcoh,Tor+,[≥w](Gr(A)),
so that E1 and E2 are strongly orthogonal, i.e., HomD(Gr(A))(E2, E1[i]) = 0 for all i ∈ Z, E1 ∈ E1 and
E2 ∈ E2. Recall from [19, Corollary A.9] that this implies that 〈E1〉~∗〈E2〉 = 〈E1~∗ E2〉. By Lemma 6.12, we
have Dbcoh(Gr(B)) = 〈Dbcoh,<w(Gr(B)),Dbcoh,[≥w](Gr(B))〉 under condition (6.11)(a), so that
E := EssIm(Dbcoh(Gr(B)) → Dbcoh(Gr(A)) ) ⊂ E1 ∗ E2
By Lemma 6.4, we have 〈E〉 = Db
coh,Tor+
(Gr(A)). Combining these facts, we have
〈E〉 ⊂ 〈E1~∗ E2〉 = 〈E1〉~∗〈E2〉
⊂ (Dbcoh,<w(Gr(A)))~∗ (Dbcoh,Tor+,[≥w](Gr(A)))
⊂ Dbcoh,Tor+(Gr(A)) = 〈E〉
Since the first and last term are the same, we must have equalities. In particular, the equality for the
second inclusion implies that 〈E2〉 = Dbcoh,Tor+,[≥w](Gr(A)), which is the first sought for statement. The
equality for the third inclusion is precisely the second sought for statement.
If (6.11)(b) holds, then applying the second statement of Lemma 6.12, together with (6.11)(c), we
see that for every object N ∈ E there is some i ∈ Z such that N ∈ Db
coh,Tor+,[≥i]
(Gr(A)). Since
Db
coh,Tor+
(Gr(A)) = 〈E〉, every M ∈ Db
coh,Tor+
(Gr(A)) also has this property. 
Theorem 6.14. Suppose that the conditions (6.11)(a),(b),(c) hold. Then
(1) For every object M ∈ Dbcoh(Gr(A)), there exists some i ∈ Z such that M ∈ Dbcoh,[≥i](Gr(A)).
(2) Weight truncation for A preserves Dbcoh(Gr(A)). i.e., for any M ∈ Dbcoh(Gr(A)), we have
L<w(M) ∈ Dbcoh(Gr(A)).
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Proof. Let f1, . . . , fr ∈ A be a set of elements of positive degrees deg(fi) = di > 0 that generate I+, and
let K•(A, f1, . . . , fr) =
∧
A(Aθ1 ⊕ . . . ⊕ Aθr) be the (cohomological) Koszul complex, which is a finite
complex of free graded A-modules with a set {∧s∈S θs}S⊂{1,...,r} of 2r generators of weight −
∑
s∈S ds
and cohomological degree |S|. Moreover, the differentials of the Koszul complex satisfies
(6.15) d(K•(A, f1, . . . , fr)) ⊂ I+ ·K•(A, f1, . . . , fr)
For any M ∈ Dbcoh(Gr(A)), let K•(M, f1, . . . , fr) := K•(A, f1, . . . , fr)⊗A M . Then (6.15) implies that
K•(M, f1, . . . , fr)⊗LA B ∼=
⊕
S⊂{1,...,r}
(M ⊗LA B) (
∑
s∈S ds )[−|S| ]
where B := A/I ′+. By Proposition 6.5, we therefore see that K•(M, f1, . . . , fr) ∈ Dbcoh,[≥i](Gr(A)) if
and only if M ∈ Dbcoh,[≥i](Gr(A)). Since we always have K•(M, f1, . . . , fr) ∈ Dbcoh,Tor+(Gr(A)), the first
statement of the present Theorem follows from Proposition 6.13(3).
Let K•(A, f
j
1 , . . . , f
j
r ) be the homological Koszul complex, i.e., it is the A-linear dual HomA(−, A) of
K•(A, f j1 , . . . , f
j
r ). Thus, it is a finite complex of free graded A-modules with a set {∧s∈S θ∨s }S⊂{1,...,r}
of 2r generators of weight (
∑
s∈S ds)j and cohomological degree −|S|. Let K•(M, f j1 , . . . , f jr ) := M ⊗A
K•(A, f
j
1 , . . . , f
j
r ), then by statement (1) we have just proved, we have
cone [M → K•(M, f j1 , . . . , f jr ) ] ∈ D[≥w](Gr(A)) for j ≫ 0
As a result, we have L<w(M) ∼= L<w(K•(M, f j1 , . . . , f jr )) for j ≫ 0. SinceK•(M, f j1 , . . . , f jr ) ∈ Dbcoh,Tor+(Gr(A)),
the second statement follows from Proposition 6.13(2). 
Notice that if weight truncation preserves Dbcoh(Gr(A)), then the semi-orthogonal decomposition in
Theorem 5.10 restricts to a semi-orthogonal decomposition
(6.16) Dbcoh(Gr(A)) = 〈Dbcoh,<w(Gr(A)) , L[≥w](Dbcoh, I+-triv(F≥w)) , Dbcoh,Tor+,[≥w](Gr(A)) 〉
Moreover, the latter two semi-orthogonal components can be described as in Theorem 5.10, with D−
replaced by Db everywhere.
The following is the main class of examples of Noetherian Z-graded rings that satisfies the conditions
(6.11)(a),(b),(c):
Proposition 6.17. If A is a Z-graded ring finitely generated over a field k of characteristic zero, and if
the underlying ungraded algebra A is smooth over k, then we have
(1) The algebras B+ = A/I+, B− = A/I− and B0 = A/(I
− + I+) are smooth over k.
(2) The projections ρ+ : SpecB+ → SpecB0 and ρ− : SpecB− → SpecB0 are locally trivial bundle
of weighted affine spaces.
(3) Along each connected component Zi ⊂ SpecB0, we have dim((ρ+)−1(Zi)) + dim((ρ−)−1(Zi)) =
dim(Zi) + dim(A).
Therefore, the conditions (6.11)(a),(b),(c) are satisfied.
Proof. Notice that B0 = A/(I
−+I+) is the weight zero part of both B+ = A/I+ and B− = A/I−, so that
the second statement make sense. These statements are then a special case of a result of Bia lynicki-Birula
[5]. The conditions (6.11)(a),(b),(c) then follows (see, e.g., [7, Lemma 2.7]). 
As a consequence, we have the following
Theorem 6.18. If A is a Z-graded ring finitely generated over a field k of characteristic zero, and if
the underlying ungraded algebra A is smooth over k, then the weight truncation functor L[≥w] preserves
Dbcoh(Gr(A)) = Dperf(Gr(A)).
For applications in Section 8 below, we will be mostly interested in the case when the semi-orthogonal
decomposition (5.6) restricts to one on Dperf(F≥w).
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Lemma 6.19. If the weight truncation functor L[≥w] preserves Dperf(Gr(A)), then the semi-orthogonal
decomposition (5.6) restricts to one on Dperf(F≥w).
Proof. Recall that there exists some n0 ≥ 0 such that any sequence CˇI+(A)(i), . . . , CˇI+(A)(i + n0) of
length n0 + 1 is a set of compact generators for DI+-triv(Gr(A)). Take some c ∈ Z such that RΓI+(A) ∈
D<c(Gr(A)) (see Lemma 2.22), so that CˇI+(A)(i)♯≥w = A(i)♯≥w for any i ≥ c−w. Thus, for these values of i,
we have L[≥w](CˇI+(A)(i)) = L[≥w](A(i)), which is in Dperf(Gr(A)) by assumption. Since DI+-triv(Gr(A))c
is split generated by these objects, we see that L[≥w](C) ∈ Dperf(Gr(A)) for all C ∈ DI+-triv(Gr(A))c. In
view of Lemma 3.15, this shows that the functor CˇI+,≥w in (4.1) preserves Dperf(F≥w). 
Remark 6.20. Proposition 6.10 allows us to compare our construction of weight truncation with the ones
in [7] and [4]. Namely, if the assumptions (L+) and (A) in [7] are satisfied, then so does our assumptions
(6.11). By comparing Proposition 6.10 with [7, Definition 2.8] for X := [SpecA/Gm], we see that
Dbcoh,Tor+,[≥w](Gr(A))) = DbXu(X)≥w
Then, notice that Lemma 4.10 restricts to Db
coh,Tor+
(Gr(A)). Comparing this with [7, Theorem 2.10(5)],
we see that
Dbcoh,<w(Gr(A)) = DbXu(X)<w
Finally, if we compare the three term semi-orthogonal decomposition in (6.16) with the corresponding
one in [7, Theorem 2.10(6)], then we see that
L[≥w](Dbcoh, I+-triv(F≥w)) = Gw
This shows that the three-term semi-orthogonal decomposition of [7], and hence of [4], coincides with the
one in 6.16 in this abelian case.
7. The case of non-affine base
In this section, we provide the formal arguments to extend our previous discussion to the case of
non-affine base. More precisely, we work in the following setting:
(7.1)
Y is a Noetherian separated scheme, and A is a quasi-coherent sheaf of Noetherian Z-graded
rings on Y , such that A0 (and hence every Ai) is coherent over OX .
Denote by Gr(A) the category of quasi-coherent graded A-modules. Then for any quasi-coherent sheaf
of graded ideal I ⊂ A, there is a semi-orthogonal decomposition
D(Gr(A)) = 〈DI -triv(Gr(A)) , DI∞-Tor(Gr(A)) 〉
whose restriction to each open affine subscheme is precisely (2.19). More precisely, if we take the decom-
position triangle
(7.2) . . . → RΓI (M) ǫM−−→ M ηM−−→ CˇI (M) δM−−→ RΓI (M)[1] → . . .
for M ∈ D(Gr(A)), then the value on U = SpecR ⊂ Y is precisely the (2.15) for M =M(U) (see, e.g.,
[19, Section 5] for details). Once we have defined these functors, their properties can then be checked
affine-locally.
One can also consider weight truncation for pairs (Y,A) in (7.1). As in the above discussion of local
cohomology, it suffices to construct the relevant weight truncation functors that reduce to the ones above
over any open affine subscheme SpecR ⊂ Y . Then the properties of such functors can be checked locally.
We start with the following
Definition 7.3. Let D[≥w](Gr(A)) ⊂ D(Gr(A)) be the smallest strictly full triangulated subcategory
closed under small coproducts, and containing the object of the form
(7.4) F ⊗LOY A(−i) , where F ∈ Dperf(QCoh(Y )) and i ≥ w
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Clearly, each of the objects of the form (7.4) is compact in D(Gr(A)), and hence also in D[≥w](Gr(A)).
Thus, D[≥w](Gr(A)) is compactly generated, and the inclusion functor D[≥w](Gr(A)) →֒ D(Gr(A)) pre-
serves small coproducts. By the Brown-Neeman representability theorem [11, Theorem 4.1], this inclusion
therefore has a right adjoint, which will be denoted as
(7.5) L[≥w] : D(Gr(A)) → D[≥w](Gr(A))
Since the full triangulated subcategory D[≥w](Gr(A)) ⊂ D(Gr(A)) is right admissible, there exists a
semi-orthogonal decomposition of the form
(7.6) D(Gr(A)) = 〈D<w(Gr(A)) , D[≥w](Gr(A)) 〉
where D<w(Gr(A)) := D[≥w](Gr(A))⊥. Alternatively, it can be characterized as follows:
Lemma 7.7. An object M ∈ D(Gr(A)) is in D<w(Gr(A)) if and only if its i-th weight component
Mi ∈ D(QCoh(Y )) is zero for all i ≥ w.
Proof. For any M ∈ D(Gr(A)), we haveM ∈ D[≥w](Gr(A))⊥ if and only if
(7.8) HomD(Gr(A))(F ⊗LOY A(−i),M[j]) = 0 for all F ∈ Dperf(Gr(A)), i ≥ w and j ∈ Z
Indeed, by the simple fact (7.9) below, applied to D := D(Gr(A)) and X :=M, we see that the objects
(7.4) are in ⊥(ΣM) if and only if D[≥w](Gr(A)) ⊂ ⊥(ΣM).
(7.9)
Suppose D is a triangulated category that admits small coproducts. Then for any X ∈ D,
the full subcategory ⊥(ΣX) := { Y ∈ D |HomD(Y,X [i]) = 0 for all i ∈ Z } is a triangulated
subcategory that is closed under small coproducts.
Notice that we have
HomD(Gr(A))(F ⊗LOY A(−i),M[j]) ∼= HomD(QCoh(Y ))(F ,Mi)
Recall that D(QCoh(Y )) is compactly generated by Dperf(QCoh(Y )) (see, e.g., [11, Corollary 2.3, Propo-
sition 2.5] and [6, Theorem 3.1.1]). The result therefore follows from the characterization (7.8) of
D[≥w](Gr(A))⊥. 
By the semi-orthogonal decomposition (7.6), we see that the inclusion D<w(Gr(A)) →֒ D(Gr(A)) has
a left adjoint, which we denote as
(7.10) L<w : D(Gr(A)) → D<w(Gr(A))
For any M ∈ D(Gr(A)), the semi-orthogonal decomposition (7.6) then gives us a decomposition
sequence
(7.11) . . . → L[≥w](M) → M → L<w(M) → L[≥w](M)[1] → . . .
Given any open affine subscheme U = SpecR ⊂ Y , let A := A(U). If M is of the form (7.4), then
its restriction to U has the form K ⊗LR A(−i), where F ∈ Dperf(R) and i ≥ w. Since R split generates
Dperf(R), we see that these are all contained in D[≥w](Gr(A)). Thus, we have
D[≥w](Gr(A))|U ⊂ D[≥w](Gr(A))
By Lemma 7.7, we also have
D<w](Gr(A))|U ⊂ D<w(Gr(A))
Therefore the restriction of (7.11) to U becomes precisely the first row of (3.13). This allows us to verify
properties of weight truncations locally.
Combining the weight truncation sequence (7.11) with the local cohomology sequence (7.2), this allows
us to extend (4.9) to the case of non-affine base:
(7.12)
L[≥w]RΓI +(M) L[≥w]M M
L[≥w]CˇI +(M) L<w(M)
L[≥w](ǫM) counit
L[≥w](ηM) unit
[1] [1]
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which gives the following generalization of (4.15) to the non-affine case:
D(Gr(A)) = 〈D<w(Gr(A)) , L[≥w](DI +-triv(Gr(A))) , DTor+,[≥w](Gr(A)) 〉
where the component in the middle is the essential image of the functor L[≥w] : DI +-triv(Gr(A)) →
D(Gr(A)), which is fully faithful with left quasi-inverse CˇI + . Alternatively, it may be described as
L[≥w](DI +-triv(Gr(A))) = {M ∈ D[≥w](Gr(A)) |RΓI +(M) ∈ D<w(Gr(A)) }
Again, once we have formally defined the relevant functors, their properties can be checked affine-
locally. For example, the analogues of Theorem 5.10, 5.11, 6.14, and 6.18 hold without change in the
setting (7.1).
Remark 7.13. As we explained in the introduction (see the paragraph of (1.1)), every wall-crossing in
birational cobordism can be reduced to the setting (7.1) of a sheaf of Z-graded ring. Moreover, the
“master space construction” of Thaddeus [17] realizes every variation of GIT quotient as a birational
cobordism.
8. Derived categories under flips and flops
Let A be a Noetherian Z-graded ring. Recall from Proposition 2.29 and Remark 2.25 that the derived
category Dbcoh(Proj+(A)) of the stacky projective space is equivalent to Dbcoh(I+-triv)(Gr(A)) defined in
Definition 2.28. Thus, Corollary 5.5 and Theorem 5.11 combine to show that Dbcoh(Proj+(A)) is a semi-
orthogonal summand of Dbcoh(F≥w). By symmetry, all these results hold for the negative direction as
well, where the weight truncation is controlled by the full subcategory F≤−w ⊂ F . Thus, we see likewise
that Dbcoh(Proj−(A)) is a semi-orthogonal summand of Dbcoh(F≤−w).
As we observed in (3.5), the pre-additive category F≤−w is isomorphic to the opposite of F≥w. Thus,
Dbcoh(Proj+(A)) is a semi-orthogonal summand of the derived category Dbcoh(F≥w) of right modules; while
Dbcoh(Proj−(A)) is a semi-orthogonal summand of the derived category Dbcoh((F≥w)op) of left modules.
This suggests one to relate the derived categories by taking a duality functor (see (A.7) and (3.5))
(8.1) DF≥w : D(F≥w)op → D(F≤−w) , M 7→ DF≥w(M) := RHomF≥w(M,F≥w)τ
We will see that this tends to works well when there is a certain duality between the local cohomology
complexes RΓI+(A) and RΓI−(A). Let ω
•
Y ∈ Dbcoh(A0) be a dualizing complex, and take the weight
degreewise dualizing functor
DY : D(Gr(A))op → D(Gr(A)) , DY (M)i ≃ RHomA0(M−i, ω•Y )
Then we will consider the assumptions
(8.2)
(i) A is Gorenstein.
(ii) There is an isomorphism Ψ : RΓI+(A)(a)[1]
∼=−→ DY (RΓI−(A)) in D(Gr(A)).
In fact, one of the main results in [18] is that a large class of flips and flops are controlled by sheaves
of rings that satisfy this assumption, where a = 0 for a flop, and a = 1 for a flip. We will see below
that DI+-triv(Gr(A)) tends to be smaller than DI−-triv(Gr(A)) if a > 0, and they tend to be equivalent if
a = 0. For some other results along this line, see [18, Section 6].
First, we observe that the duality functor (8.1) can be expressed alternatively in terms of a duality on
D(Gr(A)). Indeed, consider the functor
DA : D(Gr(A))op → D(Gr(A)) , DA(M) := RHomA(M,A)
Then the following diagram commutes up to isomorphism of functors
(8.3)
D[≥w](Gr(A))op D[≤−w](Gr(A))
D(F≥w)op D(F[≤−w])
L[≤−w]◦DA
(−)♯
≥w ≃ (−)
♯
≤−w≃
DF≥w
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Indeed, it suffices to prove the commutativity after replacing the vertical arrow on the left by its in-
verse L[≥w] : D(F≥w) ≃−→ D[≥w](Gr(A)), so that the commutativity follows (see (3.3)) from taking the
isomorphism
RHomF (M⊗LF≥w F ,F) ∼= RHomF≥w(M,F)
in D((F)op), restrict to D((F≥w)op), and take the transpose (3.5).
Proposition 8.4. If (8.2)(ii) holds for a ≥ 0, then DF≥w sends D−coh,I+-triv(F≥w) to D+coh,I−-triv(F≤−w).
If (8.2)(ii) holds for a = 0, then DF≤−w also sends D−coh,I−-triv(F≤−w) to D+coh,I+-triv(F≥w).
Proof. It suffices to prove the first statement as the second statement follows by symmetry. Recall that the
equivalence (−)♯≥w : D[≥w](Gr(A)) ≃−→ D(F≥w) restricts to functors D♠coh,[≥w](Gr(A)) → D♠coh(F≥w) for
each ♠ ∈ { ,+,−, b}, which is moreover an equivalence if ♠ = −. Recall also that M ♯≥w ∼= (L[≥w]M)♯≥w
for all M ∈ D(Gr(A)). Moreover, we haveM ♯≥w ∈ DI+-triv(F≥w) if and only if RΓI+(M) ∈ D<w(Gr(A)).
Thus, in view of (8.3), the result follows from the following Lemma. 
Lemma 8.5. Suppose that (8.2)(ii) holds for a ≥ 0. If M ∈ D−coh(Gr(A)) satisfies RΓI+(M) ∈
D<w(Gr(A)), then we have RΓI−(DA(M)) ∈ D>−w+a(Gr(A)).
Proof. Since DY is involutive on complexes with locally coherent cohomology (see Lemma 2.21), condition
(8.2)(ii) can be rewritten as an isomorphism RΓI−(A) ∼= DY (RΓI+(A))(−a)[−1]. As a result, we have
the following isomorphism in D(Gr(A)):
RHomA(M,A)⊗LA RΓI−(A) ∼= RHomA(M,RΓI−(A))
∼= RHomA(M,DY (RΓI+(A)))(−a)[−1]
= DY (RΓI+(M) )(−a)[−1]
where the first isomorphism uses Proposition 2.6. 
In Proposition 8.4, if the small pre-additive category F≥w is “Gorenstein” in a suitable sense, then
the functor DF≥w gives a contravariant equivalence between Dbcoh(F≥w) and Dbcoh(F≤−w). Proposition
8.4 then shows that Dbcoh(I+-triv)(Gr(A)) and Dbcoh(I−-triv)(Gr(A)) are related in the expected way: i.e.,
the former is smaller for flips, and the two are equivalent for flops.
While F≥w may not be “Goresntein” in general, the duality functor DF≥w is always well-behaved on
Dperf(F≥w). As a result, we have the following
Corollary 8.6. Denote by Dc ⊂ D the subcategory of compact objects.
Suppose that (8.2)(ii) holds for a ≥ 0. If the semi-orthogonal decomposition (5.6) on Dbcoh(F≥w) re-
stricts to one on Dperf(F≥w), then the functor (8.1) restricts to a fully faithful functor DF≥w : (DI+-triv(F≥w)c)op →֒
DI−-triv(F≤−w)c.
Suppose that (8.2)(ii) holds for a = 0. If the semi-orthogonal decomposition (5.6), and its nega-
tive version, restrict to Dperf(F≥w) and Dperf(F≤−w) respectively, then the functor (8.1) restricts to an
equivalence DF≥w : (DI+-triv(F≥w)c)op ≃−→ DI−-triv(F≤−w)c.
Remark 8.7. In Corollary 8.6, we required (5.6) to restrict toDperf(F≥w) because the duality functor DF≥w
is well-behaved there. There is an alternative formulation of duality in terms of pairings of DG categories,
which is well-behaved on the entire category. Namely, let Ω : A× B → D(k) be a bi-cocontinuous exact
functors between compactly generated triangulated category, with given DG enhancements. Then Ω
induces co-continuous functors ΩL : A → B∨ and ΩR : B → A∨, where B∨ is the Ind-completion of
(Bc)op, carried out at the DG level, and similarly for A. One can show that, if the essential image of ΩL
(resp. ΩR) contains all the compact objects, then ΩR (resp. ΩL) is fully faithful. To apply this general
formalism to our situation, consider C
(i)
± ∈ D−coh(Gr(A)) defined by
C
(i)
+ := L[≥w](CˇI+(A)(−i)) and C(i)− := L[≤−w](CˇI−(A)(−i))
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One can show that, if the canonical evaluation maps
RHomA(C
(i)
+ , A)⊗LA C(j)+ → RHomA(C(i)+ , C(j)+ )
RHomA(C
(i)
− , A)⊗LA C(j)− → RHomA(C(i)− , C(j)− )
(8.8)
are quasi-isomorphism in weight 0, then we have
(1) If (8.2)(ii) holds for a ≥ 0, there is a fully faithful DI+-triv(Gr(A)) →֒ DI−-triv(Gr(A)).
(2) If (8.2)(ii) holds for a = 0, there is an equivalence DI+-triv(Gr(A)) ≃ DI−-triv(Gr(A)).
If the semi-orthogonal decomposition (5.6), and its negative version, restrict to Dperf(F≥w) andDperf(F≤−w)
respectively, then C
(i)
± are in Dperf(Gr(A)), so that (8.8) are quasi-isomorphisms. In general, the evalua-
tion map (8.8) being a quasi-isomorphism is essentially an issue about convergence of spectral sequences,
and seems to be similar to the issues one encounters in Koszul duality. It seems possible that a formal
modification of our arguments might lead to a more satisfactory statement. This might open up a way
to tackle a conjecture of Bondal and Orlov.
Appendix A. Modules over pre-additive categories
A pre-additive category is a category A enriched over the monoidal category (Ab,⊗) of abelian groups.
It is said to be small if the objects of A form a set Ob(A). It is helpful to think of a small pre-additive
category as an “associative ring with many objects”, as in [10]. This allows us to define the notions of
left/right modules, tensor products, Hom spaces, etc, which we recall now.
Given a small pre-additive category A, a left A-module is an additive functor A → Ab, while a
right A-module is an additive functor Aop → Ab. Maps between left or right modules are simply natural
transformations. We will mostly work with right modules, and we denote the category of right A-modules
by Mod(A). In more concrete terms, a rightA-module associates an abelian groupMa to each a ∈ Ob(A),
together with maps Ma ⊗A(a′, a)→Ma′ , satisfying the obvious associativity and unitality conditions.
Given small pre-additive categories A and B, an (A,B)-bimodule consists of a collection M(b, a) =
aMb of abelian groups, one for each pair a ∈ Ob(A) and b ∈ Ob(B), together with maps A(a, a′) ⊗
aMb ⊗ B(b′, b)→ a′Mb′ , satisfying the obvious associativity and unitality conditions. For example, A is
canonically a bimodule over itself. Denote by AModB the category of (A,B)-bimodules.
If M ∈ AModB and N ∈ BModC , then define M ⊗B N ∈ AModC by
(A.1) a(M ⊗B N)c :=
( ⊕
b∈Ob(B)
aMb ⊗ bNc
)/
( ξf ⊗ η − ξ ⊗ fη )
where we mod out the abelian subgroup generated by the displayed relations, for ξ ∈ aMb′ , f ∈ B(b, b′),
and η ∈ bMc. In particular, ifA = C = ∗ is the pre-additive category with one object, with endomorphism
algebra Z, then this gives the notion of a tensor product M ⊗B N ∈ Ab between a right B-module M
and a left B-module N .
Similarly, if M ∈ AModB and N ∈ CModB, then we define HomB(M,N) ∈ CModA by
(A.2)
cHomB(M,N)a :=
{
(ϕb) ∈
∏
b∈Ob(B)
HomAb(aMb, cNb)
∣∣ϕb(ξf) = ϕb′(ξ)f ∀ ξ ∈ aMb′ , f ∈ B(b, b′)}
In other words, cHomB(M,N)a is the Hom-space HomB(aM, cN) in the (big) additive category Mod(B).
As for usual associative algebras, there are canonical isomorphisms
(A.3) M ⊗B B ∼=M ∼= A⊗AM and HomB(B,M) ∼=M
For any M ∈ AModB, N ∈ BModC , and L ∈ EModC , there is a usual Hom-tensor adjunction, given by
the canonical isomorphism of (E ,A)-bimodules
(A.4) HomC(M ⊗B N,L) ∼= HomB(M,HomC(N,L))
For each a ∈ Ob(A), denote by aA the right A-module represented by a. In other words, aAa′ :=
A(a′, a). A right moduleM is said to be free if there is an indexed set of objects ϕ : S → Ob(A), together
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with an isomorphism M ∼= ⊕s∈S (ϕ(s)A). In more concrete terms, this means that there is a set S of
elements ξs ∈ Mϕ(s) such that, for any a ∈ Ob(A), any element ξ ∈ Ma can be written uniquely as a
finite sum ξ =
∑
ξsfs, for fs ∈ A(a, ϕ(s)). The cardinality of S is said to be the rank of the free module
M .
Clearly the category Mod(A) of right modules is an abelian category, where limits and colimits are
determined objectwise. Thus, it also satisfies the usual Ab5 and Ab3* axioms of an abelian category.
Moreover, the set { aA}a∈Ob(A) of right modules forms a set of generators for Mod(A), so that Mod(A)
is a Grothendieck category (see, e.g., [15, Tag 079B]). Projective objects in Mod(A) are precisely retracts
of free modules. A projective right module is said to be of finite rank if it is a retract of a free module
of finite rank.
Definition A.5. We say that a right moduleM ∈Mod(A) is finitely generated if there is an epimorphism
⊕s∈S (ϕ(s)A)։M for a finite indexed set of objects ϕ : S → Ob(A).
In more concrete terms, this means that there is a finite set S of elements ξs ∈ Mϕ(s) such that, for
any a ∈ Ob(A), any element ξ ∈Ma can be written as a finite sum ξ =
∑
ξsfs, for fs ∈ A(a, ϕ(s)).
Definition A.6. A small pre-additive category A is said to be right Noetherian (resp. left Noetherian)
if every submodule of a finitely generated right (resp. left) A-module is finitely generated. It is said to
be Noetherian if it is both left and right Noetherian.
Since Mod(A) is a Grothendieck category, it has enough injectives (see, e.g., [15, Tag 079H]). Moreover,
complexes in Mod(A) admit K-injective resolutions (see, e.g., [15, Tag 079P]). The category Mod(A)
clearly has enough projectives. Thus, by [16, Theorem 3.4] (see also [15, Tag 06XX]), complexes in
Mod(A) admit K-projective resolutions. This allows us to take derived functors of the above Hom functors
and tensor functors. However, a subtlety arises when one wants to take the derived tensor product or
the derived Hom bimodule between bimodules. For example, even if M ∈ AModB is projective in the
category AModB, it may not be true that each aM ∈ Mod(B) is projective, or even flat, so that it might
be problematic if one wants to derive (A.1) and (A.2) naively. However, for our purposes, we will only
need to consider the derived tensor product (or derived Hom) between a module and a bimodule. For
these, there are no problems, and we may define
−⊗LA − : D(A) × D(AModB) → D(B)
RHomA(−,−) : D(A)op × D(BModA) → D(Bop)
(A.7)
In particular, given an additive functor F : A → B, then B may be viewed as an (A,B)-bimodule in
the obvious way, so that the extension functor
−⊗LA B : D(A) → D(B)
is well-defined. Moreover, it satisfies the usual “cancellation rule” for tensor products
(A.8) (M ⊗LA B)⊗LB N ∼= M ⊗LA N
for any M ∈ D(A) and N ∈ D(BModC).
Definition A.9. An objectM ∈ D(A) is said to be pseudo-coherent if it is quasi-isomorphic to a bounded
above complex P • of projective modules of finite rank. Denote by Dpc(A) ⊂ D(A) the full subcategory
consisting of pseudo-coherent objects.
Definition A.10. Suppose A is right Noetherian, then denote by D−coh(A) ⊂ D(A) the full subcategory
consisting of objects M ∈ D(A) such that each Hp(M) is finitely generated, and Hp(M) = 0 for p≫ 0.
Proposition A.11. Suppose A is right Noetherian, then for anyM ∈ D(A), the followings are equivalent:
(1) M ∈ Dpc(A);
(2) M ∈ D−coh(A);
(3) M is quasi-isomorphic to a bounded above complex of free modules of finite rank.
Proof. Clearly only the implication (2) ⇒ (3) needs proof. It follows from the well-known Lemma A.12
below (for a proof, see, e.g., [19, Lemma A.40]). 
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Lemma A.12. Let C be an abelian category, and let P ⊂ Ob(C) be a collection of projective objects
closed under finite direct sum. Denote by Q(P) ⊂ Ob(C) the collection of objects M such that there exists
an epimorphism P ։ M from some P ∈ P. Suppose Q(P) is closed under taking subobjects, then for
any bounded above complex M• in C whose cohomology objects lie in Q(P), there exists a bounded above
complex P • of objects in P, together with a quasi-isomorphism ϕ : P • ∼→M•.
Clearly, the set {aA}a∈Ob(A) forms a set of compact generators of D(A). Denote by Dperf(A) the
smallest split-closed triangulated subcategory of D(A) containing the set {aA}a∈Ob(A) of objects, then
it is a standard fact (see, e.g., [14, Theorem 4.22] or [12, Lemma 2.2]) that
(A.13) D(A)c = Dperf(A)
where the subscript (−)c denotes the subcategory of compact objects.
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