Abstract. We develop a variational approach to the vanishing discount problem for fully nonlinear, degenerate elliptic, partial differential equations. Under mild assumptions, we introduce viscosity Mather measures for such partial differential equations, which are natural extensions of the Mather measures. Using the viscosity Mather measures, we prove that the whole family of solutions v λ of the discount problem with the factor λ > 0 converges to a solution of the ergodic problem as λ → 0.
Introduction and Main Result
We study the fully nonlinear, possibly degenerate, elliptic partial differential equation (PDE for short) (DP) λu(x) + F (x, Du(x), D 2 u(x)) = 0 in T n , where λ is a given positive constant, which we call a discount factor in view of stochastic optimal control and differential games, F : T n × R n × S n → R is a given continuous function. Here, T n and S n denote the standard n-dimensional torus, i.e., T n = R n /Z n , and the space of n × n real symmetric matrices, respectively. The function u represents a real-valued unknown function on T n , and Du and D 2 u denote the gradient and Hessian of u, respectively. We are always concerned here with viscosity solutions of fully nonlinear, possibly degenerate, elliptic PDE, and the adjective "viscosity" is omitted throughout the paper.
In this paper, we study the vanishing discount problem for (DP), that is, for solutions v λ of (DP), with λ > 0, we investigate the asymptotic behavior of {v λ } λ>0 as λ → 0. Associated with the vanishing discount problem for (DP) is the ergodic problem (or the additive eigenvalue problem):
where the unknown is a pair of a function u ∈ C(T n ) and a constant c ∈ R such that u is a solution of (EP). If (u, c) ∈ C(T n ) × R is a solution of (EP), then c is called a critical value (or an additive eigenvalue).
There are many results in the literature on the vanishing discount problem and the following classical observation is fundamental and well-known. Observation 1.1. Under appropriate hypotheses on F , for each λ > 0, (DP) has a unique solution v λ ∈ C(T n ), (EP) has a solution (u, c) ∈ C(T n ) × R, and the constant c is determined uniquely. Furthermore,
and, for any sequence {λ j } j∈N ⊂ (0, ∞) converging to zero, there exists its subsequence, which is denoted again by the same symbol, such that {v λ j − min T n v λ j } j∈N converges in C(T n ), and the pair of the function u ∈ C(T n ) given by
and the constant c is a solution of (EP).
This was first formulated in this generality in [17] , in the context of periodic homogenization of first-order Hamilton-Jacobi equations. Unstated assumptions for the observation above include the validity of the comparison principle for solutions (subsolutions, and supersolutions) of (DP) and the equi-continuity of the family {v λ } λ>0 on T n , which will be clearly stated later.
One of current interests in the vanishing discount problem is the question of the convergence of the whole family {v λ } of (DP) to a unique limit. That is, the question is whether the whole family {v λ } λ>0 (after a normalization) converges, or not, to a function in C(T n ) as λ → 0. The real difficulty comes from the fact that (EP) in general has many solutions even up to additive constants (see [4, Remark 1.2] , [17, Remarks] , [20, Example 1] for example) and a priori, the limit (1.2) might depend on the subsequence {λ i }. The convergence results of the whole family {v λ } were recently established for convex
Hamilton-Jacobi equations in [8] (first-order case), [1] (first-order case with Neumanntype boundary condition), [20] (degenerate viscous case). In the case of first-order equations [1, 8] , optimal control formulas are used and the Mather measures, introduced and developed in [18, 19] , play a central role. The proof in [20] for a degenerate viscous case is based on the nonlinear adjoint method, stochastic Mather measures and a regularization procedure by mollifications to handle the delicate viscous term using a commutation lemma.
In this paper, we first establish a new variational formula for the critical value c, based on a minimax theorem due to Sion [21] , which is inspired by the duality principle in [12] , and prove, in the line of [8] , the convergence of whole family {v λ } for fully nonlinear, (possibly degenerate) elliptic PDEs. In order to present our approach to the vanishing discount problem in a simple way, we consider the equations on the torus T n . In a forthcoming paper [14] , we investigate the vanishing discount problem for fully nonlinear PDEs in a bounded domain under various boundary conditions. 1.1. Assumptions. We first specify the function F here, and state the precise assumptions. Let A be a non-empty, σ-compact and locally compact metric space and F :
where a :
Here, S n + denotes the set of all non-negative definite matrices A ∈ S n , tr A and p · q designate the trace of n × n matrix A and the Euclidean inner product of p, q ∈ R n , respectively. Next, we assume
It is clear under (F1) and (F2) that F is degenerate elliptic in the sense that for all
The equations (DP), (EP), with F of the form (F1), are called Bellman equations, or Hamilton-Jacobi-Bellman equations in connection with the theory of optimal control. In this viewpoint, the set A is called a control set or region.
In Section 4, we give some examples of PDEs, to which our main results (Theorems 1.4 and 2.1 below) apply. All PDEs taken up there have the form (F1) and the control sets A are closed subsets of Euclidean spaces. We, however, believe that it is useful to formulate our results without assuming the Euclidean structure of A. For instance, in the application to relaxed controls, the space of probability measures takes the place of the control set.
We here describe the fundamental settings which we use throughout the paper, and put labels on these for convenience later.
The comparison principle holds for (DP). More precisely, let λ > 0, φ ∈ C(T n × A), and U be any open subset of T n . If v ∈ USC(U), w ∈ LSC(U) are a subsolution and a supersolution of λu + F (x, Du, D 2 u) = 0 in U, respectively, and v ≤ w on ∂U, then v ≤ w in U.
(EC)
For λ > 0, let v λ be a solution of (DP). The family {v λ } λ>0 is equi-
There exists a non-empty compact set
Condition (L) is always satisfied when A is compact. Indeed, if A is compact and if we set K 0 := A and L 0 := max x∈T n min α∈K 0 L(x, α), then we have
Sometimes, we normalize the critical value c to be zero and we put this as an assumption to conveniently recall later.
(Z)
Problem (EP) has a solution (w, c) ∈ C(T n ) × R and c = 0.
Main results.
We first state the fundamental results. These results are quite classical, but we give proofs in Appendix for the self-completeness. We then address our main result.
and (L). Let c be the critical value of (EP) and, for each λ > 0, let v λ ∈ C(T n ) be the unique solution of (DP). Then, the family {v
We note that we need to assume (CP ′′ ), a comparison principle which is similar to but stronger than (CP), in Theorem 1.4. Assumption (CP ′′ ) will be stated precisely in Section 3.
Outline of the paper. We first consider the case where the control set A is compact to demonstrate the key ideas of our approach in Section 2 and prove the main result of the section, Theorem 2.1, which is a simpler version of Theorem 1.4. We then study the general case and give the proof of Theorem 1.4 in Section 3. Finally, some examples, which satisfy all assumptions of Theorem 1.4 or Theorem 2.1, are discussed in Section 4. In Appendix, the proofs of Propositions 1.2 and 1.3 are given, which are quite standard in the theory of viscosity solutions.
Notation. We often write F [u] to denote the function x → F (x, Du(x), D 2 u(x)). Given a metric space E, Lip(E) denotes the space of Lipschitz continuous functions on E. Also, let C(E) (resp., LSC(E)) denote the set of all upper semicontinuous (resp., lower semicontinuous) functions on E, and let C c (E) denote the space of continuous functions on E with compact support.
Compact control set
In this section, in order to present the main ideas of the variational approach in a simple way we assume further that (F3) the control set A is compact.
We will remove this assumption in the next section. Before stating the main theorem of this section we give some notions.
and consider the problems
Note that, since T n × A is compact, the function F φ is continuous in
Here is the main theorem of this section. Let c be the critical value of (EP) and, for each λ > 0, let v λ ∈ C(T n ) be a (unique) solution of (DP). Then, the family {v
Note that assumption (CP ′ ) implies (CP), and thus by Proposition 1.3 that (EP) has a solution (u, c) ∈ C(T n ) × R and the critical value c is unique. Let v λ be the solution of (DP) for each λ > 0. If we set
These observations allow us to assume, without loss of generality, that the critical value c is zero in Theorem 2.1. In short, we can assume (Z) without loss of generality.
Viscosity Mather measures.
Inspired by the generalization of Mather measures to second-order elliptic PDEs in [12] , we introduce viscosity Mather measures for (EP) and (DP). In the following discussion, we implicitly assume that (Z) holds.
We define the sets
, respectively, by
u is a subsolution of (EP φ )},
Note that the definition of F 0 depends on a and b, but not on L. Moreover, F 0 = ∅, G 0 = ∅ in view of (Z). Next, let R denote the space of Radon measures on T n × A and P denote the space of Radon probability measures on T n × A. The Riesz representation theorem ensures that the dual space of C(T n × A) is identified with R. In this viewpoint, we write
Note that T n × A can be regarded as a separable metric space, and by the Prokhorov theorem that, due to the compactness of A, P is sequentially compact, that is, given a sequence {µ j } ⊂ P, we can choose a subsequence of {µ j } which converges to some µ ∈ P weakly in the sense of measure.
Lemma 2.2. Under hypotheses (F1), (F2) and (CP
, with vertex at the origin.
Formally, it is easy to see that G 0 is convex. Indeed, for any (
, we have in the classical sense that
We give a rigorous proof in the next subsection (see the proof of Lemma 2.8).
Let G 0 ′ ⊂ R denote the dual cone of G 0 , that is, we set
where
, with α ∈ A, denotes the linear operator given by
n in the classical sense and, hence, (φ, ψ) ∈ F 0 . Similarly, we have (−φ, −ψ) ∈ F 0 . These imply that ±φ ∈ G 0 . Thus, we have µ, ±φ ≥ 0 and, therefore, µ, φ = 0.
The main claim in this subsection is the following.
We give a proof of Theorem 2.4 in the next subsection (see the proof of Theorem 2.9). Note that the minimizing problem (2.2) has a minimizer over the convex cone P ∩ G 0 ′ , since L ∈ C(T n × A) and P ∩ G 0 ′ is compact in the topology of weak convergence in measure.
In the general case where (Z) is not assumed, the proposition below, which is a direct consequence of Theorem 2.4, gives a formula for the critical value c.
The variational formula above for the additive eigenvalue c (see also Corollary 3.4 below) can be considered as an additive version of a variational formula [2, 9, 10] for the principal "multiplicative" eigenvalue for second-order elliptic operators. Definition 2.6 (Viscosity Mather measure). We define M L,0 ⊂ P as the set of all measures µ ∈ P ∩ G 0 ′ which solves minimizing problem (2.2). We call any measure µ ∈ M L,0 a viscosity Mather measure.
Remark 2.1.
(i) The variational problem (2.2) can be considered as a natural extension of Mather's minimizing problem (see [19] ) for second-order PDEs. This kind of extension was first addressed in [12] . (ii) The identity (2.1) corresponds to the closedness property for the original Mather measures. A measure satisfying (2.1) is sometimes called a closing measure or a holonomic measure. This is a "weak" flow invariance condition for the associated Euler-Lagrange flow for the first-order Hamilton-Jacobi equations (see [18] ).
Discounted Mather measures.
It is convenient in what follows that the discount factor λ in (DP) or (DP φ ) can be taken as zero. For λ ≥ 0, we define
u is a subsolution of (DP φ )}.
∈ F λ and t ∈ (0, 1), and set φ t := tφ 1 + (1 − t)φ 0 and
and z ∈ T n be such that u t − ψ has a strict maximum at z. We may assume that max
We choose δ > 0 and an open neighborhood U of z so that
and intend to show that w is a supersolution of
Once this is done, we easily get a contradiction. Indeed, we apply the comparison principle (CP ′ ) to u 0 and w, to find that
but this is a contradiction since t(u 0 − w) = u t − ψ attains a strict maximum at z ∈ U. To prove the viscosity property (2.5) of w, we fix η ∈ C 2 (U) and y ∈ U, and assume that w − η takes a minimum at y. This implies that the function
takes a maximum at y. By the viscosity property of u 1 , we get (2.6)
We compute that for any α ∈ A,
from which we deduce that
Thus, using (2.4), we get
Combining this with (2.6) yields
This shows that w is a supersolution of (2.5), which completes the proof.
We note that the lemma above includes Lemma 2.2 as the special case λ = 0.
Proof. The convexity of G z,λ is an immediate consequence of Lemma 2.7. To see the cone property of G z,λ , it is enough to show that F λ is a cone with vertex at the origin. Fix any (φ, u) ∈ F λ and t ≥ 0, and observe that w := tu satisfies, at least in a formal level,
for all (x, α) ∈ T n × A, which can be stated as λ(tu) + F tφ [tu] ≤ 0 in T n . Thus, (tφ, tu) ∈ F λ . This computation is easily justified in the viscosity sense and ensures that F λ is a cone with vertex at the origin.
Our choice of the term, the viscosity Mather measures, comes from the fact that the stability property of viscosity solutions is crucial in establishing Lemma 2.8.
Let G z,λ ′ denote the dual cone of G z,λ , that is,
Notice that formula (2.2) can be seen as the special case of (2.7), with λ = 0. Thus, the proof of Theorems 2.4 is included in that of Theorem 2.9 below. Note also that v λ is unique for λ > 0, and is not unique in general for λ = 0.
To show the reverse inequality, we argue by contradiction. The first step is to suppose that
and select ε > 0 so that
Now, since G z,λ is a convex cone with vertex at the origin, we deduce that
Accordingly, we get
Observe that P is a compact convex subset of R, with topology of weak convergence of measures, G z,λ is a convex subset of C(T n × A), the functional µ → µ, L − f is continuous and linear on R, again with topology of weak convergence of measures, for any f ∈ C(T n × A), and the functional f → µ, L − f is continuous and affine on C(T n × A) for any µ ∈ R, and then invoke Sion's minimax theorem (see [21, Corollary 3.3] and also [22] ), to find that
Thus, we have inf
The above identity and (2.9) ensures that there is (φ, u) ∈ F λ such that
Since the Dirac measure δ (x,α) is in P for all (x, α) ∈ T n × A, from the above, we get
This implies that u satisfies
ε is a subsolution of (DP) and use (CP ′ ), to obtain u − (u − v λ )(z) + λ −1 ε ≤ v λ on T n , which, evaluated at z, gives a contradiction, λ −1 ε ≤ 0. If λ = 0, then, since u + C is a subsolution of (2.10) for any C ∈ R, by Proposition 1.2 (ii), we get u + C ≤ v λ on T n for all C ∈ R, which is a contradiction.
We call any µ ∈ M L,z,λ with z ∈ T n and λ > 0 a discounted Mather measure.
Since P is sequentially compact in the weak topology of measures, it is easily seen that, under the hypotheses of Theorem 2.9, M L,z,λ = ∅. Note that M L,z,0 is identical to M L,0 and does not depend on z.
2.3.
Convergence with vanishing discount. We begin with two lemmas. Lemma 2.11. Assume (F1), (F2), (CP ′ ) and (Z). For each λ > 0, let v λ ∈ C(T n ) be the unique solution of (DP). Then {v λ } λ>0 is uniformly bounded on T n .
Proof. Let u ∈ C(T n ) be a solution of (EP), with c = 0. Observe that the functions u + u C(T n ) and u − u C(T n ) are, respectively, a supersolution and a subsolution of (DP), with any λ > 0, and, by the comparison principle, (
n for all λ > 0. This completes the proof.
Lemma 2.12. Let z ∈ T n and {µ j } j∈N ⊂ R be such that, as j → ∞, µ j → µ weakly in the sense of measure for some µ ∈ R and such that µ j ∈ G z,λ j ′ for all j ∈ N and for some {λ j } ⊂ (0, ∞) converging to zero. Then µ ∈ G 0 ′ .
Proof. Let (φ, u) ∈ F 0 . Fix any j ∈ N, set φ j := φ + λ j u ∈ C(T n × A), and observe that λ j u + F φ j [u] ≤ 0 in T n in the viscosity sense. That is, we have (φ j , u) ∈ F λ j . Since µ j ∈ G z,λ j ′ , we get
Sending j → ∞ in the above yields µ, φ ≥ 0. Thus, we see that µ ∈ G 0 ′ .
Proof of Theorem 2.1. By Proposition 1.3, problem (EP) has a solution (u, c) ∈ C(T n ) × R. Also, for each λ > 0, there exists a (unique) solution v λ ∈ C(T n ) of (DP). We treat first the case where c = 0. Let U be the set of accumulation points, as λ → 0, in C(T n ) of {v λ } λ>0 . By Lemma 2.11, (EC) and the Arzela-Ascoli theorem, we see that the family {v λ } λ>0 is relatively compact in C(T n ) and, hence, U is non-empty. Next, we show that U is a singleton by showing that (2.11) v ≥ w on T n for all v, w ∈ U.
To prove (2.11), we fix any v, w ∈ U and z ∈ T n , and choose sequences {λ j } j∈N , {δ j } j∈N ⊂ (0, 1), converging to zero as j → ∞, so that v λ j → v and v δ j → w in C(T n ) as j → ∞. By Theorem 2.9, there exists a sequence {µ j } j∈N ⊂ P such that µ j ∈ M L,z,λ j for all j ∈ N.
We may assume by passing to a subsequence of {µ j } that for some µ, as j → ∞, µ j → µ weakly in the sense of measure. By Lemma 2.12, we have µ ∈ G 0 ′ , and, since λ j v λ j (z) = µ j , L , we get, in the limit as j → ∞, µ, L = 0. Hence, we find that
Noting
Dividing the above inequalities by δ j and λ j , respectively, and sending j → ∞, we get µ, w ≤ 0 and w(z) ≤ v(z) + µ, w .
These together yield w(z) ≤ v(z). Since z ∈ T n is arbitrary, we conclude that (2.11) holds and, hence, that U is a singleton. Now, it is easy to see that, as λ → 0+, v λ converges to a unique element of U.
In the general case when c may not be zero, if u is a solution of (EP), then u is a solution of F L+c [u] = 0 in T n . Also, the function v λ + λ −1 c is a solution of λu + F L+c [u] = 0 in T n . In view of this simple change of the unknown functions, we find that (F1), (F2), (CP ′ ) and (EC) hold, with F replaced by F L+c . By applying the previous observation for the case of c = 0, we conclude that
for some u ∈ C(T n ) and u is a solution of (EP).
Proof of Theorem 1.4
In this section we will give the proof of Theorem 1.4. Before going into the details, we note that if our equation has the form of (F1) and A is compact, then the function F (x, p, X) has at most linear growth in |p| and |X|. Therefore, the function F (x, p, X), defining our PDE, which has a higher order growth in |p| is not handled yet in Section 2.
More precisely, let us consider, for example, the equation
where m > 2, λ is a non-negative constant, σ ∈ Lip(T n , R k×n ) for some k ∈ N, and f ∈ C(T n ) is a given function. Since
, then the equation above has the same form as (DP). Note that the control set A here is R n , which is not compact, and the functions b(x, q) = q and L(x, q) = f (x) + play the roles of those b and L in the previous sections, respectively. We will address examples in more details in Section 4.
In this section, we consider the general case where A may not be compact. We first notice that the function
may neither be continuous nor well-defined as a real-valued function in T n × R n × S n for some φ ∈ C(T n × A). Therefore, we need to be careful in using the strategy in Section 2. Fortunately, reviewing the arguments in the previous section carefully, we realize that the cone F λ can be replaced by a smaller convex cone. With this idea in mind, we introduce Φ + as the convex cone consisting of functions φ ∈ C(T n × A) of the form φ(x, α) = tL(x, α) + χ(x), with t > 0 and χ ∈ C(T n ), and we observe that, for any φ ∈ Φ + , if φ = tL + χ, then
This shows that if
In this section, the following hypothesis replaces the role of (CP ′ ) in the previous section.
The comparison principle holds for λu + F [u] = η, with η ∈ C(T n ). More precisely, let λ > 0, η ∈ C(T n ), and U be any open subset of T n . If v ∈ USC(U), w ∈ LSC(U) are a subsolution and a supersolution of λu+F [u] = η in U, respectively, and v ≤ w on ∂U, then v ≤ w in U. This is obviously a stronger assumption than (CP). Proof. Let v ∈ C(U), w ∈ C(U) be a subsolution and a supersolution of λu + F φ [u] = η in U, respectively, and let t > 0 and χ ∈ C(T n ) be such that φ = tL + χ. Thanks to the above observation, F φ (x, p, X) = tF (x, t −1 p, t −1 X) − χ(x), the functions v/t and w/t are a subsolution and a supersolution of λu + F [u] = t −1 (χ + η) in U, respectively. Obviously, we have v/t ≤ w/t on ∂Ω. Hence, by (CP ′′ ), we get v/t ≤ w/t in U. That is, we have v ≤ w in U. Now, for z ∈ T n and λ ≥ 0, we define the sets
u is a subsolution of (DP φ )},
as in Section 2. Since the set G z,0 are independent of z, we write also G 0 for G z,0 . We note that we use here the same notation in Section 2 by abuse of notation, although the symbols F 0 and G z,λ denote the sets of functions different from those defined in Section 2.
λ is a convex cone with vertex at the origin.
We can prove Lemma 3.2 in a similar way to that of Lemma 2.8, so we omit the proof. Let R L denote the space of all Radon measures µ on T n ×A such that |µ|, 1+|L| < ∞, where |µ| denotes the total variation of µ, and, for any Borel subset K of A, let P K denote the subset of all probability measures µ in R L that have support in T n × K. That is, P K = {µ : µ is a Radon probability measure on
and a key ingredient for our proof of Theorem 1.4 is stated as follows. 
In the theorem above, it is always possible to choose a compact set K ⊂ A so that either K = A or K K 0 . Indeed, if A is compact, we may just choose K = A. Otherwise, we may choose α 1 ∈ A \ K 0 and set K := K 0 ∪ {α 1 }. Clearly, K is compact and satisfies
A natural question is whether it is possible or not to replace K by K 0 in formula (3.1). For instance, if A is connected, then (3.1) holds with K 0 in place of K. (See Remark 3.1)
In the general situation where normalization (Z) is dropped, we have the following formula for the critical value c. 
Conceding Theorem 3.3, we give a proof of Corollary 3.4.
Proof. Set L c := L + c and note that F Lc = F − c and u is a solution of (EP φ ), with φ = L c . Note that hypotheses (F1), (F2), (L) and (CP ′′ ) hold, with (F, L) replaced by (F − c, L c ). Concerning (L), we note that the inequality inf
Fix any Borel subset K of A such that K K 0 . Observe that, if we set Φ
′ , and P K depend on L only through Φ + and R L , which assures that F 0 , G 0 , G 0 ′ , and P K are the same as those for L c . Thus, we find from Theorem 3.3 that 0 = inf
The next lemma is similar to Lemma 2.12.
Lemma 3.5. Let K be a compact subset of A and {µ j } j∈N ⊂ P K . Then there exists a subsequence {µ j k } k∈N of {µ j } j∈N that converges to some µ ∈ P K weakly in the sense of measure as
Proof. Due to the obvious tightness of {µ j } j∈N , there exists its subsequence {µ j k } k∈N that converges, weakly in the sense of measure, to a Radon probability measure µ on T n × A. It is clear that µ ∈ P K .
Observe next that, for any η ∈ C c (A) such that η = 1 on K,
Now, we fix z ∈ T n and {λ j } j∈N ⊂ [0, ∞), and assume that λ j → λ as j → ∞ for some λ ∈ R and that µ j ∈ G z,λ j ′ for all j ∈ N. Let (tL + χ, u) ∈ F λ , where t > 0 and χ ∈ C(T n ), and observe that (tL
We have already seen that µ j k , L → µ, L as k → ∞. Also, since the functions χ+(λ j k − λ)u are bounded and continuous as a function on T n × A and converge to χ uniformly on T n × A, we see that, as k → ∞,
Hence, we find from (3.3), in the limit as k → ∞, that µ, tL + χ − λu(z) ≥ 0, which implies that µ ∈ G z,λ ′ . The proof is now complete. By Lemma 3.5, the set P K ∩ G z,λ ′ is compact for any compact set K ⊂ A, and, under the hypotheses of Theorem 3.3, according to Theorem 3.3 and the consecutive remark, if the compact set K ⊂ A is large enough in the sense of inclusion, then the set P K ∩ G z,λ ′ is non-empty and the functional
has a minimizer achieving the minimum value λv λ (z). With an abuse of notation, we denote the set of such minimizers again by M L,z,λ or, if λ = 0, by M L,0 . We call any µ ∈ M L,0 (resp., µ ∈ M L,z,λ if λ > 0) a viscosity Mather measure (resp., a discounted Mather measure) associated with (DP). We point out that M L,0 and M L,z,λ may depend on our choice of Φ + a priori. The authors do not know whether these are independent of the choice of Φ + or not.
Proof of Theorem
and, consequently,
Next, to prove (3.1), we fix any Borel set K ⊂ A such that either K = A or K K 0 , and show
which, together with (3.4), yields (3.1). We set
To show (3.5), it is enough to prove
We argue by contradiction, suppose that
and will get a contradiction. We note by the cone property of
and, moreover, that
Noting by Lemma 3.5 that P K 1 is a convex compact space, we apply Sion's minimax theorem, to get inf
Hence, we have inf
Combining the above with (3.7) yields
Hence, we may choose (φ, u) ∈ F λ such that
and, moreover, t > 0 and χ ∈ C(T n ) so that φ = tL + χ. We show that we can choose a constant θ > 0 such that w := θu is a subsolution of
Once this is done, we easily get a contradiction. Indeed, if λ > 0, then ζ := w + λ(v λ − w)(z) + λ −1 θε is a subsolution of λζ + F [ζ] = 0 in T n and comparison principle (CP ′′ ) yields ζ ≤ v λ in T n , which, after evaluation at z, gives λ −1 θε ≤ 0. This is a contradiction. On the other hand, if λ = 0, then, by Proposition 1.2 (ii), we get w + C ≤ v λ in T n for all C ∈ R, which is a contradiction.
To show (3.10), we divide our argument into two cases. The first case is that when K 1 = A. Then, we have δ (x,α) ∈ P K 1 for all (x, α) ∈ T n × A, and, from (3.8), we get
which yields
Thus, we see that w := u is a subsolution of (3.10), with θ = 1. The second case is that when
We split our further argument into two cases. Consider first the case when t ≤ 1, and, maximizing the both sides of (3.12) in α ∈ K 0 yields
and, furthermore,
Combining this with (3.11), we find that for all (
which shows, together with (3.12) , that
Hence, we get
and find that w := u is a subsolution of (3.10), with θ = 1. Notice that the choice of α 1 is of no use so far. Secondly, we consider the case when t > 1 and observe by the viscosity property of v λ that, for any maximum point x 0 ∈ T n of v λ , which always exists, we have
and, hence,
By (3.11) and (3.12), we have
which shows that
Hence, using (3.13), we get
and moreover
Thus, we get formally
From this, we deduce that w := u/t is a subsolution of (3.10), with θ = 1/t. This completes the proof.
Remark 3.1. In the proof above, the real requirement on the choice of α 1 is that the inequality L(x, α 1 ) ≥ L 0 should hold for all x ∈ T n . A trivial sufficient condition for this is the condition that
n , then we can perform the proof above, with K 1 = K 0 ∪ {α 1 } = K 0 , which yields formula (3.1) with K 0 in place of K. For instance, if A is connected, then (L) guarantees the existence of such α 1 ∈ K 0 . To see this, one defines the continuous function l on A by setting l(α) = min x∈T n L(x, α) and observes that l(A) is an interval of R,
The following proof of Theorem 1.4 is parallel to that of Theorem 2.1, but we still give it here for the reader's convenience.
Proof of Theorem 1.4. Let (u 0 , c) ∈ C(T n ) × R be a solution of (EP). The existence of such a solution and the uniqueness of the critical value c is assured by Proposition 1.3.
As we have seen in the proof of Theorem 2.1, the proof in the general case regarding c is easily reduced to the special case when c = 0. Henceforth, we are thus only concerned with the case when c = 0.
As in the proof of Theorem 2.1, we see that |v λ | ≤ 2 u 0 C(T n ) on T n for all λ > 0. This together with (EC) guarantees that {v λ } λ>0 is relatively compact in C(T n ). Therefore, it is enough to show that (3.14) lim sup
To check the above convergence, we fix any z ∈ T n and select two sequences {λ j } j∈N ⊂ (0, 1) and {δ j } j∈N ⊂ (0, 1), converging to zero, so that lim inf
By passing to subsequences if needed, we may assume that for some v, w ∈ C(T n ),
Fix z ∈ T n , and, for each j ∈ N, thanks to Theorem 3.3, we choose a discounted Mather measure µ j ∈ M L,z,λ j , so that µ j , L = λ j v λ j (z). We may assume that {µ j } j∈N ⊂ P K for some compact set K ⊂ A. We deduce by Lemma 3.5 that we may assume, after passing to a subsequence if necessary, that {µ j } converges to some µ ∈ M L,0 .
By the stability property of the viscosity solutions under uniform convergence, w is a solution of F [u] = 0 in T n . Hence, we find that (L−δ j v δ j , v δ j ) ∈ F 0 and (L+λ j w, w) ∈ F λ j , and, consequently, we get
From these, we get, in the limit as j → ∞, µ, w ≤ 0 and 0 ≤ (v − w)(z) + µ, w , which yields w(z) ≤ v(z), Since z ∈ T n is arbitrary, we get w ≤ v in T n . This shows that (3.14) holds.
Examples
Theorems 2.1 and 1.4 can be applied under the structure conditions given in [3, 6, 7] . Let us give some representative examples here.
4.1. First-order Hamilton-Jacobi equations with linear growth in the gradient variable. Consider the case that
where A = B(0, 1), c ∈ C(T n ) with c > 0, and L(x, α) ∈ C(T n × A). Then (DP), (EP) are first-order Hamilton-Jacobi equations with linear growth which arises in the context of front propagations, crystal growth, and optimal control problems. We can easily check that (F1)-(F3), (CP ′ ), (EC) hold, and so the conclusion of Theorem 2.1 is valid in this case.
Viscous
Hamilton-Jacobi equations with superlinear growth in the gradient variable. Consider the function F of the form
where σ ∈ Lip(T n , R k×n ) for some k ∈ N and the Hamiltonian H :
is convex for all x ∈ T n , • there exist m > 1 and Λ ≥ 1 such that, for every x, y ∈ T n and p, q ∈ R n ,
Let L(x, q) be the Legendre transform of H(x, p), i.e., L(x, q) := sup p∈R n {p · q − H(x, p)}. We can rewrite F as . In fact, we have further that {v λ } λ>0 is equi-Lipschitz continuous with Lipschitz constant dependent only on Λ, Lip(σ), H(·, 0) C(T n ) (see also [6] ). It is worth mentioning that (4.2) is a bit more general than the classical condition (3.14) in [7] . For example, if H(x, p) = c(x)|p| 2 with c ∈ Lip(T n ) and c > 0, then (4.1)-(4.3) hold, but not (3.14) in [7] . where a ∈ Lip(T n × A, S n ), b ∈ Lip(T n × A, R n ), L ∈ C(T n × A, R). We assume further that there exists θ > 0 such that 1 θ I ≤ a(x, α) ≤ θI for all (x, α) ∈ T n × A.
Here, I denotes the identity matrix of size n. In view of the Krylov-Safonov estimate (see [16] and also [5, 23] ), we have that {v λ } λ>0 is equi-Hölder continuous, which implies (EC). Here are some details on this Hölder estimate. According to Proposition 1.2 (i), there exists a constant M 0 > 0 such that λ|v λ | ≤ M 0 on T n , which implies that v λ satisfies, in the viscosity sense,
According to [23, (2.14) ], there exist constants γ ∈ (0, 1) and C > 0, depending only on n, θ and b C(T n ×A) , such that , which shows that {v λ } λ>0 is equi-Hölder continuous on T n . Owing to the Evans-Krylov theorem (see [11, 15] ), if F is locally Hölder continuous on T n × R n × S n , then (DP) has a unique classical solution. This allows us to formulate "Mather measures" based on classical solutions (see also [12] ). For instance, we may replace F 0 of Section 2 by {(φ, u) ∈ C(T n × A) × C 2 (T n ) : u is a subsolution of (EP φ )}.
We leave a further discussion of this approach to the interested readers.
4.4.
Fully nonlinear equations with superquadratic growth in the gradient variable. Assume that F has the form F (x, p, X) := sup q∈R n − tr σ t (x, q)σ(x, q)X − q · p − L(x, q) and
• there exist m > 2 and Λ > 0 such that, for every x ∈ T n , p ∈ R n and X ∈ S n , F (x, p, X) ≥ 1 Λ |p| m − Λ(|X| + 1),
• the structural condition [7, (3.14) ] holds, that is, there exists a modulus of conti- of (EP) and applying Proposition 1.2 (ii), we see that v + C ≤ w on T n for all C ∈ R. This is a contradiction, which shows that the critical value c for (EP) is unique.
What remains is to show (1.1). By the equi-continuity, (EP), we infer that Thus we find that c = − lim j→∞ λ j v λ j (x) in C(T n ).
Arguing as above, we see that every sequence {δ j } j∈N of positive numbers convergent to 0 has a subsequence, which we denote again by the same symbol, a constant d ∈ R and a function w ∈ C(T n ) such that
and (w, d) is a solution of (EP). Here, because of the uniqueness of the critical value c, we find that d = c. We now easily deduce that (1.1) holds, and the proof is complete.
