This study sought to examine the impact of water disruptions on productivity in African manufacturing firms, using cross-sectional data from the World Bank enterprise surveys. We measured water infrastructure quality or water disruptions using the number of hours per day without water and found this indicator to be a negative and significant determinant of productivity. At country level, this variable seems to be a significant determinant in Uganda and Zambia, whilst firms in the food and agriculture, chemical and pharmacy as well as construction and metals sectors are also similarly affected. To improve economic growth through firm productivity and hence encourage employment creation and better standards of living, governments in Africa need to come up with measures to strengthen the effectiveness of both technical and institutional water infrastructure services.
Introduction
According to the World Business Council for Sustainable Development (WBCSD) report (2005), water is not distributed evenly over the globe and fewer than 10 countries possess 60% of the world's available freshwater supply (Brazil, Russia, China, Canada, Indonesia, U.S., India, Columbia and the Democratic Republic of Congo). The report also argues that, after agriculture, industry is the second largest user of water, with about 22% of worldwide water being used in industries. Although the amount of water used varies widely from one type of industry to another, major industrial users include power plants, which use water for cooling or as a power source (i.e. hydroelectric plants), ore and oil refineries which use water in chemical processes, and manufacturing plants which use water as a solvent or for fabricating, processing, washing, diluting, cooling as well as for sanitation needs within the manufacturing facility (US Geological Survey, 2000) . Industries that use large amounts of water normally produce such commodities as food, paper, chemicals, refined petroleum or primary metals. Many African countries are also manufacturers and exporters of these types of commodities. Adequate and sustainable provision of industrial water is therefore important for Africa to increase productivity and supply of goods as well as promote economic development. However, increasing demand, economic development and changes in climate (variable rainfall patterns/droughts) are posing serious challenges to sustainable water provision on the continent. Generally, the problem in Africa is mostly not about availability of water (there are abundant freshwater resources), but about accessibility (Tadese, 2009) . This is a result of inadequate assessment, underdevelopment of water resources, lack of technical and institutional infrastructure as well as use of inappropriate water management systems (Tadese, 2009 ). According to UNEP (2004) , most water utilities in many African countries are stateowned monopolies and thus low tariffs and fiscal constraints have resulted in little investment and poor maintenance of infrastructure in the water sector. Water cuts or water rationing as well as bursting water pipes remain common features in many of these African countries. (Many firms in Africa have tried to avoid this problem by drilling boreholes but this alternative increases fixed costs and may contribute to loss of competitiveness). Development policy experts have argued that poor provision of water will not only affect economic development, but will also constrain the continent's ability to meet its Millennium Development Goals (MDGs).
World Bank enterprise survey statistics on infrastructure obstacles facing manufacturing firms (which also included water infrastructure) show that, using days without water per month, South Asia is the continent most seriously affected by water disruptions followed by Sub-Saharan Africa (SSA), but, on a given day, Latin America and SSA top the list with, on average, more hours endured by firms without water (see Table 1 below). Country level statistics also show that water problems are very common in Tanzania as firms go for about 8 days without water per month, for about 13 hours a day, compared with an average of 2 days and about 10 hours a day in Zambia and Mauritius. Water disruptions are experienced on average for about a day in the other 2 remaining countries, for an average of 3 hours in South Africa and 20 hours in Uganda (see Table 1 ). This pattern is also replicated when looking at the number of firms with boreholes in these countries. Statistics in Table 1 below show that about 60% of firms in Zambia own boreholes followed by 35% in Tanzania. South Africa is the only country in the sample with less than 10% firms recorded as owning a borehole or well. (The survey sample included; South Africa, Zambia, Tanzania, Uganda and Mauritius. These countries were selected on the basis of availability of data on variables of interest.) World Development Indicators (2009) statistics also show that freshwater withdrawals by industry are lower in Africa compared to other regions. This could partly reflect lack of development of Africa's industrial sector or inadequacies of mechanisms of withdrawing water in the continent.
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The main aim of this study was therefore to investigate the impact of water infrastructure quality, i.e., water cuts, on productivity in African manufacturing firms. This is because water plays a very important role in enhancing the productivity of other input factors such as labour and capital. The assumption was that problems of water in Africa, though affected by poor rainfall patterns and increasing demand (due to population growth and economic development), are mostly a result of poor institutional and physical water infrastructure. Thus, inadequate assessment, underdevelopment of water resources, and use of inappropriate water management systems are all closely related to poor institutional and physical infrastructure. We also argue that the contributions of water infrastructure to productivity derive not from the mere existence or creation of the physical facilities like water treatment plants and water reservoirs, but from their operation and the value of the services generated. Thus water infrastructure reliability is more important than its availability. We therefore control for water reliability in this study by using the number of days or hours without water and ownership of boreholes, whilst at the same time highlighting the importance of other firm-specific factors. Thus water infrastructure is of little use to production if it is not reliable and that is why we expect water infrastructure reliability (how often firms go without water a day) to be more important than availability (annual freshwater withdrawals per capita or per industry).
The other problem with country-level indicators (annual freshwater withdrawals per capita or per industry) is that they assume that the quality of water infrastructure is the same across locations within a country, when in fact there may be interesting variations based on local governance (Dollar et al., 2005) . Moreover, econometric modelling of the macro-level determinants of productivity also suffers from endogeneity problems. This could be because measures of infrastructural quality like water may be subject to 'halo effects', meaning that countries may have good water infrastructure and hence high water withdrawals because they are rich (Dollar and Kray, 2002) . Thus high productivity may increase growth which may consequently also lead to an improvement in the quality of water infrastructure and amount of water withdrawals in a country. By shifting attention to firm-level analysis, we may possibly reduce this kind of bias, as firms can be assumed to take water infrastructural settings as given. In addition to water-related indicators, we also incorporate other firm characteristics that may affect productivity, such as firm size, firm age, foreign ownership and whether the firm owns a borehole or not. The other motivation for this research is that studies that explore the relationship between water infrastructure and productivity in Africa, particularly at firm level, are very scarce and, according to Estache (2005) , this could be due to much econometric focus on human capital and low quality of available data.
This report is organised as follows: a review of some empirical studies on productivity and infrastructure (including water infrastructure), followed by a discussion of the methodological framework, data and variable measurement. The final sections present the findings and conclusions of the study.
Empirical investigations of infrastructure impacts on productivity
Empirical investigations of infrastructure impacts on productivity have been done by a number of researchers (e,g., Aschauer, 1989a; Munnell, 1990; Escribiano et al., 2009; Hulten, 1996) . Aschauer (1989) studied the relationship between aggregate productivity and stock and flow of government spending variables in the US economy for the period 1949-85. In his estimations, using a general Cobb-Douglas production function, he treated government spending on public capital as one of the inputs in the production function and as proxy for infrastructure variables like water, electricity and transport. His results suggest that there is a strong positive relationship between output per unit of capital input, the private labour to capital ratio and the ratio of the public capital stock to the private capital stock. Mas et al. (1996) report on the regional dimension and temporal dimension of the impact of public capital on productivity gains. Using data for Spanish regions over the period 1964-91, they estimate a Cobb-Douglas production function by means of panel data techniques to control for unobserved state-specific characteristics. They found that economic infrastructure has a significant positive effect on productivity, but social infrastructure does not. However, the problem with using composite indicators is that it becomes difficult to disentangle the productivity impact of a specific infrastructure indicator like water.
Evidence presented by Aschauer (1989) and Munnell (1990) for the United States shows strong time-series and cross-state correlations between public infrastructure and productivity. However, Hulten and Schwab (1991) and Holtz-Eakin (1994) argued that these results disappear when time-series data is first differenced or when fixed effects are introduced in panel data regressions, suggesting that they were due to spurious correlations between non-stationary variables and endogeneity or misspecification (in the cross-section analysis). Cross-country evidence by Calderon and Serven (2003) showed that a substantial part of the growth in the output gaps between East Asia and Latin America can be traced back to the cutbacks in infrastructure spending that occurred in Latin America as a result of the debt crisis that was induced by fiscal adjustment programmes. For Africa, Estache et al. (2005) made one of the first attempts to conduct a more systematic, quantitative assessment of the importance of Sub-Saharan Africa's infrastructure. They found that water, electricity, roads and telecommunications are crucial factors in promoting growth. Esfahani and Ramirez (2003) estimated that Sub-Saharan Africa's poor growth performance is in part related to under-investments in electricity, water and telecommunications infrastructure. Estache (2005) also estimates that if Africa had enjoyed Korea's quantity and quality of infrastructure, it would have raised its annual growth in per capita income by about 1%. Hulten (1996) found that differences in the effective use of infrastructure resources explain one quarter of the growth differential between Africa and East Asia, and more than 40% of the growth differential between low and high growth countries.
According to Escribiano et al. (2009) , empirical explorations of infrastructure effects on growth and productivity have generally been characterised by ambiguous results with little robustness. They argued that endogeneity of infrastructure measures have been the reason behind these contradictory findings. This endogeneity comes from measurement errors stemming from the use of public capital figures as proxies for infrastructure; omitted variables which arise when there is an unobserved third variable that affects the infrastructure and growth measure; under simultaneity, the bias and inconsistency of standard estimators follow in cases where infrastructure provision itself positively responds to productivity gains. They argued that these feedback effects would arise when there is an increase in reliance on the private sector for provision of infrastructure services. Escribiano and co-workers (2009) study on 26 African countries showed that poor quality of electricity, transport services and water provision affects allocative efficiency of slower growing countries. This study is an extension of their study in that it goes further to look at the impact of water disruptions on different sectors in the manufacturing industry. This will not only identify the country where water cuts are a serious obstacle to productivity but even the products that are heavily affected as a result.
Methodology
There are a number of methodologies that can be used to estimate productivity, each with its own strengths and weaknesses. One can use index numbers, parametric and non-parametric methods, data envelope analysis and stochastic frontiers. According to Biesebroeck (2003) , index numbers and data envelopment analyses are flexible in the specification of technology, but do not allow for measurement errors in the data. He argued that parametric methods which calculate productivity from an estimated production function are less vulnerable to measurement errors, certainly in the dependent variable, but misspecification of the production function might be an issue.
However, for our study we proposed to use an empirical model that borrows from the works of Harris and Trainor (2005) and Njikam et al. (2005) . We measured plant-level total factor productivity (TFP) using a standard Cobb Douglas production function as follows:
where: Y refers to the log of output of firm i K is stock of capital M is material inputs L is number of workers in each firm
In order to calculate total factor productivity (TFP), the common approach is to obtain estimates of the elasticities of output with respect to inputs (α 0 , α 1 , α 2 ) and then to treat TFP as residuals from Eq. (1). Thus we obtain TFP as
Using this method, the TFP estimates from Eq. (2) would need to be regressed using a second-stage model against a set of determinants, such as the quality of power infrastructure variables, which do not feature when estimating Eq. (1) Schmidt (2002) argue that this approach results in potentially-biased estimates, since by omitting factors from Eq. (1) that determine output, the estimates of the estimated elasticities will suffer from an omitted variable problem and thus LnTFP will be incorrectly measured. In addition, 2-stage approaches are inefficient because they ignore any cross-equation restrictions, since they do not take account of the correlation of the error terms across equations (Harris and Trainor, 2005) .
Moreover, a more serious problem associated with this approach is that of omitted variable bias. Thus in the first-step regression, Eq. (1) ignores other known determinants of output and standard econometric theory predicts that estimated elasticities from Eq. (1) will be biased as a result. Thus the estimates obtained in the second-step regression will also be biased and this is true regardless of whether factor inputs and those variables that determine TFP are correlated or not. (In this case, the set of factors that determine output and those that determine TFP are firm-specific and therefore correlated.) Wang and Schmidt (2002) show that in the case of 2-step estimators of technical efficiency using a stochastic frontier production approach, simulations indicate that the bias due to the omitted variable problem is substantial. Our argument is that their results are relevant even when using 2-step estimations of the determinants of TFP using the technique shown by Eqs. (1) and (2).
The preferred approach therefore, is to directly include the determinants of output and thus TFP into Eq. (1), since this will avoid any problems of inefficiency and bias and will help in directly testing whether such determinants are statistically significant. Since TFP is defined as any change in output that is not due to changes in factor inputs, we include these determinants directly in Eq. (1) as follows: We include borehole or well ownership to ascertain whether such ownership minimises the negative effects of water cuts on productivity. This effect is captured by using the product of the borehole ownership dummy and quality of water infrastructure variables.
Data and variable measurement
The World Bank's Investment Climate Surveys (ICS) of manufacturing sectors from 5 Sub-Saharan African countries, namely, South Africa, Zambia, Uganda, Mauritius and Tanzania, are the primary source of the data used in this study.
The surveys in these respective countries were done between the years 2002 and 2005. These firms were also drawn from 6 International Standards Industrial Classification (ISI) industries in 28 towns and cities and the selection of countries was based primarily on availability of comparable data on variables of interest. Although the number of African countries covered by the study is rather small, between them, the 5 countries reflect the diversity of economies in the Sub-Saharan African region in terms of the level of economic development, export orientation and quality of infrastructure. Thus we have landlocked groups, low-and middle-income as well as large and small economies.
In order to convert some of our input and output values into common currency for estimation purposes, an average real effective exchange rate was used for the years in which the surveys were done in each of the study countries. This data is from the World Bank's World Development Indicators. Firm size was measured as the total number of permanent employees in each firm whilst firm age was calculated as the difference between the year in which the firm was established and the year in which the survey was done. Foreign ownership is a dummy, taking the value of 1 if the firm has at least 10% foreign ownership and zero otherwise. Water infrastructure quality is measured using the number of days firms go without water per month, and the number of hours without water per day. Since data on the number of days without water were elicited on an annual basis, we recalculated these outage days by dividing all firm responses by 12 in order to get water-cut days per month. To minimise the impact of non-responses on the size of our sample, we replaced missing water infrastructure quality observations with regional level averages. Thus we calculated the average number of hours or days that firms in a particular city or region go without water per day or month, respectively. In carrying out our estimations, we also expressed firm size, firm age, labour (measured as sum of permanent and temporary employees), raw materials, capital (measured using replacement cost of plant and machinery) in logarithm.
Dummies were also created to capture the unobserved country and sector heterogeneity. This is because some products may use less water than others whilst in some cases enterprises located in countries with good institutions and economic policies might be more productive than those from poorer institutional and policy settings. These dummies could also capture geographic characteristics of the countries and sectoral comparative advantage based on the countries' factor endowment differences (Yoshino, 2008) . The manufacturing sectors covered include textile and garment; plastic, paper and packaging; construction and metal; chemical and pharmacy; wood and furniture; as well as food and agriculture. We did our estimations using ordinary least squares (OLS) and the crosssectional results are presented below. In carrying out the above estimations, we used different indicators of water infrastructure quality in order to check whether our estimations were robust in response to changes in variable specifications. The use of cross-sectional, country level and sectoral regressions is meant to identify the countries and sectors where water cuts or disruptions play a significant role in affecting productivity. It is generally argued that firms with some foreign ownership are more productive than those without (Yoshino, 2008; Griffith et al, 2004; Harris and Robinson, 2004) . This is because foreign ownership brings with it skills and technologies that help improve the productivity of firms (productivity effect). Results from the above regressions show that foreign ownership is a robust and significant determinant of productivity. At country level, this variable is positive and significant in Zambia, Tanzania and South Africa, as well as in the food and agricultural and chemical and pharmacy sectors. This is partly supported by descriptive statistics in that there are relatively more firms in Zambia and South Africa with foreign ownership and this could explain the presence of the productivity effect. These results also show that firm size has an expected positive effect though not consistently significant. The same pattern applies to the age variable. These results suggest that being older and large in size has a weak positive effect on a firm's level of productivity. This basically means that economies of scale and experience do have an influence on a firm's productivity. The pattern of impact of these 2 variables seems to be replicated even at country and sectoral level. The size variable is significant in Zambia and Uganda whilst the age variable is significant in Uganda and Mauritius. At sectoral level the size variable is significant in the textile and garment, chemical and pharmacy as well as construction and metal sectors. These results partly support Biesebroeck's (2005) finding that total factor productivity distributions of large and small African manufacturing firms are significantly different, even though his study does not indicate the extent to which large firms are more productive compared to small firms. In fact, Biesebroeck, (2005) argued that large firms grow more rapidly and improve productivity faster, conditional upon previous performance. Lee and Tang (2001) also found that large firms with between 100 and 500 employees are more productive than those with less than 100 workers. The size argument is that as the firm increases in size it is initially expected to have a positive effect on productivity due to economies of scale. However, when the firm grows beyond a certain size, diseconomies of scale may start to set in and thus negatively influence productivity. This could partly explain the negative nature of the size variable in Tanzania; it is likely that firms in this country have passed the threshold size level such that increases in firm size no longer bring about economies but diseconomies of scale. However, using cross-sectional data, it is difficult to test this argument. With regard to the age variable, Palangkaraya et al. (2007) , using Australian data, found similar evidence (though somewhat weak) that older firms are less productive.
Results
The variable that is of central interest in this study is that of water disruptions. Our argument is that water infrastructure is an intermediate input and its efficient supply raises the profitability of production and hence enhances the marginal productivity of labour and capital (Kessides, 1993) . A large number of hours without water must therefore have a negative effect on productivity. The results reported above largely support this expectation. Thus, using the number of hours without water, water infrastructure quality has a negative and significant effect on productivity. However, when using the number of days per month without water, this variable becomes insignificant but still negative. The likely reason for this is that measuring water disruptions using the number of hours a day is more appropriate than using the number of days a month. This is true in that if 2 firms (Firm 1 and Firm 2) in different locations experience about 2 days of water shortages per month, but Firm 1 experiences more hours of water disruptions a day than Firm 2, then Firm 1 faces more severe water problems than Firm 2. Thus days without water may not be a better measure of the severity of water infrastructure problems than hours without water. At sectoral level, water infrastructure quality has a negative and significant effect in the food and agriculture, chemical and pharmacy as well as construction and metal sectors. This partly supports the argument that industries that use large amounts of water normally produce such commodities as food, paper, chemicals, refined petroleum or primary metals. There is, however, a weak negative effect on textiles and garments as well plastic, paper and packaging sector firms, suggesting that the production of these products does not require a large amount of water or that water problems are not severe in these sectors. At country level the variable is consistently negative, though significant only in Uganda and Zambia. This is partly supported by descriptive statistics. in that there are relatively more firms with boreholes in Zambia (60%), suggesting that water problems may be severe in this country (see Table 1 above). We used the product of water infrastructure quality variable and the borehole ownership dummy to ascertain whether owning a borehole or well helps in minimising the negative impact of poor water infrastructure. Results show that boreholes partly ameliorate water problems. This variable is consistently positive but significant only when using the number of days without water and this is true for the construction and metal sector as well as for Zambian firms. Thus about 60% of firms in Zambia own a borehole or well.
Conclusions
The primary objective of this study was to examine the role played by the quality of water infrastructure on firm productivity in the manufacturing sector in Africa. The significance of water disruptions as a variable affecting productivity suggests that water is important in fostering economic growth and there is a need therefore for governments in Africa to come up with water infrastructure development plans so as to minimise the occurrence of water cuts. This could be done by improving water assessments, development of water resources, as well as use of appropriate water management systems. Development and maintenance of quality water infrastructure (both physical and institutional) is central in achieving these objectives. This could also be achieved through the commonly-used private-public partnership arrangements or privatisation or commercialisation of staterun water utility companies. Proper regulatory mechanisms can be used to minimise abuse of monopoly power by these privatised utility companies. In so doing, resources will be generated to build and maintain quality water infrastructure facilities which will not only support the productivity and growth of firms, but even result in the generation of employment and increases in income growth. The significance of the water-borehole interaction variable also means that firms in countries with serious water problems should be encouraged or assisted in acquiring alternative water sources like boreholes as this appears to partly support the productivity of firms. 
