Abstract. The present paper gives a detailed mathematical description of continuous time active and adaptive dynamics of an artificial neural network, based on adaptive resonance theory and consisting in solving systems of differential equations. The mathematical description uses the example of a simple star-shaped artificial neural network for two differently parameterized cases of general equations including the evaluation of both learning methods and both their functions.
Introduction
Adaptive Resonance Theory (ART) describes the process of elaboration (active dynamics) and storage (adaptive dynamics) information mediated by sensory perception in the human brain. ART considers two progressions, active and adaptive dynamics, that is, discrete time (ART1) and continuous time (ART2), respectively. The first progression is modeled by difference (algebraic) equations while the second one by differential equations.
ART [4, 5] neural network is composed of two layers of neurons fully mutually connected. The processing of the information on the mutual oscillations of states of both layers continues until stable state is found. This process is called resonance.
ART1 [1] neural network quickly processes and easily stores the information in discrete portions so that it is applicable as an effective tool for solving many practical problems of various fields of human activity.
ART2 [2, 3] neural network processes and stores continuously changing information presented for a given period so that it more realistic models biological processes in the information systems of living organisms. The storing of information in a long-term memory of second type network can be done, for example, in two different ways. The first one is termed the "instar" learning and the second one the "outstar" learning. Both methods prefigure qualitatively different functions of the learned instar and outstar neural network respectively.
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Definition of terms
We define an artificial neural network as a directed graph with vertices and edges dynamically evaluated, i.e., as the ordered quintuple [V, E, ε, y, w]:
V set of vertices (neurons), E set of edges (synapses), ε mapping of incidence of edges with vertices (ε : E → V × V ), y dynamic evaluation of vertices (y : V × t → R), w dynamic evaluation of edges (w :
is called the network state at time t and the
The state or configuration of a network as a vector function of time t or T is termed active dynamics or adaptive dynamics of a neural network, respectively.
Using time separation of the active and adaptive dynamics, we expressed the fact that a neural network works in two time-independent active and adaptive modes.
The active or adaptive dynamics of a neural network in continuous time can be defined as a solution vector of the following systems of differential equations [4] :
Here, analogously to biological neural network, we call x i potential of the i-th neuron, f i activation function of the i-th neuron (f i (x i ) = y i ), g j adaptation function of the j-th neuron, ϑ j threshold of the j-th neuron, w ij synaptic weight links of the i-th neuron to the j-th neuron, α measure of plasticity of synapses, β measure of elasticity of synapses, ∆t signal delay period. In the usual formulation of the potential and activation functions
we perceive the parameter ϑ as the threshold of a neuron. Its under-flowing or overflowing by the potential of a neuron causes the inhibition or excitation of a neuron, respectively. In our formulation of the potential and activation functions
we perceive the parameter −ϑ as the external stimulus activating a network by injection directly into neuron, on its value the potential of a neuron is initiated
means the network input and the network state means the network output. The network function which sets the network output using a network input (during active dynamics) is defined as the vector function
and the network configuration is then a network function parameter.
Instar network
Let us have the neural network (see Figure 1 ) where for simplicity: let us consider the activation and adaptation function as identity and let us set the measure of plasticity consistently with the measure of elasticity equal to one. Then, assuming zero initial conditions for −ϑ j = I j > 0 where j ∈ {0, 1, 2, 3}, we obtain from (2.1) and (2.2) next active and adaptive dynamics. Active dynamic:
i.e., and for j ∈ {1, 2, 3} d dt
i.e.,
i.e., lim t→∞ x j (t) = x j (∞) = I 0 w 0j + I j .
Adaptive dynamics:
i.e., d dT w 0j (T ) = −(aw 2 0j (T ) − bw 0j (T ) + c) for j ∈ {1, 2, 3}, where
e., after separating the variables,
i.e., generally,
. Then, we get the hyperbolic behavior (see Figure 2 ) 2) i.e.,
For T = 0, we get
is C < 0 and for
is C > 0, from which it follows that, from the perspective of zero initial conditions, the value w 0j (0) is always well defined. But it always lies outside the interval
and, therefore, it can never become zero, i.e., this solution of adaptive dynamics cannot meet the requirement of zero initial conditions. Secondly, let us consider
. Then, we get a sigmoidal behavior (see Figure 2 )
i.e., For T = 0 we get
i.e., for zero initial conditions,
Therefore, only for I 
Outstar network
Let us have the neural network (see Figure 3) where, for simplicity, we regard the activation and adaptation function as identity and we set the measure of plasticity or elasticity equal to one or zero. Then, assuming zero initial conditions for −ϑ j = I j > 0 where j ∈ {0, 1, 2, 3}, we obtain from (2.1) and (2.2) the next active and adaptive dynamics. of associative memories as Hopfield [9, 10] and bidirectional memory [13, 14] respectively with Hebbian learning rule [6] .
