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Abstract
This paper is concerned with the renormalized stochastic entropy solutions of stochastic
scalar conservation law forced by a multiplicative noise on a bounded domain with a non-
homogeneous boundary condition. We ﬁrst introduce a notion of renormalized stochastic entropy
solution and then establish the existence and uniqueness of a renormalized stochastic entropy
solutions for a general L1-data. Our results allow us to give a positive answer to an open problem
posed by Bauzet, Vallet and Wittbold in [4].
Keywords: Scalar conservation law; Renormalized entropy solutions; Itoˆ’s formula; L1-
theory.
AMS subject classiﬁcations (2010): 60H15, 60H40.
1 Introduction
Let D be a bounded open set in RN with boundary ∂D in which we assume the boundary ∂D is
Lipschitz in case the space dimension N > 1. Let T > 0 be arbitrarily ﬁxed. Set Q = (0, T ) ×D
and Σ = (0, T ) × ∂D. Let (Ω,F ,P; {Ft}t∈[0,T ]) be a given probability set-up. In this paper, we
are interested in the ﬁrst order stochastic conservation laws driven by a multiplicative noise of the
following type
du− div(f(u))dt = h(u)dw(t), in Ω×Q, (1.1)
with initial condition
u(0, ·) = u0(·), in D, (1.2)
and boundary condition
u = a, on Σ, (1.3)
for a random scalar-valued function u : (ω, t, x) ∈ Ω× [0, T ]×D → u(ω, t, x) =: u(t, x) ∈ R, where
f = (f1, ..., fN ) : R → RN is a diﬀerentiable vector ﬁeld standing for the ﬂux, h : R → R is measur-
able and w = {w(t)}0≤t≤T is a standard one-dimensional Brownian motion on (Ω,F ,P; {Ft}t∈[0,T ]).
∗corresponding author.
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2The initial data u0 : D ⊂ RN → R will be speciﬁed later and the boundary data a : Σ → R is
supposed to be measurable.
Problem (1.1)-(1.3) was studied recently by Kobayasi-Noboriguchi [16] and Lv-Wu [21] via
kinetic solution approach and Kruzhkov’s semi-entropy method, respectively. By introducing a
notion of kinetic formulations in which the kinetic defect measures on the boundary of domain
are turncated, Kobayasi-Noboriguchi [16] obtained the well-posedness of (1.1)-(1.3). Motivated by
the deterministic case [1, 24], Lv-Wu [21] (see also [22]) introduced a notion of stochastic entropy
solutions of (1.1)-(1.3) and obtained the existence and uniqueness of stochastic entropy solutions
by utilising vanishing viscosity method and Kruzhkov’s technique of doubling variables.
When h = 0, the deterministic problem (1.1)-(1.3) is well studied by many authors in the lit-
erature, see for example [1, 24] and references therein. The authors of [24] studied the problem
(1.1)-(1.3) with h = 0 in the L1-setting. In order to deal with unbounded solutions, they have de-
ﬁned a notion of renormalized entropy solution which generalizes the deﬁnition of entropy solutions
introduced by Otto in [23] in the L∞ frame work. They have proved existence and uniqueness of
such generalized solution in the case when f is locally Lipschitz and the boundary data a veriﬁes
the following condition: fmax(a) ∈ L1(Σ), where fmax is the “maximal eﬀective ﬂux” deﬁned by
fmax(a) = {sup |f(u)|, u ∈ [−a−, a+]}.
They gave an example to illustrate that the assumption a ∈ L1(Σ) is not enough in order to prove
a priori estimates in L1(Q), and that the assumption should be fmax(a) ∈ L1(Σ). Furthermore,
in [1], the authors revisited the problem (1.1)-(1.3) and introduced a notion of entropy solution to
the problem (1.1)-(1.3) with h = 0. Following [1], an entropy solution of (1.1)-(1.3) is a function
u ∈ L∞(Q) satisfying
−
∫
Σ
ξω+(x, k, a(t, x))dSdt ≤
∫
Q
[
(u− k)+ξt − χu>k(f(u)− f(k)) · ∇ξ
]
dxdt
+
∫
D
(u0 − k)+ξ(0, ·)dx and (1.4)
−
∫
Σ
ξω−(x, k, a(t, x))dSdt ≤
∫
Q
[
(k − u)+ξt − χk>u(f(k)− f(u)) · ∇ξ
]
dxdt
+
∫
D
(k − u0)+ξ(0, ·)dx (1.5)
for any ξ ∈ D([0, T )× RN ), ξ ≥ 0 and for all k ∈ R, where
ω+(x, k, a) := max
k≤r,s≤a∨k
|(f(r)− f(s)) · n(x)|
ω−(x, k, a) := max
a∧k≤r,s≤k
|(f(r)− f(s)) · n(x)|
for any k ∈ R, a.e. x ∈ ∂D, and n denoting the unit outer normal vector to ∂D. Here and in
the sequel, a ∧ k := min{a, k} and a ∨ k := max{a, k}. It is remarked that the above deﬁnition
of entropy solution is a natural extension of the deﬁnition of that given by Otto [23]. On the
other hand, Carrillo-Wittbold [5] obtained the existence and uniqueness of renormalized entropy
solutions of (1.1)-(1.3) with h = 0 = a.
Having a stochastic forcing term h(u)dw(t) in Equation (1.1) is very natural for problem mod-
eling arising in a wide variety of ﬁelds in physics, engineering, biology, just mention a few. The
Cauchy problem of equation (1.1) with additive noise has been studied in [15] wherein Kim pro-
posed a method of compensated compactness to prove, via vanishing viscosity approximation, the
existence of a stochastic weak entropy solution. Moreover, a Kruzhkov-type method was used there
3to prove the uniqueness. Furthermore, in [25], Vallet and Wittbold extended the results of Kim to
the multi-dimensional Dirichlet problem with additive noise. By utilising the vanishing viscosity
method, Young measure techniques and Kruzhkov doubling variables technique, they managed to
show the existence and uniqueness of the stochastic entropy solution.
On the other other, concerning the case of multiplicative noise, for Cauchy problem over the
whole spatial space, Feng and Nualart in [11] introduced a notion of strong entropy solution in
order to prove the uniqueness for the entropy solution. Using the vanishing viscosity and compen-
sated compactness arguments, they established the existence of stochastic strong entropy solution
only in one space dimensional case. We would like to mention [2] where Bardos-le Roux-Ne´de´lec
ﬁrstly proved the well-posedness of the initial-boundary value problem for multidimensional scalar
conservation laws. Moreover, Chen et al. [7] considered high space dimensional problem and they
proved that the multi-dimensional stochastic problem is well-posedness by using a uniform spatial
BV-bound. Following the idea of [11, 7], Lv et al. [19] considered the Cauchy problem of stochastic
nonlocal conservation law. Bauzet et al.[3] proved a result of existence and uniqueness of the weak
measure-valued entropy solution to the multi-dimensional Cauchy problem.
Using a kinetic formulation, Debussche and Vovelle [9] obtained a result of existence and unique-
ness of the entropy solution to the problem posed in a d-dimensional torus, (also see [16, 14]).
More recently, Bauzet et al. [4] studied the problem (1.1)-(1.3) with a = 0 (i.e., the homogeneous
boundary condition). Under the assumptions that the ﬂux function f and h satisfy the global
Lipschitz condition, they obtained the existence and uniqueness of measure-valued solution to
problem (1.1)-(1.3) with a = 0 in the L2-setting. Lv et al. [20] extended the result of [4] to
the stochastic nonlocal conservation law. Meanwhile, Bauzet et al. [4] posed an open problem :
whether there exists a renormalized stochastic entropy solution to problem (1.1)-(1.3) with a = 0.
In the present paper, we aim to study this open problem and we end up with an aﬃrmative answer.
Our object In this paper is the well posedness of renormalized stochastic entropy solutions of
problem (1.1)-(1.3). Encouraged and inspired by the deterministic case, we ﬁrst give a notion of
renormalized stochastic entropy solution, and we then discuss the relation between the stochastic
entropy solution with renormalized stochastic entropy solution. In the end, the existence and
uniqueness of renormalized stochastic entropy solutions are established. We would like to point
out that there are two big diﬃculties arisen here: one is how to get the limit of stochastic term in
L1-setting, and the other is how to deal with the stochastic term in proving the uniqueness. The
solution to the former diﬃculty is that one can use the Itoˆ isometry and the relevant convergence
in probability. The method used to solve the second diﬃculty is the Fubini’s Theorem and the
technique of doubling variables, which is stimulated by [4]. There are probably three methods
to deal with the stochastic term in proving the uniqueness so far. The ﬁrst method is deﬁning
the stochastic strong entropy solution [11], which is used to control the noise-noise interaction.
The second method is to use the regularity of viscous solution [4], which is only suitable to one
dimensional Brownian motion. The third method is to use the kinetic formulation [9], which is
suitable to cylindrical Brownian motion. Here we use a similar method to [4], but there is a
signiﬁcant diﬀerence. Noting that in paper [4], the authors established a comparison result for two
solutions, one is stochastic entropy solution and the other is viscous solution. However, in this
paper, we will establish a comparison result for two solutions (see Lemma 4.1), one is stochastic
entropy solution and the other is renormalized stochastic entropy solution. Hence both solutions
have little regularity. Fortunately, one should have a method to overcome it if one can clearly know
how to get the stochastic entropy solution.
The paper is organized as follows. In Section 2, we introduce the notion of renormalized stochas-
tic entropy solution for (1.1)-(1.3), then discuss the relationship between the stochastic entropy so-
4lution with renormalized stochastic entropy solution and lastly state out the main results. Section
3 is devoted to the proof of existence of renormalized stochastic entropy solution for (1.1)-(1.3). In
Section 4, uniqueness of renormalized stochastic entropy solution for (1.1)-(1.3) is established by
using Fubini’s Theorem and the technique of doubling variables.
We end up this section by introducing some notations.
Notations. In general, if G ⊂ RN , D(G) denotes the restriction of functions u ∈ D(RN ) to G
such that support(u) ∩ G is compact. The notation D+(G) stands for the subset of non-negative
elements of D(G). M(Q) denotes the space of functions measurable on Q.
For a given separable Banach space X, we denote by N2w(0, T,X) the space of the predictable
X-valued processes. This space is the space L2((0, T ) × Ω, X) for the product measure dt ⊗ dP
on PT , the predictable σ-ﬁeld (i.e. the σ-ﬁeld generated by the sets {0} × F0 and the rectangles
(s, t)×A for any A ∈ Fs, for t > s > 0).
Denote E+ the totality of non-negative convex functions η in C2,1(R), approximating the semi-
Kruzhkov entropies x → x+ such that η(x) = 0 if x ≤ 0 and that there exists δ > 0 such that
η′(x) = 1 if x > δ. Then η′′ has a compact support and η and η′ are Lipschitz-continuous functions.
E− denotes the set {η˘ := η(−·), η ∈ E+} and E = E+ ∪ E−. Then, for convenience, denote
sgn+0 (x) = 1 if x > 0 and 0 else; sgn
−
0 (x) = −sgn+0 (−x) sgn0 = sgn+0 + sgn−0 ,
F (a, b) = sgn0(a− b)[f(a)− f(b)]; F+(−)(a, b) = sgn+(−)0 (a− b)[f(a)− f(b)],
and for any η ∈ E , F η(a, b) =
∫ a
b
η′(σ − b)f ′(σ)dσ.
2 Entropy solution
The aim of this section is to give a deﬁnition of renormalized stochastic entropy solution. We
then discuss the relationship between the stochastic entropy solution with renormalized stochastic
entropy solution and present our main results. To this end, we ﬁrst recall the deﬁnition of stochastic
entropy solution.
In paper [21], the authors gave the following deﬁnition of stochastic entropy solution of (1.1)-
(1.3). For convenience, for any function u of N2w(0, T ;L
2(D)), any real number k and any regular
function η ∈ E+, denote dP-a.s. in Ω by μη,k, the distribution in D deﬁned by
ϕ → μη,k(ϕ) =
∫
D
η(u0 − k)ϕ(0)dx+
∫
Q
η(u− k)∂tϕ− F η(u, k)∇ϕdxdt
+
∫
Q
η′(u− k)h(u)ϕdxdw(t) + 1
2
∫
Q
η′′(u− k)h2(u)ϕdxdt
+
∫
Σ
η′(a− k)ϕω+(x, k, a(t, x))dSdt;
ϕ → μη˘,k(ϕ) =
∫
D
η˘(u0 − k)ϕ(0)dx+
∫
Q
η˘(u− k)∂tϕ− F η˘(u, k)∇ϕdxdt
+
∫
Q
η˘′(u− k)h(u)ϕdxdw(t) + 1
2
∫
Q
η˘′′(u− k)h2(u)ϕdxdt
+
∫
Σ
η˘′(a− k)ϕω−(x, k, a(t, x))dSdt,
where ω+(x, k, a(t, x)) and ω−(x, k, a(t, x)) are deﬁned as in the introduction. Based on this, we
have the following
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2(D)) is an entropy solution of stochastic conser-
vation law (1.1 ) with the initial condition u0 ∈ Lp(D) and boundary condition a ∈ L∞(Σ), if
u ∈ L2(0, T ;L2(Ω;Lp(D))), p = 2, 3, · · · and
μη,k(ϕ) ≥ 0, μη˘,k(ϕ) ≥ 0 dP − a.s.,
where ϕ ∈ D+((0, T × RN )), k ∈ R, η ∈ E+ and η˘ ∈ E−.
We remark that for technical reasons, Bauzet et al. [4] gave a generalized notion of entropy
solution. And then the uniqueness result implies the existence of entropy solution in sense of
Deﬁnition 2.1. In fact, one can directly the existence of entropy solution in sense of Deﬁnition 2.1,
for more details see [22]. Under the following assumptions
(H1): The ﬂux function f : R → RN is of class C2, its derivatives have at most polynomial
growth, f(0) = 0RN ;
(H2): h : R → R is a Lipschitz-continuous function with h(0) = 0;
(H3): u0 ∈ Lp(D), p ≥ 2 and a ∈ L∞(Σ),
Lv-Wu [21] obtained the existence and uniqueness of stochastic entropy solutions of (1.1)-(1.3)
in sense of Deﬁnition 2.1.
In our setting, for a continuos ﬂux function f : R → RN and for any measurable boundary data
a : Σ → R with f¯(a, x) ∈ L1(Σ) where f¯ : R×∂D → R is deﬁned by f¯(s, x) := sup{|f(r) ·n(x)|, r ∈
[−s−, s+]}. Now we give the deﬁnition of renormalized stochastic entropy solution.
Deﬁnition 2.2 Let a ∈ M(Σ) with f¯(a, x) ∈ L1(Σ) and u0 ∈ L1(D). A function u ∈
L1(Ω;L1(Q) is said to be a renormalized stochastic entropy solution of the conservation law (1.1)-
(1.3) if there exist some families of non-negative random measures μl := μl(ω; t, x) and νl :=
νl(ω; t, x) on [0, T ]× D¯ such that
Eμl(·; [0, T ]× D¯) → 0, Eν−l(·; [0, T ]× D¯) → 0, as l → +∞,
and the following entropy inequalities hold: for all k ∈ R, for all l ≥ k, for any ξ ∈ D+([0, T )×RN ),∫
Q
(u ∧ l − k)+ξt −
∫
Q
sgn+0 (u ∧ l − k)[f(u ∧ l)− f(k)] · ∇ξ
+
∫
Q
sgn+0 (u ∧ l − k)h(u ∧ l)ξdxdw(t) +
1
2
∫
Q
[1− sgn+0 (k − u ∧ l)]h2(k)ξ
+
∫
D
(u0 ∧ l − k)+ξ +
∫
Σ
sgn+0 (a ∧ l − k)ξω+(x, k, a ∧ l)
≥ −〈μl, ξ〉, dP − a.s.,
and for all k ∈ R, for all l ≤ k, for any ξ ∈ D+([0, T )× RN ),∫
Q
(k − u ∨ l)+ξt −
∫
Q
sgn+0 (k − u ∨ l)[f(k)− f(u ∨ l)] · ∇ξ
+
∫
Q
sgn+0 (k − u ∨ l)h(u ∨ l)ξdxdw(t) +
1
2
∫
Q
[1− sgn+0 (u ∨ l − k)]h2(k)ξ
+
∫
D
(k − u0 ∧ l)+ξ +
∫
Σ
sgn+0 (k − a ∨ l)ξω−(x, k, a ∨ l)
≥ −〈νl, ξ〉, dP − a.s..
6It is easy to see that the Deﬁnition 2.2 follows from Deﬁnition 2.1. In fact, by using the facts
lim
δ→0
ηδ(x) = x
+, lim
δ→0
η′δ(x) = sgn
+
0 (x) and lim
δ→0
η′′δ (x − k) = δx(k) (δx(k) denotes the Dirac delta
function), we have
lim
δ→0
μηδ ,k(ξ) =
∫
Q
(u− k)+ξt −
∫
Q
sgn+0 (u− k)[f(u)− f(k)] · ∇ξ
+
∫
Q
sgn+0 (u− k)h(u)ξdxdw(t) +
1
2
∫
Q
[1− sgn+0 (k − u)]h2(k)ξ
+
∫
D
(u0 − k)+ξ +
∫
Σ
sgn+0 (a− k)ξω+(x, k, a)
=: −μ˜k(ξ).
It follows from the Deﬁnition 2.1 that μ˜k(ξ) ≤ 0 almost surely. In addition, as in [5], we can also
deﬁne like this.
Deﬁnition 2.3 Let a ∈ M(Σ) with f¯(a, x) ∈ L1(Σ) and u0 ∈ L1(D). A function u of
L1(Ω;L1(Q) is said to be a renormalized stochastic entropy solution of conservation law (1.1)-(1.3)
if for all k, l ∈ R, for any ξ ∈ D+([0, T )× RN ), the functionals
μk,l(ξ) = −
∫
Q
(u ∧ l − k)+ξt +
∫
Q
sgn+0 (u ∧ l − k)[f(u ∧ l)− f(k)] · ∇ξ
−
∫
Q
sgn+0 (u ∧ l − k)h(u ∧ l)ξdxdw(t)−
1
2
∫
Q
[1− sgn+0 (k − u ∧ l)]h2(k)ξ
−
∫
D
(u0 ∧ l − k)+ξ −
∫
Σ
sgn+0 (a ∧ l − k)ξω+(x, k, a ∧ l) dP − a.s.,
νk,l(ξ) = −
∫
Q
(k − u ∨ l)+ξt +
∫
Q
sgn+0 (k − u ∨ l)[f(k)− f(u ∨ l)] · ∇ξ
−
∫
Q
sgn+0 (k − u ∨ l)h(u ∨ l)ξdxdw(t)−
1
2
∫
Q
[1− sgn+0 (u ∨ l − k)]h2(k)ξ
−
∫
D
(k − u0 ∧ l)+ξ −
∫
Σ
sgn+0 (k − a ∨ l)ξω−(x, k, a ∨ l) dP − a.s.
are random measure on [0, T ]× D¯ satisfying
lim
l→+∞
Eμ+k,l(·; [0, T ]× D¯) = 0 and liml→−∞Eν
+
k,l(·; [0, T ]× D¯) = 0 ∀k ∈ R,
where μ+k,l denotes the positive part of the random measure μk,l.
It is not diﬃcult to prove that Deﬁnition 2.2 is equivalent to Deﬁnition 2.3 by using the following
decomposition
μk,l(ξ) = μ˜k(ξ)− μ˜l(ξ)−
∫
Q
sgn+0 (u− l)h(l)ξdxdw(t)−
1
2
∫
Q
[1− sgn+0 (l − u)]h2(l)dxdt
−
∫
Σ
[ω+(x, k, a ∧ l)− ω+(x, k, a) + ω+(x, l, a)]ξ, dP − a.s., (2.1)
where we used the facts that for l > k, (u∧ l− k)+ = (u− k)+− (u− l)+ and sgn+0 (u∧ l− k)[f(u∧
l)− f(k)] = sgn+0 (u− k)[f(u)− f(k)]− sgn+0 (u− l)[f(u)− f(l)]. In other words, μl in Deﬁnition
2.2 is μ+k,l of Deﬁnition 2.3.
Next, we consider the equivalence between the renormalized stochastic entropy solutions and
stochastic entropy solutions.
7Proposition 2.1 If u is a stochastic entropy solution in sense of Deﬁnition 2.1, then u is a
renormalized stochastic entropy solution in Deﬁnition 2.2.
Proof. Let u be the stochastic entropy solution in sense of Deﬁnition 2.1. Notice that
ω+(x, k, a ∧ l)− ω+(x, k, a) + ω+(x, l, a)
=
(
max
k≤r,s≤a∧l
− max
k≤r,s≤a
+ max
l≤r,s≤a
)
|(f(r)− f(s)) · n(x)|
=
{
0, if a ∧ l = a,
(maxk≤r,s≤l−maxk≤r,s≤a+maxl≤r,s≤a) ≥ 0, if a ∧ l = l.
(2.2)
and the decomposition (2.1) yield
μk,l(ξ) = μ˜k(ξ)− μ˜l(ξ)−
∫
Q
sgn+0 (u− l)h(l)ξdxdw(t)−
1
2
∫
Q
[1− sgn+0 (l − u)]h2(l)dxdt
−
∫
Σ
[ω+(x, k, a ∧ l)− ω+(x, k, a) + ω+(x, l, a)]ξ
≤ −μ˜l(ξ)−
∫
Q
sgn+0 (u− l)h(l)ξdxdw(t), dP − a.s.,
where we used the fact that μ˜k(ξ) ≤ 0 almost surely, which is obtained from the deﬁnition of
stochastic entropy solution.
Set
〈μl, ξ〉 := −μ˜l(ξ)−
∫
Q
sgn+0 (u− l)h(l)ξdxdw(t).
It remains to prove that Eμl(ω; [0, T ]× D¯) → 0, as l → +∞. For any l ≥ 0, for all σ ∈ D+([0, T )),
we get
0 ≤ −E
∫
Q
σ(t)dμ˜l
= E
∫
Q
(u− l)+σt + E
∫
Q
sgn+0 (u− l)h(u)σ(t)dxdw(t)
+E
∫
D
(u0 − l)+σ(0)dx+ 1
2
E
∫
Q
[1− sgn+0 (l − u)]h2(l)dxdt
+E
∫
Σ
σ(t)ω+(x, l, a)
→ 0, as l → ∞.
Therefore, Eμl(ω; [0, T ]×D¯) → 0, as l → +∞. In a similar way, we one can prove the corresponding
properties of νl and thus u is a renormalized entropy solution of (1.1)-(1.3). The proof is complete.

Remark 2.1 In the Deﬁnitions 2.2 and 2.3, we consider the convergence of Eμl(ω; [0, T ]×D¯).
The reason is as followings: from the proof of Proposition 2.1, one can prove that by using Itoˆ
isometry (u is a stochastic entropy solution),
E
[∫
Q
sgn+0 (u− l)h(u)dxdw(t)
]2
≤
∫ T
0
E
∫
D
[
sgn+0 (u− l)
]2
h2(u)dxdt
→ 0, as l → ∞,
8which implies that there exists a subsequence {ln}n such that∫
Q
sgn+0 (u− ln)h(u)dxdw(t) → 0, as n → ∞, dP − a.s..
Therefore, we can not assume in the Deﬁnition 2.2 that
μl(Ω; t, x) → 0, ν−l(Ω; t, x) → 0, as l → +∞, dP − a.s.,
Remark 2.2 Let u be a stochastic renormalized entropy solution and f(u) ∈ L1(Q)N . Then
it is not hard to get that μη,k(ϕ) ≥ 0 almost surely for η ∈ O ⊂ E+. More precisely, we have the
decomposition
μk,l(ξ) = μ˜k(ξ)− μ˜l(ξ)−
∫
Q
sgn+0 (u− l)h(l)ξdxdw(t)−
1
2
∫
Q
[1− sgn+0 (l − u)]h2(l)dxdt
−
∫
Σ
[ω+(x, k, a ∧ l)− ω+(x, k, a) + ω+(x, l, a)]ξ, dP − a.s..
As a consequence, for any ξ ∈ D+([0, T )× RN )
μ˜k(ξ) ≤ 〈μl, ξ〉+ μ˜l(ξ) +
∫
Q
sgn+0 (u− l)h(l)ξdxdw(t) +
1
2
∫
Q
[1− sgn+0 (l − u)]h2(l)dxdt
+
∫
Σ
[ω+(x, k, a ∧ l)− ω+(x, k, a) + ω+(x, l, a)]ξ, dP − a.s..
But the Deﬁnition 2.2 shows that E〈μl, ξ〉 → 0, as l → +∞. We take {ln}n such that ln → ∞ as
n → ∞, and thus we have E〈μln , ξ〉 → 0, as n → +∞, which implies that there exists a subsequence
(still denoted {ln}n) such that 〈μln , ξ〉 → 0, as n → +∞ almost surely. By using (2.2), it is easy
to see that when l > ‖a‖L∞,
ω+(x, k, a ∧ l)− ω+(x, k, a) + ω+(x, l, a) = 0.
Similarly, one can prove that there exists a subsequence (still denoted {ln}n) such that
∫
Q sgn
+
0 (u−
l)h(l)ξdxdw(t) → 0 as n → ∞ almost surely. Now, we prove μ˜ln(ξ) → 0 as n → ∞ almost surely.
Notice that
μ˜l(ξ) = −
∫
Q
(u− l)+ξt +
∫
Q
sgn+0 (u− l)f(u) · ∇ξ −
∫
D
(u0 − l)+ξ
−
∫
Q
sgn+0 (u− l)f(l) · ∇ξ −
∫
Q
sgn+0 (u− l)h(u)ξdxdw(t)
+
1
2
∫
Q
[1− sgn+0 (k − u)]h2(k)ξ −
∫
Σ
sgn+0 (a− l)ξω+(x, l, a).
As u ∈ L1(Q), f(u) ∈ L1(Q)N , u0 ∈ L1(D) and |h(u)| ≤ L|u| (L is the Lipschitz constant), the
ﬁrst three integrals on the right-hand side tend to 0 as l → ∞ almost surely. When l > ‖a‖L∞,
ω+(x, l, a) = 0 and thus the last integral also tends to 0 as l → ∞ almost surely. Moreover,
either {|f(ln)|}n is bounded for some sequence ln → ∞, and then lim
n→∞
∫
u>ln
|f(ln)||∇ξ|dxdt = 0 or
lim
l→∞
|f(l)| = +∞. In this case, there exists a sequence {ln}n such that, for any n ∈ N , |f(ln)| =
minl∈[n,∞) |f(l)|. For this choice of the sequence ln, we have∫
{u>ln}
|f(ln)||∇ξ|dxdt ≤
∫
{u>ln}
|f(u)||∇ξ|dxdt → 0, as n → ∞, dP − a.s.
9as f(u) ∈ L1(Q)N . Therefore, μ˜k(ξ) ≤ 0 for all (k, ξ) ∈ R×D+([0, T )× RN ) almost surely. That
is
P (ω ∈ Ω; μ˜k(ω; ξ) ≤ 0) = 1, ∀(k, ξ) ∈ R×D+([0, T )× RN ).
Since lim
δ→0
μη,k(ξ) = −μ˜k(ξ), using the properties of limit, there exists a family η ∈ O ⊂ E+ such
that
P (ω ∈ Ω;μη,k(ω; ξ) ≥ 0) = 1, ∀(k, ξ) ∈ R×D+([0, T )× RN ).
The main result of this paper is:
Theorem 2.1 Let a ∈ M(Σ) with f¯(a, x) ∈ L1(Σ) and u0 ∈ L1(D). Under assumptions
H1 −H2 there exists a unique renormalized stochastic entropy solution in sense of Deﬁnition 2.2.
In order to obtain the uniqueness of the renormalized stochastic entropy solution in sense of
Deﬁnition 2.2, we need the following proposition.
Proposition 2.2 ([21]) Under assumptions H1 −H3 there exists a unique stochastic entropy
solution in sense of Deﬁnition 2.1.
Moreover, if u1, u2 are entropy solutions of (1.1) corresponding to initial data u01, u02 ∈ Lp(D)
and the boundary data a1, a2 ∈ L∞(Σ), respectively, then for any t ∈ (0, T )
E
∫
D
|u1 − u2| ≤
∫
D
|u01 − u02|dx+
∫
Σ
max
min(a1,a2)≤r,s≤max(a1,a2)
|(f(r)− f(s)) · n(x)|.
3 Existence
In this section, we prove the ﬁrst part of Theorem 2.1. That is the following Theorem.
Theorem 3.1 Let a ∈ M(Σ) with f¯(a, x) ∈ L1(Σ) and u0 ∈ L1(D). Under assumptions
H1 −H2 there exists a renormalized stochastic entropy solution in sense of Deﬁnition 2.2.
Proof. Let an = (a ∧ n) ∨ (−n), un0 = (u0 ∧ n) ∨ (−n), and un be the entropy solution of
(1.1)-(1.3) with (un0 , an). Then by Proposition 2.2, we have
E
∫
D
|un − um| ≤
∫
Σ
max
min(an,am)≤r,s≤max(an,am)
|(f(r)− f(s)) · n(x)|
+
∫
D
|un0 − um0 |dx, ∀t ∈ [0, T ],
which yields that {un} is a Cauchy sequence in L1(Ω;C([0, T ];L1(D))) and converges to some
function u in L1(Ω;C([0, T ];L1(D))). Moreover, by Proposition 2.1, we have for any ξ ∈ D+([0, T )×
R
N ), l ≥ k, ∫
Q
(un ∧ l − k)+ξt −
∫
Q
sgn+0 (un ∧ l − k)[f(un ∧ l)− f(k)] · ∇ξ
+
∫
Q
sgn+0 (un ∧ l − k)h(un ∧ l)ξdxdw(t) +
1
2
∫
Q
[1− sgn+0 (k − un ∧ l)]h2(k)ξ
+
∫
D
(un0 ∧ l − k)+ξ +
∫
Σ
sgn+0 (an ∧ l − k)ξω+(x, k, an ∧ l)
≥ −〈μnl , ξ〉, dP − a.s., (3.1)
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and for all k ∈ R, for all l ≤ k, for any ξ ∈ D+([0, T )× RN ),∫
Q
(k − un ∨ l)+ξt −
∫
Q
sgn+0 (k − un ∨ l)[f(k)− f(un ∨ l)] · ∇ξ
+
∫
Q
sgn+0 (k − un ∨ l)h(un ∨ l)ξdxdw(t) +
1
2
∫
Q
[1− sgn+0 (un ∨ l − k)]h2(k)ξ
+
∫
D
(k − un0 ∧ l)+ξ +
∫
Σ
sgn+0 (k − an ∨ l)ξω−(x, k, an ∨ l)
≥ −〈νnl , ξ〉, dP − a.s.. (3.2)
It is well-known that convergence in r-th order mean implies convergence in probability, where
r ≥ 1. Note that un → u in L1(Ω;C([0, T ];L1(D))) as n → ∞, and thus we have un converges in
probability towards u, that is, for all ε > 0,
lim
n→∞P (|un − u| ≥ ε) = 0,
which implies that there exists a subsequence of {un}n (still denoted {un}n) such that un converges
towards u almost surely. Therefore, we can assume that, un and u stay in the same interval. More
precisely, un < k < l and u < k < l, k < un < l and k < u < l, k < l < un and k < l < u hold at
the same time. It is easy to see that
sgn+0 (un ∧ l − k)h(un ∧ l) =
⎧⎪⎨
⎪⎩
0, un < k < l,
h(un), k < un < l,
h(l), k < l < un;
and
sgn+0 (u ∧ l − k)h(u ∧ l) =
⎧⎪⎨
⎪⎩
0, u < k < l,
h(un), k < u < l,
h(l), k < l < u.
By using Itoˆ isometry, we have
E
[∫
Q
ξ
(
sgn+0 (un ∧ l − k)h(un ∧ l)− sgn+0 (u ∧ l − k)h(u ∧ l)
)
dxdw(t)
]2
≤
∫ T
0
E
[∫
D
ξ
(
sgn+0 (un ∧ l − k)h(un ∧ l)− sgn+0 (u ∧ l − k)h(u ∧ l)
)
dx
]2
dt
≤
∫ T
0
E
∫
x∈D;k<un,u<l
ξ2 (h(un)− h(u))2 dxdt
≤ C
∫ T
0
E
∫
D
ξ|un − u|dxdt → 0, as n → ∞, (3.3)
where C depends on k, l, ξ and the Lipschitz constant of h.
From the discussion of section 2, we know that if denote
μ˜nk(ξ) = −
∫
Q
(un − k)+ξt +
∫
Q
sgn+0 (un − k)[f(un)− f(k)] · ∇ξ
−
∫
Q
sgn+0 (un − k)h(un)ξdxdw(t)−
1
2
∫
Q
[1− sgn+0 (k − un)]h2(k)ξ
−
∫
D
(un0 − k)+ξ −
∫
Σ
sgn+0 (an − k)ξω+(x, k, an),
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then we have
μnk,l(ξ) :=
∫
Q
(un ∧ l − k)+ξt −
∫
Q
sgn+0 (un ∧ l − k)[f(un ∧ l)− f(k)] · ∇ξ
+
∫
Q
sgn+0 (un ∧ l − k)h(un ∧ l)ξdxdw(t) +
1
2
∫
Q
[1− sgn+0 (k − un ∧ l)]h2(k)ξ
+
∫
D
(un0 ∧ l − k)+ξ +
∫
Σ
sgn+0 (an ∧ l − k)ξω+(x, k, an ∧ l)
= −μ˜nk(ξ) + μ˜nl (ξ) +
∫
Q
sgn+0 (u− l)h(l)ξdxdw(t) +
1
2
∫
Q
[1− sgn+0 (l − u)]h2(l)dxdt
+
∫
Σ
[ω+(x, k, a ∧ l)− ω+(x, k, a) + ω+(x, l, a)]ξ, dP − a.s..
Due to μ˜nk(ξ) ≤ 0 almost surely, we have
μnk,l(ξ) ≥ μ˜nl (ξ) +
∫
Q
sgn+0 (u− l)h(l)ξdxdw(t),
where we have used the similar analysis to the proof of Proposition 2.1. Actually, we can take
〈μnl , ξ〉 := −μ˜nl (ξ)−
∫
Q
sgn+0 (u− l)h(l)ξdxdw(t).
Hence, we have
Eμnl (Ω× [0, T ]× D¯) ≤
∫
D
(un0 − l)+ +
∫
Σ
ω+(x, l.an)
≤
∫
D
(u0 − l)+ +
∫
Σ
ω+(x, l.a). (3.4)
Similarly, we have
Eνnl (Ω× [0, T ]× D¯) ≤
∫
D
(l − un0 )+ +
∫
Σ
ω−(x, l.an)
≤
∫
D
(l − u0)+ +
∫
Σ
ω−(x, l.a). (3.5)
By Lebesgue’s theorem of dominated convergences, we can pass to the limit with n in the right-
hand side of inequalities (3.1) and (3.2). Moreover, from (3.4) and (3.5) it follows that μnl and
νnl are bounded independently on n. Therefore, there exists a subsequence still denoted μ
n
l and a
random measure μl on Ω× [0, T ]×D¯ such that μnl converges to μl with respect to the weak-topology
on L1(Ω;C([0, T ];L1(D))). Then, passing to the limit in the right-hand side of (3.1), we conclude
that u satisﬁes the renormalized entropy inequality of Deﬁnition 2.2. Moreover, since un → u in
L1(Ω;C([0, T ];L1(D))) as n → ∞, we have thanks to (3.4)
Eμl(Ω× [0, T ]× D¯) ≤ lim inf
n→∞Eμ
n
l (Ω× [0, T ]× D¯) ≤
∫
D
(u0 − l)+ +
∫
Σ
ω+(x, l.a).
Furthermore,
lim
l→∞
Eμl(Ω× [0, T ]× D¯) ≤ lim
l→∞
lim inf
n→∞Eμ
n
l (Ω× [0, T ]× D¯)
≤ lim
l→∞
( ∫
D
(u0 − l)+ +
∫
Σ
ω+(x, l.a)
)
= 0.
Arguing similarly, we prove that νnl has the similar properties to μ
n
l . That is, we obtain the
existence of renormalized entropy solution to problem (1.1)-(1.3). The proof is complete. 
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4 Uniqueness
In present section, we complete the proof of Theorem 2.1. As said in Introduction, there are three
methods to deal with the stochastic term. The method we used here is similar to that of [4].
In order to use the method of [4], we ﬁrst consider the following problem⎧⎪⎨
⎪⎩
duε − [εΔuε + div(f(uε))]dt = h(uε)dw(t) in Q,
uε(0, x) = u
ε
0(x) in D,
uε = aε on Σ,
(4.1)
where we assume that aε ∈ C∞(Σ), ‖aε‖C1 ≤ ‖a‖L∞ and aε → a in L∞(Σ). Moreover, aε is the
trace on Σ of a function U ∈ C([0, T ]×D¯) such that ∂tU ∈ Cγ,0([0, T ]×D), ΔU ∈ Cγ,0([0, T ]×D),
U(t, ·) ∈ W 2,p(D) for some γ ∈ (0, 1) and for any p > 1. Following [21], problem (4.1) admits a
unique solution uε ∈ L∞([0, T ], Lp(Ω×D)) ∩N2w(0, T,H1(D)) satisfying
E sup
0≤t≤T
‖uε(t)‖pLp(D) + ε
∫ T
0
∫
D
|∇uε|2dxds ≤ C, (4.2)
where p ≥ 2 and C does not depend on ε. By using Young measure theory, we prove uε converges
an ”entropy process” denoted by u in [21].
The following comparison result plays a crucial role in proof of Theorem 2.1.
Lemma 4.1 Let u01 ∈ L1(D), a1 ∈ M(Σ), f¯(a1, ·) ∈ L1(Σ) and u02 ∈ Lp(D), a1 ∈ L∞(Σ).
Let u1 be the stochastic renormalized entropy solution of problem (1.1); u2 be the stochastic entropy
solution of (1.1). Then for any ξ ∈ D+([0, T × RN ), for any l > ‖a2‖L∞(Σ),
−E〈μl, ξ〉 −
∫
Σ
ω+(x, a2, a1 ∧ l)ξ
≤ E
∫
Q
(u1 ∧ l − u2)+ξt +
∫
D
(u01 ∧ l − u02)+ξ(0)
−E
∫
Q
sgn+0 (u1 ∧ l − u2)(f(u1 ∧ l)− f(u2)) · ∇ξ.
Proof. As usual we use Kruzhkov’s technique of doubling variables [17, 18] in order to prove the
comparison result. We choose two pairs of variables (t, x) and (s, y) and consider u1 as a function
of (t, x) ∈ Q and u2 as a function of (s, y) ∈ Q. For any r > 0, let {Bri }i=0,··· ,mr be a covering of
D¯ satisfying Br0 ∩ ∂D = ∅, and such that, for each i ≥ 1, Bri is a ball of diameter ≤ r, contained
in some larger ball B˜ri with B˜
r
i ∩ ∂D is part of the graph of a Lipschitz function. Let {φri }i=0,··· ,mr
denote a partition of unity subordinate to the covering {Bri }i. Let ϕ ∈ D+((0, T )× RN ).
Now, let i ∈ {1, · · · ,mr} be ﬁxed in the following. For simplicity, we omit the dependence on
r and i and simply set φ = φri and B = B
r
i . We choose a sequence of molliﬁers (ρn)n in R
N such
that x → ρn(x − y) ∈ D for all y ∈ B. σn(x) =
∫
D ρn(x − y)dy is an increasing sequence for all
x ∈ B and σn(x) = 1 for all x ∈ B with dist(x,RN \ D) > cn for some c = c(i, r) depending on
B = Bri . Let (m)m denote a sequence of molliﬁers in R with suppm ⊂ (− 2m , 0).
Deﬁne the test function
ζm,n(t, x, s, y) = ϕ(s, y)φ(y)ρn(y − x)m(t− s)
Note that, for m,n suﬃciently large
(t, x) → ζm,n(t, x, s, y) ∈ D((0, T )× RN ), for any (s, y) ∈ Q,
(s, y) → ζm,n(t, x, s, y) ∈ D(Q), for any (t, x) ∈ Q.
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Let uε2(s, y) be the solution of (4.1) with initial data u
ε
02 and boundary data a
ε
2, and ηδ ∈ E+
satisfying ηδ(·) → (·)+ and η′δ(·) → sgn+0 (·) as δ → 0. Here we assume that the limit of uε2(s, y) is
the stochastic entropy solution u2(s, y) of (1.1). Then taking ϕ = ζm,n(t, x, s, y) in Deﬁnition 2.2,
for a. e. (t, x) ∈ Q, we have
−〈μl, ζm,n〉 −
∫
Σ
sgn+0 (a1 ∧ l − k)ζm,nω+(x, k, a1 ∧ l)
≤
∫
Q
(u1 ∧ l − k)+(ζm,n)t −
∫
Q
sgn+0 (u1 ∧ l − k)[f(u1 ∧ l)− f(k)] · ∇xζm,n
+
∫
Q
sgn+0 (u1 ∧ l − k)h(u1 ∧ l)ζm,ndxdw(t) +
1
2
∫
Q
[1− sgn+0 (k − u1 ∧ l)]h2(k)ζm,n
+
∫
D
(u01 ∧ l − k)+ζm,n(0, x, s, y), dP − a.s.,
In order to keep pace with the Deﬁnition of stochastic entropy solution, we need to rewrite the
above inequality. By using the facts lim
δ→0
ηδ(x) = x
+, lim
δ→0
η′δ(x) = sgn
+
0 (x) and lim
δ→0
η′′δ (x−k) = δx(k)
again, we can rewrite the above inequality as
−〈μl, ζm,n〉 − lim
δ→0
∫
Σ
η′δ(a1 ∧ l − k)ζm,nω+(x, k, a1 ∧ l)
≤ lim
δ→0
{∫
Q
ηδ(u1 ∧ l − k)(ζm,n)t −
∫
Q
η′δ(u1 ∧ l − k)[f(u1 ∧ l)− f(k)] · ∇xζm,n
+
∫
Q
η′δ(u1 ∧ l − k)h(u1 ∧ l)ζm,ndxdw(t) +
1
2
η′′δ (u1 ∧ l − k)h2(k)ζm,n
+
∫
D
ηδ(u01 ∧ l − k)ζm,n(0, x, s, y)
}
, dP − a.s.,
Since u1 is a renormalized stochastic entropy solution, it is easy to see that Fibula’s theorem can
be applied to the above inequality. In other words, the above inequality is bounded uniformly with
respect to δ.
Multiplying the above inequality by r(k − uε2) and integrating in k and (t, x) over R and Q,
respectively, and taking expectation, we have
0 ≤ lim
δ→0
{
E
∫
Q
∫
R
∫
D
ηδ(u01 ∧ l − k)ζm,n(0, x, s, y)dxr(k − uε2)dkdyds
+E
∫
Q
∫
Q
∫
R
ηδ(u1 ∧ l − k)ϕφρn∂tm(t− s)r(k − uε2)dkdxdtdyds
−E
∫
Q
∫
Q
∫
R
F ηδ(u1 ∧ l, k)ϕφm · ∇xρn(y − x)r(k − uε2)dkdxdtdyds
+
1
2
E
∫
Q
∫
Q
∫
R
h2(u1 ∧ l)η′′δ (u1 ∧ l − k)ζm,nr(k − uε2)dkdxdtdyds
+E
∫
Q
∫
Q
∫
R
η′δ(u1 ∧ l − k)h(u1 ∧ l)ζm,ndxdw(t)l(k − uε2)dkdyds
+E
∫
Q
∫
R
∫
Σ
η′δ(a1 ∧ l − k)ζm,nω+(x, k, a1 ∧ l)dSdtr(k − uε2)dkdyds
+
∫
Q
∫
R
〈μl, ζm,n〉r(k − uε2)dkdyds
}
:= lim
δ→0
{I1 + I2 + · · ·+ I7} .
As uε2 is a viscous solution, the Itoˆ formula applied to
∫
D ηδ(k − uε2)ζm,ndy yields that for a.e.
14
(t, x) ∈ Q
0 ≤
∫
D
ηδ(k − uε2)ζm,n(t, x, 0, y)dy +
∫
Q
ηδ(k − uε2)(ζm,n)sdyds
−ε
∫
Q
ηδ(k − uε2)Δuε2ζm,ndyds−
∫
Q
F η˘δ(k, uε2) · ∇yζm,ndyds
+
1
2
∫
Q
η′′δ (k − uε2)h2(uε2)ζm,ndyds−
∫
Q
η′δ(k − uε2)h(uε2)ζm,ndydw(s),
where we used the fact that for any ﬁxed (t, x) ∈ Q, ζm,n(t, x, s, y) ∈ D(Q). Meanwhile, using (4.2),
it is easy to verify the above inequality is bounded uniformly with respect to ε. And thus Fubini’s
theorem can be applied to the above inequality.
Multiplying the above inequality by r(u1 ∧ l− k) and integrating in k over R and in (t, x) over
Q, respectively, and taking expectation, we have
0 ≤ E
∫
Q
∫
R
∫
D
ηδ(k − uε2)ζm,n(t, x, 0, y)r(u1 ∧ l − k)dkdydxdt
+E
∫
Q
∫
R
∫
Q
ηδ(k − uε2)(∂sϕm + ϕ∂sm)φρndydsr(u1 ∧ l − k)dkdxdt
−εE
∫
Q
∫
R
∫
Q
η′δ(k − uε2)Δyuε2ζm,ndydsr(u1 ∧ l − k)dkdxdt
−E
∫
Q
∫
R
∫
Q
F η˘δ(uε2, k) · ∇yζm,ndydsr(u1 ∧ l − k)dkdxdt
+
1
2
E
∫
Q
∫
R
∫
Q
η′′δ (k − uε2)h2(uε2)ζm,ndydsr(u1 ∧ l − k)dkdxdt
−E
∫
Q
∫
R
∫
Q
η′δ(k − uε2)h(uε2)ζm,ndydw(s)r(u1 ∧ l − k)dkdxdt
:= J1 + J2 + · · ·+ J6.
Noting that m(t) = 0, t ∈ [0, T ], we have
I1 + J1 = E
∫
Q
∫
R
∫
D
∫ 1
0
ηδ(u1 ∧ l − k)ζm,n(0, x, s, y)r(k − uε2)dαdkdydxds
= E
∫
Q
∫
R
∫
D
∫ 1
0
ηδ(u1 ∧ l − k)ϕφρnm(−s)r(k − uε2)dαdkdydxds.
And thus we have
lim
m,n,ε,r,δ
(I1 + J1) =
∫
D
(u01 ∧ l − u02)+ϕ(0, x)φ(x)dx.
Due to u1 ∈ L1(Ω;L1Q), u01, u02 ∈ L2(D) and the compact support of ζm,n, we know that the
convergences in above inequality hold, see [3] for the similar proof.
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By using the fact ∂tm(t− s) + ∂sm(t− s) = 0 and changing variable technique, we get
I2 + J2 = E
∫
Q
∫
Q
∫
R
ηδ(u1 ∧ l − k)ϕφρn∂tm(t− s)r(k − uε2)dkdxdtdyds
+E
∫
Q
∫
R
∫
Q
ηδ(k − uε2)(∂sϕm + ϕ∂sm)φρndydsr(u1 ∧ l − k)dkdxdt
= E
∫
Q
∫
R
∫
Q
ηδ(k − uε2)∂sϕmφρndydsr(u1 ∧ l − k)dkdxdt
+E
∫
Q
∫
Q
∫
R
ηδ(u1 ∧ l − uε2 − τ)ϕφρn∂tm(t− s)r(τ)dτdxdtdyds
+E
∫
Q
∫
R
∫
Q
ηδ(u1 ∧ l − uε2 − τ)ϕφρn∂sm(t− s)dydsr(τ)dτdxdt
= E
∫
Q
∫
R
∫
Q
ηδ(k − uε2)∂sϕmφρndydsr(u1 ∧ l − k)dkdxdt.
Therefore,
lim
r,m,δ,ε
(I2 + J2) = E
∫
Q
(u1(t, x) ∧ l − u2(t, x))+∂tϕ(t, x)φ(x)dxdt.
By using again the fact that for any ﬁxed (t, x) ∈ Q, ζm,n(t, x, s, y) ∈ D(Q) and Ho¨lder inequal-
ity, we obtain
J3 = −εE
∫
Q
∫
R
∫
Q
∫ 1
0
η′δ(k − uε2)Δyuε2ζm,ndydsl(u1 − k)dαdkdxdt
= εE
∫
Q
∫
R
∫
Q
∫ 1
0
(
Δyηδ(k − uε2)− η′δ(k − uε2)|∇uε2|2
)
ζm,ndydsl(u1 − k)dαdkdxdt
≤ εE
∫
Q
∫
R
∫
Q
∫ 1
0
Δyηδ(k − uε2)ζm,ndydsl(u1 − k)dαdkdxdt
= εE
∫
Q
∫
R
∫
Q
∫ 1
0
ηδ(k − uε2)Δyζm,ndydsl(u1 − k)dαdkdxdt
→l,δ εE
∫
Q
∫
Q
∫ 1
0
(u1 − uε2)+Δyζm,ndydsdxdt
≤ εE
∫
Q
∫
Q
∫ 1
0
|u1|Δyζm,ndydsdxdt+ εE sup
0≤t≤T
‖uε2‖L2(D)
×
∫
Q
∫ T
0
∫ 1
0
[∫
D
(Δy(ϕ(s, y)φ(y)ρn(y − x)))2 dy
] 1
2
mdαdsdxdt
→ε 0,
where we used E sup0≤t≤T ‖uε2‖L2(D) is uniformly bounded for ε > 0, see (4.2).
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Noting that ∇xρm(y − x) +∇yρm(y − x) = 0, we have
I3 + J4 = −E
∫
Q
∫
Q
∫
R
F ηδ(u1 ∧ l, k)ϕφm · ∇xρn(y − x)r(k − uε2)dkdxdtdyds
−E
∫
Q
∫
R
∫
Q
F η˘δ(uε2, k) · (ρn∇y(ϕφ) + ϕφ∇yρn)mdydsr(u1 ∧ l − k)dkdxdt
→r −E
∫
Q
∫
Q
F ηδ(u1 ∧ l, uε2)ϕφm · ∇xρn(y − x)dxdtdyds
−E
∫
Q
∫
Q
F ηδ(u1 ∧ l, uε2)ϕφm · ∇yρn(y − x)dxdtdyds
−E
∫
Q
∫
Q
F ηδ(u1 ∧ l, uε2) · ρn∇y(ϕφ)mdydsdxdt
→m,δ,ε,n −E
∫
Q
F+(u1 ∧ l, u2)∇(ϕ(t, x)φ(x))dxdt.
I4 + J5 =
1
2
E
∫
Q
∫
Q
∫
R
h2(u1 ∧ l)η′′δ (u1 ∧ l − k)ζm,nr(k − uε2)dkdxdtdyds
+
1
2
E
∫
Q
∫
R
∫
Q
∫ 1
0
η′′δ (k − uε2)h2(uε2)ζm,ndydsr(u1 ∧ l − k)dαdkdxdt
→r,m 1
2
E
∫
Q
∫
D
η′′δ (u1 ∧ l − uε2)
(
h2(u1 ∧ l) + h2(uε2)
)
ϕ(t, y)φ(y)ρn(y − x)dydxdt.
Now, we come to the estimate of most interesting part, the stochastic integrals. Since α(t) =
r(u1(t, x) ∧ l − k) is predictable and if one denotes
β(s) =
∫
D
η′δ(k − uε2)h(uε2)ζm,ndy,
we have that
E
[
α(t)
∫ T
t
β(s)dw(s)
]
= E
[
α(t)
∫ T
0
β(s)dw(s)
]
− E
[
α(t)
∫ t
0
β(s)dw(s)
]
= 0
because that
E
[
α(t)
∫ T
0
β(s)dw(s)
]
= E
[
α(t)E
(∫ T
0
β(s)dw(s)|Ft
)]
= E
[
α(t)
∫ t
0
β(s)dw(s)
]
.
Similarly, let α
(
s− 2m
)
= r(k − uε2) and
β(t) =
∫
D
η′δ(u1 ∧ l − k)h(u1 ∧ l)ζm,ndx,
then we get that
E
∫
Q
∫
R
α
(
s− 2
m
)∫ T
0
β(t)dw(t)dkdyds =
∫
Q
∫
R
Eα
(
s− 2
m
)∫ s
(s− 2m)
+
β(t)dw(t)dkdyds = 0.
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Thus, we have
I5 + J6 = E
∫
Q
∫
Q
∫
R
η′δ(u1 ∧ l − k)h(u1 ∧ l)ζm,ndxdw(t)r(k − uε2)dkdyds
−E
∫
Q
∫
R
∫
D
∫ T
t
η′δ(k − uε2)h(uε2)ζm,ndydw(s)l(u1 ∧ l − k)dkdxdt
= E
∫
Q
∫
R
∫ s
(s− 2m)
+
∫
D
η′δ(u1 ∧ l − k)h(u1 ∧ l)ζm,ndxdw(t)l(k − uε2)dkdyds
= E
∫
Q
∫
R
∫ s
(s− 2m)
+
∫
D
η′δ(u1 ∧ l − k)h(u1 ∧ l)ζm,ndxdw(t)
×
[
r(k − uε2(s, y))− r
(
k − uε2
(
s− 2
m
, y
))]
dkdyds
As duε2 = [εΔu
ε
2 + div(f(u
ε
2))]dt + h(u
ε
2)dw(t) := Aεdt + h(u
ε
2)dw(t), by Itoˆ formula, we arrive
that
r(k − uε2(s, y))− r
(
k − uε2
(
s− 2
m
, y
))
= −
∫ s
(s− 2m)
+
′r(k − uε2(σ, y))Aε(σ, y)dσ
−
∫ s
(s− 2m)
+
′r(k − uε2(σ, y))h(uε2(σ, y))dw(σ)
+
1
2
∫ s
(s− 2m)
+
′′r (k − uε2(σ, y))h2(uε2(σ, y))dσ
= − ∂
∂k
{∫ s
(s− 2m)
+
r(k − uε2(σ, y))Aε(σ, y)dσ
+
∫ s
(s− 2m)
+
r(k − uε2(σ, y))h(uε2(σ, y))dw(σ)
−1
2
∫ s
(s− 2m)
+
′r(k − uε2(σ, y))h2(uε2(σ, y))dσ
}
Therefore,
I5 + J6 = −E
∫
Q
∫
R
∫ s
(s− 2m)
+
∫
D
η′′δ (u1 ∧ l − k)h(u1 ∧ l)ζm,ndxdw(t)
×{· · · }dkdyds
:= L1 + L2 + L3.
Let us evaluate the limits of L1, L2 and L3. Following [12, 13], we know that the solution u
ε
2
of (3.1) will belong to Lp(D) if uε02 ∈ Lp(D). We assume that uε02 ∈ C∞(D) and uε02 converges to
u02 in L
2(D). Thus the solution uε2 ∈ Lp(D), ∀p ≥ 2. By using the properties of the heat kernel,
one can prove that uε2 ∈ W 2,p(D), see [8, 10, 26]. That is, Aε ∈ Lp(D). The proof of this part is
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similar to that of [4]. We ﬁrst consider L1:
|L1| ≤
∫
Q
∫
R
∫
D
⎡
⎣E
(∫ s
(s− 2m)
+
η′′δ (u1 ∧ l − k)h(u1 ∧ l)ζm,ndw(t)
)2⎤⎦
1
2
×
⎡
⎣E
(∫ s
(s− 2m)
+
r(k − uε2(σ, y))Aε(σ, y)dσ
)2⎤⎦
1
2
dkdxdyds
≤
∫
Q
∫
R
∫
D
ρnϕφ
[
E
∫ s
(s− 2m)
+
(
η′′δ (u1 ∧ l − k)m(t− s)h(u1 ∧ l)
)2
dt
] 1
2
× 2√
m
[
E
∫ s
(s− 2m)
+
(r(k − uε2(σ, y))Aε(σ, y))2 dσ
] 1
2
dkdxdyds
≤ Cr√m
∫
Q
∫
R
∫
D
ρn
[
E
∫ s
(s− 2m)
+
(
η′′δ (u1 ∧ l − k)h(u1 ∧ l)
)2
dt
] 1
2
×
[
E
∫ s
(s− 2m)
+
1{− 2
r
≤k−uε2(σ,y)≤0}A
2
ε(σ, y)dσ
] 1
2
dkdxdyds
≤ Cr
√
m
δ2
∫
Q
∫
R
∫
D
ρn
{∫
x
∫
y
∫ s
(s− 2m)
+
1{u1∧l−δ≤k≤u1∧l}h
2(u1 ∧ l)dt
×
∫ s
(s− 2m)
+
1{− 2
r
≤k−uε2(σ,y)≤0}A
2
ε(σ, y)dσdPxdPy
} 1
2
dkdydxds
≤ Cr
√
m
δ2
∫
Q
∫
R
∫
D
ρn
{∫
x
∫
y
∫ s
(s− 2m)
+
∫ s
(s− 2m)
+
1{u1∧l−δ≤k≤u1∧l}
×
[
|uε2|2 + δ2 +
4
r2
]
1{− 2
r
≤k−uε2(σ,y)≤0}A
2
ε(σ, y)dσdtdPxdPy
} 1
2
dkdydxds
≤ Cr
δ
∫
Q
∫
D
ρn
{∫
y
∫ s
(s− 2m)
+
[
|uε2|2 + δ2 +
4
r2
]
A2ε(σ, y)dσdtdPy
} 1
2
dydxds
≤ Cr
δ
∫
Q
{
E
∫ s
(s− 2m)
+
[
|uε2|2 + δ2 +
4
r2
]2
dσ
} 1
2
dyds
+
Cr
δ
∫
Q
{
E
∫ s
(s− 2m)
+
A4ε(σ, y)dσ
} 1
2
dyds
≤ Cr
δ
√
m
∫
Q
⎧⎨
⎩E sup
(s− 2m)
+≤t≤s
[
|uε2(t, y)|2 + δ2 +
4
r2
]2⎫⎬
⎭
1
2
dyds
+
Cr
δ
√
m
∫
Q
⎧⎨
⎩E sup
(s− 2m)
+≤t≤s
A4ε(t, y)
⎫⎬
⎭
1
2
dyds
→m 0,
where we have used the facts EX =
∫
xX(ω, x)dPx and
h2(u1 ∧ l) = |h(u1 ∧ l)− h(0)|2 ≤ L2|u1 ∧ l|2 ≤ L2
[
|uε2|2 + δ2 +
4
r2
]
, (4.3)
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thanks to the condition (H2).
Similarly, by using (4.3), we get
|L3| ≤ 1
2
∣∣∣E ∫
Q
∫
R
∫ s
(s− 2m)
+
∫
D
η′′δ (u1 ∧ l − k)h(u1 ∧ l)ζm,ndxdw(t)
×
∫ s
(s− 2m)
+
′r(k − uε2(σ, y))h2(uε2(σ, y))dσdkdyds
∣∣∣
≤ 1
2
∫
Q
∫
D
∫
R
⎡
⎣E
(∫ s
(s− 2m)
+
η′′δ (u1 ∧ l − k)h(u1 ∧ l)ζm,ndw(t)
)2⎤⎦
1
2
×
⎡
⎣E
(∫ s
(s− 2m)
+
′r(k − uε2(σ, y))h2(uε2(σ, y))dσ
)2⎤⎦
1
2
dkdxdyds
≤
∫
Q
∫
D
∫
R
[
E
∫ s
(s− 2m)
+
(
η′′δ (u1 ∧ l − k)h(u1 ∧ l)ζm,n
)2
dt
] 1
2
× C√
m
[
E
∫ s
(s− 2m)
+
(
′r(k − uε2(σ, y))
)2
h4(uε2(σ, y))dσ
] 1
2
dkdxdyds
≤ C√m
∫
Q
∫
D
∫
R
ρn(y − x)
{∫
x
∫
y
∫ s
(s− 2m)
+
∫ s
(s− 2m)
+
1
δ2
1{u1∧l−δ≤k≤u1∧l}
×h2(u1 ∧ l)r21{− 2
r
≤k−uε2(σ,y)≤0}h
4(uε2(σ, y))dtdσdPxdPy
} 1
2
dkdxdyds
≤ Cr
δ2
∫
Q
{∫
y
∫ s
(s− 2m)
+
[
|uε2|2 + δ2 +
4
r2
]
h4(uε2(σ, y))dσdPy
} 1
2
dyds
≤ Cr
δ
√
m
∫
Q
⎧⎨
⎩E sup
(s− 2m)
+≤t≤s
[
|uε2(t, y)|2 + δ2 +
4
r2
]2⎫⎬
⎭
1
2
dyds
+
Cr
δ
√
m
∫
Q
⎧⎨
⎩E sup
(s− 2m)
+≤t≤s
h8(t, y)
⎫⎬
⎭
1
2
dyds
→m 0,
where we used the facts that uε2 ∈ Lp(D), p ≥ 2. Thanks to Fibula’s theorem and the properties of
Itoˆ integral, we have
lim
m
(L1 + L2 + L3) = − lim
m
E
∫
Q
∫
R
∫ s
(s− 2m)
+
∫
D
η′′δ (u1 ∧ l − k)h(u1 ∧ l)ζm,ndxdw(t)
×
∫ s
(s− 2m)
+
r(k − uε2(σ, y))h(uε2(σ, y))dw(σ)dkdyds
= − lim
m
E
∫
Q
∫
R
∫ s
(s− 2m)
+
∫
D
η′′δ (u1 ∧ l − k)h(u1 ∧ l)ζm,n
×r(k − uε2(t, y))h(uε2(t, y))dtdxdkdyds
→r −E
∫
Q
∫
D
η′′δ (u1 ∧ l − uε2(t, y))h(u1 ∧ l)ϕ(t, y)φρnh(uε2)dαdtdxdy
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Therefore, we get
lim
m,r
(I4 + J5 + I5 + J6) =
1
2
E
∫
Q
∫
D
η′′δ (u1 ∧ l − uε2)
(
h2(u1 ∧ l)− 2h(u1 ∧ l)h(uε2) + h2(uε2)
)
×ϕ(t, y)φ(y)ρn(y − x)dydxdt
=
1
2
E
∫
Q
∫
D
η′′δ (u1 ∧ l − uε2)
× (h(u1 ∧ l)− h(uε2))2 ϕ(t, y)φ(y)ρn(y − x)dydαdxdt
→δ 0,
and thus
lim
δ
lim
m,r
I4 + J5 + I5 + J6 ≤ 0.
Lastly, we consider I6 and I7. By the assumptions of a
ε
2, we have
I6 = E
∫
Q
∫
R
∫
Σ
η′δ(a1 ∧ l − k)ζm,nω+(x, k, a1 ∧ l)dSdtr(k − uε2)dkdyds
→m,n,r,ε,δ
∫
Σ
sgn+0 (a1 ∧ l − a2)ϕφω+(x, a2, a1 ∧ l)dSdt.
It is easy to see that
lim
δ
lim
m,n,r
I7 = 〈μl, ϕφ〉.
Combining all estimates yield
−E〈μl, ϕφ〉 ≤ E
∫
D
(u01 ∧ l − u02)+ϕ(0, x)φ(x)dx
+E
∫
Q
(u1 ∧ l − u2)+∂tϕ(t, x)φ(x)dxdt
−E
∫
Q
F+(u1 ∧ l, u2)∇(ϕ(t, x)φ(x))dxdt
+
∫
Σ
sgn+0 (a1 ∧ l − a2)ϕφω+(x, a2, a1 ∧ l)dSdt.
Similar to the above discussion, for any k ∈ R, one can prove exactly that u1, u2 satisfy the
following local comparison principle: for any ξ ∈ D+(Q),
−E〈μl, ξ〉 ≤ E
∫
Q
(u1 ∧ l − u2)+ξt +
∫
D
(u01 ∧ l − u02)+ξ(0)
−E
∫
Q
sgn+0 (u1 ∧ l − u2)(f(u1 ∧ l)− f(u2)) · ∇ξ.
In particular, the above inequality holds with ξ = ϕφr0.
Summing over i = 0, 1, · · · ,mr, taking into account the local inequality for i = 0, we ﬁnd, for
any ξ ∈ D([0, T )× RN ),
−E〈μl, ξ〉 ≤ E
∫
D
(u01 ∧ l − u02)+ξ(0, x)dx
+E
∫
Q
(u1 ∧ l − u2)+∂tξ(t, x)dxdt
+E
∫
Q
sgn+0 (u1 ∧ l − u2)(f(u1 ∧ l)− f(u2)) · ∇ξ
+
∫
Σ
ξsgn+0 (a1 ∧ l − a2)ω+(x, a2, a1 ∧ l)dSdt.
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The proof of Lemma 4.1 is complete. 
Next, we consider the second half. Similarly, as u1 is a renormalized stochastic entropy solution,
using the other half of Deﬁnition 2.2, and applying the Itoˆ formula to
∫
D ηδ(u
ε
2 − k), we have for
any l ≤ −‖a2‖L∞ ,
−E〈νl, ξ〉 ≤ E
∫
D
(u02 − u01 ∨ l)+ξ(0, x)dx
+E
∫
Q
(u2 − u1 ∨ l)+∂tξ(t, x)dxdt
+E
∫
Q
sgn+0 (u2 − u1 ∨ l)(f(u2)− f(u1 ∨ l)) · ∇ξ
+
∫
Σ
ξsgn+0 (a2 − a1 ∨ l)ω+(x, a2, a1 ∨ l)dSdt. (4.4)
Proof of Theorem 2.1. Now we complete the proof of Theorem 2.1. Let v be a renormalized
stochastic entropy solution of (1.1)-(1.3) and un be deﬁned as in Theorem 3.1. Then by Lemma
4.1, we have for any ξ ∈ D+([0, T )× RN ) and for any l ≥ −‖a2‖L∞ ,
−E〈μnl , ξ〉 ≤ E
∫
D
(v0 ∧ l − u0n)+ξ(0, x)dx
+E
∫
Q
(v ∧ l − un)+∂tξ(t, x)dxdt
+E
∫
Q
sgn+0 (v ∧ l − un)(f(v ∧ l)− f(un)) · ∇ξ
+
∫
Σ
ξsgn+0 (a ∧ l − an)ω+(x, an, a ∧ l)dSdt. (4.5)
And by (4.4), we have ξ ∈ D+([0, T )× RN ) and for any l ≤ −‖a2‖L∞ ,
−E〈νnl , ξ〉 ≤ E
∫
D
(u0n − v0 ∨ l)+ξ(0, x)dx
+E
∫
Q
(un − v ∨ l)+∂tξ(t, x)dxdt
+E
∫
Q
sgn+0 (un − v ∨ l)(f(un)− f(v ∨ l)) · ∇ξ
+
∫
Σ
ξsgn+0 (an − a ∨ l)ω+(x, an, a ∨ l)dSdt. (4.6)
Summing (4.5) and (4.6), letting n → ∞, similar to the proof of [21, Theorem 3.1], we get v =
lim
n→∞un = u. This completes the proof of Theorem 2.1. 
Remark 4.1 (A good example) In the proofs of Theorem 3.1 and Lemma 4.1, we use the
Lipschitz condition of h(u), see (3.3) and the estimates of L1 and L3. A good example can make
the proofs simpler. Let h(u) = sinu or cosu, then h satisﬁes the condition (H2). What’s more,
h(u) is bounded uniformly with respect to u, that is,
|h(un)− h(u)|2 ≤ 2|un − u|.
In other words, the proofs of (3.3), L1 and L3 will be simpler.
In addition, it is not diﬃcult to ﬁnd our method is also suitable to the whole space, that is,
D = RN .
Acknowledgments This work was partially supported by NSFC of China grants 11301146. We
would like to thank the referee for his/her careful reading and valuable comments.
22
References
[1] K. Ammar, P. Wittbold and J. Carrillo, Scalar conservation laws with general boundary con-
dition and continuous ﬂux function, J. Diﬀerential Equations 228 (2006) 111-139.
[2] C. Bardos, A. Y. le Roux and J.-C. Ne´de´lec, First order quasilinear equations with boundary
conditions, Comm. Partial Diﬀerential Equations 4 (1979) 1017-1034.
[3] C. Bauzet, G. Vallet and P. Wittbold, The Dirichlet problem for conservation laws with a
multiplicative stochastic perturbation, J. Hyperbolic Diﬀerential Equations 9 (2012) 661-709.
[4] C. Bauzet, G. Vallet and P. Wittbold, The Dirichlet problem for a conservation law with a
multiplicative stochastic perturbation, J. Funct. Anal. 266 (2014) 2503-2545.
[5] J. Carrillo and P. Wittbold, Renormalized entropy solutions of scalar conservation laws with
boundary condition, J. Diﬀerential Equations 185 (2002) 137-160.
[6] Ch. Castaing, P. Raynaud de Fitte and M. Valadier, Young Measures on Topological Spaces
with Applications in Control Theory and Probability Theory, Math. Apple., vol. 571, Kluwer
Academic Publishers, Dordrecht, 2004.
[7] G. Q. Chen, Q. Ding and K. H. Karlsen, On nonlinear stochastic balance laws, Arch. Ration.
Mech. Anal. 204 (2012) 707-743.
[8] Pao-Liu Chow, Stochastic partial diﬀerential equations, Chapman Hall/CRC Applied Mathe-
matics and Nonlinear Science Series. Chapman Hall/CRC, Boca Raton, FL, 2007. x+281 pp.
ISBN: 978-1-58488-443-9.
[9] A. Debussche and J. Vovelle, Scalar conservation law with stochastic forcing, J. Funct. Anal.
259 (2010) 1014-1042.
[10] A. Debussche, S. de Moor and M. Hofmanova, A regularity result for quasilinear stochastic
partial diﬀerential equations of parabolic type, SIAM J. Math. Anal. 47 (2015) 1590-1614.
[11] J. Feng and D. Nualart, Stochastic Scalar Conservation Laws, J. Funct. Anal., 255 (2008)
313-373.
[12] I. Gyo¨ngy, Existence and uniqueness results for semilinear stochastic partial diﬀerential equa-
tions, Stochastic Process. Appl. 73 (1998) 271-299.
[13] I. Gyo¨ngy and C. Rovira, On Lp-solutions of semilinear stochastic partial diﬀerential equations,
Stochastic Process. Appl. 90 (2000) 83-108.
[14] M. Hofmanova, Degenerate parabolic stochastic partial diﬀerential equations, Stochastic Pro-
cess. Appl. 123 (2013) 4294-4336.
[15] J. V. Kim, On a stochastic scalar conservation law, Indiana Univ. Math. J 52 (2003) 227-256.
[16] K. Kobayasi and D. Noboriguchi, A stochastic conservation law with nonhomogeneous Dirichlet
boundary conditions, arXiv: 1506.05758v1.
[17] S. N. Kruzhkov, Generalized solutions of the Cauchy problem in the large for ﬁrst order non-
linear equations, (Russian) Dokl. Akad. Nauk. SSSR 187 (1969) 29-32.
23
[18] S. N. Kruzhkov, First order quasilinear equation with several independent variables, Mat. Sb.
(N.S.) 81 (1970) 228-255.
[19] G. Lv, J. Duan and H. Gao, Stochastic Nonlocal Conservation Laws I: Whole Space, Discret.
Contin. Dyn. Syst., in press.
[20] G. Lv, J. Duan, H. Gao and J.-L. Wu, On a stochastic nonlocal conservation law in a bounded
domain, Bull Sci Math., in press (http://dx.doi.org/10.1016/j.bulsci.2016.03.003).
[21] G. Lv and J.-L. Wu, On a ﬁrst order stochastic scalar conservation law with non-homogeneous
Dirichlet boundary condition, submitted.
[22] G. Lv and J.-L. Wu, Uniqueness of stochastic entropy solutions for stochastic scalar conserva-
tion laws with non-homogeneous Dirichlet boundary condition, submitted.
[23] F. Otto, Initial boundary-value problem for a scalar conservation law, C. R. Acad. Sci. Paris
322 (1996) 729-734.
[24] A. Porretta and J. Vovelle, L1-solutions to ﬁrst-order hyperbolic equations in bounded domains,
Comm. Partial Diﬀerential Equations 28 (2003) 381-408.
[25] G. Vallet and P. Wittbold, On a stochastic ﬁrst-order hyperbolic equation in a bounded domain,
Inﬁn. Dimens. Anal. Quantum Probab., 12 (2009) 1-39.
[26] X. Zhang, Regularities for semilinear stochastic partial diﬀerential equations, J. Funct. Anal.
249 (2007) 454-476.
