Introduction {#H1-1-ZOI180183}
============

Variations in discharge volumes create a challenge for hospitals. Adequate staffing is essential for optimizing patient outcomes; however, these staff members are a significant source of fixed hospital cost.^[@zoi180183r1],[@zoi180183r2],[@zoi180183r3]^ As such, volume-matched staffing is an important component in the goal of delivering high-value care. The biomedical literature includes many efforts to predict discharges at the level of hospital unit or clinical domain.^[@zoi180183r4],[@zoi180183r5],[@zoi180183r6]^ Although these efforts are invaluable tools for discovery, the resource demand is such that they cannot typically be integrated into routine operations as a monitoring tool or scaled across all units; thus, there is a need for highly scalable forecasting approaches that are suitable for broad application and operational implementation.

Predicting time-series data---that is, using past information to forecast future values of the series---is an area of interest in the field of machine learning and statistics more broadly. Facebook recently released software implementing a Bayesian forecasting approach developed for allocation of computational resources.^[@zoi180183r7]^ This method recognizes repeating patterns over weeks, months, years, and identified holidays. Recognizing that these secular trends are important drivers of hospital volume, we hypothesized that this method would also be well suited to hospital volume forecasting.

We further hypothesized that minimal dependence on tuning of hyperparameters, a challenge with many standard methods in machine learning, would make implementation practical and generalization possible. We therefore applied the Facebook forecasting method to predict discharge volume from 2 large academic medical centers. With an eye toward deployment of this system, we examined the importance of large training data sets (ie, considering longer vs shorter periods of time) and frequent training (ie, regenerating the model on a regular basis vs infrequently).^[@zoi180183r8],[@zoi180183r9]^

The overall aim of the study was to understand this tool's performance sufficiently to facilitate broader dissemination and application among hospital systems. To contextualize this understanding, we also applied simple previous-value-carried-forward and autoregressive approaches that have been studied by other investigators in the context of hospital volume forecasting.^[@zoi180183r10],[@zoi180183r11],[@zoi180183r12],[@zoi180183r13],[@zoi180183r14]^

Methods {#H1-2-ZOI180183}
=======

Overview and Data Set Generation {#H2-1-ZOI180183}
--------------------------------

Hospital discharge data for each calendar date were extracted from the longitudinal electronic health records of 2 large, New England academic medical centers. Data covering different years were available from the 2 sites. At hospital 1, data from January 1, 2005, through December 31, 2014, were available, whereas at hospital 2, data from January 1, 2005, through December 31, 2010, were available. We analyzed time-series data in which the unit of analysis was calendar date. While hospital shifts do not correspond solely to such dates, the available data allowed reliable estimates of calendar dates only. No data were missing and, thus, no imputation strategy was required and all available data were included. Data analysis was conducted from February 28, 2017, to August 30, 2018. A datamart containing these data was generated with the i2b2, version 1.6 server software (i2b2 tranSMART Foundation), a computational framework for managing human health data.^[@zoi180183r15],[@zoi180183r16]^

The Partners Human Research Committee approved all aspects of this study with waiver of informed consent. The study was conducted using the Strengthening the Reporting of Observational Studies in Epidemiology ([STROBE](http://www.equator-network.org/reporting-guidelines/strobe/)) reporting guideline.

Statistical Analysis {#H2-2-ZOI180183}
--------------------

The primary learning task in this study was a forecast of daily hospital discharge volume for the last full year available for both hospitals (2010). This task was approached using 5 separate models for subsequent comparison: 3 simple variations on prior values carried forward, a seasonal autoregressive-integrated moving average (SARIMA) model, and Facebook's Prophet model (FIS Corp).^[@zoi180183r7]^ The primary outcome for comparison between models was prediction accuracy, measured by correlation between predicted value and actual observed value over the 1-year (2010) prediction horizon. This outcome was calculated as the linear model observed~day~ = β~0~ + β~1~forecasted~day,1~. As each component of this model is interpretable, it is reported in whole with *R*^2^ values and their 95% CIs.^[@zoi180183r17]^ To further characterize model performance in units of discharges, error was operationalized as the difference of the predicted and the observed number of discharges over the forecast period (forecasted~day~ − observed~day~). Because the error can be negative and thus errors over the forecasting horizon could cancel one another, which may or may not be desirable depending on intended use, both total and total absolute error are reported.^[@zoi180183r18]^ Except where noted in the secondary analysis, the forecasting horizon was 1 year.

Prophet is an open-source implementation (Python and R interfaces available) of a Bayesian forecaster with learned modeling of yearly and weekly seasonality, as well as prespecified holidays expected to be anomalous, which automatically detects change points in a growth curve, released by Facebook Research in early 2017. Conceptually, Prophet reframes forecasting as a curve fitting problem using a decomposable time-series model including holidays, seasonality, and overall trend that makes use of nonlinear smoothers.^[@zoi180183r19]^

The 3 carry-forward models were the corresponding day, 1 year earlier; the corresponding day, 1 week earlier; and the mean of these 2. For example, for the yearly comparison, the second Monday of 2010 would be compared with the second Monday of 2009, representing a simple means of forecasting volume that still takes into account day of week and seasonal effects. For the weekly comparison, the second Monday of 2010 would be predicted to have the same volume as the first Monday of 2010. The third carry-forward forecast for the second week of 2010 would be the mean of the prior 2 (second Monday of 2009 and first Monday of 2010).

For the primary analysis, forecasting 2010 volume, Prophet was trained on all prior years (January 1, 2005, through December 31, 2009) and then used to predict the full 2010 calendar year. Hospital calendars were used to identify observed holidays at each site and these were used in training and forecasting of both the Prophet and SARIMA models. In all 5 cases, each hospital was modeled independently. All analysis was performed using R, version 3.4 with the R interface to Prophet, version 0.1.1.

Model Parameter Investigation {#H2-3-ZOI180183}
-----------------------------

We next examined 2 important operational characteristics of Prophet relevant to clinical dissemination and operationalization of hospital discharges forecasting. First, we allowed the training data set to vary between 1 and 5 years for all years at either site with at least 5 years of prior data available for training. In other words, as before, 2010 would be predicted but this time using first only 2009, then 2009 and 2008, then 2009 to 2007, and so on back to 2005. In this analysis, the years available for only 1 of the 2 hospitals (2011-2014) were included as forecasting targets, subject to the 5-year training data limit for comparability. This variable reflects the amount of training data required to build a reliable prediction model, that is, whether a hospital with a single year of discharge data could benefit from application of this model and whether a hospital could reasonably expect accuracy to improve with additional data. This assessment of the consequence of additional training data comes from the machine learning literature on learning curves.^[@zoi180183r20]^

Second, we compared the forecast accuracy when run once a year vs rerunning on a monthly basis. In other words, as before, 2010 would be predicted but this time the first fit of the year (2005-2009) would be used to forecast January 2010; next, 2005 to January 2010 would be used to predict February 2010, and so on through the end of the year. This variable provides guidance about how frequently a model should be regenerated and insight into how quickly forecast accuracy degrades with distance from the last true observation. This iterative refitting of a model using a shorter forecasting horizon has conceptual validation to the idea of cross validation.^[@zoi180183r21]^ These follow-up secondary experiments were performed only for the Prophet model.

Results {#H1-3-ZOI180183}
=======

Over the course of the primary outcome year, 2010, hospital 1 had 54 411 discharges (daily mean, 149) and hospital 2 had 47 456 discharges (daily mean, 130). For the primary outcome, accuracy of the 2010 forecast based on all prior data, the Prophet model was the most accurate of the 5 models at both hospitals ([Table 1](#zoi180183t1){ref-type="table"} and [Figure 1](#zoi180183f1){ref-type="fig"}). The mean absolute error of the 1-year forecast by the Prophet model at hospital 1 was 11.5 discharges per day and 11.7 discharges per day at hospital 2. Among the 3 carry-forward models, the mean of the prior week and prior year's value had the highest accuracy ([Table 1](#zoi180183t1){ref-type="table"}). The mean absolute error of the forecast by the mean of the prior week and prior year carried forward model at hospital 1 was 13.7 discharges per day and 14.3 discharges per day at hospital 2. To further characterize the forecast accuracy, we selected 3 error thresholds (1 SD of daily volume, 25 discharges, and 10 discharges) and compared the total number of days for which the absolute forecast error was above the threshold for the 2 best models (Prophet and the mean of the prior week and year). These performance metrics are presented in [Table 2](#zoi180183t2){ref-type="table"}, with Prophet outperforming the mean carry-forward model in 5 of 6 comparisons. Prophet was well calibrated at both sites (*R*^2^, 0.843 and 0.726, respectively) and made errors greater than 1 SD of daily volume on only 13 and 22 days, respectively, of the forecast year at the 2 sites. Last-value-carried-forward models performed somewhat less well (calibration *R*^2^, 0.781 and 0.596, respectively) with 13 and 46 errors of 1 SD or greater, respectively.

###### Calibration of Target Year Prediction by Model and Hospital[^a^](#zoi180183t1n1){ref-type="table-fn"}

  Model                        Calibration (95% CI)                                  
  ---------------------------- ----------------------------------------------------- -----------------------------------------------------
  SARIMA                       *y* = 64 + 0.58 × *x*; *R*^2^ = 0.655 (0.598-0.711)   *y* = 57 + 0.63 × *x*; *R*^2^ = 0.359 (0.281-0.437)
  Last week carried forward    *y* = 30 + 0.8 × *x*; *R*^2^ = 0.644 (0.586-0.702)    *y* = 49 + 0.62 × *x*; *R*^2^ = 0.384 (0.306-0.461)
  Last year carried forward    *y* = 21 + 0.86 × *x*; *R*^2^ = 0.756 (0.713-0.799)   *y* = 25 + 0.8 × *x*; *R*^2^ = 0.596 (0.532-0.659)
  Mean of last week and year   *y* = 11 + 0.93 ×* x*; *R*^2^ = 0.781 (0.742-0.820)   *y* = 16 + 0.88 × *x*; *R*^2^ = 0.596 (0.532-0.659)
  Prophet                      *y* = −6.5 + 1 × *x*; *R*^2^ = 0.843 (0.814-0.872)    *y* = −13 + 1.1 × *x*; *R*^2^ = 0.726 (0.678-0.773)

Abbreviation: SARIMA, seasonal autoregressive integrated moving average.

With association calibrations shown in Figure 1.

![Comparison of Discharge Prediction Accuracy Through Calibration Curves for Prophet, Mean of Last Year and Last Week Carried Forward, and Seasonal Autoregressive Integrated Moving Average (SARIMA) Model](jamanetwopen-1-e184087-g001){#zoi180183f1}

###### Number of Days Over Forecast Year With Forecast Error Exceeding a Given Threshold[^a^](#zoi180183t2n1){ref-type="table-fn"}

  Error Threshold, Days                              Days, No. (%)                                                          
  -------------------------------------------------- --------------- ------------ ------------- ------------- ------------- -------------
  \>1 SD[^b^](#zoi180183t2n2){ref-type="table-fn"}   13 (3.56)       13 (3.56)    81 (22.19)    22 (6.03)     46 (12.6)     120 (32.89)
  \>25                                               28 (7.67)       56 (15.34)   173 (47.40)   32 (8.77)     59 (16.16)    142 (38.90)
  \>10                                               170 (46.58)     196 (53.7)   303 (83.01)   184 (50.41)   208 (56.99)   256 (70.14)

Abbreviation: SARIMA, seasonal autoregressive integrated moving average.

Denominator 365 days.

Standard deviation of each site's daily discharge volume.

We compared the total absolute forecast error and the total forecast error for both of the top-performing models ([Table 3](#zoi180183t3){ref-type="table"}). In this comparison of total error, the mean carry-forward model outperformed Prophet on the net error over the course of the full year forecast, as this model tended to overpredict and underpredict in equal measure and thus negative and positive errors canceled each other over the course of the year, whereas Prophet consistently overpredicted hospital volume but did so to a lesser extent than the mean carry-forward model as indicated by the total absolute error in [Table 3](#zoi180183t3){ref-type="table"}. Whether in terms of calibration ([Table 1](#zoi180183t1){ref-type="table"}), days above error threshold ([Table 2](#zoi180183t2){ref-type="table"}), or cumulative error over the full forecast horizon ([Table 3](#zoi180183t3){ref-type="table"} and [Figure 2](#zoi180183f2){ref-type="fig"}), the autoregressive model produced larger errors than the Prophet model.

###### Absolute Total and Total Cumulative Error Over the Forecast Year[^a^](#zoi180183t3n1){ref-type="table-fn"}

  Error Measure          Hospital 1 (n = 54 411)   Hospital 2 (n = 47 456)                         
  ---------------------- ------------------------- ------------------------- ------- ------ ------ -------
  Total absolute error   4189                      4997                      9699    4262   5220   8157
  Total error            1295                      −197                      −1525   968    32     −5161

Abbreviation: SARIMA, seasonal autoregressive integrated moving average.

Denominator 365 days.

![Comparison of Cumulative Total Absolute Error Over the Course of the Forecasted Year by Hospital Site and Predictive Model\
SARIMA indicates seasonal autoregressive integrated moving average.](jamanetwopen-1-e184087-g002){#zoi180183f2}

In the secondary analysis, we assessed the consequences of training data and forecast window on the accuracy of Prophet model predictions. Additional training data, added 1 year at a time, slightly increased the accuracy of Prophet forecasts and are summarized in eFigure 1 in the [Supplement](#note-ZOI180183-1-s){ref-type="supplementary-material"}. Similarly, refitting the model monthly---using a shorter forecast horizon---had a minimal association with accuracy (eFigure 2 and eTables 1-3 in the [Supplement](#note-ZOI180183-1-s){ref-type="supplementary-material"}, which mirror [Table 1](#zoi180183t1){ref-type="table"}, [Table 2](#zoi180183t2){ref-type="table"}, and [Table 3](#zoi180183t3){ref-type="table"} using the shorter prediction window).

Discussion {#H1-4-ZOI180183}
==========

In this effort to model volume of hospital discharge from 2 large academic medical centers spanning more than a decade, we found that an open-source tool intended to model server load reliably, if imprecisely, predicted volume. The predictions were better calibrated than those made by autoregressive models and simple carry forward of prior volumes. Moreover, the modest amount of training data required and the adequate performance for up to 365 days of follow-up suggest that this approach is feasible for essentially any hospital. It appears that the largest portion of forecast accuracy can be recognized with a single annual forecasting effort based on only the prior year's data. Unlike many methods in machine learning, the model training and forecasting reported herein can be replicated on an Intel i5-2400 system from 2011 in less than half an hour. In short, this method is neither data nor compute intensive and thus could be widely adopted. As such, given that the existing literature on forecasting using carry-forward models, conventional regression, autoregression, and more exotic models is mixed with respect to most successful model, the Prophet model is of particular appeal as it both performs well and is highly usable in terms of computational, data, and human resources.^[@zoi180183r10],[@zoi180183r11],[@zoi180183r12],[@zoi180183r13],[@zoi180183r14],[@zoi180183r22]^

Is the ability to reliably predict volume useful for quality and safety? Certainly at the extremes, matching patient load is important; studies suggest optimal patient to clinical staff ratios vary substantially by specialty but are associated with a range of outcomes, including mortality.^[@zoi180183r23]^ Differences in risk and length of stay associated with discharge on weekends or at night further underscore the importance of such staffing decisions, although not all studies find such variability.^[@zoi180183r24],[@zoi180183r25],[@zoi180183r26],[@zoi180183r27],[@zoi180183r28]^ Conversely, consistently erring on the side of overstaffing is likely to entail additional costs, consuming resources that could be better spent on other quality-improvement strategies. As such, even coarse predictions may allow hospital administrators to better balance staffing and patient needs. We are not the first to note the importance of holidays in forecasting hospital volume as these days are of particular relevance in staffing.^[@zoi180183r13]^ Furthermore, we are interested in the possibility of using real-time deviation from forecasted volume at the nursing unit and clinical service level as a means of gaining insight into health system performance; however, this application requires additional work beyond the foundational effort reported here.

Limitations {#H2-4-ZOI180183}
-----------

We note several limitations in interpreting these results. First, while on average, errors are small, the absolute errors on any given day may be relatively large. At each of the 2 hospitals, the error exceeded 25 patients on fewer than 10% of the days. Although these errors are still less than those arising from a simpler prediction approach, they nonetheless indicate that a flexible staffing model is likely to be necessary even with optimal prediction. In addition, we emphasize that these estimates represent only a starting point. It is likely that further optimization, for example, taking into account weather or local rates of influenza infection in winter, or modeling individual units, would allow more precise near-term predictions.^[@zoi180183r12]^ On the other hand, a strength of the approach studied here is that it is readily implemented at nearly any site without requiring other data streams or tuning of hyperparameters. The ease of fitting is of particular importance given the variability in model performance seen between the 2 hospital sites. This variability is consistent with the existing literature that shows variable results.^[@zoi180183r10],[@zoi180183r11],[@zoi180183r12],[@zoi180183r13],[@zoi180183r14]^ As such, those looking to forecast volume should evaluate a range of models and consider adding additional variables beyond historical volume if forecasts are of insufficient accuracy.

We note an important principle of forecasting in general: these tools are best applied thoughtfully, with consideration of their strengths and limitations. For example, computers cannot be expected to incorporate externalities unavailable to them, such as changes in patient flow related to the availability of beds at other hospitals or to reimbursement.

Conclusions {#H1-5-ZOI180183}
===========

For all the enthusiasm about machine learning in medicine, which seems to recur approximately every 30 years,^[@zoi180183r29]^ impact on real-world clinical practice remain modest; a recent commentary noted the mismatch between promise and concrete accomplishment.^[@zoi180183r30]^ The present study suggests that straightforward application of existing software would allow reliable prediction of a critically important metric of hospital operation and that such application need not use prohibitively large data sets, computational resources, or the operational complexity of frequent updates. While more advanced models are developed, time-series--based prediction offers the possibility of improving clinical planning in the near term.

###### 

**eFigure 1.** Learning Curve for Each of Six Target Years Showing Impact of Additional Years of Training Data on Mean Forecast Accuracy and Min and Max Forecast Accuracy

**eFigure 2.** Prediction Calibration by Hospital Site for the Prophet Model Using a Full One-Year Forecasting Horizon vs a Monthly Forecasting Horizon

**eTable 1.** Model Calibrations for Full Year Forecast Horizon vs Iterative Refitting With a Monthly Forecast Horizon (Full Year Is Reproduced From Table 1 for Ease of Comparison)

**eTable 2.** Number of Days Over Forecast Year by Error Sizes for Prophet Model Using Full Year Forecast Horizon (Reproduced From Table 2) vs Monthly Stepwise Forecast Horizon

**eTable 3.** Absolute Total and Total Cumulative Error Over the Forecast Year (Denominator 365 Days) Comparing Full Year Forecast Horizon and Iterative Monthly Forecast Horizon

###### 

Click here for additional data file.
