The frozen Gaussian approximation (FGA) is an effective tool for modeling high frequency wave propagation. In previous works, the convergence of the FGA has established for strict hyperbolic systems. In this work, we derive the frozen Gaussian approximation for the elastic wave equation, which can be cast as a hyperbolic system with repeated eigenvalues. In the derivation, the strong form for the evolution equation is introduced. A diabatic coupling is observed for the amplitude of the evolution equations between the SH, SV waves. Using previous results with new energy estimates we establish the convergence for the first order FGA for the elastic wave equation.
Introduction
This paper is to analytical show that the first ordered frozen Gaussian approximation for the elastic wave equation derived and reported in [5] is indeed the same order for strict hyperbolic systems, as proven in [9] and verified numerical in [7, 2, 3, 5] . The proof will use all the same machinery from [9] , with a new derivation and new error estimates for the evolution equation. The theorem that will be proven is:
Main Theorem. Let {u ǫ 0 } be a family of asymptotically high frequency initial conditions for displacement, let u : [0, T ] × R 3 satisfy the elastic wave equation (3.1), with u ǫ 0 L 2 s ∈ H 1 0 (R 3d ) and uniformly bounded, i.e. u ǫ 0 H 1 0 < M and let u F be the FGA approximation in (4.1), with the proper assumptions sup t∈[0,T ] u(t, ·) − u F,0 (t, ·) E ǫM Where the norm · E is a scaled semi-norm defined in (5.1).
As a corollary to this, we will show asymptotic equivalence to the formulation of the FGA in [9] .
Related works. The FGA is originally motivated by quantum chemistry and the herman-Kluk propagater [6, 11, 10] . The FGA high frequency waves has been used for forward modeling in seismic tomography for the acoustic (P-waves) [2, 3] and elastic waves (P,S-waves) [5] . The FGA for the elastic wave equation has also been used train neural networks for seismic interface and pocket detection [4] .
Organization of the paper. In section 2, the necessary notation is introduced with preliminaries for phase plane analysis. In section 3 the equation and it's eigenvalue decomposition is are introduced. Section 4 describes the formulation and derivation of the frozen Gaussian approximation for the elastic wave equation. Finally, in section 5 the error estimates and proofs are given.
Preliminaries
2.1 Notation.
We denote x, y ∈ R d as spatial variables, (q, p) ∈ R 2d for the position and momentum variables, respectively, in the phase space.
For δ > 0, define the closed set K δ ⊂ R 2d K δ = (q, p) ∈ R 2d : |q| ≤ 1/δ, δ ≤ |p| ≤ 1/δ (2.1)
For all practical purpose, this set K δ is bounding the position and the magnitude for the direction of propagation of the wave packets. The upper bound conditions on |q| and |p| are quite reasonable as any computational domain will be a finite domain. Also, p bounded away from zero is reasonable as if p = 0 the wave packet does not propagate and the Hamiltonian system is degenerate i.e., H = 0.
We use the notation O(ǫ ∞ ): A ǫ = O(ǫ ∞ ) meaning for any k ∈ N lim ǫ→0 ǫ −k |A ǫ | = 0.
(2.2)
Notation C will be used as a general constant, that can vary from line to line. The value will not be important, but rather that it is finite. We will use subscripts to denote constant dependence, e.g. C T , is a constant that depends on the parameter T . We will use the usual notation of S, C ∞ and C ∞ c for the Schwartz class, smooth and compacted supported smooth functions respectively. For generality, we will often use R d for a d-dimensional Euclidean space; however, for the actually equation and computations we set d = 3 as we deal the usual differential operators on R 3 .
Wave packet decomposition.
For (q, p) ∈ R 2d , define φ ǫ q,p as φ ǫ q,p (x) = (−2πǫ) d/2 exp ip · (x − q)/ǫ − |x − q| 2 /(2ǫ) (2. 3)
The FourierBrosIagolnitzer (FBI) transform on S(R d ) is defined as;
(F f )(q, p) = πǫ −d/4 ψ ǫ q,p , f (2.4)
exp ip·(x−q)/ǫ−|x−q| 2 /(2ǫ) g(q, p) dq dp.
(2.6) The following is a standard result from microlocal analysis, e.g. see [1] .
Proposition 1. For the Schwartz class, the FBI transform is an isometry on
Meaning the domain of F ǫ and F ǫ * can be extended to L 2 (R d ) and L 2 (R 2d ) respectively.
be a family of functions that is uniformly bounded. Given δ > 0, {u ǫ } is asymptotically high frequency with cut off δ, if
Definition 2. For M n ∈ L ∞ (R 2d ; C N ×N ) and a Schwartz function u ∈ S(R ; C N ) for each n = 1, . . . , N define the Fourier integral operator (I ǫ n (t, M )u)(x) as
x, y, p, q)M (q, p)u(y) dq dp dy, (2.9)
where G ǫ n (t, x, y, p, q) = e iφn(t,x,y,p,q)/ǫ (2.10)
, for any t and each n = 1, . . . , N , I ǫ n (t, M ) can be extended to a bounded linear operator on L 2 (R d ; C N ) with bound
This is Proposition 3.7 in [9] , a more general version is also proved [11] , see Theorem 2.
3 Elastic Wave equation
∇× ∇× u , with the differential operators taken in the spacial variables. We are interested in the Cauchy problem with high frequency initial datum;
We remark that the P-, S-wave speeds are given by;
respectively. With this formulation we must also have O(ǫu ǫ 1 ) = O(u ǫ 0 ). Define the following quantities
Eq. (3.1) can be written as a matrix system; in terms of the axillary variables (3.3),
Using sparse notation; e.g. M ij = v is denoted (i, j, v), the M x , M y , M z are as follows: (3, 6 , −c 2 s ), (4, 1, 1), (7, 2, 1), (6, 3, −1), M y : (1, 7, −c 2 s ), (2, 4, c 2 p ), (3, 5, c 2 s ), (4, 2, 1), (5, 3, 1), (7, 1, −1), (3.5) (3, 4 , c 2 p ), (4, 3, 1), (6, 1, 1), (5, 2, −1).
The eigenvalues of M x + M y + M z are, ±c p , 0, ±c s , with ±c s each having a multiplicity of 2. Once v is known, solving for u is an easy enough task so it's not included in the matrix system. We note here that, Θ represents the potential for the P-waves and Ψ the potential of the S-waves.
Let M denote the operator M = M x ∂ x + M y ∂ y + M z ∂ z and X 0 = X(0) be the initial condition defined appropriately from the Cauchy problem in Eq. (3.1). Denoting p = (p 1 , p 2 , p 3 ), the eigenfunctions and left/right eigenvectors of the matrix system are as follows:
Assuming p 1 , p 2 , p 3 = 0, we normalize so that L m · R n = δ n,m ; otherwise, adjust the eigenvectors accordingly. Equations (3.6)-(3.9) are used for the eigenvalue decomposition form of the FGA; they will not be used in the strong form for the evolution equation, we write them here for completeness.
The Hamiltonian associated with Θ, Ψ H p±,s± (t, Q, P ) = ±c p,s (Q p±,s± (t, q, p))P p±,s± (t, q, p) (3.10)
The corresponding flows are given by
with initial conditions Q p±,s± (0, q, p) = q and P p±,s± (0, q, p) = p (3.12)
We remark that, |p · ∂ q H(t, q, p)| |p| 2 and |q · ∂ p H(t, q, p)| |q| 2 (3.13)
so assumption A in [9] is satisfied.
Proposition 3. For T > 0 and δ > 0, there is a constant δ T such that
Proof. This is proposition 3.1 in [9] , the proof requires the bound in eq. (3.13) and Gronwall's inequailty.
For the following definition we omit the branch subscript.
Definition 3.
A map κ p,s : (q, p) → Q p,s (q, p), P p,s (q, p) is called canonical transformation if the associated Jacobian matrix is symplectic, i.e., for any (q, p)
is symplectic, i.e., for any (q, p),
where Id 3 is a 3 × 3 identity matrix. Proof. This is proposition 3.4 in [9] For a canonical transform κ p,s define the quantity Z κp,s,t (q, p) for |p| > 0 as Z κp,s,t = ∂ z (Q(q, p) + iP (q, p)) (3.16)
With ∂ z = (∂ q − i∂ p ). Dropping the superscript κ p,s ,
Definition 4. The following notation will be useful. For a ∈ C ∞ (Ω, C), define for k ∈ N.
with α q , and α q being multi-indices corresponding to q and p respectively.
We will need the following lemma, Lemma 1. Z κp,s,t is invertible for (q, p) ∈ R 2d with |p| > 0. Furthermore, for any k ≥ 0 and δ > 0, there exist constants C k,δ such that
Proof. The proof uses the property of they symplectic transform to bound the eigenvalues of Z κp,s,t (Z κp,s,t ) * , see Lemma 5.1 in [9] for details.
Lemma 2. For any vector a(y, q, p) = (a j ) and matrix M (y, q, p) = (M ij ) in Schwartz class, one has the following integration by parts formula in the compo-
Proof. The proof requires integration by parts and invertibility of Z from lemma (1). This is a special case of Lemma 5.2 in [9] and it is Lemma 3.2 in [7] we refer to these for the detailed proof.
Theorem 1. Given the Cauchy problem (3.1) in terms of the matrix system (3.4) with asymptotically high frequency initial condition X ǫ 0 , the following estimate holds
Proof. This is the main content of [8] , X F is defined as
sub-scripting over n (instead of p±, s±, 0) for the eigenfunctions and left and right eigenvectors defined from Eqs. (3.6)-(3.9) with Q n = Q n (t, q, p), P n = P n (t, q, p) and σ n (t, q, p) solving the evolution equation
With Q n , P n evaluated at (t, q, p) and M j evaluated at Q n and H n , L n , R n evaluated at (Q n , P n ).
We note that the work done in [8] for the first ordered FGA is the same as the operator is diagonalizable and the eigenspaces are non degenerate. We write X F , to show first order asymptotic equivalence; see corollary 1, to our FGA using the amplitude factor derived from projections.
The FGA via projection
We begin by defining the FGA derived from its strong form of the evolution equation; define the first order FGA as:
x, y, q, p) dy dp dq (4.1)
Often times the computations for the branches and P-,S-wavefields will be similar, in these cases we either omit the subscript or subscript by n instead of (p±, sh±, sh±) or (p±, s±). With this notation we can define eq. (4.1) in more compactly as;
a n,0 (t, y, q, p)G ǫ n (t, x, y, q, p) dy dp dq (4.2)
For k > 1, define the k-th ordered FGA with a correction term as;
x, y, q, p) dy dp dq (4.3)
the terms a ⊥ n,1 will be defined later in this section 4.2. We define a standard smooth cutoff function χ δ : R 2d → [0, 1] for the set K δ as
and for any k ∈ N, there exists a constant C K,δ such that
We define the filtered version of the FGA as follows;
x, y, q, p) dy dp dq (4.6)
where a ⊥ n,0 = 0. Define the unit vectorsN p± ,N sv± ,N sh± that points in the direction P, SV, or SH waves respectively. Then a n (t, y, q, p) is defined as follows, a n (t, y, q, p) = a n (t, q, p)α ǫ n (y, q, p)N n (t, q, p). WhereN n (0, q, p) =n n and α ǫ incorporates the initial conditions,
The scalar functions a n satisfying the following evolution equations;
and decomposing the integrand interms of the basis {n p ,n sv ,n sh }.
Derivation of the evolution equation
For the general computation we will drop the subscript and branch notation. The calculations for the two branches are identical for both P,S waves. First we introduce the notation,
x, y, q, p) dy dq dy. (4.13)
Note that eq. (3.1) can be written as follow
with c p and c s given in (3.2) . For simplicity in the asymptotics, we assume µ and λ are constant and write (4.14) as
Eq. (4.15) is linear, and thus one can derive the prefactor equations for P-and Swaves individually by assuming A p P or A s ⊥ P , with the following Gaussian wave packet solution ansatz;
x, y, q, p). Without loss of generality, we first consider the prefactor equation for the Pwave, with the governing equations for Q p and P p given by eq. (3.11). Plugging eq. (4.16) into eq. (4.15) and expanding the asymptotics in the weak sense of (4.13) yield
The spatial and temporal derivatives of Φ are given by
(4.18) Notice that the terms containing k(x − Q) will be of O(1) by the lemma of integration by parts, and for P-waves, P × A = 0 and ∇× (x − Q) × A = −2A. Plugging the derivatives of Φ in eq. (4.18) into eq. (4.17) produces, after neglecting the O(1) and lower order terms,
where ⊗ means the tensor product, e.g., (A ⊗ P ) jl = A j P l . Expanding ρ(x) around Q and truncating at order third order,
and noticing that ρ(Q)c 2 (Q) = λ + 2µ is constant, one has
Taking the second derivative for ∂ QQ ρ and substituting eq. (4.21) bring
Plugging eqs, (3.11) and (4.22) into eq. (4.19), and dividing by ρ yield, in componentwise form,
23) where M jl and N i are given as follows, Assuming that A = a pN p , withN p = P |P | , then
Plugging this into eq. (4.23) with the ray equations (3.11), using the P-wave velocity eq. (3.2) and grouping in powers of (x − Q) produce
Denoting ∂ z = (∂ 1 , ∂ 2 , ∂ 3 ) for an ease of notations, applying eq. (1) and dropping the lower order terms yield
(4.27)
To derive an ordinary differential equation (ODE) instead of a partial differential equation (PDE) for a p , one needs to simplify the terms containing ∂ k a p as
Recall that eq. (4.27) holds in the sense of integral form (4.13), and now we shall consider a strong form of eq. (4.27), i.e., equate the integrands of the integrals on both sides. After taking the dot product of integrands with P , one has
where the terms (4.28) actually become zero since P · (|P | 2 − P ⊗ P ) = 0, and we have used the fact that Using eq. (4.29) for further simplifications give
where the last two terms can be grouped as
which implies a clean ODE for a p as in eq. (4.9),
For the O(1) equation, from the expansion and similar steps we arrive at, in component form;
We write this as
with F p containing first and second derivatives of its arguments, which are smooth for |P | > 0. Similarly, one can derive the prefactor equations for SV-and SH-waves by assuming A = a svN sv + a shN sh withN sv ⊥ P ,N sh ⊥ P and N sv ⊥N sh in eq. (4.16). The calculations will be essentially the same as the prefactor equation for P-waves except that one will have the diabatic coupling terms ofN sv andN sh as shown below,
38) where the interaction terms are given by
Also, note that byN sv ⊥N sh , one has that dN sh dt ·N sv + dN sv dt ·N sh = 0.
Next, we shall show that m sh→sv = m sv→sh = 0 by proving that Z −1 s ∂ z Q s is symmetric using the following argument. Eq. (3.15) implies, with the subscript s omitted for convenience, 
Therefore, Z −1 ∂ z Q is symmetric, and then m sh→sv = m sv→sh = 0, which brings eqs. (4.10) and (4.11) by eq. (4.38).
Auxiliary Operators
In this section the asymptotic is expanded and done without the dynamics. The necessary operators are derived and proof of convergence is shown. Starting from equation (4.19)
Expanding ρ(x) around Q and truncating at order third order, Grouping in terms of (x − Q), up to O(3), and dropping terms that produce terms higher than O(ǫ), we can rewrite with simplifying, starting with O((x − Q) 0 )
The O((x − Q) 1 ) term is
With M 0 and M 1 defined as
Now applying lemma 3.20, first applying integration by parts to M 1 · (x − Q) to clarify notation
where : denotes a contraction of the indicates. Considering each order separately,
The O((x − Q) 3 ) term only up to first order terms
Expanding M 0 and M 1 when needed and grouping in terms of ǫ
Now define the operators L 0 , L 1 , L 2 acting on A L 0 (A) := −ρA(P · Q t ) 2 + (λ + µ)(A · P )P + µ(P · P )A (4.55)
Now (∂ 2 t − L)u F can be written as
(ǫ −2 L n,0 (a n,0 + ǫa n,1 ) ǫ −1 L n,1 (a n,0 + ǫa n,1 ) + L n,2 (a n,0 + ǫa n,1 ))G ǫ n dy dq dp (4.58)
Substituting the dynamics for L n,0 reveals that that L n,0 (a n,0 ) = 0. Looking at the O(1/ǫ) term and equating to zero gives L n,1 (a n,0 ) = −L n,0 (a n,1 ) (4.59)
Now L n,0 is defined as L n,0 = µ|P n | 2 − ρ(P n · ∂ t Q n ) 2 Id 3 + (λ + µ)P n ⊗ P n (4.60)
which is a symmetric matrix with eigenvalues β n,1 = (λ + 2µ)|P n | 2 − ρ|P · ∂ t Q n | 2 (4.61) β n,2 = µ|P | 2 − ρ|P n · ∂ t Q n | 2 (4.62) β n,3 = µ|P | 2 − ρ|P n · ∂ t Q n | 2 (4.63) the corresponding eigenvectors are, P n = (p n,1 , p n,1 , p n,1 ) (4.64) d n,1 = (−p n,2 , p n,1 , 0) (4.65) d n,2 = (−p n,3 , 0, p n,1 ). (4.66)
For the P-wave, n = p, taking inner product of with the eigenvectors; P p , L p,0 (a n,1 ) = − P p , L p,1 (a p,0 ) (4.67)
This gives, L * p,0 (P p ), a n,1 = L p,0 (P ), a p,1 = ((λ + 2µ)|P p | 2 − ρ|P p · ∂ t Q p | 2 ) P p , a p,1 = 0 (4.68)
after plugging in the dynamics so we can recover the equation (4.9), as P p , L p,1 (a p,0 ) = 0. (4.69)
Considering d 1,2 , d 1,2 , L p,0 (a n,1 ) = − d 1,2 , L p,1 (a p,0 ) . Then L * p,0 (d 1,2 ), a p,1 = L p,0 (d 1,2 ), a p,1 = (µ|P | 2 − ρ|P · ∂ t Q| 2 ) d 1,2 , a p,1 (4.71)
And so plugging in the flow
Define the pseudo-inverse, for v ∈ S(R 3 )
Where Π p is projection onto P p . For the S-wave, n = sv, sh. From (4.59) we have 
Error Estimates and Main Result
Definition 5. Define the scaled semi-norm;
Proposition 5. Let a s = a sv α svN sv + a sh α shN sh and a p = a p α pN p . The terms a p , a s are bounded in the L 2 sense; furthermore,
Proof. First we remark a n (t, ·) L 2 ≤ α n L 2 a n (t, ·) L ∞ and a n (t, ·) L ∞ a n (t, ·) L ∞ (5.3)
From the definitions we have an immediate bound
a ⊥ n,1 + a n,1 G n dy dq dp E (5.4)
Applying the derivatives with proposition 2, we have the bound
The estimate of (5.4) then follows directly from Proposition 3.7 in [8] . We need to bound the prefactor terms, we note that on the compact set K δ the bound for the prefactor terms fall from Lemma 5.4 in [8] , We go through several of the bounds here, starting with the P-wave and dropping the subscripts as the calculations are the same and setting P = P p , Q = Q p ,
With F being a continuous function in its arguments for P, Q ∈ K δT . Equation (5.6) immediately implies;
an application of Gronwalls gives with a computation of ∂ z , sup t∈[0,T ]
To bound Equation (5.7) ∂ z a p,0 needs to be bounded, but Equation (5.8) shows.
Then Gronwalls gives, sup t∈[0,T ]
The function F (a p,0 , ∂ z a p,0 , Q, P , c p ) is differentiable with differentiable arguments on the compact set K δ/2 . Combining these we do have
Combining these we have that a p P L 2 is bounded on [0, T ], K δ/2 . For the Swave terms, again using the short notation P = P s , Q = Q s and dropping the brach subscript, we can write the system ((4.10), (4.11)) as d dt
where m ± = ∂ tN sh ·N sv and
Denote M as the matrix in eq. (5.13), and a = (a sv , a sh ) T . Then the system can be recast as da dt = M (t)a (5.15) Solving for the eigenvalues:
To see that these are bounded simply note that form a smooth {N p ,N sh ,N sh } form an orthonormal frame and hence the last term in (5.16 ) is bounded for all t ≥ 0. 
Proposition 6. For any T > 0 and t ∈ [0, T ]
Proof. Starting from the definition,
(1 − χ δ )(a n,0 + ǫa n,1 )e i ǫ Φn E dy dp dq
Where the second equality is from Proposition (2), the third inequality is by similar arguments found in Proposition (5) . Also from Eq. (4.8), with the direct bound
The last inequality is justified noticing the derivatives do not affect the initial conditions only G ǫ n in F ǫ u ǫ 0 and F ǫ u ǫ 1 .
Proposition 7. The operators L 0 , L 1 , L 2 are bounded. That is, for a given T and any t ∈ [0, T ], a ∈ C ∞ ([0, T ]) × S(R 2d ) and for k = 0, 1, j = 0, 1, 2
Proof. Notice L n,j depend on P n , Q n Z −1 n it its derivatives, all of which are bounded on [0, T ] × K δ , this gives the result Proposition 8. For a given T and any t ∈ [0, T ], for k = 0, 1 and a ∈ C ∞ ([0, T ]) × S(R 2d ), we have Λ k,K δ a ⊥ n,1 (a(t, ·)) < C T,K δ and a ⊥ n,1 (a(t, ·)) L ∞ < C T,δ (5.28)
Proof. For both a ⊥ p and a ⊥ s , the pseudo-operators L −1 p,0 , and L −1 s,0 are bounded on K δ as |P | > 0 as |L −1 n,0 | L ∞ ≤ Cδ −1 . Then by proposition 7 we the result.
Proposition 9. Consider the Elastic wave equation with a forcing term.
For each t ∈ [0, T ] Then we have the following estimate:
In particular,
Proof. This is a standard estimate, dotting Eq. (5.30) with ∂ t u and integrating over space we have
The right-hand side can then be estimated by
adding the missing terms to apply Gronwall's give the bound 
ǫ m−2 L n,m a n,0 + ǫ(a n,1 + a ⊥ n,1 ) G ǫ n dy dp dq (5.36) Expanding and simplifying yields;
ǫ −2 L n,0 (a n,0 ) + ǫ −1 L n,0 (a n,1 ) + ǫ −1 L n,1 (a n,0 ) + L n,1 (a n,1 ) + L n,2 (a n,0 + ǫa n,1 )
− (ǫ −1 L n,0 + L n,1 + ǫL n,2 )L −1 n,0 ((Id − Π n )(L n,1 (a n,0N n ))) (5.37)
Direct cancellation yields
where R 0 (t, p, q) = L n,1 (a n,1 ) + L n,2 (a n,0 ) − L n,1 a ⊥ n,1 (5.39) R 1 (t, p, q) = L n,2 (a n,1 ) − L n,2 a ⊥ n,1 (5.40)
Then by Propositions 2 and 8
By prop. 8, 7 R 0 and R 1 are bounded.
Proposition 11. Let u solve the Cauchy problem (3.1). If u F,0 is the first order FGA approximation (4.1), then we have the following estimate with the initial conditions. u(0, x) − u F (0, x) E ≤ ǫC T (5.42)
Proof. First computing the following;
∂ t a n (0, y, q, p) = α(y, q, p) ∂c(q) · p |p| − d n n (5.43)
For estimating u(0, x) − u F,0 (0, x) in the energy norm, we can write ∂ t u(0, x) = u ǫ 1 (x). In terms of the FIO this gives;
R 3d u ǫ 0 (y) i ǫ Φ n (0, x, y, q, p)G ǫ n (0, x, y, q, p) dy dq dp = R 3d u ǫ 1 (y)G ǫ n (0, x, y, q, p) dy dq dp. (5.44)
Then |u ǫ 1 (0, x) − ∂ t u F,0 (0, x)| = (2πǫ) −d/2 n R 3d 1 2 (u ǫ 1 (y) ·n)n − ∂ t a n (0, y, q, p) − a n i ǫ Φ n (0, x, y, q, p) G ǫ n (0, x, y, q, p) dy dq dp (5.45) For one terms this is after plugging in 5.44, R 3d u ǫ 0 (y) i 2ǫ Φ n (0, x, y, q, p) − α(y, q, p) ∂c(q) · p |p| − d n n − 2 d/2 α(y, q, p)n n i ǫ Φ n (0, x, y, q, p) × G ǫ n (0, x, y, q, p) dx dy dq dp (5.46) Plugging in α n from (4.8) and summing over the wavefields and branches gives u ǫ 1 (x) − ∂ t u F,0 (0, x) = − n R 3d 1 2c n |p| 3 u ǫ 0 (y)c n |p| ± iǫu ǫ 1 (y) ·n n × ∂c(q) · p |p| − d n n G ǫ n (0, x, y, q, p) dy dq dp (5.47) By Proposition (2) we can arrive at the estimate ∇· a n (0, y, q, p)G ǫ n (0, x, y, q, p) dy dq dp = (2πǫ) −d/2 n R 3d i ǫ a n · (P n + (x − Q n )) G ǫ n (0, x, y, q, p) dy dq dp (5.49) applying the operators and integration by parts gives R d i ǫ a n · p n − ∂ z (Z −1 a) G ǫ n (0, x, y, q, p)x (5.50) Now consider the difference, ∇· u ǫ 0 − ∇· u F,0 (t, x). Writing in terms of the FIO and writing one term R 3d i ǫ u ǫ 0 (y) − a(0, y, q, p) · P n + ∂ z (Z −1 (u ǫ 0 (y) − a(0, y, q, p))) × G ǫ n (0, x, y, q, p) dy dq dp (5.51)
With a(0, y, q, p) = α n (y, q, p)n and summing over n we have;
∇· u ǫ 0 (x) − ∇· u F,0 (0, x) = n R d ∂ z (Z −1 (u ǫ 0 (y) − α n (y, q, p)n)G ǫ n (0, x, y, q, p)x (5.52)
Again, by Proposition (2) we arrive at the estimate ∇· u ǫ 0 − ∇· u F,0 (t, ·) dx L 2 ≤ C T (5.53)
The Curl term has a similar estimate as the Div term. These 3 estimates show the result.
Theorem 2. Let {u ǫ 0 } be a family of asymptotically high frequency initial conditions, and let u solve the Cauchy problem (3.1). If u F,0 is the first order FGA approximation (4.1), then for a given T and any t ∈ [0, T ], δ > 0 and sufficiently small ǫ, we have sup t∈[0,T ] u(t, ·) − u F,0 (t, ·) E ≤ ǫC T,δ (5.54)
Proof. Thus the first is estimated at the correct order. For the second term, is O(ǫ ∞ ) by 6, and the last term is estimated to the desired order by prop. 5.
As a consequence of the energy norm, we have the following corollary; Corollary 1. Under the same assumptions as Theorem 2, define U F as
Define X F as in eq. 3.22 and let X be the solution to the hyperbolic system 3.4, then we have the estimate sup t∈[0,T ] X F,0 (t, ·) − U F,0 (t, ·) L 2 ≤ ǫC T,δ (5.58)
Proof. Applying the triangle inequality gives the immediate result.
X F,0 − U F,0 L 2 ≤ X − X F,0 L 2 + X − U F,0 L 2 ≤ ǫC T,δ + u − u F,0 E (5.59)
Where X − X F,0 L 2 is bounded from (3.21).
