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Interpreting interpretable cellular and molecular processes from single cell data is 
hindered by their high dimensionality. Therefore, dimensionality reduction is an 
important aspect of single cell data analysis. In addition to providing a manageable set 
of features in a latent space for interpretation, dimensionality reduction methods further 
filter the noise present in single cell data and reduce the computational intensity of 
subsequent analyses. However, such analyses are sensitive to the number of features 
sought through dimensionality reduction. An important aspect of such analysis is 
obtaining the optimal dimension, which remains an open question in unsupervised 
learning. Recent work suggests that multi-resolution models that summarize low 
dimensional features across dimensions provide more accurate interpretation than 
similar analyses relying on a single, optimal dimensionality. Therefore, this study 
analyses the effect of dimensionality on the biological relevance of the latent space that 
is learned using three prominent dimensionality reduction methods for single cell 
analysis: CoGAPS, ACTIONet and VAE. We have compared the effect of increasing 
dimensionality on preserving underlying biological hierarchies, recovering cell type 
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Single cell gene expression data is typically high dimensional and characterized by a 
large number of molecular measurements (genes) in comparison to the number of 
samples (cells).  The analysis of such data into interpretable biological processes is often 
computationally intensive and hindered by its high-dimensionality, and further 
complicated by technical artifacts such as drop out in the data. Therefore, single cell 
analysis often relies on representations of the data into a lower dimensional space. 
Various dimensionality reduction methods are used for learning a latent space 
representation [1] that captures vital biological information of the original high dimensional 
data.  
Dimensionality reduction is widely used for visualization [2], [3], feature extraction [4], [5]  
and downstream analysis of single cell data [6]. It includes a wide array of methods 
ranging from factorization methods of principal component analysis (PCA), independent 
component analysis (ICA), and non-negative matrix factorization (NMF) [7], embedding 
algorithms such as uniform manifold approximation and projection (UMAP) [2] and t-
distributed stochastic neighbor embedding (t-SNE) [8], and emerging machine learning 
based methods such as autoencoders. Each of the methods use different approaches to 
learn the latent space and prove to be useful for different types of applications [9], [7]. 
Briefly, dimensionality reduction techniques identify a small set of features from the larger 
set of molecular measurements and/or samples in the single cell data. An important 
aspect of dimensionality reduction is determining the optimal number of features that 
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define the dimension (or resolution) for the latent space representation. The latent factors 
should ideally capture and distinguish disparate sources of biological information and 
technical artifacts such as batch from the original data. While a lower than optimal 
dimension might lose out on vital information, a higher dimension often captures 
redundant features or features associated with technical variation in the data.While efforts 
are being directed towards developing standard computational methods for determining 
the optimal dimension [10], [11], a vast majority of current methods use ad-hoc measures 
which are highly subjective and vary for different datasets [12]. 
Recent work suggests that different features are uncovered at different dimensions, 
posing instead that no single dimensionality is able to infer all relevant features from a 
single dataset [7], [9], [13]. Hence, it is critical to understand the effect of dimensionality 
on the biological relevance of the latent space learned in dimensionality reduction 
methods for single cell data analysis. Significant efforts have been directed towards 
comparing various performance attributes [14] and visualization aspects [15] of some of 
the methods. While existing studies focus on inter-method comparisons [16],  we focus 
instead on the impact of dimensionality within methods using a multidimensional analysis 
of the same dataset with three particular methods: a non-negative matrix factorization 
based method (CoGAPS) [17], a network based approach (ACTIONet) [13] , and a 
Variational Autoencoder [18] . We focus this analysis on scRNA-seq data of peripheral 
blood mononuclear cells (PBMCs) [19], as they have an established ground truth of cell 
types and hierarchy that are ideal for evaluating dimensionality within and between 
methods. We design this benchmark analysis both to assess the impact of dimensionality 
of features learned in latent space representations as well as simplified sets of marker 
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genes that are critical for using these representations for annotations of single cell data. 
Methods and Materials 
CoGAPS: Bayesian non-negative matrix factorization 
analysis of single cell data and cell type identification 
CoGAPS (Coordinated Gene Activity in Pattern Sets)  is a Bayesian non-negative matrix 
factorization algorithm that decomposes a data matrix into two lower dimensional 
matrices of non-negative values.  The input to CoGAPS, a gene expression matrix 𝐷𝐷 ∈
ℝ 𝑛𝑛 𝑥𝑥 𝑚𝑚  ( n genes and m cells) is factored into two output matrices: the Amplitude 
matrix,𝐴𝐴 ∈ ℝ 𝑛𝑛 𝑥𝑥 𝑘𝑘 and the Pattern matrix,  𝑃𝑃 ∈ ℝ 𝑘𝑘 𝑥𝑥 𝑚𝑚  [17]. Here 𝑘𝑘 represents the number 
of latent factors or patterns learned by CoGAPS. The A matrix indicates the relative effect 
of each of the genes on different latent patterns while the P matrix represents the relative 
pattern weights for each of the cells.  CoGAPS uses an atomic prior that is designed to 
model the non-negativity and sparsity of single cell data in learning the values for these 
matrices. The patterns learned by CoGAPS capture the underlying biological processes 
in the data[7,20] and are well suited for analyzing single cell datasets [7] [21].All analyses 
described in this manuscript are generated using the CoGAPS package version 3.5.8 with 
nIterations = 50000, sparseOptimization =TRUE, nSets = 6 (single cell parallelization)and 




ACTIONet: Multiresolution network reconstruction analysis 
of single cell data and cell type identification 
 
ACTIONet is a multiresolution matrix decomposition method that combines  archetypal 
analysis with network reconstruction to provide a low dimensional representation of the 
data. ACTIONet is used for network based analysis of single cell datasets [23], [24]. In 
the initial step ACTIONet decomposes the input gene expression matrix into a cell 
influence matrix (C) and a cell state encoding matrix (H) [13]. The output matrix H, 
represents the relative contribution of the latent patterns towards each of the cells while 
the signature profile matrix  indicates relative weights of patterns for each of the genes. 
Here S indicates the log counts of the input gene expression matrix. The decomposition 
is repeated for all dimensions starting from 2 up to a specified value k. The dominant 
patterns across all the dimensions are then collapsed to provide multi-level cell encoding 
matrices . In the final step ACTIONet develops a knn network based on a cell-cell 
similarity structure of the multilevel encoding. We apply the same procedure for pattern 
marker statistics used to annotate cell types from features of the CoGAPS analysis to the 
W and H matrices learned at each dimension with ACTIONet. 
Variational Autoencoder for single cell analysis 
A Variational Autoencoder (VAE) is an unsupervised machine learning method that uses 
a neural network to learn a reduced latent space for representing high dimensional data. 
VAEs have been widely used for dimensionality reduction and analysis of scRNA-seq 
datasets [25], [26] .The standard VAE outputs a posterior distribution which provides a 
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weighted summary of contribution of the latent factors towards the samples (cells). 
However it does not provide any interpretable link between the genes and the latent 
patterns, which is crucial for cell type annotations and other downstream analyses. Hence 
we used a linear decoded VAE (LDVAE) which uses linear functions to associate latent 
factors to the genes in the input data. The LDVAE is a part of the Single Cell Variational 
Inference (scVI) model [18]  which is a probabilistic approach that implements VAEs for 
analyzing high dimensional single cell data. 
 
The LDVAE uses the input gene expression matrix to train a neural network to output two 
matrices: the Z matrix provides a weighted summary of the contribution of each of the 
latent factors towards the cells  and the W matrix indicates the relative weights of each of 
the factors towards the genes. The number of epochs, desired latent resolution and 
number of hidden layers are some of the important parameters that define the 
dimensionality of the latent space for LDVAE.  
Cell type identification from the unsupervised learning 
models 
For the analyses in this paper, it is critical to associate the low dimensional features 
learned through each of the dimensionality reduction techniques with discrete cell types. 
Analysis to distinguish cell types depends critically on associating features with specific 
marker genes. However, a feature of latent space methods is that they provide 
continuous gene signatures that explain the data when combined in linear combinations 
that are not readily suited to these single gene-based analyses [7]. The patternMarker 
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(PM) statistic is a function provided in the CoGAPS package, which associates a 
discrete set of genes to each of the features from the gene weights matrix in one of the 
matrices from the factorization [22] analogous to the D-score for NMF [27]. The statistic 
is used to rank genes from highest to lowest unique association with each of the 
patterns. For example, in the case of the A matrix from CoGAPS this statistic is given 
by: 
           𝑠𝑠𝑖𝑖𝑖𝑖  (w)  =  �
𝐴𝐴𝑖𝑖𝑖𝑖
𝑚𝑚𝑚𝑚𝑥𝑥 𝐴𝐴𝑖𝑖
− 𝑤𝑤𝑖𝑖𝑘𝑘   
𝑠𝑠 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑤𝑤 =  𝑤𝑤𝑠𝑠𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑠𝑠 𝑓𝑓𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑠𝑠𝑠𝑠𝑝𝑝𝑠𝑠,𝐴𝐴 = 𝐴𝐴𝐴𝐴𝑝𝑝𝐴𝐴𝑤𝑤𝑡𝑡𝐴𝐴𝐴𝐴𝑠𝑠 𝐴𝐴𝑝𝑝𝑡𝑡𝑠𝑠𝑤𝑤𝑚𝑚 
When adapted to the cells weights matrix, the PM statistic ranks patterns based on their 
unique association to the cells. This unique association is critical for determining the 
most relevant set of genes / cells for any associated with a feature and subsequently 
annotate cell types identified with CoGAPS. 
 
We apply the pattern marker statistic through a two-step approach for cell type 
annotations from the factorization. First, the PM statistic applied to the matrix of gene 
weights matrix (A for CoGAPS, W matrix for ACTIONet, and the Z matrix for LDVAE) to 
rank marker genes with respect to each of learned features. If a pattern has a strong 
association to a set of marker genes for a given cell type , it is annotated as being 
associated with that cell type.  In the second step, the PM statistic is applied to the  matrix 
of cell weights (P for CoGAPS, H matrix for ACTIONet, and W for LDVAE) and cells that 
are strongly associated to a pattern are annotated as the cell type defined through the 
amplitude matrix. For instance, if the marker genes of monocyte cells are strongly 
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associated with the PM genes from the 5th column of the gene weights matrix then all 
cells that the PM statistic to 5th row of the P matrix are annotated as monocytes. As we 
and others have described previously, factorizations learn features can simultaneously 
delineate cell types, cell state transitions, and technical artifacts within a single dataset 
[27], [6], [7]. Therefore, features may not associate with marker genes for a single cell 
type. To enable cell type annotation, we filter such patterns from analysis and use the 
most highly associated cell type pattern to annotate every cell. 
Data 
The dataset used for analysis is a publicly available scRNA seq dataset of human 
peripheral mononuclear blood cells (PBMC) [19] . The original experiment was conducted 
across 92000 cells over three different sample types using different RNA-seq 
technologies including Drop-seq, Smart-seq2, CEL-Seq2, Seq-Well ,inDrops and 10x 
Chromium. We have limited our analysis to  the 31021 PBMC cells across these 






Multidimensional Analysis of CoGAPS  
 
         
Figure 1: 3D UMAP representation of cell type annotations of CoGAPS results for dimensions (a) 5 , (b) 
20 and (c) 55. (d) Separation of myeloid and lymphoid cell types for dimension 5 and (e) pattern 2 observed 




We first sought to identify the impact of dimensionality on cell types in the reference 
PBMC scRNA-seq dataset, which was inferred by each of the latent space methods. We 
started by benchmarking this approach with CoGAPS Bayesian NMF analysis, due to the 
interpretable nature ensured by the factorization and described previously [6]. To analyze 
the impact of dimensionality, we performed CoGAPS analysis on the PBMC dataset for 
multiple dimensions starting from 5 up to 60 (at intervals of 5). The PM statistic was used 
to annotate cell types by comparing the genes uniquely associated with the learned 
features at each dimension to established marker genes for cell types. We observed that 
the number of cell types learned increased with increase in dimension. The lowest 
dimension expressed 4 distinct cell types (Fig 2a), which increased to 12 for dimension 
20 (Fig 2b) and stayed constant up to dimension 55 .Our analysis demonstrates that cell 
types remain stable after dimension 40, marking this as the optimal lowest dimension with 
consistent cellular annotation for the PBMC dataset. A total of 12 cell types shown in (Fig 
2c) including B cells, cytotoxic T cells, activated T cells, NK cells, mast cells, 
macrophages, monocytes, dendritic cells,  Plasmacytoid Dendritic Cells(PDCs), red blood 
cells, platelets (resting) and platelets (activated) were observed for this dimension. At 
higher dimensions a larger number of patterns did not correlate to any single cell type 
indicative of noise or other biological processes further supporting the selection of 40 as 
the optimal dimension cell type identification from CoGAPS analysis of PBMCs. 
  
While dimension 40 delineates the most discrete cell types, we observed that the cell 
types classified from the factorization at different dimensions match the inherent cell type 
hierarchies of PBMCs. At dimensions 5 and 10, the cells are broadly classified into 
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monocytes, naive T cells and PDCs that belong to the base of the hierarchy tree. For 
instance, that pattern 2 at dimension 5  (Fig 2e) differentiates myeloid from lymphoid cell 
types (Fig 2d). As dimensions increase, CoGAPS learns more nuanced cell types such 
as RBCs, cytotoxic T cells and macrophages. Thus, CoGAPS preserves the cell type 
hierarchies with increasing dimensions suggesting that an ensemble of factors across 
dimensions may more accurately reflect the biology of immune cell types in PBMCs than 
a single dimensionality. 
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Multidimensional Analysis of ACTIONet  
        
Figure 2:3D UMAP representation of cell type annotations of ACTIONet results for dimensions (a) 3 , (b) 
15 and(c) 24. (d) Separation of myeloid and lymphoid cell types for dimension 3 and (e) pattern 2 
observed at dimension 3. (f) Comparison of annotations 
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To address the hierarchy of immune cell types, a recent network based dimensionality 
reduction algorithm ACTIONet was developed to implicitly incorporate factorizations from 
multiple dimensions [13]. To explore the impact of the multiple dimensional resolution 
from this method, we next performed an analysis with this method to evaluate the 
sensitivity of cell type calls obtained at each dimension. Specifically, this ACTIONet 
analysis was conducted on the same PBMC dataset for varying dimensions ranging from 
2 to 30. While CoGAPS limits pattern weights to non-negative values, ACTIONet allows 
for negative weights as well. Therefore, we hypothesized that half the number of features 
in ACTIONet would give an equivalent representation of the space to CoGAPS. This 
guided the selection of 30 dimensions as the maximum for the ACTIONet analysis, as it 
represents half of the maximum 60 dimensions analyzed in CoGAPS. 
  
To enable direct comparison between CoGAPS and ACTIONet, we adapted the CoGAPS 
PM statistic to cell type classification from ACTIONet. We observed that the number of 
cell types learned similarly increased with dimension for ACTIONet. However, relatively 
lower number of cell types were resolved below dimension 10. As an example, we 
illustrate that only 2 cell types were observed at the 3 dimensional factorization with 
ACTIONet (Fig 3a). The cell type classifications are inconsistent in factorizations from 
dimensions between 3 and 10. The total number of cell types learned peaks at a 
dimension of 24 (Fig 3c) and the cell types learned then remain constant for higher 
dimensions. Thus, we called 24 the optimal dimension for annotating cell types in the 
PBMC dataset. The cell types learned at this dimension B cells, T cells, Tregs (active), 
Th2, NK cells, monocytes, eosinophils, basophils, mast cells ,Plasmacytoid Dendritic 
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Cells (PDCs), dendritic cells, red blood cells and platelets (resting). While specific cellular 
subtypes varied at low dimensions, we observed that lower dimensions of the ACTIONet 
analysis also separates myeloid and lymphoid cell types. Notably, Figs 3d and 3e show 
that pattern 3 for dimension 3 differentiates myeloid cell types from lymphoid cells. Thus, 
while specific cell type annotations are less consistent than CoGAPS, this analysis 
suggests that ACTIONet is also identifying a similar hierarchy of cell types in 
factorizations across multiple dimensions. 
 
 
Comparison with ACTIONet annotation function 
We compared the cell type annotations obtained from PM statistic with ACTIONet’s in-
built function for annotating using marker genes. ACTIONet annotates the data by 
collapsing  dominant patterns learned across all dimensions to form a consolidated cell 
encoding matrix which is used to annotate the cells. We compared the annotations with 
annotations using our own method for the optimal dimension of 24 as well as the PM 
statistic based annotations of the collapsed cell encoding matrix.The upset plot in fig 3g 
shows that both the PM based annotation sets have a fairly large intersection set with the 
ACTIONet method, thus indicating the annotations are comparable. However we 
observed that the total number of cell types learned and the proportion of each cell type 
varies between ACTIONet and PM based methods (fig 3f). ACTIONet learns more 
number of cell types (21) when compared to the PM based annotations (12 or 13). 
Furthermore , cytotoxic T cells are highly expressed only in ACTIONet’s method while 
monocytes and PDCs are highly expressed by PM.   
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Multidimensional Analysis of LDVAE  
 
 
Figure 3:3D UMAP representation of cell type annotations of CoGAPS results for dimensions (a) 5 , (b) 15 
and (c) 30. 
. 
 
Additional, autoencoders are emerging as a critical class of dimension reduction 
algorithms for single cell data. Therefore, to further compare the role of these non-linear 
decompositions we also applied a VAE model to the same PBMC data. We used a 
variant with a linear decoding step, LDVAE [18]. to enable direct comparison of this 
approach with the cell type annotations from the PM statistic in the linear factorizations 
from CoGAPS and ACTIONet. Specifically, analyzed the LDVAE model for varying 
dimensions from 5 up to 30. As we described for ACTIONet, the maximum dimension of 
30 was selected to be comparable with the 60 dimensions from CoGAPS as to account 
for the negative weights of the factorization from that model. As in the previous two 
methods, the number of cell types learned increased with dimension. In LDVAE, number 
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of cell types learned peaked at a dimension of 25. However, the annotations varied 
between dimensions and did not correspond to the cell type hierarchies in immune cells 
or differentiate the myeloid and lymphoid cell types. 
Comparison of Cell Types Across Methods at Select 
Dimensions 
 
Figure 4:Comparison of proportion of different cell types expressed across dimensions for (a)CoGAPS, (b) 
ACTIONet and (c)LDVAE. 
 
If all methods are equally identifying features associated with the biological properties of 
immune cells, they should be obtaining similar classification of cell types. Notably, we 
observed that all three methods followed the general trend of expressing more cell types 
with increasing dimensions. Notably, at lower dimensions both CoGAPS and ACTIONet 
delineate myeloid and lymphoid cells and then all methods delineate more discrete 
immune cell types at higher dimensions. The number of cell types learned peaks at a 
certain dimension and remains stable for subsequently higher dimensions. We establish 
this dimension as the optimal cell dimension for each method, and it is approximately 
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twice as high in CoGAPS which allows for only non-negative feature weights (40, Fig 5a) 
as ACTIONet (24, Fig 5b) or LDVAE (25, Fig 5c) which allow for both positive and 
negative feature weights. 
 
The total number of distinct cell types expressed across all dimensions was highest for 
ACTIONet (19 cell types), while CoGAPS expressed a total of 14 cell types and LDVAE 
expressed 17 cell types. In addition to the number, the specific cell types identified with 
the PM statistic also varied across the methods. We found a significant difference in the 
percentage of myeloid and lymphoid cell types expressed by CoGAPS and ACTIONet. 
Overall, CoGAPS expressed a higher percentage of lymphoid cell types such as B cells 
and naive T cells while ACTIONet expressed a higher percentage of myeloid cell types 
such as monocytes and mast cells.Some of the myeloid cell types such as eosinophil, 
neutrophil and basophil were expressed only by ACTIONet.The difference was especially 
prominent especially at lower dimensions. While ACTIONet expressed 53.14%, 56.12% 
74% of myeloid cell types at dimensions 3, 5 and 9 respectively, CoGAPS expressed 
22.8% ,17.32% and 19.72% dimensions 3, 5 and 9 respectively. The VAE cell annotations 
did not express any specific trend of differences in percentages of myeloid and lymphoid 
cell types. The percentage of both cell types varied greatly across dimensions. 
 




Figure 5:Comparison of consistency cell types annotations across dimensions for (a)CoGAPS, (b) 
ACTIONet and (c)LDVAE. 
 
We observed that the annotations of cells varied from one dimension to another within 
each of the methods, with stable separation of myeloid and lymphoid cells at low 
dimensions and then stable annotations of additional cell types at higher dimensions for 
both CoGAPS and ACTIONet. To quantify this similarity between dimensions, we 
calculation the proportion of cell types with consistent annotations between consecutive 
dimensions and call the annotations consistent if at least 75% of the cells annotated at a 
lower dimension match the next higher dimension. Overall, cell type calls from CoGAPS 
were consistent across dimensions. The consistency generally increases with dimension 
as the new cell types are learned with increasing dimensions. However the cell type 
annotations become stable for higher dimensions after dimension 35 (Fig 6a).  Notably, 
the annotations of B cells, monocytes, macrophages, cytotoxic T and activated T cells 
are  consistent for dimensions 25 through 55. The annotations for mast cells, red blood 
cells and platelets (activated) were not consistent even at higher dimensions. We 
observed that ACTIONet had a lower consistency in cell type annotations across 
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dimensions. At a threshold of 0.75, only monocytes and platelets (resting) remained 
consistent for dimensions 18 through 27 (Fig 6b). Decreasing the threshold to 0.5 resulted 
in consistent annotations of monocytes, platelets (resting) and cytotoxic T cells for 
dimensions 15 to 27. We could not find any significant consistency between cell type 
annotations across any dimensions for LDVAE at a threshold of 0.75 (Fig 6c). LDVAE 
expressed consistency only for monocytes for dimensions 10 to 25 even at very low 


















Cell Type Hierarchies across Dimensions 
 
 
Figure 6:Comparison of cell types hierarchies across dimensions for (a)CoGAPS, (b) ACTIONet and  
(c)LDVAE. 
 
An important aspect of the PBMC dataset is the cell type hierarchies that are observed 
within the myeloid and lymphoid cell types. We investigated whether these hierarchies 
are preserved in each of the three dimensionality reduction methods. 
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We observed that CoGAPS preserves the cell-type hierarchies very well. We studied the 
branching structure of the cell types from dimensions 15 to 30 and 30 to 55 (Fig 7a). 
Some of the prominent hierarchies included monocytes branching out into macrophages, 
T regs (active) splitting into activated T cells and RBCs and cytotoxic T cells branching 
into NK cells and platelets (resting). These branching structures are in accordance with 
the known cell type hierarchies of PBMCs. 
 
ACTIONet preserved some of the underlying cell type hierarchies. When navigating from 
dimension 10 to 20 and 20 to 29 (fig 7b), it was observed that cytotoxic T cells branch 
into mast cells.However, monocytes which are expected to branch into macrophages 
instead split into Th2 and neutrophils. We also noticed that Tregs (active) branch into 
monocytes, which deviates with current understanding of immune cell lineages in PBMCs. 
Lastly, the LDVAE results across dimensions expressed less consistency in cell types 
and hence did not show any prominent branching structure. Fig 7c shows how T cells 
branch into numerous cell types including eosinophil and B cells, which are not usually 
observed in PBMCs. 
Discussion 
We have compared the effect of dimensionality and factorization methods on the latent 
space obtained and corresponding biological annotation of single cell data from PBMCs 
using three prevalent dimensionality reduction methods: CoGAPS [17], ACTIONet [13], 
and LDVAE [18].We observed that resolution of annotated cell type increased with 
dimensionality for CoGAPS and ACTIONet.  Notably, the number of cell types identified 
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peaked at a particular dimension and remained consistent for higher dimensions 
providing a metric to assess optimal dimensionality. However, the cell types from LDVAE 
did not demonstrate similar consistency across the dimensions. While there was an 
optimal dimension for identifying high resolution cell types, we observed that both 
ACTIONet and CoGAPS identified lower resolution cell types that preserve established 
immune lineages. Most notably, the lymphoid branch of CoGAPS analysis diverged into 
T cells and then T cell subtypes as the dimensionality increased over a range. This 
observation suggests that while a single dimension can be established to optimize the 
resolution of cell type classification, no single dimensionality is necessarily ideal for 
capturing all the cellular features from a single cell dataset with a latent space method 
consistent with observations in previous studies in bulk RNA-seq datasets [9]. This 
observation suggests that the multi-resolution approach for cell type classification 
developed in network based methods such as ACTIONet [13] is widely applicable to latent 
space methods, including notably NMF methods such as CoGAPS [17].Identification and 
annotation of cell types is an integral part of single cell analysis, to which low dimensional 
latent space methods are a critical component. Most commonly, these factorization 
methods are used to provide interpretable cell groupings for clustering from which marker 
genes are then assigned. However, a component of these analyses is their corresponding 
gene weights, which if interpretable can also be used for functional annotation of learned 
features [7]. In the case of cell type classification, this relies on association of the learned 
gene weights with established markers of cell types. We have proposed the pattern 
marker statistic as an efficient measure to annotate cell types by combining the effect of 
the latent factors on marker genes as well as the samples. Whereas many gene inference 
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methods from latent space methods rely on the relative magnitude of weights of genes in 
each feature, the pattern marker statistic instead ranks genes based on their unique 
association with a feature [22]. By relying on uniqueness, this statistic allows for 
factorization methods that model shared gene expression between multiple biological 
processes and filter highly expressed genes that may bias all factors [7].Similar gene 
rankings on uniqueness have been shown to be critical to identify specific marker genes 
for latent spaces that represent the heterogeneity in single cell datasets [27].A number of 
advanced annotation methods based on supervised learning [28], [29] and probabilistic 
gene expression [30] often prove to be computationally intensive and require knowledge 
of a reference database with identified cell types. PM statistic requires no reference 
dataset and enables direct comparison to established marker genes. Future analysis 
could be extended to comparing the efficiency of PM statistic to other marker gene 
annotation techniques [31] or comparison with additional methods for cell type 
identification [32]. Notably, we anticipate that while the PM based marker gene approach 
is well suited to the identification of established immune cell types, the gene weights in 
the entire gene signature are critical to identify biological processes associated with cell 
state transitions or more rare cellular subpopulations without well-established marker 
genes. 
  
We note that the PBMC dataset [19] selected in this paper was selected due to the well-
established lineage and cellular types upon which to benchmark the performance of the 
disparate latent space methods and dimensionalities. A further unique aspect of this 
dataset is the inclusion of the same cell types with multiple measurement technologies 
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and single cell library preparations. We note the robustness of the cell type classifications 
across dimensionalities in spite of the technical artifacts suggests that both CoGAPS and 
ACTIONet identify features associated with biological processes such as cell types 
independently of the technical artifacts. It is critical in future work to evaluate the role 
these technical covariates play on the features learned by each of these methods and 
whether they contribute to the low stability of cellular annotations across dimensions 
observed in LDVAE. These covariates may also contribute differently to the features 
learned from different methods, which may contribute to the observed discrepancies in 
cellular annotations between CoGAPS and ACTIONet and performance biases in cell 
type classification for specific technologies between the methods.     
  
An asset of the cross-method comparison in this study is the observation of distinct 
cellular populations from distinct methods, even at the optimal dimensionality established 
for maximal cell type resolution in each method. Notably, CoGAPS resolved more myeloid 
cell types and ACTIONet more lymphoid cell types. Many benchmark studies use this 
discrepancy to rank methods to select a single, optimal method for cell type classification 
[32]. However, we hypothesize that the difference between the cell types resolved by the 
different methods may result in optimal classification using an ensemble approach which 
combines significant patterns across different methods as well as the multi-resolution 
from multiple dimensions.Over the recent years a number of ensemble approaches 
combining clustering methods [33] random projection  [33] and machine learning 
techniques [34] have been developed for single cell analysis.Future work combining 
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patterns across significant patterns across different methods could better resolve the 
distinct biological features in the data hidden through a single factorization. 
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