In this paper, we have derived a radial basis function (RBF) based method for the pricing of financial contracts by solving the Black-Scholes partial differential equation. As an example of a financial contract that can be priced with this method we have chosen the multi-dimensional European basket call option. We have shown numerically that our scheme is second order accurate in time and spectrally accurate in space for constant shape parameter. For other, non-optimal choices of shape parameter values, the resulting convergence rate is algebraic. We propose an adaptive node point placement that improves the accuracy compared with a uniform distribution. Compared with an adaptive finite difference method, the RBF method is 20-40 times faster in one and two space dimensions and has approximately the same memory requirements.
Introduction
The financial markets are becoming more and more complex, with trading not only of stocks, but also of numerous types of financial derivatives. The market requires updated information about the values of these derivatives £ Email address: Elisabeth.Larsson@it.uu.se 1 Funded by FMB, the Swedish Graduate School in Mathematics and Computing. 2 The work was supported by a grant from the Swedish Research Council.
every second of the day. This leads to a huge demand for fast and accurate computer simulations.
In this study we consider the problem of pricing financial contracts on several underlying assets. These contracts are receiving more and more interest as the demand of complex derivatives from the customers and the speed of computers have increased over the years. We have chosen to use a European basket option as an example. This is a rather simple contract but works well as an indicator of the usefulness of our method.
One way of pricing financial contracts is to solve the Black-Scholes equation [1] , a partial differential equation (PDE) in which the number of spatial dimensions is determined by the number of underlying assets. When the number of dimensions grows, this becomes very computationally demanding. Thus, it is necessary to use fast and memory efficient algorithms.
Other methods to price high-dimensional contracts is, e.g., Monte Carlo methods, sparse grids , and finite difference methods. Monte Carlo methods have the advantage of scaling linearly with the number of dimensions, but have the drawback of converging very slowly. There are several ways of speeding up the convergence, e.g., different variance reduction and quasi random sequence techniques. A good reference for Monte Carlo algorithms and theory is [6] . Sparse grids is an approximation technique rediscovered in the 1990's. By combining several grids with different step sizes, a small number of grid points can be used to achieve an accurate approximation and keep the memory requirements low. The reference [3] gives an introduction to sparse grids with applications. Finite difference methods are generally well known, but for details about the method we have used here for comparisons, we refer to Section 5.
Here, we consider RBF approximation as a potentially effective approach for solving the multi-dimensional Black-Scholes equation. A typical RBF approximant has the form
where (Ö) is the RBF, Ü , = 1 AE are center points, and is a shape parameter. A small value of leads to flatter RBFs. The shape parameter is an important method parameter, with a significant effect on the accuracy of the method. With infinitely smooth RBFs the method can be spectrally accurate [17, 2] , meaning that the required number of node points for a certain desired accuracy is potentially very small. Since the method only needs pairwise distances between points, it is meshfree. Therefore, it is easy to use in higher dimensions and it also allows for adaptive node placement.
Option pricing using RBFs has been explored in one dimension for European and American options by Hon et al. [10, 22] and in both one and two dimensions by Fasshauer et al. [4] and Marcozzi et al. [18] with promising results. Hon has also applied a quasi-radial basis function method to option pricing in one dimension [9] .
The contribution of this paper is a thorough numerical study of the effects of the method parameters on the accuracy and performance of the method, providing some insights regarding the possibilities and limitations of RBF methods. We look at sample problems in one and two dimensions and we also compare the results of the RBF method with those of an adaptive finite difference scheme [20] . Furthermore, we discuss boundary conditions both from a theoretical and an implementational viewpoint.
The outline of the paper is as follows. In Section 2, we present the sample problems and boundary conditions. Then, in Section 3, we derive the space approximation and time discretization of the problem. Section 4 contains numerical experiments for the RBF method and Section 5 shows the results of the comparison with the adaptive finite difference method. Finally, Section 6 gives some conclusions.
The multi-dimensional Black-Scholes problem

The Black-Scholes equation
The Black-Scholes equation is a time-dependent linear PDE, in its original formulation posed as a final value problem. Here we use a transformed version of the PDE. Time is reversed to make standard texts on time-integration for PDEs applicable, and all variables have been scaled to be dimensionless. The details of the transformation can be found in [20] . The transformed problem reads
where
where È (Ø Ü) is the value of the option at timeØ when the underlying assets have the values given by Ü. Furthermore, the coefficientȪ is the scaled short interest rate,¯ is the scaled volatility and denotes the number of underlying assets and thus the number of spatial dimensions of the problem. An example of a contract function for a European basket call option is the average option
where the scaled strike price in our case isÃ = 1. The weights could also be different from 1 , but that would just be another scaling of the variables. This type of contract function is considered in e.g. [21] .
Boundary conditions for the finite difference method
As mentioned previously, we use the adaptive finite difference method derived in [20] for reference solutions and for comparisons. For a finite difference discretization of the Black-Scholes problem, (numerical) boundary conditions are needed at all parts of the boundary. This implementation employs
where Òindicates differentiation in the direction normal to the boundary. This is an approximation discussed and used in [21] . It has also been successfully used in [20] and [16] . There are of course other possible boundary conditions, but this choice has proven to work very well for this problem. The condition (4) is approximated by a second order discretization of the second derivative and can be considered as a linear extrapolation of the solution up to the boundary. For all interior grid points a second order discretization of the PDE is used.
Boundary conditions for the RBF method
The condition (4) does not work well with an RBF approximation method. One reason is that it does not imply linearity in a region near the boundary, since the condition is enforced only at the boundary and the infinitely smooth RBFs that we use are not in themselves linear.
In [11] , Janson and Tysk show that the problem we consider here is actually well posed without boundary conditions as long as the growth at infinity is restricted. Therefore, we only use near-and far-field boundary conditions. This means that no boundary conditions are employed at boundaries of the type
The near-field boundary can be seen as the single point Ü = 0, and there we enforce
At the far-field boundary, which we have not yet defined, we use the asymptotic solution
A different approach to boundary conditions for the RBF method was used in [4] . There 1 dimensional problems are solved at the parts of the boundary where we do not enforce any boundary conditions at all. Our arguments against doing this is (i) errors in the computations in the lower dimensions are transferred to and possibly enlarged in the higher dimensions, (ii) with the need to recursively solve PDEs in all dimensions up to , it becomes more difficult to implement the algorithm, and (iii) since the PDE at the boundaries collapses into lower dimensional versions, time stepping the boundary points along with rest should automatically provide the correct behavior.
Computational domain
The problem is defined on Ê + , but for computational reasons we need to restrict the problem to a finite domain. For the finite difference method the
, in order to easily construct the structured grid that is needed. However, the RBF method is meshfree, which gives us the opportunity to choose the artifical far-field boundary as we like. With the contract function (3), it makes sense to use a boundary surface of the type È =1 Ü = , where the constant is chosen to bring the surface far enough from the origin for the far-field solution (6) to be an accurate approximation.
Measuring the error
When measuring the error in the approximate solutions it is important to remember the real-life background of the problems we are solving. Firstly, when we solve the Black-Scholes equation, we want to know the price today (Ø = Ì ) of an option with exercise time Ì years from today. That is, the error function is given by
Secondly, in option trading the region of most interest is when the mean of the stock prices is close to the strike price. Typically, the probability for a stock to default or to be very far from the strike price is small. Therefore we define the region of interest Ω to be all Ü for which
holds, and propose a financial error norm given by = max
The region of interest Ω is depicted in Figure 1 (a) for a one-dimensional problem and in Figure 2 (a) for a two-dimensional problem.
We have also used a weighted integral norm defined as
where Ω is the whole computational domain. The weight function is chosen as a product of Gaussian functions, centered in the region of interest and with
2 ) and
2 ). The weight functions in one and two dimensions are shown in Figures 1(b) and 2(b), respectively. The idea can be extended to several dimensions and other contract functions by changing the function Û( Ü) accordingly.
RBF approximation and time-stepping
We approximate the solution of (1) with a time-dependent linear combination of RBFs centered at the node points Ü , = 1 AE , where (Ö) is the radial basis function, is the shape parameter, and (Ø) are coefficients to determine.
Our method of determining these coefficients is collocation at the node points.
For interior node points Ü , = 1 AE we use equation (1) and for node points at the near or far field boundaries, Ü , = AE + 1 AE , we enforce (5) or (6), respectively. Let
where the total coefficient matrix has elements = ( Ü Ü ) and the indicated block structure is due to the decomposition of interior and boundary node points. Furthermore, is non-singular for standard choices of RBFs [19] , and
where the matrix elements of are = Ä ( Ü Ü ), for = 1 AE and = 1 AE .
For the time evolution of the problem, we use the BDF2 method [8] with a constant time step . LetØ
The time-stepping scheme applied to (1) yields
where ¬ 0 = 1, ¬ 1 = 1, and ¬ 2 = 0 for the first time step and ¬ 0 = for subsequent steps.
The boundary conditions are enforced at each new time level through
Ì , and
Combining (12), (13) , and (14) gives the overall scheme for advancing all unknowns one step in time,
The initial condition from (1) in discrete form is
Due to the change in ¬ 0 between the first and second time step, we need to factorize the matrix block Á ¬ 0 twice. However, this can be avoided by choosing the time step in a special way [12] .
In, e.g., [10] , the authors claim that the time-stepping is the major source of numerical errors. However, we suspect that this is related to how the boundary conditions are implemented. In our scheme (16) the boundary conditions are incorporated in a correct way, and we show in Section 4.3 that we get the expected second order convergence in time. If instead the boundary unknowns are adjusted separately after each time step, an error is introduced in the whole domain through the global coupling of the unknowns and time continuity is lost.
Numerical experiments
We have used multiquadric RBFs in all the experiments, i.e., (Ö) = Ô 1 + Ö 2 . The far-field boundary surface was given by all Ü for which 1 È =1 Ü = 4Ã. The problem parameters were set toȪ = 5 9, corresponding to Ö = 0 05, and The accuracy of the RBF method naturally depends on the number of node points AE. However, the accuracy is also very much influenced by the choice of shape parameter and to a lesser degree by the distribution of the node points.
In the following subsections, we first discuss how to make these choices, and then we look at space and time accuracy.
Node distribution
Since we are concerned with making the error small in the region of interest, we can adapt the node point distribution to reduce the financial error norms, while allowing a larger error in the far-field region.
We have not tried to optimize the node distribution, but we have tried some different approaches and found one that gives a clear improvement compared with a uniform distribution. Examples are shown in Figure 3 . In one dimension, the node points are placed in the following way. If AE = 3Ô+2, for some integer Ô, we distribute Ô+1 points uniformly in the intervals [0 Ã AE] and [Ã +AE 2Ã]. Then we place the remaining Ô points in the last part of the computational domain. The small distance, AE, fromÃ is chosen as AE = 1 (AE 1). In two dimensions a similar distribution is chosen in the diagonal direction. Figure 4 shows the difference between using a uniform and non-uniform distribution in one dimension. in two dimensions is shown in Figure 6 . To compute these errors we used a reference solution computed by the finite difference method on a very fine grid. 
Choosing the shape parameter value
The best choice of shape parameter is problem dependent [14] and there is (currently) no easy way to determine it a priori. Furthermore, the RBF matrices become increasingly ill-conditioned when decreases, making it impossible to compute the approximation at small optimal shape parameters using standard methods. However, there are methods to get around this for moderate numbers of node points [5, 13] .
The best shape parameter value, for AE ranging from 20 to 60 in the one dimensional problem, can be reasonably well approximated by = 1 + AE 20.
The difference between using a constant and the formula above is illustrated in Figure 4 . As can be seen in Figure 7 the optima are not always well defined and we are very close to the ill-conditioned zone.
It is easy to believe that the formula that works well for small AE is a suitable choice also for larger AE. However, the asymptotic convergence rate can be very different from the initial behavior [15] . This is illustrated in the left and 2.4 respectively. The convergence rates could be improved even more by taking smaller¯, but the ill-conditioning prevents us from doing this. 
Accuracy in space
One of the main advantages of the RBF method is that it can provide spectral accuracy. However, the experiments in the previous section only showed algebraic convergence. The reason is that was increased with AE. The spectral accuracy holds for fixed and in Figure 9 the spectral convergence rate can be observed. That is, = exp( «AE)
Also here the asymptotic rate of convergence is different from that for small AE. The value of « is approximately 0 2 for all three values in the small AE region and in the large AE part, « 0 032, 0 026, and 0 021. As can be seen, the spectral rate is higher for smaller . This was observed also in [15] . 
Accuracy in time
The accuracy in time was studied by fixing the spatial part of the approximation to AE = 98 RBFs with shape parameter¯= 1 + 98 20 = 5 9, and then varying the number of time steps from Å = 2 to Å = 10
4 . The results are displayed in Figure 10 .
The different curves correspond to different ways of measuring. For all errors we see that the expected order of accuracy 2 is realized. However, measuring the maximum error over the whole interval (+) includes large errors at the boundary that increasing Å cannot remove. We can draw this conclusion since when measuring the maximum error in the interior of the domain, with the financial norm (solid line), it is possible to get smaller values of the error without increasing AE or changing any other parameter. Using the weighted integral norm (o) it is possible to reduce the error even further. Studying the error locally at the strike price shows that we can get errors as low as 10 
Efficiency of the RBF method compared with the finite difference method
In order to investigate the efficiency of the RBF method, we measured the execution time for the one dimensional problem and the execution time and memory requirements for the two dimensional problem, and compared the results with those of the finite difference method presented in [20] . Both implementations are in Matlab and none of the codes is optimized. A brief description of the finite difference method and the results of the comparisons are given below.
Adaptive finite differences
The generalized Black-Scholes equation (1) can be solved by approximating the derivatives in space and time by finite difference, see e.g. [21] . In [20] centered second order finite differences on a structured but not equidistant grid are used in space, and the second order implicit, unconditionally stable BDF2 scheme [8] is used for the time discretization.
The adaptive algorithm in space automatically adjusts the discretization to achieve a predefined truncation error. This allows the user to choose the error level instead of the number of grid-points as is standard in non-adaptive finite difference implementations. The adaptive method can alternatively be used to minimize the memory usage by restricting the number of grid-points used in each dimension.
Time adaptivity is implemented through a variable step size BDF2 version combined with an explicit multi-step method used for estimating the local truncation error at each time-step. The time-step is then chosen so that the error is controlled.
The adaptive method has been successfully used for European basket options in [20] where the local truncation error is controlled and in [16] where a functional of the global error is estimated and controlled using a similar technique.
Since the time-stepping algorithm is implicit and the approximation of space derivatives is local, the solution of large, but very sparse, systems of equations is necessary. For this purpose, the iterative restarted GMRES method [7] has been used, together with a preconditioner (incomplete LU factorization) to speed up the computations.
Results of the efficiency tests
The results of the tests can be seen in Figures 11 and 12 . In Figure 11 the effect of the shape parameter choice can again be observed. The formula = 1+AE 20 was used, and the two different convergence rates are reflected by the time consumption of the RBF method. With a lower convergence rate, AE must increase more to get to a desired tolerance, and hence the computational time grows faster. This illustrates that another choice of shape parameter values should preferably be made for larger AE, i.e., when extremely high accuracy is desired.
For the 2D experiments the choice of was not made in a rigourous way. The shape parameter value was optimized locally in a small interval, typically around = [0 5 3 5] , close to the ill-conditioned zone for each experiment. Again the results in Figure 12 suggest that these choices of shape parameters are not optimal for larger AE, corresponding with the left part of the figure.
Measured in the right hand parts of the two figures, i.e., where the choices of are relatively good, the RBF method is approximately 20-40 times faster than the finite difference method. Although the speedup is lower in two dimensions than in one dimension, it is still good enough in two dimensions to suggest that the RBF method can be more efficient than the finite difference method for (even) higher dimensional problems. The memory requirements are rather similar for the two methods in two dimensions, which is a positive result considering that the RBF method works with dense matrices, whereas the finite difference method uses sparse matrices. There are also possibilities to improve the performance of the RBF methods further both with respect to memory and time usage [12] . 
Conclusions
In this work we have derived a streamlined RBF method for option pricing in several dimensions, including boundary conditions. We have shown that it is second order in time (due to the second order time-stepping scheme) and spectrally accurate in space. We have also shown that it can be difficult to take full advantage of the spectral property due to the ill-conditioning of the RBF matrices for small shape parameter values.
Furthermore, we have shown how an adaptive placement of the node points, instead of a standard uniform choice, can increase the accuracy by up to an order of magnitude. We believe that even better node distribution strategies can be found for problems in two or more dimensions. By exploiting the meshfree nature of RBF approximation, we can also reduce the size of the computational domain by two in two dimensions and more in higher dimensions.
We have investigated how the convergence rate in space is affected by the choice of shape parameter and found that if the shape parameter is increased according to some formula » AE Õ , Õ 1 2 , the resulting convergence rate becomes algebraic. Probably, there is a gradual transition from spectral to algebraic convergence rate for 0 Õ 1 2
.
The new RBF method has been compared with an existing second order adaptive finite difference method and the experiments show that the RBF method can be 20-40 times than the finite difference method. The memory requirements of the two methods are comparable for the problems considered here.
We conclude that overall, the RBF method performs well and we expect to beat at least the finite difference methods also in higher dimensions.
