In this paper we introduce a new data-driven run-time monitoring system for analysing the behaviour of time evolving complex systems. The monitor controls the evolution of the whole system but it is mined from the data produced by its single interacting components. Relevant behavioural changes happening at the component level and that are responsible for global system evolution are captured by the monitor. Topological Data Analysis is used for shaping and analysing the data for mining an automaton mimicking the global system dynamics, the so-called Persistent Entropy Automaton (PEA). A slight augmented PEA, the monitor, can be used to run current or past executions of the system to mine temporal invariants, for instance through statistical reasoning. Such invariants can be formulated as properties of a temporal logic, e.g. bounded LTL, that can be run-time model-checked. We have performed a feasibility assessment of the PEA and the associated monitoring system by analysing a simulated biological complex system, namely the human immune system. The application of the monitor to simulated traces reveals temporal properties that should be satisfied in order to reach immunization memory.
Introduction
Complex systems are systems made by a potential infinite number of interacting entities, each of them equipped with their own behaviors and strategies. In general, complex systems can not be fully modelled and thus an exhaustive analyses of their behaviors can not be performed. Some complex systems are classified as self-adaptive systems, where the "self" prefix indicates that the system autonomously decide how to adapt or to re-organize itself so that it can accommodate changes in its contexts and environments.
In principle, also software systems can be self-adaptive if they are capable, to some extent, of evaluating and changing their own behaviour. Typically, adaptation happens when an evaluation shows that the software is not accomplishing what it was intended to do, or when better functionality or performance may be possible. There are two types of adaptation:
• structural adaptation, which is related to architectural reconfiguration;
• behavioral adaptation, which is related to function changes.
There are several modeling techniques for complex systems, for a complete overview we refer to [6] . In [30, 31] [32] In the S[B] paradigm, the B-level adapts itself according to the higher level rules. The S-level constraints the B-level. On the behavioral level, adaptation is expressed by firing a higher-order transition, meaning that the S-level switches to a different set of constraints and the B-level has adapted its behavior by reaching a state that meets the new constraints. This adaptation is not necessarily instantaneous. Moreover, the S-level can exhibit adaptation by switching from a model to another or by redefining the set of invariants. In [31] the authors proposed the first formal definition of S[B] by means of finite state machines both for the behavioural level and the structural level.
In general, any model of a complex system can be subsequently enriched by information extracted from observations. Typically, the process of extracting additional information is referred to as specification mining [42] . Specification mining examines the execution traces of a system to determine patterns of event occurrences. These motifs are called specifications and identify some aspects of the behaviour of the system. The examination of traces can occur at run-time or through post-run event logs and the process of specification mining should be performed throughout the entire life of a system.
When complex self-adaptive systems are used in safety critical contexts (e.g., therapy administration, autonomous-driving and so on) it is not possible to wait until the end of their execution and, thus, there is the need to equip them with run-time monitoring procedures that produce verdicts about the violation of safety properties. With the increasing of the complexity of the systems, new run-time monitoring techniques must be developed for demonstrating the reliability of these systems w.r.t. safety assessment standards (e.g. ISO26262, ARP4761) as requested by certification bodies [23] . From a verification point of view, adaptability can be seen as a particular case of run-time verification.
Run-time verification is obtained by equipping a system with a monitor that recognizes when the system violates certain properties. If this happens the monitor possibly sends a feedback to the system in order to recover the attended state [14] .
In this work, based on S[B], we define and apply a new data driven runtime monitoring system for controlling time evolving complex systems. The monitor controls the evolution of the entire system but it is mined from the data produced by the single interacting components that shape the whole system. Relevant behavioural changes happening at the component level and that are responsible for global system evolution are captured by the monitor. Topological Data Analysis (TDA) is used for shaping and analysing the data. TDA finds topological invariants, i.e., persistent barcodes and Persistent Entropy (PE), which are used for defining an automaton mimicking the system dynamics, the so-called Persistent Entropy Automaton (PEA). From the PEA we show how to derive the monitor system that can run current or past execution of the system. From the analysis of the resulting traces, e.g. through statistical reasoning, it is possible to mine temporal invariants. The invariants can then be formalized by means of a temporal logic suitable for run-time verification.
For the sake of completeness, this work summarizes the main finding of the PhD thesis of M. Rucco [43] . The paper is organized as follows. In Section 2 we introduce the relevant background, namely the fundamental concepts of TDA and the structure of run-time verification. Section 3 introduces the case study of the human Immune System and the Idiotypic Network simulator that we use to produce the analysed dataset. The PEA and its formal semantics is then defined in Section 4 together with the recall of the derivation of the PEA for the case study already introduced in [33] . The PEA is used to define a monitor system in Section 5 where the Idiotypic Network case study is used to reveals temporal properties that should be satisfied in order to reach a condition that is the immunization memory.
Background

Topological Data Analysis
A topological space is a powerful mathematical concept for describing the connectivity of a space. Informally, a topological space is a set of points, each of which equipped with the notion of neighboring. Algebraic topology uses typical concepts of abstract algebra to study topological spaces [20, 34] . In the last decade a new suite of tools, based on algebraic topology, for data exploration and modeling haven been invented [8, 48, 17] . The data science community refers to these tools as Topological Data Analysis (TDA). TDA has been used in different domains: biology, manufacturing, medicine and others [46] . In the following subsections we recall the mathematical definitions of the main concepts needed for this paper.
Persistent homology
Homology is an algebraic machinery used for describing a topological space C.
Informally, for a fixed natural number k, the k−Betti number β k counts the number of k−dimensional holes characterizing C: β 0 is the number of connected components, β 1 counts the number of holes in 2D or tunnels in 3D 1 , β 2 can be thought as the number of voids in geometric solids, and so on.
Persistent homology is a method for computing the k−dimensional holes at different spatial resolutions. Persistent holes are more likely to represent true features of the underlying space, rather than artifacts of sampling (noise), or due to particular choices of parameters. For a more formal description we refer the reader to [18] . In order to compute persistent homology, we need a distance 1 Here nD refers to the n−dimensional space R n .
function on the underlying space. This can be obtained constructing a filtration on a simplicial complex, which is a nested sequence of increasing subcomplexes.
More formally, a filtered simplicial complex K is a collection of subcomplexes {K(t) : t ∈ R} of K such that K(t) ⊂ K(s) for t < s and there exists t max ∈ R such that K tmax = K. The filtration time (or filter value) of a simplex σ ∈ K is the smallest t such that σ ∈ K(t).
Persistent homology describes how the homology of K changes along a filtration. A k−dimensional Betti interval, with endpoints [t start , t end ), corresponds to a k−dimensional hole that appears at filtration time t start and remains until time t end . We refer to the holes that are still present at t = t max as persistent topological features, otherwise they are considered topological noise [1] . The set of intervals representing birth and death times of homology classes is called the persistence barcode associated to the corresponding filtration. Instead of bars, we sometimes draw points in the plane such that a point (x, y) ∈ R 2 (with x < y)
corresponds to a bar [x, y) in the barcode. This set of points is called persistence diagram. There are several algorithms for computing persistent barcodes, the principal of which are Gudhi [29] and jHoles [5] . For a complete overview of the available tools we refer to [35] .
Persistent Entropy
In order to measure how much the construction of a filtered simplicial complex is ordered a new entropy measure, called Persistent Entropy (PE), was defined in [44] . A precursor of this definition was given in [12] to measure how different bars of a barcode are in length. Here we recall the definition.
Definition 2.1 (Persistent Entropy)
Given a filtered simplicial complex {K(t) : t ∈ F }, and the corresponding persistence barcode B = {a i = [x i , y i ) : i ∈ I}, the Persistent Entropy (PE) H of the filtered simplicial complex is defined as follows:
Note that, when topological noise is present, for each dimension of the persistence barcode there can be more than one interval, denoted by [x i , y i ) with i ∈ I.
This is equivalent to say that, in the persistence diagram, the point [x i , y i ) could have multiplicity greater than 1 (see [18, page 152] ).
In the case of an interval with no death time, [x i , +∞), several approaches can be considered, such as extending real numbers including +∞, removing or truncating infinite intervals or using extended persistence [13, 11, 7] . In this paper, we truncate infinite intervals and replace [x i , +∞) by [x i , m) in the persistence barcode, where m = t max + 1.
Note that the maximum PE corresponds to the situation in which all the intervals in the barcode are of equal length. In that case, H = log n if n is the number of elements of I. Conversely, the value of the PE decreases as more intervals of different length are present.
The stability theorem defined in [45] defines how to compare persistent entropies from different simplicial complexes. The main requirement is that the simplicial complexes have the same number of 0-simplices (nodes). PE is a tool, equipped with suitable mathematical properties, that permits to describe complex systems [2] and it has been applied in different experiments, e.g. the analysis of biological images [22] and the analysis of medical signals [40] . Usually, temporal logics are used for specifying properties and labeled transition systems are the basic semantic structures on which the model is defined. For a more general introduction on model checking we refer to [3] .
Run-time Verification
In contrast to model checking, run-time verification examines a system dynamically and extracts information from its executions to detect violations. It inherently explores only a portion of the state space, thus its overall guarantees are weaker than those offered by model checking. The properties that are checked need only to hold over the portion of the state space that is visited during the execution of the system once it is deployed. The class of properties amenable to run-time verification is a strict subset of the properties amenable to model checking. For example, liveness properties, i.e. those requiring that "something good will eventually happen", cannot properly be decided on a finite execution trace. Thus, only bounded liveness properties can be checked at run-time, i.e.
those requiring that "something good will happen within a specified number of steps". On the other hand, for safety properties, i.e. those requiring "nothing bad happens", a violation can be decided on a finite trace.
In run-time verification, a property ψ is translated into a monitor, i.e. an au-tomaton that is put in parallel with the system during its execution and observes the system moves. From a formal language viewpoint, run-time verification is similar to to the word problem, that is deciding whether or not a given word is included in a given language. More precisely, given the set W of finite executions of the model, run-time verification checks if an execution w ∈ W is an element of L(ψ), i.e. the language of all finite executions satisfying the property ψ. A run-time verification process typically consists of the following steps (see Figure 2 ):
1. Monitor synthesis: from a logical property a monitor is generated. The monitor is capable of consuming events produced by a running system and emits verdicts according to the current satisfaction of the property.
2. System instrumentation: the aim of this stage is to be able to generate the relevant events to be fed to the monitor.
3. Execution analysis: the execution of the system is analyzed by the monitor.
When the monitor is used to check ψ on the system during its execution, in an incremental fashion, we speak of on-line run-time verification. Instead, a monitor can also be used to check a finite set of recorded executions w.r.t. ψ, which is known as off-line run-time verification. The monitoring can be attended by using logging systems, trace tools, or dedicated tracing hardware.
For a more detailed introduction to run-time verification we refer the reader to [16, 26, 25, 9, 4] .
Case Study: Human Immune System
The precise function of the human Immune System (IS) remains undetermined;
it is postulated that it plays at least two roles: it protects against invading microorganism and it regulates bodily functions. Recently, scientists have highlighted also function interconnection between the IS and the brain activities. Previously, IS was described as a system based on two separated phases, respectively known as innate response and adaptive response, but recent discoveries advocated that thanks to the interaction between these two responses the whole system can maturate the high level protection required for the maintenance of the healthy status [37, 38, 21, 41, 28, 10] .
In the Idiotypic Network , the concept of liveness that was introduced in Sec.
2.2 corresponds to the ability of the system to force itself in order to reach the memory state.
Beside the biological features, the IS shows all the features characterizing a complex system: robustness, concurrency, decentralization, fault tolerance, adaptability, and multiple roles. There exist several mathematical (e.g., differential equation, mean-field, network) and computational (e.g., cellular automata) models of the IS. In this work we use C-ImmSim, which is a multi-agent system for simulating the IS 2 and is able to simulate all the features highlighted above.
Immune Network Theory
Lindenmann and Jerne proposed a theory describing the immune system as a network of interaction of antibodies and lymphocytes. According to this hypothesis, Idiotype and anti-Idiotype network interactions would regulate the immune response of the host against a given antigen. 2 The authors kindly acknwoledge Dr. Filippo Castiglione.
In the Idiotypic Network model the immunization for a given antigen Ag will generate the production of antibodies, called Ab1, against this antigen (see 
Persistent Entropy Automaton
In [33] the authors introduced a methodology for the data-driven derivation of a Persistent Entropy Automaton (PEA) from a data collection evolving over time.
The methodology consists of the following steps:
1. identify and collect a stream of data produced by the complex system under study;
2. represent the time-dependent dataset -regardless its dimension -as a weighted network (e.g., by computing similarities, correlations, and so on) among the points;
3. compute persistent homology via the weighted rank clique homology algorithm;
4. compute the PE;
5. repeat the previous steps for each observation over time;
6. plot the PE values versus time;
7. identify the segments where the first derivative of the PE is equal to zero.
These segments correspond to steady states of the system. There might exist multiple steady states, each of which characterized by their own value of PE.
In general, two steady states with different PE values correspond to two different steady states of the system and are represented by two states of the PEA connected by a transition. Two subsequent steady states with the same value of the PE but separated by a segment with a non zero first derivative of the PE are represented by the same state equipped with a self-loop.
In this work we complete the definition of the PEA given in [33] with the precise definition of the semantics of the PEA evolution. Moreover, we update the PEA definition to make it slightly more general. In particular, we permit to define steady states not only by recognising the plateaus in the PE plot, but through the specification of general equilibrium conditions based on the value of the PE and of its first derivative.
In order to formalize the PEA, its semantics, and, later, the run-time verification based on it, we need to introduce a proper concept of trace. In the field of formal models for software/hardware systems, an action-based setting could be adopted in which a trace of the automaton or of the transition system modeling the real system corresponds to the sequence of actions that labels the transitions of a certain path. If a state-based setting is adopted, instead, a trace is usually taken as the sequence of labelling associated to the states of a certain path, typycally a set AP of boolean atomic propositions that are true in the state [15] . In our setting, the steady states and the transitions of the model are derived from the dataset and do not naturally carry associated information on what the modelled system "does" or "satisfies". Instead, the behaviour of the system is derived from the values of certain observables that can be extracted from the data that the system produced. Thus, in general, we assume that a trace is just a sequence of such observables.
We use O to denote a generic observable space, whose content is determined by the particular complex system that is analysed.
Definition 4.1 (Traces in an Observable Space)
A trace tr in an observable space O is a finite or infinite sequence
where o i are observations.
In our methodology, we analyse the dataset to extract only one observable, namely the PE. Thus, in this paper, the observable space will consist of just time-stamped PE values.
Definition 4.2 (Persistent Entropy Traces)
A Persistent Entropy Trace (PET) is a trace in which each observable is of the form o = (t, H(t)), where:
Thus, a PET is a sequence of the form
Note that from the sequence of values of the PE it is also possible to derive a discrete estimation of the first derivative of H(t) by using finite differences.
Definition 4.3 (Persistent Entropy Automaton)
A Persistent Entropy Automaton (PEA) is a tuple (R, Λ, ρ 0 , − → S , L) where:
• R is a set of steady states;
• Λ is a set of names for the transitions;
• ρ 0 ∈ R is the initial steady state;
• − → S ⊆ R × Λ × R is a labelled transition relation among steady states;
• L(ρ) is a labeling function associating to each state ρ ∈ R its equilibrium condition, depending on the values of the PE.
In a PEA, a notion of time is intrinsically present, which in general can be continuous or discrete. A value H of the PE must be defined for each instant t in the time domain T. In our methodology the time domain is discrete and each discrete instant t corresponds to an observation of the data, i.e. the value of the PE is the one calculated from persistent homology at each iteration. The equilibrium conditions can be any boolean combination of predicates defined on H and onḢ, the first derivative of H w.r.t. time. The value ofḢ is approximated as the difference quotient between the last two observations of H.
The dynamics of a PEA is informally described as follows. Whenever a PEA is in a steady state ρ, the current values of H andḢ must satisfy the associated equilibrium condition L(ρ). Time can elapse while the PEA stays in ρ and the values of H (and, thus, ofḢ) change accordingly. If at a certain point the equilibrium condition L(ρ) is not satisfied anymore, the PEA must exit the state ρ and start executing a transition ρ − → S towards one of the possible successor states of ρ. This process is in general non-instantaneous: the PEA needs some time, i.e. further changes in the value of H, in order to reach a point in which the equilibrium condition L(ρ ) of some successor state ρ is satisfied. At that moment, the PEA is again in a steady state and the dynamics is again the one previously introduced. More formally, we define the semantics of a PEA by an associated labelled transition system.
Definition 4.4 (Persistent Entropy Labelled Transition System)
A Persistent Entropy Labelled Transition System (PELTS) is a labelled transition system (Q, →, Σ) where: 1] is the set of states, where R is a set of states (or locations, to avoid overloading the word "state") and B = {true, false} is the boolean domain;
is the set of labels, where Λ is a set of names and is the empty name; and
• →⊆ Q × Σ × Q is a labelled transition relation associating a state to some successor states.
In a state q = (t, ρ, b, h) ∈ Q:
• t is the current timestamp;
• ρ is a PEA location representing the current steady state or the last visited steady state (when executing a transition);
• b is a boolean value indicating whether or not the associated PEA is currently in a steady state (true) or is currently performing a transition (false); and
• h is the last observed value of PE.
We associate to a given PEA a PELTS, defining its semantics, as follows.
Definition 4.5 (PELTS associated to a PEA)
Let (R, Λ, ρ 0 , − → S , L) be a PEA. The associated PELTS is the labelled transi-
where → is defined as the minimum relation satisfying the rules in Table 1 .
The PELTS state q 0 = (0, ρ 0 , true, 0) is called initial.
Rule (Steady) models a step in which the PEA is in a steady state ρ and remains in it because the equilibrium condition is still satisfied. The boolean flag of the PELTS state equal to true indicates that the PEA is currently not adapting, i.e., it is in a steady state. The last observation of the PE value was h at time t (both values are in the current PELTS state). The new value of the PE h observed at the current time t is modelled as a transition of the PELTS labelled (t , h , ), where indicates that the current PELTS transition is unnamed. The main pre-condition to apply the rule is that the current value of PE h and (Steady) 
, satisfy the equilibrium condition associated to ρ (written as h ,ḣ |= L(ρ)). Rule (StartT) models a step in which the PEA starts a transition because the equilibrium condition of the current steady state is no longer satisfied (h ,ḣ |= L(ρ)). It is controlled that there exists on the PEA at least one outgoing transition from state ρ and if this is so, the flag of the PELTS state changes from true to false. Rule (ContT) models a step in which the PEA is currently performing a transition and still remains in this situation because no one of the possible states that are reachable from the last steady state ρ can be satisfied. This is expressed by the condition ∀(ρ, λ, ρ ) ∈ − → S h ,ḣ |= L(ρ ). Finally, rule (StopT) represents the end of a transition. The equilibrium condition of one of the possible PEA steady states reachable in one step from the last steady state ρ (namely, one ρ such that (ρ, λ, ρ ) ∈ − → S ) is satisfied, thus the PEA ends the current transition. In the new PELTS state the steady state becomes ρ and the flag is put to true. Note that the PELTS transition is labelled with the name λ that labels the PEA transition. Note also that only this kind of step is a source of non-determinism in the possible behavior of the PELTS. Indeed, if there are at least two (or more) possible PEA steady states, say ρ and ρ , t 1 , ρ 1 , b 1 , h 1 ) (t2,h2,α2)
Note that PETs, according to Definition 4.2, can be naturally derivable from a path in a PELTS. 
On the other hand, a given PET tr induces a set of paths in the PELTS associated to the PEA. This is due to possible non-determinism among transitions in the PEA, as discussed above.
Definition 4.7 (Form of PELTS paths induced from a PET)
Consider a PEA (R, Λ, ρ 0 , − → S , L) and its associated PELTS. Let tr be a PET. Then, putting t 0 = 0 and h 0 = 0, the trace tr = (t 1 , h 1 ) → (t 2 , h 2 ) → · · · induces a set of paths in the PELTS, each of which being of one of the following forms:
1. alternating forever between steady states and transitions:
after a finite number of alternations, eventually reaching a steady state in which it remains forever:
. after a finite number of alternations, eventually reaching a transition that is never ended:
. if the PET is finite, the path is finite and may end in a steady state, i.e., the flag of the PELTS state is true, or in the middle of a transition, i.e., the flag is false.
Data-driven construction of the PEA for the Idiotypic Network
In this section we recall how to derive the PEA from the simulation of Idiotypic Network via C-ImmSim. In C-ImmSim each idiotype (both antigens and antibodies) is represented with a bit-string, in our case of 12-bit length. Two idiotypes A i and A j interact if and only if they are affine, that is their Hamming
The pair-wise distances among all the idiotypes are stored in an affinity matrix. However, the affinity matrix does not take into account the volume of the idiotypes that change as consequence of the volume of the antigens. In this case study, we decided to replace the affinity matrix with a coexistence matrix C where each element is a coexistent index. Given the Hamming distance d(Ab i (t), Ab j (t)) between two antibodies and their volumes [Ab i (t)], [Ab j (t)] at time t, their coexistence index Figure 4 : PE of IS computed from a simulation of the Idiotypic Network . For visualization purposes the plot has been smoothed but the local maxima and the plateaus have been preserved. The difference between the peaks amplitude is motivated by the fact that before the second peaks the antibodies have been already stimulated and the immune memory has been reached, so the system is more reactive and is faster in the suppression of the antigen. The entropy value of the steady state is H = 2.87. is defined as follows:
where n is the number of antibodies.
Equation 1 expresses the fact that for lower values of affinity the volume must be more significant because the match between antibodies is less probable.
The coexistence matrix C is a symmetric matrix and each element is taken to represent a weighted arc of an undirected graph. In this way we obtained a graph representation of our data taken from the simulation.
We executed several (in the order of hundreds) simulations, each of them characterized by:
• a lifespan of 2190 discrete time ticks, where a tick corresponds to three days;
• a repertoire of at most 10 12 antibodies, i.e. the maximum number of antibodies available during the whole simulation;
• an antigen volume V = 10µL.
Moreover, in order to increase the simulated real conditions we customized CImmSim by adding the possibility to inject the antigen twice. The first injection is performed after a few ticks from the beginning of the simulation and the second injection is performed after an unknown (random) period.
The persistent homology of the filtered simplicial complex obtained from the weighted graph was computed with jHoles [5, 39] . An example of the output is given in Table 2 . For each data sample, we obtained a number of 1-dimensional holes in the order of hundreds. We did not obtain any persistent n-dimensional hole with n > 1. Figure 4 reports PE that were computed from the 2190 persistent barcodes for the considered simulation in the Idiotypic Network case study
As fully described in [33] , we were able to recognize two steady states, namely virgin and memory. By analyzing the chart it is evident that two peaks are present. This reflects the fact that the system was stimulated twice and, thus, entered a critical transition followed by an adaptation phase from state memory to itself. This then suggests that a self-transition should be added to the state memory in the PEA.
The virgin state of the Idiotypic Network is characterized by the equilibrium condition H = 0 ∧Ḣ = 0. This is the initial state in the PEA that we derived. The memory steady state corresponds to a plateau in the chart and it is characterized by the equilibrium condition H > 0 ∧Ḣ = 0. Finally, even if we did not observe it in our simulation, we know from domain specific knowledge that when in virgin state, if the received stimulus is not grater than a certain threshold, then the immune activation does not start at all and after a while the system goes back to the initial state again. This means that also in the initial state of the PEA a self-loop transition should be added. The derived PEA is depicted in Figure 5 .
Run-time Monitoring
In order to perform a data-driven topological run-time monitoring of a complex system, we put all the already introduced pieces together. We assume that TDA was applied to a dataset produced by the complex system under study and that one or more sequences of PE observations, namely PETs, were obtained from the dataset. Moreover, we assume that a PEA was derived from the observation of the PE plot(s). Now, the objective is to define a framework for monitoring the behaviour of the complex system w.r.t. a property ψ. In particular, we want to study whether ψ is satisfied or not given a certain finite behaviour of the complex system represented by a particular finite PET tr.
We start by showing that the PEA can be used both as a model of the dynamics of the whole system and as a structure on which certain properties can be run-time monitored.
Definition 5.1 (Monitor PEA)
where:
• AP is a set of boolean Atomic Propositions;
• Π : R → 2 AP is a function labeling each steady state ρ of the PEA with the atomic propositions that are true in ρ.
For run-time verification purposes an MPEA can be used to "execute" the PEA against a given finite PET to obtain a trace, as follows.
Definition 5.2 (MPEA Executions and Traces)
Let (R, Λ, ρ 0 , − → S , L, AP, Π) be an MPEA and let tr = (t 1 , h 1 ) → (t 2 , h 2 ) → · · · → (t n , h n ) be a finite PET.
• An MPEA Execution e is one of the sequences of steps of the PELTS associated to the PEA (R, Λ, ρ 0 , − → S , L) induced by the finite PET tr according to Definition 4.7(4):
where α i ∈ Λ ∪ { }.
• The MPEA Trace σ e , derived from e, is the sequence of sets of atomic propositions σ e = A 0 A 1 · · · A n such that:
Note that, given a (finite) PET, the PELTS associated to a PEA can exhibit a set of (finite) executions due to non-determinism. In an MPEA execution we assume that such non-determinism has been resolved in order to obtain only one finite execution. Note also that the special atomic proposition ω labels all and only the states along the MPEA execution that correspond to the noninstantaneous firing of a PEA transition. All the other states of the MPEA execution are labelled with a subset of AP according to the labeling function Π.
MPEA Traces can be used to perform off-line run-time verification against formulas of an appropriate logic of interest. Several examples of suitable logics are described in [26, 4] .
MPEA for the Idiotypic Network
An MPEA for the Idiotypic Network case study can be defined by fixing the set of atomic propositions AP = {virgin, memory} with the natural labeling function Π(Virgin) = {virgin} and Π(Memory) = {memory}. The resulting MPEA is the one obtained from the PEA defined in Section 4.1 and these two new elements.
We considered a set of simulations of the Idiotypic Network with C-ImmSim to perform a first statistical analysis of the behaviours of the simulated system.
Such analysis was particularly useful for deciding the minimum number of antibodies needed for properly reacting against the antigen or for establishing the right period of follow-up after the stimulation of the system.
We performed 1000 simulations and for each simulation we computed a PET by applying TDA to the produced data. The PET was executed on the MPEA resulting into an MPEA Execution and its corresponding MPEA Trace. We could classify the obtained traces into three groups, described in the following. The traces in group I.b correspond to the biological condition in which the antibodies space was completely destroyed by the antigens and so it appears empty (virgin state). The traces in group II.a belong to systems that were stimulated multiple times. Traces in group III correspond to system violation.
Generally, these traces correspond to systems in which the repertoire of antibodies was not enough to eliminate the antigens. More in detail, traces III.a regard systems stimulated multiple times but such that after certain stimulations the repertoire of antibodies was not sufficient for fighting against the antigen. Instead, traces III.b belong to too short simulations.
To give some examples of properties that could be run-time verified on the case study of the Idiotypic Network we consider the bounded Linear Time Logic (bounded LTL). For a full description of this logic we refer to [24] . The following are possible properties:
1. 2 ≤30 ¬ memory, informally meaning that "the first immunization is never reached in the first 90 days"; 2. 2 ≤2190 (((virgin ∨memory)∧ ω)) ⇒ 3 ≤180 memory), informally meaning that "whenever an immunization phase is started, it ends within 1 year and a half"; 3. 3 ≤50 2 ≤150 ω "an immunization phase started, but the system was not able to reach the first immunization".
Recall that each time tick of the simulation corresponds to 3 days, thus the mentioned time periods follows. Consider also that all the simulations we considered were long 2190 ticks, thus that is considered the limit of the bounded box.
Conclusions
In this paper we have formalized a new data-driven run-time monitoring system for complex self-adaptive systems, the so-called Monitor for Persistent Entropy Automaton (MPEA). MPEA is obtained by leveraging a previous paper in which we have defined a data driven methodology for mining an automaton capable of mimicking the dynamics of a complex system, the so-called Persistent Entropy Network has permitted to demonstrated numerically that MPEA is suitable for classifying the behavior of complex self-adaptive system. We consider this work as the starting point for new interesting research directions. The methodology can be fruitfully used for discovering new behavioral patterns. These patterns allow to extract new knowledge that otherwise can not be captured or formally modelled. We also support that the methodology can be used for modeling complex software systems with the features of true concurrency self-adaptiveness.
Instead of the Idiotypic Network , one could produce a graph representation of the system, e.g., a simplicial complex can be considered as the tuple formed by the computational resource and the processes that are acting against the resource. The application of the PEA can be used for modeling such systems without adopting the interleaving representation. The methodology can reveal if the system is performing a phase transition, e.g. when the system is acting against potential faults. Moreover, the MPEA can be used for formally verifying the execution of the system but regardless the order of execution of the actions, this preserves the simultaneous truly concurrent executions of the processes within a complex software system. In the future, we will work on the definition of a new run-time monitoring system for the controlling artificial neural network while used in safety critical systems, e.g. Advanced driver-assistance systems (ADAS) system, Unmanned aerial vehicle (UAV), etc. . . . Formal verification can be applied to establish functional correctness, but its scalability is limited due to the sheer complexity of these systems. To manage high complexity and limited specification resources, one alternative is to apply run-time monitoring techniques to detect when the system transitions into an unsafe state (i.e., one where it violates a critical safety requirement). However, due to the lack of exhaustive specifications of the environment in which autonomous systems are used the classical run-time monitoring techniques cannot be adopted and they must be enriched with new data-driven run-time techniques, similarly to PEA.
The development and application of the new run-time monitoring system will represent an initial step to utilize runtime monitoring to achieve high assurance in the design of autonomous intelligent system. 
