Introduction
Target tracking systems are a typical problem in Computer Vision. In this paper a vision-based automated cameraman is described. Several systems based on mobile cameras have been proposed [1, 2, 3, 4] with the goal to track a target and to maintain its position in the middle of the image. These systems are limited to a single object tracking and they do not extract any information about the trajectories. Our approach to the cameraman system is to increase the tracking robustness and to allow the user to extract more details of the tracked object.
The system is based on two cameras, a fixed and a mobile cameras. The fixed camera is pointed to the scene where the objects have to be tracked. The images from this camera are typically composed of a static background, so we have used a background substraction technique to segmentation [5, 6, 7] . The position of the tracked object is used to drive the mobile camera and to point it to the object.
The advantage of using a fixed camera is that the trajectory of the object can be extracted. With this trajectory a more accurate drive of the mobile camera can be made, because we can predict its future position. The full system becomes a cornerstone on which higher-level functions can be built: face recognition with the mobile camera image or trajectory analysis and multiple object tracking with the fixed camera image.
Fixed Camera
The first stage is to obtain the position and the trajectory of the target. It is necessary to extract its position from the image and to transform it to world coordinates. In our system we assume that the tracked objects are moving in a plane, so this transformation will be possible with only one camera (section 2.3).
The objective of the tracking is to give the position of the object as quick as possible, because of the movement of this object. This movement causes an error between the extracted position and the actual position, due to the time for image processing. Therefore, a fast image processing will be necessary to have an accurate mobile camera motion. Our system is able to work up to 25 images/second. However, a prediction of the position will be done to minimize this error.
The tracking system is based on a background subtraction using the color information. We use a statistical learning to model the background. Finally, with the camera position calculated by a camera calibration, we can transform the object position in the image to a real position. To reduce the processing time, we can use a region of interest (ROI) of the whole image. This ROI is defined by a predicted position of the object, which is obtained using a Kalman filter. Figure 1 shows the functional block diagram of the system.
Background Learning
Our objective is to build a color background model. To this end we build a statistic of the intensity value of each pixel over time. If a pixel variance remains within a threshold calculated by this statistic, we can update the color background using the mean color of this pixel. With this method we can reduce the random noise and the small movements in the scene. The background is updated in every new frame to reduce the effects of small changes of illumination or possible movements of the objects that make up the background.
Segmentation
Once the color background model is made, it is possible to extract the moving objects. To extract 
where r+g+b = 1.
Using the chromaticity coordinates in detection has the advantage of being more insensitive to small changes in illumination. We reduce the shadow effects too; this is important because the shadows can modify the desired object position.
Since we have the object blob defined by the pixels that do not belong to the background, we can obtain its position with the projection of the center of gravity on the lowest part of the blob.
Camera Calibration and Coordinate Transformation
In the previous section it was shown how to find the object position in the image. Now the system needs to transform this image position to a real position. Therefore, a camera model has to be used [8] 
Kalman filter
The Kalman filter [12] is a set of mathematical equations that provides an efficient computational solution of the least-squares method. The filter is very useful for tracking systems because it support estimations of past, present and even future states, and it can do so even when the precise nature of the modelled system is unknown. To make our system fast and accurate, we use the α − β Kalman Filter, which is a first order approximation of the Kalman process [13] .
The noise due to a bad segmentation in the tracking stage is minimized by the Kalman filter. Moreover, it gives the trajectory and the behavior of the object. This trajectory and the prediction of the next position are used later for the mobile camera motion.
Automatic Mobile Camera
The next stage is to drive the mobile camera. The objective is to have the tracked object in the center of the mobile camera image. For this purpose a miniaturized pan-tilt camera has been used. To drive this camera it is necessary to transform the position of the object tracked to a pan-tilt position (figure 2), so a camera calibration is needed. 
Mobile Camera Calibration
There are 5 unknown parameters for the mobile camera:
The camera position is necessary to transform the object position to pan-tilt angles. To have a better precision, the calibration computes the initial offsets of the home position.
We have made a calibration that needs only 4 points of the plane and their corresponding pan-tilt positions ( figure 3 ). These 4 points are the same as in the fixed camera calibration, because we need to have the same reference system for the object position and the mobile camera position. The camera position will be the intersection of four lines. Every line is made of point in the plane and a vector to the camera that can be expressed by angles α and β:
This intersection and the possible offsets are computed by a recursive least square method.
Mobile Camera Motion
Since the mobile camera position is computed, it is possible to find the pan-tilt coordinates (α and β) to point the camera to the object:
Due to the image processing delay (40 msec) and the time of mobile camera control (approx. 20 msec) a prediction of the position of the object has been used to compute these pan-tilt coordinates. This prediction uses the position of the object and its speed measured by the Kalman filter (section 2.4).
Tests and Results
The system has been tested in several environments. The use of this system is restricted to environments with a static background. In figure 6 the full system is shown: trajectory extraction in the left side, the images from the fixed cameras and the images from the mobile cameras. This is a test which tries to analyze the behavior of a tennisman; with these images it is possible to analyze the technique (mobile camera image) and strategy of the player (trajectory).
In the case of video surveillance, the automatic mobile camera allows the user to have a higher level of security, because it helps to recognize the objects more easily. A zoom can be added to have a view of the object. The robustness of the system was tested with a tennisman. A tennisman is characterized by a high velocity of movements and a very fast changes of direction. These changes of direction are a critical stage for mobile systems. Moreover, there is also the error in the segmentation stage. The tests has done a segmentation mean error of 15 pixels, which is equivalent to 1 meter of error of position with 20 meters between the camera and the tracked object. However, the movement and the segmentation problems are minimized due to the fast image processing (25 images/sec) and the prediction of position (Kalman Filter).
Conclusion
In this paper we have presented our approach for a tracking system. The system joins the advantages of the fixed camera systems (moving objects and trajectory extraction) and the mobile camera systems (video surveillance, automatic cameraman). Moreover, the system is a good base for a new higher-level systems, like behavior and trajectory analysis or face recognition.
