Summary. The number of computational or theoretical applications of nonlinear duality theory is small compared to the number of theoretical papers on this subject over the last decade. This study attempts to rework and extend the fundamental results of convex duality theory so as to diminish the existing obstacles to successful application. New results are also given having to do with important but usually neglected questions concerning the computational solution of a program via its dual. Several applications are made to the general theory of convex systems.
1. Introduction.
1.1. Objective. In this paper much of what is known about duality theory for nonlinear programming is reworked and extended so as to facilitate more readily computational and theoretical applications. We study the dual problem in what is probably its most satisfactory formulation, permit only assumptions that are likely to be verifiable, and attempt to establish a theory that is more versatile and general in applicability than any heretofore available.
Our methods rely upon the relatively elementary theory of convexity. No use is made of the differential calculus, general minimax theorems, or the conjugate function theory employed by most other studies in duality theory. This is made possible by fully exploiting the powerful concept of a certain perturbation function--the optimal value of a program as a function of perturbations of its "right-hand side." In addition to some pedagogical advantages, this approach affords deep geometrical and mathematical insights and permits a development which is tightly interwoven with optimality theory.
The resulting theory appears quite suitable for applications. Several illustrative theoretical applications are made; and some reasonable conditions are demonstrated under which the dual problem is numerically stable for the recovery of an optimal or near-optimal primal solution. A detailed preview of the results obtained is given after the canonical primal and dual programs are introduced.
1.2. The canonical primal and dual programs. The canonical primal problem is taken to be" (P) Minimize f (x) subject to g(x) <__ O, xX where g(x)a__ (gl(x),.", gm(X))t, and f and each gi are real-valued functions defined on X _ Rn. It is assumed throughout that X is a nonempty convex set on which all functions are convex.
The dual of (P) with respect to the g-constraints is" (D) Maximize infimum f(x) + utg(x)], u>O xX where u is an m-vector of dual variables. Note that the maximand of (D) is a concave function of u alone (even in the absence of the convexity assumptions), for it is the pointwise infimum of a collection (indexed by x) of functions linear in u.
Several other possible "duals" of (P) have been studied, some of which are discussed in 6. All are closely related, but we believe (D) to be the most natural and useful choice for most purposes.
It is important to recognize that, given a convex program, one can dualize with respect to any subset of the constraints. That is, each constraint can be assigned to the g-constraints, in which case it will possess a dual variable of its own or it can be assigned to X, in which case it will not possess a dual variable. In theoretical applications, the assignment will usually be dictated by the desired conclusion (cf. 8); while in computational applications, the choice is usually made so that evaluating the maximand of (D) for fixed u => 0 is significantly easier than solving (P) itself (cf. [17] , [19, 29] ).
1.3. Preview and summary of results. Section 2 presents the fundamental optimality and duality results as three theorems. Theorem is the optimality theorem. Its first assertion is that if (P) has an optimal solution, then an optimal multiplier vector exists if and only if (P) has a property called stability, which means that the perturbation function mentioned above does not decrease infinitely steeply in any perturbation direction. Stability plays the role customarily assumed in Kuhn-Tucker type optimality theorems by some type of "constraint qualification." Because stability is necessary as well as sufficient for an optimal multiplier vector to exist, it is evidently implied by every known constraint qualification. It turns out to be a rather pleasant property to work with mathematically, and to interpret in many problems. The second assertion ofthe optimality theorem is that the optimal multiplier vectors are precisely the negatives of the subgradients of the perturbation function at the point of no perturbation. An immediate consequence is a rigorous interpretation of an optimal multiplier vector in terms of quasi "prices."
Theorem 2 is the customary weak duality theorem, which asserts that the infima value of (P) cannot be smaller than the supremal value of (D). Although nearly trivial to show, it does have several uses. For instance, it implies that (P) must be infeasible if the supremal value of (D) is + .
Theorem 3 is the powerful strong duality theorem" If (P) is stable, then (D) has an optimal solution; the optimal values of (P) and (D) are equal; the optimal solutions of (D) are essentially the optimal multiplier vectors for (P); and any optimal solution of (D) permits recovery of all optimal solutions of (P) (if such exist) as the minimizers over X of the corresponding Lagrangean function which also satisfy g(x)<= 0 and the usual complementary slackness condition. Note that stability plays a central role here, just as it does in the optimality theorem.
It makes (D) quite inviting as a surrogate problem for (P), and precludes the possibility of a "duality gap"--inequality between the optimal values of (P) and (D)--whose presence would render (D) useless in many, if not most, potential applications.
Section 3 gives complete proofs of these key results. The main construct is the perturbation function already mentioned. By systematically exploiting its convexity, no advanced methods or results are needed to achieve a direct and unified development of the optimality and strong duality theorems. No differentiability or even continuity assumptions need be made, and X need not be closed or open.
Section 4 develops a useful geometric portrayal of the dual problem which permits construction of simple examples to illustrate the various relationships that can obtain between (P) and (D). It also yields geometric insights which suggest some of the further theoretical results developed in the next section.
Section 5 establishes six additional theorems, numbers 4 through 9, concerning (P) and (D). Theorem 4 asserts that the maximand of (D) has valuefor all u > 0 if and only if the right-hand side of (P) can be perturbed so as to yield an infimal value of v. Theorem 5 asserts that if (P) is infeasible and yet the supremal value of (D) is finite, then some arbitrarily small perturbation of the righthand side of (P) will restore it to feasibility. Theorem 6 [25] , which apply general minimax theorems;and Rockafellar [26] , which applies conjugate convex function theory. This comparison is favorable to the methods and results of the present study.
Section 7 discusses numerical considerations of interest if (D) is to be used computationally to solve (P). Such questions have been almost totally ignored in previous studies, but must be examined if nonlinear duality theory is to be applied computationally. After first indicating some of the pitfalls stability precludes, we briefly survey the two main approaches that have been followed for optimizing (D) and, subsequently, the main topic of whether and how an optimal or near-optimal solution of a stable program can be obtained from an optimal or near-optimal solution of its dual. A result is given in Theorem 10 from which it follows that no particular numerical difficulties exist in solving (P), provided that an exactly optimal solution of (D) can be found. However, if only a sequence converging to an optimal solution u* of (D) can be found, the situation appears to turn on whether the Lagrangean function corresponding to u* has a unique minimizer over X. If it does, Theorem 11 shows that the situation is manageable, at least when X is compact andfand g are continuous on X. Otherwise, the situation can be quite difficult, as demonstrated by an example.
Section 8 makes the point that nonlinear duality theory can be used to prove many results in the theory of convex systems which do not appear to involve optimization at all;just as linear duality theory can be used to prove results concerning systems of linear equalities and inequalities. This provides an easy and unified approach to a substantial body of theorems. The possibilities are illustrated by presenting new proofs for three theorems. The first is a separation theorem for disjoint convex sets the second a characterization in terms of supporting half-spaces for a certain class of convex sets generated by projection; and the third a fundamental property of a system of inconsistent convex inequalities.
Finally, in 9 we indicate a few of the significant areas in which further work remains to be done.
1.4. Notation. The notation employed is standard. We follow the convention that all vectors are columnar unless transposed (e.g., ut).
2. Fundamental results. After establishing some basic definitions, we state and discuss three fundamental results: the optimality theorem, weak duality theorem, and strong duality theorem. The proofs of the first and third results are deferred to 3.
2.1. Definitions. DEFINITION 1. The optimal value of(P) is the infimum off(x) subject to x X and g(x) < 0. The optimal value of (D) is the supremum of its maximand subject The motivation for this definition is obvious" a vector u => 0 is useless in (D) if it leads to an "infinitely bad" value of the maximand. DEFINITION 3. A pair (x, u) is said to satisfy the optimality conditions for (P) (i) x minimizes f + utg over X,
A vector u is said to be an optimal multiplier vector for (P) if (x, u) satisfies the optimality conditions for some x.
An optimal multiplier vector is sometimes referred to as a "generalized Lagrange multiplier vector," or a vector of "dual variables" or "dual prices."
It is easy to verify that a pair (x, u) satisfies the optimality conditions only if x is optimal in (P). Thus the existence of an optimal multiplier vector presupposes the existence of an optimal solution of (P). The converse, of course, is not true without qualification. It also can be verified that if u is an optimal multiplier vector, then (x, u) satisfies the optimality conditions for every optimal solution of (P). Thus an optimal multiplier vector is truly associated with (P)--more precisely, with the optimal solution set of (P)--rather than with any particular optimal solution. On this point the traditional custom of defining an optimal multiplier vector in terms of a particular optimal solution of (P) is misleading, although it is equivalent to the definition used here.
It is perhaps worthwhile to remind the reader that the optimality conditions are equivalent to a constrained saddle point of the Lagrangean function. Specifically, one can verify that (x*, u*) satisfies conditions (i)-{iv) if and only if u* > 0, x* X, and
for all u > 0 and x X. Another equivalent rendering of the optimality conditions, one which gives a glimpse of developments to come, is this" (x*, u*) satisfies the optimality conditions if and only if x* is optimal in (P), u* is optimal in (D), and the optimal values of (P) and (D) are equal.
These remarks on Definition 3 do not depend in any way on the convexity assumptions. The demonstrations are straightforward. The perturbation function is convex (Lemma 1) and is the fundamental construct used to derive the relationship between (P) and (D). Evidently v(0) is the optimal value of (P). Values of v at points other than the origin are also of intrinsic interest in connection with sensitivity analysis and parametric studies of(P). Subgradients generalize the concept of a gradient and are a technical necessity since v is usually not everywhere differentiable. Their role is made even more important by the fact that they turn out to be the negatives of the optimal multiplier vectors (Lemma 3). An important criterion for their existence (Lemma 2) is given by the property in the next definition (cf. Gale [15] for ally-C0.
0-0+
The limit defined is the negative ofthe directional derivative of v in the perturbation direction y (_+ are allowed as limits). [26] .) The following theorem also gives a key characterization of optimal multiplier vectors.
THEOREM (Optimality) . Assume that (P) has an optimal solution. Then an optimal multiplier vector exists if and only if(P) is stable" and u is an optimal multiplier vector for (P) if and only if (-u ) is a subgradient of v at y O.
Part of the content of this theorem is the result that, if x* is an optimal solution of (P), and (P) is stable, then there exists a vector u* such that (x*, u*) satisfies the optimality conditions for (P). It is well known that some qualification of (P) is needed for this result to hold stability plays the role of such a qualification here. It bears emphasizing, however, that the theorem reveals stability to be not only a sufficient qualification for this purpose, but also a necessary one. Thus, stability is implied by every "constraint qualification" ever used to prove the necessity of the optimality conditions. For example, Slater's constraint qualification that there exist a point x X such that gi(x) < 0 for all implies stability, as does the original Kuhn-Tucker constraint qualification. For a discussion of these and many other "classical" qualifications, see Mangasarian [24] .
It is striking that none of the classical qualifications emphasizes the role of the objective function, although a careful reading reveals that each requires the objecIive function to be within a particular general class (e.g., defined on all of or differentiable on an open set containing the feasible region). Of course, if the objective function is sufficiently well-behaved, (P) will be stable no matter how poorly behaved the constraints are (e.g., iffis constant on X then (P) is obviously stable for any constraint set as long as it is feasible). On the other hand, it is possible for an objective function to be so poorly behaved that (P) is unstable even if all constraints are linear. For example [15] , put n m 1, f(x)=-x/%, X {x'x >= 0}, gl(X) x; then by perturbing the right-hand side positively, the ratio in Definiti-on 6 can be made as large as desired by making the perturbation amount y sufficiently small. The obvious trouble with the objective function is that it has infinite steepness at x 0.
One further useful and somewhat surprising observation on the concept of stability is in order. Namely, to verify stability it is actually necessary and sufficient to consider only a one-dimensional choice of y" (P) is We thus have a lower bound on the optimal value of the perturbed problem, and by taking limits we can obtain a bound on the right-hand derivative of v(Oy') at0=0;
In particular, with y' equal to the jth unit vector, we obtain the well-known result that -u' is a lower bound on the marginal rate of change of the optimal value of (P) with respect to an increase in the right-hand side of thejth constraint. All of this follows from the fact that any optimal multiplier vector is the negative of a subgradient of v at 0. The converse of this is also significant, as it follows that the set of all subgradients--and hence all directional derivatives of v---can be characterized in terms of the set of all optimal multiplier vectors for (P To demonstrate this result, one need only write the obvious inequalities infimum {f(x) + rg(x)lx X} <= f() + 'g(X)< f(.).
The convexity assumptions are not needed.
One consequence is that any feasible solution of (D) provides a lower bound on the optimal value of(P) and any feasible solution of(P) provides an upper bound on the optimal value of (D). This can be useful in establishing termination or errorcontrol criteria when devising computational algorithms addressed to (P) or (D); if at some iteration feasible solutions are available to both (P) and (D) that are "close" to one another in value, then they must be "close" to being optimal in their respective problems. In Theorem (d) every optimal solution u* of(D) characterizes the set of all optimal solutions (ifany) of(P) as the minimizers off + (u*)tg over X which also satisfy the feasibility condition g(x) <= 0 and the complementary slackness condition (u*)tg(x) O.
Conclusions (a) and (d) justify taking a dual approach to the solution of (P). It is perhaps surprising that all optimal solutions of (P) can be found from any single optimal solution of (D). Another way of phrasing (d) would be to say that if u* is optimal in (D), then x is optimal in (P) if and only if (x, u*) satisfies optimality conditions (i), (ii) and (iv) (see Definition 3). In 7 we shall take up at some length the matter of approaching the computational solution of (P) via its dual.
Conclusion (b) precludes the existence of what is often referred to as a duality gap between the optimal values of (P) and (D). Most applications of nonlinear duality theory require that there be no duality gap (e.g., see 8 and [18] ).
Conclusion (c) reveals the connection between the set of optimal solutions of (D) and the perturbation function. If (P) has an optimal solution as well as the property of stability, then, using Theorem 1, we obtain an alternative interpretation of the optimal solution set of (D) it is precisely the set of optimal multiplier vectors for (P).
It is perhaps worth noting that Lemma 4 in the next section shows that conclusion (c) holds under a slightly weaker assumption than stability, namely, when v(0) is finite and the optimal values of (P) and (D) are equal. Many properties of v follow directly from its convexity. For example, v must be continuous on the interior of any set on which it is finite;it must have value -oe everywhere on the interior of Y if it is -oe anywhere; its directional derivative (see Definition 6') must exist in every direction at every point where it is finite; it must have a subgradient at every interior point of Y at which it is finite; and it must be differentiable at a given point in Y if and only if it has a unique subgradient there. These properties hold, not only for v, but for any convex function (see, e.g., [11] or [26, 2] ).
The following property is an important criterion for the existence of a subgradient of a convex function at a point where it is finite. We offer a proof to keep the development self-contained; the method of proof is due to Gale [15] . The following known result is equivalent a convex function has a subgradient at a given point where it is finite if and only if its directional derivative is not in any direction (cf. [11, p. 84] , [26, p. 408] ). This result would be used in place of Lemma 2 if Definition 6' were used in place of Definition 6.
The next lemma establishes a crucially important alternative interpretation of optimal multiplier vectors. Proof Suppose that u* is an optimal multiplier vector for (P). Then there is a vector x* such that (x*, u*) satisfies the optimality conditions for (P). Sincef(x) >= v(g(x)) for all x X and v(0) f(x*), we have f (x) >= f (x*) (u*)'g(x) for all x X.
In view of (ii), this is precisely condition (i). This completes the proof. We now have all the ingredients necessary for the optimality theorem. and Theorem 1 could be weakened slightly if the definition of an optimal multiplier vector were generalized so that it no longer presupposes the existence of an optimal solution of (P). In particular, the conclusions of Lemma 3 and Theorem hold even if (P) does not have an optimal solution, provided that v(0) is finite and the concept of an optimal multiplier vector is redefined as follows. A point u is said to be a generalized optimal multiplier vector if for every scalar e > 0 there exists a point x such that (x, u) satisfies the e-optimality conditions:x is an eoptimal minimizer off + ug over X, u'g(x) >= e, u >= O, and g(x) __< 0. The necessary modification of the proof of Lemma 3 is straightforward.
The entire development of this paper could be carried out in terms of this more general concept of an optimal multiplier vector. The optimality conditions for (P), for example, would be stated in terms of a pair ((xV), u) in which the first member is a sequence rather than a single point. Such a pair would be said to satisfy the generalized optimality conditions for (P) if, for some nonnegative sequence (v) converging to 0, for each v the pair (xv, u) satisfies the e-optimality conditions. This generalization of the traditional optimality conditions given in Definition 3 seems to be the most natural one, when the existence of an optimal solution of (P) is in question. It can be shown that if u is a generalized optimal multiplier vector then ((x), u) satisfies the generalized optimality conditions if and only if (x) is a sequence of feasible solutions of (P) converging in value to v(0).
Although such a development might well be advantageous for some purposes, we elect not to pursue it here. 2 The next lemma establishes (in view of the previous one) the connection between optimal multiplier vectors and solutions to the dual problem. Proof First we demonstrate the "if" part of the lemma. Let (-u) be a subgradient of v at y 0; that is, let u satisfy
The proof of Lemma 3 shows that u => 0 follows from this inequality. Thus u is feasible in (D). Substituting g(x) for y, and noting that f(x) >= v(g(x)) holds for all
Taking the infimum over x e X, we obtain infimum {f(x) + u'g(x)} => v(0).
xeX It now follows from the weak duality theorem that u must actually be an optimal solution of (D), and that the optimal value of (D) equals v(0). This completes the first part of the proof.
To demonstrate the "only if" part of the lemma, let u be an optimal solution of (D). By assumption,
Since rig(x) <= u'y for all x X and y such that g(x) __< y (remember that u _>_ 0), it follows that f(x) + uy >= v(O) for all x X and y such that g(x) =< y. For each y Y, we may take the infimum K. O. Kortanek has pointed out in a private communication (Dec. 8, 1969 ) that the concept of an optimal multiplier vector can be generalized still further by considering a sequence (uv) of m-vectors and appropriately defining "asymptotic" optimality conditions (cf. [21] (-u) satisfies the definition of a subgradient of v at 0, and the proof is complete.
The final lemma characterizes the (possibly empty) optimal solution set of (P).
LEMMA 5. Assume that v is finite at y 0 and that 7 is a subgradient at this point. Then x* is an optimal solution of (P) if and only if (x*, -7) satisfies optimality conditions (i), (ii) and (iv) for (P).
Proof Let x* be an optimal solution of (P). By Lemma 3, (-7) must be an optimal multiplier vector for (P); and so (x*,-7) must satisfy the optimality conditions for (P) (see the discussion following Definition 3). This proves the "only if" part of the conclusion. Now let (x*, -7) satisfy (i), (ii) and (iv). The proof of Lemma 4 shows that -7 > 0, and so (iii) is also satisfied. Hence x* must be an optimal solution of (P).
This completes the proof.
We are now able to prove the strong duality theorem. P* (g(x*), f(x*)), where x* minimizes f subject to g(x) =< 0 and x e X. Thus the geometric interpretation of problem (P) is obvious" Find the point in I which minimizes z2 subject to zl =< 0.
Consider now a particular value f 0 for the scalar variable of (D). To evaluate the maximand of (D) at one must minimize f + fig over X. This is the same as minimizing z2 + fizl subject to (z, z2)e I; as the line z2 + fiz const.
has slope in Fig. 1 , we see that evaluating the maximand of (D) at f amounts to finding the lowest line with slope -f which intersects I. This leads to the line c; tangent to I at P, pictured in Fig. 1 Fig. 1 (since (0, 2) e ). The geometric interpretation of (D) is now apparent" Find that value of fi which defines the slope of a line tangent to I intersecting the ordinate at the highest possible value. Or, more loosely, choose fi to maximize 2. In Fig. 1 , this leads to a value of u which defines a line tangent to I at P*.
The geometric interpretation of (P) and (D) helps, to clarify the content of Theorems 1, 2 and 3. The problem pictured in Fig. 1 , for example, is obviously stable. In the neighborhood of y 0, v(y) is just the z2-coordinate of I when z equals y; and this coordinate does not decrease infinitely steeply as y deviates from 0. The subgradient of v at y 0 is precisely the slope of the line tangent to ! at P*, which from Definition 3 is seen to be the negative of the optimal multiplier vector. This verifies the conclusion of Theorem 1 for this example. The geometrical verification of Theorems 2 and 3 is so easy as not to require comment here.
FIG. 2 An example of an unstable problem is given in Fig. 2 , in which I is tangent to the ordinate at the point P*. The value of v decreases infinitely steeply as y begins to increase above 0, and so there can be no subgradient at y-0. The only line tangent to I at P* is vertical. This checks with Theorem 1. Theorem 2 obviously holds, and Theorem 3 does not apply. The dual has optimal value equal to that of the primal, but no finite u achieves it.
This concludes the discussion of the geometrical interpretation of the defini- In Examples 1, 6 and 9, simply identify x with z; let g(x)= x;f(x)= z2(x), where Zz(Zx) is the Zz-Coordinate of/for a given value ofz ;and let X be the interval of z1 values assumed by points in 1. In Example 9, for instance, the corresponding problem (P) might be:
Minimize x subject to x _< 0. In Diag. 1, we have not distinguished whether or not (P) has an optimal solution when v(0) is finite. There does exist an optimum solution of (P) in each of Examples 1-5; it is denoted in each case by a heavy dot. It is easy to modify each ofthese examples so that no optimum solution exists :simply delete the dot from I in Examples 2-5, and delete the dot and the part of I to its right in Example 1. This shows that the cases allowed for (P) in Diag. 1 when its optimal value is finite can occur either with or without the existence of an optimal solution for (P). where the first inequality follows from the convexity of w, the second from the lower semicontinuity of v, and the last from the weak duality theorem. Hence v(0) must equal w(0), the optimal value of (D), and the "only if" part of the theorem is proved. Now assume that v(0) equals the optimal value of (D). We must show that v is lower semicontinuous at y-0. Suppose to the contrary that there exists a sequence (yV) of points in Y converging to 0 such that (v(yV)) < v(0). We may derive the contradiction _>_ optimal value of (D) as follows. Since f(x) + utg(x) <= f(x) + uty holds fir all u > 0, y e Y and x e X such that g(x) <= y, we may take the infimum of both sides to obtain infimum{f(x)+ug(x)lg(x)<=y} v(y)+uy for allu>=O and yY. Taking the supremum over u __> 0, we obtain the desired contradiction" optimal value of (D) <_ .T his completes the proof. Theorem 7 motivates the need for conditions which imply the lower semicontinuity of v at 0. The following result is of fundamental interest in this regard. THEOREM 8. Assume that X is closed, f and g are continuous on X, the optimal value of(P) is finite, and {x X'g(x) <= 0 and f (x) <= o} is bounded and nonempty for some scalar o >_ v(O). Then v is lower semicontinuous at y O.
The boundedness hypothesis is obviously satisfied if, as is frequently the case in applications, the feasible region of (P) is bounded (put e v(0)+ 1). If the boundedness of the feasible region is in question but (P) has an optimal solution, then the hypothesis holds if the optimal solution is unique or, more generally, if the set of alternative optimal solutions is bounded (put v(0)).
If the boundedness of the feasible region and the existence of an optimal solution of (P) are in question, then the hypothesis holds if a set of alternative e-optimal solutions is bounded (put v(0) + e). Thus ff is feasible in (P) and f(ff) => v(0). But this contradicts the supposition < v(0), and so v must be lower semicontinuous at y 0. 5.3. A converse duality theorem. Lemma 6 is also the key to the following important partial converse to the strong duality theorem.
THEOREM 9 (Converse duality). Assume that X is closed and that f and g are continuous on X. If(D) has an optimal solution u*, f + (u*)g has a unique minimizer x* over X, and x* is feasible in (P), then x* is the unique optimal solution of (P), u* is an optimal multiplier vector, and (P) is stable.
Proof Since (D) has an optimal solution, we see from Diag. that only the cases represented by Examples l, 3 and 7 are possible. The last case is precluded by the assumption that x* is feasible in (P). If we can show that v is lower semicontinuous at y 0, then by Theorem 7 the first case must obtain and (P) must be stable. Ifwe can also show that (P) has an optimal solution, then part (d) ofTheorem 3 will imply that x* must be the unique optimal solution, for it is the unique minimizer off + (u*)g over X. Part (c) of Theorem 3 and Theorem will also imply that u* is an optimal multiplier vector for (P).
Thus our task is to demonstrate that v is lower semicontinuous at y 0 and that (P) admits an optimal solution. To accomplish this, apply Lemma 6 with qS(x) equal to f(x) + (u*)tg(x) f(x*) (u*)tg(x*). It follows that the set OO {x X" f(x) + (u*)tg(x) _< f(x*) + (u*)tg(x*) + } is bounded for all e > 0 (o is identical with x*).
To see that (P) has an optimal solution, let (x) be a feasible sequence such A possibly useful observation on Theorem 9 is that the uniqueness hypothesis on x* can be weakened somewhat with the help of the concept of g-uniqueness.
If the set of all points x with some particular property is nonempty and g is constant on this set, then this set is said to be g-unique. It is g-uniqueness of x*, rather than uniqueness, which is essential in Theorem 9. If in the hypotheses we substitute "and the set X* of all minimizers of f(x) + (u*)tg(x) over X is bounded and gunique," then the conclusion still holds with the substitution "then X* is the set of optimal solutions of (P)." It is interesting to note how the conclusions of Theorem 9 change if x* is not g-unique but the set X* of all minimizers off + (u*)g over X is still bounded.
The set q) used in the proof remains bounded by Lemma 6, since q)0 X* is nonempty and bounded. It follows that (P) is stable and has an optimal solution, u* is an optimal multiplier vector, and the optimal solution set of (P) coincides with the points of X* which also satisfy g(x) < 0 and (u*)tg(x) 0. If X is bounded, then the hypothesis "x* is feasible in (P)" can be omitted because its only role in the proof of Theorem 9--to ensure that (P) is feasible--can be played by Theorem 5 (Y must now be closed). 6 . Relations to previous duality results. In this section we examine in more detail the relationships between our results and previous work on duality theory in linear, quadratic, and nonlinear programming. Rather than attempting an exhaustive survey or even citation ofthe literature, which by now is quite extensive, 4 we select several key papers as representatives for comparison. These are the well-known papers by Dorn [8] , Wolfe [34] , Stoer [28] , Mangasarian and Ponstein [25] , and Rockafellar [26] . The first paper is representative of the results that can be obtained for the special case of quadratic programming; the second of The usefulness of this concept is brought out more clearly in 7.3. See the extensive bibliographies of [24, Chap. 8] and [26] . For a dual problem ostensibly quite different from the one considered here, see also Charnes, Cooper and Kortanek [4] (their "FarkasMinkowski property" appears to imply stability when v (0) [19] . The point to remember is that the dual of a linear program need not be taken with respect to all constraints, and that judicious selection in this regard allows the exploitation of special structure. This point is probably even more important in the context of structured nonlinear programs. It has been stressed previously by Falk [103 and Takahashi [29] . 6 But this is equivalent in the obvious sense to"
Maximize -utb 1/2xtCx subject to xtC + utA ct O. u>O In this way do the primal variables find their way back into the dual. This is precisely Dorn's dual problem.
The linearity of the constraints of the primal guarantees stability whenever the optimal value is finite, and so Theorems 1 and 3 apply. Dorn's dual theorem asserts that if x* is optimal in the primal, then there exists u* such that (u*, x*) is optimal in the dual and the two extremal values are equal. This is a direct consequence of Theorem 3. Dorn's converse duality theorem asserts that if (, 2) are optimal in the dual, then some satisfying C( 2) 0 is optimal in the primal and the two extremal values are equal. To recover this result, we first note by Theorem 2 that the primal minimand must be bounded below, and hence there must be a primal optimal solution, say ft. By Theorem 3, the extremal values are equal, and must be an unconstrained minimum of q(x ;t), i.e., tC --]-itA C --O.
But C + tA c 0 also holds, and so tC tC.
In a similar manner we may obtain the symmetric dual ofthe special quadratic program studied by Cottle [5] , and also his main results.
6.3. Differentiable nonlinear programming: Wolfe [34] . The earliest and probably still most widely quoted duality results for differentiable convex programs are those of Wolfe. He assumes X R" and all functions to be convex and differentiable on R", and proposes the following dual for (P):
Wolfe obtains three theorems under the Kuhn-Tucker constraint qualification. The first is a weak duality theorem. The second asserts that if x is optimal in (P) then there exists u such that (u , x) is optimal in (W) and the extremal values are equal. The third theorem, which requires all gi to be linear, asserts that the optimal value of (W) is + oo if it is feasible and (P) is infeasible.
In order to compare these results with ours, we must examine the relationship between (W) and (D). Observe As Wolfe himself noted, (W) may be difficult to deal with computationally; its maximand is not concave in (u, x), and its constraint set involves nonlinear equality constraints and needn't even be convex. Another difficulty is that (W) is more prone than (D) to the misfortune of a duality gap, since it has (as revealed by (W.1)) an extra constraint on u.
6.4. Stoer [28] and Mangasarian and Ponstein [25] . The it is nevertheless worthwhile to review some of the work that has been addressed to this dual.
The landmark paper treating (GW) is by Stoer [28] , whose principal tool is a general minimax theorem of Kakutani. The possibility ofusing minimax theorems in this connection is due, of course, to the existence of an equivalent characterization of the optimality conditions for (P) as a constrained Lagrangean saddle point.
Stoer's results are shown to generalize many of those obtained via the differential calculus by numerous authors in the tradition of Wolfe's paper. Because of certain technical difficulties inherent in his development, however, we shall examine Stoer's results as reworked and elaborated upon by Mangasarian and Ponstein [25] . To bring out the essential contributions of this work, we shall take considerable license to paraphrase.
Aside from some easy preliminary results which do not depend on convexity--namely, a weak duality theorem and an alternative characterization of a constrained Lagrangean saddle point (see the discussion following our Definition 3)--the Stoer-Mangasarian-Ponstein results relating (P) and (GW) can be paraphrased as three theorems, all of which require fand g to be convex and continuous, and X to be convex and closed. The first [25, Theorem 4 .4a] is: Assuming (P) has an optimal solution if, an optimal multiplier vector fi exists if and only iff(x) + utg(x) has the so-called "low-value property" at (, fi). We shall not quote in detail this rather technical property, but we do observe that, in view of our Theorem 1, the low-value property must be entirely equivalent (when all functions are continuous and X is closed) to the condition that (P) is stable.
The second theorem [25, Theorem 4 .4b] is: Assuming (GW) has an optimal solution (, ), there exists a minimizer x off + tg over X satisfying ttg(x) 0 such that x is optimal in (P) if and only iff(x) + u*g(x) has the so-called "highvalue property" at (if, ). The high-value property is also quite technical, but its significance can be brought out by comparing the. theorem with the following immediate consequence of Theorems 1 and 3 of this study There exists an optimal solution of (D) and for any optimal there is a minimizer x off + tg over X satisfying g(x) 0 such that x is optimal in (P), if and only if (P) is stable and has an optimal solution. It follows that the high-value property holds and (GW) has an optimal solution if and only if (P) is stable and has an optimal solution (when f and g are continuous and X is closed). The demonstration is straightforward, and makes use ofthe evident fact that iffi is optimal in (D) and ff minimizes f + tg over X, then (, ) must be optimal in (GW).
The third result is a strict converse duality theorem, a counterpart of our Theorem 9: If (if, ) is an optimal solution of (GW) and f(x) + tg(x) is strictly convex in some neighborhood of , then ff is an optimal solution of (P) and (2, ) satisfies the optimality conditions for (P). The difference between this and Theorem 9, besides the fact that it addresses (GW) rather than (D), is the slightly stronger hypothesis thatf + tg be strictly convex near (rather than simply requiring the minimizer off + Otg over X to be unique or just g-unique).
This discussion casts suspicion on the need for general minimax theorems as a means of obtaining strong results in duality. Such an approach may even be inadvisable, as it seems to lean toward (GW) rather than (D), and toward technical conditions less convenient than stability. 6 .5. Rockafellar [26] . Finally we come to the outstanding work of Rockafellar, whose methods rely heavily upon Fenchel's theory of conjugate convex functions [11] . To make full use of this theory, it is assumed in effect that f and gi are lower semicontinuous on X (so that the convex bifunction associated with (P) will be closed as well as convex, as assumed in Rockafellar's development). 5 The theory of conjugacy then yields the fundamental relationships between (P) and (D). By way of comparison, we note that one can readily deduce Lemmas through 5 and Theorems through 7 of this study from his results. This deduction utilizes the equivalence of Definitions 6 and 6' for the concept of stability, and the equivalence between the optimality conditions of (P) and a constrained saddle point of the Lagrangean. The content of our Theorems 8 and 9 is not obtained, but Rockafellar does give some additional results not readily obtainable by our methods. Namely, the dual of (P) in a certain conjugacy sense is again (P); the optimal solutions of (P) are the subgradients of a certain perturbation function associated with (D) and v is lower semicontinuous at 0 if and only if the perturbation function associated with (D) is upper semicontinuous at the point of null perturbation. The significance of these additional results for applications is not clear, although they are certainly very satisfying in terms ofmathematical symmetry.
Although (D) is the natural dual problem of(P) corresponding to the perturbation function v, it is interesting to note that other perturbation functions give rise to other duals to which Rockafellar's results apply immediately. It seems likely that the methods of this paper could be adapted to deal with other perturbation functions too, but as yet this has not been attempted. 7 . Computational applications. This section studies a number of issues that arise if one wishes to obtain a numerical solution of a convex program via its dual--that is, if one is interested in "dual" methods for solving (P). By a dual method we mean one that generates a sequence of essentially feasible solutions that converges in value to the optimal value of (D). Such a sequence yields, by the weak duality theorem, an improving sequence of lower bounds on the optimal value of (P).
Rockafellar has pointed out to the author in a private communication (October 13, 1969 ) that bifunction closedness, and hence the semicontinuity assumption onfand gi, can be dropped except for the "additional" results referred to below. He also pointed out that results closely related to our Theorems 8 and 9 appear in his forthcoming book Convex Analysis (Princeton University Press).
The possible pitfalls encountered by dual methods include these: The dual may fail to be essentially feasible, even though (P) has an optimal solution; or it may be essentially feasible but fail to have an optimal solution; or it may have an optimal solution but its optimal value may be less than that of (P) (this can invalidate the obvious natural termination criterion when an upper bound on the optimal value of (P) is at hand). None of these pitfalls can occur if (P) is stable, thanks to the strong duality theorem. For this reason, and also because this property usually holds anyway, we shall assume for the remainder of the section that (P) is stable. We shall also assume that (P) has an optimal solution. 
The feasible directions methods typically use g(ff) as though it were a gradient to determine a direction in which to take a "step." Instances of such methods are found in [3] [16, 6] and the "global" approach in I29].
It is beyond the scope of this effort to delve into the details of methods for optimizing (D) . Rather, we wish to focus on questions of common interest to almost any algorithm that may be proposed for (D) as a means of solving (P). Specifically, we shall consider the possibility of numerical error in optimizing (D) and in minimizing f + utg over X for a given u. It is important to investigate the robustness of the resulting approximate solutions to (P) when there is numerical error of this kind. Hopefully, by making the numerical error small enough one can achieve an arbitrarily accurate approximation to an optimal solution of (P).
We shall see that this is often, but not always, the case.
7.2. Optimal solution of (D) known without error. The simplest case to consider is the one in which an optimal solution u* of (D) is known without error. Then by the strong duality theorem we know that the optimal solutions of (P) coincide with the solutions in x of the system'6 (i) x minimizes f + (u*)tg over X,
If (i) is known to have a unique solution, as is very often the case when (P) is a nonlinear program (actually, g-uniqueness is enoughsee the discussion following Theorem 9), then (ii) and (iv) will automatically hold at the solution. Any sequence of points converging to the solution of (i) also converges to an optimal solution of (P). Thus, there appear to be no particular numerical difficulties.
If, on the other hand, the solution set of (i) is not unique, then (ii) or (iv) or both may be relevant. The following result will be useful. 
Since X is convex, 2x + x 2 is in X and so the left-hand side has value greater than or equal to infimum f(x) + u'g(x). Using the fact that x and x are in X, however, we obtain the contradiction that 6The rubrics (i), (ii) and (iv) are used in order to maintain correspondence with the optimality conditions as listed in Definition 3. the right-hand side is less than or equal to this value. Hence our supposition must fail.
A similar argument shows that the other inequalities of the conclusion of the theorem must hold, completing the proof.
We must distinguish two further possibilities when (i) does not have a unique solution: either a solution of (i) can be found without error, or it cannot. Suppose that an optimal solution ff of (i) can be found. Then (i) is equivalent to (ia) x e X, (ib) f(x) + (u*)*g(x) <__ f() + (u*)tg(ff).
Theorem 10 with u u* and e 0 yields the very useful result that (ii) is a linear constraint so long as x satisfies (ia) and (ib) ((u*)'g(x) _= u.*,gi(x), where the sum is taken over the indices such that u' > 0). Thus, any of a number of convex programming algorithms could be used with ff as the starting point to find a feasible solution of (ia), (ib), (ii), and (iv) and thereby solve (P). Suppose, on the other hand, that only an e-optimal solution ff of (i) can be found. Then (ia) and (ib) are no longer equivalent to (i), and (ii) is no longer linear over the solution set of (ia) and (ib). However, this solution set contains the solution set of (i) (because f() + (u*)'g() is larger than it ought to be); and Theorem 10 implies that (u*)tg(x) is within #e of being linear over it, where # is the number of indices for which u' > 0. Hence, any convex programming algorithm which solves (ia), (ib) and (iv) exactly but (ii) only to linear approximation will find a feasible solution of (P) that is within (# + 1)e of being optimal in (P). Therefore, by taking e sufficiently small one can find a solution of (P) that is as near optimal as desired.
In summary, we see that solving (P) once an optimal solution of (D) is known poses no special numerical difficulties.
7.3. Optimal solution of (D) not known exactly. Suppose that a particular algorithm addressed to (D) generates a sequence (u) converging to an optimal solution u*. If the minimizers off + (u*)tg over X are g-unique, we can obtain a quite satisfactory result concerning the recovery of an optimal solution of (P). In the absence of this assumption, however, an example will be given to show that things can go awry. THEOREM 11. Assume that f and each gi is continuous on X, X is compact, (D) has an optimal solution u*, and the minimizers off + (u*)tg over X are g-unique.
Let (u) be any nonnegative sequence converging to u* and (x) any sequence composed, for each v, of a minimizer off + (uV)tg over X. Then (x) has at least one convergent subsequence, and every such subsequence converges to an optimal solution of (P).
Proof Since {x) is in X and X is compact, there must be at least one convergent subsequence. For simplicity of notation, redefine {x) to coincide with any such subsequence. Let X(u) be the set of all minimizers of f + Utg over X.
Under the given assumptions it is known (e.g., [7, p. 19] ) that X(u) is an upper semicontinuous set-valued function of u at u*; that is, {u) -u*, x X(u), {x) ff implies ff 6 X(u*). But X(u*) is bounded and g-unique, and so by Theorem 9 (see also the ensuing discussion) must be an optimal solution of (P). The proof is complete. (e) 0. It follows easily that, for each subsequence of (x) converging to x*, the corresponding subsequence of () also converges to x*. Thus, Theorem 11 holds with () in place of (x). Of course, ff is not optimal in (W), which we define to be (W) with ff in place of x in the right-hand side. What is true, however, is that is within of being optimal in (W) if it comes within g of minimizing f + (u)'g over X(see [9] 
