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absorbing boundary conditions ͉ artificial boundaries ͉ numerical approximation W hen standard methods such as finite differences or finite elements are used for solving partial differential equations in infinite domains, the definition of artificial boundary conditions is of high importance (1) . The existing approaches typically use the Neumann to Dirichlet (NtD), or a similar formula, as a boundary condition on a truncated domain ⍀. Such boundary conditions are nonlocal both in space and time, and their numerical approximation encounters difficulties arising from the singularity of the kernel and the temporal convolution implied by the condition. To avoid the complex calculations associated with nonlocal boundary conditions, the far-field boundary conditions are frequently used as an alternative. By this approach, the domain of simulation is increased far beyond the region of physical interest and a zero Dirichlet or Neumann condition is introduced at the boundary. However, this procedure requires unnecessary extra computations and is not proper for long-time simulations.
Alternatively, the requirement for boundary conditions can be avoided when the solution of a partial differential equation is approximated in the form of convolution in space and time with the free-space Green's function. An efficient approximation of this type for the heat equation is proposed in ref. 2 . This approach, however, is not applicable when Green's function for the problem inside ⍀ is not readily available, as is the case when inner boundaries are present or when the governing equation inside ⍀ has variable coefficients or differs from the one outside ⍀.
In view of the mentioned shortcomings of the methods described, the need for practical artificial boundary conditions combining efficiency and simplicity is evident. Such conditions must satisfy several criteria: (i) The resulting initial boundary value problem should be unique and stable; (ii) the solution to the initial boundary value problem should coincide or closely approximate the solution of the infinite problem on ⍀; and (iii) the conditions must allow for an efficient numerical implementation.
Introduction of a thin layer adjacent to the computational domain enables us to define an artificial boundary condition consisting of convolution integrals with nonsingular kernels. The condition satisfies the above-mentioned criteria i, ii, and iii. As a result, the performance of the simulations is considerably improved with respect to the existing methods. In this article, we present the suggested boundary condition in one, two, and three dimensions.
Generalization of the NtD Condition
To illustrate the proposed method, we consider a onedimensional problem that can assume any type of equation (linear, nonlinear, coupled to another equation, etc.) on [a 0 , a), but satisfies the one-dimensional heat equation
on the interval [a, ϱ). The entire problem should be well posed, with the initial condition supported in (a 0 , a) and a specified boundary condition at a 0 . To obtain the solution within the interval [a 0 , a], an exact boundary condition must be applied at some x Ն a. An example for such a condition is the NtD formula
which defines a Dirichlet condition to Eq. 1.1 at x ϭ a. A numerical solution of Eqs. 1.1 and 1.2 is difficult because of the singularity and nonlocality of the convolution integral (Eq. 1.2). Furthermore, the singularity at ϭ t assigns the largest weight to the present value of u, thus limiting the numerical implementation of the condition only to implicit schemes. A generalization of the NtD boundary condition is obtained by employing Green's function method (3) . Let ⍀ be a domain with a sufficiently smooth boundary, then
where G is the heat kernel, When x Ͼ a, the kernels in the convolution integral (Eq. 1.4) are not singular, as opposed to Eq. 1.2. In fact, the kernels and all their derivatives vanish at ϭ t. Therefore, by using Eq. 1.4 instead of Eq. 1.2, we can obtain the boundary value for each time step in the numerical simulation by employing the data from previous steps. This enables the implementation of the condition of Eq. 1.4 as an add-on to any scheme, particularly to an explicit one. The stability of the heat equation with boundary condition (Eq. 1.4) can be proven by using the Kreiss theory.
A convolution integral with a nonsingular kernel can be evaluated efficiently once the kernel is approximated by an exponential series using the method proposed by Greengard et al. (4) (5) (6) (7) , as demonstrated below. It is worth noting that Lubich and Schädle (8), who consider the exact boundary conditions for wave and Schrödinger equations, describe an alternative approach for the calculation of temporal convolution.
Greengard's method is designed to solve integrals of the type
We assume that K can be approximated by the exponential series The integral ͐ t tϩ⌬t in Eq. 1.8 can be accurately approximated by standard methods. Unlike in naïve calculations of convolution integrals, the recurrence relation (Eq. 1.8) eliminates the need to store history values of u j . The exponential series for the kernels in (Eq. 1.4) can be obtained by using Gauss quadrature approximation, applied to the integral 
4). The storage needed is O(N).
In the next sections, we show that a similar procedure to the one described here can be used for the derivation of an exact boundary condition for the two-and three-dimensional heat problem.
The Two-Dimensional Problem
We consider a two-dimensional well posed problem defined on ‫ޒ‬ 2 . The solution to the problem satisfies any type of equation on a bounded domain ⍀ and a constant coefficient heat equation on ‫ޒ‬ 2 \⍀ . We define a circular domain ⍀ on radius , such that ⍀ ʛ ⍀ . This choice of ⍀ enables us to use the circular symmetry for simplifying the condition of Eq. 1.3.
The solution on ‫ޒ‬ 2 \⍀ satisfies the heat equation, which in polar coordinates is written as
The initial condition is supported in ⍀. 
