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Abstract
Alice, Bob, and Eve share a pure quantum state. We introduce the notion of state degrad-
ability by asking whether the joint density of Alice and Eve can be transformed to the joint
density of Alice and Bob by processing Eve’s part through a quantum channel, in order words,
degrading Eve. We prove necessary and sufficient conditions for state degradability and pro-
vide an efficient method to quickly rule out degradability for a given state. The problem of
determining degradability of states is different from that of quantum channels, although the
notion is similar. One application of state degradability is that it can be used to test channel
degradability. In particular, the degradability of the output state of a channel obtained from
the maximally entangled input state gives information about the degradability of the channel.
1 Introduction
In quantum information processing, information is often encoded in quantum states which are
transformed under quantum computation in order to carry out tasks such as the generation of
secret keys [1, 2], encoding of error correcting codes [3, 4, 5, 6], and secret sharing [7, 8]. The
general quantum state transformation problem concerns whether a state can be transformed via a
quantum process to another state, possibly with some constraint on the quantum process. In as
early as 1980’s, Alberti and Uhlmann [9] studied the conditions for transforming two qubit mixed
states. Subsequently, conditions for the transformations between two sets of pure states without
any restriction on the number of states were found [10, 11, 12, 13]. The transformation of entangled
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states under the condition that the two parties perform local operations has also been studied for
a single bipartite state [14, 15, 16, 17, 18, 19] and for multiple bipartite states [20]. Extension to
transformations for more than two parties has also been considered [21].
In this paper, we introduce the notion of state degradability, which is based on a transformation
problem where we ask whether a subsystem can be degraded to another subsystem. More precisely,
consider a quantum state in |ψ〉 ∈ HA ⊗HB shared by Alice and Bob. Assume that this state is
processed by Eve and becomes an entangled state |ψ˜〉 ∈ HA⊗HB⊗HE. (In the context of quantum
key distribution (QKD), such processing corresponds to eavesdropping by Eve or the noisy effect
of the channel.) We are interested in constructing a quantum process T : HA⊗HE → HA⊗HB of
the form
T (X) =
r∑
j=1
(IA ⊗ Fj)X(IA ⊗ Fj)∗ with Fj : HE → HB satisfying
r∑
j=1
F ∗j Fj = IE (1)
such that T (ρAE) = ρAB for
ρAE = trB(ρ) ∈ B(HA ⊗HE), ρAB = trE(ρ) ∈ B(HA ⊗HB) with ρ = |ψ˜〉〈ψ˜|,
where B(H) is the set of bounded, positive-semidefinite operators acting on H, and r is the number
of Kraus operators of the quantum channel T which can be arbitrary. If such a map T exists, we
call the state |ψ˜〉 E → B degradable. Similarly, if there exists a quantum channel T ′ : HA⊗HB →
HA ⊗HE such that T ′(ρAB) = ρAE, we call the state B → E degradable. A state may be E → B
and B → E degradable.
It is interesting to know whether a state is degradable. For example, in QKD if the joint state
between Alice and Bob can be shown to be the same as the joint state between Alice and Eve via
some processing of Eve’s part, then no secret key can be generated with one-way postprocessing [22,
23, 24]. Also, state degradability is related to asymmetric quantum cloning [25, 26, 27], in which
the two output subsystems are not necessarily copies of each other, but one subsystem can be
transformed to be a clone of the other. If a given state is degradable, it means it could have been
produced by asymmetric cloning of some other state.
Degradability has been studied in the context of quantum channels [28, 29]. Let us consider
a channel in system B which is described as a unitary transformation with ancillary system E
prepared in a standard state:
ΦB(ρB) = tr E[UBE(ρB ⊗ |0〉E〈0|)U∗BE ].
Note that this system A does not appear in this definition of degradable channel. This induces the
complementary channel
ΦE(ρB) = tr B[UBE(ρB ⊗ |0〉E〈0|)U∗BE ].
The channel ΦB is called degradable when it may be degraded to ΦE, that is, there exists a quantum
channel Tˆ : HB → HE such that Tˆ ◦ΦB = ΦE. Similarly, ΦB is called anti-degradable when there
exists a quantum channel Tˆ : HE → HB such that Tˆ ◦ ΦE = ΦB.
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It is clear that a degradable (anti-degradable) channel always output a state that is B → E
(E → B) degradable for any input. On the other hand, there are channels that output a degradable
state for some input and a non-degradable state for another input. For example, consider this
channel:
|0〉B |0〉E → |00〉BE
|1〉B |0〉E → |11〉BE
|2〉B |0〉E → |10〉BE .
For the input |00〉AB+ |11〉AB , we get the output |000〉ABE+ |111〉ABE which is B → E and E → B
degradable. But for the input |00〉AB + |11〉AB + |22〉AB , we get |000〉ABE + |111〉ABE + |210〉ABE .
For this state, since to degrade E to B, |0〉E has to change to |0〉B and |1〉B , which is not possible
without knowing A. Thus, the output state is not E → B degradable. With a similar argument,
it is also not B → E degradable. This shows that a channel may output both degradable and
non-degradable states. Therefore, it is a new problem to study degradable states without reference
to whether the channel generating that state is degradable or not.
As one application of state degradability, we prove in Sec. 5 that state degradability can be
used to test channel degradability. In particular, the degradability of the output state of a channel
obtained from the maximally entangled input state gives information about the degradability of
the channel. We show that if the channel output state of the maximally entangled input state is
degradable, then the corresponding output state of the channel is degradable for any input state.
Also, if the channel output state of the maximally entangled input state is not degradable, then
the corresponding output state is not degradable for any input state in a special class.
In some applications, the issue of state degradability arises naturally in that Alice, Bob, and
Eve are initially given a tripartite state, without regard to the details of how it is given. This may
occur due to, for example, an entanglement source generating a tripartite state, or an unknown
quantum channel processing one part of a bipartite input. As a specific example, in entanglement
distillation [30], the problem is often cast as that given a noisy state in AB, which is purified to
a tripartite state in ABE, the goal is to transform it (through, e.g., local operations and classical
communications) to a maximally entangled state. This can be viewed as a problem of a given initial
state. A similar situation occurs in QKD [1, 2]. After the quantum state transmission step, Alice
and Bob are given bipartite states which they would like to transform to a secret key. They first learn
about their states by error testing and then choose the appropriate procedures to correct bit errors
and amplify privacy. This is also a problem centered on a given state. And as mentioned before,
if the state is degradable, no secret key can be generated with one-way postprocessing [22, 23, 24];
and thus no maximal entanglement can be distilled.
We formulate the mathematical problem as follows.
State-Degradability Problem Let x ∈ Cn ⊗ Cp ⊗ Cq. Let Xi = tr i(xx∗) with i = 1, 2, 3, be
the partial traces of xx∗ in the three subsystems: Cp ⊗ Cq, Cn ⊗ Cq, and Cn ⊗ Cp. Determine
conditions on x (or a class of x) such that there is T of the form (1) such that T (X2) = X3. Here,
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we adopt the mathematical notation: X1 = ρBE , X2 = ρAE , and X3 = ρAB . It turns out that this
notation allows our mathematical results in the following sections to be concisely described. We
will however switch back to the physicist notation of A,B,E when we discuss examples of physical
relevance. Also, we use the notations Mp to denote the set of p× p matrices and Mp,q the set of
p× q matrices. In this paper, we consider systems of finite dimensions.
The problem of determining whether a state is degradable is similar to the problem of finding
a symmetric extension of a state [23] in that both problems are characterized by the generation
of Alice and Bob’s state by processing Eve’s part of Alice and Eve’s state. However, in the latter
problem, we are given Alice and Bob’s state and we seek an extension that adds Eve to the overall
state, while in our state degradability problem, a tripartite state is given initially.
We first give low dimension examples in Sec. 2 which helps to understand the nature of the
problem. Then, in Sec. 3, we prove necessary and sufficient conditions for our state-degradability
problem as stated above. We discuss the physical interpretation of the transformability conditions
in Sec. 4. Sec. 5 discusses state degradability when a quantum channel is used to generate the
overall state. The transformability conditions might be difficult to verify in general, and thus we
propose an easily computable method that can quickly rule out degradability of a given state in
Sec. 6. We discuss some additional problems and observations in Sec. 7. Finally, we conclude in
Sec. 8.
2 Low dimension examples
Example 1. Suppose x = (x1, . . . , x8)
t ∈ C8 ≡ ⊗3(C2). Let xx∗ ∈ M8 and tr 1, tr 2, tr 3 be the
partial trace on the three systems. Then
X1 = tr 1(xx
∗) = (x1x2x3x4)
t(x¯1x¯2x¯3x¯4) + (x5x6x7x8)
t(x¯5x¯6x¯7x¯8),
X2 = tr 2(xx
∗) = (x1x2x5x6)
t(x¯1x¯2x¯5x¯6) + (x3x4x7x8)
t(x¯3x¯4x¯7x¯8),
X3 = tr 3(xx
∗) = (x1x3x5x7)
t(x¯1x¯3x¯5x¯7) + (x2x4x6x8)
t(x¯2x¯4x¯6x¯8),
where for ease of notations, we omitted the commas in the vectors such as (x1, x2, x3, x4). We
would like to know whether there is T :M4 →M4 of the form
T (X) =
∑
j
(I2 ⊗ Fj)X(I2 ⊗ Fj)∗
with
∑
j F
∗
j Fj = I2 such that T (X2) = X3.
Example 2. Let x = (a, 0, b, 0, 0, a, 0,−b)t with 2(a2 + b2) = 1. This state is non-trivial since it is
not symmetric in 2 and 3. Then
X2 =


a2 + b2 0 0 a2 − b2
0 0 0 0
0 0 0 0
a2 − b2 0 0 a2 + b2

 and X3 =


a2 ab 0 0
ab b2 0 0
0 0 a2 −ab
0 0 −ab b2

 .
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Let
F1 =
(
a a
b −b
)
and F2 =
(
a −a
b b
)
.
Then F ∗1 F1 + F
∗
2F2 = I2, and T (X2) = X3 if
T (X) = (I2 ⊗ F1)X2(I2 ⊗ F1)∗ + (I2 ⊗ F2)X2(I2 ⊗ F2)∗.
Proposition 2.1. In Examples 1 and 2, the desired map exists if and only if there are F1, . . . , Fr
with
∑r
j=1 F
∗
j Fj = I2 such that the map L :M2 →M2 defined by
L(X) =
r∑
j=1
FjXF
∗
j
satisfies L(RiR
∗
j ) = SiS
∗
j for 1 ≤ i, j ≤ 2, where
R1 =
(
x1 x3
x2 x4
)
, R2 =
(
x5 x7
x6 x8
)
, S1 =
(
x1 x2
x3 x4
)
, S2 =
(
x5 x6
x7 x8
)
.
Remark Alternatively, we can check whether there is a TPCP map T sending R1R
∗
1, R2R
∗
2, (R1 +
R2)(R1 + R2)
∗, (R1 + iR2)(R1 + iR2)
∗ to S1S
∗
1 , S2S
∗
2 , (S1 + S2)(S1 + S2)
∗, (S1 + iS2)(S1 + iS2)
∗.
This can be checked readily.
Example 3. Suppose x = (x1, . . . , x16) ∈ C2 ⊗C2 ⊗C4. Let xx∗ ∈ M16 and tr 1, tr 2, tr 3 be the
partial trace on the three systems. Then
X1 = tr 1(xx
∗) = (x1 · · · x8)t(x¯1 · · · x¯8) + (x9 · · · x16)t(x¯9 · · · x¯16),
X2 = tr 2(xx
∗) = u1u
∗
1 + u2u
∗
2 = [u1u2][u1u2]
∗,
with
u1 = (x1x2x3x4x9x10x11x12)
t, u2 = (x5x6x7x8x13x14x15x16)
t,
and
X3 = tr 3(xx
∗) = v1v
∗
1 + · · ·+ v4v∗4 = [v1 · · · v4][v1 · · · v4]∗
v1 = (x1x5x9x13)
t, v2 = (x2x6x10x14)
t, v3 = (x3x7x11x15)
t, v4 = (x4x8x12x16)
t.
We would like to know whether there is T :M8 →M4 of the form
T (X) =
∑
j
(I2 ⊗ Fj)X(I2 ⊗ Fj)∗
with
∑
j F
∗
j Fj = I4 such that T (X2) = X3.
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Proposition 2.2. Using the notation of Example 3, let
R1 =


x1 x5
x2 x6
x3 x7
x4 x8

 , R2 =


x9 x13
x10 x14
x11 x15
x12 x16

 ,
S1 =
(
x1 x2 x3 x4
x5 x6 x7 x8
)
= Rt1, S2 =
(
x9 x10 x11 x12
x13 x14 x15 x16
)
= Rt2.
Then, in Example 3, the desired map exists if and only if there exists a TPCP map sending
R1R
∗
1, R2R
∗
2, (R1 +R2)(R1 +R2)
∗, (R1 + iR2)(R1 + iR2)
∗
to
S1S
∗
1 , S2S
∗
2 , (S1 + S2)(S1 + S2)
∗, (S1 + iS2)(S1 + iS2)
∗.
We remark that Propositions 2.1 and 2.2 are special cases of Theorem 3.1 below.
3 General result
Suppose x = (xijk) ∈ Cn ⊗ Cp ⊗ Cq. We always assume that the entries of x are arranged in
lexicographic (dictionary) order of the indexes (ijk), i.e., x111 is the first entry and xnpq is the last
entry.
Theorem 3.1. Suppose x = (xijk) ∈ Cn ⊗Cp ⊗Cq. Then tr 1(xx∗) =
∑n
i=1(xijk)(xijk)
∗ ∈Mp,q,
X2 = tr 2(xx
∗) =
p∑
j=1
(xijk)(xijk)
∗ ∈Mn,q, X3 = tr 3(xx∗) =
q∑
k=1
(xijk)(xijk)
∗ ∈Mn,q.
Let
Si = (xijk)1≤j≤p,1≤k≤q ∈Mp,q and Ri = Sti ∈Mq,p for i = 1, . . . , n.
Suppose Ri has rank ki for i = 1, . . . , n. Set Ri = UiDiV
t
i such that Di ∈Mki is a diagonal matrix
with positive diagonal entries arranged in descending order, Ui and Vi have orthonormal columns.
Then the following conditions are equivalent.
(a) There is a TPCP map T :Mn ⊗Mq →Mn ⊗Mp of the form
X 7→
r∑
j=1
(In ⊗ Fj)X(In ⊗ Fj)∗ with F1, . . . , Fr ∈Mp,q (2)
satisfying T (X2) = X3.
(b) There is a TPCP map sending
{RuR∗v : 1 ≤ u, v ≤ n} to {SuS∗v : 1 ≤ u, v ≤ n}.
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(c) There are p× q matrices F1, . . . , Fr with
∑r
j=1 F
∗
j Fj = Iq and ki × p matrices Wi1, . . . ,Wir
such that for all i, j = 1, . . . , n,
[F1Ri · · ·FrRi] = ViDi[Wi1 · · ·Wir] and [Wi1 · · ·Wir][Wj1 · · ·Wjr]∗ = U tiU j.
Proof. Direct checking shows that X2 = (RuR
∗
v)1≤u,v≤n and X3 = (SuS
∗
v )1≤u,v≤n. The map in
the form (2) will send X2 to X3 if and only if
∑r
j=1(FjRuR
∗
vFj) = (SuS
∗
v)1≤u,v≤n. Equivalently,
the TPCP map Y 7→∑rj=1 FjY F ∗j will send RuR∗v to SuS∗v for 1 ≤ u, v ≤ n. Thus, (a) and (b) are
equivalent.
Suppose (b) holds. Then for any 1 ≤ i, j ≤ n,
∑
ℓ
FℓRiR
∗
jF
∗
ℓ = ViDiU
t
iU jDjV
∗
j .
Considering i = j, we see that col(FℓUiDi) ⊆ col(ViDi), where col(X) denotes the column space of
X. Thus, FℓRi = ViDiWiℓ for a suitable ki × p matrix Wiℓ. Now,
∑
ℓ
FℓRiR
∗
jF
∗
ℓ = ViDi[Wi1 · · ·Wir][Wj1 · · ·Wjr]∗DjV ∗j = ViDiU tiU jDjV ∗j .
Multiplying D−1i V
∗
i to the left and multiplying VjDj to the right, see that
[Wi1 · · ·Wir][Wj1 · · ·Wjr]∗ = U tiU j
as asserted in (c). The converse can be checked directly.
Theorem 3.2. Use the notation in Theorem 3.1. Suppose Ri = uidiv
t
i is rank one for i = 1, . . . , n.
Then conditions (a) - (c) in Theorem 3.1 are equivalent to the following.
(d) There are unit vectors γ1, . . . , γn ∈ Cr and a unitary U such that
U [e1 ⊗ u1 . . . e1 ⊗ un] = [γ1 ⊗ v1 · · · γn ⊗ vn].
(e) There is a correlation matrix C such that (u∗iuj) = (v
∗
i vj) ◦ C.
(f) There exists a TPCP map sending uiu
∗
i to viv
∗
i for i = 1, . . . , n.
Here, we abuse the notation of e1 ⊗ ui to represent a vector in Cpr with the first q elements being
ui and the remaining elements being zero.
Proof. Using condition (c) and focusing on the column space and row space of Fℓujdjv
t
j = vjw
t
jℓ,
we see that wjℓ = djγjℓvj for some γjℓ ∈ C for j = 1, . . . , n, and
(utiuj) = ((γi ⊗ vi)t(γj ⊗ vj)) = (γtiγj) ◦ (vtivj),
where γi = (γi1, . . . , γir)
t is a unit vector for i = 1, . . . , n. Thus, there is a unitary U ∈ Mpr such
that U [e1 ⊗ u1 . . . e1 ⊗ un] = [γ1 ⊗ v1 · · · γn ⊗ vn]. If (d) holds, one can check condition (c) readily.
The equivalence of (d), (e), (f) follow from the results in Ref. [31].
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Corollary 3.3. Use the notation in Theorem 3.2. The following are equivalent.
(a) There are TPCP maps T = In⊗T1 and L = In⊗L1 such that T (X2) = X3 and L(X3) = X2.
(b) There is a diagonal unitary matrix E ∈Mn such that (u∗i uj) = E∗(v∗i vj)E.
(c) We may enlarge [u1 · · · un] and [v1 . . . vn] by adding zero rows to get m×n matrices U˜ and V˜
with m = max{p, q} such that WU˜ = V˜ E for a unitary W ∈Mm and a diagonal unitary E ∈Mn.
In Example 2, we have R1 = aE11 + bE22 and R2 = aE21 − bE22. There is TPCP map sending
X3 to X2 if and only if a
2 − b2 = 0. In such a case, we can set L(X) = (I2 ⊗ G)X(I2 ⊗ G)∗ with
G = (a2 + b2)−1/2
(
a b
a −b
)
=
√
2
(
a b
a −b
)
. By the fact that a2 + b2 = 1/2 and a2 − b2 = 0, we
see that L(X3) = X2.
4 Physical interpretation of the transformability conditions
Using the physics notation, Alice, Bob, and Eve share a tripartite pure state |Ψ〉ABE which corre-
sponds to x in Sec. 3 with xijk = 〈ijk|Ψ〉ABE where |ijk〉ABE is an eigenstate in the computational
basis (note that the indexes start at 1 instead of the usual 0). Define |Ψi〉BE , (〈i|A⊗IBE)|Ψ〉ABE ,
which is a state conditional on A being |i〉A. Thus, we have
|Ψ〉ABE =
n∑
i=1
|i〉A|Ψi〉BE .
According to the definitions of Ri and Si,
RiR
∗
i = trB(|Ψi〉BE〈Ψi|) , ρ(i)E and
SiS
∗
i = tr E(|Ψi〉BE〈Ψi|) , ρ(i)B for i = 1, . . . , n.
In other words, ρ
(i)
E is the reduced density matrix of E conditioned on A being |i〉A; similarly for
ρ
(i)
B . Note that for the rest of this section, we use the physics notation of A,B,E to label states.
If Eve can imitate Bob using quantum channel E (i.e., E(ρAE) = ρAB), then
〈φ|AE(ρAE)|φ〉A = 〈φ|AρAB |φ〉A (3)
for any |φ〉A. Thus, when the projections are on the computational basis for A, the quantum
channel is able to transform ρ
(i)
E to ρ
(i)
B , i.e.,
E(RiR∗i ) = SiS∗i , (4)
for i = 1, . . . , n. On the other hand, the transformability condition of Theorem 3.1 (b) includes
additional cross terms (i.e., RuR
∗
v → SuS∗v for u 6= v). Essentially, the transformability of the cross
terms guarantees the transformability of E to B in other bases. To see this, consider the {+,−}
complementary basis for A where we define |±〉A = (|1〉A±|2〉A)/
√
2. If Eve is able to pretend to be
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Bob, (3) means that the transformation ρ
(±)
E → ρ(±)B is possible, where ρ(±)E , tr B(|Ψ±〉BE〈Ψ±|),
ρ
(±)
B , trE(|Ψ±〉BE〈Ψ±|), and |Ψ±〉BE = (|Ψ1〉BE ± |Ψ2〉BE)/
√
2. In other words, (3) becomes
E(ρ(±)E ) = ρ(±)B (5)
⇔
E(R1R∗1 +R2R∗2 ±R1R∗2 ±R2R∗1) = S1S∗1 + S2S∗2 ± S1S∗2 ± S2S∗1 . (6)
Here, the reduced density matrix of E conditioned on A being |±〉A is ρ(±)E = R±R∗±. According
to the definition of Ri which is a rearragement of the elements of |Ψi〉BE for i = +,−, 1, 2, R± =
(R1 ±R2)/
√
2. We have similar expressions for B. Given (4), (6) is true if and only if
E(R1R∗2 +R2R∗1) = S1S∗2 + S2S∗1 .
This shows that the transformability of the cross terms RuR
∗
v → SuS∗v for u 6= v guarantees the
transformability of E to B in other bases. Therefore, one cannot simplify the condition checking
of Theorem 3.1 (b) by ignoring the cross terms. The following example illustrates this point by
showing that there exists a state for which RuR
∗
v → SuS∗v for u = v but not u 6= v.
Example 4. The initial state is a 3× 2× 2 system in A, B, and E:
|Ψ〉ABE = |1〉A ⊗
[(
α
β
)
B
⊗
(
a
b
)
E
+
(
α
−β
)
B
⊗
(
a
−b
)
E
]
+
|2〉A ⊗
(
α
ıβ
)
B
⊗
(
a
b
)
E
+ |3〉A ⊗
(
α
−ıβ
)
B
⊗
(
a
−b
)
E
(7)
, |1〉A ⊗
[
|p+〉B ⊗ |φ+〉E + |p−〉B ⊗ |φ−〉E
]
+
|2〉A ⊗ |q+〉B ⊗ |φ+〉E + |3〉A ⊗ |q−〉B ⊗ |φ−〉E (8)
where α, β =
√
1− α2, a, b = √1− a2 ∈ R, and ı = √−1.
Our goal is to show that there exists a quantum channel E such that (i) E(ρ(j)E ) = ρ(j)B , j = 1, 2, 3,
i.e.,
E(RjR∗j ) = SjS∗j , j = 1, 2, 3, (9)
and (ii) there does not exist a quantum channel E such that
E(RjR∗k) = SjS∗k , j, k = 1, 2, 3. (10)
This means that (9) does not imply (10).
We show that (9) holds but (5) does not hold for the state in (7).
Proof of the validity of (9)
First, we show that (9) holds. Assume that 〈φ+|φ−〉 < 〈q+|q−〉 and so there exists a quantum
channel E that transforms |φ±〉 −→ |q±〉. This can be verified by comparing the Gram matrices of
the initial set of states and the final one [10, 11, 12, 13].
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The quantum channel E is equivalent to a unitary transformation UEE′ using an extended
Hilbert space E′:
|Ψ′〉ABEE′ = UEE′|Ψ〉ABE |0〉E′ (11)
= |1〉A ⊗ |Ψ′1〉BEE′ + |2〉A ⊗ |Ψ′2〉BEE′ + |3〉A ⊗ |Ψ′3〉BEE′ (12)
where
∣∣∣Ψ′j
〉
BEE′
= UEE′ |Ψj〉BE |0〉E′ , j = 1, 2, 3.
Note that E(RjR∗j ) = trBE′(
∣∣∣Ψ′j
〉
BEE′
〈
Ψ′j
∣∣∣) = E(ρ(j)E ).
In order that E(ρ(2)E ) = ρ(2)B = |q+〉〈q+|, UEE′ must transform as
UEE′ |Ψ2〉BE |0〉E′
= UEE′ |q+〉B |φ+〉E|0〉E′
= |q+〉B|q+〉E|x+〉E′ ,
where |x+〉E′ is some normalized vector. Similarly, E(ρ(3)E ) = ρ(3)B implies that
UEE′ |Ψ3〉BE |0〉E′ = |q−〉B |q−〉E |x−〉E′ ,
where |x−〉E′ is some normalized vector. Then, we have
|Ψ′〉ABEE′ = |1〉A
[
|p+〉B |q+〉E |x+〉E′ + |p−〉B |q−〉E|x−〉E′
]
+
|2〉A|q+〉B |q+〉E |x+〉E′ + |3〉A|q−〉B|q−〉E|x−〉E′ (13)
We now verify that E(ρ(1)E ) = ρ(1)B . The LHS is
E(ρ(1)E ) = tr BE′(|Ψ′1〉BEE′〈Ψ′1|)
= tr BE′
[
P (|p+〉B|q+〉E|x+〉E′ + |p−〉B |q−〉E |x−〉E′)
]
= |q+〉E〈q+|+ |q−〉E〈q−|+ C|q+〉E〈q−|+C∗|q−〉E〈q+|
where P (|ϕ〉) , |ϕ〉〈ϕ|, and C , 〈p−|p+〉B〈x−|x+〉E′ . Substituting the various vectors using (7),
E(ρ(0)E ) =
(
2α2 0
0 2β2
)
+ C
(
α2 ıαβ
ıαβ −β2
)
+ C∗
(
α2 −ıαβ
−ıαβ −β2
)
. (14)
The RHS is
ρ
(1)
B = trE(|Ψ1〉BE〈Ψ1|)
= trE
[
P (|p+〉B |φ+〉E + |p−〉B |φ−〉E)
]
= |p+〉B〈p+|+ |p−〉B〈p−|+ 〈φ−|φ+〉E |p+〉B〈p−|+ 〈φ+|φ−〉E |p−〉B〈p+|
=
(
2α2 0
0 2β2
)
+ (a2 − b2)
(
2α2 0
0 −2β2
)
.
This means that E(ρ(1)E ) = ρ(1)B if and only if C = a2 − b2. This is possible since we have assumed
that 〈φ+|φ−〉 < 〈q+|q−〉 = 〈p+|p−〉. We impose that |x±〉 be chosen such that C = a2 − b2, and
thus E(ρ(j)E ) = ρ(j)B for j = 1, 2, 3.
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Invalidity of (5) for the state in (7)
We now show that (5) does not hold given that
C = (α2 − β2)〈x−|x+〉 = a2 − b2. (15)
Expressing (13) in the {+,−} basis, we have
|Ψ′〉ABEE′ = UEE′|Ψ〉ABE |0〉E′
=
1√
2
|+〉A
[
(|p+〉B + |q+〉B)|q+〉E|x+〉E′ + |p−〉B|q−〉E |x−〉E′
]
+
1√
2
|−〉A
[
(|p+〉B − |q+〉B)|q+〉E|x+〉E′ + |p−〉B|q−〉E |x−〉E′
]
+
|3〉A|q−〉B|q−〉E|x−〉E′
, |+〉A ⊗
∣∣Ψ′+〉BEE′ + |−〉A ⊗
∣∣Ψ′−〉BEE′ + |3〉A ⊗ |Ψ′3〉BEE′ .
We show that E(ρ(−)E ) 6= ρ(−)B . The LHS is
2E(ρ(−)E ) = 2tr BE′(
∣∣Ψ′−〉BEE′〈Ψ′−
∣∣)
= trBE′
[
P (
∣∣p′+〉B |q+〉E |x+〉E′ + |p−〉B|q−〉E|x−〉E′)
]
=
〈
p′+|p′+
〉|q+〉E〈q+|+ |q−〉E〈q−|+D|q+〉E〈q−|+D∗|q−〉E〈q+|
where
∣∣p′+〉B = |p+〉B−|q+〉B , and D ,
〈
p−|p′+
〉
B
〈x−|x+〉E′ . Substituting the various vectors using
(7),
∣∣p′+〉B =
(
0
(1− ı)β
)
B
and
2E(ρ(−)E ) = 2β2
(
α2 −ıαβ
ıαβ β2
)
+
(
α2 ıαβ
−ıαβ β2
)
+D
(
α2 ıαβ
ıαβ −β2
)
+D∗
(
α2 −ıαβ
−ıαβ −β2
)
where D = −(1− ı)β2〈x−|x+〉. The RHS is
2ρ
(−)
B = 2trE(|Ψ−〉BE〈Ψ−|)
= trE
[
P (
∣∣p′+〉B|φ+〉E + |p−〉B |φ−〉E)
]
=
∣∣p′+〉B〈p′+
∣∣+ |p−〉B〈p−|+ 〈φ−|φ+〉E∣∣p′+〉B〈p−|+ 〈φ+|φ−〉E|p−〉B〈p′+
∣∣
=
(
0 0
0 2β2
)
+
(
α2 −αβ
−αβ β2
)
+ (a2 − b2)
(
0 (1 + ı)αβ
(1− ı)αβ −2β2
)
.
To show that E(ρ(−)E ) 6= ρ(−)B , we compare their (1, 1) elements. The RHS is α2, and the LHS is
α2(2β2 + 1 + D + D∗) = α2(2β2 + 1 − 2β2〈x−|x+〉E′). However, due to the assumption in (15),
〈x−|x+〉E′ 6= 1 in general. Therefore, E(ρ(−)E ) 6= ρ(−)B .
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5 Degradability for a given quantum channel
We discuss state degradability when the overall state is generated by a given quantum channel. We
show that if the channel output state of the maximally entangled input state is degradable, then
the corresponding output state is degradable for any input state. Also, if the channel output state
of the maximally entangled input state is not degradable, then the corresponding output state is
not degradable for any input state in a special class.
Theorem 5.1. Suppose that a state |ψ˜〉ABE is generated by processing a state |ψ〉AB by a channel
ΦB acting on subsystem B with an ancilla in subsystem E. The channel is implemented by a
unitary extension UBE as follows:
|ψ˜〉ABE = (IA ⊗ UBE)|ψ〉AB |0〉E , UABE |ψ〉AB|0〉E ,
where ΦB(trA(P (|ψ〉AB))) = trAE(P (|ψ˜〉ABE)) with P (|·〉) = |·〉〈·|. We assume that the dimen-
sions of subsystems A and B are the same, n, so that the maximally entangled state |ψM 〉AB =∑n
i=1 |ii〉AB is defined. Using |ψM 〉AB as the input state, if the output state UABE |ψM 〉AB|0〉E
is E → B degradable with T of the form (1) [i.e., T satisfies T (ρAE) = ρAB where ρAE =
trB(ρ) and ρAB = tr E(ρ) with ρ = P (UABE |ψM 〉AB|0〉E)], then the output state UABE |ψ〉AB|0〉E
is E → B degradable with the same T for any input state |ψ〉AB.
Proof. First, note that any state |ψ〉AB can be expressed as |ψ〉AB = (KA ⊗ IB)|ψM 〉AB where
KA =
∑n
i,j=1 |j〉A〈i| 〈ji|ψ〉AB. Note that KA is not necessarily invertible. Next, the condition for
E → B degradability of the maximally entangled state means that
T (ρAE) = ρAB (16)
⇒ T ((KA ⊗ I)ρAE(K∗A ⊗ I)) = (KA ⊗ I)ρAB(K∗A ⊗ I) for any KA (17)
where the last line is because T acts only on subsystem E. Finally, the term on the LHS is
(KA ⊗ I)ρAE(K∗A ⊗ I) = trB [P (UABE(KA ⊗ IBE)|ψM 〉AB|0〉E)] (18)
= trB [P (UABE |ψ〉AB|0〉E)] (19)
and we have an analogous term on the RHS. Thus, we have
T (tr B [P (UABE |ψ〉AB |0〉E)]) = trE [P (UABE |ψ〉AB|0〉E)] (20)
which means that the output state is E → B degradable for any input state |ψ〉AB.
Corollary 5.2. For the channel ΦB, if the output state UABE |ψM 〉AB |0〉E is E → B degradable for
the maximally entangled input state |ψM 〉AB, then the channel ΦB is anti-degradable with respect
to the complementary channel ΦE [i.e., there exists a quantum channel Tˆ : HE → HB such that
Tˆ ◦ ΦE = ΦB]. Here, in terms of UBE,
ΦB(ρB) = trE [UBE(ρB ⊗ |0〉E〈0|)U∗BE ] , and (21)
ΦE(ρB) = trB [UBE(ρB ⊗ |0〉E〈0|)U∗BE ] . (22)
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Proof. Since any state ρB of dimension n can be purified with a subsystem A of dimension n such
that ρB = trA(P (|ψ〉AB)) for some |ψ〉AB , we can trace out subsystem A on both sides of Eq. (20)
to get ΦE processed by a channel acting on E on the LHS and ΦB on the RHS.
Remark 5.3. In the proof of Theorem 5.1, the operator KA performed on subsystem A can have an
operational interpretation related to entanglement transformation. It may be viewed as a local filter-
ing operation that can be implemented probabilistically by a quantum measurement. This operation
locally transforms a maximally entangled state to any other given state (entangled or unentangled)
probabilistically.
Theorem 5.4. Following the notations in Theorem 5.1, for the input state |ψM 〉AB, if the output
state UABE |ψM 〉AB|0〉E is not E → B degradable, then the output state UABE |ψ〉AB |0〉E is not
E → B degradable for any input state |ψ〉AB = (WA ⊗ IB)|ψM 〉AB where WA is invertible.
Proof. We prove by contradiction. Suppose that for some input state |ψ〉AB, the output state
UABE |ψ〉AB |0〉E is E → B degradable. We repeat the arguments in the proof of Theorem 5.1 with
|ψ〉AB and |ψM 〉AB swapped and with KA = W−1A . Then, Eqs. (16)-(20) follow, concluding that
when the input state is |ψM 〉AB, the output state is E → B degradable. This contradicts the
assumption and thus proves the theorem.
6 Necessary condition for degradability
We provide an easily computable method to rule out the degradability of a given state. It is based
on the expression of degradability in condition (b) of Theorem 3.1 and the contractivity of quantum
channels under the trace distance.
Definition 6.1. The trace norm of a matrix σ ∈Mq is tr |σ| =
∑q
j=1 λj where λj are the singular
values of σ.
Definition 6.2. The trace distance between two matrices ρ, σ ∈Mq is d(ρ, σ) = 12 tr |ρ− σ|.
Quantum channels are contractive under the trace distance for quantum states, i.e., d(ρ, σ) ≥
d(F(ρ),F(σ)) for any density matrices ρ and σ and quantum channel F [32] (see also Theorem 9.2
of [33]). However, the matrices of concern in condition (b) of Theorem 3.1, RiR
∗
j and SiS
∗
j , are
general matrices and may not be Hermitian and positive semi-definite. Nevertheless, we prove in
Appendix A that quantum channels are contractive under any unitarily invariant norm for general
matrices, of which the following theorem for the trace norm is a special case.
Theorem 6.3. Given a TPCP map (quantum channel) F :Mq →Mp described by Kraus operators
F1, . . . , Fr ∈ Mp,q with
∑r
j=1 F
∗
j Fj = Iq acting on matrices σ ∈ Mq (not necessarily quantum
states), tr|F(σ)| ≤ tr|σ|.
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Corollary 6.4. If
d(RiR
∗
j , Ri′R
∗
j′) < d(SiS
∗
j , Si′S
∗
j′)
for some i, j, i′, j′, then condition (b) of Theorem 3.1 does not hold.
We prove by contradiction. If condition (b) holds, then there exists some quantum channel F
satisfying the transformations, and
d(SiS
∗
j , Si′S
∗
j′) =
1
2
tr |F(RiR∗j )−F(Ri′R∗j′)|
=
1
2
tr |F(RiR∗j −Ri′R∗j′)|
≤ 1
2
tr |RiR∗j −Ri′R∗j′ |
= d(RiR
∗
j , Ri′R
∗
j′)
where the inequality is due to Theorem 6.3.
Therefore, if we find the distance between the inputs of two transformations to be smaller than
the distance between the outputs, the state is not degradable in the sense of Theorem 3.1.
Example 5. Consider the output state processed by the qubit depolarizing channel:
E(ρ) = (1− ǫ)ρ+ ǫ
3
ZρZ +
ǫ
3
Y ρY +
ǫ
3
XρX (23)
where ρ ∈ M2 is the input density matrix, X =
(
0 1
1 0
)
, Y =
(
0 −1
1 0
)
, and Z =
(
1 0
0 −1
)
.
Suppose the input state is (|00〉+ |11〉)AB and E is applied to system B. The output state purified
with system E is
|Ψ〉ABE =
√
1− ǫ (|00〉+ |11〉)AB |0〉E +
√
ǫ
3
(|00〉 − |11〉)AB |1〉E +
√
ǫ
3
(|01〉 − |10〉)AB |2〉E +
√
ǫ
3
(|01〉 + |10〉)AB |3〉E . (24)
Note that this state is unnormalized, and normalization is not important in the following discus-
sion.Denote the coefficient for |ijk〉ABE by xijk. Then, following Theorem 3.1,
S0 =
(
x000 x001 x002 x003
x010 x011 x012 x013
)
=
(
α β 0 0
0 0 β β
)
(25)
S1 =
(
x100 x101 x102 x103
x110 x111 x112 x113
)
=
(
0 0 −β β
α −β 0 0
)
(26)
where α =
√
1− ǫ and β =√ ǫ3 , and
Ri = S
t
i . (27)
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We compute the trace distances as follows:
R0R
∗
0 −R1R∗1 =


0 2αβ 0 0
2αβ 0 0 0
0 0 0 2β2
0 0 2β2 0

 (28)
S0S
∗
0 − S1S∗1 =
(
α2 − β2 0
0 −(α2 − β2)
)
(29)
R0R
∗
1 −R1R∗0 =


0 0 −2αβ 0
0 0 0 2β2
2αβ 0 0 0
0 −2β2 0 0

 (30)
S0S
∗
1 − S1S∗0 =
(
0 α2 − β2
−(α2 − β2) 0
)
. (31)
It can be shown that R0R
∗
0 −R1R∗1 and R0R∗1−R1R∗0 have singular values 2αβ, 2αβ, 2β2 , 2β2, and
S0S
∗
0 −S1S∗1 and S0S∗1 −S1S∗0 have singular values (α+β)(α−β), (α+β)(α−β). Here, we assume
α > β. Thus, dR ≡ d(R0R∗0, R1R∗1) = d(R0R∗1, R1R∗0) = 2β(α + β) and dS ≡ d(S0S∗0 , S1S∗1) =
d(S0S
∗
1 , S1S
∗
0) = (α+ β)(α− β).
Therefore, we have the condition for the input distance being smaller than the output distance:
dR < dS ⇒ ǫ < 1
4
. (32)
Under this condition, there does not exist a quantum channel TE acting on system E such that
TE(ρAE) = ρAB. Here, ρAE = trB(|Ψ〉ABE〈Ψ|) and ρAB = trE(|Ψ〉ABE〈Ψ|). By Theorem 5.4, the
same conclusion holds for all other Bell states serving as the input state since all Bell states are
unitarily transformable to each other. We can interpret the result in the context of quantum key
distribution (QKD) [1, 2], in which two legitimate parties, conventionally named Alice and Bob
(they correspond to systems A and B here), want to share a secret key against an eavesdropper Eve
(system E here), by exchanging quantum states. These states may be modified by Eve. In a typical
QKD session, Alice and Bob learn about the quantum states by comparing measurement results in
various measurement bases (such as X, Y , or Z). For each basis, we can compute the fraction of
measurement mismatches, which is known as the quantum bit error rate (QBER). Note that the
QKD protocol described here operates in a two-dimensional space, although the presentation of
this paper treats arbitrary finite dimensions. Since the state in Eq. (23) is symmetric with respect
to measurements in X, Y , and Z, the QBER for each of them is the same, 2ǫ/3. (This means
that measurements in say the X basis produce an error rate of 2ǫ/3 when the channel input is an
X eigenstate.) Combining with Eq. (32), it means that when the QBER is less than 1/6, Eve is
not able to imitate Bob. Recall that if, on the other hand, Eve is able to imitate Bob, no key can
be generated using one-way postprocessing [22, 23, 24]. Thus, our result here is consistent with
the result that positive key rate is achievable when the QBER is less than 1/6 for the six-state
protocol [34].
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7 Additional remarks and questions
Direct application of Theorem 3.2 yields the following.
Proposition 7.1. Use the notation in Theorem 3.1. The following are equivalent.
(a) There are TPCP maps T = In⊗T1 and L = In⊗L1 such that T (X2) = X3 and L(X3) = X2.
(b) There is a TPCP map sending {RuR∗v : 1 ≤ u, v ≤ n} to {SuS∗v : 1 ≤ u, v ≤ n}, and a
TPCP map sending {SuS∗v : 1 ≤ u, v ≤ n} to {RuR∗v : 1 ≤ u, v ≤ n}.
(c) There are p× q matrices F1, . . . , Fr with
∑r
j=1 F
∗
j Fj = Iq and ki × p matrices Wi1, . . . ,Wir
such that for all i, j = 1, . . . , n,
[F1Ri · · ·FrRi] = ViDi[Wi1 · · ·Wir] and [Wi1 · · ·Wir][Wj1 · · ·Wjr]∗ = U tiU j,
and there are q×p matrices F˜1, . . . , F˜s with
∑s
j=1 F˜
∗
j F˜j = Ip and ki× q matrices W˜i1, . . . , W˜is such
that for all i, j = 1, . . . , n,
[F˜1R
t
i · · · F˜sRti] = UiDi[W˜i1 · · · W˜is] and [W˜i1 · · · W˜is][W˜j1 · · · W˜js]∗ = V ti V j .
Proposition 7.2. The following are equivalent.
(a) There is a TPCP map sending RiR
∗
j to SiS
∗
j .
(b) There is a TPCP map sending (
∑
ciRi)(
∑
c˜jRj)
∗ to (
∑
ciSi)(
∑
c˜jSj)
∗ for any scalars
c1, . . . , cn, c˜1, . . . , c˜n.
(c) There is a TPCP map sending (
∑
ciRi)(
∑
cjRj)
∗ to (
∑
ciSi)(
∑
cjSj)
∗ for any scalars
c1, . . . , cn.
By the above proposition, we can focus on a maximal linearly independent subset set {R1, . . . , Rm}
and check whether there is a TPCP map sending RiR
∗
j to SiS
∗
j for matrices Ri, Rj in this set. Note,
however, that the above propositions are not very practical and it is desirable to have some more
practical conditions.
Problem Can we extend Corollary 3.3 and determine the condition for the existence of TPCP
maps T = In ⊗ T1 and L = In ⊗ L1 such that T (X2) = X3 and L(X3) = X2?
8 Concluding remarks
In this paper, we introduced the notion of state degradability. The joint state of Alice and Eve is
degradable if Eve’s system can be processed by a quantum channel to produce a joint state that
is the same as the joint state of Alice and Bob. We proved necessary and sufficient conditions for
state degradability. The conditions are in general difficult to check, but we also provide an easily
computable method to rule out degradability. This method is based on the fact that the trace
distance between two states can only become smaller under the action of a quantum channel. One
application of state degradability is that it can be used to test channel degradability. Analysis
of the channel output state of the maximally entangled input state gives information about the
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degradability of the channel. Another application of state degradability is in the analysis of QKD,
in which no secret key can be generated by one-way postprocessing when the joint state between
Alice and Eve can be degraded to a joint state between Alice and Bob. For future work, we hope
to investigate more connections between degradability and other quantum information processing
tasks, and extend our result to the case where Alice, Bob, and Eve share a mixed quantum state.
A Proof of Theorem 6.3
A norm is unitarily invariant if ‖X‖ = ‖UXV ‖ for any unitary U, V . Note that the trace norm is
one such norm.
Proposition A.1. Suppose B ∈ Mp and A ∈ Mq such that B =
∑r
j=1 FjAF
∗
j with
∑
F ∗j Fj = Iq.
Then, ‖Ir ⊗B‖ ≤ r‖A⊕O‖ for any unitarily invariant norm ‖ · ‖ on Mpr.
Proof. Let U = (Uij)1≤i,j≤r be unitary such that Uj1 = Fj for j = 1, . . . , r. Then U(A⊕O)U∗ =
(Aij)1≤i,j≤r such that A11+ ...+Arr = B. Take P = diag (1, w, .., w
r−1)⊗Ip with w = ei2π/r. Then
r−1
∑
1≤ℓ≤r P
ℓ(Aij)(P
ℓ)∗ = A11 ⊕ · · · ⊕ Arr. Now take Q = (E12 + · · ·Er−1,r + Er,1) ⊗ Ip. Then∑
1≤j≤rQ
j(A11 ⊕ · · · ⊕Arr)(Qj)∗ = Ir ⊗B. Thus, using the triangle inequality,
‖Ir ⊗B‖ =
∥∥∥∥∥∥
1
r
r∑
ℓ,k=1
QkP ℓU(A⊕O)(QkP ℓU)∗
∥∥∥∥∥∥ ≤
1
r
r∑
ℓ,k=1
‖A⊕O‖ = r‖A⊕O‖.
To prove Theorem 6.3, we just take ‖ · ‖ to be the trace norm to get
‖B‖ = 1
r
‖Ir ⊗B‖ ≤ ‖A⊕O‖ = ‖A‖.
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