Abstract. In [5] , Benameur proved a blow-up result of the non regular solution of (N SE) in the Sobolev-Gevrey spaces. In this paper we improve this result, precisely we give an exponential type explosion in Sobolev-Gevrey spaces with less regularity on the initial condition. Fourier analysis is used.
Introduction
The 3D incompressible Navier-Stokes equations are given by:
where ν is the viscosity of fluid, u = u(t, x) = (u 1 , u 2 , u 3 ) and p = p(t, x) denote respectively the unknown velocity and the unknown pressure of the fluid at the point (t, x) ∈ R + × R 3 , and (u.∇u) := u 1 ∂ 1 u + u 2 ∂ 2 u + u 3 ∂ 3 u, while u 0 = (u o 1 (x), u o 2 (x), u o 3 (x)) is a given initial velocity. If u 0 is quite regular, the divergence free condition determines the pressure p.
Our problem is the study of explosions for non-smooth solutions of (N SE). In the literature, several authors studied this problem (see [2, 3, 4, 7] ), however all the obtained results do not exceed (T * −t) −σ , where T * denotes the maximal time of existence. Recently, in [5] , the author gives a positif answer on the question: Is the type of explosion is due to the chosen space or the nonlinear part of (N SE)? For this, he used the Sobolev-Gevrey spaces which are defined as follows; for a, s ≥ 0 and σ ≥ 1, Precisely, for a > 0, s > 3/2, σ > 1 and u 0 ∈ H s a,σ (R 3 ) 3 such that div u 0 = 0. He proved that, there is a unique time T * ∈ (0, ∞] and a unique solution u ∈ C([0, T * ), H s a,σ (R 3 )) to (N SE) system such that u ∈ C([0,
where c = c(s, u 0 , σ) > 0 and C = C(s, u 0 , σ) > 0. The choice of this spaces is due to the scaling property: If u(t, x) is a solution to (N SE) system with the initial data u 0 (x), then for any λ > 0, λu(λ 2 t, λx) is a solution to (N SE) system with the initial data λu 0 (λx). Also, we recall that the classical used spaces B(R 3 ) for (N SE) system satisfy the fundamental condition:
which is not valid in the Sobolev-Gevrey spaces H s a,σ (R 3 ).
Our work is intended to improve the result in [5] . Before generalizing this result, we recall the energy estimate: If u ∈ C([0, T ], H s (R 3 )), with s > 5/2, is a solution to (N SE), then
Now we are ready to state our main result.
where c 1 = c 1 (u 0 , a, σ) > 0, c 2 = c 1 (u 0 , σ) > 0 and 2σ 0 is the integer part of 2σ.
The remainder of this paper is organized in the following way: In section 2, we give some notations and important preliminary results. Section 3 is devoted to prove that (N SE) is well posed in H 1 a,σ (R 3 )). In section 4, we prove the exponential type explosion of non regular solution to (N SE) system.
Notations and preliminary results
2.1. Notations. In this section, we collect some notations and definitions that will be used later.
• The Fourier transformation is normalized as
• The inverse Fourier formula is
• For s ∈ R, H s (R 3 ) denotes the usual non-homogeneous Sobolev space on R 3 and ./. H s (R 3 ) denotes the usual scalar product on H s (R 3 ).
• For s ∈ R,Ḣ s (R 3 ) denotes the usual homogeneous Sobolev space on R 3 and ./. Ḣs (R 3 )
denotes the usual scalar product onḢ s (R 3 ).
• The convolution product of a suitable pair of function f and g on R 3 is given by
• If f = (f 1 , f 2 , f 3 ) and g = (g 1 , g 2 , g 3 ) are two vector fields, we set
,
• For a > 0, σ ≥ 1, we denote the Sobolev-Gevrey space defined as followṡ
which is equipped with the norm
and the associated inner product
Preliminary results.
In this section we recall some classical results and we give new technical lemmas.
and s + t > 0. Then there exists a constant C, such that
Proof of the lemma 2.3. We have
By the elementary inequality
we can deduce that
where
Using the following notations:
Young's inequality yields
and the proof of lemma 2.3 is finished.
Proof of the lemma 2.4.
Using the fact that
we get
Lemma 2.5. For every a > 0, σ ≥ 1, and for every
a,σ (R 3 ) and
Proof of the lemma 2.5. We have
Using the classical interpolation inequality
and lemma 2.4, we can deduce inequality (2.2).
Remark 2.6. By lemmas 2.3-2.5, we can deduce that H 1 a,σ (R 3 ) is an algebra for a > 0 and σ > 1.
Proof of the lemma 2.7. Simply write the integral as a sum of low frequencies {ξ ∈ R 3 ; |ξ| < 1} and high frequencies {ξ ∈ R 3 ; |ξ| > 1}.
3. Well-posedness of (N SE) in H 1 a,σ (R 3 ) In the following theorem, we characterize the existence and uniqueness of the solution.
there exist a unique T * ∈ (0, +∞] and a unique solution u ∈ C([0,
Proof theorem 3.1. The integral form of Navier-Stokes equations is
and
The main idea of this proof is to apply the theorem of the fixed point to the operator
Taking account of lemma 2.7, it suffices to estimate the nonlinear part respectively in the spaces
• To estimate B(u, v) inḢ 1 a,σ (R 3 ), we have
Using the inequality e a|ξ| 1 σ ≤ e a|ξ−η|
u Ḣ1 v Ḣ1 (by lemma 2.1),
Therefore,
Now, we recall the following fixed point theorem. [6] ) Let X be an abstract Banach space equipped with the norm and let B : X × X → X be a bilinear operator, such that for any x 1 , x 2 ∈ X,
Lemma 3.2. (See
Then, for any y ∈ X such that 4c 0 y < 1 the equation x = y + B(x, x) has a solution x ∈ X. In particular, this solution satisfies x ≤ 2 y and it is the only one such that
Combining the inequalities (3.2)-(3.3) and lemma 3.2, and choosing a time T small enough, we guarantee the existence and uniqueness of the solution in the space C([0, T ], H 1 a,σ (R 3 )).
• Now, we want to prove the inequality (3.2) by contradiction. Let u be maximal solution to (N SE) with T * < ∞. It suffices to observe that u is bounded, then we can extend the solution to an interval [0, T 1 ], where T 1 > T * . As the function u is assumed to be bounded, then there exists M ≥ 0 such that
We deduce that, ∀ε > 0 ∃α/ ∀t, t ′ < T * such that T * − t < α and T * − t ′ < α, we have
Then (u(t)) is a Cauchy sequence in H 1 a,σ (R 3 ) at the time T * . The space H 1 a,σ (R 3 ) is complete, then there exists u * ∈ H 1 a,σ (R 3 ) such that lim
Consider the following system (N SE * )
Applying the first step to (N SE * ) system, then there exist T 1 > 0 and a unique solution v ∈ C([0,
as a unique solution extends u, which is absurd. Taking into account the energy inequality (1.2) we can deduce equation (3.1). Therefore theorem 3.1 is proved.
Proof of the main result
4.1. Fundamental inequalities. In this section, we give some blow up results which are necessary to prove our main result.
Proof of theorem 4.1.
• First, we wish to prove the inequality (4.1). Taking the scalar product inḢ 1 a,σ (R 3 ), we obtain 1 2 ∂ t u(t)
Using lemma 2.3, we have 1 2 ∂ t u(t)
Gronwall lemma implies that, for every 0 ≤ t ≤ T < T * ,
The fact that lim sup tրT * u(t) Ḣ1 a,σ = ∞ implies that
• Now, we want to prove inequality (4.2).
Returning to (N SE) system and taking the Fourier transform in the first equation, we get 1 2
Then, we have
Taking ε → 0, we get Integrating over ξ ∈ R 3 and using Young's inequality, we get
Cauchy-Schwarz inequality yields
By the Gronwall lemma, for 0 ≤ t ≤ T < T * , we obtain
Then we can deduce inequality (4.2), and theorem 4.1 is proved.
4.2.
Exponential type explosion. Let a > 0 and σ > 1. Let u ∈ C([0, T * ), H 1 a,σ (R 3 )) be a maximal solution to (N SE) system given by theorem 3.1 and suppose that T * < ∞. We want to prove inequality (1.3).
• Firstly, we prove the following result
For this, using Cauchy-Schwarz inequality, we get
Using similar technique, we get
This implies
By induction, we can deduce that for every n ∈ N, Using dominated convergence theorem, we get inequality (1.3) by letting n → +∞.
• Secondly, we prove the exponential type explosion. Using lemma 2.2 and the energy estimate
we can write, for k ∈ N such that 1 + k 2σ ≥ 2 (i.e k ≥ 2σ),
, ∀t ∈ [0, T * ). 
We obtain C 1 (T * − t) 2/3
.
Summing over the set {k ∈ N; k ≥ 2σ}, we get 
