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Abstract
In this thesis a framework for adaptive chemical detection is developed, considering
the application scenario of autonomous, robot mounted chemical agent detection in dy-
namic, changing environments. Chemical detection is performed by the Receptor Den-
sity Algorithm (RDA), a previously developed immune-inspired anomaly detection algo-
rithm, which suffers from a decrease in its performance when the background environment
changes. Focusing on the software part of the system, the goal of this thesis is to adapt the
RDA quickly and autonomously, without requiring user feedback. The approach adopted
is to first detect a change in the background data generating distribution, also defined as
concept drift, and adapt in response to this detected change. Statistical hypothesis testing
is used to determine whether there has been concept drift in consecutive time windows of
the incoming sensor data. Five different statistical methods are tested on mass spectrome-
try data, enhanced with artificial concept drift that signifies a changing environment. The
results show that, while no one method is universally best, statistical hypothesis testing
can detect concept drift in the context of chemical sensing and it can differentiate between
anomalies and concept drift.
The adaptation of the system, which is triggered by the detection of concept drift, is
achieved by switching to an ensemble (a set) of RDAs , created from a pool of pre-existing
candidates. A novel mechanism for evaluating and selecting the members of the ensemble
from this pool is proposed; it uses implicit performance information, extracted from the
dynamics of the RDA, and does not require new user input to evaluate the candidates
for the new environment. An ensemble of 5 members, selected in this way is found to be
significantly better than a single RDA, the previously known best, reducing both the false
detections and the number of missed anomalies. This method for selecting the ensemble
members is also found significantly better than populating the ensemble based on their
performance of the environment before concept drift. Finally, it is found that the ensemble
can be created online, with its performance converging to the oﬄine variant.
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Chapter 1
Introduction
The detection of chemicals of interest is essential in a number of domains including, but
not limited to, safety and security, environmental monitoring and process monitoring [3].
Typically, a chemical detection task involves a number of chemical sensors or analytical
chemistry instruments (e.g. mass spectrometers), which continuously sample their envi-
ronment, and algorithms that are responsible for analysing data from those sensors.
In previous work, which this thesis will build on, the bio-inspired Receptor Density
Algorithm (RDA) [4] was proposed. The RDA is inspired by the signalling mechanisms of
T-cells of the immune system and is used for anomaly detection and generation of noise-
free signatures. In previous work the RDA has been successfully used for the detection of
chemicals of interest in mass spectrometry data [5].
The basic scenario used for this thesis is that of a mobile robot with chemical sensing
capabilities being deployed in an environment and performing detection of chemicals of
interest. This can be achieved using the RDA, which detects chemical agents of inter-
est in the form of anomalies, i.e. observations that deviate from what is expected to be
encountered in this specific environment. This paradigm is challenged when considering
that real world, possibly long term applications are often associated with changing envi-
ronments and conditions, and that the RDA has no adaptation mechanism to respond to
such changes.
The goal of this thesis is to develop an autonomous, adaptive system, keeping the RDA
as the core anomaly detection unit, that will be able to detect when there is a need to
change and adapt itself with minimal user feedback. This adaptive system can then be
used by a robot equipped with chemical sensors, navigating through changing and dynamic
environments and performing chemical detection autonomously.
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Figure 1.1: Example of chemical detecting robot navigating through changing environments. The robot
should ideally detect accurately the anomalies (marked with a red x), in spite of the changing chemical
background of the different environments. A robot is deployed in environment A (for example a room
in a building) with the task of detecting chemicals that deviate from what is expected to be found in
this environment. It is assumed that the RDA will be calibrated using some form of labelled data that
reflect what is considered normal or anomalous in environment A. When the robot however moves to a
different room, this is likely to have a new chemical background, for example a different set of background
chemicals is expected to be found in the kitchen of a house than the living room. If the chemical background
is sufficiently different the RDA is likely to fail in discriminating between what is normal and the anomalies
present in environment B.
To demonstrate the necessity and importance of such a system that can deal with dy-
namic changing environments, two example scenarios of robot-mounted chemical detection
are presented: the first scenario consists of the detection of possibly hazardous chemicals
in a building with multiple environments/rooms (see figure 1.1). The robot is expected to
detect chemicals that deviate from what is considered normal in a specific environment.
Any training of the chemical detection algorithms, in this case the RDA, is based on in-
formation about both what is considered normal and what is considered anomalous. As
the robot is deployed in a room of the building, say environment A, it will be calibrated
and trained to detect chemicals within the chemical background of the specific room, i.e.
a specific “normal” background. When the robot moves to a different room, environment
B, the notion of normality changes with the change in the environment. For example, a
different set of chemicals would be considered normal when the robot is in the living room
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and when it is in the kitchen. This change in the model of normality can cause the system
to fail in detecting anomalies, as the information it was trained on is now to some extent
obsolete.
A second possible scenario is the one of long-term field deployment. Long term field
applications carry the inherent assumption that the environment will change, at least as
far as temperature, humidity and pressure are concerned. In addition to the environmental
changes, other problems might be encountered, related to the degradation of the hardware
platform; the response of a sensor itself can change when exposed to the same chemicals
as a result of environmental conditions, ageing or poisoning of the sensor [6].
The common aspect of both scenarios is that they represent dynamic situations, where
a static system could possibly not cope with the change. The RDA, even though it has
regulating mechanisms that allow for some tolerance, it is, in its current state, static;
when the background changes significantly, it is expected to fail. On the contrary, an
adaptive system is needed that will be able to adapt to change and remain functional.
The Research question around which this thesis is built is the following:
To what extent can a system that autonomously detects a change in the
environment and adapts in response to that detection address the decrease of
the performance of an RDA-based chemical detection system, when it is
deployed in changing environments?
1.1 Requirements
The main challenge associated with an autonomous chemical detection system is auton-
omy itself. Hence, the primary requirement is that the system makes decisions both on
when to adapt and how to adapt autonomously, without relying on user directions and/or
feedback. The availability of user feedback, for instance in the form of new labelled data
for re-training, cannot be assumed to be available in a deployed chemical detection system
such as the ones described. In addition to that there are two secondary challenges, which
are online and real-time adaptation1. Although the online and real-time adaptation
1The challenges outlined here are in line with the requirements for this project, as discussed with the
project DSTL (Defence Science and Technology Laboratory) collaborators. The requirements of online and
real-time adaptation as considered secondary, because they depend to some extent on the computational
resources available for any specific application.
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requirements are relatively relaxed, the proposed systems will in principle attempt to ad-
dress all three challenges.
An online system is one that uses data and information as it is being acquired, i.e. it
must make decision on runtime, without knowledge of the future [7]. A real-time system
associates the tasks to be performed with deadlines and the assessment of its operation
depends not only upon the task output, but also upon the time in which it is completed [8].
A hard real-time system must ensure that all deadlines are met, but for soft real-time sys-
tems the goal becomes minimising the delay of completing some tasks, or meeting some
deadlines within controlled timing bounds. In this work the system can be considered as
soft real-time system (or near real-time); there is no hard deadline for the adaptation, but
in principle it should be able to adapt in a timely manner.
1.2 Contributions and thesis novelty
This thesis addresses the software, algorithmic parts of a robotic adaptive chemical de-
tection system; the hardware aspect, i.e. the robot itself or an embedded implementation
is not in the scope of this thesis. Nonetheless, throughout the presented work, the limi-
tations and requirements that are in principle associated with the application of interest,
as outlined in section 1.1 are taken into account and addressed. The scope of this work is
to create an anomaly detection system that can adapt to changes in the application data.
While in this thesis mass-spectrometry chemical data is used, the principles of the devel-
oped system can apply to other domains that involve similar types of time-series data.
There are two novel contribution areas of this thesis: the first is the detection of concept
drift (change in the context of the problem) and the second is the adaptation in response
to that change, via the use of an ensemble classifier. In detail:
• Detection of concept drift. A changing background environment constitutes a
change to the context of the problem, as the notion of what is normal and what
is an anomaly can shift. In machine learning this is defined as concept drift [9].
To detect whether concept drift has happened, statistical hypothesis testing has
been used in this work. Statistical hypothesis testing processes the data in two
consecutive windows and tries to determine if they come from different distributions.
If they do, concept drift is declared and an adaptation mechanism is triggered. One
contribution of this thesis is that a number of different statistical hypothesis testing
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methods have been compared on real chemical data, enhanced with artificial concept
drift. The dataset used contains both anomalies and artificial concept drift. A
second important contribution is that the ability and limitations of using statistical
hypothesis testing to differentiate between concept drift and anomalies has been
established.
• Adaptation using ensembles. The detection of concept drift is used to trigger
the adaptation of the system. For the adaptation, the concept of ensemble learning
has been employed. An ensemble is a set of classifiers (or anomaly detectors), whose
decisions are combined into a single output. It has been shown that if the members
of the ensemble are reasonably accurate and diverse, the probability of the ensemble
making an error decreases, compared to the probability of error of its members [10].
In the work presented in this thesis, ensembles are used in order to adapt to a
new unknown environment, by utilising existing anomaly detectors (RDAs) evolved
for the previous, known environment. In particular, after concept drift is detected
(environment changed), the suitability of the candidate RDAs is estimated based
on implicit performance information, and the best are selected to form an ensemble
that will perform anomaly detection in the new environment. The contributions
of this analysis include: (a) The extension of the RDA, as the base learner of an
ensemble. (b) The extraction of an implicit performance vector that can estimate
the performance of a given parameter set for the RDA when used in an unknown
environment. (c) A novel mechanism to select the members of the ensemble from a
diverse pool of candidates, using this implicit performance vector.
The novelty of this thesis is that an ensemble adaptation module is autonomously trig-
gered when there is concept drift and reuses existing resources and implicit perfor-
mance estimates in order to minimise the decrease in the performance of the RDA under
concept drift, without requiring additional user feedback.
1.3 Thesis outline
This thesis addresses the adaptation of a chemical detection systems under the presence
of concept drift. It is outlined as follows:
Chapter 2 introduces the domain of chemical agent detection. In this review key chal-
lenges are identified, related to the application of robot mounted chemical detection
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and existing strategies that can be used to handle these challenges are discussed. The
RDA is introduced in this chapter and its advantages compared to other existing
methods are discussed.
Chapter 3 discusses the problem of concept drift and adaptation. Relevant definitions,
challenges and adaptation strategies are reviewed, including the paradigm of ensem-
ble learning and its applications in adaptation in response to concept drift.
Chapter 4 addresses the detection of a change in the environment. Statistical hypoth-
esis testing is applied in chemical data enhanced with artificial concept drift. Five
statistical hypothesis testing methods are compared. Additionally, the combination
of these methods with the existing anomaly detection system is studied.
Chapter 5 addresses the adaptation in response to concept drift. Evolutionary ensem-
bles are selected to combine solutions evolved for a known environment into an
ensemble that will perform well on the unknown environment B. A novel mecha-
nism is proposed for the selection of the members of the ensemble, based on implicit
performance information.
Chapter 6 concludes the thesis and outlines the contributions of this work, as well as
possible future research directions.
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Chapter 2
Detection and Identification of
Chemicals of Interest
The task of detecting chemicals of interest can be broken down into two main fields of
research: sensing technology (hardware) and data processing (software). The algorithms
and techniques that are used for the processing of the data collected by chemicals sensors
and instruments are closely related to the output of the specific sensor or instrument. For
instance, analytical chemistry instruments produce high resolution spectral signatures,
therefore algorithms that suffer from the curse of dimensionality are not suitable for pro-
cessing the data. On the other hand, arrays of simple, cross selective gas sensors, usually
require more advanced pattern recognition approaches to fully exploit the acquired data.
For this reason, although this thesis focuses on the software aspect of the system, it is
considered useful to provide at least an overview of the sensing technology available and
commonly used in the research community. The main focus of this chapter, however, will
be on the software part of the system, the intelligent processing of information acquired
from chemical sensors in order to detect and identify chemicals of interest. Typically this is
viewed strictly as an identification task; A chemical fingerprint is extracted through some
processing of the sensor data and it is classified or matched against a library of chemical
fingerprints of known compounds.
The detection of chemicals of interest can also be viewed as an anomaly detection
task, rather than a pattern recognition problem. The reason for this is that in a real-time
chemical detection task, the detection of any “out of context” odour. i.e. an anomaly,
can be worth investigating. Moreover there can be unknown target chemicals (without an
existing library entry) in a specific environment, or the target chemicals can be masked.
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The Receptor Density Algorithm [4], which is the anomaly detection algorithm that will
be used here, performs anomaly detection on incoming chemical sensor data, it extracts
signatures for the detected anomalies and then, as a post processing step, matches these
signatures against a library of known analytes.
2.1 Structure of this chapter
In section 2.2 a brief review of chemical sensing technologies will be presented, and in sec-
tion 2.3 the relevant research on chemical detection, seen as an identification problem will
be discussed, along with challenges and limitations related to real-time robotic systems.
Section 2.4 will outline the basic concepts related to anomaly detection, as an alternative
way to treat the problem of chemical detection and relevant work. Last, section 2.5 will
introduce the bio-inspired Receptor Density Algorithm, an anomaly detection algorithm
that has been successfully applied to the detection of chemicals of interest, and will discuss
its advantages and the reasons it has been selected for the work carried out in this thesis.
2.2 Chemical sensing technology for airborne chemicals
Several chemical sensing instruments can be used for chemical monitoring and detection.
Some of the available technologies that are the most commonly used in the literature will be
reviewed in the following analysis. In this thesis only sensing a chemical in its gas phase
is considered. This brief analysis will outline the different categories of sensors, their
principle physics and operating mechanisms, as well as the advantages and limitations
associated with each. Liu et al. present the key gas sensing technologies in [11] and
they use some indicators to evaluate the performance of the available sensors, which are
summarised in table 2.1.
One of the technologies that can be used for chemical sensing is chromatography
and spectrometry. Typically a chromatograph separates a chemical mixture into indi-
vidual compounds. A chromatograph is equipped with an appropriate column in which
the mixture travels. Due to their different properties, the components of the mixture
reach the detector at the end of the column at different rates [12]. A subclass of this
is Ion Mobility Spectrometry (IMS). In this case the mixture that is injected into the
spectrometer is ionised. The transit time of the ions under the presence of an electri-
cal field, as they pass through a drift region is measured [13]. In contrast to IMS, mass
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Indicators used for sensor evaluation
Sensitivity The minimum gas concentration at which the sensor can
detect a chemical. High sensitivity means that the chemical
can be detected even in low concentrations.
Selectivity (or
specificity)
The ability identify and react to a specific gas in a gas mix-
ture.
Response time The time between the increase in the concentration of a gas
and the change in the output of the sensor.
Reversibility The ability of the sensor to return to its original condition
after the detection.
Adsorptive capac-
ity
Surface phenomenon that affects the sensitivity and selec-
tivity.
Miniaturisation and portability.
Energy consumption.
Fabrication cost.
Table 2.1: Indicators used for sensor evaluation, adapted from [11]. Miniaturisation and portability is not
included in the original indicators list, but it has been added here, as it is commonly used in reviews as an
indication of sensor capabilities, especially when in situ or mobile monitoring applications are considered.
spectrometry requires a vacuum and measures the mass to charge ratio of the molecu-
lar fragments [12]. Both IMS and mass spectrometry produce a high-dimensional output
with many channels corresponding to drift times or mass to charge ratios respectively. In
general, gas chromatography (GC) is a highly sensitive and selective, typical laboratory
analytical technique; however, the cost of GC is high, and its miniaturization for portable
application “needs more technological breakthrough” [11].
Optical methods are also mainly based on spectroscopy; the two most commonly
used instruments are infrared (IR) source gas sensors and Raman detectors. IR sensors
can detect gases with unique infrared absorption signatures in the 2-14 µm range [12],
while Raman spectroscopy exploits the vibrational structure of analytes [14]. In [11] it
is pointed out that optical methods have relatively short response times and stable per-
formance in changing environmental conditions, which makes them suitable for real-time
detection tasks. Their application on portable gas sensors is limited, however, due to
miniaturisation issues and relatively high cost.
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When real world field applications are considered, like the detection of explosives and
explosive related illicit materials in soil, water, or as hidden material, common limitations
of the instruments described are that they can be too big, too sophisticated to handle,
or lacking the necessary sensitivity [15]. Another family of sensors that can address such
limitations, uses portable, easy to operate and low cost gas sensors [15]. Gas sensors
operate on the principle that their physical properties are altered in some measurable,
characteristic way, upon coming in contact with specific gaseous chemicals in the ambient
atmosphere [16]. Electrochemical sensors and mass sensors are the two most commonly
used types belonging in this category.
Electrochemical sensors output a single value at one timestep, which corresponds to
conductivity, current or voltage. The common principle is that these sensors are equipped
with a chemically sensitive material, whose interaction with the chemical of interest causes
a change in its electrical characteristics [14]. The chemically sensitive material is selected
according to which gas needs to be detected. Two commonly used types of electrochemi-
cal sensors are metal oxide semiconductors (MOX) and polymer absorption chemiresistors.
MOX sensors sense combustible and reducing gases that interact with oxygen at the sur-
face of the sensors at elevated temperatures; this interaction causes a change in resistance.
Polymer absorption chemiresistors measure the change in resistance that is caused by the
absorption of an analyte into a polymer film [14]. MOX have several advantages, such as
low cost and high sensitivity. Moreover, they have a long lifespan and some tolerance to
changing environmental conditions [16]. Nonetheless, they operate on a high temperature,
which increases their power consumption and they have long recovery period, which can
limit their use in real-time applications [11]. Polymer sensors can detect some inorganic
gases and Volatile Organic Compounds (VOC) which can be hazardous to humans, that
cannot be detected by MOX sensors. Their advantages include high sensitivity, short
response time and low power consumption, as they operate in room temperature. Their
disadvantages are long term instability, irreversibility and poor selectivity.
Finally, mass sensors measure the mass of materials that stick to the surface of the
device. Main examples of this category are the Surface Acoustic Wave (SAW) and the
Quartz micro balance (QMB) sensors [13]. SAW sensors are small, low power sensors with
high sensitivity, but have limited selectivity and can react strongly to water vapor [12].
QMB sensors have a rapid response and short recovery time, also low power consumption
and long term stability and lifetime [16]. Their limitations include comparatively low sen-
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sitivity to the target gas, poor signal to noise performance and sensitivity to variations in
humidity [16]. Both electrochemical and mass sensors show limited selectivity and cross
selectivity. To address that, but also to increase the information content of these sensors,
it is very common to combine more than one of them (each one designed for a different
analyte) in a sensor array.
The sensors and instruments described above, especially the simpler devices (electro-
chemical and mass sensors) are not totally selective, i.e. they do not respond to a single
chemical compounds, ignoring all the rest. Moreover they are sensitive to changes in the
environment and conditions such as humidity and temperature. The coupling of chemi-
cal sensors or instruments with pattern recognition, or anomaly detection approaches can
increase their detection capabilities, and it is studied in the next section.
2.3 Chemical identification/classification
After the selection of the appropriate sensors or instruments for the problem at hand, the
processing of the data collected by the sensors follows. This is commonly treated as an
identification, or classification problem. A chemical signature, or fingerprint is extracted
from the sensor data, and then it is matched against a library of signatures of known
compounds. The development of detection algorithms is directly related to the instru-
mentation and factors such as the dimensionality and modelling complexity of the data.
In this section the basic families of approaches both for spectral data and sensor arrays are
reviewed, along with robotics applications that use machine olfaction (chemical sensing).
Shaffer in [17] outlines 6 requirements for pattern recognition algorithms that are part
of a chemical detection system. These are: (1)High accuracy - for field measurements
and safety and security applications low false alarm rate is required for ideally no missed
classifications. (2)Speed - especially if real-time analysis is needed, computationally in-
tensive algorithms may not be suitable for this application. (3)Simple to train - when
the library is expected to be updated, the classifier will need to be retrained. (4)Low
memory requirements - for field portable sensor application, where the algorithms might
be implemented in micro-controllers with limited memory resources. (5)Robust to outliers
when running on unknown, uncontrolled environments the system should only recognise
what it is trained for and not produce high false positives, by misclassifying noise or new
ambiguous sensor signals. (6)Measure of uncertainty - confidence measure associated with
each classification.
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2.3.1 Using spectrometry and/or analytical chemistry
Chemical detection methods that use data gathered from spectrometers can employ one
or a combination of the following to extract knowledge about chemicals of interest: do-
main specific analytical chemistry methods, statistical techniques, or pattern recognition
methods / machine learning methodologies. In [18] two approaches are compared, a pure
analytical, domain knowledge based classifier and a chemometric classifier. The applica-
tion is the classification of aerosol data obtained through GC-MS, a common pairing of
Gas Chromatography and Mass Spectrometry. A domain knowledge classifier is a group
of classification rules set manually by a domain expert. These rules are based on the
presence and/or relative intensity of characteristic masses in the mass spectra recorded
for each peak or relevant retention times. A chemometric classifier uses statistical meth-
ods for spectral transformations and analysis. For the chemometric classifier used in [18]
weighted sums of spectral features, or combinations of spectral transformations are thresh-
olded and used to classify the data. The difference is that training data and multivariate
statistical analysis, instead of expert knowledge, is used to determine the optimal weights
or the optimal transformations in order to identify a specific class. Comparing the perfor-
mance of the two, they conclude that expertise and domain knowledge can lead to accurate
and efficient classifiers, especially in the case of well defined classes, and is often the easiest
strategy to implement; it does not require analysis and training to determine the equation
forms and classification thresholds, as does the chemometric classifier. On the other hand
chemometric classifiers achieve comparable performance and they have the advantage of
not requiring expert knowledge; additionally, they can prove beneficial when it is unclear
which mass spectral characteristics are important to distinguish a specific compound class.
It is added that the combination of the two provides an even better method of reducing
manual evaluation of spectra and increase confidence in the classification.
Using domain specific and specialised spectral decomposition methodologies has an
important disadvantage; it limits the generalisation of the system. The system is very
specifically designed to deal with limited classes and compounds related to a particular
application and it relies on data interpretation from a human expert. Varmuza et al.
in [19] argue in favour of statistical, chemometric techniques over domain specific analyt-
ics. They note that the GC-MS combination is powerful but the interpretation of the huge
amount of data which is typically produced during a GC-MS analysis poses a challenge,
as does the fragmentation process of the ions occurring in a mass spectrometer, which
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is too complex to be modelled comprehensively. A statistical approach can be used to
develop algorithms that recognise the presence or absence of certain substructures from
a low resolution mass spectrum. This paper introduces software that allows the use of
chemometric mass spectral classifiers that can indicate some of the substructures that are
present or absent in the molecule of interest. It is suggested that the purpose of computer
assisted spectra interpretation is to support the non-specialist to automate some parts of
data evaluation rather than replace human experts.
Gardner et al. in [20] propose a robot-based Raman detector for chemical, biologi-
cal and explosive chemical agents, using a combination of analytical methods and basic
pattern recognition. Raman spectrometry, which reveals the molecular composition of ma-
terials, extracts multiple spectra for one sample. If the variability of the spectra indicates
a mixture, an un-mixing algorithm identifies its components; if not a mean spectrum is
used as the descriptor of the sample. Either the mean spectrum or the components are
matched against a library of known signatures using Euclidean or Machalanobis distance.
This method is tested on only four target compounds and some mixtures of those, which
makes it very specifically tuned for the detection of only a few targets. Additionally, in the
setup proposed, they guide the sensor to the sample (no continuous sampling/monitoring)
and the sampling/processing phase takes up to 10 minutes. Although this can be used
if only specific, identifiable targets are to be assessed, it limits the continuous detection
scenario.
Feature extraction - dimensionality reduction. The high dimensionality of IR spec-
troscopy, mass spectroscopy and gas chromatography can seriously limit their application,
as the analysis of pattern vectors of 100 or more dimensions is often required [17]. Conse-
quently, reducing the dimensionality in spectral data is a common element of the detection
algorithms. A common approach that addresses this issue, is dimensionality reduction or
feature extraction. The opinion of computerisation of spectral analysis and solutions that
remove or limit the necessity of using domain specific techniques and experts is shared
by Praisler [21] and extended to the problem of reducing the dimensionality of spectral
data. In [21] Principle Components Analysis (PCA) is used for feature extraction from
GC-FTIR (Gas Chromatogrphy - Fourier Transform Infrared Spectroscopy) data. The
principle components are determined using training samples, associated with known iden-
tities. Then, a SIMCA (Soft Independent Modelling of Class Analogies) classification is
13
Chapter 2: Detection and Identification of Chemicals of Interest
initiated: the class boundaries are modelled based on the similarity of the samples within
the class, taking into account the Euclidean distances between the class members in resid-
ual PC space, instead of the original feature space. The resulting system is applied in
forensic toxicology, to discriminate between illicit amphetamines and legal compounds. It
is highly specific and sensitive, achieving a classification rate of 93.92% , while it is argued
to be an inexpensive, rapid and easy approach that does not require extensive training.
In [22] IMS is used to detect VOCs that correspond to lung cancer, from breath anal-
yser samples. After some pre-processing and spectra correction, statistical methods are
used to analyse the obtained sample spectra. A merging regions algorithm, typically used
in image segmentation, is used to discriminate and localise the different peaks and then
the peak positions are clustered. This peak pattern analysis produces a feature vector
for each sample of 23 VOC peak variables. Using this feature vector, linear discriminant
analysis (LDA) is used to find a linear combination of features which characterizes or sep-
arates two or more classes. Breath analysis by IMS, using 23 discriminating peak regions,
provided an excellent classification rate in patients with lung cancer and healthy controls.
One limitation of this approach is that the number of discriminating peaks needed is likely
to rise, if more classes are added (for instance subclasses of non-healthy patients).
Bio-inspired methods (ANNs and AIS) for chemical detection. An approach
often used for detection and classification tasks is Artificial Neural Networks (ANNs).
ANNs is a paradigm inspired from biology, which is used in machine learning, typically as
a pattern recognition or classification scheme [23]. An ANN comprises of a set of nodes
called neurons, which are simple processing units and a set of connections between them.
The connections are associated with weights, which determine the degree of participation
of a neuron’s output to the rest of the network’s calculations. A subset of neurons act as
input nodes, and another subset that act as output nodes. Typically a neural network has
to learn a mapping between the input and the output, by iterating through a training set,
until the error between the network output and the target output is minimised. Similarly,
Artificial Immune Systems (AIS) is another bio-inspired paradigm which can be used for
detection and/or identification. AIS is inspired by the mechanisms of the immune systems
for recognising and handling threats [24].
When processing chemical spectra a very popular approach that moves further away
from domain specific data processing is Artificial Neural Networks (ANNs). In [25] a feed
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forward neural network trained with the back-propagation algorithm is used to classify
chemicals into chemical classes after applying a set of pre-processing steps to the spectra.
In [26], ANNs are used to detect hazardous materials hidden by innocuous materials. The
spectra come from a simulator of the gamma prompt neutron activation analysis and the
dimension of each spectrum is lowered through binning to 100 spectral bands. After being
trained for the recognition of 19 unadulterated materials, the network is presented with
samples of C4 hidden among other materials, such as silk and rubber and it manages to
identify the presence of the explosive. This is mainly attributed to the characteristic pres-
ence of carbon and nitrogen in the C4-containing mixtures, which raises concerns as to
how well this approach could generalise for other hazardous materials with less distinctive
signatures.
Artificial immune systems (AIS) also find application in chemical identification. For
such applications the most appealing property of the immune system is that it maintains
a population of constantly evolving detectors (antibodies) that can identify known and
unknown foreign agents (antigens). In [27] an immune-genetic approach is used for the
identification of spectra (of single products or mixtures), through their binary, binned rep-
resentations. The system involves evolving a population of specialists (detectors) for each
chemical product, so that they match only the compound for which they are evolved and
not the normal state of the spectrum, or spectra generated by other chemicals. During
runtime a compound (an antigen) will be matched against all specialists (antibodies) and
is associated with one or more (if it is a mixture) products, while if a peak of the spectrum
remains unassigned, the compound is considered unknown and a new population of spe-
cialists is evolved for it. The algorithm is tested on mixtures, whose composition it is able
to identify, especially as more specialists are assigned to each product. Because multiple
detectors are assigned to every class, this approach can be challenged with the addition of
many classes, in terms of both memory and computation requirements. A similar immune-
genetic approach is used in [28] combined with a multilayer network strategy for the online
classification of chemical spectra. The highest layer is responsible for the constant evolu-
tion of specialists (antibodies), which act as prototypes for non-self elements (in general
and not for specific agents as in [27]), using principles from the domain of AIS. This level
periodically distributes the new specialists to the lowest level and is also responsible for
other actions like suitable sensor selection and the combination of decisions and feedback
from the lower layers. The detection takes place at the lowest level where the sensor inputs
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are matched against the library of antibodies. Results indicate that the detection rates
depend on the number of chemical compounds that need to be detected [28] [29], as more
generalised antibodies need to be evolved for multiple targets; this poses great challenges
in complex detection tasks.
2.3.2 Sensor arrays - electronic noses
A very common tool used in chemical detection and especially in the detection and identi-
fication of VOCs is the electronic nose, the combination of a gas sensor array with pattern
recognition algorithms. An electronic nose performs odour detection, mimicking the hu-
man olfactory system and it is a rapid, inexpensive alternative to instrumental, analytical
methods, such as spectrometry techniques, that are often expensive and require trained
personnel [30]. Moreover, sensor arrays produce signals of lower dimensions, typically 3-
16 features, which corresponds to 3-16 sensors; therefore it is easier to process by pattern
recognition algorithms, compared to spectral data [17].
Every sensor in the array senses the concentration of a specific gas in the ambient
atmosphere and converts it into an electrical signal. The signals from all the sensors form
an output pattern, the fingerprint or signature of a chemical agent. This serves as input
to the pattern recognition algorithm after possibly passing through some pre-processing
stages such as feature extraction (the use of one or more transformation of the input to
produce new salient features) and data normalisation. Typically the sensor array must
be exposed to all the target odours, so that a library of signatures can be created. This
library serves as the training set of the pattern recognition algorithm.
A general review of pattern recognition algorithms that are used in electronic noses is
presented in [30], along with sensor selection principles and strategies. Bicego et al in [31]
support that the algorithmic part of the electronic nose is a very important component
as it determines the selectivity of the instrument, especially when dealing with device
miniaturisation; hence a flexible calibration and recognition tool is needed. To this end
they compare the kth Nearest Neighbour algorithm and artificial neural networks (ANN),
as well as several dimensionality reduction techniques, that reduce the computational
complexity. The best performance is achieved through an ANN trained using a Reactive
Tabu Search (RTS) strategy, while for dimensionality reduction, Discriminant Analysis
(DA) has been shown to reduce computational complexity (important in miniaturisation),
without substantial information loss. An electronic nose is coupled with Support Vector
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Machines (SVM) in [32] for the task of odour recognition. Since the SVM is tradition-
ally used to find the optimal hyperplane separating two classes, several SVMs have to be
trained to distinguish one class from all the rest. Recognition is then performed using
the leave-oneout procedure. While the results compare favourably to two neural network
approaches, the proposed system could be challenged as more target classes are added to
the problem description. More SVMs would need to be trained (and possibly kept up to
date) in such a case, increasing the computational complexity.
On the basis of the requirements for pattern recognition algorithms summarised in
the beginning of the section, Shaffer in [17] compares 7 pattern recognition algorithms:
Nearest Neighbor(NN), Mahalanobis Linear Discriminant Analysis (MLDA), Bayes Lin-
ear Discriminant Analysis (BLDA), SIMCA, Back Propagation trained ANNs (BP-ANN),
Probabilistic Neural Networks (PNN) and Learning Vector Quantization (LVQ), on sim-
ulated and real data collected with a four to six SAW sensors array. Overall, the best
method is found to be the BP-ANN, whose main drawback is that it involves numerous
parameters which leads to long training times. Generally the non-linear methods are more
suitable, because chemical data is typically non linear. Algorithms that perform compa-
rably well are the LVQ, which only fails in associating a classification with a confidence
measure, and the PNN which trains fast, but has high computational requirements for
prediction. Continuing this study in [33] the improved PNN (IPNN) is proposed, a combi-
nation of PNNs and LVQ. The PNN models the whole training vector space by assigning
every training pattern vector to a hidden layer node. The class of every test pattern is
then predicted by propagating the test vector through the network and estimating the
posterior probability of every class. This makes the PNN slow as it compares a new pat-
tern against the hidden layer, i.e. the entire training set. The IPNN improves on this
by using the LVQ algorithm to compress the hidden layer to a set of reference vectors.
Further improvements concern the streamlining of the training of the IPNN, and param-
eter selection through a combination of rules of thumb and automated processes. The
IPNN compares favourably with the results of the other pattern recognition methods, on
the same datasets. It performs better than PNN, because it greatly reduces memory and
computation requirements; the hidden layer is reduced to 15% its size. Also the IPNN
performs slightly better than LVQ and it provides a confidence measure, which the LVQ
was lacking. Additionally an outlier rejection strategy has been implemented, where an
outlier is defined as a sample that the network does not know how to classify. The network
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manages to recognise as outliers, samples from classes that it was not trained on, with
only 0.3% FPrate. However, the parameters for this strategy are somewhat arbitrary and
application specific and have to be set by the user.
The combination of a sensor array and a neural network is common in the litera-
ture [34]. In [35] a neural network model, the Self Organising Map (SOM), is combined
with fuzzy logic (FSOM) for the classification of 15 chemical agents, i.e. the SOM is trained
to learn a set of fuzzy classification rules. The network is trained with 6-dimensional la-
belled data of all classes, and exhibits very high classification accuracy, when compared to
other approaches such as the nearest neighbour classification and an LVQ network. This
is mainly due to the way the decision border between output classes is treated in FSOM.
However a large volume of correctly labelled training data is required and there is no
suggestion for updating or retraining the network in case more agents need to be added to
the library or if the signatures of the existing entries change (for example due to environ-
mental reasons). Fuzzy rules and a self organised network are also coupled in the fuzzy
ARTMAP algorithm, which is used for the detection of four different explosives in [36]
and compared with a support vector machine (SVM) which learns through maximising the
margin of a hyperplane that separates the output classes. The feature sets come from an
array of 4 fluorescent polymer sensors and consist of the change of the response of a sensor
upon exposure to the target analytes. The performance is similar for the two algorithms
and generally the task of identifying 4 analytes is successful, but it highly depends on the
duration of the exposure of the sensor array to the analytes; at least 5 seconds are needed
in the case of noise free data, and at least 10 seconds when Gaussian noise is added. This
could be a problem in real-time detection and noisy environments or in case where more
analytes need to be distinguished.
2.3.3 Sampling and measurement challenges related to mobile robotics
applications
The last two subsections provide an insight into current research in chemical detection,
which has been extensive. However, the majority of the systems that have been developed
are aimed at static and mostly lab based identification of chemicals. What both the in-
strumental and e-nose reviewed work have in common is that they deal with identifying
or classifying specific chemicals from a dataset that contains samples of various chemicals
that have been collected under identical conditions, in a controlled lab environment and
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under an explicit data collection/measurement protocol. The measurement protocol often
includes three phases: the exposure of the sensor array to a reference gas, then the prepa-
ration and delivery of an analyte to the sensors, and then cleaning the sensor with fresh
air. This protocol can improve the recognition of chemicals, but it limits the use mainly
to oﬄine analysis approaches, where the sample can be taken to the lab. In robotics
applications, such approaches are limited; an example of controlled chemical detection in
robotics is [20], where essentially, the robot is viewed as a vehicle to bring the instrument
to a specific target sample, instead of bringing the sample to the instrument, without con-
sidering continuous monitoring or real-time requirements (the detector had to be aimed
to a specific target and the measurement lasted 10 minutes). However, real-time, weight
and power restrictions, makes this sample handling approach infeasible for application on
a mobile robot [16]. In addition to that, the fact that the features that are used for the
classification of chemicals, are not extracted from a continuous time-series, but from a
sample corresponding to a controlled, well defined measurement, hinders the application
of this work in online detection scenarios.
2.3.4 Chemical sensing for mobile robots
Until recently, artificial olfaction as part of robotic applications had not been addressed to
a great extent, partly because of technical limitations. However, as sensing technology is
being developed, chemical sensing robots become possible, by integrating a robotic system
equipped with suitable sensors and software strategies for chemical detection and other
related tasks [37]. As Lilienthal et al. note in their review [16], most of the mobile-robot
chemical sensing systems deal with the problem of chemical source localisation, which can
be decomposed to three subtasks: gas finding, gas source tracking, and gas source decla-
ration. Although the majority of publications deal with gas source tracking, the other two
tasks are equally important, not only as part of gas source localisation, but in their own
right as well. Gas finding, which is of interest in this work, is needed when the presence of
a chemical of interest has to be detected, either to initiate the tracking or in a stand-alone
surveillance/monitoring application.
Lilienthal et al. [16] claim that gas finding can be reduced to a suitable exploration
strategy and then setting a threshold for the detection of the desired concentration of a
target chemical. Ishida et al. [37] notes that the detection of the chemical plume is straight-
forward, because the chemical sensors of the robot do not respond until they come into
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contact with the chemical to be detected/traced. However, the underlying assumptions
behind these arguments are: uncluttered, controlled environments, well defined classes
of chemicals, and highly sensitive and selective sensors. In reality, sensors are cross se-
lective to multiple agents -as discussed in section 2.2. Some of these agents might be
part of the background, or there may be other agents different than the target analyte in
the area. Therefore, more sophisticated techniques for detecting chemicals of interest are
needed, like the ones presented in the previous section. The detection strategy needs to
account for changing environmental conditions, noise, multiple possible targets, unknown
chemicals of interest. Factors to be taken into account when designing a robotic chemical
detection system include the integration of chemical sensing systems to mobile platforms,
ensuring high sensitivity, quick and robust response and the ability to detect a number
of different chemicals [16]. Also, for in situ, real-time detection the data coming from
the sensors are a time series, and there are some data streaming issues to be considered
as well. The main are: handling continuous flow, online processing, limited memory us-
age, restricted processing time, change detection and minimising energy consumption for
embedded applications [38] [39].
Relevant work
Vembu et al. in [40] present an SVM approach for identifying and locating chemicals,
which uses domain specific kernels that exploit the temporal dependence of time series.
Every sample is expressed as an 8 dimensional timeseries, obtained from a controlled
three-phase measurement from 8 MOX sensors. Three groups of SVMs are examined: the
first is the baseline that uses no temporal information, but treats the whole timeseries as
a single feature vector. The second group, first fits the timeseries in a dynamic model and
uses the features of the model as the input of the SVM kernel. The third group is the
time series kernels, which use the error made by a model on two samples over different
model parameters, as input to the kernels of the SVM. A multiclass SVM is trained us-
ing the one-vs-one strategy. The best performance is found with the time series kernels
(group3), which are computationally more expensive but have very good performance and
it is argued that powerful classifiers can be trained given large amounts of data. In fact the
dataset they have used is extensive and has been collected over a three month period (684
measurements). However, the existence of large amounts of data for every chemical that
can be of interest in a field application can be challenging. Moreover, the training pro-
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cess and parameter selection (hyper-parameters of both the SVM and the feature/kernel
algorithm) can be time consuming, as some of the parameters have to be fine-tuned and
others determined by cross-validation. If re-training is required, due to some environmen-
tal change, or addition of new classes, this could be challenging, as a new large enough
training set cannot be collected on the spot and training would take too long to do online.
Even though the temporal factor has been considered, every sample is measured in a con-
trolled setup with the minimum time of exposure of the sensor being two minutes. The
problem with this, is that it limits the plausibility of continuous monitoring deployment,
as this does not correspond to continuous, unstructured measurement situations. Even if
a real-time system performs detection by alternating sampling - identification cycles, a 2
minute time series sample is arguably too long for real-time detection.
An attempt to address continuous and real-time applications is presented in [41]:
it is argued that even though good results have been achieved with controlled sampling
approaches, these are of limited use in cases where continuous monitoring and sampling
the environment over extended periods of time is needed (for instance pollution moni-
toring, or industrial process monitoring); this is a problem to which little attention has
been given. In their work a sensor array mounted on the robot, is directly exposed to
the environment and analysis is based only on the transient information in the signals
instead of the steady state of controlled sensor measurements. The difference between the
two is illustrated in figure 2.1. In order to process the continuous signal, s, a segmenta-
tion methodology is proposed, where every segment is identified, using the first derivative
(ds/dt), as one of three phases: baseline, rise and decay phase (segmentation is also shown
in figure 2.1). The baseline phase is used for signal correction, while the rising and decay
phases (sub-timeseries) are used as inputs for the classification. The input timeseries /
transient phases undergo feature extraction and then they are used to train an SVM and
an RVM (Relevance Vector Machine). The RVM is functionally identical to the SVM,
but provides probabilistic classification. This allows for the association of a confidence
measure with a classification, which is important because of the possible sub-optimality of
the segmentation step, but also because it allows for a rejection class to be implemented
for samples with no definitive identity. Both the SVM and RVM are evaluated for all
combination of feature extraction, baseline correction and data normalisation methods.
In general the SVM performs better that the RVM (classification rate of up to 94.3% vs
84.7%). Using the rejection threshold decreases the classification error rate of the RVM
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Figure 2.1: Example of signal collected using the three phase sampling process versus continuous sensing,
adapted from [41]. In both figures the response from five MOX gas sensors is visible. Upper: example
of signal collected using the traditional three phases sampling process: 0 baseline, 1 transient, 2 steady
state, 3 recovery. Lower: example of signal collected continuously with the mobile robot in an uncontrolled
environment. At the start of the signal the segmentation phase is noted: asterisks correspond to parts of
the signal that have been segmented as rise phase, while diagonal crosses indicate the recovery phases.
and increases its performance to SVM levels. The RVM has the added advantage of faster
prediction because it uses a sparser representation compared to the SVM. This is a good
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step towards continuous monitoring, however, if the whole rise or decay phase, or both, is
needed for classification, obtaining the whole segment can take several seconds, which is
a drawback for real-time detection.
2.3.5 Limitations
The research presented in this section deals with detecting a number of chemicals, typically
from data collected under a lab controlled protocol. A variety of methodologies for the
recognition of chemicals has been reviewed. Following the requirements set by Shaffer,
they vary on the accuracy, and speed requirement. However, a lot of them face a few of
the same challenges. Pattern recognition algorithms which are typically used for chemical
detection, are often challenged, when real-world applications are considered, in a few
aspects:
• The algorithms are usually limited to a small number of classes/chemicals that can
be detected and the addition of a large number of classes can be problematic. In
some network approaches, the increased output class space can be challenged both
by memory restrictions and complexity of the prediction phase. In SVM approaches,
multiple SVMs have to be trained to separate all classes, either on an one-vs-one
basis or an one-vs-all basis. Additionally, as more classes are added, more training
data is needed. The acquisition of sufficient amounts of data for all classes may be
complex and time consuming.
• When a chemical detection system is deployed in an unknown environment there
can be chemicals other than those included in the training library, that might be
of interest. As only specific chemicals are included in the training, there is the risk
that analytes of interest can be misclassified or missed. Additionally, the signatures
of known chemicals can change or appear different than the library entries, either
because they are masked (intentionally or not) by other compounds, or because
of sensor imperfections or changes in the environment (e.g. different temperature,
humidity levels, addition of new background chemicals - more on this is discussed
on Chapter 3).
• It is hard to expand the library of known compounds and add chemicals online, as
the training is time consuming and on occasion complex - not meeting the simple to
train requirement set by [17].
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• A common limitation, which has been widely acknowledged, is that the detection
of chemicals needs to be extended to cases where there are other chemicals in the
background. In this case a target chemical needs to be distinguished from a multitude
of analytes which are considered “normal”, or of no particular interest.
Some of these challenges can be at least partly addressed if the problem is treated as
an anomaly detection problem. Concepts associated with anomaly detection, the basic
approaches for anomaly detection and relevant to chemical detection work will be reviewed
in the next subsection.
2.4 Chemical sensing as anomaly detection
Anomaly detection aims at finding observations that are different in relatively homoge-
neous, large amounts of data. Anomalies are defined inside the context of the normal
class, so assuming that the detection algorithm is trained on sufficient “normal” data, it
will be able to detect any number of chemicals that cause a sensor response that deviates
from the normal chemicals that exist in a specific environment. In a dynamic unknown
environment, it is argued that a chemical agent detection system, should primarily detect
anomalies and as a second, post-processing step, classify or recognise them.
An anomaly can be defined as an instance in a dataset that significantly deviates from
the majority of the data, which can be considered to be normal, “a pattern in data that
does not conform to a well defined notion of normal behaviour” [42]. Generically put, in a
system an anomaly is any kind of event that is not expected and is inconsistent with the
normal and known behaviour of the system. The problem of anomaly detection can be con-
cisely expressed in the following: given a system that can be described by a series of vectors,
Xi, at a given instance i, with n features or attributes S = {Xi|Xi = {xi,1, xi,2, ..., xi,n}},
anomaly detection research aims at establishing a consistent method that will detect any
instance Xan = {xan,1, xan,2, ..., xan,n} that cannot be considered a normal or expected
expression of the system.
Anomaly detection is also often referred to as novelty detection, outlier detection, de-
viation detection, exception mining or even more domain specific names as fault detection
and misuse detection, which are all considered to be fundamentally similar concepts [43].
Even though the terms novelty detection and outlier detection are often used interchange-
ably to anomaly detection, these are not always considered to be completely identical
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tasks. The main difference is in the post-processing of the anomalies, novel events or out-
liers; i.e. the strategy concerning how the events or anomalies are to be handled once they
are detected. An anomaly can be recognised, classified or retained with an appropriate
label. An outlier can be expunged from future processing. Novelty detection usually aims
to incorporate the novel patterns into the normal model [42]. In any case, the tasks are
very closely related, since the core problem is the detection of an anomaly/novelty/outlier,
and they will be studied here under the same context.
Detecting anomalies entails the identification and modelling of a bounded region of
normal behaviour and classifying observations that deviate from that model as anoma-
lous. This task can be challenged in a number of ways, some of which are discussed by
Chandola et al. in [42]:
• The boundary between normal and anomalous behaviour is rarely precise in realistic
situations
• Malicious activity can make an anomaly seem normal
But even if a clear boundary between normal and anomalous behaviour is assumed to
exist:
• The normal model is subject to constant change and evolution
• A normal model is hard to construct due to the limited availability of training and
validation data
• There are domain specific requirements and limitations
• Noise can affect the classification decisions
There are many different formalisations and definitions of anomaly detection, and related
concepts. For instance Chandola et al. classify anomaly detection approaches into 6
general categories: Classification-based, Nearest neighbour-based, Clustering-based, Sta-
tistical, Information theoretic and Spectral. A good review of anomaly detection work is
also presented by Markou and Singh in [44] [45], where the problem of novelty detection
is treated as a requirement for a classification or identification scheme, since a machine
learning system can never be trained on all possible target classes and objects that it
might encounter on runtime. In their review anomaly detection approaches are classified
under two categories: statistical or neural approaches.
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In this review a more high level presentation is followed, categorising the anomaly
detection approaches into three fundamental categories/types, as outlined in [43]. This
taxonomy is also illustrated in figure 2.2.
Type 1 approaches determine the outliers with no prior knowledge of the data,
typically through unsupervised clustering. The data is organised into one or more
clusters and an observation is classified as an outlier if separated from the formed
clusters. These techniques usually treat the data as a static distribution and require
all the data to be available before processing. However, it is argued that “once the
system has a sufficiently large database with good coverage, then it can compare
new items with the existing data” [43].
Type 2 approaches model both normality and abnormality (typically supervised
classification) and require labelled data of both classes, normal and anomalous. Some
of the problems with type 2 approaches are that the data is typically considered
static and the classifier needs to be retrained if the distribution shifts (unless an
incremental classifier is used). Moreover, the training data should cover a broad
enough space to allow for good generalisation.
Type 3 approaches typically model normality only and are analogous to semi-supervised
recognition or detection, as the detector is trained on normal data but needs to recog-
nise anomalous ones. This class of techniques is commonly referred to as novelty
detection. It is suitable both for static and dynamic distributions and can be imple-
mented in an incremental way. However, for successful generalisation, the full gamut
of normality needs to be available for training.
Several different strategies have been developed for detecting anomalies, some of which
will be reviewed in the following subsections. Existing anomaly detection work from
all the categories will be reviewed, not restricted to chemical sensing, as the research
that treats it explicitly as an anomaly detection (and not identification) problem is not
extensive. Instead the focus will be anomaly detection methodologies, and relevant work
from chemical detection will be discussed where appropriate.
2.4.1 Anomaly detection evaluation
Before reviewing some of the anomaly detection methodologies, it is worth presenting
some of the metrics commonly used to assess anomaly detection algorithms. An anomaly
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Figure 2.2: Types of anomaly detection systems. Type 1 performs some form of unsupervised clustering
on the raw sensor data. Type 2 is supervised training, typically of a classifier that is trained using labelled
data from all the anomaly classes, as well as normal training data. Type 3 is semi-supervised, as only
normal data is used to train a model of normality and declare samples that deviate from that as anomalies.
detection algorithm is susceptible to two types of errors:
• Type I error: this error occurs when an input vector is declared anomalous, when
in fact it reflects normal behaviour. This type of error is commonly referred to as a
false positive, false detection, or false alarm.
• Type II error: this error occurs when a input vector that reflects abnormal activity
is falsely classified as normal. This type of error is referred to as false negative or
absence of alarm.
In detection and classification problems, the confusion matrix is a visual and concise
way to represent the correctly detected/classified items, in relation to the misclassified
ones. For the purposes of this, anomaly detection can be viewed as binary classification,
i.e. the classification of examples into positive (anomaly) or negative (normal). For binary
classification the confusion matrix is given in figure 2.3.
The confusion matrix summarises the output of a detection algorithm that classifies a
set of data points into positive (anomalous) or negative (normal). In anomaly detection, a
false positive (FP) is a normal instance that is falsely detected as an anomaly and a false
negative (FN) is an anomaly that has been classified as normal, i.e. it has been missed.
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Figure 2.3: Confusion matrix for the binary classification case.
True positives (TP) and true negatives (TN) are data points that have been correctly
classified as anomalies, or normal instances respectively. The goal is to maximise the true
positives, while false positives and false negatives are kept to minimum. Metrics related
to these concepts and typically used are the following:
TP rate =
TP
TP + FN
(2.1)
FP rate =
FP
FP + TP
(2.2)
FN rate =
FN
FN + TP
(2.3)
Accuracy =
TP + TN
TP + TN + FP + FN
(2.4)
MCC =
TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
, (2.5)
where MCC is the Matthews Correlation Coefficient. In anomaly detection problems, the
number of negative, i.e. normal, examples in a dataset, or a time series is usually sig-
nificantly higher than the positive examples and the expected values of FP and FN. A
measure that can be more informative in that case is the precision which quantifies how
many of the detected anomalies are true anomalies (2.6). The detection rate can also be
used, which is the number of detected anomalies over the total number of labelled (posi-
tive) examples (2.7).
Precision =
TP
FP + TP
(2.6)
Detection rate =
TP
TP + FN
(2.7)
For the case of classification, e.g. when a detected anomaly is classified in one of N
available classes, the classification matrix is an NxN matrix. The element cij represents
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how many data points that actually belonged in class j have been classified into class i.
The ideal classifier would produce a confusion matrix with non-zero elements only in the
diagonal, cii. The classification accuracy is the number of correctly classified data points
(the sum if the elements in the diagonal) over the total number of labelled data points.
2.4.2 Anomaly detection methods
A lot of diverse approaches have been developed for anomaly detection. Here a few key
approaches are reviewed from the three categories outlined earlier (section 2.4), including
but not limited to chemical detection applications.
Type 1 - no prior knowledge of the data
This family of approaches does not use labelled information about the data. It classi-
fies and clusters the data, considering examples that are not sufficiently represented, as
anomalies.
Using an auto-associative ANN paradigm, Crook et al. [46] choose a Hopfield network
to perform online novelty detection on a mobile robot application. This selection is based
on the observation that the calculation of the energy of a Hopfield network is very simi-
lar to the calculations made in a spiking neural network model, which actually replicates
the novelty detection neurons. The Hopfield auto-associative network is a fully connected
recurrent neural network that achieves familiarity discrimination (the term here is used
similarly to novelty detection) by comparing the energy of the network when presented
with a pattern against some threshold. Generally known (familiar) patterns give low en-
ergy, while novel patterns cause high energy. The experimental set-up consists of a robot
equipped with a camera, which has to learn its environment, in this case a gallery of pic-
tures, through a Hopfield network and detect novel elements that are added to the gallery.
Learning and detection phases are alternating and new elements are added at every cycle.
The goal is to determine whether the novel pattern can be detected and whether it can
then be learnt. The Hopfield network detector is indeed shown to be able to detect novel
elements and incorporate them in the learnt model in only one cycle. However, the main
problem with this is that it is not as sensitive as other approaches, and in fact the more
patterns that are learnt by the Hopfield network, the bigger the change that is necessary
in order to considered a pattern novel.
An unsupervised anomaly detection approach using Artificial Immune Systems (AIS)
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is presented in [47] to address the problem of not having correctly labelled or purely
normal data available. Here an evolutionary artificial immune network algorithm, aiNet,
proposed by De Castro [48] is used, which simulates the immune network response to
antigenic stimulus. The main idea is to use an evolutionary artificial immune network to
compress unlabelled training data to a network of detectors and then perform clustering
analysis on this obtained network. The latter entails identifying the clusters on the formed
network. New data is classified based on these clusters: if the new point is close enough
to the heavily populated, “normal” clusters, it is considered normal, otherwise it is an
anomaly. The algorithm is used on an intrusion detection problem (computer network
security), which is a very commonly addressed anomaly detection task. The parameters
are set experimentally and the algorithm’s performance is evaluated with respect to the
detection rate and the false positives rate; it is found to outperform existing approaches,
as the detectinaon rate is higher for similar false positive rates and vice versa and the de-
tection of unknown threats is also higher. However, the algorithm has a lot of parameters
and thresholds that have to be finely tuned or predefined, which makes it difficult to use
in different problems or data. Moreover, if the background distribution, i.e. the network
behaviour that is considered normal, changes, the network would have to be retrained.
A chemical sensing anomaly detection approach is presented in [49]. The data coming
from a gas chromatography ion mobility spectrometer (GC-IMS) have two parameters, the
GC retention time and the IMS drift time, which allows them to be cast as an image and
be analysed with image processing tools. Statistical signal processing is used to enhance
the image and the Reed Xiaoli Detector (RXD) from the domain of hyperspectral imaging
is applied to extract unknown targets that are spectrally distinct from their background
(Mahalanobis distance is used to this end). However, each sample is collected over a
60 second period, which limits the possibilities for using such an approach in real-time
applications.
Type 2 - modelling both the normal and the anomalous class
A two class classifier, the SVM, is commonly used for anomaly detection. A Support
Vector Machine (SVM) typically operates in two class classification problems and tries to
identify a boundary that separates the two classes. The desired boundary is a hyperplane,
defined by a subset of the training data, the support vectors, that maximises the margin
between the two classes. In [50] SVMs are used for intrusion detection, in the domain
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of computer security, outperforming ANNs. The disadvantage of this approach is that a
labelled set of both normal and anomalous behaviour is needed, which is not straightfor-
ward to obtain.
The importance of training data is also demonstrated in [51]. In this comparative
study on the application of ANNs for anomaly detection, the Multi Layer Perceptron
(MLP) ANN, a very popular supervised ANN algorithm that learns an input-output map-
ping, is tested under the two class classification paradigm. When data both for the normal
and the anomalous class is available then the MLP is trained as a non-linear classifier.
Barreto et al. [51] find that the performance of the two-class MLP-ANN is sensitive to
the frequency of the examples from each class. The best performance is achieved when
the two classes are represented equally. However, this contradicts a basic assumption of
anomaly detection, that anomalies are rare; examples that correspond to anomalies can
be rare or even non-existent [51]. Moreover, both for the SVMs and ANNs, if either the
type of the attacks change, or the normal behaviour changes, a new hyperplane separating
the normal and abnormal class would need to be generated, requiring a new set of labelled
training data.
This problem of training data corresponding to anomalies can be partially addressed
by generating artificial negative examples, a negative example in this context being an
anomalous example. In [52] ideas from immunology are used in combination with clas-
sification algorithms. The immune-inspired Negative Selection algorithm [53] is used for
self-non-self discrimination; Starting from a set of binary vectors representing the normal
state of a system (self), a set of detectors are created that match the normal vectors as
little as possible. These are considered to represent the anomalous state of the system
(non-self). Using this algorithm the problem of anomaly detection where only data rep-
resenting the normal state is available, can be treated as a classification problem, since
artificial training examples of the abnormal class have been created. In [52] this strategy
for generating negative examples is combined with two classification algorithms, an MLP-
ANN and a fuzzy rule classifier evolution algorithm. Although this strategy is effective,
it is acknowledged that the real valued representation of the data makes the calculation
of the number of detectors that have to be generated more difficult. This neuro-immune
approach is compared to a SOM, trained on normal data only, in [54], on time series data.
The normal training set is created by extracting 4-dimensional vectors from the time-series
using a sliding window. The two approaches are found equally effective in detecting an
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anomalous segment introduced in the time-series, using the detection rate and false pos-
itive rate as comparison measures. The advantages of the neuro-immune method is the
classifier constructed is less sensitive to the detection threshold, in contrast to the SOM
that needs fine tuning and that the network is generally less complex than the SOM. How-
ever, it is found that both methods benefit from more complex representations, i.e. higher
number of neurons. This can be a serious limitation, especially when the dimensionality
increases (here 4-dimensional vectors are used), as the search space grows and so do the
number of detectors necessary to cover the non-self space.
Multiclass approaches can also be used for anomaly detection, by including a number
of anomaly classes as well as the normal class. In a problem of chemical detection, pat-
tern recognition algorithms are compared in [55]. The algorithms are explicitly trained
for 3 chemical agents - types of anomalies, so this still suffers form the limitation of the
identification approaches. A Bayesian classifier is found to have the best results, against
a decision tree and an MLP neural network, with a perfect detection rate, but a very high
rate of false positives (24% ).
An array of chemical sensors together with laser scanner data and video event analy-
sis is used in [56] to assist in the detection in a surveillance system of a person carrying
possibly hazardous material. Video event analysis consists of storing a number of events
in a forest of graphs and matching the event to be analysed against this knowledge base
of events. This alarm level is fused with the output of an array of QMB chemical sensors
and persons of interest are detected and associated with one of three alarm levels (normal,
suspicious and critical), using the PMHT-c (probabilistic multiple hypothesis tracking)
algorithm. However this is limited to a known base of anomalous events.
Type 3 - modelling the normal class only
Representing fully the anomalous class (or classes) is challenging, since the frequency of
anomalous examples is by definition much lower than the examples for the normal class.
An alternative is to model only the normal class and denote as anomalies observations
that do not conform with this model. Barreto et al in [51] examine the use of ANNs,
under the single class classification paradigm: if data that represent only expected (nor-
mal) behaviour is available, a representation of the normal behaviour is built and a new
pattern must be classified as either normal or anomalous (single-class case). An issue
that is addressed in [51] is how standard neural network architectures can be used for
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novelty detection. The Self-Organising Map (SOM) [57] is an unsupervised neural net-
work that projects complex non-linear relationships between high-dimensional data onto
a lower dimension space. When used for novelty detection the SOM is trained on data
representing the normal behaviour of the system. When presented with a new input, the
winning neuron, or the winning weight vector is the weight vector that matches the input
more closely. The error between this winning weight vector and the input vector is used
for detection; if the error is higher than a threshold, then the representation built by the
SOM is considered to not describe the input vector, and hence it is considered novel, or an
anomaly. The MLP-ANN can also be used in the single class case, in an auto-associative
architecture: it is trained to produce an identity mapping of the input to the output, i.e.
to learn a generalised representation of the input [58]. When presented with an abnormal
pattern the reconstruction of it (using this learnt identity mapping) should be poor, hence
the reconstruction error is thresholded and used to detect an anomaly. Variants of these
two networks are compared under a unified threshold setting strategy, on a biomedical
application (breast cancer data set). The results indicate that it is advantageous to use
ANNs under a single-class classification paradigm, trained using only normal data, than
using them as 2-class classifiers.
A statistical method is presented in [59] which makes use of prior domain knowledge:
the feature space is split into two sets of attributes: the indicator attributes, which are the
ones directly indicative of an anomaly and the environmental attributes. In conditional
anomaly detection (CAD), the indicator attributes are used to detect an anomaly, but
they are conditioned on the environmental attributes values. Qualitatively, an anomaly
is an observation whose “indicator values are not in keeping with its environmental at-
tributes” [59]. The model, fCAD, consists of a Gaussian Mixture model (GMM) for the
indicator attributes, a GMM for the environmental attributes and a mapping function
between the two. Maximum likelihood estimation coupled with the expectation maxi-
mization (EM) methodology is used to determine the parameters of the models. A data
record is considered an anomaly if the probability density at this data point is less than the
median probability density at all of the test data points. The GMM-CAD full algorithm
(one EM algorithm estimates the parameters of the two GMMs and another EM these of
the mapping function) is found superior to other variants of the approach, as well as to a
5th-NN and a LOF (Local Outlier Factor) algorithm, especially for data with high dimen-
sionality. This is an interesting approach with good results, however it includes complex
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models, which are computationally expensive, especially if they need to be recalculated in
an online application. The algorithm also relies on a successful partitioning into environ-
mental and indicator attributes, which requires domain knowledge and evaluation of the
data semantics, and cannot be applied in all classes of problems.
A statistical anomaly detector for contaminants on a water distribution system is pre-
sented in [60]. This is a parametric approach, as it assumes that the chemical sensory
data coming from a multi-sensor instrument come from a normal distribution. The prop-
erties measured include pH, conductivity, chlorine residual. The normal model/baseline
quality is constructed over an extended period of time, plus additional measurements of
100 minutes prior to the introduction of a contaminant. The limit of detection is set to
three standard deviations; anything that falls outside this limit represents an anomaly.
Although it is proved that, for the specific contaminants used for the experiments, even if
the distribution is not normal, it is safe to state that an instance outside the three sigma
region represents an anomaly, such an assumption cannot easily be generalised. Also, in-
cluding recent measurements in the model means updating the model continuously, which
can add memory and computational burden to the system.
2.4.3 Limitations
It is well known that no one strategy is globally the best for all anomaly detection tasks
[42] [43]; the selection of a suitable approach for a problem depends on a number of factors
which include but are not limited to: the nature and dimensionality of the dataset, the
availability of labelled training data, the distribution model and whether valid assumptions
can be made about it, the speed and computational complexity of training and testing the
detector, scalability requirements and incremental learning capabilities.
Earlier sections (sections 2.3, 2.3.4) have outlined certain requirements for chemical
detection systems for mobile robots. The most important of these are high accuracy, speed,
online detection, simple to train, low memory and computation requirements. Network-
based approaches become increasingly complex as the number of dimensions increases,
which has implications both for their training (slower and requiring more data) and their
prediction time, as propagating an input vector through a complex network can be costly.
Dimensionality can also affect auto-associative algorithms, which rely on a compressed
representation of the input space. In chemical sensing this limits these approaches to
small sensor arrays only. There are cases where spectrometers are preferable, as “the
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number of identifiable patterns from a sensor array is limited by the number of different gas
sensors” [61], or for detecting specific class of chemicals like high-vapor pressure explosives
[62]. Finally, especially in applications involving unknown, dynamic environments, it is
important that the detection algorithms do not rely on an exhaustive representation of the
full gamut of normal and abnormal inputs, like the two-class/multi-class approaches and
that assumptions about the input data distributions (parametric models) are avoided.
Some of these limitations are addressed by the Receptor Density Algorithm (RDA) [4],
a bio-inspired, non parametric anomaly detection algorithm, that has been shown to be a
fast and accurate method to detect anomalies in high dimensional, mass spectrometry data.
The RDA has the added advantage of extracting clean noise free signature of the anomalies,
which can then used for identification, if appropriate. Details on the principles behind the
algorithm and its existing application on chemical detection problems is reviewed in the
following section.
2.5 RDA - immune inspired anomaly detection
The Receptor Density Algorithm (RDA) is a bio-inspired algorithm that aims at discov-
ering anomalies embedded in noisy data and extracting clean, noise-free signatures which
can be used for recognition of these anomalies. This algorithm is of great interest, as it
has proven effective in the task of chemical detection in spectrometry data.
2.5.1 Biological principles
The RDA is inspired by the T Lymphocytes (T cells) of the immune system and their
discriminating capabilities of peptide bound Major Histocompatibility Complex (pMHC)
molecules on Antigen Presenting Cells (APCs), through their T Cell Receptors (TCRs)
[63]. Of the pMHC expressed on an APC, 99.9-99.99% is abundant self-pMHC and the
other 0.01-0.1% is non-self pMHC. The discrimination capabilities of the TCR between self
and non-slef pMHC stem from the complex information processing pathways and signalling
mechanisms. The interested reader is referred to [64] and [4] for a detailed analysis of the
mechanisms and processes that have been modelled. This section focuses on the extracted
computational model and its applications.
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Figure 2.4: A single receptor, from [64]. A receptor receives input ut which advances the position of the
receptor pt. When the pt exceed the negative feedback threshold, β, negative feedback nt is generated,
which suppresses the position. If the position exceeds the detection threshold l, then a classification signal
of 1 is generated, which signifies an anomaly.
2.5.2 The computational model - RDA
The RDA abstracts from the T-cell signalling mechanisms and simplifies the biological
processes. The function of the algorithm is based on the notion of the receptor, whose
diagrammatic representation is given in figure 2.4. Each receptor at time t is described by
its position pt, the negative feedback nt and the thresholds β and l. The receptor receives
input ut, and advances its position pt. If the position exceeds the β threshold, pt ≥ β,
negative feedback is generated, which regulates the position and reverses its progression.
Both the position and the negative feedback decay in time. If the input is strong enough
to push the position over l, then a classification signal c = 1 is produced, and an anomaly
is said to be detected. The equations summarizing these dynamics are equations 2.8 and
2.9.
pi,t = bpi,t−1 +Ki(St)− αni,t−1 (2.8)
ni,t = dni,t−1 + gH(pi,t−1 − β) (2.9)
Given a multidimensional input at time t, St, a receptor is assigned to each position,
or feature, i. The first equation 2.8 determines the position of the receptor at time t,
pi,t, in respect to the previous position pi,t−1, the input St and the negative feedback
ni,t−1; b is the position decay rate, and Ki(·) is a kernel function that accounts for the
interactions between neighbouring receptors, and serves smoothing purposes. The kernel
is defined in equation 2.10, with Ki(·) a kernel function 1, h the kernel width and gb a
1an example of a kernel function that can be used is the standard normal kernel K(x) =
(
√
2pi)−1exp(−x2/2)
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scaling parameter; α is the negative feedback efficacy.
Ki(St) =
gb
hn
w−1∑
j=0
sjK(
i− j
h
) (2.10)
In equation 2.9 d is the negative feedback decay rate and g the negative feedback growth
rate; H(·) is the Heavyside step function: H(x) = 1 when x > 0 and H(x) = 0 otherwise,
i.e. negative feedback is generated only when pi,t−1 has progressed beyond β.
2.5.3 The RDA for chemical detection
The RDA is an anomaly detection algorithm that can find wide application, since it does
not require any domain knowledge, with the exception perhaps of setting the parameters.
In chemical agent detection, the input to the algorithm can be the readings of one or
more sensors. If a sensor array is used, every sensor (which typically outputs a single
value reading) will be associated with one receptor, as illustrated in figure 2.5. Similarly,
if a spectrometer is used, then a receptor will be assigned to every channel/point of the
spectrum. The RDA receives data continuously and declares an anomaly when a receptor
produces an anomaly classification signal, i.e. pi,t > l.
Time of anomaly
The time or duration of an anomaly is defined as the time interval ta = te − ts, where
ts is the first timestep when a receptor exceeds l, and te the first timestep when every
receptor’s position falls below l.
Signature of anomaly
σ(A) = (σ(A0), σ(A1), ..., σ(Aw−1)) (2.11)
σ(Ai) =
1
te − ts
ts−1∑
t=te
(pt − βH(pt − β)) (2.12)
The next step is to extract the signature of the detected anomaly. The signature of an
anomaly σ(A) is the distance above β of every receptor, averaged over the duration of the
anomaly (equations 2.11, 2.12); w is the total number of receptors, aka the dimensionality
of the input and H(.) the Heavyside step function (H(x) = 1 if x >= 0 and H(x) = 0 if
x < 0). The process of detection and signature extraction in a spectrum of 200 channels
is depicted in figures 2.6.
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Figure 2.5: RDA, inverted multiple receptors. Given a multidimensional input, a receptor is assigned to
each position, or feature. When sensor arrays are used, a receptor corresponds to one chemical sensor.
Every sensor outputs a uni-dimensional timeseries, which is the input ut for the corresponding receptor.
An inverted visualisation is employed here for clarity reasons. Similarly, if a spectrometer is used, then
every channel would correspond to one receptor.
Chemical identification
If provided with training data, or a library of known signatures, the RDA performs identifi-
cation of the anomalies detected. A simple way to do that is through a matching function,
like the one used in [64] [5].
µ(A,B) =
1
‖ σ(A) ‖‖ σ(B) ‖
w−1∑
i=0
σAiσBi , where ‖ σ(A) ‖= (
w∑
i=0
σ2Ai)
1/2 (2.13)
The match between two anomalies A and B is given in equation 2.13, with σAi defined
in equation 2.12. This is compared to a threshold and if it is sufficient high A and B are
identified as the same anomaly.
The operation of the RDA has two levels. The first is the detection of anomalies and
the second level, which can be viewed as post-processing, is identification of the detected
anomalies, by matching the extracted signature against possibly available library entries.
A summary of the two levels of RDA output is presented in figure 2.7.
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(a) (b)
(c)
Figure 2.6: Anomaly detection and signature generation with the RDA, from [5]. This figure illustrates
the response of the RDA to a model sensor M with 200 spectral channels. Every channel (on the x-axis) is
assigned to one receptor. For all the channels/receptors the input ut is depicted in dotted line, the position
pt is noted with a black line and the negative feedback nt with a red line. Figure 2.6a is a still of a normal
spectrum with no anomalies, at time t0. Figure 2.6b is a still of the spectrum at time t1, when an anomaly
is present; note a new peak centred at the 160th channel. This anomaly is detected because of the large
increase of p, which exceeds the detection threshold l (top of the graph). The signature of this anomaly,
σ(A) is given in the last part, 2.6c, averaged over the whole duration of the anomaly.
Application
The RDA has been applied on chemical data coming from a mass-spectrometer, winning
the 2009 ICARIS competition with an anomaly detection rate of 86.5% and a false positive
rate of 3.2%. The algorithm was also tested on a robot-mounted experiment and it was
successful in detecting Deep-heat in a noisy environment, using data from an ion mobility
spectrometer (IMS) [5]. One of the challenges of the RDA is the multiple parameters that
have to be carefully tuned. Guidelines for parameter setting are given in [64], but still the
exact values have to be determined through trial and error. This challenge was addressed
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Figure 2.7: A minimal representation of the output of RDA. At every timestep (with every new reading),
the RDA outputs a classification signal. The start of an anomaly is the first timepoint where the position of
any receptor exceeds l, resulting in a classification signal of 1. The end of an anomaly is the first timepoint
where every receptor has fallen below the detection threshold. Therefore, one anomaly takes place over
a number of consecutive timepoints (duration). The first - anomaly detection - level of the RDA is the
binary, classification signal output, indicating the presence or not of anomalies. For the second level -
identification -, a signature is extracted for every anomaly and this signature can be used to recognise the
anomaly.
in [65] using a genetic algorithm (GA) to evolve a set of parameters for the mass spectrom-
etry problem. The detection performance improved with the evolved parameters, while a
parallel implementation of the GA was proposed for faster parameter optimisation. Apart
of the parameter setting, an important disadvantage of the algorithm is that it is static.
There is no mechanism to keep the algorithm up to date with significant changes in the
environment (i.e. in the background signature). Similarly in the case of sensor drift, a
change in the response of the sensors when exposed to the same chemicals, it is possible
that the signature matching part of the algorithm is going to fail, as the signatures of the
same substance may appear different.
Nonetheless, the RDA has important advantages over other reviewed approaches.
Firstly, it detects anomalies in a timeseries, without using whole segments to extract
features but in an online manner; a decision is made with the acquisition of every new
reading - point in the timeseries. Secondly, it is a very lightweight, fast algorithm, as it
does not use complex representations or models of the input space and it only needs to
update two equations (2.8, 2.9) at every timestep. These two features of the algorithm
make it suitable for real-time detection of chemicals. The training of the RDA, which is
essentially parameter setting (through evolution or manual tuning), requires a training set
with anomalies, to make sure that the RDA is able to detect small anomalies but still not
produce a lot of false positives. However, in contrast to typical multi-class approaches,
as reviewed in 2.4.2, the anomaly class does not need full or equal representation of all
the classes; only a timeseries with occasional anomalies is needed for tuning/evolving the
parameters. If anomalies are to be identified, as a post processing step to detection, then
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training data involving labelled anomalous classes is needed in order to create the library.
The training process itself is relatively simple, as a small number of parameters need to
be determined.
2.6 Summary and discussion
In this chapter a review of the domain of chemical agent detection has been presented,
identifying key challenges and discussing some possible strategies that can be used to han-
dle these challenges. It has been argued that the problem of chemical agent detection can
be viewed primarily as an anomaly detection problem, and as an identification problem
at a second level. By distinguishing between these two tasks, the system can deal with
any unknown and unexpected anomalous chemical, without needing previous experience
on that particular compound.
The work reviewed in this chapter shows that the problem is usually treated more as a
chemical identification problem; The main trends in sensing technology and chemical iden-
tification, for a variety of possible sensors and analytical instruments (spectrometers) have
been discussed in sections 2.2 and 2.3 respectively. Considering chemical sensing robotics
applications, a lot of the chemical detection systems are challenged, as they do not ad-
dress real-time, continuous applications: the chemical data is not treated as a timeseries,
but as distinct samples, each corresponding to several second or minutes of measurements.
When time-series are processed they are often segmented (again in multi-second segments)
in order to extract feature vectors.
Another limitation comes from the fact that the majority of chemical detection re-
search is aimed at static and mostly lab based detection: identifying or classifying specific
chemicals from a dataset that contains samples of various chemicals that have been col-
lected under identical conditions, in a controlled lab environment. Considering deployment
in unknown dynamic environments, detecting only specific chemicals can be a problem,
as the exact description / library entries of chemicals of interest might not be available
when navigating an unknown environment. Additionally, a “known” chemical might not
be matched to its library entry, if it appears different, due to noise, different environmental
background or sensor imperfections.
This is why it is useful to treat the problem of chemical detection in dynamic, un-
known environments primarily as an anomaly detection problem. An anomaly is defined
as an observation that deviates from the normal expression of a system. This allows for
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a chemical of interest to be defined in the context of a specific model of normality. In
robot-mounted chemical detection, when navigating a specific environment, a chemical of
interest would be a chemical compound that is quantitatively different than the normal
chemical background of this specific environment. The basic concepts and principles of
anomaly detection, as well as relevant work, have been reviewed in section 2.4. In section
2.5, the RDA, an immune inspired algorithm for anomaly detection is presented. The RDA
has been previously successfully used for the detection of chemicals of interest (anomalies)
in mass spectrometry data. Additionally, it extracts clean, noise-free signatures of the
anomalies, which then can be used for their identification, provided that there is a library
of signatures of known compounds.
The RDA is chosen as the anomaly detection unit for the work of this thesis, not only
because it has shown high accuracy with low FPrate in previous work, but also because it
has several advantages that make it suitable for use in a real-time robot-mounted detection
scenario. It can detect anomalies in a timeseries, making a decision with the acquisition
of every new reading (online) and it is lightweight and fast, which makes it suitable for
online, real-time detection. The training of the RDA, which is essentially parameter set-
ting (through evolution or manual tuning) is relatively simple and it does not require an
exhaustive set of all possible anomalies, especially if the identification is not considered,
and because the RDA has a small number of parameters to be estimated or optimised.
The last feature is especially important when the problem definition is expected to
change in some way. This can happen either with the occurrence of new, previously un-
seen anomalies (or presented differently because of a drifting signal), or with a change
in the normal background. This has been touched upon in this chapter, but it has not
been discussed in detail. In a real-world application of robot mounted detection in dy-
namic changing environments, however, this is expected to happen. For instance when
the robot moves to a different environment, the notion of what is normal changes and
the performance of the anomaly detection algorithm is expected to deteriorate. Using
the RDA as the chemical detection algorithm, the problem of deteriorating performance
under changing environments and how it can be addressed will be investigated in the next
chapters.
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Adaptivity
The work reviewed in the previous chapter, irrespectively of whether chemical detection
is viewed as an anomaly detection or classification problem, is mostly static. A system
is trained for a specific environment: the one in which the sensor measurements are col-
lected. The algorithms are expected to perform chemical detection, assuming that the
environment, the targets and the general sensing conditions remain reasonably the same
through the system’s lifetime. However, this is not a realistic assumption for a lot of
chemical detection tasks, especially for tasks that are not lab based. The RDA [4], which
is a powerful algorithm used for chemical detection, can cope with some change, as the
signatures it produces are to some extent free of background noise. It can also tolerate
noise through the negative feedback mechanism, which does not allow small background
fluctuations to immediately raise an alarm. Nonetheless, in cases of significant changes
associated with dynamic environments, the algorithm does not have a mechanism to adapt
itself to the new conditions.
A typical chemical detection set-up would involve one or more sensing instruments, op-
erating in an environment, continuously sensing, detecting and classifying anomalies when
present. Excluding the rare case of a highly controlled and stable environment, in most
real world applications there will be factors that constantly change, like the temperature,
the humidity and the pressure. Additionally, new chemicals can gradually appear with-
out necessarily being anomalous. In the absence of anomalies the environment in which a
chemical detection system operates, is the normal background. It is reminded to the reader
that a typical anomaly detection system tries to model the background distribution, the
“normal case”, using some technique, parametric, non parametric or heuristic. Anomalies
are then detected based on this learned model of normality. When environmental factors
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change, however, the background distribution, i.e. the model of normality, changes. This
change is particularly important when a long term application or a mobile platform are
considered. In these cases, new elements can be added to the background over time, or as
a sensor platform moves through different locales.
Adaptation in the context of chemical sensing is also often associated with a degra-
dation in the sensing instruments. The model of the environment (normality) and the
anomalies are created based on the readings of the sensors used. Apart from the imper-
fections of the instruments, which can be a source of variability, there is a great challenge
posed by the phenomenon of sensor drift. Sensor drift is the change in the sensor’s re-
sponse over time when it is exposed to the same chemical, a quantitative change in a
characteristic that should be remaining constant [66]. This means that the whole model
that has been created will change, and it may not be usable in the long term.
The problem of adapting to changing environments or conditions that degrade the
performance of a system, is a prominent topic of research in the machine learning com-
munity [67]. In machine learning problems, the change in either the classification rules or
the data generating distributions is called concept drift [68]. A system that is expected to
operate under such conditions must have the ability to detect concept drift and/or adapt.
The detection of concept drift and the adaptation of a system in order to mitigate the
effects of concept drift will be the focus of this chapter.
3.1 Structure of this chapter
This chapter is structured as follows: in section 3.2 the problem of concept drift, relevant
definitions, challenges and strategies for dealing with concept drift are discussed. In section
3.3 a popular model for dealing with concept drift, classifier ensembles, is presented along
with relevant applications in adaptation. In section 3.4 relevant work on adaptive chemical
detection, using single or multiple classifier systems is reviewed. Finally, in section 3.5 a
summary of adaptivity issues discussed is presented.
3.2 The problem of concept drift
So far, the notion of change either of the data itself or the interpretation of the data has
been qualitatively discussed. In machine learning, concept drift refers to a change in the
class definitions (concepts) over time; an environment from which drifting class data is
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obtained is often referred to as a non-stationary environment1 [69]. Models built on old
data are no longer consistent with the new data and regular updating of the models is
necessary [68]. Often the term context is used interchangeably with concept, as a set of
examples where the generating function is stationary, and concept drift is the transition
between different contexts. This transition can be sudden, when something triggers an
instantaneous change, or gradual, when the transition happens over a period of time. The
latter is usually associated with long term applications and incremental change.
Tsymbal in [68] define real concept drift as a change in the target concept and vir-
tual concept drift as a change in the underlying distribution. The application input data
consists of a series of samples Xt = {x1,t, x2,t, xk,t}, where k is the number of features.
Each sample is associated with an output yt (a label or a prediction). When a detector
or classifier is trained, the mapping between the input and the output X → y is learnt.
Under this notation, real concept drift is a change in the distribution of the output y given
the input X. Virtual concept drift is a change in the distribution of the incoming data,
X, itself [70]. Although definitions vary, Tsymbal [68] supports that virtual concept drift,
a change in the data generating distribution, also affects the decision boundary, which
means that in both cases the learnt mapping between the input and the output must
be adapted to reflect the current state of the system. This is graphically shown in the
two-dimension, two-class case in figure 3.1. Finally, Widmer et al. [9] hold that concept
drift can be caused by changes in hidden contexts. A lot of applications are associated
with a number of hidden contexts, which are not directly measured, but they affect the
problem in some way (for instance seasonal effects). A change in these can affect to vary-
ing degrees the target concepts, producing the effect that is generally known as concept
drift. For instance, in chemical detection the temperature or humidity, which may or may
not be directly measured, could be considered as hidden contexts. They do not directly
affect the notion of anomalies, but they affect the measurement process, thus changing
the chemical sensing problem.
Learning non-stationary environments has received much less attention, even though it
reflects a lot of real applications where data distributions are inherently non-stationary,
such as spam, fraud or climate change detection [69].
1An environment does not necessarily have a literal geographical existence. It is considered as an
abstract model which generates the data of the application.
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Figure 3.1: Real and virtual concept drift, adapted from [70]. A simplified two-dimensional case is pre-
sented, with two classes that are separated by a decision boundary, b. Real Concept drift is a change in
the decision boundary (br′), because of some change in the context of the problem, without the class data
necessarily changing. In virtual concept drift, the decision boundary theoretically does not change, but
the distribution of the data inside the classes drifts. However, it can be argued that when the distribution
inside the classes changes, new decision boundaries can be found that separate the classes better (for
example bv′). This in turn can lead to different decisions made on new observations.
An ideal concept drift handling system should meet three requirements [68]:
1. It must adapt in a timely manner to concept drift.
2. It must be able to distinguish between concept drift and noise.
3. It should be able to recognise and handle recurring contexts (usually associated with
cyclic phenomena).
There are two main strategies for handling concept drift [67]. The first is to adapt the
learner in frequent time intervals independent of whether a change has occurred. The
second strategy is to adapt the learner only when a change in concept has been detected.
Gama et al. in [70] refer to adapting without explicitly detecting change as blind adap-
tation and adapting after detecting change as informed adaptation.
3.2.1 Blind Adaptation - updating the learner regularly
In the case of blind adaptation, the model is periodically retrained or updated, irrespec-
tive of whether concept drift has occurred. The goal of this class of approaches is to keep
the prediction, detection or classification models up to date, by incorporating every new
observation or batch of observations [70]. This is adopted in [71], where regular retrain-
ing is used to keep an anomaly detector up to date. The anomaly detector consists of
modelling the normal data using an Support Vector Regression (SVR) model. It is argued
that the notion of an anomaly should be defined in the context of the representation of
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the current knowledge; therefore the normal model should be constantly updated with the
acquisition of new data. Hence, at every timestep the SVR model is adapted by being
rebuilt using all the data that has been acquired so far. However, rebuilding the model at
every timestep can be very costly, especially when the size of the training data increases.
To solve this problem a “forgetting” version of the algorithm is proposed which uses a
sliding time window of fixed size, L; at every instance the model is rebuilt based on the
last L data points. Modelling only the latest data, not only keeps the cost of calculating
the model stable, but it is also claimed to be more suitable for anomaly detection, as the
most recent state of the system can be represented more accurately. For real-time appli-
cations however, remodelling the system can still prove time consuming, even for windows
of controlled size.
In [72] an adaptive online classification algorithm for data streams is presented. The
idea of building up-to-date models under the assumption that the recent examples are the
most relevant to the current concept, is employed here as well. In particular, adaptation is
achieved by exponentially weighting the incoming examples, so that the most recent data
is weighted more heavily, and then using them to update a perceptron-based anomaly
detector. The proposed λ-perceptron algorithm is suitable for online use, because it up-
dates the parameters with every new data piece, without requiring to re-process the entire
data acquired so far. This again is an example of online learning; when a misclassification
happens it becomes known straight away and this is the info used to update the model (a
gradient of the error is used to update the weights).
Updating constantly has the advantage of maintaining a model up to date without
the added effort of identifying the time and type of changes, or devising an explicit de-
tection and adaptation mechanism. Nontheless, it has important limitations. The first
is that, depending on the model, substantial effort may be needed to update the model
continuously, which can be a problem in time-constrained applications. The effectiveness
of the approach depends highly on the selection of the amount of data used for updating,
i.e. the window size, as the learning algorithm is required both to perform well on stable
phases (where the concept does not change) and adapt quickly to changes [67]. In periods
of stability, updating constantly, can also prove harmful. Pavlidis et al. [72] find that
λ-perceptron algorithm, as well as other methods that always update their parameters,
tend to overfit the data when there are extended periods of only one concept. Examining
medical image data, when there are extended periods in the video without any tumour
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pixels, these algorithms overfit, resulting in a high rate of misclassification when frequency
of tumourous appearances increases.
3.2.2 Informed adaptation - detecting concept drift
In order to avoid introducing unnecessary complexity and degrading the performance,
by updating continuously at stable phases, the learner has to update only when it is
necessary. Therefore, it becomes important to detect when there is concept drift and then
update the system and adapt it to the new concept. In contrast to blind adaptation,
informed adaptation is reactive, as it initiates an adaptation process only when a trigger
has been flagged. The triggers that can be used to detect such drifts include performance
measures like the accuracy of the current learner, the properties of the current model,
or the properties of the data [73]. A high level view of this concept drift taxonomy is
presented in figure 3.2 and analysed in the remainder of this section.
Monitoring the performance/error of the current model
This class of approaches can be used in cases where classification ground truth exists:
when the algorithm makes a detection or classification for a new data point, the true label
of this sample becomes immediately available. Under this assumption classification errors
can be computed, as more data is processed. This paradigm is not suitable for all appli-
cations. It is commonly used for online learning, or updating predictive models online, to
react to concept drift.
To deal with concept drift in an online learning scenario, Widmer and Kubat propose
the FLORA algorithm family (FLOating Rough Approximation) [9]. The learner at every
timestep is retrained or updated based on a sliding window containing the most recent
batch of examples. The basic problem with setting the window size is: a narrow window
does not accommodate enough examples to train a good model for the stable phases, while
a wide window will not allow the learner to react quickly enough to concept drift. The
basic concept of the FLORA algorithms is to adjust the window size, depending on the
accuracy and stability of the current model and the suspicion of concept drift. A sudden
dip in the accuracy is the trigger used for declaring suspected concept drift. The response
is to decrease the window by 20%. Otherwise, it is increased or decreased by one, de-
pending on whether the learning has converged. Further versions of the algorithm address
recurring contexts by implementing a mechanism for context storage and recall, and noise
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Figure 3.2: Adaptation with (Informed) or without (Blind) the detection of concept drift. As a new
batch of data [W] (one or more observations) becomes available it is used to update the model. In blind
adaptation, a model of the input space is continuously updated, using a pre-set quantity of recent data.
Informed methods are based on measuring a property and using this to guide adaptation. This is typically
used either to adapt on demand and/or to adjust the number of samples used to rebuild the model. The
first type measures the prediction error of the current model, assuming that a label becomes available after
prediction. The second type builds a model of the input space and measures how well the new data [W]
is represented by the current model. The third type monitors the input data directly and its similarity
to older input data that act as reference. In every case adaptation is triggered if the measured property
exceeds a threshold, edrift, that signifies concept drift, possibly with statistical significance.
tolerance by associating the accuracy estimates with statistical confidence.
To determine which data should be used for retraining when the concept changes,
Gama et al. propose the drift detection method (DDM) [67] that uses a pair of thresholds
declaring a warning and a drift level. The error rate of the learner’s decision is monitored
and used as a trigger. When the error exceeds the warning threshold a warning is pro-
duced and if it rises further and exceeds the drift threshold, then concept drift is declared.
The latest examples, starting from the one that triggered a warning, until the detection of
concept drift, are stored in a temporary memory and they are used to retrain the classifier.
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Tested with three different classifiers, this method is found to significantly improve the
final error rate of all the classifiers, compared to the case of not retraining in response to
concept drift.
Based on this framework, the Early Drift Detection Method (EDDM) is proposed
in [74]. Instead of using the error rate (the number of classification errors), here the dis-
tance between classification errors is monitored. Following [67] they use two thresholds,
a warning and a drift threshold. The data gathered between the activation of the two
thresholds is used for retraining the model. EDDM is found to outperform DDM in cases
of noisy data, while an added advantage is that adaptation is also triggered when over-
fitting occurs. The analysis presented also shows that DDM may struggle in case of very
slow, gradual drift. If the error rate stays between warning and drift level for too long,
a large amount of data is retained for retraining the model, resulting in high memory re-
quirements. EDDM deals indirectly with this issue, because it detects many concept drifts
and retrains the model on smaller batches. The same two threshold framework is followed
by Nishida and Yamauchi in [75]. The difference is that here a statistic is calculated to
detect significant decreases in the recent accuracy. The proposed statistic, that is equiva-
lent with the chi-square test with Yates’s continuity correction, is monitored following the
two threshold detection and retraining framework. It compares favourably to DDM and
EDDM for sudden drift, while for gradual changes the overall error rate is comparable to
EDDM.
In the previous cases, the property monitored is expected to remain stable if concept
drift does not happen. However, there are applications where different types of factors can
affect the monitored metric. One of these is presented in [76], which deals with adapting
an Evolutionary Algorithm (EA) under a changing fitness landscape. The fitness val-
ues are used for concept drift detection. During evolution, the fitness of the population
gradually improves as the EA converges; however, when the fitness landscape changes,
the fitness of the population is assumed to change in an unexpected way. Forming two
samples from the fitness values of the population of two consecutive generations, St and
St+1, a statistical test is applied to determine if St and St+1 come from the same distri-
bution. Three non-parametric two-sample tests are compared: the Kolmogorov-Smirnov,
the Wilcoxon-Mann-Whitney and the Jensen-Shannon distance. The best is found to be
the Wilcoxon-Mann-Whitney test and the worst is the Kolmogorov-Smirnov, which has
difficulties in distinguishing between natural alterations in fitness distributions and alter-
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ations by changes in the fitness landscape.
The main limitation of this class of approaches, is the assumption that ground truth
is available immediately, or even soon after the classification of a sample. However in
many real applications the true labels will not become available immediately, but with
unpredictable delay and they may be unreliable, biased or costly to obtain [70]. Also,
retraining from scratch on a new batch of data can be time consuming and may not be
suitable for real-time tasks.
Monitoring properties of the model
A common strategy for a class of network-based learning models, is to monitor the perfor-
mance of the model in the form of the coverage of the input space, instead of using explicit
performance information. These networks are typically created in an unsupervised man-
ner. They do not require explicit training with a labelled data set, but they self-organise
as new data appear, so that their nodes/weights encode a set of prototypes for the input
space. The trigger for updating is often the case when a new input point is not sufficiently
represented by the existing network.
The Radial Basis Function (RBF) network is an example of networks that use this
strategy of on-line adaptation [77]. The network is structured so that each node in its
hidden layer represents a fuzzy subspace. When a new example arrives, concept drift is
declared if this example doesn’t belong to any of the existing subspaces currently repre-
sented by the nodes. The response is the addition of a new subspace in the form of a
new node and the recalculation of the weights based on a moving time-window containing
only the latest inputs. To regulate the size of the network, nodes that have been inactive
for a long time (no data point has been assigned to this fuzzy subspace) are deleted from
the network. Even without concept drift, the weights are slightly updated so that they
match the latest input better. This scheme allows adaptation to two types of changes:
the addition of a new node can track changes in the operational region - abrupt concept
drift. The regular updates of the weights track changes in the dynamics of the system -
slow, gradual concept drift.
Similarly, [78] presents a network resembling a SOM. The network consists of nodes,
associated with weight vectors, and edges that connect the nodes. The weight vectors
represent prototype vectors that describe the input space, and the edges represent the
proximity of those vectors. When the network is presented with an input, the node that
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matches best the input is considered the winner. The winner node and its neighbours
are then trained a little so that they represent the latest input better. If, however, the
winning node is not similar enough to the input, concept drift is declared and a new node
will be added and connected to the current two best matching nodes of the network. To
stop the network from growing uncontrollably, a mechanism for deleting nodes is used,
based on their age. Marsland et al. note that this system can be either used to learn
dynamic distributions with changing concepts, or as a novelty detection filter. The impli-
cation of this is that it only follows a changing distribution and does not perform a task
in changing conditions. In anomaly detection for instance, this paradigm has to have a
way of differentiating between a change in the normal model or an anomaly.
To address this, a network that performs anomaly detection in changing conditions,
due to temporal or spatial variations, is the artificial immune network proposed in [79].
The network maintains a population of antibodies which represents a model of the normal
state of the system. When an antigen, i.e. a new data point, arrives, it is matched against
all the antibodies. The antibody with the highest affinity (similarity) is activated and
will be cloned and mutated, in order to cover the input space around the latest example
a little better. Antibodies that have not been recently activated gradually die off. If no
antibody is found that matches the antigen, an alarm will be raised, as it may be an
anomalous antigen. This data point is also added to the antibody repertoire. Since it is
assumed that normal is common and anomalous is rare, if the antigen was an expression
of the possibly changed normal state, the corresponding antibody will be re-stimulated
and will live in the network. Based on the same assumption, if it was an anomaly, the
corresponding antibody will gradually disappear from the antibody pool and if the same
antigen (anomaly) is encountered, an alarm will be raised again. This approach accounts
for gradual shift in the normal behaviour, through the mechanism of mutation and for
abrupt shifts through the addition of new antibodies, although initially an alarm is raised.
However, a number of parameters have to be tuned to ensure that the system has a rea-
sonably good memory of normality, but can “forget” anomalies quickly in relation to the
frequency of their appearance.
Monitoring properties of the data
This family of approaches deals explicitly with the detection of concept drift in incoming
data, without reference to a particular pattern recognition algorithm. The incoming data
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is treated as a data stream, which has the element of temporal evolution. The method
most commonly adopted is to enforce moving time windows over the input data; then the
problem of detecting change is reduced to determining if the data inside the two windows
have been generated by different distributions [80]. Testing whether two samples are sta-
tistically significantly different is called statistical hypothesis testing.
Kifer et al. [80] present a study on non-parametric statistical hypothesis testing to
detect changes in data streams. The strategy they follow is to keep the reference window
as the first window of the current context and with every new datum becoming available
slide a detection window so as to contain the latest samples. These two windows are com-
pared and if they are found significantly different, then a new context is declared and the
reference window is reset accordingly. Non-parametric tests are considered, which make
no assumptions about the underlying distribution. Two univariate statistics are proposed,
the φ(A) and the Ξ(A), called relativized discrepancy, and they are tested against the
Wilcoxon and the Kolmogorov-Smirnov tests on data with simulated drift. In most of
the tested scenarios, with the exception of discrete distributions, the φ and Ξ statistics
outperform the other two. However, since they are univariate, they cannot be applied in
data with multiple features or high dimensionality.
A sliding overlapping windows scheme is employed in [81] to detect concept drift, by
monitoring a stream of one or multiple input features. Two consecutive fixed size win-
dows slide by one at every timestep, to contain the most recent data. For the univariate
case (one feature) the Kolmogorov-Smirnov and the Mann-Whitney tests are used and for
the multivariate case (multiple features) the Hotelling T 2 test is selected, to statistically
compare the samples contained in the two windows. A key issue identified is the selection
of window size which depends both on the type of change but also on the feature space
and the statistical test used.
In [82] a methodology for detecting change in data streams using a dynamic window
size is presented. The ADWIN (ADaptive WINdowing) algorithm automatically increases
the window size when no change is apparent and decreases it when data changes. In par-
ticular the algorithm keeps a window of size W, which is increased at every timestep with
the most recent observation. Then all partitionings of the window into two (the old and
the recent) are tested for similarity of the observed averages of the data in the subwin-
dows. If the averages are found significantly dissimilar, the old sub-window is dropped.
Obviously as long as no change is detected, the size of W increases linearly with time. To
53
Chapter 3: Adaptivity
address the resulting high memory and time requirements, Bifet et al. propose the im-
proved ADWIN2, which uses a variation of exponential histograms to deal simultaneously
with multiple subwindows, with no memory overhead. Compared against a fixed window
strategy and a fixed window with flushing as in [80], the ADWIN2 shows competitive
performance, having the added advantage of not tuning the window size. Coupled with a
Naive Bayes predictor, it is compared against Gama’s two threshold method, DDM [67].
As the number of samples increases, the percentage of changes detected by DDM decreases,
while ADWIN2 is not affected. However, for the detected changes, the average time until
detection is smaller for DDM. Generally the main advantage of the ADWIN2 is that it
adapts to a variety of problems because the window size can be adjusted to the scale of
the change in the different datasets.
The advantage of using this class of approaches to detect drift is that they are not lim-
ited to a specific type of model, but can be used in conjunction to any pattern recognition
algorithm. Moreover, they do not require any type of feedback or additional training data,
as there is no need to calculate or estimate the error of the algorithm. Their disadvantages
are their sensitivity to the window size, and the fact that comparing consecutive windows
can introduce unwanted time delays; this is an important challenge in real-time appli-
cations. Moreover, usually these approaches do not account for differentiating between
more than one process inflicting changes in the incoming data. For instance, in anomaly
detection, which is the application of interest in this work, the stream of data can change
either due to an anomaly or concept drift.
3.3 Ensembles for adaptation
A paradigm for dealing with concept drift that has drawn a lot of attention recently
is ensemble learning [83]. Ensembles are multiple classifier/detector systems that have
been widely used to increase the accuracy and generalisation of classifier systems [10].
Even though ensembles are often discussed in the context of classification, the principles
and methodologies can be directly transferred to other relevant tasks such as anomaly
detection. Under this premise, in the following discussion there will not be separate
mention to ensembles of classifiers and ensembles of detectors. In this section, the basic
concepts behind ensemble learning will be briefly introduced, and their application in the
context of adaptation to concept drift will be discussed.
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3.3.1 Ensemble learning
An ensemble is a set of independent learning machines, called base learners or base clas-
sifiers, whose decisions are combined in order to improve the overall performance of the
system. Dietterich in [10] shows that an ensemble can reduce the total probability of error
compared to the case where only one learner is used. The condition for that to happen is
that the base learners are accurate and diverse. A base learner is accurate if it performs
better than random, i.e. p(error) < 0.5, and diverse if its errors are relatively uncorrelated
to the other classifiers’s errors. Dietterich shows how the probability of error decreases in
an ensemble of L classifiers, whose decision is given by a majority vote on the individual
decisions of the base classifiers: if each classifier, l, has error rate p < 0.5 and the errors of
the individual classifiers are independent, then the probability that the ensemble decision
will be wrong, Perror, is given by the area under the binomial distribution where more
than L/2 base learner decisions are wrong (equation 3.1). For example, in an ensemble
with 21 classifiers, each having an error rate of 0.3, the probability that more of half of
them will be wrong, therefore the probability of error of the ensemble, falls to 0.026.
Perror =
L∑
i=[L/2]
(
L
i
)
pi(1− p)L − i (3.1)
Reasons for using ensembles
Stemming from the previous analysis, one of the most important reasons for using ensem-
bles is that if each base learner has a reasonable accuracy, then statistically the probability
of error for the whole ensemble is reduced significantly, provided that the errors of the base
learners are somewhat independent. There are more reasons, though, for using ensembles.
While each base learner might be the best in a subspace of the problem, no individual
learning algorithm can be globally the best in a problem domain [84]. Ensembles try to
combine the local good behaviour of the base learners in order to achieve enhanced ac-
curacy and reliability of the overall system. Moreover, learning and combining multiple
models can lead to better representation of more complex hypothesis, which cannot be
learned by a single learner. There are also practical reasons for using ensembles, like too
much or too little training data [85]. If a process produces large volumes of data, it might
be practical to train multiple classifiers on subsets of the data. On the other hand, the
lack of data can be addressed by using resampling techniques to draw overlapping random
subsets of the available data and train the base learners on these. Finally, different base
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learners can be trained on different data sources, for instance in the case of multi-sensor
systems [86].
Methods for constructing ensembles
In an ensemble, the base learners have to be generated so that they are different from
each other, thus promoting diversity [85]. Combining the relevant reviews in [10] [84], six
different strategies for constructing ensembles are:
Mixtures of experts Every base learner is trained only for a region of the input space.
Then, depending on the available input data, a supervisor learning machine selects
the most appropriate base learner.
Manipulating the training examples The learning algorithm runs on a different sub-
set of the training data for every base learner. The two most popular ways for
creating different subsets of the training data are bagging and boosting [87]. In bag-
ging, new training sets are created by uniformly sampling the training data, while in
boosting, sampling is done using a weighted distribution: for each base learner the
training examples that were most misclassified by the previous learner are favoured.
Manipulating the input features A subset of the input features is fed into each base
learner. The selection of the subsets of features can be done either by hand, using
domain knowledge, by feature extraction algorithms, or stochastically by randomly
sampling the feature space.
Manipulating the output targets This class of methods, also called output decom-
position, creates subsets of the original classes (assuming a multi-class classification
problem) or, in more general terms, reduces the output to a binary one. The division
of the output classes is different for each classifier.
Injecting randomness Injecting randomness can lead to a better exploration of the
model space. Depending on the learner used, different starting point can be selected
for a local search algorithm, or random initial weights for a neural network.
Test and select methods These methods select the best combination from a pool of
possible base learners, so as to optimise the ensemble performance. One way to
achieve that is through greedy search, where a new base learner is only added to the
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ensemble if it improves the overall performance [84]. In principle any optimisation
technique can be used to select the best team of base learners.
Combining the individual outputs
After each learner generates an output, the individual outputs are combined into the
ensemble output. The selection of the combination strategy depends among other factors
on the problem at hand, any available a priori knowledge and the type of the output
[84]. In the case of discrete output (e.g. a class label) a straightforward way to combine
the individual output labels is majority voting. This can be refined by weighting each
learner. The weights can reflect the estimated performance of the classifier, its estimated
contribution to the ensemble output, or some other metric. In the case of continuous
output, averaging and weighted averaging are the corresponding strategies. Instead of
using the outputs directly to induce the ensemble’s decision, they can be used as inputs
to a second-level learning machine that is trained to combine the individual decisions.
A recent comparison study between traditional combination schemes and optimised by
evolution schemes is presented in [88].
3.3.2 Ensembles for concept drift
Most of the current research on multiple classifier systems assumes that the classification
problem is fixed. However, “everything that exists changes with time and so will the
classification problem” [83]. Ensemble methods are accurate, flexible and sometimes more
efficient than single classifiers and recently their application in changing environments has
been explored [83]. The problem examined is that of data streams with concept drift.
The two main characteristics of such applications are the huge amount of data and the
drifting concepts: Wang et al. [89] argue that maintaining a single up-to-date classifier for
infinite data streams with concept drift poses the following serious challenges. Firstly, it
is difficult to decide which examples represent the outdated concept; forgetting examples
at a constant rate risks either not picking up transients in the data or not having a stable
enough model. Secondly, a slight drift can trigger disproportionately large changes in the
model and compromise the learning efficiency. Finally, substantial implementation efforts
are required to adapt the single classifier to drifting concepts.
An ensemble could possibly deal both with the high data volume and drifting concepts,
by using subsets of the available data points to train the base classifiers [90]. Since there
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are multiple experts in the ensemble, the total learning efficiency is not compromised as
much if the base learners are different, because different expertise will be retained in the
multiple models. Finally, as far as speed is concerned, although Kuncheva [83] notes that
it might not be time efficient to run and update an ensemble instead of a single model,
it has been found that a simple ensemble might be easier to use than a single adaptive
decision tree for mining changing data streams [89]. Moreover, if the base learners predict
and update independently, the possibility of parallelisation should be considered, which
could greatly loosen the time constraints.
In order to take advantage of the benefits of ensemble learning in applications involving
concept drift, the ensembles have to adapt. An ensemble can adapt by updating the base
learners using recent data, by creating new learners, pruning out old members, dynamically
recombining the base learners, or combinations of the above [83]. Most of the current
work uses ensembles to deal with the online learning - prediction paradigm. Under this
paradigm, the current model/knowledge is used to classify a new input data point or a
new chunk of data, or to predict the next value in a data stream. Immediately, or soon
afterwards, it is assumed that the ground truth, i.e. the true label(s), become available.
This information is used to evaluate the accuracy of the predictions of both the ensemble
and the base learners. Similarly to many concept drift methods, the error of the model is
used for updating. It either guides a regular adaptation, or it indicates concept drift and
triggers adaptation in response. The following discussion presents the state of the art in
these two types of ensembles for concept drift.
3.3.2.1 Update the ensemble regularly
In order to track concept drift and changing environments, this class of methods regularly
update the ensemble every time training data becomes available. A basic approach out-
lined in [90] is to use the latest labelled data to train and add new experts and remove
base learners that perform poorly. The performance of a base learner in this context is
assessed based mainly on its accuracy on a subset of points whose classification by the
ensemble is ambiguous. The proposed Streaming Ensemble Algorithm (SEA) [90] receives
the data in batches and trains a new base classifier only on the latest batch. The new
classifier is added to the ensemble, until a maximum size is reached. When that happens,
the new classifiers are added only in replacement to a lower quality classifier. To promote
diversity, the quality is determined based on how well the base classifiers classify points
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on which the ensemble is undecided: learners are not punished heavily on points that are
either easy or impossible to classify. The SEA is tested on synthetic data with concept
drift, against a single, incrementally trained decision tree. The results show that the SEA
recovers faster from concept drift because, unlike the single incremental classifier, it does
not retain outdated knowledge. However, the size of the data block is found to be a critical
parameter; bigger blocks lead to higher accuracy in stable phases, and smaller blocks lead
to faster adaptation to change.
The Accuracy Weighted Ensemble (AWE) proposed by Wang et al. [89] creates new
learners in a similar way, with the difference that a weight is assigned to each classifier
(which reflects its quality) and it is used both in a weighted majority vote and to decide if
a new classifier will be added or removed. The weight of every classifier here is determined
as the difference between the mean square error of the classifier on the latest training
data and that of a hypothetical random classifier. Again, the ensemble has a fixed size,
so the new classifier is added only if there is a worst classifier in the current ensemble
to be replaced. The AWE is found to outperform a single classifier build only on the
most recent concept, when a reasonable number of base learners have been added (up to
6 depending on the dataset). Wang et al. also determine that the size of the data chunk
can be a critical factor, as large chunks lead to high error rates, because concept drift can
exist inside the chunk. Small chunks can also lead to errors, as the base classifiers are not
supported by enough training data.
In order to follow different types of drift, in [91] the latest batch of data is used both to
train a new classifier (which is added to the ensemble with a heavy weight) and to update
incrementally all the base learners. The creation and heavy weighting of new classifiers
on the latest data, allows the rapid adaptation to sudden drifts. The slow incremental
updating of all the classifiers allows good accuracy in slow gradual drifts, but also in peri-
ods of stability. A similar combination is used in [92] where all the classifiers are adapted
online with every training example that becomes available. If the weight of a classifier,
which is calculated using ideas from reinforcement learning, falls below a threshold, it is
cleared and retrained on a small batch of training data stored for this purpose.
One important quality of adaptive ensembles, that single classifiers do not have, is their
ability to retain past knowledge and expertise. The Learn++.NSE algorithm proposed
in [69], weights the members of the ensemble not only based on the accuracy on the latest
data block, but also taking into account the error history of each classifier. Moreover,
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Learn++.NSE does remove old learners from the ensemble. Assuming that there are no
memory constraints, all the classifiers are retained and used if relevant to the current con-
cept. When a base learner is not relevant to the current concept, it is weighted low and
has effectively negligible contribution to the weighted majority decision. The algorithm
is found to accommodate a wide variety of drift scenarios, while a weight analysis shows
that the use of existing knowledge is very efficient, because early classifiers are reactivated
when they are needed the most and temporarily disabled when they are irrelevant. Even
though not removing classifiers can lead to good performance, this comes with high time
and memory requirements. Brezinski et al. [91] have examined using a buffer for old clas-
sifiers to address recurring contexts, but a memory and time analysis has indicated that
this is costly and should be used only when cyclic phenomena are highly expected.
3.3.2.2 Update when needed
The second class of approaches does not create new classifiers/learners all the time, but
only when needed. This can be accomplished by combining an ensemble with an ex-
plicit concept drift detection method, for instance combining online bagging [93] with the
ADWIN algorithm [82] in order to determine when the concept has changed and when
a new learner must be added [94]. However, the most common approach is to monitor
the global output. A very popular algorithm in this category is the Dynamic Weighted
Majority (DWM) algorithm [95]. The DWM uses a dynamically maintained ensemble of
learners to achieve quick convergence of the system to the new concept. In a classification
example, the decisions of the base classifiers are weighted and the class with the highest
accumulated weight is the global estimate. When a new training point becomes available
(labelled example), the local and global decisions are evaluated. The DWM follows the
current concept by penalising the weight of base learners that misclassify the example and
removing them when their weight reaches a lower threshold. A new learner is added every
time the global prediction is wrong. DWM is found to accurately track drifting concepts
and quickly converge to the new concept after the change. Kolter and Maloof extend their
work in [96] to form a more general framework, Add.Exp, which addresses the continu-
ous case (for regression tasks) as well, and modifies the weighting mechanism so that the
newly added learner does not dominate the ensemble. This way Add.Exp is more robust
that DWM; it doesn’t allow for new individuals to dominate, as noise can be incorporated
into the knowledge of the system. Finally, in [97] the Early Dynamic Weighted Majority
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(ERDWM) is proposed, which adds to DWM the increase of the classifier weights, if its
decision is correct when the global decision is incorrect, and an upper limit in the ensemble
size. The ERDWM is tested against DWM and a single classifier with an EDDM adap-
tation method [74] (reviewed in section 3.2.2), on synthetic data with concept drift. The
ERDWM exhibits similar accuracy to the DWM but, because of the fixed ensemble size,
it has lower memory and time requirements, especially right after the change in concept.
It is argued that the single EDDM classifier is better in terms of memory and execution
time and hence more suitable for resource constrained environment. However, both DWM
and ERDWM give more reliable and accurate results even in noisy environments, as they
do not forget the initial concepts and take into account previous learning and experience.
A drift-triggered adaptation is combined with regular updating in a hybrid approach,
ACE2 [98]. The basic concept of ACE is that it maintains both an online classifier and
batch classifiers that are added when concept drift is detected (monitoring the prediction
accuracy over a window), or when a maximum number of new examples is observed (regu-
larly). Whenever a batch learner is added the online learner is reset. This way the online
learner closely tracks the most recent concept, while previous knowledge is stored in the
batch learners. The decision of the ensemble is based on weighted majority voting, where
only classifiers that make confident predictions are used. Classifiers are removed taking
into account the age and recent accuracy. The ACE2 is tested on synthetic data with drift
and is found able to respond to all types of drift: sudden, gradual and recurring. Their
study shows that ACE2 outperfroms Add.Exp for gradual drift because the latter does not
change the learners quickly enough in the case of gradual drift. AWE is also outperformed
by ACE2 in the case of sudden drift because very small data chunks are needed in AWE
for quick adaptation, which, as discussed earlier, leads to degradation in performance.
Moreover, the conservative pruning mechanism allow ACE2 to handle recurring drifts.
3.3.2.3 Diversity
The fact that diversity is a very important factor in ensembles, has been established in
studies for the fixed classification problem [99]. Recently, a study has been done on the
impact of diversity in ensembles for the case of concept drift [100]. The main finding of
this study is that different levels of diversity are needed before and after drift. When
there is no drift, low diversity ensembles lead to better convergence when learning a stable
concept. However, high diversity ensembles help to quickly recover from a sudden increase
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in the error that is caused by the change in concept. In other words, high diversity is useful
to reduce the initial increase in error, but afterwards, low diversity should be adopted to
aid the convergence to the new concept. Based on this study, Minku et al. propose the
DDD Diversity for Dealing with Drifts - framework [101]. The DDD employs different
levels of ensemble diversity before and after concept drift to improve the accuracy and
obtain better generalisation on the new concept. This is also a hybrid approach that
maintains a set of ensembles regularly updated using online bagging [93] with different
diversity levels; the diversity level is controlled by manipulating a parameter of the online
bagging. Concept drift can be detected using a standard drift detection method, and the
response of the system is to switch to higher diversity ensembles. When a new stable
phase is reached, the system switches to lower diversity ensembles. This scheme leads to
increased accuracy compared to the DWM both in cases of stability and in the time right
after drift. Additionally, it has better accuracy than EDDM mainly when the drifts have
low severity or low speed. It also has good robustness to false alarms as it maintains the
old ensembles. One disadvantage, however, is that, as the DDD maintains four ensembles,
it has relatively high time and memory requirements.
3.4 Concept drift in chemical agent detection
In chemical agent detection, concept drift can be expressed in many ways. It is reminded
to the reader that, according to [68], real concept drift is defined as a change in the target
concept, and virtual concept drift as a change in the underlying distribution. Chemical
agent detection is subject to both types of concept drift, as it often has to deal with non-
stationary data and environments. Real and virtual concept drift translate in changes
in the targets to be detected and changes in the chemical background respectively. Real
concept drift can be attributed to either new, previously unseen targets, or to the same
targets, but with different signatures, due to variations including sensor drift. The sensor
drift effect is a dynamical process caused by physical changes either in the sensors or in
the chemical background [32]. Moreover, a chemical agent or mixture may not give a well-
defined signature because of the memory effect [32]; a measurement at time t is influenced
by the sensor’s measurement at time t−k, i.e. it is influenced by the last k timesteps. The
chemical background itself can change over time gradually due to long time deployment, or
due to moving between different locales where the normal background involves a different
mixture of chemical compounds. It should be noted here that concept drift is not to be
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mistaken for sensor drift, which is a phenomenon relating principally to the morphology
of the sensor. Concept drift is the general problem in machine learning, while sensor drift
can be considered as a form or cause of concept drift.
All the above can be considered as hidden contexts. They are not directly measured,
but can cause the degradation of the performance of a chemical detection algorithm.
Discussing the problem of sensor drift, Sisk et al. argue that constantly retraining the
detection algorithm, using a set of calibrants, is an effective and robust solution [102],
but is time-intensive and the system needs to be taken oﬄine for retraining. Separating
and rejecting drift effects from real responses assumes the existence of calibration data
containing a significant and known amount of drift [103] [104]. As concept drift (either
in form of sensor drift or changing environment) is an unexpected phenomenon, this class
of methods cannot be used in real-time applications. Instead, in the following analysis,
attention is drawn to adaptive models, which aim to adapt a pattern recognition algorithm
by taking into account changes in the input feature space, caused by drift effects. Most
of the research on adaptive chemical detection focuses on detecting and dealing with
the effects of sensor drift or changing environmental conditions (which sometimes are
interdependent). However, for the purpose of this review they are grouped under the
general machine learning problem of concept drift and adaptation.
3.4.1 Adaptive chemical agent detection systems - single models
To address changing environmental conditions, the fuzzy ARTMAP network is used in
[105]. The fuzzy ARTMAP is a supervised Adaptive Resonance Theory (ART) network
that is self-organising and self-stabilising and it is used as the pattern recognition module
of an electronic nose. The way the network self-organises resembles the strategies used
in [77] [78] [79]: every time a mismatch is detected, the network stores the novel pattern
in additional weights. A slow recode strategy is also used to change existing weights
towards the actual input pattern. In this way the network is able to learn about new
events without “losing” its acquired knowledge. The ability to slow recode over learned
categories is argued to help the network adjust to phenomena like long-term sensor drift.
The algorithm is tested on a real dataset for cattle diagnosis. The measurements using an
electronic nose were taken on the field over a two-week period and they are likely to reflect
environmental changes over the data collection time. The results indicate adaptivity and
suitability for non-stationary environments, as the algorithm outperforms the MLP with
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a 79% correct classification rate. However, it is not conclusively proven if this is due to
adaptivity or noise tolerance, partly due to the lack of controlled concept drift events.
A method that deals with sensor drift and can be coupled with any classifier is presented
in [106]. A pattern recognition algorithm is trained on a training dataset, collected under
stable conditions, and the centroids of the elements belonging to each class are calculated.
At runtime, each new sample is classified after applying a drift correction factor, cf. This
factor is periodically updated, using the recent data and classifications, to account for
the current drift: every W samples (fixed sliding window), an evolutionary process is
invoked to find the optimal cf that minimises the cumulative distances of the samples in
W to the centroid of the classes to which they were assigned. The assumption in this
approach is that the change is gradual enough, or the classes are separable enough, that
no misclassifications will happen because of the drift in this window. For artificial datasets
the correction process improves the results for 4 classifiers tested, when a window size of
50 is used. However, for the real data, a window of 100 is needed to tackle the additional
complexity. Although there is still some improvement over the static classifiers, the non-
homogeneity and partial overlapping of the classes (there are more misclassifications),
hinders the performance of this method. Additionally, the big window increases the effort
needed for the computation of the correction matrix, which limits real-time applications.
In [107] Perera et al. investigate leakage detection using an electronic nose, under
the presence of sensor drift. The proposed Recursive Dynamic Principle Components
Analysis (RDPCA) uses a fixed-size moving window to rebuild at every timestep a variance
decomposition of the data based on the latest data. The dynamic model takes into account
both feature covariances (sensor interdependency) and the covariance between a given
feature and its past readouts (temporal evolution of sensors). For detection, the residuals
of the incoming sample are used. The parameters of the RDPCA are optimised via ROC
plots 1, which requires sufficient labelled data. The performance of the detector under
heavy concept drift is tested on simulated data, based on models of the real sensor data,
to which simulated sensor drift has been linearly added. This RDPCA algorithm is found
able to detect clearly oil leakage events under heavy sensor drift. Static PCA [109] on
the other hand is found unable to discriminate between anomalies (leakage events) and
1A Receiver Operating Characteristic (ROC) curve quantifies and visualises the detection performance
as the rate of false positives against true positives, when a given parameter or detection threshold is
modified [108]
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the drift. One problem of RDPCA is that the algorithm needs careful tuning, and a large
volume of labelled data is required for this. Moreover, this is a blind adaptation paradigm
and the proposed model is not trivial to rebuild at every instance, which can limit its
real-time applicability, especially if higher dimensional data is considered.
In a task of gas classification using a sensor array under the presence of sensor drift,
two regularly updated models are proposed in [6]. The first is a self organised classifier,
which classifies a gas based on proximity to a set of templates. The gas templates are
updated with every sample, to track the drifting signal. This method fails to track the
classes if they are not sampled frequently. The second approach proposed, uses system
identifications theory to model the sensor array based on the readings of all the sensors.
A model is constructed for each sensor-gas pair. Every gas model makes a prediction for
the responses of all the sensors at the present timestep; the current data point is classified
as the gas that has the overall lowest prediction error across the models of all the sensors
in the array. This method tracks the classes more effectively, achieving a long term 85%
classification accuracy. However, long pauses in the measurements cause misclassifications,
as the dynamics between the sensors of the array can change during the pause.
Dependency on the frequency of the classes is a common problem of adaptive classifiers.
To solve this, Martinelli et al. propose the A2INET [110]. A2INET is based on the
immune network algorithm AINET [111], an unsupervised algorithm that models the
measurement dataset as a set of templates (antibodies). A2INET creates an AINET
model for every class and a new sample is assigned to the class that contains the highest
affinity antibody to the new datum. To follow sensor drift for the specific class and
match the new datum better, the class templates undergo hypermutation. To compensate
for classes that were not updated, a global centroid normalisation is proposed. All the
antibodies (of all the classes) are forced to follow the same variation as the centroid of
the last updated class. The parameter that determines how fast the centroids will move
is critical, as it needs to be large enough to follow the drift, but not too large as to cause
the antibodies to move faster than drift. Tested on simulated data, it is shown that if the
presentation of the classes is balanced, the centroid normalisation does not have an effect.
However, in the case of class absence for a prolonged time, using the centroid normalisation
offers an improvement of up to 30% in the synthetic data. The main drawback of this
approach is that it depends heavily on the value of the normalisation parameter. To
overcome this, they suggest that an intermediate training step could be assumed, to tune
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this parameter on data that have some drift. However, the acquisition of such data can
be tricky, as drift is a phenomenon that can appear unexpectedly.
3.4.2 Adaptive ensemble in sensing applications
The majority of the research in using ensembles for sensing applications, addresses a static
scenario and uses an ensemble for multi-source data classification applications [112] [113].
The training data can be manipulated through bagging, boosting, or assigning different
sources to the base learners. The latter has been used in e-nose application, where every
sensor is assigned to a base learner [114]. Alternatively, in the case of high dimensional
hyperspectral data, input feature manipulation has been used for creating an ensemble,
where each classifier is assigned a feature subset [115]. An approach that deals with sensor
drift is presented by Vergara et al. in [116]. In that work ensembles are used to classify data
from a 16 sensor e-nose, collected over a 36 month period, in which sensor drift is captured.
This data is divided into batches and base classifiers are sequentially created, trained on
these batches, following the paradigm of regularly updating the ensemble (section 3.3.2.1).
The main limitation of this, which they acknowledge, is that it is a supervised, oﬄine
approach, where labels are assumed to become available instantly after the prediction. In
a real-time scenario, the labels might not become available immediately; the bigger the
delay between the current batch and obtaining some labels, the more the performance
would deteriorate.
3.5 Summary and discussion
In this chapter, the problem of concept drift and adaptation has been discussed. Concept
drift is the phenomenon of change either in the target concepts or in the processes that
generate the data of the application. In every case, a system which has been trained
on labelled training data drawn from fixed distributions, experiences a degradation in
performance when these distributions change. This problem is of particular interest in au-
tonomous real-time chemical detection. Concept drift can occur because of changes in the
environmental conditions (e.g. temperature or humidity), moving to different locations
(in the case of a chemical sensing mobile robot), or sensor drift, i.e. the degradation of
the sensors’ performance over time. The purpose of this work is not to analyse or model
the reason that caused this change. In chemical sensing in particular, it has been argued
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that separating and rejecting drift effects from real responses can be impractical because
it assumes the existence of calibration data containing a significant and known amount of
drift [103] [104]. Instead, the aim of adaptive systems is to make the necessary changes
to their models, so that they avoid or recover from the degradation in performance in the
face of concept drift.
There are two main strategies for handling concept drift. The first, blind adapta-
tion, updates the model (classification or anomaly detection model) regularly, without
knowledge of whether there has been concept drift. However, in order to avoid introduc-
ing unnecessary complexity and degrading the performance by updating continuously at
stable phases, the learner has to update only when it is necessary: informed adaptation
is reactive, as it initiates an adaptation process only when a trigger that indicates that
concept drift has happened has been flagged. The triggers that can be used to detect
such drifts include measures like: the accuracy of the current learner, the properties of
the current model, or the properties of the data. The first can be used in cases where
classification ground truth exists, i.e. the true label of a new data point becomes immedi-
ately available after prediction or classification; misclassifications can be used then as an
indication of concept drift. This paradigm is not suitable for all applications, as in many
real applications the true labels will not become available immediately, but with uncon-
trollable delay and they may be unreliable, biased or costly to obtain [70]. An alternative
is to monitor the performance of the model. This can be applied in specific network-based
learning models, which encode in their nodes/weights, a set of prototypes for the input
space. The trigger for updating is often the case when a new input point is not suffi-
ciently represented by the existing network. Monitoring the data deals explicitly with the
detection of concept drift in incoming data. The method most commonly adopted is to
enforce moving time windows over the input data stream; then the problem of detecting
change is reduced to determining if the data inside the two windows have been generated
by different distributions [80]. The advantage of using this class of approaches to detect
drift is that they are not limited to a specific type of model, but can be used in conjunction
to any pattern recognition algorithm. Moreover, they do not require any type of feedback
or additional training data, as there is no need to calculate or estimate the error of the
algorithm. Their disadvantage is that they are sensitive to the window size and comparing
consecutive windows can introduce unwanted time delays.
In recent years attention has been drawn to ensemble learning for adaptation in appli-
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cations with concept drift. It has been argued that in data stream applications, with high
volumes of data and drifting concepts, single adaptive classifiers face several challenges:
it is often challenging to adapt the classifier under large volumes of data, and selecting
subsets of data carries the risk of deciding which data is relevant to the recent concept.
Additionally, the reaction of the classifier can be disproportionate to the amount of drift.
An ensemble could possibly deal both with the high data volume and the drifting concepts,
by using subsets of the available data points to train the base classifiers [90]. Additionally,
since there are multiple experts in the ensemble, the total learning efficiency is not com-
promised as much if a subset of the base learners do not capture the new concept perfectly.
Most recent work on ensembles for concept drift is promising: ensembles have been found
to outperform single incremental classifiers. The latter use all the data and this makes
them slow to react. Moreover, they are more robust, as they retain past information and
they can recover more easily from false positives. It has also been found that switching to
a highly diversified ensemble can provide a fast response to concept drift [101]. The main
limitation of the existing work is that typically it is assumed that ground truth is regu-
larly acquired, an assumption which, as discussed earlier, does not hold in autonomous
real-time applications.
Most existing adaptive chemical detection approaches try to maintain up-to-date mod-
els of the sensors and the classes, which can help in tracking slow drift. However, a lot of
these models are costly to continuously update. They often rely on balanced representa-
tion of all classes, or they attempt to mitigate the update of one class/sensor to all the
sensor/class models. This as well can be challenged, as it has been found that different
sensors drift in different directions. Moreover, the existing approaches deal almost exclu-
sively with sensor arrays and are likely to be challenged in high dimensions associated
with spectrometry data.
This chapter serves as a review of the domain of adaptation and the most used methods
to address concept drift. The purpose of the work presented in this thesis is to develop
a chemical detection system that will adapt autonomously and in a timely manner. In-
formed adaptation ensures that resources are not dedicated to adapting the model without
needing to do so, and monitoring the input data can be used in parallel with the RDA
for detecting drift. This is the problem analysed in Chapter 4. Adapting in response
to concept drift is also hindered by the lack of feedback (effectively the lack of training
data). The possibility of retraining the RDA on the most recent data, either to replace
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the current RDA, or as a new base learner of an ensemble is limited. Drawing inspiration
from the fact that switching to a highly diversified ensemble can provide a fast response
to concept drift, an ensemble approach that uses a diverse ensemble of existing RDAs to
respond to concept drift, is presented in Chapter 5.
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Chapter 4
Detecting Concept Drift Using
Statistical Hypothesis Testing
The focus of this chapter is the detection of concept drift in chemical data, as part of the
development of an adaptive chemical detection system. An autonomous system, that can
be used without constant user supervision, not only has to have adaptation mechanisms
in place, but also the capability to detect the need to adapt. This adaptive system is
developed for use by a robot equipped with chemical sensors, navigating changing envi-
ronments and detecting chemicals of interest.
The main computational unit in the adaptive chemical detection system is the RDA [4],
a detailed description of which is given in section 2.5. The RDA is an immune-inspired
algorithm, which aims at discovering anomalies embedded in noisy data and extracting
clean, noise-free signatures which can be used for recognition of these anomalies. It has
been used in [4] [5] as a tool for anomaly detection and generation of clean signatures that
are used for chemical identification.
The RDA uses negative feedback to suppress the input and ensure that only true
anomalies are detected, instead of spikes in the measurements or noise in the data (equa-
tions 2.8, 2.9). This allows for some tolerance, but it is not sufficient when the background
changes significantly, e.g. when the robot moves to a new environment where there is a
constant presence of a new chemical. This type of change, constitutes a change in the
model of normality (see figure 4.1) and changes the context of the problem. This change
in the background data generating model is referred to as concept drift.
The detection of change is a very important step towards creating an adaptive algo-
rithm. Concept drift is essentially a “permanent” change that has to be learnt and its
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Normal data
Data generating models
Anomalies
Anomaly detection
Concept drift
RDA
Figure 4.1: Concept drift in the normal data model. Concept drift in machine learning is a change in
the data generating distributions [9]. The case of interest here is a change in the normal background, for
instance when the robot moves to a new environment. The occurrence of concept drift and its subsequent
detection is independent of the occurrence and detection of anomalies.
detection is the cue that will trigger the adaptation of the system. As discussed in the
previous chapter it is important that the system adapts when a real change has happened.
Systems that adapt blindly, irrespectively of whether there has been concept drift, risk
introducing unnecessary complexity, which in principle is not ideal in a resource-constraint
application. So, assuming that the cost of constantly reoptimising/adapting the algorithm
is higher than the cost of detecting change, it is argued that the system should only adapt
when concept drift is detected. The triggers that can be used to detect concept drift in-
clude performance measures like the accuracy of the current learner, the properties of the
current model, or the properties of the data [73]. Monitoring the data directly to detect
concept drift has the advantage of not requiring external feedback and can be implemented
in parallel with the RDA.
Following from that, the structure of the proposed system is presented in figure 4.2.
The main module, which is responsible for the detection of chemicals of interest, is the
anomaly detection module, which uses the RDA. In the training phase, the RDA is trained
using labelled data, appropriate for the specific application. Training of the RDA is equiv-
alent to setting its parameter set to suitable values (parameter tuning). This can either be
done manually, using properties of the single receptor to ensure appropriate behaviour [63],
or it can be automated, using an optimisation algorithm; in [65] a Genetic Algorithm has
been used to find the parameter set that optimises the performance of the RDA.
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After suitable parameters have been found for the RDA, i.e. for the anomaly detec-
tion module, the system starts its normal operation (system runtime phase). The trained
RDA is used to detect anomalies in real-time, on unknown data collected with chemical
sensors. When there is a change in the background environment, the RDA is likely to fail
in accurately detecting anomalies. The proposed solution is to implement a concept drift
module, which operates on the same sensor data and its goal is to detect such a change in
the environment and trigger an adaptation process of the RDA to this new environment.
Statistical hypothesis testing, which operates directly on the raw sensor data and looks
for significant differences between past and present data, will be used to detect concept
drift. This chapter, hence, focuses on the implementation of a concept drift detection mod-
ule, using statistical hypothesis testing, while the adaptation module will be presented in
Chapter 5.
This chapter will address the detection of concept drift in chemical data, under sim-
ulated concept drift. The data used are associated with the 2009-2010 ICARIS competi-
tion [117] and have been collected, under laboratory conditions using a mass-spectrometer.
4.1 Structure of this chapter
A review of statistical hypothesis testing for follows in section 4.2. Section 4.3 presents
the methodology of applying statistical tests in mass spectrometry data to detect concept
drift, and of enhancing the data with artificial concept drift. The experimental framework,
in which the concept drift detection methods have been tested, is presented in section
4.4. Finally, the results of experiments of concept drift detection in the presence or not of
anomalies are presented and analysed in section 4.5, followed by a summary and discussions
in section 4.6.
4.2 Statistical hypothesis testing for concept drift detection
Chemical sensing deals with multivariate time series data. As chemical detection is treated
as an anomaly detection problem, the signal/input corresponding to a specific anomaly-
free environment will be referred to as the background signal, or background environment.
The goal of this work is to detect changes in this background signal (concept drift), without
any assumptions about the generating distribution. Statistical hypothesis testing typically
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Figure 4.2: Proposed system and concept drift detection module. The proposed system can be decomposed
to three modules, the anomaly detection module, the concept drift detection module and the adaptation
module. The anomaly detection module is realised via the RDA and detects anomalies in the incoming
sensor data. This module has to be trained before use, on suitable training data. The concept drift
detection module uses the same incoming sensor data to detect changes in the background that could
affect the performance of the RDA and triggers an adaptation module in response to the detected change.
The adaptation module is responsible for re-training or re-calibrating the anomaly detection module to
avoid the expected decrease in performance.
compares recent data to a historical reference sample using an appropriate statistical test;
if a statistically significant difference is found between the two, then concept drift is de-
tected [80].
When the underlying distribution of the data cannot be assumed to be normal, non-
parametric statistical tests are used (in contrast to parametric tests which are used to
compare normal distributions). A class of non parametric tests uses some form of ranking
of the samples in order to determine the similarity of the distributions generating the
data. Such tests are the Mann−Whitney, the Smirnov and the Wald−Walfowitz test.
These cannot be implemented directly on multidimensional data, such as data that come
from a mass−spectrometer or a sensor array. Instead a methodology has been proposed by
Friedman and Rafsky [118] to adapt the Smirnov and Wald−Wolfowitz test to multidimen-
sional data, using a minimal spanning tree constructed by the data. This methodology is
additionally extended here to the Mann−Whitney test, as well. Apart from adapted sta-
tistical tests, there are other methods that are designed specifically for multi−dimensional
74
4.3 Materials and methods
data. The method of this category that has been used here is the Maximum Mean Dis-
crepancy method [119], which uses a kernel function to transform the data to a lower
dimension.
The work most relevant to that presented in this thesis is [120], where a number of
non-parametric, multivariate statistical tests is compared on available datasets. Statistical
tests are compared in this chapter as well, to establish whether it is a suitable method for
the detection of concept drift in the chemical sensing domain. However, this investigation
is extended to combining statistical hypothesis testing with the existing anomaly detec-
tion system, and examining whether it is possible to distinguish between concept drift and
anomalies.
4.3 Materials and methods
In order to detect whether there has been a change in the background distribution of the
incoming sensor data, statistical tests can be used, to compare recent samples to some
reference sample. Letting the most recent sample be X and the reference sample be Y ,
statistical tests aim to determine if there has been a significant change between the two
samples. The null hypothesis that is tested, H0, is that X and Y are generated from the
same distribution.
4.3.1 Non−parametric statistical tests
Non-parametric statistical tests have the advantage of not making assumptions about
the underlying distribution of the samples in order to determine if two samples come
from the same distribution. In the case of the data coming from the chemical sensor, a
known underlying distribution cannot be assumed; therefore, non-parametric statistical
tests are a reasonable choice for the comparison of the two samples X and Y . To state
the problem formally, in the one dimensional space it is assumed that the two samples to
be compared are X = {x1, x2, ..., xm} with m observations and Y = {y1, y2, ..., yn} with
n observations, where x1, x2, ..., xm, y1, y2, ..., yn ∈ R. The pooled sample is defined as
X
⋃
Y = {x1, x2, ..., xm, y1, y2, ..., yn} with N = m+ n observations.
The three tests selected from this category to use in the context of detecting concept
drift, are the Smirnov test, the Wald-Wolfowitz (runs) test and the Mann-Whitney test
[121]. Details on these statistical tests are given in the following subsections.
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Smirnov test
The Smirnov (or KolmogorovSmirnov, or KS, test) two sample test is a non-parametric test
that determines if two samples, X and Y belong to the same population or distribution,
and it is based on quantifying the distance between the empirical distribution functions
of the two samples. The test starts by ranking the pooled sample, XUY , in ascending
order. Then, for each data point, i, 1 < i < N , in the pooled sample the quantity di is
calculated:
di =
ri
m
− si
n
(4.1)
where ri is the number of X observations with a rank less than or equal to i. Similarly,
si is the number of Y observations with a rank less than or equal to i. The test statistic
is D = max{di} and can be used directly, with the null hypothesis being rejected for
large values of D. Alternatively, the statistic has been tabulated and critical values are
available.
Wald−Wolfowitz (Runs) test
This test is lower in power than the Smirnov test, but it is very straight forward to
compute [121]. The Wald-Wolfowitz test also starts by sorting the pooled sample. Instead
of ranks, this time the data points are assigned labels, + or −, depending on whether they
originate from sample X or Y respectively. A run is defined as a group of consecutive
same labels in the sorted pooled sample. The quantity of interest, which acts as the test
statistic, is the number of runs in the sorted pooled sample, R (see example in figure 4.3).
This can be used directly to qualitatively reject the null hypothesis for low values of R,
or the statistic W can be calculated according to formula 4.2 for which the critical values
are available.
X:  0.3 , 0.1 ,  2.8 , 1 (+)
Y:  1.3 , 5 , 4 , 3.2 , 3.4 (-)
XUY (sorted): 0.1 , 0.3 , 1 , 1.3 , 2.8 , 3.2 , 3.4 , 4 , 5
+     +     +     - +       - - - -
one run
Figure 4.3: The Wald-Wolfowitz (runs) test. In this example the number of runs R is 4.
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W =
R− 2mnN − 1
(2mn(2mn−N)
N2(N−1) )
1/2
(4.2)
Mann−Whitney test
The Mann-Whitney U test (or Wilcoxon rank-sum test) also ranks the pooled sample,
ensuring that if same ranks occur the mean rank is assigned to all candidates. For each
sample X and Y , the sum of the ranks of its members is calculated, Rx and Ry respectively.
The test statistic is RMann = m(N + 1)− Rx, if Rx < Ry or RMann = n(N + 1)− Ry, if
Ry < Rx. Again, the null hypothesis can be rejected for low values of RMann. Alternatively
the U statistic can be used, as
U = min{mn−Rx +m(m+ 1)/2,mn−Ry + n(n+ 1)/2}. (4.3)
For large samples the normal approximation and the z statistic can be used [122]
z =
U −mU
σU
, (4.4)
mU = mn/2, (4.5)
σU =
√
mn(N + 1)
12
. (4.6)
4.3.2 Adapting statistical tests to higher dimensions
All these tests are typically defined for univariate samples and rely on sorting the samples
in some way. In the multivariate case, however, i.e. when the samples X and Y comprise
of multi-dimensional observations (such as the input of a multiple channel spectrometer),
sorting the observations is not straight forward. There are a few variations of adapting
the statistics to higher dimensions. For the Smirnov test, for instance, the cumulative
distribution functions of the two samples can be compared with all possible orderings,
and the largest of the set of resulting K-S statistics can be used [123] [124]. However,
such approaches are associated with long computation times [124]. Instead, the strategy
proposed by Friedman and Rafsky [118], which makes use of a minimal spanning tree
(MST) in order to meaningfully rank or sort multidimensional data, is adopted. This
is simpler both conceptually and in terms of implementation and can be applied to a
multitude of univariate statistical tests. Originally in [118] the method is proposed for
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the Smirnov and the Wald-Wolfowitz test, but in this work it is also used to extend the
Mann-Whitney test to high dimensions.
Minimal Spanning Tree
From graph theory, a tree is a graph consisting of nodes and edges (connections between
pairs of nodes) without cycles, which has a unique path connecting any two nodes. A
weighted tree is a tree with weighted edges. In the case of numerical data, these weights
(or lengths of the edges) correspond to some form of distance metric between the two
nodes that are connected. The minimal spanning tree, is the tree with minimum weight,
i.e. the tree with the minimum total length.
The creation of the minimal spanning tree starts from a random node which is con-
nected to its nearest neighbour, according to the chosen distance metric. There are many
distance metrics that can be used, such as the Euclidean distance, the Mahalanobis dis-
tance or the correlation. In this work, as the data is continuous, the Euclidean distance
is used. The construction of the MST proceeds iteratively through the node of the tree
that is nearest to any of the still unconnected nodes. The two nodes are connected and
the process continues until all the nodes are connected, forming the tree. An example of
constructing an MST in the two dimensional space is illustrated in figure 4.4.
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Figure 4.4: Construction of Minimal Spanning Tree in the two-dimensional space. The process starts with
a connection between a random node and its nearest neighbour. Then iteratively the nearest neighbour to
any node already belonging to the tree, is connected to it.
Height Directed Preorder Traversal and ranking of the nodes
Once the MST has been created, it can be used to rank the nodes, using a height directed
pre-order traversal. Firstly the tree is rooted at its centre. This can be done by examining
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the eccentricity of the nodes. The eccentricity of a node is the number of nodes included
in the longest path starting from this node and ending at any other node in the tree. The
degree of a node (in a rooted tree) is the size, in number of nodes, of the subtree originating
at that node. The centre can be defined as the node with the minimum eccentricity. After
the tree is rooted the nodes can be assigned ranks through a height directed pre-order
traversal of the tree: traversal begins at the root which is assigned a rank of 1. The rest
of the nodes are assigned ranks as they are visited. The traversal of the tree is done in a
top-down manner and the principle is that when a node has more than one descendants,
the one with the smaller degree is visited first. An example of this is illustrated in figure
4.5.
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Figure 4.5: Height directed pre-order traversal. The number inside each node is its rank. Starting from the
root, i.e. the center of the tree, at every level the node with the least descendants is visited (and ranked)
first.
Adapted non-parametric tests
Once the nodes, i.e. the data points in the pooled sample, are ranked following the
minimal spanning tree method, the Smirnov and Mann-Whitney statistics can be directly
calculated as in the univariate case. For the Wald−Wolfowitz test the nodes are again
assigned labels, depending on which sample they originated from. The quantity R, which
was the number of runs, can now be defined as the number of edges that connect nodes
with different labels (see figure 4.6). The lower the R statistic is, i.e. the lower the number
of disjoint trees that would result from removing those edges, the more confidently the
null hypothesis can be rejected. This makes the Wald-Wolfowitz test comparatively easier
79
Chapter 4: Detecting Concept Drift Using Statistical Hypothesis Testing
to compute, as the height-directed traversal of the tree is not needed.
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Figure 4.6: MST adapted Wald-Wolfowitz test for two dimensions (units are indicative). The number of
runs, R, is equivalent to the number of branches that separate points belonging to X from points belonging
to Y . In this example R=14.
4.3.3 Multivariate statistical tests - Maximum Mean Discrepancy
Instead of adapting univariate tests, there are statistical tests that are aimed specifically
at multidimensional data. In [119], Gretton et al. propose a non-parametric framework
for comparing two multivariate distributions, which uses a kernel function to transform
the data into a lower dimension. The problem again entails having two samples X and Y ,
coming from distributions p and q respectively; the similarity between p and q is tested.
If f is selected from a class of functions F : X− > R, as a “well behaved (e.g. smooth)
function which is large on the points drawn from p and small (as negative as possible) on
the points drawn from q” [119], then the test statistic, the Maximum Mean Discrepancy
(MMD) can be calculated:
MMD[F, p, q] = supf∈F(Exvp[f(x)]− Eyvq[f(y)])1 (4.7)
1Supremum of a subset S of a set T is the least element of T that is greater than, or equal to all the
elements of S
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The Maximum Mean Discrepancy can be defined as “the difference between the mean
function values on the two samples” [119]. When the value of MMD is large, p and q are
considered to be different, while MMD approaches zero when p = q.
Gretton et al. have calculated and used empirical estimates for the MMD statistic,
by setting F to the unit ball in a reproducing kernel Hilbert space. Two estimates are
calculated. The unbiased estimate, MMDu, is given in formulas 4.8, 4.9 and the biased
estimate, MMDb, in formula 4.10, where k(.) is a kernel function.
MMD2u[F, X, Y ] =
1
m(m− 1)
m∑
i 6=j
h(zi, zj), (4.8)
h(zi, zj) = k(xi, xj) + k(yi, yj)− k(xi, yj)− k(yi, xj) (4.9)
MMDb[F, X, Y ] = (
1
m2
m∑
i,j=1
k(xi, xj)− 2
mn
m,n∑
i,j=1
k(xi, yj) +
1
n2
n∑
i,j=1
k(yi, yj)) (4.10)
In order to use these estimates in statistical hypothesis testing, critical values both
for MMDb and MMDu are calculated in [119]. In the case where the unbiased estimate
is used, the null hypothesis (p = q) can be accepted at a significance level α, when
MMD2u < (4K/
√
m)
√
log(α−1). Similarly, in the biased case, the null hypothesis can be
accepted when MMDb <
√
2K/m(1 +
√
2log(α−1)). In both cases, K is the upper bound
of the kernel function: 0 <= k(x, y) <= K for every (x, y).
4.3.4 Statistical hypothesis testing using sliding time windows
As mentioned earlier, concept drift detection is the detection of a change in the distribution
or model that generates the background data (see figure 4.1). When dealing with a time
series, like the data coming from a chemical instrument, a common approach for concept
drift detection is windowing [74] [82] [120].
At time t0 two consecutive time windows are examined(as seen in figure 4.7), one
with the n1 most recent examples, W1, and one with the previous n2 examples, W2.
The statistical test is applied in order to determine if the data in the two windows come
from the same distribution. In this work, detecting concept drift in data coming from a
chemical instrument, in particular a spectrometer, is of interest. The sensor data, i.e. the
measurements of the instrument, are denoted ut, and at every time point the measurement
corresponds to an l channel spectrum ut = {ut,1ut,2...ut,l}. If X corresponds to the data
in window W1 and Y corresponds to the data in window W2, then X = {ut0−n1+1, ..., ut0}
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W2 W1
t0t1t2
u̅ (t)
(n2) (n1)
= t0-(n1+n2) = t0-n1
Figure 4.7: Sliding time windows. The two samples used in the statistical tests come from two consecutive
sliding time windows. If X corresponds to the data in window W1 and Y corresponds to the data in
window W2, the null hypothesis is that X and Y are generated by the same distribution. Rejecting the
null hypothesis, means that the two windows are generated by dissimilar distributions. From this it can
be inferred that concept drifted at time t1.
and Y = {ut0−(n1+n2)+1, ..., ut0−n1} and the null hypothesis is that X and Y are generated
by the same distribution. If the null hypothesis, H0, is rejected then the generating
distributions of the data in the two windows are found dissimilar. This effectively means
that it is possible to detect if a change happened n1 timesteps ago. When H0 is rejected
for a pair of windows, then concept drift is detected at time t1 = t0 − n1.
One very important factor in this method is the size of the windows. Firstly, the size of
the windows is related to the type of drift that needs to be detected; for instance, for slow
drift, the windows have to be large enough, so as to capture the difference. Moreover,
as this will be applied in combination with anomaly detection, the window size needs
to allow the system to differentiate between an anomaly and a concept drift. The final
concern is time and computational cost. The system should be able to react online and
near real-time. As with this setup concept drift is not being detected at time t0, but at
time t0 − n1, the size of the window, n1, has to be small enough so that this detection is
not irrelevant by the time t0. Moreover, the smaller the time window is, the quicker the
test statistic will be calculated. On the other hand, a very small time window contains a
lot of variance due to instrument noise, and it becomes difficult to capture the variance of
the data that is caused by a concept drift. In that sense, there is a trade−off between the
speed of detection and the accuracy.
4.3.5 Data and artificial concept drift
The data used to evaluate the effectiveness of the five different presented statistical tests
(the Smirnov, Wald-Wolfowitz, Mann-Whitney, MMDb and MMDu) is the mass spec-
trometry data associated with the DSTL ICARIS 2009/2010 competition [117]. This is
a timeseries of more than 200,000 timesteps (around 18 hours of data), each one corre-
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sponding to a 270 channel spectrum. This data was collected under laboratory conditions
using a highly sensitive time-of-flight proton-transfer mass spectrometer (PTRMS) with
a data-rate of 3Hz. During the data collection, different substances are introduced to the
sensor at different distances and intensities. These constitute the anomalies in the data. A
total of seven different substances are introduced to the sensor a total of 245 times. Each
of these labelled anomalies is loosely categorised as weak, medium and strong, depending
on the exposure of the sensor to a substance at this particular instance. The detection of
these anomalies has already been addressed using the RDA [5].
The focus of this chapter however is the detection of concept drift. The existing data
does not contain concept drift, i.e. a change in the environment in which the data is col-
lected. Such change would correspond to a robot continuously collecting data and perform-
ing anomaly detection while moving through changing environments. This is simulated,
by adding artificial concept drift to the ICARIS mass-spectrometry data. As illustrated in
figure 4.8, the situation that is being simulated is that of moving from a stable environment
A, to a stable environment B, the two environments having different background spectral
signatures. A background environment signature in this context refers to a steady state
spectrum when only the normal, for this environment, background chemicals are present.
It is assumed that the transition from one environment to the other is gradual, i.e. there
is a transition period in which the normal background changes. Concept drift is this tran-
sition. The transition is simulated with the linear addition over a specific duration (the
duration of the transition) of the signature B to environment A. This addition of the new
background signature will be referred to in the following discussion, as an artificial event.
Enhancing the dataset with artificial events
Artificial concept drift, or an artificial event, E, is denoted as the addition over a specific
transition period, ts to te, of a new background signature, of specific intensity, Imax to the
existing data. An artificial event, E, is based on a signature S ∈ Rl, which is the pattern
of an assumed background chemical element over an l channel spectrum, scaled to [0, 1]:
S = {s1, s2, ..., sl}, si ∈ [0, 1], for an illustration see figure 4.9. The concept drift, i.e. this
event, is introduced to the background signal in a linear way in time and it is assumed
that it is added to the previous spectrum.
An event E starts at ts and ends at te, meaning that the signature is starting to
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Figure 4.8: A robot moving between environments with different backgrounds. The transition between
the two environments and subsequently the two different backgrounds is assumed to be gradual. A linear
transition over a specified duration from background spectrum A to background spectrum B is assumed.
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Figure 4.9: The signature of a possible new chemical background, scaled to [0, 1].
appear linearly (in the time domain) at time ts and at te and on it remains at its maximum
intensity. The maximum intensity, or simply intensity, of the event, Imax, is defined as
the intensity of the highest peak of the added background signature. For an event of
intensity Imax, the scaled signature, S, is multiplied with Imax, so that every channel has
an intensity proportional to its relative intensity in the signature, when the highest peak
has intensity Imax. The artificial event is described, at every timestep from ts to te, by
the following equation:
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E(t) = SImax
t− ts
te − ts ,E(t) ∈ R
l (4.11)
This event is added linearly to the existing spectral data. If the existing spectral data,
before the addition of any events, is D then D′, the data after the addition of an event, is
calculated as follows:
D′(t) =

D(t), if t < ts.
D(t) + E(t), if ts ≤ t < te.
D(t) + E(te), if t ≥ te.
(4.12)
The process of adding an artificial event to the existing mass spectrometry data is
shown graphically in figure 4.10.
Signature generation
The events that have been artificially added to the data are based on different, random
signatures. All the experiments have been repeated on 18 different signatures, to ensure
that the observed behaviour is not caused by signatures of specific shapes and involving
specific spectral channels. Six patterns have been used that cover different parts and
proportions of the spectrum as seen in figure 4.11. Each of these patterns gives rise
to three signatures, created by assigning random values only to the spectral channels
indicated by the corresponding pattern (figure 4.12). All the signtures are scaled in the
range [0, 1].
4.4 Experiments
A series of experiments were performed, without (A) or with (B) anomalies present, using
the statistical hypothesis testing approach, to investigate:
(Q.A1) The effectiveness of different methods when the window size is varied.
(Q.A2) The effectiveness and the differences of the methods in different types of concept
drift (gradual - abrupt).
(Q.A3) The role of the window size on computational time.
(Q.B1),(Q.B2) The performance of concept drift detection when anomalies are present
85
Chapter 4: Detecting Concept Drift Using Statistical Hypothesis Testing
(a) Data before artificial concept drift
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(b) Data after artificial concept drift
Figure 4.10: Example of linear concept drift addition. Illustrated here is a portion of the mass spectrometry
data; 600 timesteps over all 270 channels. The artificial event start and end times are ts = 100, te = 300,
while its maximum intensity is Imax = 300. On the top (a) is the original data from the ICARIS dataset.
On the bottom (b) is the data after the linear addition of the event. The artificial event is based on the
signature depicted on the top left of (b).
in the data and the effect of tuning the detection thresholds
(Q.B3) The RDA in the presence of concept drift.
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Figure 4.11: Patterns used for random signatures. The noted areas are the spectral channels, over the
whole spectrum (270 channels) that will be part of the signature.
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Figure 4.12: Signatures created from pattern. Every pattern gives rise to three signatures. Every signature
is created by assigning values drawn from a uniform distribution to the channels involved in the pattern.
4.4.1 Drift detection thresholds
To compare the methods fairly, the detection thresholds have been set according to a
significance level of α = 0.05. For the MMDb and MMDu a Gaussian kernel is used:
k(xi, xj) = (1/
√
2pi)exp(−|xi − xj |2/2σ2), with σ set to the median of the pooled sample
(X
⋃
Y ), according to guidelines set in [119]. This means that the upper bound, K
is 1/
√
2pi. Therefore, the detection thresholds, (4K/
√
m)
√
log(α−1) and
√
2K/m(1 +√
2log(α−1)), for MMDu and MMDb respectively can be calculated for this K and
a = 0.05. For the Mann-Whitney test, the Matlab statistics toolbox is used, and the
threshold set through that. For the Wald−Wolfowitz and Smirnov test (for those, the
lower the statistic the more confident the rejection of the null hypothesis), the thresholds
are qualitatively set to 5% of the statistic’s range, to correspond to the 0.05 significance
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level. That is N/20 for the Wald−Wolfowitz test, where N is the size of the pooled sample
and 0.9 for the Smirnov test.
4.4.2 A normal dataset
Anomalies are present in the ICARIS dataset. For the first phase of the experiments,
the detection of concept drift only is investigated, i.e. with no anomalies present. For
this purpose, a “normal” dataset has been constructed, from anomaly free portions of
the ICARIS data. For the second phase of the experiments the concept drift detection
methods are tested on the full dataset, to determine how the two algorithms (the anomaly
detection - RDA - and the concept drift detection) interact. In both cases (data without
or with anomalies) the data set has been enhanced with artificial events that represent
concept drift.
Artificial data and after-drift environment
The following discussion provides some context by analysing the ICARIS dataset and
justifying why a specific range of intensities for artificial concept drift is selected. In the
available mass spectrometry data, anomalies can range from 110 to 10353 in intensity (this
is the maximum intensity reached over the duration of this anomaly or detection). In the
label files that accompany the ICARIS data, every anomaly has been associated with a
strength level (low, medium or high) according to the exposure of the mass spectrometer to
the particular chemical substance that constitutes this anomaly. The range of intensities
that correspond to each of these levels are depicted in figure (4.13). Running the RDA
on this dataset produces a number of false positives; using the RDA original parameter
set, as determined in [5], there are seven false detections which are also included in figure
4.13.
It is assumed that concept drift is a background signature that can cause the RDA to
produce a detection, i.e the intensity considered for the concept drift has to be in a sub-
range of the anomalies intensities range. The high intensity anomalies usually correspond
to very high concentrations of a substance. When the system moves to a new environment,
it is assumed that the background will be different and will have a background signature
in an intensity range that cannot be ignored by the RDA (i.e. not lower than 100). On the
other hand, a new stable environment would mean a steady dispersed background, so very
high intensity background signatures would not agree with this premise, as they are more
88
4.4 Experiments
0 2,000 4,000 6,000 8,000 10,000 12,000
low strenth
medium strength
high strength
false positives
Intensity
7 false positives
51 anomalies
93 anomalies
101 anomalies
Figure 4.13: Intensities of labelled anomalies in relation to their strength as labelled. Also depicted are
the intensities of the false positives that were produced by the RDA in its original tuned implementation.
likely to be associated with a strong localised source of a specific substance, rather than
an even background. Therefore, a lower intensity would be more appropriate to simulate a
steady background environment. A medium-low intensity region is also a very interesting
region, because the RDA is challenged at these intensities. At this range, an incoming
anomaly might be missed, or some non-anomalous event (such as opening a door in the
lab) might be tagged as an anomaly. The high intensity anomalies are easily detected.
The optimisation of the RDA typically focuses on making the algorithm sensitive enough
to detect the low intensity anomalies, without producing many false positives. Taking
those considerations into account, artificial events of concept drift have been examined,
that lay in the 300-1000 region of intensities. The transition period, i.e. how fast the new
background signature reached its maximum intensity is also of interest in this chapter.
In the experiments carried out this is varied to determine the limits of the concept drift
detection methods tested.
4.4.3 Evaluation
For the first part of the experiments, the performance of each method is to be determined
and compared when the window size or the speed of the event are varied. The concept
drift detection performance is measured as the accuracy of the detection. The accuracy is
defined as the number of windows where the drift event is detected, over the total duration
of the artificial event (ts to te) in number of windows. The false positive rate, which is
the number of windows with falsely detected drift over the total duration of the dataset
in windows, is also monitored. A typical detection output of a test and the calculation of
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accuracy and false positive rate is demonstrated in figure 4.14.
For the second part, a binned version of the same graphs is used, where the existence of
a bar denotes the detection of concept drift. In this phase the performance of two modules
of the system are simultaneously monitored: the anomaly detection module, which is the
RDA, and the concept drift detection module, which is the statistical hypothesis testing
methods. To quantify this, a double truth table is used, to show the number of windows
(over the whole dataset) where each of the two algorithms makes a detection and where
the detection is attributed (the detection can be caused by an artificial event, an anomaly,
or noise in the data).
The results that will be presented are averaged over 18 events created from the signa-
ture library discussed in the previous sections.
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Figure 4.14: Evaluation of the different statistical methods. Every bar in the graph is the test statistic (it
applies to any of the tests) for the respective time window. Time is shown in timesteps (of the data file).
It is reminded that the sampling frequency is 3Hz, therefore every timestep is 0.33 sec. The accuracy is
the number of windows where the drift event is detected, over the total duration of the artificial event in
number of windows, noted by the grey vertical lines. The false positive rate (FPrate) is the number of
windows with falsely detected drift, over the total duration of the dataset in windows. In this example the
accuracy is 0.75 (3/4 windows) and the FPrate is 0.025 (1/40).
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4.5 Results
4.5.1 Data with concept drift only (no anomalies present)
The first phase consists of examining the efficiency of concept drift detection through
statistical hypothesis testing, on the artificially enhanced data, coming from the mass
spectrometer. No anomalies are included in the dataset for this phase.
Comparison of methods for varying window size [Q.A1]
The first set of experiments focuses on the role of the window size. For every experiment,
the duration of the drift event is kept constant at te− ts = 1000, and the intensity is set to
4 different values (Imax = {250, 500, 700, 900}). For every intensity level, the window size
is varied from 10 to 300 timesteps. The results for each method separately are depicted
in figures 4.15a−4.15e.
For four out of five methods (with the exception in some cases of the Mann-Whitney
test) similar trends are observed: for events with high intensity (I = 900 or I = 700) there
is a local maximum in accuracy achieved for a window size ranging from 100 to 130. This
window size is big enough to contain enough change due to the artificial event, but small
enough (in comparison to the duration of the drift which is 1000) to precisely detect it.
Events with lower intensities (I = 250 or I = 500) are harder to detect and high accuracy
can be achieved for larger windows. For all the intensities tested, using very small window
sizes does not effectively capture the change in consecutive windows; very low accuracy,
less than 50% is generally achieved for windows smaller than 50 timesteps. The exception
to this is the Mann-Whitney test, which is more sensitive and detects concept drift even
for small windows. However, this comes at the expense of the false positives rate, which
is significantly higher for this method than for the others.
One interesting observation is the instability in the accuracy, shown by a rugged effect,
particularly for windows larger than 150 timesteps. The fact that this behaviour is consis-
tent for all the methods and intensities indicates that it is not an artefact of a particular
method. It is believed that this effect is due to the placement of the windows. The artifi-
cial event always starts at timestep 1000, but as the window size is varied, the start of the
first (or last) window where concept drift is present, in relation to the beginning (or end)
of the artificial event, varies. If for example the first window where concept drift is present
contains timesteps 795-1060 (as is the case for a window of 265), then only 60 timesteps
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(c) Smirnov
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(d) Wald−Wolfowitz
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Figure 4.15: Accuracy of all methods over the window size, for different intensity levels. For every method
(subfigure) the accuracy for Imax = 250, 500, 700, 900 is presented. The duration of concept drift is 1000
timesteps. A general observation is that the accuracy (percentage of windows where drift is detected) is
higher for larger windows (larger than 100 timesteps). Also larger windows are needed for the accurate
detection of very gradual concept drift (low intensity of 250 which corresponds also to low speed of 0.25).
(1000 to 1060), i.e. 22% of the window actually contains data where a new background
signature has started being added. This is not enough change for the statistical methods
to detect a significant difference between this window and its preceding window, which
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contains only normal/pre concept drift data. A similar problem can be observed when
only a small portion of the last window containing concept drift actually contains the end
of the artificial event. As a result, the accuracy is decreased, as concept drift is missed in
one or two windows.
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Figure 4.16: Accuracy (a) and false positives rate (b) of all methods over the window size, for I = 700. The
results from the experiments that vary the window size are presented comparatively for all methods for
only one intensity level. The duration of concept drift is 1000. The highest accuracy over all window sizes
(excluding the Mann-Whitney test) is achieved for MMDb, while the other methods perform comparatively.
The Mann-Whitney test is exluded because of the very high observed false positive rate.
In figures 4.16a and 4.16b the accuracy and false positives of all the methods are
illustrated for concept drift of intensity Imax = 700. The data plotted can be inferred
from figures 4.15 but is presented here for a more clear comparison of the methods for
a given intensity. For the rest of the intensities the results follow the same trends; for
the interested reader, the figures for all the intensities (Imax = [250, 500, 700, 900]) are
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presented in appendix A.1.
Although the Mann−Whitney test outperforms the other methods, the number of false
positives it produces is orders of magnitude higher than the false positives rate of the other
methods: for a window of 100 timesteps the Mann-Whitney method has an FP rate of
18.7%, while the FP rates of the other methods range from 0 to 0.3%. Since the FP
rate of the other four methods is very low, under 2%, their performance is determined
mainly in terms of accuracy. Excluding the Mann-Whitney method (because of its high
FP rate), the MMDb results in the best performance: high accuracy, of 97.8% is achieved
for windows as small as 40 timesteps. Additionally, the accuracy of the MMDb is higher
than the other methods across the whole range of the tested window sizes. For windows
larger than 50 timesteps the remaining methods converge and achieve accuracies around
80%. As explained earlier subsequent decreases are due to the window placement effect.
Comparison of methods for varying event speed [Q.A2]
The next experiments have been carried out to determine the effectiveness of the different
methods, when the speed of an event is varied. The speed of an event, Imax/(te − ts),
determines how gradually or abruptly an event is introduced into the normal data. In the
first set of experiments the duration of the event, te − ts, is kept constant at 300 and the
intensity is varied; by increasing the intensity, when the duration of the event is constant,
the speed is increased. The window size for these experiments is set to 100. Figure 4.17
shows that, the more abrupt an event is the easier it is to detect. This is true for all the
methods and it is to be expected, because the change is greater from one window to the
next, hence it is easier to detect. The kernel based MMDb method and the Mann-Whitney
test (again at the expense of high false positive rate) achieve a perfect accuracy (100%)
at speed 0.7, which corresponds to gradual drift and an intensity of 210. The other three
methods perform relatively poorly for speeds smaller than 1.5 (Imax = 450), but converge
to accuracies close to 80% for more abrupt events.
Figures 4.18a−4.18e support the previously reported results, but they also showcase the
variance in the results. For this event of medium speed (1.3), the Mann-Whitney test and
the MMDb method have the best results in terms of accuracy, but the Mann−Whitney
test, apart from the false positives, has a very high variance. In contrast to that, the
MMDu, the Wald−Wolfowitz and the Smirnov test, have low variance, but they struggle
in detecting the beginning and the end of the drift; hence the reported low accuracy. These
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Figure 4.17: Accuracy over the speed of an event (varying the intensity of the event, Imax).
observations apply to the range of speeds tested. The corresponding graphs for the rest
of the speeds/intensities are included in appendix A.2.
The speed can also be varied by altering the duration of the event, while keeping
its intensity constant. This has been done in order to confirm the previous conclusions
irrespectively of the intensity. As illustrated in figure 4.19, the trend of increasing accuracy
with increasing speed is present here as well. However, the decrease of accuracy for very
high speeds (higher than 2) should be noted. In this set of experiments, high speed
corresponds to a small duration, in particular the last point corresponds to 50 timesteps.
This duration is smaller than the window size; if only 50% of one window contains change
compared to the next window, the difference between the two can be difficult to detect.
Effect of window size on computation time [Q.A3]
The window size effectively determines the size of the samples to be compared, therefore
controlling the computational time required for processing each pair of consecutive time
windows. This can be seen in figure 4.20, where the processing time per window size is
depicted2. This figure shows that the processing time needed at the end of each time win-
dow heavily depends on the size of the windows, especially for the kernel based methods,
MMDb and MMDu. The MMD estimates are more computationally intensive than the
other three methods that rely on the creation and traversal of the minimal spanning tree,
that is why they are affected more by the sample size. For the other three methods the
2The exact times reported depend on the system specifications. These experiments were run on an Intel
Core i5-2400 CPU @ 3.10Hz, 8GB RAM, running 64-bit Windows 7
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(d) Wald−Wolfowitz
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Figure 4.18: Detection of concept drift for all methods. The event, of intensity Imax = 400, in this example
is introduced at timestep 1000 and lasts for 300 timesteps, as indicated by the vertical grey lines. The
horizontal line is the detection threshold for each method. The bars correspond to the time windows and
each bar represents the value of the test statistic as calculated at the end of the window. When the test
statistic exceeds the threshold, concept drift is detected for this window. Note that for the Smirnov and
Wald−Wolfowitz methods, the results have been inverted for illustration purposes (for these methods drift
is detected for low values of the test statistic).
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Figure 4.19: Accuracy over the speed of an event (varying the duration of the event, te− ts). The intensity
of the event is kept constant at Imax = 300
computational cost is associated with the creation of the MST and the traversal of the
tree in order to rank the nodes. The Mann-Whitney and the Smirnov test have the same
cost (in sec/window), while the Wald-Wolfowitz is slightly faster, as the number of runs
can be calculated without the need to traverse the tree.
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Figure 4.20: Processing time needed per window. Here, the time is given in seconds, but that clearly
depends on the processing and memory specifications of the system. The trend, however, should be the
same in any case.
4.5.2 Detecting concept drift and anomalies simultaneously
In the previous section the effectiveness of the methods under investigation for events of
varying characteristics and for varying window sizes was determined. In those experiments
no anomalies are present, but only concept drift. For this second phase of the experiments
the original dataset is used, which contains anomalies. This dataset is also enhanced with
97
Chapter 4: Detecting Concept Drift Using Statistical Hypothesis Testing
artificial concept drift. In this case, an event is periodically added and removed from the
data (see figure 4.21). The duration of the artificial drifts is 1000 timesteps, while the
intensity is varied from 300 to 900. The more challenging, relatively gradual concept drift
is examined here; the speed of the event (Imax/(te − ts)) varies from 0.3 to 0.9 (refer to
figure 4.17). The window size is set to 110, as this results in generally good performance
for both methods. Here, results are reported for the two most distinct and interesting
methods: the highly accurate MMDb and the very fast Wald-Wolfowitz method.
2000 60004000 8000 10000 12000 14000 16000
max_I
environment A environment B transition
Time
Figure 4.21: Time profile of concept drift in data with anomalies. An artificial event is periodically added
and removed from the data. This corresponds to a robot moving between two environments A and B with
different backgrounds. Environment A has the background corresponding to the original data (no added
signature), while for the transition to environment B an event based on a background signature is added or
removed as required. The depicted pattern of adding the artificial events is applied on the entire dataset
(all seven file comprising the ICARIS mass spectrometry dataset).
Concept drift detection in the presence of anomalies [Q.B1]
Figures 4.22a and 4.22b show a portion of the data, which is exemplar to how the two
methods work. The existence of a blue (bottom) bar means that concept drift is detected
in this window, while the grey dashed line shows the actual rise and fall of the artificial
events (concept drifts). The anomalies present in the data are marked by the red (top)
bars. Ideally, the concept drift detection method should only detect drift in the windows
corresponding to the increase or decrease of the added artificial event’s intensity (marked
by the grey line). The results however, especially for very low intensity/ very gradual
drifts do not indicate a perfect performance. Both methods fail for very low and gradual
drift (I = 300) and both achieve very high accuracy for intense drift (I = 900). In the in-
between intensities, the MMDb outperforms the Wald-Wolfowitz, as it achieves very high
accuracies for intensities of 500 and higher (speed 0.5). The presence of anomalies has
very little impact on the concept drift detection results (notice one false positive around
t = 5700 coinciding with an anomaly for both methods), which means that both methods
detect concept drift and not anomalies.
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(a)
(b)
Figure 4.22: MMDb (a) and Wald-Wolfowitz (b) performance in the presence of anomalies. A portion of
the data is presented here (16000 timesteps) No units are displayed here on the y axis, because the results
are binned. The presence of a bar indicate the existence of an anomaly (top, red bar), or a detection of
concept drift (bottom, blue bar) in the corresponding window.
To investigate in more detail how the presence of anomalies affects the concept drift
detection, and similarly how the presence of concept drift affects the anomaly detection
(RDA), a double truth table is constructed, showing the actual events in the data (win-
dows containing concept drift only, anomalies only, both or nothing), and how they are
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detected. The tables presented here show the number of windows in the entire dataset that
correspond to every case. If both the anomaly detection and the concept drift detection,
work perfectly, then the ideal truth table would be table 4.1, which only has elements in
its diagonal, i.e. correct classifications. However, if the performance of the RDA is not
perfect, in one window there can be multiple RDA outcomes; for instance, some anomalies
might be correctly detected and some missed. That is why in a few cases, the same window
can be counted in multiple cells. In the case of false positives of the RDA, i.e. detections
of the RDA which do not correspond to an actual anomaly, these numbers are reported
in brackets, as for one window there can be multiple false detections by the RDA.
XXXXXXXXXXXTrue
Detected
Cdrift Anomaly Both Normal
Cdrift 308 0 0 0
Anomaly 0 119 0 0
Both 0 0 92 0
Normal 0 0 0 372
Table 4.1: The ideal double truth table, if the concept drift detection and the anomaly detection work
perfectly. Each entry is the total number of windows (over the entire dataset) that correspond to the
particular case.
MMDb(I=300, not tuned)XXXXXXXXXXXTrue
Detected
Cdrift Anomaly Both Normal
Cdrift 28.78 3.67 1.61 274.00
Anomaly 1.00 100.39 2.00 16.61
Both 0.56 76.94 4.61 10.83
Normal 10.00 0.17 0.50 362.00
(a)
Wald-Wolfowitz(I=300, not tuned)
XXXXXXXXXXXTrue
Detected
Cdrift Anomaly Both Normal
Cdrift 8.11 3.78 1.50 294.67
Anomaly 0.00 101.39 1.00 17.61
Both 0.00 76.78 4.78 11.39
Normal 3.00 0.67 0.00 369.00
(b)
Table 4.2: The MMDb (a) and Wald-Wolfowitz (b) methods for an event of intensity I = 300, added on
data with anomalies. Every time window can contain concept drift, anomaly, both or nothing. Each entry
is the total number of windows (over the entire dataset) that correspond to the particular combination of
the concept drift and RDA detections, given the true event, averaged over 18 runs. The thresholds for
concept drift detection correspond to a 5% significance level (see section 4.4.1).
Table (4.2) - again averaged over 18 different signatures - shows the concept drift /
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anomaly detection results for the low intensity, I = 300. The tables support the findings
shown in figures 4.22a and 4.22b: the concept drift is mainly classified as normal (high-
lighted in table 4.2, cell [1, 4]), i.e. it is not detected. In the case of the MMDb, concept
drift is detected on 30.39, out of 308, windows on average. This is a sum of the cases
where only concept drift is detected (28.78) and the cases where there is a detection of
both concept drift and anomalies (1.61). In the latter case, this is a correct detection for
the statistical tests, but a false positive for the RDA. Similarly, in the case of the Wald-
Wolfowitz test, concept drift is detected on only 9.61 windows on average. The detection
of concept drift is poor; however, there are very few false positives, while anomalies are
not falsely detected as concept drift.
MMDb(I=300, tuned)XXXXXXXXXXXTrue
Detected
Cdrift Anomaly Both Normal
Cdrift 273.17 0.17 5.11 29.61
Anomaly 3.00 80.22 22.17 14.61
Both 10.17 8.83 72.72 1.22
Normal 45.33 0.17 0.50 326.67
(a)
Wald-Wolfowitz(I=300, tuned)
XXXXXXXXXXXDetected
True
Cdrift Anomaly Both Normal
Cdrift 273.11 0.00 5.28 29.67
Anomaly 2.00 89.83 12.56 15.61
Both 10.06 9.67 71.89 1.33
Normal 22.06 0.17 0.50 349.94
(b)
Table 4.3: The MMDb (a) and Wald-Wolfowitz (b) methods for an event of intensity I = 300, added on
data with anomalies. Every time window can contain concept drift, anomaly, both or nothing. Each entry
is the total number of windows (over the entire dataset) that correspond to the particular combination of
the concept drift and RDA detections, given the true event, averaged over 18 runs. The thresholds are
tuned to 0.17 for MMDb and 55 for the Wald-Wolfowitz tests.
Tuning the thresholds to improve performance [Q.B2]
In these experiments, the detection thresholds are set to those corresponding to an a = 0.05
significance level, 0.308 for the MMDb and 11 for the Wald-Wolfowitz method. However,
if the thresholds are tuned, the results can be significantly improved, especially for the
Wald-Wolfowitz method. When the thresholds are tuned by hand, the improvement for
both methods can be seen in table 4.3. The cases where windows containing concept drift
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are correctly detected is increased, at the expense, however, of some false positives. As
seen in the highlighted cells, in this case the Wald-Wolfowitz test outperforms the MMDb,
as it produces almost half the false positives: 22.06 versus 45.33 instances of normal
windows, classified as concept drift and 12.56 versus 22.17 windows actually containing
only anomalies classified as both concept drift and anomaly.
For higher intensities of concept drift, tuning the thresholds has a positive effect mainly
on the Wald-Wolfowitz method, while it is not necessary for the MMDb method, which
achieves high accuracies even for medium intensitites/speeds. Table 4.4 compares the
non-tuned MMDb and the tuned Wald-Wolfowitz methods. Note the high number of
concept drift windows detected as concept drift or both concept drift and anomaly (a
sum of 283.61 windows from cells [1, 1] and [1, 3]) and the low number of false positive
windows for concept drift detection. These are the normal windows, classified as concept
drift or both anomaly and concept drift (cells [4, 1] and [4, 3] respectively), or the instances
of windows with anomalies classified as concept drift or both anomaly and concept drift
(cells [2, 1] and [2, 3] respectively). The Wald-Wolfowitz performs comparably, or even
slightly better, with 291.33 windows with concept drift detected (cells [1, 1] and [1, 3]),
with a comparable number of false positives.
MMDb(I=900, not tuned)XXXXXXXXXXXTrue
Detected
Cdrift Anomaly Both Normal
Cdrift 233.22 18.72 (76.56) 50.39 (155.44) 19.39
Anomaly 1.00 102.56 2.00 14.44
Both 9.78 11.83 70.22 1.06
Normal 6.44 140.72 (684.22) 4.56 (12.56) 260.72
(a)
Wald-Wolfowitz(I=900, tuned)
XXXXXXXXXXXTrue
Detected
Cdrift Anomaly Both Normal
Cdrift 239.11 16.89 (72.28) 52.22 (159.72) 13.50
Anomaly 1.06 100.39 4.17 14.39
Both 9.78 9.94 72.11 1.06
Normal 9.56 139.56 (679.00) 5.72 (22.06) 257.61
(b)
Table 4.4: The MMDb (a) and Wald-Wolfowitz (b) methods for event of intensity I = 900, added on data
with anomalies. Every time window can contain concept drift, anomaly, both or nothing. Each entry is
the total number of windows (over the entire dataset) that correspond to the particular combination of the
concept drift and RDA detections, given the true event, averaged over 18 runs. Only the Wald-Wolfowitz
thresholds is tuned at 38.5.
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The RDA in the presence of concept drift [Q.B3]
Looking again at tables 4.2 and 4.3, it can be seen that the RDA has some tolerance to
low intensity artificial events. For low intensities of concept drift very few non-anomalous
instances are classified as anomalies. This can be seen in the anomaly column (second),
where only windows containing anomalies, or both concept drift and anomalies, have
caused the RDA to detect anomalies. For high intensities however (table 4.4), the RDA
essentially stops detecting anomalies and produces a high number of false positives. Note
the number of windows where normal instances classified as anomalies (cell [4, 2]), or
concept drift is classified as both (cell [1, 3]). In one window there can be more than one
false detections. The actual number of RDA false detections that correspond to these
windows is reported inside the brackets. The RDA false positives are attributed both to
the transition period (windows that contain concept drift), but also to “normal” windows
corresponding to environment B (see figure 4.21), where the added background signature
is present at the constant intensity Imax. For the latter case, the number of false detections
(cell [4, 2]) is 676 (for MMDb) to 679 (for Wald-Wolfowitz)
3, when the total number of
labelled anomalies in the ICARIS dataset is 245. This behaviour is expected, as there is
no adaptation in response to the concept drift.
4.6 Summary and Discussion
The results show that it is possible to detect concept drift using statistical hypothesis test-
ing. No one method outperforms all the others in every aspect. The Mann-Whitney test
detects a concept drift event accurately, but it also produces a much higher false positive
rate than the rest of the methods. However, for small window sizes, this rate could be tol-
erable, depending on the application. The MMDb, which has a comparable performance
(apart from the very low intensity/speed cases) is slow to compute and may introduce
unwanted lag, as the detection of the concept drift has to be done in real-time. Finally,
the Wald−Wolfowitz and Smirnov tests have a lower accuracy, which can be attributed
to their inability to accurately detect the beginning and ending of the artificial event (the
first and last window), but they are very stable, in terms of low variance in the results,
3This number is different because some “normal” windows might be detected by one of concept drift
tests as well, moving the detection to cell [4, 3]. Other than that, the statistical test used for concept drift
detection does not affect the RDA.
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have barely any false positives and are very fast to compute on runtime.
The size of the window used proves to be a very important parameter and its selection
depends on a number of requirements. Large windows have the advantage of higher ac-
curacy, but they are very expensive in terms of computational time needed to process the
data contained in large windows. At the current sliding window setup (see figure 4.7), the
concept drift that happens any time between time t1 to t0, is detected at time t0. This
means that there is a delay up to td = tw+tp. The first term, tw, is the time corresponding
to a window with w samples and depends on the size of the window and the sampling
frequency of the instrument or sensor used4.The second term, tp, is the time needed for
processing the data contained in the two windows w1 and w2, which also depends on the
window size and the method selected. The dimensionality of the data (in this case it is
270, the number of channels of the mass spectrometry data) also significantly affects the
speed of processing; the higher the dimension, the costliest the computation of the test
statistics. The selection of the size of the window depends on all these factors and is
determined by the particular data and the application and the time constraints associated
with it.
The addition of concept drift to the mass spectrometry data confirms the hypothesis,
that the RDA produces a very high number of false positives, and it is no longer able
to perform anomaly detection. For the gradual drift tested in the data with anomalies,
the concept drift can be generally successfully detected. The results show that the cases
where anomalies are detected as concept drift are very few. This indicates that statistical
hypothesis testing not only can detect concept drift, but it can also differentiate between
anomaly and concept drift. From the two methods compared, the MMDb is able to detect
the concept drift, using the universal threshold, set to correspond to an α = 0.05 signifi-
cance level. This is an important advantage, as it means that the method does not have to
be tuned for different data or intensities. On the other hand, the exponential computation
time of the test statistic, in contrast to the very rapid calculation of the Wald-Wolfowitz
test statistic, acts in favour of the latter. The selection between the two is therefore a
trade-off mainly between universal application of the method and computational cost, and
depends on the application and the computational resources available.
Although linear transition is considered in the experiments presented in this chapter,
4if f is the sampling frequency (samples/second) and w the size of the window in terms of samples
contained in it, then tw = w/f
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there is nothing particular to detecting linear transitions on the solution proposed, how-
ever it could be useful to examine other types of transitions.
The purpose of detecting concept drift is to trigger adaptation. The fact that the
performance of the RDA degrades with concept drift, with a high number of false positive
detections supports the argument that adaptation is necessary. The tests analysed in this
chapter detect concept drift over one or more windows (depending on the duration of the
transition and the window size). After they stop detecting concept drift it can be inferred
that the system is now in a new stable environment. Adaptation can be triggered after
the transition to a new stable environment is completed. The implication of attempting
to adapt before the transition is completed, is that the the concept does not stay stable
enough for a prolonged time. Minku et al. [101] define an intermediate concept as “a con-
cept that is not active for enough time to be learned”. Therefore any updated system runs
the risk of very soon becoming again obsolete. Very gradual and prolonged transitions can
be considered as a corner case in future work, but they are not in the scope of this thesis.
An adaptation mechanism that is triggered when a new stable environment has been
reached and utilises knowledge form the old environment to adapt to the new, unknown
environment is proposed and analysed in the following chapter.
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Chapter 5
Adaptation Using Ensembles and
Implicit Performance Metrics
This chapter addresses the adaptation in response to concept drift. Using the RDA [4] in
a chemical detection task involves training the algorithm on data collected in a specific
background environment. Training the RDA can be accomplished by hand tuning the
parameters [5], or it can be treated as an optimisation problem; finding the parameter
set that will lead in optimal RDA performance on the training data. As such, the se-
lection of a parameter set can be tackled using an evolutionary algorithm, as proposed
in [65]. The trained RDA should have reasonable performance during runtime (test data),
assuming that the environment which generates the data remains stable, i.e. that the
training data and the test data are drawn from the same distribution. If, however, that
environment changes during runtime, the RDA will stop behaving as trained. A change in
the background environment is referred to as concept drift. As demonstrated in Chapter
4, the RDA will produce a very high number of false positives because of a background
concept drift event, artificially added to mass spectrometry timeseries data. For this rea-
son, the system needs to be able to adapt to the changing environment; the number of
false positives needs to be decreased, whilst ensuring that anomalies can be detected with
reasonable precision (low false negative rate).
In Chapter 4 it is proposed that concept drift detection can be performed in parallel
with anomaly detection, by monitoring the incoming data. Following that, a framework
for detecting change using statistical hypothesis testing has been established. Statistical
tests applied on consecutive windows, have been found effective in detecting whether there
is concept drift in the incoming data and in differentiating between that and anomalies.
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Figure 5.1: The proposed system employees separate modules for the detection of concept drift and the
adaptation. Presented in Chapter 4, a statistical hypothesis testing method runs in parallel with the RDA,
detecting concept drift in the incoming sensor data. The detected concept drift can be reported to the end
user for analysis, but its main purpose is to trigger the adaptation module. The actions that can be taken
in order to adapt the anomaly detection module are the focus of this chapter.
As illustrated in figure 5.1, the detection of concept drift triggers an adaptation module.
This way, the adaptation process can be initiated only when there has been true change.
Revisiting the application scenario, the concept drift detection module detects the
transition between two stable environments with different backgrounds. Concept drift is
detected over one or more windows and when the detection of concept drift stops, it is
assumed that the robot is in a new stable background environment, i.e. the transition
period is over. At that moment, adaptation to the new environment/concept can be
triggered. This is demonstrated in figure 5.2.
Environment A is considered to be the known environment, for which there are labelled
training data to train the RDA on. For this work, training the RDA using an Evolution-
ary Algorithm (EA) will be adopted, as it does not require exhaustive hand tuning of the
parameters. An EA maintains a population of solutions (RDA parameter sets) and itera-
tively searches for the optimal solution1, through promoting the best from the population
and applying genetic operators that encourage diversity among the solutions and effective
exploration of the search space. At the end of the evolutionary process, a population, i.e.
a set of solutions of varying optimality, is produced. From this final population, the best
parameter set, i.e. the best RDA, can be selected for environment A.
1The optimal solution means the RDA, or to be more precise the RDA with a specific parameter set,
that, when run on a training dataset associated with the specific environment, produces the lowest number
of false detections, missed anomalies, or in general optimises one or more of the performance metrics
outlined in section 2.4.1
108
M
ag
ni
tu
de
 
of
 
si
gn
a
tu
re
 
B
Time
Environment A
(stable) Environment B(stable) Environment A
Environment B
transition
[  change detected  ]
Adapt
Figure 5.2: Application scenario: a robot moving between environments with different backgrounds. Envi-
ronment A and environment B have different backgrounds, shown here through a characteristic background
signature. If the environment is sensed through a mass spectrometer, the background signature can be
thought of as a measurement snapshot, corresponding to the robot being in this environment when anoma-
lies are absent; it is a spectrum corresponding to the set of chemicals that are considered normal in this
specific environment. The transition from environment A to environment B, is detected through statistical
hypothesis testing, over a series of consecutive windows. The bars at the bottom indicate a detection of
concept drift over the corresponding window. The cease in detection of concept drift indicates that a new
stable environment has been reached, and triggers the adaptation process.
When the robot moves to environment B, the selected RDA stops being optimal, be-
cause concept drift has occurred. In fact, the whole previously evolved population is now
at best suboptimal. Algorithms that adapt in response to concept drift, typically use a
batch of the data from the new concept (environment B) to retrain or update the current
model (see relevant review in sections 3.2.2 and 3.3.2). In order to evolve a new optimal
solution, a new training set, i.e. a set of labelled normal and anomalous data, would be
needed. However, in an autonomous, real-time system, the existence or timely acquisition
of such data cannot be assumed [116]. For this reason, it is proposed here that previous
acquired knowledge can be exploited by combining solutions from the evolved, now sub-
optimal, population into an ensemble. Ensembles that are created directly or indirectly
through evolution, are called evolutionary ensembles.
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An ensemble, as discussed in section 3.3.1, is a set of classifiers (in this case anomaly
detectors) whose decisions are combined into a single ensemble decision. It has been
found that, given reasonably accurate and diverse base learners, the ensemble error rate
decreases compared to that of the base learners [10]. The first of these two prerequisites,
diversity, is ensured because the multi-objective evolutionary process used in [65] to op-
timise the RDA parameters, in principle promotes the existence of diverse solutions in
the population. The second, accuracy, cannot be computed directly without new labelled
data. Instead, a novel method of estimating the accuracy is proposed: extracting implicit
performance information when the RDA operates in the new environment.
In this work, implicit performance metrics are defined as metrics that can be calculated
from the model used for detection, without requiring explicit knowledge of the model’s
performance. If the model makes a detection and then the true label is provided by some
external feedback mechanism, the detection error can be directly calculated. The perfor-
mance of the system in this case is explicitly calculated. In contrast to that, when there is
no feedback there can be properties of the model that indicate whether it performs as it
should. In section 3.2.2, the detection of drift by monitoring the properties of the model
was discussed. The properties of the model, for example the coverage of the input data
by a self-organising network, is an implicit performance metric, as it does not state with
certainty that the network is outdated, but it is an indication strong enough to trigger
some adaptation action.
The implicit performance concept is here extended to the RDA. Estimating the per-
formance of the members of the population on the new environment B, allows for the
selection of the estimated more accurate base learners for the ensemble.
From the proceeding analysis, the research question addressed in this chapter is twofold:
(1) Can evolutionary ensembles reuse the existing evolved population in order to achieve
low false positive and false negative rates in the new environment? (2) Can implicit in-
formation performance be extracted from the RDA and used to improve these rates, by
selecting the members of the ensemble based on their estimated accuracy?
5.1 Structure of this chapter
Section 5.2 presents relevant work on the combination of evolutionary computation and
ensemble learning. In section 5.3 the methodology for using an evolutionary ensemble to
adapt the RDA is presented, along with the implicit performance selection mechanism.
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The experimental design is presented in section 5.4 and the results in section 5.5. Finally,
a discussion and summary is provided in section 5.6.
5.2 Evolutionary ensembles
Kuncheva in [83] notes that the ensemble can be “perceived as a living population ex-
panding, shrinking, replacing and retraining classifiers, taking on new features, forgetting
outdated knowledge” and consequently parallels can be drawn with evolutionary computa-
tion. In Chapter 3 it has been discussed that a key issue in ensemble learning, both static
and adaptive, is a balance between diversity and accuracy. An accurate and diverse pop-
ulation that promotes both exploration and exploitation, is the key to EAs as well [125].
In the last years, there has been increasing interest in the field of evolutionary ensembles,
which use the population of an EA as a pool of diverse classifiers for an ensemble. In this
work it is argued that the balance between diversity and accuracy that can be achieved
through evolution, can be of interest in adaptation. To the best knowledge of the author
this paradigm has not been used yet to address changing environments. In this section,
relevant work on how evolutionary computation can be exploited in ensembles in the fixed
environment case will be presented.
5.2.1 Evolutionary Algorithms and relevant concepts
Evolutionary algorithms (EAs) are a population-based class of optimisation algorithms
[126]. Drawing inspiration from natural evolution, an EA maintains a population of in-
dividuals that represent solutions to an optimisation problem. The efficiency of every
individual, i.e. how well it solves the problem, is determined through the fitness function.
The basic Genetic Algorithm (GA) runs iteratively for a number of generations and evolves
the population by applying the genetic operators of selection, crossover and mutation: at
every generation all the individuals are evaluated through the fitness function and the
fittest are selected as parents to the next population. Crossover recombines two parents
and mutation randomly modifies the offspring. By inserting randomness, the diversity of
the population and the exploration of new regions of the search space is promoted. This
process is repeated, with the offspring population replacing the whole or part of the parent
population. The fitness of the population is eventually improved because of the selection
pressure; the fittest of a generation are selected to be used for the creation of the new
111
Chapter 5: Adaptation Using Ensembles and Implicit Performance Metrics
population.
In many cases there are more than one objectives to be optimised by evolution. Multi-
objective optimization (MO) seeks to optimize a fitness function with more than one com-
ponents. Usually the objectives are competing; optimising the fitness across one objective
can lead to degradation across the other objective(s). As a result, a Multi-Objective
Genetic Algorithm (MOGA) looks for a family of points, known as the Pareto-optimal
set [127]. Every point on this set is optimal, in the sense that there can be no improvement
across one objective without the degradation across at least one of the other objectives.
In the case of single objective EAs, diversity in a population is typically achieved
through the operator of mutation. In the case of multi-objective EAs, diversity is also
ensured because multiple solutions spread across the pareto front are produced. How-
ever, in cases where increased diversity is needed, both in the single and multi-objective
case, niching can be used. Niching methods promote the formation of stable, spatially
separated sub-populations, which cover spatially separated neighbourhoods of different
optimal solutions [128]. The two most commonly used methods of niching are fitness shar-
ing and crowding. Fitness sharing promotes the formation of isolated sub-populations by
reducing the pay-off (through the fitness function) of individuals that are similar. Crowd-
ing methods, on the other hand, insert new elements in the population, replacing similar
individuals.
5.2.2 Evolutionary ensembles
There are a few ways that EAs can be used to assist in the creation of diverse and accu-
rate base classifiers for ensembles, in order to achieve improved performance. Commonly,
given a training set, EAs are used to generate a diverse pool of base classifiers that per-
form accurately on the training set. To generate a classifier, or a learning model, evolution
acts as a training method: a typical example is evolving the weights and topology of an
ANN (also called neuroevolution [127]). In general, for any learning model, an EA iterates
through consecutive generations of model parameters, to find the set of parameters that
will optimise the performance of the learner.
When a single objective is used, that objective is maximising the accuracy (or min-
imising the error) of the classifier. A widely used approach of this category is evolving
neural networks using Negative Correlation Learning (NCL) [129]. Neural networks, as
base learners of an ensemble, are evolved and the objective is to minimise the error func-
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tion of every network. The diversity of the ensemble is promoted through fitness sharing:
the error function is augmented by a correlation term, which correlates negatively the
error of this classifier to the error of the ensemble (created from the whole population).
Thus, individuals self-organise into species that cover different patterns of the training
set. The ensemble, created either by the whole or a subset of the population, outperforms
several classification algorithms on two benchmark classification datasets. Similarly, a set
of classifiers is evolved in [130] as a pool of candidates for an ensemble. In this study ex-
pression trees are shown to be the best candidate base algorithm, outperforming ANNs or
mixed models. The contribution of diversity in the population is examined by comparing
two crowding strategies, deterministic crowding and probabilistic crowding, against each
other and against a standard EA with no crowding. It is found that an ensemble formed
by the best 20 members of a population evolved with deterministic crowding has a sig-
nificantly higher accuracy than an ensemble with members evolved without crowding, i.e.
not as diverse. In [131] a diverse pool of candidates is produced by using a co-evolution
fitness function; the fitness function is associated with the hardness of the training ex-
amples which an individual correctly classifies. The ensemble is iteratively created by
adding members selected from the population, based on a margin training set error cri-
terion. This method outperforms boosting [87], producing a lower test error rate in four
out of six problems tested. EAs do not have to be restrictively applied to evolving the
models. In [101], following the training data manipulation paradigm of bagging [87], an
EA is used to evolve optimal partitionings of the training set, that will be used to train
different base classifiers. The ensemble is formed using not only the final population but
all the intermediate populations as well. Interestingly, including the less accurate and
more randomised classifiers of the early generations can also contribute to the ensemble
accuracy; the individual accuracies of these classifiers may not be very high, but their
existence does increase the diversity, in this way improving the overall performance.
Multi-objective GAs, also find application in evolutionary ensembles, as they pro-
duce a population of diverse solutions scattered across the Pareto front. In [132], the
MPANN [133], an MOGA for evolving ANNs, is used to evolve the members of an en-
semble. The two objectives used, are the ensemble accuracy on two disjoint parts of the
training set. The final ensemble consists of the non-dominated (Pareto) front of the final
population. Evaluated on two classification datasets, this approach outperforms a simple
BP trained network and gives similar results to the NCL approach [129], with smaller
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ensemble size. Finally, diversity can be explicitly stated as one of the objectives of the
MOGA, as proposed in [134]. Similarly to [132] an evolution process that promotes and
selects the ensemble members based on their Pareto dominance is used. One of the main
differences, is that the two fitness objectives are accuracy and diversity, i.e. the base
classifiers are evolved to be explicitly diverse from each other. The diversity objective is
either to minimise the correlation between the output of one individual and that of the
ensemble, or to maximize the pairwise differences between the individuals. Both variants
of the algorithms achieve competitive and mostly better generalisation performance when
tested with multiple established learning algorithms as base learners. Additionally, the
variant that maximises the pairwise differences is competitive to the MPANN [132]; it
achieves lower means of test error, but has marginally higher variance in the results.
Evolutionary ensembles, to the best knowledge of the author, have not been used to
deal with concept drift. One exception is [135], where an EA is used as a training method
for a new ANN based classifier regularly added to the ensemble. The inherent diversity,
however, of an evolved population of base learners is not exploited. In this chapter, the
idea of “ensembles for free” [131] is used. When a GA is used to optimise a learning model,
multiple individuals from the final population can be used in an ensemble, instead of the
single best member, without the added cost of explicitly designing an ensemble.
5.3 Materials and methods
In this section the methodology and main elements of the ensemble adaptation approach
will be presented. The notation that will be followed throughout this analysis is presented
below:
• Environment A is the old, pre-drift environment, or in concept drift terms the old
concept. It is assumed that training data is available for this environment, so the
RDA can be trained/optimised for use in this specific environment. The training
data consists of the mass spectrometry readings, plus a file where the anomalies
present in the data are labelled.
• Environment B is the after-drift environment. It is assumed that, since it is a new
unknown environment, no labels are available at the time of adaptation. This data
is the testing data.
• Both environments, A and B, are associated with a specific dataset. The ICARIS
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dataset [117] is divided into seven files. Each file can act as the dataset associated
with an environment. The notation environment A is file i, means that the RDA has
been optimised using the labelled data in file i, and similarly environment B being
file j means that the RDA ensemble has been tested on file j.
• Training or optimising the RDA is equivalent to the optimisation of its parameter
set. The notation “an RDA” is the RDA that uses a specific parameter set. A set of
different RDAs does not mean that the algorithm itself is different, but that different
parameter sets are used, which in turn determine the performance of the RDA.
• The performance of the RDA can be measured in any of the anomaly detection
evaluation metrics that have been presented in section 2.4.1. In this chapter, the
performance of the RDA or the ensemble will refer to the number, or rate of false
positives and false negatives. A false positive occurs if a detection is made when no
true anomaly exists and a false negative occurs when an anomaly is not detected.
The exact metric used will be clarified as appropriate.
5.3.1 Training for environment A
As discussed earlier, a convenient and effective way to optimise the RDA is using an
evolutionary algorithm. The NSGAII (Non-dominated Sorting Genetic Algorithm) [136],
which has been used to this end in [65], is a MOGA which evolves a population trying to
simultaneously minimise multiple goals. The algorithm produces a set of solutions that
spread across the Pareto front, while it employs a crowding mechanism to promote diversity
in the evolved population. When faced with more than one objective, the Pareto front,
or the non-dominated front, is the set of solutions for which there is no other individual
in the population that performs better in all the objectives. In the case of optimising the
RDA, parameter sets for the RDA2 are evolved and the two goals used are the number
of false positives and the number of false negatives. The NSGAII has been found to
evolve consistently good parameter sets [65]. Additionally, it introduces diversity, both
because of evolving solutions across a spread out Pareto front, but also because it uses a
crowding function to remove similar solutions. This diversity makes it suitable for use in
2Referring back to the two equations of the RDA, 2.8 and 2.9, the set of parameters that is evolved is
{β, l, α, g, d, b}. Please refer to section 2.5 for a detailed description of these parameters.
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an evolutionary ensemble. For these reasons, it is the EA that will be used in this work
as well.
RDAAbest
Environment A 
(file i)
Parameter_set 1
...
Parameter_set 10
Parameter_set 11
...
...
Parameter_set  k
Labelled 
training set
Training 
method
Evolutionary 
algorithm 
(NSGAII)
Figure 5.3: Given a labelled training set on which the RDA needs to be optimised an evolutionary algorithm
will output a population of k RDAs. This set of solutions, often consists of an elit of the best individuals,
or a non-dominated front, and the rest of the population. The best individual of the final population,
RDAAbest will be selected as the solution to the optimisation problem at hand.
As shown on figure 5.3, the NSGAII produces a set of solutions/RDAs, i.e. a population
of parameter sets that minimise the number of false positives and false negatives of the
RDA, measured on the specific training dataset associated with environment A. From the
final population, possibly consisting of an elit of best RDAs and the rest of the population,
the best RDA can be selected. This trained, best for environment A, RDA will be referred
to as RDAAbest.
5.3.2 Forming an ensemble of RDAs
It is proposed in this work that when concept drift happens, an ensemble of RDAs could
improve the performance over a single RDA, especially considering that RDAAbest will be
suboptimal in the after-drift environment B. Here the method for combining the evolved
population of RDAs in an ensemble is presented.
It is reminded to the reader that at every timestep the RDA produces a classification
signal c(t), depending on whether one or more receptors have exceeded the detection
threshold l; c(t) = 1 signifies that the specific timestep belongs to an anomaly, while
c(t) remains at zero when an anomaly is not present (see also equations 2.8 and 2.9).
Typically, the output of the RDA over a portion of the data has the form depicted in
figure 5.4. The final output groups as one anomaly all the consecutive timepoints that
have been classified as anomalous. Each of these anomalies is then associated with a
signature, calculated based on the activity of all the receptors over the duration of the
anomaly. The signatures will not be used for this work, as their use for identification of
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the anomalies are considered a post-processing step. Instead, the focus will be the correct
detection of anomalies, i.e. minimisation of false negatives and false positives.
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1... ...
t
anomaly 1 anomaly 2 anomaly i
c(t)
Figure 5.4: Typical output of a single RDA. At every timestep (with every new reading), the RDA outputs
a classification signal. Each anomaly takes place over a number of consecutive timepoints (duration), for
which a classification signal of 1 is produced. The first - anomaly detection - level of the RDA is the
binary, classification signal output, indicating the presence or not of anomalies. For the second level -
identification -, a signature is extracted for every anomaly and this signature can be used to recognise the
anomaly. Here only the first level will be used.
Multiple versions of the RDA can be combined in an ensemble, as illustrated in figure
5.5. Every RDA has a different parameter set, which leads to a different set of detections.
The simple majority vote is selected as the combination method: as described in equation
5.1, at every timepoint the decision of an ensemble, i.e. the classification signal cE(t)
is determined through a majority vote between the classification signals of n individual
detectors, ci(t); a timepoint is anomalous if more than half of the detectors classify it as
such.
Ensemble – majority 
vote
RDA1
RDA2
RDA3
RDA4
RDA5
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1... ...
t
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1...
1 1 1 1 ... ...
1 1 1 1 1 1 1 1 1 1... ...
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1... ... 1
1 1 1 1 1 1 1 1 1 1 1 1... ...
, c1(t)
, c2(t)
, c3(t)
, c4(t)
, c5(t)
cE(t)
Figure 5.5: Output of an ensemble of 5 RDAs, combined by majority vote. Each RDA makes an indepen-
dent decision. The ensemble follow the majority, i.e. the decision of over half of the member-RDAs.
cE(t) =

1, if
∑n
1 ci(t)
n
≥ 0.5.
0, otherwise.
(5.1)
The notion of using an already evolved population as the candidate pool for an en-
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semble (instead of explicitly evolving a set of ensemble candidates) is in agreement with
the “ensembles for free” notion adopted in [131]. The difference is that in this case it is
extended to concept drift, which changes the problem from generalisation to adaptation.
Ensembles, as discussed in Chapter 3, need relatively diverse and accurate base learners.
Diversity is introduced by the NSGAII. Relative accuracy of the base RDAs, however,
cannot be directly calculated in the new environment, but as will be discussed in the
following sections it can be implicitly estimated.
5.3.3 Selecting the members of the ensemble
It is common in ensembles to use some form of performance information to select the base
learners. Especially in concept drift cases, the base learners that are used to form the
ensemble are the ones that are most relevant/accurate on the current concept. This has
been discussed in section 3.3.2. Selecting members in this way is possible with supervised
learning problems, where there is a labelled dataset, or with a forecasting problem, where
the true label/value is measured or observed after the prediction. In real-time detection,
feedback in the form of labels for recent data cannot be assumed.
However, the behaviour of detection algorithms can be described by their dynamics.
In the case of the RDA, it can be argued that the behaviour could possibly be judged by
a set of implicit performance metrics. The RDA updates in every timestep the position
p and the negative feedback n values for each receptor. By recording the values of these
two over the duration of a dataset, as well as using information about the detections of
the RDA (e.g. duration of an anomaly, D) in the same duration, some implicit metrics of
performance can be calculated. Such can be the mean position and negative feedback, the
equivalent standard deviations and the mean duration of the detected anomalies (details
on the calculation of the implicit metrics are given in the next subsection). These metrics
will reflect to some extent the behaviour of a specific RDA, i.e. a specific parameter set,
as the calculation of p and n at each timestep, includes the parameter set associated with
this RDA (see equations 5.2 and 5.3).
For any given dataset, or a finite partition of a dataset, and an RDA these metrics can
be calculated, and combined in an Implicit Metrics vector, IM . The implicit vector IMi,j
is associated with a specific RDA, indexed RDAj and a specific environment, environment
i, on which it is calculated. For example the notation IMA,5 means that the IM vector
has been calculated when RDA5 runs (performs anomaly detection) on environment A.
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The notation IMB,5 means that the IM vector has been calculated when the same RDA5
runs on environment B.
RDAAbest [ IMA,best ]
Environment A 
(dataset A)
p
n
D
Figure 5.6: Calculation of the reference implicit vector. The implicit vector is associated with a spe-
cific RDA and a specific environment on which it is calculated. When an RDA runs through a specific
dataset/environment, a log of the position and negative feedback values along with details about the out-
put detections can be used to calculate an implicit performance vector for the RDA. The reference implicit
vector, IMA,best is the one that corresponds to the best trained RDA, RDAAbest on the training data
(environment A under the current notation).
If this is applied to the evolved RDAAbest in the training environment/dataset A, a
reference implicit metrics vector can be calculated, IMA,best (see figure 5.6). This reference
implicit vector can be considered to reflect the behaviour of a “good” RDA. When the
detection system then has to deal with an unknown environment B - a new unlabelled
dataset - then the implicit vector of a possible RDA can be calculated on data from
environment B. This implicit vector can then be used as an indication of how good this
parameter set is on environment B. The assumption is that the closest the implicit vector
of a candidate is to the reference implicit vector, the more likely it is that this candidate
will be a good one.
Given a population of solutions evolved for environment A, a set of implicit vectors,
one for each individual, can be calculated on a new unknown environment B, as shown
in figure 5.7. It cannot be guaranteed that the RDA, among a set of candidates, whose
implicit vector is closest to the reference is going to be the best for environment B, but it
is argued that this proximity can be used in order to select, as members of the ensemble,
the candidates with the highest estimated accuracy.
Calculating the implicit vector
The RDA has been presented earlier in Chapter 2 and can be summarised by two equations,
which are reminded here:
pi,t = bpi,t−1 +K(St)− ani,t−1 (5.2)
119
Chapter 5: Adaptation Using Ensembles and Implicit Performance Metrics
Parameter_set 1 [ IMB,1 ]
[   …    ]
[ IMB,10 ]
[ IMB,11 ]
[   …    ]
[   …    ]
[ IMB,k   ]
Environment B 
(dataset B)
...
Parameter_set 10
Parameter_set 11
...
...
Parameter_set  k
Figure 5.7: Calculation of the implicit vectors of a set of solutions. A population of k solutions will result
in a set of k implicit vectors.
ni,t = dni,t−1 + gH(pi,t−1 − β) (5.3)
In equations 5.2 and 5.3, pi,t and ni,t are the position and negative feedback for receptor
i at timestep t. This can be formulated as two vectors pt and nt being output at each
timestep, with pt = {p1,t, p2,t, ..., pw,t} and nt = {n1,t, n2,t, ..., nw,t}, where w is the number
of receptors. After T timesteps have passed, the RDA will have produced a set of z
anomalies, A = {a1, a2, ..., az}, each associated with a set of receptors involved in the
specific anomaly, a start time and an end time. From the last two, the set of anomalies
can be associated with a set of durations D = {d1, d2, ..., dz}.
Using pt, nt and D, a set of features can be extracted that will form the implicit
vector for a portion of the dataset with size (in time) T , IM |T . After some preliminary
tests and observations, the following scalar features are used: the mean across the whole
duration of the data portion, T , pavg|T of the mean position across all the receptors for
every timestep. The mean across the whole duration of the data portion, T, pstd|T of the
standard deviation of position across all the receptors for every timestep. The equivalent
metrics are calculated for the negative feedback. Additionally, two ratios of these quantities
are used, R1|T and R2|T , and the mean duration of all the detected anomalies in this data
portion, davg|T . The use of the specific metrics was decided after a preliminary study on
the impact of different RDAs on p, n and D. The metrics described are outlined in the
following equations.
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pavg|T =
∑T
t=1mean(pt)
T
pstd|T =
∑T
t=1 std(pt)
T
navg|T =
∑T
t=1mean(nt)
T
nstd|T =
∑T
t=1 std(nt)
T
R1|T = pstd |T
pavg |T
R2|T = navg |T
pavg |T
davg|T =
∑k
i=1 di
z
The resulting implicit vector will be:
IM |T = [pavg|T pstd|T navg|T nstd|T R1|T R2|T davg|T ]. (5.4)
Implicit ensemble creation algorithm
From the previous proposed methods, an implicit ensemble, denoted as i.ens can be cre-
ated, using the top RDAs based on their implicit performance. The top RDAs are the
ones whose implicit vector has the highest similarity to IMA,best. This is outlined in the
algorithm in figure 5.8. The algorithm uses the reference Implicit vector, IMA,best and
the set of IM vectors for all the population, calculated on environment B. The algorithm
creates an ensemble of the ens size estimated best individuals in the population.
Create ensemble (Pop, {IMB}pop, IMA,best)
for i=1:pop_size
Pdi= dist(IMB,i,IMA,best)
end
rank Pop based on Pd
pop_ind = Select ens_size top ranking members
i.ens=Pop(pop_ind)
Figure 5.8: Pseudocode for creating an ensemble based on implicit performance. The similarity of IMA,best
and IMB,i is calculated as their Euclidean distance (“dist” function).
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5.3.4 Selecting the best from a population
The NSGAII is a multi-objective genetic algorithm which evolves a population trying to
simultaneously minimise two goals, in this case the number of false positives and the
number of false negatives (misses). The algorithm produces a set of solutions that spread
across the Pareto front. In the example given in figure 5.9, the Pareto front can be seen in
red asterisks. In this example, individual C does not belong in the Pareto front because it
is dominated, i.e. B is better than C in both objectives. The final output of the algorithm
is a set of solutions, the Pareto front, which are in theory equally good. The user can
select the one that is best for the application at hand. If the individuals need to be ranked,
Pareto optimality is not necessarily the best way to do it. For example, in figure 5.9a it is
clear that B is better than C, but whether A is better than C, or whether A is equivalent
to B is not.
For the cases where an automated choice of the best individual is needed, or a fairer
ranking of the population, a bounded ranking, or bounded optimality method is proposed.
As depicted in figure 5.9b, a set of bounded areas Zi can be defined, enclosed in boundaries
{bix, biy}. All the solutions belonging to a lower area will be ranked higher. Again in the
example of figure 5.9b, solutions B and C that belong to Z1 will rank higher (they are
better) than solution A, which belongs to Z3. Within a bounded area, Pareto optimality
stands, which is why B is still better than C. The number of areas as well as the boundaries
{bix, biy} can be set to divide the results space in equal areas, or can be set by the user
according to whether an objective is prioritised against the other. An alternative way,
which will be used in the experiments to follow, is to set the bounds according to the
spread of the values across the two axes. All the x values are ranked in X = [x1x2...xn]
and the number of areas l is selected. Then bix are selected so that the vector X is split
in l equal parts, i.e. bix = xin
l
. The limits biy are set in the same way. It should be
noted that this method is not proposed as a substitute of the Pareto ranking used during
evolution by the NSGAII; bounded ranking does not provide the necessary diversity for a
GA to explore the search space efficiently.
Bounded ranking is used in the following sections, in order to locate the best individual
for the training set, environment A, RDAAbest from a population of evolved possible
solutions. Additionally, both bounded and Pareto ranking can be used to select ensemble
members based on their performance on the training set. A Pareto ensemble, p.ens, is an
ensemble of all the individuals in the non-dominated front. A bounded ensemble, b.ensx
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consists of the top x best individuals based on bounded optimality. These two ensemble
can be used for comparison to i.ens.
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(a) Ranking based on Pareto optimality
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(b) Ranking based on bounded optimality
Figure 5.9: Ranking of a set solutions, based on Pareto optimality (a) or bounded optimality (b). The
ranking in each case is shown in the top right. Note that the ideal solution minimises both goals, i.e. the
“best” in this graph is at point (0,0). The notation B  A means that B is better, while A ≡ B means
that they are equivalent. Bounded ranking on the right is proposed as a way to make a decision about the
ranking of the different points.
5.3.5 Training and test sets
The ICARIS dataset [117] (described in section 4.3.5) is divided into seven files. Every
data file corresponds to a different data collection session and a different set of anomalies.
Each file can act as a training or a test dataset. In order to simplify the analysis, it is
assumed that the data can be split into clearly defined training and test sets. A training
set is equivalent to a known environment, i.e. the environment before drift. This is called
training set because it is the one used to optimise the RDA. The training set is equivalent
to environment A and it can be one of the files of the ICARIS dataset.
The test set is equivalent to the new, unknown after-drift environment, i.e. environ-
ment B. Again, any file from the dataset can be used as the test dataset. However, for
the test data there has been concept drift. Concept drift is again simulated as in Chapter
4, with the addition of a background signature. In section 4.3.5, the concept drift was
simulated with the addition of an artificial event. The artificial event was the linear addi-
tion, over a transition period of a background signature until it reached a given maximum
intensity. The intensity of a signature, in accordance with the previous chapter, refers to
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the intensity of the highest peak of the added signature. The transition period is not of
interest here, as it is assumed that the previous step of concept drift detection will have
processed it. Here, the test data is the new “stable” environment, i.e. with the added
background signature stable at its highest maximum intensity. As a consequence, when
a data file is used as environment B, the background signature, with maximum intensity,
or simply intensity, Imax, is added straight from the beginning of the file - there is no
transition period.
An example of a pre-drift and after-drift environment/dataset is given in figure 5.10. A
portion of the data, which also contains an anomaly, is visualised with or without concept
drift, i.e. with or without the added background signature shown in the figure.
5.3.6 Oﬄine versus online creation of the ensemble
In the previous sections it has been assumed that the entire test set (all the data from en-
vironment B) is available for the calculation of the implicit metrics vectors (see figure 5.7).
This corresponds to the case of oﬄine anomaly detection, where data from environment
B would be collected and then processed at a later time. However, for online, real-time
anomaly detection the ensemble has to be created as the data is being collected.
Figure 5.11 shows the methodology for constructing the ensemble online. Once the
system is in a new environment, the RDA has to run in this environment for a minimum
time [0 t1] until the first implicit vectors can be calculated. Then, as more data is
collected, the implicit vectors can be recalculated and the ensemble updated. For every
time point, ti, at which an implicit vector is calculated, all the data from the beginning of
the environment is used, i.e. the implicit metrics vector IM |ti is calculated over [0 ti].
For every set of implicit metrics vectors that is calculated at a given time for the whole
population, {IMB|ti}pop, a corresponding ensemble, i.ens|ti, is constructed.
5.4 Experiments
Four sets of experiments have been carried out, in order to address the research question
of this chapter: Can evolutionary ensembles reuse the existing evolved population in order
to achieve low false positive and false negative rates in the new environment and can the
proposed implicit ensemble improve these rates?
The first three experiments deal with the oﬄine case of having to detect anomalies in
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(a) Data before artificial concept drift
0 50 100 150 200 250
0
1
(b) The scaled signature that is added
(c) Data after artificial concept drift
Figure 5.10: The same partition of the data before and after the added artificial event. A signature
of intensity 300 is added over the entire duration of the dataset. Note that the anomaly happening at
timesteps 6525-6550 is present in both cases.
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new environment 
detected
time
0 t1 t2 ti TB
IMAbest
{IMB|t1}pop
{IMB|t2}pop
...
{IMB|ti}pop {IMB}pop
i.ens|t1 i.ens|t2 i.ens|ti i.ens|tB
environment B
Figure 5.11: Constructing the ensemble online. The ensemble is created by constructing the implicit vector
for the population over environment B. In the case where the ensemble is created online, the IM vector
also has to be calculated online. By updating the IM vector at every timestep, a new ensemble, i.ens|ti,
can be regularly created based on the IM that incorporates the most recent data. If the duration of the
whole file is tB , then the ensemble i.ens|tB will be the same as the one created oﬄine.
an unknown environment B, after all the data has been gathered. The fourth deals with
the case of having to adapt in environment B, online, i.e. while the data is being collected.
The experiments aim to determine:
Q.off1. The effectiveness of an ensemble using the entire evolved population, in improving
the performance of the system in the new environment, over a single RDA.
Q.off2. Whether using implicit metrics to select the members of the ensemble improves
the performance of the system.
Q.off3. Whether implicit metrics, as a selection mechanism for the members of the en-
semble, offers an advantage over other methods, namely pruning the ensemble using
the Pareto front, or the bounded optimality method.
Q.on. If an ensemble created online, using partial information about environment B,
converges to the oﬄine performance as more data is used to calculate the implicit
metrics and how soon after having moved to environment B the online ensemble can
be used.
5.4.1 Use of ICARIS files
In all the experiments, the training set, i.e. environment A, is file 1 of the ICARIS dataset.
Environment A is the pre-drift environment, so file 1 is used without any modification.
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Table 5.1: The files from the ICARIS dataset used for training/testing.
training Environment A file 1
testing Environment B
file 1 + background signature
file 4 + background signature
file 6 + background signature
For the test set, i.e. environment B, the experiments are repeated for three different files:
file 1, file 4 and file 6. These three have been selected because their size is comparable. As
environment B is the after-drift environment, a signature is added to the corresponding
data files. This setup is summarised in table 5.1. For environment B, first file 1 is
used, which is the same as the training file but with the addition of concept drift, i.e. a
background signature. This is because it was considered as a way to examine the ability
of adaptation to concept drift alone (the detection of the same set of anomalies under a
different background). Then the experiments are repeated on the other data files, again
with added signatures, to ensure generalisation.
5.4.2 Experiment settings
In the previous chapter the main focus, when it came to artificial concept drift, was placed
on the transition period, i.e. how fast the new background signature reached its maximum
intensity. In this chapter however the interest shifts into the intensity itself and how it
affects the performance of the RDA or the ensemble. In line with the previous chapter
and the relevant analysis of section 4.4.2, artificial events of concept drift that lay in the
300-1000 region of intensities will be examined. It has been determined that at this range
of intensities statistical hypothesis testing can detect that concept drift has happened.
Moreover, the RDA produces many false positives, especially with increasing intensities,
caused by the existence of the new background signature. Hence, it is meaningful to at-
tempt to reduce the high false positive rate at these intensities through adaptation.
In all the experiments, 18 different signatures are used to create the after-drift environ-
ment B. This is done to eliminate effects of an added background signature affecting only
a specific band of the spectrum. Moreover, since the population, i.e. the candidates for
the ensemble, is generated through evolution, repeated runs are necessary to ensure that
the results are not attributed to the stochastic element of the EA. All the experiments
are repeated 85 times, which is determined to be a sufficient number of runs to observe
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a medium effect at a 95% significance level in [137]. For every file and every intensity,
the reported averages are calculated based on all the repetitions, which are 85 runs x 18
signatures = 1530 repetitions.
For the training, NSGAII [136] is used and the two objectives to be minimised are
the number of false positives and the number of false negatives. The parameters for the
NSGAII are in accordance to the ones used in [65]. The population size used is 40 and
in every generation the 10 fittest parents are promoted in the new generation and each of
them produces 3 mutated offspring.
5.4.3 Evaluation
In all the experiments the performance of either an RDA or an ensemble of RDAs is
assessed in terms of the false positive rate (FPrate) and the false negative rate (FNrate)
on the test set. It is reminded here that the FPrate is the number of false positives over
the number of all the detections and the FNrate is the number of false negatives (missed
anomalies) over the total number of labelled anomalies in the file. These rates range from
0 to 1, with 0 being the best case: no false positives in the case of FPrate and no misses
in the case of FNrate. A statistical significance analysis of the results is performed using
the two sample Kolmogorov-Smirnov (KS) test.
5.5 Results
The results of the four sets of experiments described in the previous section will be pre-
sented and analysed in subsections 5.5.1 - 5.5.4. Additionally, a statistical analysis of the
results will be resented in subsection 5.5.5.
5.5.1 Ensemble formed from the evolved population [Q.off1]
The first set of experiments aim to test whether an ensemble formed from the entire
evolved population can be effective in reducing the false positive and false negative rate
in environment B.
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Mean improvement and probability of improvement - Ensemble of the whole
population over RDAAbest
The main finding of this set of experiments is that using an ensemble of the whole popu-
lation can improve the performance only for low intensity concept drift. The overview in
figure 5.12 depicts the mean improvement that is achieved when using an ensemble of 40
members (the whole population), compared to when using the evolved best on the training
set RDAAbest. If, for instance, for one run and one signature RDAAbest gives an FPrate
of 0.5 and the ensemble gives an FPrate of 0.3, the improvement is 0.2. These pairwise
improvements are averaged over all the runs and signatures (85x18), and over all the three
files used for environment B. Obviously, a negative value means that RDAAbest performs
better than the ensemble, i.e. when using the ensemble the FPrate or FNrate increases.
From figure 5.12 improvement can be observed both in the FPrate and FNrate, but only
in the lower range of intensities, 300-600. In higher intensities, 700-1000, the opposite
happens; using the ensemble actually leads to worse performance, up to (-)0.2 points for
the FPrate and (-)0.28 for the FNrate.
This trend is confirmed, by looking at the probability of improvement in figure 5.13.
The probability of improvement is calculated as the proportion of all the runs, where
the improvement is positive, i.e the ensemble results in a lower FPrate (FNrate) than
RDAAbest. The probability of improvement for both FPrate and FNrate decreases with
increasing intensity. The false negative rate has a high probability of improving, 80%-90%
in the lower band of intensities. On the other hand, the probability of improvement of
the FPrate is much lower, ranging from 59% in low intensities to 27% in high intensities.
This means that there are cases where an increase in the false positive rate is combined
with a decrease in the false negative rate. This decrease of false negatives can sometimes
be deceptive: an increase in false positive rate means that the algorithm becomes over-
sensitive, detecting a lot of irregularities in the data as anomalies. Making constant
detections means that the actual labelled anomalies are also likely to be detected. As a
result the false negative rate can decrease and the reported improvement can be observed.
Detailed performance for the different test files
More detail can be provided on the performance of the ensemble, by examining the box-
plots produced, for each datafile (file 1, 4, or 6) as environment B separately. In the
boxplots the performance of the ensemble, marked as ens40, is reported both in terms
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Figure 5.12: Mean improvement when using an ensemble of the entire population (ens40 ), over using
RDAAbest in environment B, for all the intensities of concept drift tested. The improvement is defined
as the difference between the FP(FN)rate for the two options: FPrate(RDAAbest) − FPrate(ens40). A
positive improvement means that the rate of the ensemble is lower (better) that that of RDAAbest. The
results are averaged over all the runs and all the three different files for environment B. In low intensities,
300-600, the ensemble on average produces lower FPrates and FNrates compared to RDAAbest, while for
higher intensities, 700-1000, it is the RDAAbest that produces lower rates, i.e the use of the ensemble has
negative effects.
of FPrate and FNrate. It is compared against the performance of RDAAbest, marked as
Abest, the average performance of the population Aavg and the RDA from the population
that performs best in environment B, marked as Bbest. Figure 5.14 shows the results for
file 1. Note that, for reason of simplicity of visualisation, three intensities are reported.
The intensity of Imax = 500 is characteristic of the lower intensities. Similarly, the in-
tensities Imax = 700 and Imax = 900 represent the mid and high intensities for the range
tested.
Comparing the ensemble with Abest, it is observed that in the relatively low, but still
interesting from the point of anomalies and concept drift, intensity of 500, the ensemble
achieves a lower range of values, both in false positive and false negative rates. However,
as the intensity increases, the performance of the ensemble becomes increasingly unsta-
ble. High medians, of over 0.75 for the FPrate are observed, along with high variance, as
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Figure 5.13: Probability of improvement when using an ensemble of the entire population (ens40 ) over using
RDAAbest in environment B, for all the intensities of concept drift tested. Probability of improvement
is defined as the proportion of runs where a positive improvement has been observed when using the
ensemble. The results here are averaged across all runs and all three different files for environment B. The
probability of improvement decreases with increasing intensity. A probability less than 0.5 means that
RDAAbest is more likely to produce lower FP(FN)rates is environment B.
indicated by the range covered by the respective boxes3. The high FPrate medians occur
because the accuracy of the ensemble members drops as environment B’s background be-
comes increasingly different than environment A (for which the members were evolved),
with increasing intensity of the background signature.
An interesting finding, however, is that it is the average performance of the popula-
tion which consistently performs worst in both aspects. This indicates that there are a
lot of individuals in the population that on their own perform quite poorly, affecting the
average, Aavg. However, in most cases when they are combined in an ensemble, com-
paratively lower ranges of FPrates and FNrates are observed, which is something that in
principle is consistent with the ensemble theory. This also indicates that the ensemble has
some power in decreasing the negative effect of unsuitable base RDAs. Observing that the
3On each box, the central mark is the median and the edges of the box are the 25th and 75th percentiles.
The upper limit of the box can be useful, as it indicates that 75% of the sample is below this limit. The
range covered by the box means that 50% of the sample is contained inside that range. The whiskers
extend to the most extreme data points not considered outliers.
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average FPrate and FNrate increases in higher intensities, it can be deduced there are a
lot of solutions in the population that perform increasingly worse. The candidates were
evolved for a background signature free environment. The higher the intensity of the sig-
nature added, the more different the test set will be to the training set. Hence, more and
more candidates will not perform well on the test set. The existence of these unsuitable
candidates in the ensemble has a grave effect and can explain the low performance in high
intensities.
Also presented here is the best individual of the population on environment B, Bbest:
if one solution was chosen from the population and used on environment B, this would be
the best possible outcome. Of course the problem is that there is no way to know a priori
which is this solution, as there is no feedback/labels available for environment B, i.e. the
available solutions cannot be directly assessed on environment B. However, it is included
here as a baseline - best case scenario. From figure 5.14, for most runs, there is a solution
in the evolved population that leads to very low false positive and false negative rates
(near 0). These rates increase as the intensity rises, and there are a few cases where there
is no single solution in the evolved population that can lead to reduced values for these
rates, indicated by the cluster of outliers in the high FPrate range. This happens because
the EA does not always converge to the same areas of the parameter space. Many different
parameter sets can lead to good performance in the training set, so the evolution can end
up in different solution subspaces. However, the absence in some cases of parameter sets
in the final population that can perform well on environment B, shows that some of these
subspaces do not achieve any generalisation/adaptation when concept drift is added. This
could possibly be dealt with by revisiting the EA.
Using other files as a basis for environment B does not affect the trends of the results,
as can be seen in figures 5.15 for file 4 and 5.16 for file 6. This shows that the results are
not specific to a test file, but there is good generalisation in other test environments as
well. It is reminded here that the file used for training does not change; environment A
is always file 1, with no added signature. The same evolved population is tested on three
different test files.
Variance analysis
An important observation that cannot be ignored is the high variance in all the results
reported in figures 5.14, 5.15 and 5.16. This is considered to be caused by the fact that the
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Figure 5.14: FPrate (top row) and FNrate (bottom row) comparisons when file 1 acts as environment B,
with added cdrift of intensity Imax = 500(a), 700(b), 900(c). All the rates are measured for the test set,
environment B, over all the repetitions. The boxes from left to right correspond to: Aavg, the average
FP(FN)rate of all the population, Abest, the FP(FN)rate of RDAAbest, ens40, the rates of the ensemble
that uses all 40 members of the population, and Bbest the best rates found in the population. The ensemble
does not offer any improvement over RDAAbest, especially in high intensities. Some improvement over Aavg
can be observed.
population in each run, consists of different sets of individuals. Inspection of the results
shows that the high variance is in fact attributed to the evolutionary runs, and not the
different signatures or different test files used. For a specific evolved population, the results
are reasonably stable across the 18 different signatures used as the background signature.
This is positive in the sense that the specific background which the system moves to, does
not affect its ability to adapt. However, it creates the need to reduce the variance as well
as the rates themselves.
A closer look at the results revealed that the distribution of the results is bimodal,
which explains the high number of outliers. The second mode is observed when evolution
during training converges to a solution sub-space, which is good for the training set, but
does not generalise at all. There are solutions to this, which would entail studying these
sub-spaces and driving evolution away from them. However, this is not in the scope of
this work.
In this analysis, the results will be assessed given their bimodality. For the results
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Figure 5.15: FPrate and FNrate comparisons when file 4 acts as environment B, for intensities Imax =
500(a), 700(b), 900(c). The boxes from left to right: Aavg, the average FP(FN)rate of all the population,
Abest, the FP(FN)rate of RDAAbest, ens40, the rates of the ensemble of the population, and Bbest the
best rates in the population. The poor performance of the ensemble is consistent with that observed for
file 1.
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Figure 5.16: FPrate and FNrate comparisons when file 6 acts as environment B, for intensities
Imax =500(a), 700(b), 900(c). The boxes from left to right: Aavg, the average FP(FN)rate of all the
population, Abest, the FP(FN)rate of RDAAbest, ens40, the rates of the ensemble of the population, and
Bbest the best rates in the population. The results are consistent with those observed for file 1 and file 4.
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presented in boxplots, the bimodality should be taken into account, as the points that are
classified as outliers in some cases represent a second mode. However, there is still value
in presenting the results in this way, as it provides a good way to visually compare the
different settings. In every case the boxplot guarantees that 50% of the data is contained
inside the box, and naturally that 50% of the results is below the median. Additional
information and alternative ways of presenting the results are employed where necessary,
to show in more detail the properties of the results and aid in the correct interpretation.
5.5.2 Selecting ensemble members based on the implicit metrics vector
[Q.off2]
The second set of experiments investigates whether using implicit metrics to select the
members of the ensemble, rather than using the whole population, can reduce the observed
FPrate and FNrate. The implicit ensemble is formed from the set of solutions whose
implicit vectors have the highest affinity to the reference implicit vector, IMA,best. In
the results that follow, different sizes of this implicit ensemble are tested and compared
against an ensemble of the whole population. The ensemble size is varied from 40 to 1, 40
being the full ensemble, ens40, that uses the entire population and 1 being just a single
RDA, noted as i.best, the one whose IM vector is closest to the reference IM vector. For
an intermediate size x, the implicit ensemble is denoted as i.ensx.
The results presented in figure 5.17 for file 1 as environment B show that, even though
there is still high variance and clusters of outliers that indicate bimodality, reducing the
ensemble size in every intensity leads to a significant reduction of the false positive rate.
Both the median FPrate and the range of the boxes (which represents 50% of the results)
decrease as less members are used. In low intensities, Imax = 500, the median FPrate
decreases from 0.2 for ens40, to 0.1 for just one member, i.best. In higher intensities
the decrease is more dramatic, as the full ensemble performs poorly. In particular, the
respective FPrates decrease from 0.76 to 0.11 for Imax = 700 and from 0.98 to 0.13 for
Imax = 900. Comparative medians to the i.best are also found for the ensemble of 5, i.ens5
and in low intensities for the ensemble of 10, i.ens10.
The FNrates, on the other hand, seem to rise as less members are used (with the
exception of the high FNrates for ens40), as shown in 5.17. This is due to the trade-off
effect between FPrate and FNrate: note that usually the lowest false negative rates are
achieved for cases with high false positive rates. As mentioned earlier, this is because a
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very sensitive detector tends to detect noise or irregularities in the data, thus increasing
the probability of detecting actual anomalies as well. Cases where both the FPrate and
FNrate are high, for instance the case of ens40 (first box) in figure 5.17c, are usually
associated with false detections that span over a big duration. True anomalies in the data
that happen in this time are masked by the false detection, hence the number of missed
anomalies rises. In the case of the FNrates the best performance, from the three settings
with the lowest FPrates, is observed for an ensemble of 10, with FNrates ranging from
0.12 to 0.18, while the ensemble of 5 tracks these rates very closely.
Overall, it can be observed that the best results are achieved for implicit ensembles of
sizes 5 and 10. The single best individual, i.best, yields comparable and possibly better
false positive rates than the ensemble of 5, but this comes at the expense of a slightly
higher false negative rate.
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Figure 5.17: FPrate and FNrate comparisons when file 1 acts as environment B, for intensities Imax =
500(a), 700(b), 900(c). All the rates are measured for the test set, environment B, over all the repetitions.
The boxes from left to right correspond to: ens40, the full ensemble; i.ens30 to i.ens5, the implicit ensemble
using 30 to 5 members of the population whose IM vectors have the highest affinity to the reference IM
vector; i.best, the individual from the population with the highest affinity IM vector. The FPrate decreases
as the ensemble is pruned. The small increase in the FNrate happens because less detections are generally
made.
In figures 5.18 and 5.19 the advantage of the ensemble compared to a single best
individual, based on IM, is more clearly demonstrated. In the case of the FPrate, im-
provement is observed when decreasing the size of the ensemble down to an ensemble of
5, with FPrates in the 0-0.1 range. In the case of i.best, increased FPrates are observed,
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both in terms of median, but also in the upper limit of the box, which indicates the 75th
percentile (75% of the sample falls below that value). The FNrates observed for i.best are
also higher compared to i.ens10 and i.ens5. The difference of these graphs to figure 5.18
is that a different file is used as a basis for environment B, than the one used for training.
It appears that when environment B is based on the same data file as the one used for
training, the IM vector is more efficient in estimating the accuracy, as exactly the same
set of detections is expected in both environments. However, when IMB and the reference
IMA,best are calculated on environments that are based on different files, containing dif-
ferent sets of anomalies to be detected, the single solution closest to the reference implicit
vector does not perform that well.
On the other hand, the ensembles maintain their performance to similar levels inde-
pendently of the file used as environment B. This shows good generalisation. From this it
can be deduced that the implicit metrics selection method cannot be used to accurately
locate the best solution in the population, but it is very useful in selecting a set of reason-
able RDAs or in pruning out of the ensemble RDAs that do not demonstrate an expected
behaviour.
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Figure 5.18: FPrate and FNrate comparisons when file 4 acts as environment B, for intensities Imax =
500(a), 700(b), 900(c). All the rates are measured for the test set, environment B, over all the repetitions.
The boxes from left to right correspond to: ens40, the full ensemble; i.ens30 to i.ens5, the implicit
ensemble, using 30 to 5 members of the population whose IM vectors have the highest affinity to the
reference IM vector; i.best, the individual from the population with the highest affinity IM vector. The
difference to file 1 is the high rates observed for i.best.
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Figure 5.19: FPrate and FNrate comparisons when file 6 acts as environment B, for intensities Imax =
500(a), 700(b), 900(c). The boxes from left to right correspond to: ens40, the full ensemble; i.ens30 to
i.ens5, the implicit ensemble, using 30 to 5 members of the population whose IM vectors have the highest
affinity to the reference IM vector; i.best, the individual from the population with the highest affinity IM
vector. The observed results are consistent with file 4.
Taking into account the bimodality and variance
There are a few options on how to further analyse the data and address the outliers and
the bimodality of the results. One way is to attempt to fit the data in a bimodal distribu-
tion and then analyse and compare the two peaks. However, this would involve making
assumptions about the generating distribution. Instead, a practical way of comparing the
results is proposed. In table 5.2 the percentage of the sample under an FPrate limit of 0.2
is reported. An FPrate of 0.2 means that 20% of the detections are false positives, or 80%
of the detections correspond to real anomalies. Observing the results, it is determined
that this is an FPrate where the differences between the tested settings are obvious. Ad-
ditionally, given the presence of concept drift, an FPrate of 0.2 is a large improvement,
considering the high (over 0.5) medians and 75th percentile values observed for RDAAbest
and ens40 in the mid-high intensities (see figures 5.14-5.16). For the interested reader,
however, additional tables for an FPrate limit of 0.1 and 0.3 are provided in appendix B
(tables B.1 and B.2). In this analysis, only the FPrate is considered, because the results
show that it is the most critical of the two, and the one affected more by the added concept
drift.
Table 5.2 is a summary of the results presented in figures 5.14-5.16 and 5.17-5.19. In
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B Imax Abest ens40 i.ens30 i.ens20 i.ens10 i.ens5 i.best Bbest
1 500 57.52 48.50 74.38 82.03 85.42 87.58 84.18 87.06
1 700 44.44 20.59 42.94 52.35 67.52 75.82 78.50 84.05
1 900 32.09 8.63 21.50 26.93 44.51 59.87 74.97 81.57
4 500 63.59 76.80 94.25 96.54 96.73 98.24 85.10 98.04
4 700 50.46 39.02 67.06 78.37 85.88 92.29 79.28 97.39
4 900 37.25 16.86 36.14 48.82 66.01 80.98 72.55 95.10
6 500 64.97 81.96 95.42 97.39 95.49 93.92 69.54 99.28
6 700 51.57 42.09 70.39 79.87 84.44 85.95 62.55 99.28
6 900 39.22 18.95 39.02 51.50 61.05 71.11 51.76 98.56
Table 5.2: Percentage of repetitions that achieve an FPrate lower than 0.2, under different ensemble
settings. Results from all the files and intensities are reported. The settings compared are RDAAbest
(Abest); the full ensemble (ens40); implicit ensembles of 30, 20, 10 and 5 members (i.ens30-i.ens5); the
implicit best (i.best); and Bbest, the best solution existing in the population, for reference. Noted in bold
is the winning setting, with the highest percentage in the 0-0.2 FPrate range.
the majority of the cases (6/9) the ensemble of 5 achieves the best performance with of-
ten more than 85% of the population achieving a false positive rate lower than 0.2. The
improvement over both RDAAbest and a full ensemble is clear. It can also be noted that
in some cases the performance of an ensemble of five is comparable to the Bbest, which
comprises of the best individual present in the population. In one of the reported cases
(B4, Imax = 500) the ensemble of five outperforms the baseline. These results show that
selecting the members of the ensemble based on their IM is meaningful and leads to
improved performance.
Mean improvement and probability of improvement - Ensemble of 5 over
RDAAbest
In figure 5.20 the mean improvement over RDAAbest is shown, when an ensemble of 5 is
used. This is averaged over all the runs in all the three test environments. Moreover,
the probability of improvement when using the ensemble of 5 over the previously known
“best” solution, RDAAbest, is depicted in figure 5.21 and it can be used to draw conclusions
independently of the bimodality of the results.
In contrast to the improvement of the full ensemble over RDAAbest (figure 5.12) the
average improvement, in this case, is positive over all the intensities tested. On average
the FPrate improves up to 0.32 points, while the FN rate improves on average around
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0.12 points. The probability of having an improved result when using an ensemble of 5
members ranges from 65% to 88%. The fact that the probability of improvement is always
well over 0.5 shows that in every intensity there is high probability that the results will
be improved than not, i.e. the improvement of the performance is consistent.
Figure 5.20: Mean improvement when using an ensemble of 5 members, selected based on IM, over using
RDAAbest in environment B, for all the intensities of concept drift tested. The improvement is defined as
FPrate(RDAAbest)− FPrate(i.ens5). The positive improvement means that the rate of the ensemble of
5 is on average lower (better) than that of RDAAbest, both for the FPrate and the FNrate. The results
are averaged over all the runs and over all three different files for environment B.
5.5.3 Implicit metrics against other selection mechanisms [Q.off3]
The results in this section compare the implicit metrics, as a selection mechanism for the
members of the ensemble, to other methods: using the Pareto front or the bounded opti-
mality method for selection. Ranking based on these two methods is presented in section
5.3.4. The Pareto front that the EA outputs, typically contains around ten individuals
(an effect of the elite size being ten). For this reason, an ensemble of ten members is
used for the other two methods as well. Although the previous results indicate that an
implicit ensemble of five is the best, here an implicit ensemble of ten is used to ensure that
any differences observed are attributed to the selection method and not to the size of the
ensemble.
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Figure 5.21: Probability of improvement when using an ensemble of 5 members, selected based on IM,
over using RDAAbest in environment B, for all the intensities of concept drift tested. Probability of
improvement is defined as the proportion of runs where a positive improvement has been observed when
using the ensemble. The probability of improving the FPrate or FNrate when using an ensemble ranges
from 65% to 88%. The results are averaged over all the runs and all three different files for environment
B.
Detailed performance for the different test files.
The boxplots of figure 5.22 include results for these three selection methods, while the
RDAAbest rates and full ensemble rates are also presented for reference. The results
indicate that the implicit ensemble, i.ens10, achieves lower FPrate medians than both the
Pareto and the bounded selection method, which perform comparably to each other. In
Imax = 500, the median reduces from 0.15 (both for p.ens and b.ens10) to 0.12, while
there is a decease of the 75th percentile to 0.16 from 0.32 for p.ens and 0.24 for b.ens10.
In Imax = 700, the median reduces from 0.6 (p.ens) and 0.5 (b.ens10) to 0.14, while the
75th percentile is decreased from 0.9 to 0.3. In the high intensity of 900, there is very
high variance in all the cases, but still the implicit ensemble achieves good FPrates in
more runs, decreasing the median greatly, from 0.97 to 0.28. These decreases in FPrate
are often accompanied by a slightly elevated false negative rate, but as explained earlier
this is to be expected.
As the intensities increase, it becomes clear that selecting the ensemble members based
on their performance in the training set, which is what both p.ens and b.ens10 do, leads to
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poor performance. This means that there are solutions in the population that contribute
in a good ensemble detection, which do not belong to an environment A elite.
The same observations can be made when other files are used for environment B, as
seen in figures 5.23 and 5.24. Again, the biggest improvements are observed for medium
and high intensities. For file 4 acting as environment B (figure 5.23), the median FPrate
is improved from 0.39 (p.ens) and 0.26 (b.ens10) to 0.02 for i.ens10 in the intensity of
700. There is great improvement in the FPrate median in the 900 intensity as well, but
again it is accompanied by an observed high variance. Finally for environment B using
file 6, the same trends are observed, with p.ens achieving an FPrate median of 0.26 in
Imax = 700, b.ens10 a median 0.2 FPrate and i.ens10 a median FPrate of 0.01. The
variance observation stands here as well.
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Figure 5.22: FPrate and FNrate comparisons when file 1 acts as environment B, for intensities Imax =
500(a), 700(b), 900(c). All the rates are measured for the test set, environment B, over all the repetitions.
The boxes from left to right correspond to: RDAAbest (Abest), the full ensemble (ens.40), the ensemble
of the individuals in the Pareto front (p.ens), the ensemble formed from the best 10 individuals based
on bounded ranking (b.ens10) and the implicit ensemble of 10 members (i.ens10). The implicit ensemble
achieves lower medians in all the intensities.
Mean improvement and probability of improvement - implicit ensemble of 10
over Pareto ensemble of 10
The overview figure for all the environments of the mean improvement when using the
implicit ensemble over the Pareto ensemble, is presented in figure 5.25. The mean im-
provement is around zero, or even negative for the false negative rate for a range of in-
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Figure 5.23: FPrate and FNrate comparisons when file 4 acts as environment B, for intensities Imax =
500(a), 700(b), 900(c). All the rates are measured for the test set, environment B, over all the repetitions.
The boxes from left to right correspond to: RDAAbest (Abest), the full ensemble (ens.40), the ensemble
of the individuals in the Pareto front (p.ens), the ensemble formed from the best 10 individuals based on
bounded ranking (b.ens10) and the implicit ensemble of 10 members (i.ens10).
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Figure 5.24: FPrate and FNrate comparisons when file 6 acts as environment B, for intensities Imax =
500(a), 700(b), 900(c). All the rates are measured for the test set, environment B, over all the repetitions.
The boxes from left to right correspond to: RDAAbest (Abest), the full ensemble (ens.40), the ensemble
of the individuals in the Pareto front (p.ens), the ensemble formed from the best 10 individuals based on
bounded ranking (b.ens10) and the implicit ensemble of 10 members (i.ens10). As in the other files, the
implicit ensemble achieves lower medians in all the intensities.
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tensities, but that is clearly connected to the improvement of the false positive rate: with
worse FPrates more irregularities in the data are detected, among them possibly a few
anomalies. The false positive rate improves from 0.02 units in low intensities up to 0.34
units in high intensities. In high intensities the FNrate also improves (decreases) up to
0.18 units. This is because in high intensities the Pareto ensemble produces false positives
that span over large portions of the data and mask true anomalies. The implicit ensemble
manages to reduce this type of behaviour. The probability of improvement as shown in
figure 5.26, is consistently over 50% for both rates. For most intensities the FPrate has a
probability of improvement near 80%, and if combined with the mean improvement results
in figure 5.25, the improvement is likely to be quite high.
Figure 5.25: Mean improvement when using an implicit ensemble of 10 members over using a Pareto
ensemble in environment B, for all the intensities of concept drift tested. The improvement is defined as
the difference between the FP(FN)rate for the two options: FPrate(p.ens)−FPrate(i.ens10). A positive
improvement means that the rate of i.ens10 is lower (better) than that of p.ens. The results are averaged
over all the runs and all three different files for environment B. The implicit ensemble results in mean
improvements of up to 0.34 (FPrate) and 0.18 (FNrate) in the higher intensities.
Taking into account the bimodality and variance
A table that documents the percentage of runs that achieve an FPrate below the limit of
0.2 (table 5.3) is presented here as well (for equivalent tables for an FPrate limit of 0.1 and
0.3 please refer to appendix B, tables B.3 and B.4). The percentage of resulting FPrates
up to 0.2 is higher in the case of implicit metrics being used for selecting the ensemble
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Figure 5.26: Probability of improvement when using an implicit ensemble of 10 members over using a Pareto
ensemble in environment B, for all the intensities of concept drift tested. The probability of improvement
is defined as the proportion of runs where a positive improvement has been observed when selecting the
ensemble members based on the implicit metrics, rather than Pareto optimality. The results are averaged
over all the runs and all three different files for environment B. The FPrate has a probability of 69%-82%
of improving, and the FNrate a probability of 55%-73%, when using an implicit ensemble of 10.
members, for every environment and every intensity tested. On the other hand, the two
methods of selection based on Pareto optimality or bounded optimality exhibit similar
performance, which is poor compared to IM pruning.
5.5.4 Online Ensemble formation [Q.On]
The results presented in this section refer to the case of creating the ensemble online.
The convergence to an oﬄine performance is examined as well as the minimum time that
needs to have elapsed before the IM vector for environment B can be calculated. In
order to aid with the interpretation of the results, the online ensemble creation setup is
reminded in figure 5.27. The ensemble can be created online, by calculating the IMB
on the data collected so far. Normally the updated ensemble would then be used from
then on. However, to facilitate comparison, here all the ensembles created at different
timepoints are evaluated over the entire file, acting as environment B.
In figure 5.28 the average FPrate and FNrate is presented, for all the files and inten-
sities, Imax = 500, 700, 900. An overall observation is that, for all files and intensities, the
performance is relatively unstable when only the first 2000-4000 timesteps are used to cre-
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B Imax Abest ens40 p.ens b.ens10 i.ens10
1 500 57.52 48.5 61.90 67.19 85.42
1 700 44.44 20.59 31.76 28.10 67.52
1 900 32.09 8.63 12.88 10.65 44.51
4 500 63.59 76.80 81.63 85.49 96.73
4 700 50.46 39.02 44.64 45.16 85.88
4 900 37.25 16.86 20.26 17.78 66.01
6 500 64.97 81.96 85.82 89.61 95.49
6 700 51.57 42.09 47.19 49.67 84.44
6 900 39.22 18.95 22.22 19.15 61.05
Table 5.3: Percentage of repetitions that achieve an FPrate lower than 0.2, under different selection
strategies of the members of the ensemble. Results from all the files and intensities are reported. The
settings compared are RDAAbest (Abest), the full ensemble (ens40), the ensemble of the Pareto front
individuals (p.ens), the ensemble formed from the best 10 individuals based on bounded ranking (b.ens10)
and the implicit ensemble of 10 members (i.ens10). Noted in bold is the winning setting, with the highest
percentage in the 0-0.2 FPrate range.
new environment 
detected
time
0 t1 t2 ti TB
IMAbest
{IMB|t1}pop
{IMB|t2}pop
...
{IMB|ti}pop {IMB}pop
i.ens|t1 i.ens|t2 i.ens|ti i.ens|tB
environment B
Figure 5.27: Constructing the ensemble online. The ensemble is created by constructing the implicit vector
for the population over environment B. In the case where the ensemble is created online, the IM vector
also has to be calculated online. By updating the IM vector at every timestep, a new ensemble that
incorporates the most recent data can be regularly created (at times ti) based on the IM. For every time
point, ti, at which an implicit vector is calculated, all the data from the beginning of the environment is
used, i.e. the implicit metrics vector IM |ti is calculated over [0 ti]. From these an updated ensemble,
i.ens5|ti, can be created. Assuming that the size/duration of environment B is tB , then the final ensemble,
i.ens5|tB , will be the same as the oﬄine ensemble, created using the whole data file.
ate the ensemble, but after t=4000 the performance begins to converge. Considering that
the frequency of the mass-spectrometer used to collect the data is 3Hz, 4000 timesteps
correspond to approximately 22 minutes. The average rates of RDAAbest are also depicted.
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For environments B4 and B6 even when as little as 100 timesteps are used to calculate the
implicit vector, the performance of the ensemble, both in terms of FPrate and FNrate, is
on average still better (the rates are lower) that the performance of RDAAbest.
In environment B1 (file 1), the performance using the first timepoints is better than
RDAAbest, but as more timesteps are added, the FPrate increases approximately by 0.15
over the one observed for RDAAbest. This big increase, which is not present in the other
environments, is caused by the specific file, file 1. In this file many high strength anomalies
are introduced in the first 2000 timesteps. The implicit metrics vector is used to quantify
the steady state performance of the algorithm. However, the first portion of the data in
file 1 does not correspond to a steady state situation, as the frequency of anomalies is
higher than the overall frequency of anomalies in the whole file/environment. As a result,
the ensemble constructed from implicit performance indicators for this portion of the data,
performs poorly. As more data is collected, the detection patterns converge to a steady
state behaviour. The FPrate falls to 0.15 for Imax = 500 and 0.33 for Imax = 700.
An interesting effect observed in B1 (file 1 used as environment B), is that the perfor-
mance is better only when a few timesteps are used: the FPrate is lower in the beginning
(100-200 timesteps), then it rises (1000-2000) and finally it converges. The early relatively
low FPrate is attributed to the fact that there are no anomalies usually in the files for
the first 100-200 timesteps. This situation is somewhat closer to the steady state system,
because the portions of normal measurements in the data is generally larger than the por-
tion that corresponds to anomalies (as is true for most anomaly detection applications).
This pattern is also present in B4 and B6, but it is more clear in environment B1, because
of the composition of the specific file.
Similarly to previous experiments, a table is presented here as well with the percentage
of FPrates under 0.2, for all the timesteps at which the ensemble is tested (table 5.4). Sim-
ilar trends are observed. The worst performances are documented when 0-2000 timesteps
are used for the construction of the ensemble, while after timestep 4000 the performance
starts becoming stable. A secondary pattern that is observed here, but also in the boxplots
of figure 5.28, especially for B1, is that the best performance is not necessarily achieved
when the entire file is used (best performance achieved around timestep 10000). Again,
this is associated with the composition and the distribution of the anomalies in the files.
However, the fluctuations in performance are small after 5000 timesteps. After 4000-5000
timesteps the FPrate can be considered to be converging towards the oﬄine FPrate (the
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(c) B1− Imax = 900
500 30005000 10000 15000 200000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
timestep
FP
/F
N 
ra
te
 
 
FPrate i.ens5
FNrate i.ens5
FPrate Abest
FNrate Abest
(d) B4− Imax = 500
500 30005000 10000 15000 200000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
timestep
FP
/F
N 
ra
te
 
 
FPrate i.ens5
FNrate i.ens5
FPrate Abest
FNrate Abest
(e) B4− Imax = 700
500 30005000 10000 15000 200000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
timestep
FP
/F
N 
ra
te
 
 
FPrate i.ens5
FNrate i.ens5
FPrate Abest
FNrate Abest
(f) B4− Imax = 900
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Figure 5.28: Online experiments. Average performance of an implicit ensemble of 5 members (i.ens5), as
a function of the timesteps used to calculate the implicit vector. Even though the ensemble is created at
different timesteps, the entire file is used for evaluation to facilitate comparison. Every row corresponds
to a different file: in figures a-c, file 1 is acting as environment B (B1). In figures d-f, file 4 is acting as
environment B (B4). In figures g-i, file 6 is acting as environment B (B6). Both the FPrate and FNrate
are plotted, while the corresponding rates for RDAAbest (Abest) are also shown for reference.
one corresponding to T=20000). Therefore, it could be argued that the minimum time
that has to have elapsed for the calculation of the IM vector, so that low FPrates can
be achieved, is 4000-5000 timesteps (22-28 minutes). For equivalent tables for an FPrate
limit of 0.1 and 0.3 please refer to appendix B (tables B.5 and B.6).
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BImax
T (timestep at which implicit metrics are calculated)
50 100 150 200 300 400 500 1000 2000 3000 4000 5000 10000 15000 20000
1 500 62.35 58.82 54.97 55.49 54.44 60.78 34.71 28.24 25.95 54.12 74.25 77.52 88.43 88.24 87.58
1 700 46.80 43.40 43.01 43.86 45.49 35.69 16.54 16.41 13.73 36.73 60.33 63.53 79.22 78.30 75.82
1 900 32.09 33.59 35.03 35.36 35.69 28.30 13.92 13.59 11.70 26.86 49.15 51.63 64.71 62.48 59.87
4 500 75.03 73.27 69.93 69.74 68.89 69.15 70.46 73.33 96.08 93.46 96.34 96.14 97.12 98.10 98.24
4 700 60.26 55.03 50.33 50.78 52.61 54.71 56.08 58.95 83.27 86.99 90.20 90.20 92.09 92.22 92.29
4 900 39.48 38.95 39.15 40.13 39.28 40.59 42.42 42.42 69.74 70.65 78.95 78.17 80.98 80.85 80.98
6 500 80.72 76.41 74.12 72.81 74.84 81.05 83.07 91.24 92.88 93.01 91.83 92.81 93.92 93.79 93.92
6 700 56.27 57.52 54.38 47.52 48.56 58.10 67.91 81.70 84.18 84.84 82.94 85.75 85.95 85.56 85.95
6 900 37.52 43.46 42.75 36.86 41.18 44.25 47.71 60.78 68.56 70.52 66.47 68.56 69.93 70.52 71.11
Table 5.4: Comparison of ensembles of 5 members created at different timepoints, under the online ensemble
paradigm. Percentage of resulting FPrates lower than 0.2. The timestep, at which the maximum FPrate
is observed, is noted in bold and the minimum in italics.
5.5.5 Statistical significance
The results presented in the previous sections are tested for statistical significance. Treat-
ing the FPrate and FNrate separately, pairs of settings are tested, for example i.ens20-
i.ens10. The null hypothesis is formulated as H0: the FP(FN)rate observed for setting1
is the same as the FP(FN) rate observed for setting2. The null hypothesis is tested using
the non-parametric two sample Kolmogorov-Smirnov (KS) test at a 5% significance level.
A rejection of the null hypothesis means that the FP(FN)rates of the two settings are
significantly different. The numbers reported in tables 5.5 - 5.7 correspond to the number
of files (out of the three tested for environment B) for which the difference between the two
settings is found significant. If the number 0 is reported, this means that the differences
were not found significant in any of the three environment B’s. Similarly the numbers 1,2,3
mean that the differences were found significant in one, two or three out of the three files
used for environment B. A pair of settings will be considered here significantly different,
if one or both the FPrate, FNrate is found significantly different on all three files: for
instance, having a significantly different FP rate with a comparable FNrate (no significant
differences) makes the two settings different.
In table 5.5, the existence of significant differences between the use of RDAAbest and
an ensemble and then between successive reductions of the ensemble size is examined. In
the case of the RDAAbest-to-ens40, ens40-to-i.ens30 and i.ens5-to-i.best pairs there is sig-
nificance for all the intensities. However, because of the high variance, the null hypothesis
is not rejected for all the files/intensities in the other pairs tested. Given the variance,
bigger reductions in the ensemble size are considered in a second set of tests, the results of
which are presented in table 5.6. For intensities over 500 the differences are found signifi-
cant for these additional pairs tested. For lower intensities of the added concept drift, the
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Imax
Abest-ens40 ens40 -i.ens30 i.ens30 -i.ens20 i.ens20 -i.ens10 i.ens10 -i.ens5 i.ens5 -i.best
FPr FNr FPr FNr FPr FNr FPr FNr FPr FNr FPr FNr
300 1 3 3 2 0 0 1 0 0 1 3 3
400 2 3 3 2 1 0 0 0 0 1 3 3
500 3 3 3 2 1 0 0 0 0 1 2 3
600 3 3 3 0 2 0 1 1 0 1 2 3
700 3 3 3 3 1 0 2 3 0 1 2 3
800 3 3 3 3 0 0 1 3 0 1 2 3
900 3 3 3 3 0 0 0 2 0 2 3 3
1000 3 3 3 3 0 0 1 1 3 0 2 3
Table 5.5: Statistical significance of different settings comparisons, separately for the FPrate and the
FNrate. Significant differences are tested for, when reducing the ensemble size. Reported are the number
of files for environment B (out of the three used), for which the difference in FP(FN) rate was found
significant at the 5% significance level, using the KS two-sample test. The difference between a pair of
settings is found significant at a specific intensity level, if either the FPrate or FNrate is found significantly
different in all 3 files.
difference in performance is not always found statistically significant, as the RDA can to
some extent tolerate low intensities of concept drift, so there is not guaranteed gain from
using an ensemble. Additionally, the difference between an ensemble of 5, which has been
considered as the best size in the previous sections, is shown to significantly improve the
performance over RDAAbest.
Finally, the difference in performance for different ways of selecting the ensemble mem-
bers is tested for significance. The results of this are presented in table 5.7. Constructing
an ensemble using implicit metrics is found to lead to significantly different performance,
for intensities higher than 400, compared to using the best individuals on the training set
based both on Pareto optimality and bounded optimality. These two, however, are not
found to be statistically different.
5.6 Summary and discussion
In this chapter the problem of adaptation in response to concept drift is addressed; a
system which detects anomalies in time series data has to adapt because of a change in
the background. The application scenario is a mobile sensor platform moving to a new
environment. The new environment has been simulated using the mass spectrometry
data available from the DSTL ICARIS competition to which an artificial new background
signature has been added. It is assumed that once the system is in a new environment, it
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Imax
i.ens30 -i.ens10 i.ens20 -i.ens5 i.ens30 -i.ens5 i.ens10 -i.best i.ens5 -Abest
FPr FNr FPr FNr FPr FNr FPr FNr FPr FNr
300 1 1 1 1 1 1 3 3 2 3
400 1 0 1 1 2 1 3 3 3 3
500 1 2 1 2 2 2 2 3 3 3
600 3 2 1 3 2 3 2 3 3 3
700 3 3 2 3 3 3 2 3 3 2
800 3 2 2 3 3 3 3 3 3 2
900 3 3 3 3 3 3 2 3 3 1
1000 3 3 3 3 3 3 3 3 3 1
Table 5.6: Statistical significance separately for the FPrate and the FNrate. Significance tests are repeated
for pairs with greater differences in ensemble size. Reported are the number of files for environment B (out
of the three used), for which the difference in FP(FN) rate was found significant at the 5% significance
level, using the KS two-sample test. The difference between a pair of settings is found significant at a
specific intensity level, if either of FPrate or FNrate is found significantly different in all 3 files.
has no new information about this environment. Adaptation is triggered by the concept
drift detection module that was presented in Chapter 4.
The RDA is the anomaly detection algorithm that is used. The RDA is trained for
a specific environment, using a training labelled dataset. Training in this work involves
evolving the parameters of the algorithm to optimise performance on the training set.
When the environment changes with the addition of a new background signature, the
evolved solution is no longer viable. This was demonstrated both in Chapter 4, but also in
this chapter, where a decreased performance of RDAAbest in environment B was reported.
This means that adaptation is needed; a new parameter set has to be found for the RDA
to restore the performance to pre-drift levels.
The solution proposed is, instead of retraining/trying to find a new parameter set, to
reuse a set of existing RDAs (each one having a different parameter set) and combine them
in an ensemble. This is possible and comes at no extra cost, because during evolution a
population of candidate parameter set is evolved, not just a single parameter set/RDA. The
population that was evolved for the training set is the pool of candidates for the ensemble.
Diversity and accuracy of the base learners are the two conditions for a successful ensemble.
The diversity of the base learners is promoted through the multi-objective NSGAII used for
the evolution of the parameters. The accuracy, however has to be estimated. This is solved
by introducing implicit performance metrics. The implicit metrics (IM) vector is created
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Imax
i.ens10 -b.ens10 i.ens10 -p.ens b.ens10 -p.ens
FPr FNr FPr FNr FPr FNr
300 1 1 1 0 2 1
400 2 0 2 2 0 1
500 3 1 3 3 0 0
600 3 2 3 3 0 0
700 3 1 3 3 0 1
800 3 1 3 2 0 1
900 3 1 3 3 0 0
1000 3 3 3 3 0 0
Table 5.7: Statistical significance of difference between different ensemble member selection strategies,
separately for the FPrate and the FNrate. Reported are the number of files for environment B (out of
the three used), for which the difference in FP(FN) rate was found significant at the 5% significance level,
using the KS two-sample test. The difference between a pair of settings is found significant at a specific
intensity level, if either of FPrate or FNrate is found significantly different in all 3 files.
over a duration where data is collected and reflects the dynamics of the RDA in this time
partition. A reference implicit vector that is created during training for the best RDA,
reflects to some extent the behaviour of a good detector. When the system is in a new
environment, every candidate is run through the data collected in this new environment
and an implicit vector for this candidate can be calculated. Then the performance of
this candidate can be assessed using the proximity of its implicit vector to the reference
implicit vector; if the two are close, the candidate is likely to perform reasonably. Hence,
the candidates that are most likely to perform reasonably in the new environment can be
selected to participate in the implicit ensemble.
First the oﬄine case is examined. All the data for environment B are assumed to be
available and the implicit vector is calculated over the entire new environment - test set. In
other words, the data is not processed in real-time, but at a later stage. The experiments
performed show that an ensemble of the whole population does perform better than the
previously known (from training) best RDA, RDAAbest only for the low-medium range of
the intensities tested. For higher intensities, the performance of a lot of individuals of the
population decreases significantly, and so does the ensemble’s performance. Using the IM
vector, these individuals can be pruned from the ensemble, improving the performance.
The ensemble is tested for different sizes, every time selecting the members with the
highest similarity to the reference implicit vector. The performance is found to significantly
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increase (especially in terms of false positive rates) as the size of the ensemble is reduced.
However, it is useful to use an implicit ensemble over a single detector; a single ’best’
solution (the one with the highest affinity to the implicit vector) produces significantly
higher FNrates than an ensemble of 5, without significantly improving the FPrate. This
means that the implicit performance vector cannot accurately locate the best candidate
for the new environment, but it can be very useful in excluding unsuitable candidates.
An ensemble of 5 members is found to be significantly better than the RDAAbest, the
previously known best solution. False positive rate is decreased by up to 0.32 points on
average, and the false negative rate by up to 0.12 points. It has also been shown that
this method for selecting the ensemble members is significantly better than populating
the ensemble based on the performance of the solutions on the training set - predrift
environment.
The main limitation of the system comes from the fact that the results are bimodal.
Even though it has been demonstrated that for an ensemble of five, in approximately
80% of the cases the FPrate will be under 0.2 (compared to around 55% for RDAAbest),
there is some probability that the resulting FPrate and FNrate of the ensemble will be
very high. This cannot be addressed at the stage of the ensemble formation, because
it is attributed to the evolution. In some cases, the final population has converged in
a solution space, where the RDAs evolved do not have good generalisation capabilities,
therefore they perform very poorly when concept drift is added. Although this reduces the
usability of the system as it is, it can be solved by revisiting the GA used, trying to steer
evolution away from these areas of the solution space, or using some form of validation
set to promote generalisation. This is left to future work, as the scope of this work was to
examine whether using the already existing populations (evolved from the same GA used
for the optimisation of the RDA), the accuracy of the system in the new environment can
be improved.
Finally, the online case is addressed. This means that the formation of the ensemble
happens as the data is being collected. Some data needs to be collected first, in order to
start making decisions, as the implicit vector needs to be calculated over a duration where
a candidate RDA is working. The performance of the ensembles, as more time passes in the
new environment (i.e more data is being collected), is assessed. There is a critical amount
of data that needs to be collected, in order for the implicit vector to reflect efficiently the
steady state performance of the system and that is found to be 4000-5000 timesteps. The
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frequency of the mass spectrometer used for this dataset is 3 HZ, so this corresponds to 22-
28 minutes. From then on the ensemble of 5 members achieves a stable good performance,
which on most cases improves gradually as time goes by. This means that after the first
ensemble is selected at timestep 4000, then it can regularly be updated as more data is
collected. Using the ensemble earlier than 4000 timesteps results in unstable performance.
It is encouraging, however, that there is convergence to a good performance as early as
4000 timesteps (which is 20% of the file). Also, although 22 minutes is a substantial
amount of time where the system cannot be used, if long term applications are considered
it can be an acceptable downtime needed to recalibrate the system. The online use of the
system could be improved if the observed pattern of better performance in the early parts
of the data, where there are no anomalies, is considered. If parts of the new environment
where there are no anomalies can be isolated, then a temporary ensemble could possibly
be used, created based on that clean - new environment data.
The use of ensembles in principle can be supported in real-time adaptation. It is
a highly parallelisable approach, as a different processor/core can be assigned to every
candidate or member of the ensemble. The pt, nt and D used in the implicit vector
calculation can be updated as data is being collected. The calculation of the implicit
vector and the calculation of the distance to the reference implicit vector can also be done
in parallel for every candidate when an ensemble is to be created. The overhead for these
calculations is very small, which allows for this method to be used in real-time. When an
ensemble is formed and is being used, the decisions of each member at every timestep are
combined through a simple majority vote, which also adds minimal overhead.
5.6.1 General summary of key results
The goal of this work, as stated and discussed in Chapter 1, was to develop an anomaly
detection system that adapts autonomously, with no user feedback, online and in real time
to the extent possible. The aim of this adaptation is to address the observed decrease in
the performance of the RDA in a changing environment scenario. The key results of this
chapter relating to these requirements are summarised as follows:
• The RDA, trained for a known environment (noted in this chapter as RDAAbest) as
assumed in the beginning of this thesis, suffers from a degradation of performance,
indicated mainly by the high false positive rate, observed after the addition of ar-
tificial concept drift. This has been demonstrated in Chapter 4, but also in this
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chapter, where this rate has been shown to reach median values of up to 0.9 for
higher intensities of added concept drift. The goal of adaptation is to reduce these
high false positive (and false negative) rates.
• The process of adaptation can be autonomously initiated, by detecting concept drift
in the incoming data, as discussed in the previous chapter.
• The proposed implicit ensemble, as a method of adapting to the new environment,
has the advantage of not requiring new labelled data (i.e. user input), because the
RDA does not have to be retrained. Existing pre-trained, diverse RDAs, whose
accuracy on the new environment is estimated using implicit metrics, are reused as
base classifiers of an ensemble.
• The proposed implicit ensemble, has been shown to improve the FP/FNrate with a
probability of up to 88%. The presented results indicate that after switching from
a single RDA (RDAAbest) to an implicit ensemble of 5 RDAs, the probability of
observing a low false positive rate, lower than 0.2, increases from around 60% to
90% in low intensities and from around 35% to 70% in higher intensities of concept
drift.
• Online and realtime adaptation is possible within certain limits, as a minimum
amount of data from the new environment has to be collected before the perfor-
mance of the individual RDAs can be estimated using the implicit metrics. With
the present sampling rate, this corresponds to 22-28 minutes, but naturally this
depends on the resources of an application.
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Chapter 6
Conclusions and Future work
The thesis concludes with an overview of the work presented, a discussion of the main con-
tributions and thesis novelty and suggestions for possible future research directions. The
application of interest that has driven the algorithm development in this thesis is that of
autonomous, robot mounted chemical detection, in dynamic changing environments. A
robot that has the ability to detect anomalies while moving between different background
environments, needs to be able to adapt; otherwise the change in the background environ-
ment can result in a degradation of its performance. This thesis addresses the software,
algorithmic parts of such a robotic system; the hardware aspect, i.e. the robot itself or
an embedded implementation is not in the scope of this thesis. Nonetheless, the proposed
algorithms take into account limitations and requirements that are in principle associated
with the application, namely online and near real-time processing. The requirement that
has been considered of the highest importance in this thesis is the autonomy. An au-
tonomous adaptive system needs to be able to decide when there is the need to adapt and
how to adapt; how to change its mode of operation or its parameters in order to respond
to the new environment.
Overview and summary of the proposed system
The system proposed in this thesis consists of three modules, as illustrated in figure 6.1.
One that performs chemical detection on incoming sensor data, one that detects change
and one that is responsible for adapting the system. The first module, Anomaly Detec-
tion treats chemical detection as an anomaly detection problem and uses the RDA [4] to
detect chemicals of interest in timeseries incoming data. The immune inspired RDA is not
a contribution of this work. It has been previously developed and used for chemical detec-
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tion [5] and it is retained as the anomaly detection algorithm for this work as well. The
other two modules, Concept Drift Detection and Adaptation have been presented
in Chapters 4 and 5 respectively. The Concept Drift Detection module runs in parallel
and without interfering with the operation of the RDA. By using statistical hypothesis
testing on consecutive time windows enforced on the incoming sensor data, it determines if
the generating data distribution has changed significantly; this is indicative of a changing
environment. In this case the adaptation module is triggered. In order to adapt quickly
and without additional information about the new environment, which would have to be
provided by an external user or observer, existing resources are utilised. These come in the
form of a population of RDAs that have been previously evolved for the old (before drift
environment). Each RDA is evaluated on the new environment using implicit performance
information, which is extracted from the dynamics of this specific RDA. The estimated
top RDAs in the population are combined into an ensemble. Detailed summaries for every
part of the system, as well as the application domain will be provided in the remainder of
this chapter.
Sensor data
Anomaly Detection 
Module
(RDA-based)
Change Detection Module 
anomaly
concept drfit
Adaptation
Implicit Ensemble
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Figure 6.1: An overview of the proposed three-module adaptive chemical detection system. The proposed
system employees separate modules for chemical (anomaly) detection, the detection of concept drift and
the adaptation. A statistical hypothesis testing method runs in parallel with the RDA, detecting concept
drift in the incoming sensor data. The detected concept drift can be reported to the end user for analysis,
but its main purpose is to trigger the adaptation module. Adaptation is accomplished by switching to an
ensemble RDA mode, where the members of the ensemble are selected based on their implicit performance
information.
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6.1 Structure of this chapter
The remainder of this chapter is structured as follows: section 6.2 includes a summary of
the work presented in every chapter, along with the contributions of the chapter where
appropriate. In section 6.3 some concluding observations are presented and the research
question of this thesis is revisited. Finally, in section 6.4 future research directions are
suggested, based on the findings of this thesis.
6.2 Summary and contributions of each chapter
The work presented in this thesis is summarised here on a chapter by chapter basis:
Chapter 1 introduces the scope and motivation for this thesis. The application scenario
of robot mounted chemical detection in dynamic, changing environments is pre-
sented. The necessity of an adaptive system and the requirements associated with
this application are discussed. The first and most important of these requirements is
autonomous adaptation, deciding when and how to adapt, without the direction or
feedback of an external user. User feedback, for instance in the form of new labelled
data for re-training, cannot be assumed to be available in a deployed autonomous
chemical detection system. The other two requirements, online adaptation (using
data as it is being acquired) and near real-time adaptation (adapting in a timely
manner) are considered secondary, because they depend to some extent on the com-
putational resources available for any specific application. However, an effort has
been made to address in principle these challenges too.
Chapter 2 presents a review of the domain of chemical agent detection, identifying key
challenges associated with robot based, real-time, continuous chemical detection.
The main trends in sensing technology and chemical identification, for a variety of
possible sensors and analytical instruments (spectrometers), have been discussed. It
has been argued that viewing the problem of chemical agent detection primarily as
an anomaly detection problem can be advantageous: in dynamic unknown environ-
ments it is often more useful to detect chemicals that deviate from what is expected
(anomalies), rather than be limited to recognising a finite number of chemical agents
on which a classification algorithm is trained. In this context, the RDA, an immune
inspired algorithm that can detect anomalies embedded in time series data, is intro-
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duced. Its advantages, which make it suitable for use in this work, include its proven
high accuracy and low false positive rate [5], and the fact that it is fast, lightweight
and operates in an online manner.
Chapter 3 discusses the problem of concept drift and adaptation. Concept drift is the
phenomenon of change either in the target concepts or in the processes that generate
the data of the application. In autonomous real-time chemical detection, concept
drift can occur because of changes in the environmental conditions, moving to dif-
ferent locations, or sensor drift. In every case, a system trained on data drawn from
fixed distributions, experiences a degradation in performance when these distribu-
tions change, and needs to adapt. A review is presented on handling concept drift
either by updating continuously, or in reaction to some trigger that indicates con-
cept drift. The paradigm of ensembles in the context of adaptation is also discussed
along with a review of relevant work. This chapter has indicated that concept drift
can be detected without requiring labelled data from new concepts, by monitoring
the input data. However, adapting a classifier or an ensemble in response, typi-
cally requires some form of labelled data, for model evaluation in the new concept.
Adaptive chemical detection often also suffers from the limitation of attempting to
build accurate models of the normal space, or the sensor/class relationships, which
can be costly to continuously update and unsuitable for high dimensional data (e.g.
spectrometry data).
Chapter 4 addresses the problem of detecting changes in the background environment
signal (concept drift), by monitoring the incoming multivariate time series data.
Statistical hypothesis testing is used to this end. Time windows are enforced on
the incoming data and a recent window is compared to a reference window using an
appropriate statistical test; if a statistically significant difference is found between
the two, then concept drift is detected. In this chapter, five different statistical tests
are compared on their ability to detect concept drift that has been artificially added
to mass spectrometry data. The five tests are: the Mann−Whitney, the Smirnov
and the Wald−Walfowitz tests (all three adapted to the higher dimension using
minimal spanning tree approach), and two estimates of the specifically designed for
multi−dimensional data MMD method. The experiments show that there is no
universal winner: the MMDb detects drift accurately but it is slow to compute, and
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the Wald-Wolfowitz test is fast to compute but not as accurate. However, when
tested on data with anomalies and added concept drift, they are found able to
differentiate between the two.
Contribution of Chapter 4: The contribution of this chapter is twofold. The
first contribution is the application and comparison of statistical hypothesis testing
methods in chemical data, and in particular, high dimensional mass spectrometry
data. This chapter has shown that artificial concept drift, which simulates a changing
environment, can be detected by the tested methods, while relevant limitations are
analysed. The statistical methods have also been applied to mass spectrometry
data that contain anomalies as well as concept drift. The second contribution of
the chapter is establishing the suitability and limitations of statistical hypothesis
testing, as a module that performs concept drift detection in parallel with the RDA,
which detects the anomalies on the same data.
Chapter 5 addresses the adaptation of the RDA, which is triggered by the detection of
concept drift. In the work presented in this chapter, ensembles are used in order
to adapt to a new unknown environment, by utilising existing anomaly detectors
(RDAs) evolved for the previous, known environment. In particular, after concept
drift is detected (environment changed), the suitability of the candidate RDAs is es-
timated on data collected from the new environment, based on implicit performance
information. The latter has been defined as a set of metrics that can be calculated
from the dynamics of the RDA, not requiring explicit knowledge of the model’s per-
formance. A method to extract such information from the RDA has been proposed,
using the values of the position and negative feedback, as well as information about
the detections made. Based on that, the proposed implicit ensemble is populated by
the candidates whose implicit performance metrics are the most similar to the corre-
sponding metrics of a known reference RDA. The implicit ensemble has been tested
on the artificial concept drift enhanced mass spectrometry data. The main finding
is that even though the results suffer from high variability, an implicit ensemble of
5 improves significantly the after-drift FPrate and FNrate of the previously known
single best RDA. Moreover, it has been demonstrated that the implicit ensemble
converges online, after a minimum necessary data-collection period has elapsed.
Contribution of Chapter 5: Chapter 5 makes a number of contributions. The
first is the extension of the RDA, as the base learner of an ensemble. The notion
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of exploiting the diversity of a set of RDAs that have been evolved for a previous
environment, combining them into an ensemble for the new environment, has been
investigated. The second contribution is the proposal and extraction of an implicit
performance vector that can estimate the performance of a given parameter set for
the RDA when used in an unknown environment, without access to any training
data for this new environment. The third and final contribution is the development
of a novel mechanism to select the members of the ensemble from a diverse pool
of candidates, using this implicit performance vector, and the investigation of the
application of this mechanism both in the context of oﬄine and online adaptation.
6.3 Concluding remarks
The work presented in this thesis has shown the feasibility of a chemical detection system
that can adapt autonomously. Using statistical hypothesis testing in parallel with the
RDA on the same incoming data ensures that the detection of concept drift does not rely
nor interfere with the main operation of the system, which is the detection of anomalies
embedded in the incoming data. The Wald-Wolfowitz and the MMDb have been found
the best in detecting the portions of the data that correspond to a transition between
different environments, either in terms of speed or accuracy. The selection of one of the
two is left to the final user, as specific application resources and constraints have to be
taken into account. However, the fact that both of these methods detect only concept
drift and not anomalies is an important finding. This allows any of the two methods to
be used in order to trigger adaptation in response to concept drift and not some form of
irregularity in the data.
The adaptation has been addressed by reusing old resources and previously acquired
knowledge that is mostly outdated in the new environment. This approach is adopted
because the assumption of obtaining new labelled data, in order to rebuild the RDA, is
considered in this work at best weak, especially in the short term after drift. An ensemble
is used in order to exploit the existence of a population of diverse RDA candidates that
have been evolved for an old concept. The necessary diversity of the base RDAs of the
ensemble is ensured by the EA and the accuracy through the selection of the members
based on their implicitly estimated performance. An ensemble that is constructed in this
way has been shown to improve over a single outdated RDA. Even though estimating
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the performance of a candidate based on implicit metrics cannot locate the best possible
candidate for the new environment, it has been shown that pruning the ensemble base on
this implicit information can lead to significantly increased performance.
The online and real-time implication of the developed systems have been addressed at
a few points throughout this work. The main observations are these: Concept drift can be
detected by examining the last two windows of data. While this approach processes the
data in batches, rather than on a single datapoint basis, it can still be considered online
because a decision is made, without the need to process the entirety of the dataset. The
implicit ensemble adaptation is suitable for online use, as the metrics can be calculated
in an online fashion; however the improvement begins only after a certain period has
passed. Real-time considerations have been addressed where possible: this requirement
has been taken into account both in the discussion about the window size for the concept
drift detection, and in the discussion about the computational overhead of calculating the
implicit vector and the possibility of parallel implementation.
6.3.1 Limitations
The main limitations of the work presented in this thesis are:
• The methods have been tested on artificial concept drift. This has the advantage
of controlling the artificial drift events and evaluating the methods more accurately.
On the other hand, simulating concept drift can be different from the reality. How-
ever, constructing a dataset with concept drift could not have been accomplished
in the scope of this thesis, and to the knowledge of the author, no such dataset,
with both concept drift and anomalies, especially with high dimensional data, was
publicly available at the time of developing this work.
• For the addition of concept drift in the data only linear addition of an artificial
event has been considered. There is nothing particular to detecting linear transitions
on the solution proposed, so it can be assumed that the findings will generalise to
other types of transitions as well.
• The Wald-Wolfowitz method has been found to benefit from tuning the concept
drift detection threshold. However, for this tuning exemplar data with concept
drift have to be available beforehand.
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• The main limitation of the implicit ensemble method is the high variability in the
results, which has been found to be an artefact of the evolutionary algorithm. As
indicated in the relevant chapter, an analysis of the evolutionary process is needed
in order to address this problem.
• Finally, it has been determined that the implicit ensemble can be used online and
that its performance converges to the oﬄine one. The time needed for convergence is
determined to be 22-28 minutes. This time-frame can be unsuitable for applications
that cannot tolerate such downtime. However, the results indicate that there is some
room for improvement, if anomaly free portions of the new data can be isolated.
6.3.2 Revisiting the research question
The research question around which this thesis was built was formulated in Chapter 1 as:
To what extent can a system that autonomously detects a change in the
environment and adapts in response to that detection, address the decrease
of the performance of an RDA-based chemical detection system, when it is
deployed in changing environments?
Taking into account the contributions of the thesis and the relevant discussion in
the previous sections, it is the author’s opinion that the developed system achieves to
autonomously adapt when required and to address the degradation in the performance of
the RDA in a new unknown environment, within the limits that have been outlined.
6.4 Future work
The work presented in this thesis can lead to a number of interesting future work directions,
the main of which are outlined in this section:
F1. Robot implementation. A robot implementation was not in the scope of this thesis.
However, the next step in order to establish the feasibility of the system for a real
world application is to test it on a real robotic platform. A challenge for this would be
recreating changing environments for the robot to navigate in a controlled manner.
F2. Extend the implicit metrics strategy to other methods like ANNs and SOMs and
possibly to other domains. It would be interesting to disengage the implicit ensemble
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approach from chemical detection and investigate its usability as a general adaptation
framework.
F3. Investigate the evolutionary process in order to decrease the variability. In this work,
the NSGAII has been adopted, as it has been used before for this specific task and
it provided a way to reuse existing resources with no added cost. However, there
could be value in investigating other EAs as well, and possibly using evolution to
explicitly generate good ensembles.
F4. Reaction to very slow drifting behaviour. This work has assumed that the transition
period can be ignored as it consists of intermediate concepts that cannot be learnt.
However, in cases of very slow drift, the transition can last for a substantial amount
of time and adaptation will be needed during the transition.
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Appendix A
Additional Results on Concept
Drift Detection
A.1 Varying the window size - Additional intensities
In this appendix some additional results are presented on using statistical hypothesis
testing for detecting concept drift. FiguresA.1a-A.4 depict the resulting accuracy and FP
rate for all the five methods when the window size is varied. In section 4.5.1, in figure 4.16
a comparison is presented of the five methods for varying window size and for concept
drift intensity Imax = 700. Here we present the equivalent figures for all the intensities
tested: Imax = [250, 500, 700, 900]. The duration of the artificial event is 1000.
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Figure A.1: Accuracy (a) and false positives rate (b) of all methods over the window size, for I = 250.
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Figure A.2: Accuracy (a) and false positives rate (b) of all methods over the window size, for I = 500.
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Figure A.3: Accuracy (a) and false positives rate (b) of all methods over the window size, for I = 700.
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Figure A.4: Accuracy (a) and false positives rate (b) of all methods over the window size, for I = 900.
A.2 Detection of concept drift for all the methods - Addi-
tional Intensities
The figure 4.18 presented in 4.5.1, is an overview figure of all the methods, that shows the
detection for every window (average over the 18 runs) and the standard deviation. In the
main text the results reported correspond to intensity Imax = 400. Here the additional
intensities presented are Imax = [100, 200, 300, 500, 600]. A different set of intensities is
tested, because the duration of the event for these experiments is set to te − ts = 300.
These figures are not reported in the main test because they do not add significantly to
the results observed by other presented figures.
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Figure A.5: Detection of concept drift for all methods. The event, of intensity Imax = 100, in this example
is introduced at time step 1000 and lasts for 300 time steps, as indicated by the vertical grey lines. The
horizontal line is the detection threshold for each method. The bars correspond to the time windows and
each bar represents the value of the test statistic as calculated at the end of the window. When the test
statistic exceeds the threshold, concept drift is detected for this window. Note that for the Smirnov and
Wald−Wolfowitz methods, the results have been inverted for illustration purposes (for these methods drift
is detected for low values of the test statistic).
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Figure A.6: Detection of concept drift for all methods. The event, of intensity Imax = 200, in this example
is introduced at time step 1000 and lasts for 300 time steps, as indicated by the vertical grey lines. The
horizontal line is the detection threshold for each method. The bars correspond to the time windows and
each bar represents the value of the test statistic as calculated at the end of the window. When the test
statistic exceeds the threshold, concept drift is detected for this window. Note that for the Smirnov and
Wald−Wolfowitz methods, the results have been inverted for illustration purposes (for these methods drift
is detected for low values of the test statistic).
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Figure A.7: Detection of concept drift for all methods. The event, of intensity Imax = 300, in this example
is introduced at time step 1000 and lasts for 300 time steps, as indicated by the vertical grey lines. The
horizontal line is the detection threshold for each method. The bars correspond to the time windows and
each bar represents the value of the test statistic as calculated at the end of the window. When the test
statistic exceeds the threshold, concept drift is detected for this window. Note that for the Smirnov and
Wald−Wolfowitz methods, the results have been inverted for illustration purposes (for these methods drift
is detected for low values of the test statistic).
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Figure A.8: Detection of concept drift for all methods. The event, of intensity Imax = 500, in this example
is introduced at time step 1000 and lasts for 300 time steps, as indicated by the vertical grey lines. The
horizontal line is the detection threshold for each method. The bars correspond to the time windows and
each bar represents the value of the test statistic as calculated at the end of the window. When the test
statistic exceeds the threshold, concept drift is detected for this window. Note that for the Smirnov and
Wald−Wolfowitz methods, the results have been inverted for illustration purposes (for these methods drift
is detected for low values of the test statistic).
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Figure A.9: Detection of concept drift for all methods. The event, of intensity Imax = 600, in this example
is introduced at time step 1000 and lasts for 300 time steps, as indicated by the vertical grey lines. The
horizontal line is the detection threshold for each method. The bars correspond to the time windows and
each bar represents the value of the test statistic as calculated at the end of the window. When the test
statistic exceeds the threshold, concept drift is detected for this window. Note that for the Smirnov and
Wald−Wolfowitz methods, the results have been inverted for illustration purposes (for these methods drift
is detected for low values of the test statistic).
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Appendix B
Additional tables for ensembles
In order to analyse the results without he effect of the bimodality, tables with the percent-
age of resulting FPrates (from a certain ensemble setting) under 0.2 are presented. In this
appendix, additional tables for the percentage of FPrates under 0.1 and 0.3 are presented.
BImax
T (timestep at which implicit metrics are calculated)
50 100 150 200 300 400 500 1000 2000 3000 4000 5000 10000 15000 20000
1 500 10.72 9.15 8.37 8.63 8.82 10.65 4.58 2.48 0.72 4.31 8.30 9.02 17.91 20.00 20.65
1 700 8.63 10.39 9.35 8.50 8.95 7.91 1.37 0.98 0.33 2.61 8.37 9.35 15.69 15.82 16.41
1 900 6.14 9.35 8.24 7.84 8.63 7.32 1.11 1.11 0.39 2.55 8.43 9.15 12.94 12.88 13.20
4 500 69.41 66.67 62.68 63.27 63.01 62.81 64.05 68.30 93.07 90.20 93.92 93.79 95.36 96.73 97.25
4 700 53.14 48.76 46.01 45.88 48.56 50.59 51.05 54.58 78.63 82.68 87.25 86.99 89.08 89.41 89.54
4 900 35.10 36.14 36.99 38.04 36.93 37.52 38.56 38.89 64.97 64.64 74.05 73.66 76.27 76.67 77.32
6 500 73.01 70.59 68.30 65.82 67.19 74.97 75.82 86.34 88.69 89.15 86.93 88.24 90.07 90.39 90.59
6 700 48.50 51.31 49.08 42.42 43.66 52.48 61.31 75.69 80.72 81.31 78.89 81.31 83.01 82.88 83.53
6 900 31.70 39.02 39.54 32.42 36.08 39.93 42.42 55.42 62.94 65.69 60.72 63.73 64.97 65.49 66.47
Table B.5: Comparison of ensembles of 5 members created at different timepoints, under the online en-
semble paradigm. Percentage of resulting FPrates lower than 0.3. The timestep, at which the maximum
FPrate is observed, is noted in bold and the minimum in italics. For file 1, a very low percentage of FPrates
under 0.1 is observed. For files 4 and 6, the FPrate percentage starts converging from timestep 2000-4000.
BImax
T (timestep at which implicit metrics are calculated)
50 100 150 200 300 400 500 1000 2000 3000 4000 5000 10000 15000 20000
1 500 69.54 66.21 61.83 62.68 62.55 66.54 42.75 36.41 35.10 65.16 85.42 88.17 95.75 95.56 95.16
1 700 54.64 49.28 47.71 48.30 50.46 40.39 21.31 20.92 19.93 46.73 70.59 73.53 86.14 84.58 82.81
1 900 36.99 36.60 37.32 38.37 39.02 31.90 16.60 18.17 15.62 34.05 56.14 59.15 71.05 67.97 65.69
4 500 82.09 77.97 78.24 77.71 79.22 80.26 80.65 83.40 97.32 92.68 95.23 95.36 95.82 95.82 96.14
4 700 63.73 61.24 58.50 59.48 62.42 64.97 66.93 69.74 89.35 83.79 87.84 88.17 89.02 89.41 90.13
4 900 42.22 46.27 48.10 51.63 53.73 54.77 55.56 56.80 78.63 74.12 79.74 79.08 79.93 80.72 80.72
6 500 79.22 77.52 77.52 80.20 83.20 86.60 86.99 91.18 91.50 91.70 89.80 91.24 92.22 91.96 92.16
6 700 58.63 58.82 57.12 53.01 58.82 69.15 72.42 78.56 81.90 81.63 78.95 81.63 82.42 83.14 84.12
6 900 41.50 44.31 44.71 46.47 51.11 51.96 58.43 67.32 70.72 69.54 64.44 67.58 67.65 68.10 69.74
Table B.6: Comparison of ensembles of 5 members created at different timepoints, under the online en-
semble paradigm. Percentage of resulting FPrates lower than 0.3. The timestep, at which the maximum
FPrate is observed, is noted in bold and the minimum in italics. The finding are similar to the ones
reported on Chapter 5, for an FPrate of 0.2.
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B Imax Abest ens40 i.ens30 i.ens20 i.ens10 i.ens5 i.best Bbest
1 500 26.99 4.44 8.30 11.57 16.80 20.65 26.99 39.61
1 700 21.63 1.90 3.73 6.60 12.61 16.41 22.09 40.39
1 900 15.03 0.92 2.22 3.33 8.04 13.20 20.13 41.57
4 500 60.72 64.71 86.73 93.79 95.56 97.25 81.24 95.88
4 700 47.65 28.30 52.81 69.28 82.88 89.54 76.14 95.29
4 900 34.12 11.11 26.08 40.59 60.39 77.32 70.46 93.40
6 500 61.90 72.88 92.81 94.58 93.07 90.59 64.05 98.37
6 700 49.15 34.58 62.03 74.05 80.33 83.53 59.02 98.56
6 900 36.01 15.49 32.81 45.56 56.01 66.47 50.07 97.91
Table B.1: Percentage of repetitions that achieve an FPrate lower than 0.1, under different ensemble
settings. Noted in bold is the winning setting, with the highest percentage in the 0-0.2 FPrate range. For
file 1, none of the setting achieves a substantial amount of FPrates under 0.1. However, for files 4 and 6,
i.ens5 has the highest percentage in 5/6 cases.
B Imax Abest ens40 i.ens30 i.ens20 i.ens10 i.ens5 i.best Bbest
1 500 60.52 68.37 89.15 91.37 92.94 95.16 90.33 92.61
1 700 47.84 32.48 58.30 65.69 74.71 82.81 84.71 89.61
1 900 34.71 14.25 31.44 34.90 50.46 65.69 80.00 84.44
4 500 65.88 81.76 95.23 97.65 96.99 98.43 87.39 98.82
4 700 51.76 42.88 72.29 81.63 87.32 93.20 81.31 98.17
4 900 39.54 19.22 39.74 53.20 68.63 82.03 73.46 96.01
6 500 66.86 85.16 96.41 98.37 96.34 94.51 72.35 99.74
6 700 53.07 45.49 74.97 83.20 85.82 87.39 63.99 99.80
6 900 41.37 21.18 42.09 54.90 63.92 72.61 52.55 98.69
Table B.2: Percentage of repetitions that achieve an FPrate lower than 0.3, under different ensemble
settings. Noted in bold is the winning setting, with the highest percentage in the 0-0.2 FPrate range. The
implicit ensemble of 5 has the highest percentage in 6/9 cases.
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B Imax Abest ens40 p.ens b.ens10 i.ens10
1 500 26.99 4.44 16.14 12.42 16.80
1 700 21.63 1.90 7.25 4.38 12.61
1 900 15.03 0.92 2.94 1.96 8.04
4 500 60.72 64.71 74.90 76.99 95.56
4 700 47.65 28.30 36.80 35.23 82.88
4 900 34.12 11.11 15.95 12.81 60.39
6 500 61.90 72.88 78.69 83.33 93.07
6 700 49.15 34.58 40.33 40.78 80.33
6 900 36.01 15.49 18.69 15.42 56.01
Table B.3: Percentage of repetitions that achieve an FPrate lower than 0.1, under different selection
strategies of the members of the ensemble. Noted in bold is the winning setting, with the highest percentage
in the 0-0.2 FPrate range. Again for file 1, none of the setting achieves a substantial amount of FPrates
under 0.1. However, for files 4 and 6, i.ens10 has the highest percentage in all intensities.
B Imax Abest ens40 p.ens b.ens10 i.ens10
1 500 60.52 68.37 73.27 81.05 92.94
1 700 47.84 32.48 38.43 39.48 74.71
1 900 34.71 14.25 17.32 14.90 50.46
4 500 65.88 81.76 85.82 89.35 96.99
4 700 51.76 42.88 48.17 50.92 87.32
4 900 39.54 19.22 23.20 19.93 68.63
6 500 66.86 85.16 88.50 91.31 96.34
6 700 53.07 45.49 50.85 55.82 85.82
6 900 41.37 21.18 24.71 21.57 63.92
Table B.4: Percentage of repetitions that achieve an FPrate lower than 0.3, under different selection
strategies of the members of the ensemble. Noted in bold is the winning setting, with the highest percentage
in the 0-0.2 FPrate range. For all the files an intensities the implicit ensemble of 10 achieves the highest
percentage of FPrates under 0.3.
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Abbreviations
ADWIN ADaptive WINdowing
AIS Artificial Immune Systems
ANNs Artificial Neural Networks
AWE Accuracy Weighted Ensemble
BP-ANN Back Propagation ANNs
DDM Drift Detection Method
DWM Dynamic Weighted Majority
EA Evolutionary Algorithm
EDDM Early Drift Detection Method
FLORA FLOating Rough Approximation
FN False Negative
FP False Positive
GA Genetic Algorithm
GC Gas Chromatography
IM Implicit Metrics
IMS Ion Mobility Spectrometry
KS Kolmogorov-Smirnov
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MLP Multi Layer Perceptron
MMD Maximum Mean Discrepancy
MOGA Multi-Objective Genetic Algorithm
MOX Metal Oxide Semiconductors
MST Minimal Spanning Tree
NCL Negative Correlation Learning
NN Nearest Neighbor
NSGA Non-dominated Sorting Genetic Algorithm
PCA Principle Components Analysis
RDA Receptor Density Algorithm
SIMCA Soft Independent Modelling of Class Analogies
SOM Self-Organising Map
SVM Support Vector Machines
TN True Negative
TP True Positive
VOCs Volatile Organic Compounds
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