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Abstract: This thesis investigates how a single highly excited atom, called Rydberg
atom, can be optically imaged. Direct detection methods based on the scattering of
light are hardly applicable due to the small scattering rate of the ground to Rydberg
state transition. Instead, a cloud of ground state atoms, normally absorptive, is
rendered transparent using electromagnetically induced transparency (EIT), involving
an auxiliary probe Rydberg state. The cloud acts as a contrast medium, whose optical
response is locally perturbed by the strong Rydberg-Rydberg interaction between
the probe and the Rydberg impurity which we want to detect. This perturbation
restores absorption within a small volume around the impurity, readily detected and
spatially resolved on a camera. We call this technique Interaction Enhanced Imaging
(IEI). To implement IEI we characterize the optical response of the EIT contrast
medium in absence of interactions. By combining measurements of the spatially
resolved optical spectrum and of the total Rydberg atom number, we can reconstruct
the full one-body density matrix of the three-level system. Next, we excite |nS〉 or
|nP 〉 states and, using IEI, we demonstrate spatially resolved imaging, enabling us
to study dipolar energy transport. To reach single impurity sensitivity we investigate
our current detection fidelity and characterize the signal and noise contributions in
IEI. We model our interacting system, finding good agreement with experimental
data. Based on this model, we predict combinations of Rydberg states for which
single-shot single impurity sensitivity should be possible in future experiments.
Zusammenfassung:
Diese Arbeit untersucht wie ein einzelnes, hoch angeregtes Atom, genannt Rydberga-
tom, optisch abgebildet werden kann. Direkte Abbildungsmethoden, die auf Streuung
von Licht basieren, sind wegen der kleinen Streurate des U¨bergangs vom Grund- zum
Rydbergzustand schwer anwendbar. Stattdessen wird eine Wolke von Grundzustand-
satomen, die normalerweise absorptiv wa¨re, mit Hilfe von elektromagnetisch indu-
zierter Transparenz (EIT) unter Einfluss eines zusa¨tzlichen probe-Rybergzustands,
transparent gemacht. Die Wolke dient als Kontrastmedium, dessen optisches Ant-
wortverhalten lokal durch starke Rydberg-Rydberg-Wechselwirkung zwischen den
probe- und impurity-Rydbergatomen, die wir detektieren mo¨chten, modifiziert wird.
Diese Sto¨rung stellt in einem kleinen Volumen um die impurity-Atome herum die
Absorption wieder her die sogleich mit einer Kamera detektiert und ra¨umlich auf-
gelo¨st wird. Wir nennen diese Technik Interaction-Enhanced-Imaging (IEI). Um
IEI zu implementieren charakterisieren wir das optische Antwortverhalten von dem
EIT-Kontrastmedium unter Abwesenheit der Wechselwirkung. Durch Kombination
von Messungen von sowohl des ra¨umlich aufgelo¨sten optischen Spektrums als auch der
Gesamtanzahl der Rydbergatome ko¨nnen wir die gesamte Einteilchen-Dichtematrix
des Drei-Niveau-Systems rekonstruieren. Als na¨chstes regen wir ns oder np Zusta¨nde
an und demonstrieren mit Hilfe von IEI ra¨umlich aufgelo¨ste Abbildung was uns
erlaubt dipolaren Energietransport zu studieren. Um Einzel-impurity-Sensitivita¨t zu
erzielen untersuchen wir unsere aktuelle Detektionszuverla¨ssigkeit und charakterisie-
ren die Signal- und Rauschbetra¨ge von IEI. Wir modellieren unser wechselwirkendes
System und finden gute U¨bereinstimmung mit den experimentellen Daten. Basierend
auf diesem Model sagen wir Kombinationen von Rydbergzusta¨nden voraus fu¨r die
Einzelrealisierungs- und Einzel-impurity-Sensitivita¨t in zuku¨nftigen Experimenten
mo¨glich sein sollte.
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Chapter 1
Introduction
Imaging single particles allows to study in detail the microscopic properties of the
system they constitute and reaching such sensitivity level is one of the driving forces
of scientific progress. New or improved detection techniques push the boundaries of
what we can observe further, ranging from investigations at the smallest length scales
in particle accelerators, up to the observation of stars and galaxies. Between those
two extremes lies the research in atomic physics that in the past 30 years has greatly
benefited from the achievement of ultracold temperatures [Nob, 1997; Nob, 2001] and
the development of techniques to precisely control coupled atom-light systems, down
to the single particle level [Nob, 2012]. The ability to tune interactions in ultracold
gases has allowed to explore rich many-body physics [Bloch et al., 2008], ranging from
the superfluid to Mott-insulator quantum phase transition [Greiner et al., 2002] to
the reversible formation of a Bose-Einstein condensate of molecules from a degenerate
Fermi gas [Regal and Jin, 2007]. The use of these highly controllable atomic systems
together with optical lattices and high resolution fluorescence imaging has enabled to
observe single atoms [Bakr et al., 2009; Sherson et al., 2010; Cheuk et al., 2015; Ott,
2016] and to investigate many-body dynamics at the single-atom level [Bakr et al.,
2010; Greif et al., 2016], paving the way towards quantum simulators [Lewenstein
et al., 2007; Bloch et al., 2012; Cirac and Zoller, 2012].
When atoms in an ultracold atomic gas are excited to highly-lying electronic states,
called Rydberg states, they change the nature of their interactions from short to long
range, acquiring remarkable properties [Gallagher, 1994] such as huge polarizabilies,
large dipole moments and strong electric dipole-dipole interactions [Saffman et al.,
2010]. The strength and the character of these interactions can be vastly tuned by
the choice of states and by external electric fields. The interaction effects can be
so strong to compete with the laser excitation to Rydberg states, leading to new
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many-body phenomena such as the Rydberg blockade [Comparat and Pillet, 2010;
Lo¨w et al., 2012], in which only a single Rydberg atom can be excited within a
certain volume.
The properties of Rydberg atoms provide new avenues to investigate strongly
correlated many-body physics [Weimer et al., 2008; Pohl et al., 2010; van Bijnen
et al., 2011; Viteau et al., 2012; Hofmann et al., 2013; Schempp et al., 2014; Malossi
et al., 2014; Schauß et al., 2015], to implement quantum information protocols [Jaksch
et al., 2000; Isenhower et al., 2010; Saffman et al., 2010; Saffman, 2016] and to create
atom-light interfaces operating at the single photon level [Dudin and Kuzmich, 2012;
Peyronel et al., 2012; Maxwell et al., 2013; Firstenberg et al., 2013; Tiarks et al.,
2014; Gorniaczyk et al., 2014]. To probe with high spatial and temporal resolution
the dynamics and correlations at play in these complex systems an imaging method
for Rydberg atoms is desirable.
In this thesis I investigate the question of how a single Rydberg atom can be
optically imaged. Direct optical detection methods that are based on the scattering of
light, like absorption or fluorescence imaging, are hardly applicable due to the small
scattering rate of the ground to Rydberg state transition. Only recently a few alter-
native approaches have been demonstrated, either using field ionization [Schwarzkopf
et al., 2011; Lochead et al., 2013] or through indirect fluorescence imaging [Schauß
et al., 2012; McQuillen et al., 2013; Labuhn et al., 2016]. Here we demonstrate a
different fully optical method called Interaction Enhanced Imaging (IEI) [Gu¨nter
et al., 2012; Olmos et al., 2011], which is state-selective, provides both high spatial
and temporal resolution, making it ideally suited to study Rydberg dynamics.
At the root of the IEI technique lies the use of a narrow optical transition that can
be perturbed by the presence of a Rydberg atom. For this purpose, we use the steep
optical response induced by a quantum interference effect called electromagnetically
induced transparency (EIT) [Fleischhauer et al., 2005], which renders transparent
an otherwise absorptive medium. EIT occurs in three-level atomic systems where
two stable states are resonantly coupled by a weak and a strong light fields. In
our imaging scheme one of these two is an auxiliary “probe” Rydberg state. If a
different “impurity” Rydberg state that we aim to detect is also present, then strong
Rydberg-Rydberg interactions between the two arise, locally perturbing the EIT
optical response, such that absorption is restored within a blockade volume around
the impurity. This allows to map the Rydberg state properties, e.g. interactions
or energy shifts, onto a strong optical transition [Mohapatra et al., 2007; Pritchard
et al., 2010; Tauschinsky et al., 2010]. The transmitted light field can then be readily
spatially resolved using a charge-coupled-device (CCD) camera, thereby exposing
3the impurity position.
In this context, the atomic cloud coupled under EIT conditions is used as a
contrast medium to optically reveal the presence of one or more Rydberg “impu-
rities”. Consequently, IEI is similar in spirit to techniques like super-resolution
microscopy [Nob, 2014], magnetic resonance imaging [Nob, 2003], contrast-enhanced
ultrasound [Claudon et al., 2013] and X-ray based imaging methods [Attwood, 2007],
which find application in many fields, including biology and medicine [Kherlopian
et al., 2008].
A study of EIT in absence of interactions is necessary to disentangle the effects
of the impurity presence from the response of the unperturbed medium. Complete
knowledge of the coupled atom-light system is encoded in its single atom density
matrix. We probe the light part by measuring the transmission through the cloud
and access the matter part by recording the Rydberg state population. By combining
these two complementary measurements in a single Rydberg experiment for the first
time, we extract the parameters that allow to perform a non-tomographic spatially
resolved reconstruction of the full density matrix using prior knowledge on its form.
The presented method constitutes a tool for modeling light propagation in interacting
Rydberg ensembles under EIT coupling [Pritchard et al., 2013; Firstenberg et al.,
2016; Han et al., 2016] and for describing IEI.
After characterizing the contrast medium, we perform first IEI experiments with
Rydberg |n′S〉 impurities, demonstrating their spatially resolved optical detection.
Furthermore, we observe that for certain Rydberg states the impurities undergo a
state-exchange process with the probe states [Mourachko et al., 1998; Anderson et al.,
1998; Anderson et al., 2002; Westermann, S. et al., 2006; van Ditzhuijzen et al., 2008],
leading to a diffusive energy transport that we follow with high spatial and temporal
resolution. The sensitivity in these first measurements is limited by the blockade
volume per impurity and by the transport that spreads the signal over many camera
pixels. Our goal is to image single Rydberg atoms and this leads us to investigate
|nP 〉 impurities that exhibit strong resonant dipole-dipole interactions with the
auxiliary probe |nS〉 state, allowing for bigger blockade volumes than |n′S〉-|nS〉
state combinations. We inhibit transport by constraining the cloud volume and we
demonstrate for the first time optical detection of Rydberg P -states with high spatial
resolution and improved sensitivity, close to the best competing methods.
To understand the main aspects of our imaging technique and reach single Rydberg
atom sensitivity, we investigate the detection fidelity and perform a detailed analysis
of the signal and noise contributions in IEI, devising methods to reduce the impact
of the latter. Finally, we develop a model to predict the signal to noise ratio (SNR)
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to be expected in an IEI experiment, by extending a hard-sphere model that was
first introduced to describe a strongly interacting Rydberg EIT medium [Petrosyan
et al., 2011; Ates et al., 2011; Ga¨rttner et al., 2014b; DeSalvo et al., 2016; Han et al.,
2016]. We compare its predictions with experimental data, finding good agreement,
and we use it to calculate the achievable SNR for a broad range of impurity-probe
state pairs and laser coupling parameters, allowing us to identify which Rydberg
state combinations are the most promising for future experiments with single-shot
single Rydberg atom sensitivity.
This thesis is structured as follows: Ch. 2 starts with a brief introduction to
the key properties of Rydberg atoms and their interactions, which play a major
role in this work. Then the experimental apparatus is described in Ch. 2.4 and
the Rydberg state preparation methods are presented in Ch. 2.5, with a detailed
study of the three-photon off-resonant excitation scheme developed to prepare |nP 〉
Rydberg states. Ch. 3 focuses on the properties of the contrast medium under EIT
coupling, introducing first the basic description of EIT, while in the second part
we present the combined measurements which are used to reconstruct the density
matrix of the non-interacting three-level atoms, obtaining complete information on
the system. Then, in Ch. 4 we turn our attention to the IEI method, reviewing the
state-of-the art of Rydberg imaging and discussing the first IEI measurements with
|n′S〉 states. In Ch. 4.2 we examine the diffusive energy transport observed between
|n′S〉-|nS〉 states. Next, in Ch. 4.3 we develop a model for IEI and in Ch. 4.5 we
present the first state resolved optical detection of Rydberg P -states. In the last part
of this thesis (Ch. 5), we address the question of single Rydberg impurity imaging.
First, we estimate our current sensitivity by measuring the detection fidelity, then we
investigate the signal and noise contributions to IEI and, at last, we explore how our
goal can be reached. These predictions constitute the basis for future single-particle
sensitive energy transport experiments, that would clarify at a microscopic level open
questions like the role of disorder and decoherence on the dynamics.
Chapter 2
Ultracold interacting Rydberg gases:
properties and experimental
approach
This chapter is partially based on the following publication, from which parts of the
text are reproduced verbatim in Sec. 2.5:
Interaction-Enhanced Imaging of Rydberg P states
V. Gavryusev, M. Ferreira-Cao, A. Kekic´, G. Zu¨rn and A. Signoles
arXiv:1602.04143 (2016), accepted for publication in Eur. Phys. J. ST
Atoms in highly excited states, called also Rydberg atoms, have been studied
for more than a century (for reviews see [Gallagher, 1994; Stebbings and Dunning,
1983; Pillet and Gallagher, 2016]) and the development of laser-cooling has greatly
expanded the field of investigation, with topics ranging from few- and many-body
physics [Choi et al., 2006; Comparat and Pillet, 2010; Lo¨w et al., 2012; Hofmann
et al., 2014], quantum non-linear optics [Pritchard et al., 2013; Firstenberg et al., 2016;
Murray and Pohl, 2016], quantum simulation [Weimer et al., 2008; Weimer et al.,
2010; Mu¨ller et al., 2012] and quantum computing [Saffman et al., 2010; Saffman,
2016], over to strongly correlated plasmas [Killian et al., 2007; Pohl et al., 2011] and
ultracold chemistry [Bendkowsky et al., 2009; Gaj et al., 2014; Schlagmu¨ller et al.,
2016]. Such a broad range of application is enabled by the “exaggerated” properties of
Rydberg atoms. The large separation between the highly excited valence electron and
the atomic core and the consequent loose binding lead to huge electric polarizabilities
and strong long-range interactions with the surrounding atoms.
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In this introductory chapter we first review some of the basic properties of Rydberg
atoms. In particular in Ch. 2.2 we discuss the origin and type of Rydberg-Rydberg
interactions. Then the experimental apparatus is presented in Ch. 2.4, which was
enhanced during the course of this thesis, and the Rydberg state preparation is
discussed in Ch. 2.5.
2.1 Alkali Rydberg atoms
Atoms with at least one electron excited to a high-lying atomic state with
large principal quantum number n are called Rydberg atoms. In such a state the
electron is weakly bound and is on average a factor of 100 to 1000 farther from the
atom core compared to an electron in the ground state, consequently it experiences
approximately a 1/r potential, making the Rydberg atoms very similar to hydrogen
atoms.
In this thesis we work with highly excited states of rubidium which is an alkali
atom and consequently has one valence electron. The other electrons fill the inner
shells and shield the core charge, reducing it to a net core charge of Z = 1. Thanks to
this shielding effect, the valence electron, once excited to a Rydberg state, experiences
a hydrogen-like potential with a single positive charge. For this reason the wave
functions of alkali Rydberg atoms closely resemble those of the hydrogen atom.
However, in contrast to hydrogen, the valence electron in states with low angular
momentum ℓ ≤ 3 can penetrate the finite size core and becomes exposed to core
charges of Z > 1. This leads to a deviation of the core potential from being purely
Coulombic at short range and lifts the ℓ-degeneracy known for the hydrogen atom.
The effects of these deviations are accounted for using quantum defect theory [Seaton,
1983] and result mainly in a phase shift of the wave functions together with an
increase of the eigenvalues energy relative to the hydrogen atom. The resulting
increased binding energy En is
En = −hc RRb
(n− δn,ℓ,j)2 = −hc
RRb
n⋆2
, (2.1)
where RRb = R∞/(1 +me/mRb) = 109736.62 cm−1 is the mass dependent effective
Rydberg constant for 87Rb with R∞ the Rydberg constant [Mohr et al., 2016]. The
principal quantum number is reduced by a parameter called quantum defect δn,ℓ,j,
leading to an effective principal quantum number n⋆ = n − δn,ℓ,j, for which the
hydrogenic scalings hold. Since the quantum defect reflects the penetration of the
core, it depends on the quantum numbers n, ℓ, j of the considered Rydberg state and
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Quantity n⋆ dependence
Electron binding energy En n⋆−2
Level spacing En+1 − En n⋆−3
Ionizing field E (∞) n⋆−4
Orbital radius r n⋆ 2
Geometrical cross-section σgeo n⋆ 4
Radiative lifetime τ n⋆ 3
Polarizability α n⋆ 7
Dipole moment µ = 〈nS| er |nP 〉 n⋆ 2
resonant dipolar interaction strength n⋆ 4
vdW interaction strength n⋆ 11
Table 2.1: Selected properties of Rydberg atoms and their scalings with the
effective principal quantum number n⋆ = n− δn,l,j.
it is significant for ℓ ≤ 3, allowing to spectroscopically distinguish |nS〉, |nP 〉 and
|nD〉 states. For ℓ > 3 the centrifugal barrier prevents the electron from being close
to the core and the quantum defect becomes negligible, restoring a “hydrogen-like”
degeneracy. The quantum defect can be approximated by the empirical Rydberg-Ritz
formula [Jastrow, 1948] or found through spectroscopic measurements [Li et al., 2003;
Han et al., 2006], which give δn,ℓ,j = δ0 + δ2/(n − δ0)2 with δ0 = 3.1311804 and
δ2 = 0.1784 for Rydberg S states (ℓ = 0).
The scaling of some important Rydberg atom properties with the effective prin-
cipal quantum number n⋆ is shown in Table 2.1. These scalings illustrate the
“exaggerated” properties of the Rydberg atoms. Particularly striking is the scaling
with n⋆ 11 of the van der Waals interaction strength, which is typically more than
10 orders of magnitude stronger than for ground state atoms. Another important
property is the huge polarizability ∝ n⋆ 7 and consequent small ionizing field E (∞).
On one hand it allows to ionize the Rydberg atoms by moderate electric fields in
order to probe them by ion detection. On the other hand even weak electric fields can
strongly affect the charge distribution of the Rydberg electron and induce an electric
dipole moment. Thus experiments with Rydberg atoms require good experimental
control of electric stray fields.
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2.2 Rydberg-Rydberg atom interactions
Interactions between Rydberg atoms are described in the framework of the multi-
pole expansion of electromagnetic interactions. Rydberg atoms, being neutral atoms,
do not have a net charge and the most important contribution is from electrical dipole
interactions, therefore, thanks to their huge dipole moments µ, these excited states
show exceptionally strong interactions compared to ground state atoms, leading to
many intriguing effects in Rydberg physics. Interactions will be at the root of the
experiments presented in Ch. 4 and 5 and here we review their origin and their main
properties.
2.2.1 Two-atom approximation
The classical interaction energy (in atomic units) of two dipoles µ⃗1 and µ⃗2
separated by a distance R⃗ is given by
V DD =
µ⃗1 · µ⃗2
|R⃗|3 − 3
(µ⃗1 · R⃗)(µ⃗2 · R⃗)
|R⃗|5 (2.2)
The second term on the right hand side in (2.2) accounts for the angular dependence
of the interaction energy and is neglected in the following discussion for the sake of
clarity. In the quantum mechanical description the dipoles are replaced by dipole
operators µˆ = erˆ with matrix elements µ = 〈ψ|µˆ|ψ′〉 and the dipole interaction
energy V DD for two atoms in the internal states |ψ1〉 and |ψ2〉 becomes
V DD(R) ∝ 1
R3
∑
|ψ′1〉,|ψ′2〉
〈ψ1|µˆ1|ψ′1〉 〈ψ2|µˆ2|ψ′2〉 =
∑
|ψ′1,ψ′2〉
〈ψ1, ψ2| µˆ1 µˆ2
R3
|ψ′1, ψ′2〉 , (2.3)
where the summation represents the coupling to all the internal states |ψ′1〉 and |ψ′2〉
of the atoms (see e.g. [Amthor et al., 2009]). Typically this summation can be
approximated to include only the few energetically close states that have a direct
coupling, consequently contributing the most to the sum. For atoms in the states
|n1S〉 and |n2S〉 the main contribution is from coupling to the energetically closest
pair of states |n′1P 〉 and |n′2P 〉, as represented in Fig. 2.1 (a).
To calculate the dipole-dipole interaction strength it is convenient to change the
description from the atomic basis to the pair state basis, as done in the second step
of Eq. (2.3). The initial pair state |n1S, n2S〉 is coupled with a strength V DD(R) =
(µ1 µ2)/R
3 = V0/R
3 to the state |n′1P, n′2P 〉, which has an energy difference expressed
by the Fo¨rster defect ∆F = [E(|n′1P 〉) + E(|n′2P 〉)] − [E(|n1S〉) + E(|n2S〉)], as
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(a) (b)
atom 1 atom 2 pair states
Figure 2.1: Origin of strong Rydberg-Rydberg interactions. (a) Schematic illus-
tration of the bare atomic states of two atoms. The main contribution to the interaction
between atoms in the states |n1S〉 and |n2S〉 is from coupling to the energetically closest
pair of states |n′1P 〉 and |n′2P 〉. (b) Representation in the pair state basis of the four bare
atomic states which are marked with green boxes in (a). Only the pair states |n1S, n2S〉
and |n′1P, n′2P 〉 are coupled and they contribute the most to the interaction between the
atoms. The strength of the coupling V0 is determined by the dipole matrix elements µ1
and µ2 and by the Fo¨rster defect ∆F which corresponds to the energy difference between
the coupled pair states. Taken from [Gu¨nter, 2014].
represented in Fig. 2.1 (b). In the pair state basis, the complete Hamiltonian
H = Hψ1 ⊗ 1 + 1 ⊗ Hψ2 + HVDD describing the atomic system Hψ and the off-
diagonal interaction part HVDD can be written as
H =
(
0 V0/R
3
V0/R
3 ∆F
)
. (2.4)
Solving for the eigenvalues of the coupled pair states we obtain
E± =
1
2
(
∆F ±
√
∆2F + 4(V0/R
3)2
)
. (2.5)
We observe that the pair energy depends on the inter-atomic separation R and on
the Fo¨rster defect ∆F , and consequently two regimes arise:
• resonant dipole-dipole interaction (V0/R3 ≫ ∆F ): for small distances or
when the Fo¨rster defect is tuned to zero through the application of electric
fields (reaching a so called Fo¨rster resonance [Gallagher et al., 1982; Vogt et al.,
2006; Ryabtsev et al., 2010]), the dipole-dipole coupling dominates and the
energy shift reduces to
E± = ±µ1 µ2
R3
:= ±C3
R3
. (2.6)
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E± scales with 1/R3 indicating that in this regime Rydberg atoms exhibit
resonant dipole-dipole interactions1 with a strength expressed by C3 = µ1µ2 ∝
n⋆ 4. This description includes the case when the two initial states are directly
strongly coupled, like an |nS, n′P 〉 pair for which the dominant pair state is
the exchange symmetric state |n′P, nS〉. In this case ∆F = 0 for any distance
and field.
• van der Waals interaction (V0/R3 ≪ ∆F ): for long distances the dipole-
dipole coupling is only perturbative and a second order Taylor expansion of
Eq. (2.5) gives
E+ ≃ ∆F + V
2
0 /∆F
R6
and E− ≃ −V
2
0 /∆F
R6
:= −C6
R6
. (2.7)
E± scales with 1/R6 and this corresponds to the van der Waals interaction
energy, which strongly depends on the effective principal quantum number,
because µ ∝ n⋆ 2 and ∆F ∝ n⋆−3 such that C6 = C23/∆F ∝ n⋆ 11, as listed in
Tab. 2.1. Depending on the energy of the pair states |ψ1, ψ2〉 and |ψ′1, ψ′2〉,
the Fo¨rster defect can be either positive or negative, determining the sign
of the interaction. Within our convention, C6 < 0 corresponds to repulsive
interactions and this will be the case for all experiments performed with |nS〉
states. This choice is beneficial because repulsively interacting states are more
stable against ionizing collisions than attractively interacting states [Amthor
et al., 2007a; Amthor et al., 2007b].
The crossover between the van der Waals and the dipole-dipole interaction regimes
occurs when V DD(Rcr) ≈ ∆F which gives a crossover radius Rcr = 6
√
|C6|/∆F ∝
n⋆ 7/3 [Walker and Saffman, 2008]. Above this radius the system eigenstates are
in good approximation the initial pair ones |ψ1, ψ2〉, while below Rcr dipole-dipole
interactions induce a strong state mixing [Gallagher and Pillet, 2008; Comparat and
Pillet, 2010]. Another important difference is that in a many atom system in the
van der Waals regime the many-body dynamics are dominated by nearest neighbor
interactions, allowing a two-body treatment, while in the dipolar regime the coupling
is inherently long-range and a many-body description is necessary. A more detailed
discussion of this fascinating topic is given in [Amthor, 2008].
1This is valid down to the LeRoy-radius, below which the electron clouds start to overlap and
the electron exchange interaction has to be accounted for [Boisseau et al., 2002].
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2.2.2 State exchange process
Resonant dipole-dipole interactions not only affect the pair state energy, but
also allow the two initial states to exchange their quantum state |ψ1, ψ2〉 ↔ |ψ2, ψ1〉,
causing an oscillatory dynamic between the two. This effect can be interpreted as an
energy exchange between the two atoms.
Pairs of states that interact through direct dipolar coupling (i.e. for states that
differ in |∆ℓ|= 1, like |nS, n′P 〉) realize the simplest single step state exchange
mechanism
|ψ1, ψ2〉 ⇔ |ψ2, ψ1〉 (2.8)
This simple mechanism is called Fo¨rster process [Fo¨rster, 1948] and is found in many
research fields like semi-conductor physics [van Amerongen et al., 2000; Williams,
2007; Govorov et al., 2016] and biology [Clegg, 2009; Collini, 2013], and it has been
observed in ultracold Rydberg atom experiments [Anderson et al., 1998; Mourachko
et al., 1998; Anderson et al., 2002].
A two step process
|ψ1, ψ2〉 ⇔ |ψ′1, ψ′2〉 ⇔ |ψ2, ψ1〉 (2.9)
is also possible, with exchange probability dependent on all four involved dipole
moments µ and on the Fo¨rster defect [Paris-Mandoki et al., 2016]. Due to the
quick reduction of the dipole moment for increasing difference in principal quantum
number [Gallagher, 1994], pairs of states with small differences n2 − n1 and n′2 − n′1
are the most favorable ones, as well as pair states near a Fo¨rster resonance. For a big
difference in n the exchange process can be neglected. A more detailed discussion
of state exchange processes between Rydberg atoms can be found in [Gu¨nter et al.,
2013; Schempp, 2014; Paris-Mandoki et al., 2016].
2.2.3 Interaction of |nS〉 and |nP 〉 states
In the experiments presented in this thesis |nS, n′S〉 and |nS, nP 〉 pairs of Rydberg
states of 87Rb have been used. These two sets of states differ in the interaction type
and strength that they exhibit and here we discuss more in detail this aspect.
The interaction between |nS, n′S〉 states is described in very good approximation
by the van der Waals interaction, until the density of Rydberg atoms does not
cross the level corresponding to a mean inter-particle distance smaller than the
cross-over radius Rcr. In the simple discussion carried out in the previous section we
neglected in Eq. (2.2) the second term which accounts for the angular dependence
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of the interaction energy. This approximation is well justified for S-states since
they interact isotropically [Walker and Saffman, 2008]. In order to estimate with
high accuracy the interaction coefficents C6, Eq. (2.3) can be evaluated numerically,
including a large set of states in the summation. Tabulated values and approximate
formulas for alkali atoms can be found in [Singer et al., 2005; Reinhard et al., 2007;
Walker and Saffman, 2008]. In this work we use C6 coefficents calculated via an
effective Hamiltonian approach by R.M.W. van Bijnen [van Bijnen, 2013].
Figure 2.2: Map of C6 interaction coefficients between
∣∣n1S1/2〉 and ∣∣n2S1/2〉
states of 87Rb. The values shown are the log (|Cn1,n26 |) with the C6 expressed in
atomic units (Eha60/h¯ with Eh the Hartree energy) and are calculated using an effective
Hamiltonian approach [van Bijnen, 2013]. Reproduced with permission from R.M.W. van
Bijnen.
A map of C6 interaction coefficients between
∣∣n1S1/2〉 and ∣∣n2S1/2〉 states is shown
in Fig. 2.2. We can see that different Rydberg state pairs can have vastly different
interaction strength, due to the different couplings V0 and Fo¨rster defects, but the
n 11 scaling is respected. The state combinations that are predicted to interact
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strongly have a small ∆F . By applying an electric field it is possible to tune their
pair energy difference to 0 and reach a Fo¨rster resonance [Gallagher et al., 1982;
Vogt et al., 2006; Ryabtsev et al., 2010; Nipper et al., 2012a; Gurian et al., 2012],
where the interaction will become even stronger due to the transition from a van der
Waals into a dipolar regime.
Figure 2.3: Map of the radial component of the C3 interaction coefficients
between
∣∣n1S1/2〉 and ∣∣n2P3/2〉 states of 87Rb. The interaction strength decreases
rapidly for increasing |n1−n2|. The values shown are the logCn1,n23 with the C3 expressed
in atomic units (Eha30/h¯ with Eh the Hartree energy) and are calculated by numerically
integrating an analytic approximation for the radial wavefunctions [Kostelecky´ et al.,
1988]. To estimate the interaction strength C3(θ) between a specific pair of states the
radial component has to be multiplied by the angular component [van Bijnen, 2013;
Paris-Mandoki et al., 2016].
The interaction between |nS, n′P 〉 states is always of dipolar type. In this
case the C3 coefficient is simply the square of the dipole matrix element µ =〈
ψn,,j,mj
∣∣∣µˆ∣∣∣ψn′,′,j′,m′j〉, whose calculation can be divided into a radial term and an
14 Chapter 2. Ultracold interacting Rydberg gases
angular part that considers the orientation between the dipoles of the two atoms,
expressed through the angle θ and the spherical harmonics. The peak amplitude of
the dipole matrix element is determined by the integral of the radial matrix element
〈n, ℓ|µˆ|n′, ℓ′〉 which can be calculated with the Numerov method [Zimmerman et al.,
1979; Singer, 2004; Pritchard, 2011] or from an analytic approximation for the radial
wavefunctions [Kostelecky´ et al., 1988], that is accurate on the 3% level. Using
the latter approach, we show in Fig. 2.3 a map of the radial component of the C3
interaction coefficients between
∣∣n1S1/2〉 and ∣∣n2P3/2〉. We observe the expected
scaling with n⋆ 4 and that pairs of states with n1 − n2 = −1, 0 exhibit the strongest
interactions due to the large overlap between their wavefunctions. In general, the
angular component of the interaction cannot be neglected. It mainly reduces the
peak amplitude of µ and leads to an anisotropic C3(θ) coefficient. Furthermore, for
an arbitrary θ it may not preserve the mj quantum number, potentially leading to
undesired population of additional states. A more detailed treatment of the problem
is presented in [Comparat and Pillet, 2010; Paris-Mandoki et al., 2016]. For the scope
of this work, since the experiments are performed in a 3D geometry with random
distribution of atoms and without a polarizing field, we estimate an effective C3
considering an angular averaging [Walker and Saffman, 2008]. For increased accuracy
in the theoretic estimations, we use C3 coefficients calculated by R.M.W. van Bijnen.
2.3 Rydberg atom-light interactions
An important consequence of the strong Rydberg-Rydberg interactions is the
dipole blockade of excitation from a ground state to a Rydberg state [Jaksch et al.,
2000; Lukin et al., 2001; Tong et al., 2004; Singer et al., 2004; Comparat and Pillet,
2010]. This effect can be understood using the pair state basis, as illustrated in
Fig. 2.4 (a). Each Rydberg atom is modeled as a two level atom with ground state |g〉
and Rydberg state |r〉. A laser, with excitation bandwidth h¯W , is resonant with the
excitation frequency of a single Rydberg atom. When the first of the two atoms is
excited, it does not significantly perturb the energies of the pair states |gg〉 and |gr〉,
because of the small polarizability of the ground state, but the doubly excited state
|rr〉 experiences a level shift V (R) that depends on the separation R between the
two atoms. For large distances both atoms can be excited to the Rydberg state, but
when the separation becomes smaller than a critical value the interaction between
them shifts the doubly excited state |rr〉 out of the excitation bandwidth h¯W and
inhibits the formation of close pairs of Rydberg atoms, introducing a natural length
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scale to the system. The distance below which the doubly excited state is suppressed
is called blockade radius Rbl and is defined as
Rbl =
(
C6
h¯W
)1/6
Rbl =
(
C3
h¯W
)1/3
(2.10)
for van der Waals and resonant dipole interactions, respectively. The excitation
bandwidth h¯W depends on the Rabi frequency Ω and on the dephasing associated
with the laser excitation. Typically the blockade radius is on the order of few µm
and this determines the density of Rydberg atoms nr ∝ R−3bl at which the blockade
effect would suppress the excitation of additional excitations. For nS-states the
approximately isotropic interaction would lead to a spherical blockade volume with
radius Rbl, as represented in Fig. 2.4 (b). nP or nD-states would have more complex
anisotropic blockade volumes, like ellipsoids, and at certain angles there may not
even be a blockade effect [Saffman et al., 2010].
(a) (b)
Figure 2.4: Rydberg blockade effect. (a) Pair state energies of two atoms as a
function of inter-atomic separation R. For large distances both atoms can be excited
to the Rydberg state, but when the separation becomes smaller than the blockade
radius Rbl the interaction between them shifts the doubly excited state |rr〉 out of the
excitation bandwidth h¯W and inhibits the formation of close pairs of Rydberg atoms.
(b) In an atomic cloud, in the case of resonant excitation and isotropic Rydberg-Rydberg
interactions, the blockade effect leads to a forbidden spherical volume around each
Rydberg atom, represented by the blockade spheres (dashed black lines). In each blockade
sphere only a single Rydberg excitation is possible. Taken and adapted from [Hofmann,
2013; Gu¨nter, 2014].
This simple description of the Rydberg blockade effect can be extended to the
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case of a gas of many atoms. The system can be imagined as made up of many
blockade spheres, each with N − 1 ground state atoms and one single Rydberg atom.
If the excitation is coherent, then the Rydberg excitation cannot be assigned to a
specific atom, but instead is shared by all of them, resulting in a collective quantum
state of N atoms. This in turn leads to a collective enhancement of the excitation
Rabi frequency by a factor
√
N , increasing consequently the excitation bandwidth.
Since the blockade radius, which defines the size of the blockade sphere and the
number of atoms it encompasses, depends on the excitation bandwidth, both N and
the collectively enhanced Rabi frequency have to be determined self-consistently
[Lo¨w et al., 2012]. A large enhancement factor leads to a reduction in the blockade
radius and the impact of this collective effect increases with the atomic density.
2.4 Experimental setup and detection methods
The experiments described in this thesis are performed using the experimental
setup presented in the following sections. First the preparation of the ultracold atomic
cloud using optical dipole traps will be introduced, then the detection methods will
be described. Emphasis will be made on the parts of the setup that were enhanced
during the course of this thesis, while the main components were built by [Hofmann,
2013; Gu¨nter, 2014; Schempp, 2014; Hofmann et al., 2014] where a more detailed
description can be found.
2.4.1 Preparing ultracold and dense atomic samples
General features of our experimental setup are sketched in Fig. 2.5. We first
apply common laser cooling and trapping techniques [Ketterle et al., 1999] to create
an ultracold gas of 87Rb ground state atoms. A typical preparation cycle is shown
in Fig. 2.6 (a)). The atoms are pre-cooled in a 2D-MOT, then loaded into a 3D-MOT
in the science chamber [Dieckmann et al., 1998; Schoser et al., 2002] and directly
transferred into a “reservoir” optical dipole trap (ODT). This trap is composed of
two weakly-focused laser beams crossing at a small angle and generated by a 50W
single frequency fiber amplifier laser (Coherent Mephisto MOPA) at a wavelength
of 1064 nm, resulting in an elongated cigar-shaped atomic cloud (Fig. 2.6 (b, 1)) of
width of ∼ 40 µm× 40 µm× 800 µm at 1/e2, tilted from the x probing direction by
45◦. This geometry allows for efficient loading from the 3D-MOT, leading to large
densities up to 5 · 1011 cm−3 with typical temperatures of 40 µK. A second ODT,
called “dimple”, is oriented along the y direction at 45◦ relative to the reservoir and the
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Figure 2.5: Experimental setup for excitation and detection of Rydberg atoms in
an ultracold 87Rb gas. Pre-cooled atoms are transferred from a magneto-optical trap
into the reservoir optical dipole trap (light yellow volume). Two additional tightly focused
dipole traps are used to create small and dense samples (strong yellow volume). After
being released from the trap, the atoms are excited to Rydberg states by a combination
of a 780 nm probe laser, a counter-propagating 480 nm coupling laser and microwave
radiation. An electrode structure composed of 8 field plates is used for precise electric
field control and for field ionization of Rydberg atoms, whereas two deflection rings guide
the ions (green trajectories) onto a micro-channel plate (MCP) detector. Complementary
information on the spatial distribution of ground state atoms and on the optical response
of the medium to the probe beam is acquired in parallel by absorption imaging with a
CCD camera (imaging system not shown). The insets show examples of typical images
of atoms released from the tight trap and of ion traces. Each voltage spike (indicated by
the black triangles) above a certain threshold (red dashed line) corresponds to a single
detection event.
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Figure 2.6: Preparation of cold and dense atomic clouds. (a) Typical experimental
cycle for the preparation of cold and dense atomic clouds. The cycle starts with the
2D-MOT operation which loads the 3D-MOT, where the atoms are pre-cooled in three
different stages, then evaporative cooling is performed in three phases and finally the
sample is transferred into the tight trap. Taken and adapted from [Hofmann, 2013].
(b) Typical optical density and spatial profile of the atom cloud measured by absorption
imaging at different stages of the evaporation in the optical dipole traps, respectively in
the reservoir (1), dimple (2) and tight traps (3).
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two are used together to perform all-optical evaporative cooling, in order to increase
the phase-space density of the atoms whilst decreasing their temperature [Cle´ment
et al., 2009; Grimm et al., 2000]. Using two different ODT allows to decouple the
trap loading from the evaporation process [Weber et al., 2002; Cle´ment et al., 2009;
Jacob et al., 2011] and to optimize independently the two steps. In the resulting
crossed three-beam trap we typically produce a much smaller elongated cigar-shaped
atomic cloud (Fig. 2.6 (b, 2)) of width of ∼ 22 µm× 22 µm× 150 µm at 1/e2, oriented
transversally to the x probing direction, with large densities up to 2 · 1012 cm−3 and
typical temperatures of 1 µK. With an optimized evaporation ramp it has been
shown that Bose-Einstein condensation can be achieved [Hofmann, 2013].
2.4.2 Loading into a small dipole trap
We desire to have a trap where only very few Rydberg atoms can be excited
before reaching the fully-blockaded regime (see Ch. 2.3), so the trap size has to
be comparable to the typical Rydberg blockade volume. We create such small
volume using an additional vertical “tight” ODT together with the “dimple” ODT.
Starting from the last step of the evaporation (Fig. 2.6 (a)) we load the “tight” trap
by increasing its potential depth, raising together the power of the “dimple” and
“tight” laser beams, while reducing to zero the intensity of the “reservoir”. The
final cloud is shown in Fig. 2.6 (b, 3) and contains up to 3000 atoms in a volume of
∼ 8 µm× 22 µm× 8 µm (width at 1/e2), providing densities up to 1.5 · 1012 cm−3 as
well as low temperatures of ∼ 1 µK.
2.4.3 Ground state preparation
After the loading of the atoms into one of the three dipole traps is complete, both
the F = 1 and F = 2 manifolds of the 87Rb ground state
∣∣5S1/2〉 are populated. To
prepare a clean initial ground state for the following experiments, we first remove
the atoms in the F = 2 manifold by switching off the repumping light at the end of
the MOT cooling stage. Then we apply a static magnetic field of 3 or 6G along the
x direction to define the quantization axis and to remove the mF degeneracy of the
hyperfine levels via the Zeeman effect. Next we transfer populations from the state∣∣5S1/2, F = 1,mF = 1〉 to the selected ground state |g〉 = ∣∣5S1/2, F = 2,mF = 2〉 by
inducing a 6.8GHz microwave transfer via a Landau-Zener sweep of a magnetic field
(illustrated in Fig. 2.7). The atoms left in the other magnetic sublevels of the F = 1
manifold can be neglected because they are far off-resonant from the transitions
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addressed by the laser fields, which are applied in the next step, due to the h ·6.8GHz
energy splitting between the F = 2 and F = 1 manifolds.
We control the density of the cloud, without affecting its size, by varying the
duration of the magnetic field sweep to tune the level of adiabaticity of the transfer.
Before probing, the trap is switched off and the atoms expand for a fixed time. The
duration of the free expansion and of the MOT loading allow to further tune the
cloud density.
2.4.4 Detection methods
After a set free expansion time, the ground state atoms are excited to the
Rydberg state (see Ch. 2.5) and the desired experiment is performed. To probe the
system we use combined measurements of both the Rydberg population and the
transmitted light field, respectively by field ionization and charged particle detection
on a micro-channel plate detector (MCP) and by recording the transmitted photons
on a charge-coupled-device (CCD) camera, as sketched in Fig. 2.5.
The experimental apparatus has an electrode structure which allows to apply and
control the electric fields in the three dimensions, which is necessary for Rydberg
atoms due to their high atomic polarizability [Lo¨w et al., 2012; Saßmannshausen
et al., 2013; O’Sullivan and Stoicheff, 1985]. Moderate electric fields can be applied
to DC-Stark shift the energy levels of the Rydberg atoms to tune their Fo¨rster defect
and therefore the strength of the interactions [Vogt et al., 2006; Westermann, S.
et al., 2006; Ryabtsev et al., 2010; Nipper et al., 2012b; Gurian et al., 2012]. The
electrodes also enable us to count the number of Rydberg atoms present in the
sample by switching on at the end of the experiment a high electric field to ionize
the Rydberg states (with amplitude E ∝ n⋆−4). Due to the large polarizability of the
Rydberg state, the ionizing field causes a sudden shift of the transition frequency
by several linewidths in less than 10 ns, which is fast compared to the criteria for
adiabatic following2, such that the Rydberg population is effectively frozen. The
resulting ions are then guided to a micro-channel plate detector and a voltage trace
is acquired on a fast oscilloscope. The guiding field is produced by several electrodes
with applied voltages which have been optimized in order to maximize the number
of ions reaching the MCP detector [Hofmann et al., 2014], with an estimated overall
detection efficiency of η ≈ 0.4.
At low incoming ion count rates (typically for up to 20 ions) (a typical trace is
shown in Fig. 2.5), each voltage spike crossing a chosen threshold above the noise
2For the experiments in Ch. 3 on Rydberg EIT the criteria is ∂∆c/∂t≪ Ω2c/2
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floor is assigned to correspond to a single Rydberg atom, since the probability for
overlapping events is low. When the number of detected ions is large (> 20) the
latter effect cannot be neglected and, therefore, we integrate the MCP signal over the
distribution of arrival times and divide by the average area of a single detection event,
measured at low excitation numbers, to obtain the number of detected ions [Schempp
et al., 2010; Hofmann et al., 2013].
To optically image the ultracold gas we resonantly couple a 780 nm σ+ polarized
probe laser beam to the |g〉 ↔ |e〉 = ∣∣5P3/2, F = 3,mF = 3〉 transition, as illustrated
in Fig. 2.7. The probe beam is collimated with a Gaussian beam waist of 1.5mm,
so the cloud is illuminated with an approximately uniform Rabi frequency Ωp,
calibrated using the saturated absorption imaging method [Reinaudi et al., 2007].
The transmitted light is collected onto an Andor iXon Ultra 897 EM-CCD camera
(Fig. 2.5) via a nearly diffraction limited imaging system with a resolution of 4.8 µm
(Rayleigh criterion). The imaging system magnification is a factor of 7.7 [Helmrich,
2013] and it leads to an effective single pixel area of apx = 4.3 µm2 in the object plane.
The camera converts the incoming photons into electrons with a total photon detection
efficiency of 44± 4%, given by the product of the imaging system transmission T and
the camera quantum efficiency Qe. This EM-CCD camera has been implemented in
the course of this thesis to replace and improve over the previous Andor iXon 887
EM-CCD which had a factor of two lower Qe and much higher readout noise.
We use a mode of our CCD camera, called “fast kinetics”, that allows to take
multiple images within 100 µs from each other by using a masked part of the sensor
as temporary storage for the sequence of images. The masking is done by inserting
a narrow horizontal slit with a height of 200 µm in the intermediate focal plane of
the imaging system and stray illumination is eliminated by carefully covering the
imaging system. After each exposure, the acquired image is moved into the masked
area of the CCD and the shift time sets the maximum acquisition rate.
Absorption imaging is performed by recording three images in a row [Ketterle
et al., 1999]: in the first image Ne−, a the transmitted light in the presence of atoms is
stored, then a second probe pulse without atoms is used to normalize out the intensity
variations and to produce an reference image Ne−, r. In the last a background Ne−, b
without probing light is acquired to remove any stray light or CCD dark counts
and many of these are averaged together to reduce their noise contribution. Three
quantities can be calculated in each pixel from these images, the absorption A, the
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cloud optical density OD and the number of atoms Natoms (accounting for saturation):
A = 1− Ne−, a − 〈Ne−, b〉
Ne−, r − 〈Ne−, b〉
(2.11)
OD = − log
(
Ne−, a − 〈Ne−, b〉
Ne−, r − 〈Ne−, b〉
)
(2.12)
Natoms =
apx
σ0
[
s
(
Ne−, r −Ne−, a
Ne−, r
)
+ αOD
]
(2.13)
where σ0 = 3λ2/2pi is the absorption cross section, s = 2(Ωp/Γe)2 is the saturation
parameter, Γe the decay rate of the addressed transition, and α is a dimensionless
parameter which accounts for imperfections like state population of multiple F = 2
Zeeman sublevels or not perfect probe polarization. For our setup we measured
α = 1.00± 0.05 via the saturated absorption imaging method [Reinaudi et al., 2007].
From a single measurement, each of these quantities is known within an error
given by the propagation of the detection noise:
σ(A) =
√
var(Ne−, a)/N2e−, r + var(Ne−, r)N
2
e−, a/N
4
e−, r (2.14)
σ(OD) =
√
var(Ne−, a)/N2e−, a + var(Ne−, r)/N
2
e−, r (2.15)
σ(Natoms) =
apx
σ0
√
var(Ne−, r)
(
s+ α
Ne−, r
)2
+ var(Ne−, a)
(
sNe−, a + αNe−, r
Ne−, aNe−, r
)2
(2.16)
+ var(s)
(
Ne−, r −Ne−, a
Ne−, r
)2
+ var(α)OD2
The noise sources that affect absorption imaging are investigated and discussed in
detail in Ch. 5.2.1 and 5.2.2, while a noise model for our camera is presented in
Appendix B.
2.4.5 Laser stabilization
The frequency stability of the laser sources that we use to image the ground
state distribution and to excite the Rydberg states plays an important role in the
experiments where Rydberg atom-light interactions are investigated. Fluctuations
in the laser frequency around the set central value on the timescales of interest for
the measurements, such as the exposure time to the beams, lead to a dephasing
effect on the evolution of the coupled light-matter system’s state [McDonnell et al.,
2004], which will be discussed in detail in Ch. 3.1.4. In particular it broadens the
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observed spectra and causes an increased absorption under resonant two-photon
EIT coupling, as illustrated in Fig. 3.2 (b). Rydberg states are more sensitive than
ground state atoms to dephasing because of their small decay rate. Furthermore,
under EIT coupling the atomic system is decoupled from the intermediate state,
making the decay and dephasing terms that affect the Rydberg state relatively more
important. To minimize these negative effects it is important to reduce the frequency
fluctuations of the involved lasers.
In our setup the ground state distribution is probed using a laser beam gener-
ated by a 780 nm TOPTICA DL100 pro laser. Originally it was stabilized using
the modulation transfer spectroscopy technique [Shirley, 1982; Camy et al., 1982;
McCarron et al., 2008] in a thermal 87Rb vapor cell with an estimated linewidth of
∼ 300 kHz [Schnellba¨cher, 2010; Labuhn, 2013]. For the second step at 480 nm of
the two-photon coupling to a Rydberg state we use two different frequency doubled
lasers, a 960 nm TOPTICA TA-SHG for the off-resonant preparation and a 960 nm
TOPTICA TA-SHG pro for the resonant EIT coupling (the different preparation
schemes are discussed in the following Ch. 2.5). Both lasers were originally stabilized
to an EIT resonance [Abel et al., 2009] in a thermal 87Rb vapor cell with estimated
linewidths of ∼ 1MHz [Mu¨ller, 2010; Labuhn, 2013] and ∼ 300 kHz, respectively.
In the course of this thesis a passive high finesse ultra-low-expansion glass
Fabry-Pe´rot cavity [Aikawa et al., 2011; Gregory et al., 2015] was implemented in
our setup [Kerst, 2014]. The cavity mirrors are dual-wavelength coated, allowing
to stabilize all three lasers at the same time via the Pound-Drever-Hall method
(PDH) [Black, 2001]. To generate the PDH error signal and to have a broad frequency
tunability range we pass each beam through a broadband fibre-coupled electro-optic
modulator to which we apply, by means of a power combiner, a modulation and an
offset frequencies. We estimate the frequency stability of our lasers by measuring the
root mean square instantaneous frequency deviation relative to a cavity mode of a
reference active Fabry-Pe´rot cavity (Sirah Eagle Eye). For timescales longer than 3 µs
we measure linewidths below 10, 30 and 10 kHz for the three lasers, which are much
smaller than the Rydberg-state dephasing rates observed in our experiments. This
improvement in linewidth has reduced the absorption under EIT for Ωc = 2pi · 5MHz
from ∼ 7% to below 0.3%, allowing perfect transparency in absence of interactions.
More details on the laser locking system are given in Appendix A.
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Figure 2.7: Rydberg state preparation scheme with relevant levels of 87Rb in
presence of a small magnetic field. After the evaporation the atoms are distributed over
the F = 1 manifold. By means of a 6.8GHz microwave Landau-Zener adiabatic sweep
we transfer populations from the state
∣∣5S1/2, F = 1,mF = 1〉 to the selected ground
state |g〉 ≡ ∣∣5S1/2, F = 2,mF = 2〉. A 780 nm σ+-polarized laser beam addresses the
|g〉 ↔ |e〉 ≡ ∣∣5P3/2, F = 3,mF = 3〉 transition which is used for absorption imaging. A
480 nm σ−-polarized laser couples |e〉 to the Rydberg state |r〉 ≡ ∣∣nS1/2,mJ = 1/2〉.
These two laser couplings form the three-level system used in EIT experiments. A fourth
state |i〉 ≡ |nPJ ,mJ〉 can be excited in the desired Zeeman level using a microwave
photon with a frequency between 2 and 67GHz, depending on the chosen n. Taken and
adapted from [Gu¨nter, 2014]. More detailed information on the level scheme of Rubidium
can be found in [Steck, 2001].
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2.5 Rydberg state preparation
Starting from the prepared ground state, we can excite Rydberg |nS〉 states
using a two-photon scheme or |nP 〉 states via a three-photon transition, as shown in
Fig. 2.7. In the first section a brief introduction to the preparation of |nS〉 states
will be given, then in the following four sections more attention will be dedicated to
the three photon excitation scheme that was developed and characterized during the
course of this thesis.
2.5.1 Excitation of |nS〉 states
To excite a ground state atom to a Rydberg |nS〉 state a two-photon transition
has to be used. A 780 nm σ+-polarized laser beam addresses the |g〉 ↔ |e〉 ≡∣∣5P3/2, F = 3,mF = 3〉 transition which is also used for absorption imaging, leading
to name it “probe” beam. A counter-propagating 480 nm σ−-polarized laser beam
couples |e〉 to the chosed Rydberg state |r〉 ≡ ∣∣nS1/2,mJ = 1/2〉 and is called
“coupling”. When both probe ∆p and coupling ∆c detunings are zero, then these
two laser couplings form the three-level system used in EIT experiments, which
is discussed in detail in Ch. 3. For ∆p = −∆c a direct two-photon off-resonant
excitation scheme is realized and a large detuning is chosen (∆p ≫ Γe) in order to
avoid undesired population of the intermediate state.
2.5.2 Off-resonant excitation of |nP 〉 states
To prepare the Rydberg P states we perform a three-photon excitation. The first
stage of the excitation is done using another 780 nm laser beam propagating along
the vertical direction (not shown in Fig. 2.5 for clarity) and linearly polarized such
that it generates both σ+ and σ− polarization, only the σ+ one being relevant for
the excitation. The σ−-polarized light leads to off-resonant processes that can be
neglected in good approximation. For the second stage we use the same blue beam
that is involved in EIT. Additionally we employ an Anritsu MG3697C microwave
synthesizer which allows to address transitions between Rydberg states with different
angular momentum, e.g. |nS〉 ↔ |nP 〉 transitions. The microwave radiation is
emitted in the science chamber by a simple antenna without any control of the
polarization.
To prepare nP Rydberg states of 87Rb a two-photon excitation is prohibited
by the selection rules. Instead we use a three-photon excitation making use of two
optical photons and an additional microwave photon. This approach allows us to
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simultaneously excite nS and nP states, both required for the experiments presented
in this work.
The excitation scheme is presented in figure 2.8 (a). The σ+-polarization of a
780 nm laser beam couples the ground state |g〉 to the intermediate state |e〉. Hence, a
480 nm σ−-polarized laser couples |e〉 to the Rydberg state |r〉 = ∣∣nS1/2,mJ = +1/2〉.
The third stage of the excitation to the state |i〉 = ∣∣nP3/2,mJ = +3/2〉 is done using
a microwave photon with a frequency between 2 and 67GHz, depending on the
chosen n. This four-level system is then described by the Hamiltonian
Hˆ =−∆e |e〉 〈e| −∆r |r〉 〈r| −∆mw |i〉 〈i|
+
(
Ωe
2
|e〉 〈g|+ Ωr
2
|r〉 〈e|+ Ωmw
2
|i〉 〈r|+ h.c.
) (2.17)
with h¯ = 1, ∆e, ∆r, ∆mw the one-photon, two-photon and three-photon detunings
respectively, and Ωe, Ωr, Ωmw the Rabi frequencies of each transition.
(a) (b) (c)
Figure 2.8: Excitation scheme of Rydberg P states. (a) Three-photon excitation
scheme. The ground state |g〉 is off-resonantly coupled to the Rydberg state |i〉 by
two optical fields and one microwave field with Rabi frequencies Ωe, Ωr and Ωmw,
respectively. Large intermediate detunings ∆e and ∆r prevent extensive populations of
the two intermediate states |e〉 and |r〉. (b) Simulation of the time-evolution of the state
populations ρgg and ρii (resp. black and green lines), assuming the initial population
in the ground state, with ∆e = ∆r = −2pi · 100MHz, Ωe = Ωmw = 2pi · 2.4MHz and
Ωr = 2pi · 25MHz. The exact calculation is compared to the effective two-level model
(dashed lines). The observed difference is due to the absence of the decay Γe in the latter.
(c) Populations ρee (red) and ρrr (blue) simulated in the same regime. With a maximum
fraction of 3 · 10−3 these states are weakly populated. On short timescales we observe
very fast oscillations that are damped after 2 µs, justifying the adiabatic elimination, then
the populations follow a similar evolution to |g〉 and |r〉.
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2.5.3 Effective two-level approximation of a four-level system
To avoid populating the two intermediate states we use large intermediate detun-
ings ∆e and ∆r compared to the Rabi frequencies Ωe, Ωr and Ωmw. In this regime,
the four-level excitation can be described by an effective two-level system that we
theoretically develop in the following. The model helps to derive the best strategy
to efficiently excite Rydberg P states without any undesired additional effects.
To simulate the three-photon excitation one can use the optical Bloch equations
in the four-level basis and numerically solve them for a set of the six experimental pa-
rameters given by Eq. (2.17). However, the numerical simulations do not give insight
into the excitation process to find the optimal settings for efficient state preparation.
Since the excitation is done in the off-resonant regime ∆e,∆r ≫ Ωe,Ωr,Ωmw, the
evolution of the intermediate state populations exhibit two very different timescales,
leading to a rapidly oscillating term at a frequency ∆e,r and a slow-varying envelope
that evolves together with the states |g〉 and |i〉. After a short-time, the fast oscilla-
tions average to zero due to the decay of the short-lived intermediate state |e〉. The
time derivative of the |e〉 and |r〉 populations can then be set to zero as they are
dominated by the fast-oscillating terms. By introducing the steady state solutions in
the optical Bloch equations, one can eliminate all the terms involving |e〉 and |r〉 in
order to write an effective equation valid in the limit of long timescales, which directly
couples |g〉 to |i〉. This approximation is known as adiabatic elimination [Linskens
et al., 1996; Brion et al., 2007]. With cx the projection of the wavefunction to the
state |x〉 (x = g, e, r, i), one obtains the following coupled equations
c˙g = −iSgcg + iΩeff
2
ci (2.18)
c˙i = −i(∆mw − Si)ci + iΩeff
2
cg (2.19)
where Sg and Si are the AC-Stark shifts of the states |g〉 and |i〉 defined by
Sg =
Ω2e
4∆e − Ω2r∆r
Si =
Ω2mw
4∆r − Ω2r∆e
(2.20)
and Ωeff is the effective Rabi frequency of the four-level system defined by
Ωeff =
ΩeΩrΩmw
4∆e∆r − Ω2r
. (2.21)
Equation (2.20) simply shows that one can reduce the effect of the three off-resonant
fields to AC-Stark shifts of the two outer states |g〉 and |i〉 and to an effective
Rabi frequency Ωeff coupling these states. The AC-Stark shifts are calculable in a
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perturbative approach. By setting the ground-state energy to zero via a rotation in
the rotating frame, the differential equations can be rewritten as
c˙g = i
Ωeff
2
cp (2.22)
c˙i = −i∆effci + iΩeff
2
cg. (2.23)
with ∆eff = ∆i + Sg − Si the effective detuning. At this stage one can identify the
Schro¨dinger equation of a two-level system with Rabi frequency Ωeff and detuning
∆eff . Therefore the whole system can be considered as an effective two-level system
where conditions for the inversion of state populations are known.
This effective description is illustrated in Fig. 2.8 (b), where the populations of
the four levels are plotted as a function of the excitation time and compared to full
numerical solutions of the optical Bloch equations. It clearly shows that the two
intermediate states are negligibly populated and that the two outer states behave
like a two-level system, exhibiting an evolution similar to two-level Rabi oscillations.
We notice that the effective model does not predict the decay of the oscillations
which would be a consequence of the decay of the intermediate state, not considered
in the current effective model. To take it into account we use an effective operator
formalism for open quantum systems to derive an effective master equation [Reiter
and Sørensen, 2012]. It results that the decay Γe effectively leads to various terms in
the two-level model which can, on long timescales, either kill or enhance coherences.
In the following discussion we neglect this decay since it has no crucial impact on
the regime we are working on.
Using this approach we can derive an optimized excitation scheme of the Rydberg
state |i〉. Due to the AC-Stark shifts, the intuitive resonance condition with ∆mw = 0
is not valid. From the effective two-level model we deduce a modified resonance
condition that must be fulfilled to efficiently transfer an atom from |g〉 to |i〉
∆eff = ∆i +
Ω2e
4∆e − Ω2r∆r
− Ω
2
mw
4∆r − Ω2r∆e
= 0. (2.24)
In addition, two other constraints must be considered before performing the experi-
ment. On one hand we aim to excite the |nP 〉 state on a timescale shorter than its
lifetime, leading to the condition
Ωeff ≤ τ−1i . (2.25)
On the other hand we want to avoid populations in both intermediate states. Pop-
ulations in the Rydberg state |r〉 cannot be resolved by our field ionization setup
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and would be mistaken for the desired state, while population in |e〉 could lead to
scattering and heating of the cloud. In the far-detuned regime, ce and cr are very
accurately approximated by Ωe/∆e · cg and Ωmw/∆mw · ci, respectively. To satisfy
both conditions, it is favourable to keep Ωe and Ωmw relatively small, while Ωr can
remain large as long as it satisfies the far-detuned condition Ωr ≪ ∆e,∆r.
Experiments presented in Ch. 4.5, aimed at optically revealing the presence of
|nP 〉 states, require a two-photon resonant EIT coupling to |nS〉 states. In the
following we choose to use the same principal quantum number n for both the |r〉 and
|i〉 states, such that the same 480 nm laser field is shared between the second step
of the off-resonant excitation scheme and the EIT coupling. Hence ∆r = 0 and the
detunings must fulfill ∆e = ∆r. In all experiments we set them to ∼ 2pi · 100MHz.
In these conditions the red beam heating effect is negligible if the Rabi frequency
Ωe is below a critical value of typically 2pi · 2.5MHz. Hence, Ωr and Ωmw can be
adjusted to respect the above-mentioned conditions. The simulations in Fig. 2.8
show an example of efficient excitation with populations in the intermediate states
smaller than 3%.
2.5.4 Three-photon spectroscopy of |42P 〉 Rydberg states
Now that we understood how to excite |nP 〉 Rydberg states while avoiding popu-
lation in the intermediate levels, we apply our three-photon off-resonant excitation
scheme to prepare the |i〉 = ∣∣42P3/2〉 state, which will be used later on in the ex-
periments presented in Ch. 4.5. As previously discussed, the two optical photons
only address the Zeeman substate
∣∣42S1/2,mJ = +1/2〉. The target state ∣∣42P3/2〉
is addressed by a microwave field without control of the polarization, allowing for
excitation of the mJ = −1/2,+1/2,+3/2 states. The magnetic field induces a
Zeeman shift that lifts the degeneracy between these states. Scanning the microwave
frequency νmw we record the spectrum shown in Fig. 2.9 (a) using field-ionization
detection after the excitation pulse. Large numbers of ions are measured at three
expected equally-spaced frequencies. In addition a fourth, smaller peak appears at
the expected position of the mJ = −3/2 Zeeman substate, which can be explained
by misalignment of the polarization of the 780 nm excitation beam with the vertical
direction, resulting in a residual pi-polarized component for which two additional σ−
photons allow to address the mJ = −3/2 state. We also observe small additional
peaks with frequency separations exactly corresponding to the ground state Zeeman
splitting. Such resonances are signature of transitions from the other hyperfine levels
of the ground state
∣∣5S1/2, F = 2〉 to the ∣∣42P3/2〉 state. Population in these states
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Figure 2.9: Three-photon spectroscopy of the
∣∣42P3/2〉 states. (a) Microwave
frequency scan around the three-photon resonance, at a peak density n0 = (3.30 ±
0.18) · 109 cm−3 where interaction effects do not play a significant role. The atoms,
initially prepared in |g〉, are off-resonantly driven to |e〉 and |r〉 = ∣∣42S1/2,mJ = +1/2〉.
A detuned microwave radiation finally excites the state |i〉 by compensating the energy
mismatch. Only the Zeeman substates mJ = +3/2,+1/2,−1/2 are addressed with
σ+, pi, σ− polarization components, respectively. The Rabi frequencies are calibrated to
be Ωe = 2pi · 9.7MHz, Ωr = 2pi · 25MHz, Ωmw = 2pi · 12MHz. The spectrum shows a
significant population of
∣∣42P3/2,mJ = −3/2〉, coming from a residual pi polarization
component of Ωe. The additional residual peaks come from a cycling process that
populates different mF sub-states of
∣∣5S1/2, F = 2〉. A magnetic field Bx = 6.43G is
estimated from the fine splitting observed between themJ peaks. (b) Density dependence
of the width of the
∣∣42P3/2,mJ = +3/2〉 resonance. In contrast to (a), many-body
interaction effects play a major role on the lineshape at higher densities. The spectrum is
acquired with Ωe = 2pi · 5.6MHz, Ωr = 2pi · 25MHz, Ωmw = 2pi · 12MHz.
cannot be explained by imperfections of the state preparation since we initially excite
with high-efficiency the pure mF = +2 hyperfine state. However, they could arise
from coupling to the Rydberg state, for which the purity of the mF quantum number
is not preserved.
The spectrum in Fig. 2.9 (a) was taken under low-density conditions to minimize
multi-particle interaction effects, which have been reported to strongly modify the
width of the observed transitions [Anderson et al., 2002; Park et al., 2011; Afrousheh
et al., 2004; Afrousheh et al., 2006; Goldschmidt et al., 2016]. In our experiments,
we perform the excitation of the
∣∣42P3/2,mJ = +3/2〉 at various densities of ground
state atoms and, as shown in Fig. 2.9 (b), we observe an increase of the width of
the spectral line at higher densities, which constitutes a signature of van der Waals
Rydberg-Rydberg interactions.
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Figure 2.10: Calibration of Ωe and Ωmw from the light shift of the resonance.
(a) For a given coupling of Ωr and Ωmw the intensity of the red beam Ωe is varied. The
resonant position of the peak
∣∣42P3/2,+3/2〉 undergoes a quadratic light shift following
Eq. 2.20. (b) Analogously, for given Ωe and Ωr, the same procedure can be applied to
calibrate Ωmw. We must rely on the fact that the AC-Stark Shift is linear with the power
(Eq. 2.20) and therefore find the unperturbed central peak frequency.
Three-photon spectroscopy provides a powerful tool to calibrate the Rabi frequen-
cies and the detunings of the fields involved in the excitation process because the
resonance condition depends on all these parameters according to Eq. (2.24). Only
the measurement of the coupling Rabi frequency Ωr = Ωc is independently realized us-
ing a method based on a local fitting of the electromagnetically-induced transparency
profile [Gavryusev et al., 2016b], described in Ch. 3.2.4. By performing three-photon
spectroscopy at different Ωe (Fig. 2.10 (a)) while keeping the other settings constant,
we observe that the resonance frequency exhibits a linear behavior with the laser
power Pe ∝ Ω2e (measured independently), in perfect agreement with Eq. (2.24). We
determine the unshifted resonance frequency from a linear extrapolation to zero
intensity and we can afterwards express the measured resonance frequencies in terms
of light shifts Sg of the ground state, allowing us to use equation (2.20) to calculate
the Rabi frequencies Ωe. The calibration between Pe and Ω2e is then used to plot
figure 2.10 (a), revealing a linear relation as would have been expected from the
two-level model, thus validating its use.
A similar procedure cannot be applied to calibrate the microwave Rabi frequency
Ωmw since the intensity of the microwave source at the position of the atoms is
unknown. Therefore we rely on the same theoretical predictions for the AC-Stark
shift, assuming a linear dependence with Ω2mw. From the variation of the spectral
peak position for different microwave intensities, we infer the non-shifted three-
photon resonance that leads to a linear relation of the resonance frequency with Ω2mw
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(fig. 2.10b). From it we again calculate the AC-Stark shifts and therefore deduce
a calibration of Ωmw. We have checked the consistency of these measurements by
measuring the non-shifted transition, setting Ωe = Ωmw. We obtain a resonance
shifted by −96MHz, in agreement with the experimental calibration of the detuning
within 0.5MHz. In this way we obtain all the required parameters to perform an
efficient and controllable excitation of Rydberg P -states.
2.5.5 Incoherent excitation of |42P 〉 Rydberg states
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Figure 2.11: Excitation of
∣∣42P3/2,mJ = +3/2〉 Rydberg atoms. (a) Excitation
dynamics as a function of the excitation time texc. The measurement is done after a
fixed time-of-flight of 1ms, at a peak ground-state density n0 = (7.26± 0.21) · 109 cm−3,
with Ωe = Ωmw = 2pi · 10MHz, Ωr = 2pi · 25MHz. The data shows a saturation of the
number of excitations Ni. A fit with the function Ni(texc) = Nsat(1− e−texc/τ ) gives
Nsat = 206.2± 2.6 and τ = (2.34± 0.11) µs. (b) Blockade effect on the excited states.
Repeating the same experiment, we observe a saturation of Nsat while increasing the
ground-state density. To reach high enough densities, the time-of-flight is reduced to
0.5ms. (c) Heating induced by scattering on the |g〉 ↔ |e〉 transition. The density is
plotted at different excitation times texc for Ωe = 2pi · [2.4, 7.1, 21]MHz (resp. dash-
dotted red, dotted green and solid blue lines). The microwave is switched off to avoid
density reduction due to Rydberg excitation. The error bars represent the standard
deviation.
The imaging experiments performed with the
∣∣42P3/2,mJ = +3/2〉 in Ch. 4.5
require a precise control of the number of excited Rydberg atoms. For this purpose it
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is important to understand the evolution of the population in |i〉 with the excitation
time texc. The theoretical model predicts coherent Rabi oscillations between the
ground and the P -states with an effective Rabi frequency Ωeff given by Eq. (2.21).
Yet our measurements show the emergence of a saturation effect after typically 6 µs
(Fig. 2.11 (a)), that we attribute to incoherent excitation of the
∣∣42P3/2,mJ = +3/2〉
Rydberg state. We understand this to be a consequence of a large degree of dephasing
introduced by the strong inhomogeneity of the effective Rabi frequency Ωeff , due to
the Gaussian profile of the coupling beam [Heidemann et al., 2007].
Repeating the experiment for increasing ground-state atomic densities, we observe
a similar behavior of the excitation dynamics on the same timescale, but with different
saturated number of excitations Nsat. In figure 2.11 (b) this number is plotted versus
the ground-state density n0. As can be seen from the plot, we observe a second
saturation effect that we attribute to the Rydberg blockade between P -states: due
to their van der Waals interactions, the total number of Rydberg atoms in the finite
volume of the cloud is limited. Given that the detection efficiency is not known
with high accuracy, the value Nbl = 218± 6 that we extract from the exponential
fit is consistent with an estimation based on the van der Waals P − P blockade
radius (Rii = (Cii6 /∆νmw)1/6 ∼ 4 µm with ∆νmw the width of the resonance at low
density extracted from Fig. 2.9 (b)) that would lead to ∼ 230 Rydberg atoms in the
excitation volume.
The final step to optimize the excitation of
∣∣42P3/2,mJ = +3/2〉 Rydberg states
consists in minimizing any heating effects due to large excitation Rabi frequency Ωe,
which lead to loss of atoms from the atomic cloud (Fig. 2.11 (c)). In order to avoid
such an effect, we reduce the power of the 780 nm laser beam to Ωe = 2pi · 2.4MHz
and compensate it by increasing the microwave Rabi frequency Ωmw to 2pi · 14MHz,
such that the effective coupling is not significantly affected.

Chapter 3
Density matrix reconstruction of
three-level atoms via Rydberg
electromagnetically induced
transparency
This chapter is partially based on the following publication, from which parts of the
text are reproduced verbatim:
Density matrix reconstruction of three-level atoms via Rydberg electro-
magnetically induced transparency
V. Gavryusev, A. Signoles, M. Ferreira-Cao, G. Zu¨rn, C. S. Hofmann, G. Gu¨nter, H.
Schempp, M. Robert-de-Saint-Vincent, S. Whitlock and M. Weidemu¨ller
J. Phys. B 49, 16 (2016)
The interplay between Rydberg-Rydberg interactions and the non-linear optical
response of a three-level atomic medium can allow to optically detect the presence of
Rydberg atoms [Gu¨nter et al., 2012; Olmos et al., 2011], which in turn grants access
to the dynamics and correlations present in these complex many-body systems. At
the root of the Interaction Enhanced Imaging technique, that we discuss in Ch. 4, lies
the use of a narrow optical transition that can be locally perturbed by the presence of
a Rydberg atom, allowing to detect them. For this purpose, we use the steep optical
response induced by a quantum interference effect called electromagnetically induced
transparency (EIT), which renders transparent an otherwise absorptive medium.
Thus, a comprehensive understanding of EIT is a prerequisite step for IEI studies.
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Chapter 3. Density matrix reconstruction of three-level atoms via Rydberg
electromagnetically induced transparency
The experimental and theoretical investigation of ensembles of Rydberg atoms driven
by laser fields is currently attracting much interest [Comparat and Pillet, 2010;
Lo¨w et al., 2012; Pritchard et al., 2013; Firstenberg et al., 2016]. For instance, the
exceptional properties of Rydberg atoms, such as their tunable long-range interactions
and the Rydberg blockade effect, allow to create atom-light interfaces operating at
the single photon level [Dudin and Kuzmich, 2012; Peyronel et al., 2012; Maxwell
et al., 2013; Tiarks et al., 2014; Gorniaczyk et al., 2014].
However, to fully explore the rich physics of these strongly coupled atom-light
systems we require new ways to disentangle the different degrees of freedom which
link single atom properties to many-body observables. We begin our investigation
at low atomic densities, such that the effects of Rydberg interactions are negligible.
The complete knowledge of the atomic ensemble is encoded in the single atom
density matrix. Most often no prior information is possessed on the form of this
quantity, requiring to apply the general method of Quantum Homodyne Tomography
to reconstruct it [Vogel and Risken, 1989; Leonhardt, 1995; Leonhardt and Paul,
1995]. This approach has allowed to successfully investigate the quantum states
of light [Smithey et al., 1993; Ourjoumtsev et al., 2006; Dele´glise et al., 2008],
matter [Dunn et al., 1995; Leibfried et al., 1996; Gae¨tan et al., 2010] and of coupled
light-matter systems [De Greve et al., 2013]. A tomographic reconstruction is possible,
given the limited number of states, but in practice it is experimentally difficult to
measure all the populations and coherences. In contrast, if prior knowledge on
the form of the density matrix is possessed, then a reconstruction is possible by
measuring a reduced number of density matrix elements.
In this chapter we demonstrate the reconstruction of the single atom density matrix
of an ultracold gas of three-level non-interacting atoms under electromagnetically
induced transparency conditions involving high-lying Rydberg states. Traditionally,
in a Rydberg atom experiment, either the Rydberg state population or the medium
optical response are measured to obtain limited information on the coupled atom-light
system. However, we show that combining measurements of both quantities in a single
experiment allows to probe the underlying system with high spectral and spatial
resolution and obtain nearly complete information on its properties. First steps
towards this goal have already been achieved, with the observation of sub-Poissonian
statistics of the matter-part of Rydberg dark state polaritons [Hofmann et al., 2013]
and the electrical readout of Rydberg EIT in thermal vapour cells [Barredo et al.,
2013]. Through time resolved measurements of the transparency signal it has been
shown that it is possible to reconstruct the Rydberg population [Mack et al., 2015;
Karlewski et al., 2015], but here we present the first demonstration of the full density
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matrix reconstruction of a three-level system under Rydberg EIT.
This chapter is structured as follows: first in Ch. 3.1 we illustrate a semi-classical
description of the interaction of light fields with non-interacting three-level atoms.
This description allows to explain the origin and properties of EIT and, most
importantly, constitutes the prior knowledge needed later on for the density matrix
reconstruction. Then in Ch. 3.2 we present our combined measurements of the
Rydberg population and of the spatially resolved transmission spectra in an ultracold
gas of 87Rb atoms, performed at low atomic densities, such that the effects of Rydberg
interactions are negligible. Next we explain how the density matrix of the system
is reconstructed from these two sets of measurements, leveraging the previously
introduced theoretical model. This provides complete information on the system,
which we use to reconstruct the spatial distributions of the Rydberg state population
and of the medium optical response. Furthermore, we determine the spatial profile
of the coupling beam.
3.1 Theory of electromagnetically induced transparency
Electromagnetically-induced-transparency is a quantum interference effect which
arises in three-level systems composed of two long-lived states that are coherently
coupled via a short-lived state [Harris, 1997; Marangos, 1998; Fleischhauer et al.,
2005]. The destructive interference of different excitation pathways driven by the
radiation fields renders an otherwise absorbing medium transparent [Fano, 1961].
This is accompanied by the evolution of the atomic system into a dark-state that is
a superposition of the long-lived states and is decoupled from the light field.
Using the ladder level scheme introduced in Ch. 2.5.1, |g〉 and |r〉 are the two
long-lived states, while |e〉 is the short-lived state which is coupled to them, as
illustrated in Fig. 3.1 (a). In our experiments, state |r〉 is a high lying Rydberg state
of 87Rb and it can be treated as meta-stable on the timescale of the experiment,
since Γr/2pi ∼ kHz ≪ Γe/2pi = 6.067MHz. Under EIT conditions a transparency
resonance arises for the |g〉 ↔ |e〉 transition, which is sensitive to the properties of the
Rydberg state. Strong laser coupling of the |e〉 ↔ |r〉 transition with Rabi frequency
Ωc produces an Autler-Townes doublet of dressed states [Autler and Townes, 1955;
Cohen-Tannoudji, 1996] (Fig. 3.1 (b)).
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(a) (b)
Figure 3.1: Level scheme of a three-level ladder system. (a) The atomic states
|g〉, |e〉 and |r〉 are coherently coupled by two laser fields with frequencies ωp,c, coupling
Rabi frequencies Ωp,c and detunings ∆p,c. The excited state and the Rydberg state are
subject to decay with decay constants Γe and Γr, respectively. (b) In the case of strong
coupling Ωc > Γe the intermediate state is split into two by the Autler-Townes effect
and the system is more conveniently described in a dressed basis. Here the dressed-state
level structure for ∆c = 0 with |±〉 = (|r〉 ± |e〉)/
√
2 is shown. Taken and adapted from
[Gu¨nter, 2014].
3.1.1 Optical Bloch equations
To describe the coupled atom-light system, we assume to be in a low density
regime, such that Rydberg-Rydberg interaction effects can be neglected, and a
semi-classical treatment with a quantized atomic system and classical light fields
will be sufficient. The coupled atom-light system in the dipole and rotating wave
approximations is described by the following Hamiltonian [Scully and Zubairy, 1997]
Hˆ = h¯
2
 0 Ωp 0Ωp −2∆p Ωc
0 Ωc −2 (∆p +∆c)
 . (3.1)
Here Ωp, c are the Rabi frequencies for the probe and coupling lasers respectively,
and ∆p, c are the detunings from the probe and coupling transitions.
The spontaneous decay of the intermediate state |e〉 and of the Rydberg state |r〉
with rates Γe and Γr, respectively, lead to decoherence and non-unitary evolution
of the system. To account for decay and dephasing effects [Pritchard et al., 2010;
Ga¨rttner and Evers, 2013], we use the density matrix formalism which describes the
time evolution of incoherent or open systems and we derive a master equation for
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the single atom density matrix ρ
ρ˙ = − i
h¯
[Hˆ, ρ] + Ldeph(ρ) + Ldec(ρ) , (3.2)
with ρjk = ρ∗kj and where L(ρ) is the Lindblad superoperator [Lindblad, 1976].
Ldec(ρ) accounts for population decays and the resulting loss of coherence
Ldec(ρ) = −1
2
∑
k
(C†kCkρ+ ρC
†
kCk) +
∑
k
CkρC
†
k , (3.3)
where the operators Ck express the decay strength and the involved states of the
k-th decay channel. The sums are over all possible decay channels, which are just
two for our system
Cge =
√
Γe |g〉 〈e| , Cer =
√
Γr |e〉 〈r| . (3.4)
The atomic coherences (off-diagonal terms) can be affected by phase fluctuations,
leading to a dephasing, i.e. to a decay which does not perturb the populations [Sultana
and Zubairy, 1994; Fleischhauer et al., 2005]. The dephasing can be accounted for
by using a phenomenological Lindblad operator Ldeph(ρ)
Ldeph(ρ) = −1
2
 0 γpρge γgrρgrγpρeg 0 γcρer
γgrρrg γcρre 0
 , (3.5)
where γp, γc and γgr are the dephasings affecting the three transitions. Often
dephasings are induced by the laser sources that drive the system. Their emission
fluctuates around a central frequency and, if these variations are caused by phase
fluctuations, then they lead to dephasing. The frequency emission spectrum of
a laser can usually be described by a Lorentzian distribution with a full width
half-maximum γ (FWHM), called “linewidth”1. Another source of dephasing is
represented by Fourier-transform-limited pulses, that has to be estimated on the
timescale of the laser coupling duration (see Ch. 2.4.5).
Equation (3.2) yields the three-level optical Bloch equations (OBE) for the single
1For independently fluctuating probe and coupling lasers, as in our experiment, and without
other contributions we can express γgr = γp + γc.
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atom density matrix ρ
ρ˙gg = −ΩpIm[ρge]+ Γeρee
ρ˙ee = +ΩpIm[ρge]− ΩcIm[ρer]− Γeρee + Γrρrr
ρ˙rr = +ΩcIm[ρer]− Γrρrr
ρ˙ge = −Γgeρge/2 + iΩcρgr/2 + iΩp(ρgg − ρee)/2
ρ˙gr = −Γgrρgr/2− i(Ωpρer − Ωcρge)/2
ρ˙er = −Γerρer/2− i(Ωcρrr + Ωpρgr − Ωcρee)/2 ,
(3.6)
where Im[x] denotes the imaginary part of x, and we have defined the rates
Γge = Γ
0
ge + 2i∆p, Γer = Γ0er + γc + 2i∆c and Γgr = Γ0gr + 2i(∆p +∆c)
with Γ0ge = Γe + γp, Γ0er = Γe + Γr + γc, Γ0gr = Γr + γgr.
3.1.2 Solutions of the optical Bloch equations in the weak
probe approximation
The solutions of the OBEs describe the time evolution of the populations and
coherences, providing therefore a complete knowledge of the density matrix of the
coupled atom-light system, if all parameters present in the equations are known
(Ωp, Ωc, ∆p, ∆c, Γe, Γr, γp, γc). Assuming that the presented model captures all
the key physical processes that affect a non-interacting three-level system under
Rydberg EIT, if we find the solutions for Eqs. (3.6) we would know the exact form
of the density matrix. This prior information allows to reconstruct ρ by measuring a
reduced number of density matrix elements, specifically those from which all eight
unknown parameters can be estimated.
We derive now the solutions of the OBEs. The decay rate of the intermediate state
Γe sets a timescale for the evolution of the system. With typical Rabi frequencies
of several MHz in the experiment, the atomic evolution reaches steady-state in less
than a µs and this allows to work with the steady-state solutions of the OBEs.
Inspecting the OBEs in this regime (ρ˙ = 0), one finds the following relations
ρee =
ΩpIm[ρge]
Γe
, ρer =
ΩpIm[ρgr]
Re[Γer]
, ρrr =
iΓerρer + Ωcρee − Ωpρgr
Ωc
. (3.7)
Exact analytic solutions of the optical Bloch equations for the single atom density
matrix ρ can be found without requiring any approximation (see Appendix C), but
their form is cumbersome and does not give an intuitive insight on the system’s
properties. We work with small light intensities which allows to use the weak probe
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limit (Ωp ≪ Ωc,Γe), yielding two much simpler approximate analytic solutions for
ρge and ρgr
ρge ≈ iΓgrΩp
ΓgeΓgr + Ω2c
, ρgr ≈ −ΩcΩp
ΓgeΓgr + Ω2c
, (3.8)
which when substituted into equations (3.7) provide solutions for all elements of ρ.
In our experiment we cannot measure the density matrix elements directly, but
only observables connected to them. In particular in each experimental run of our
system we obtain information on ρrr and ρge by measuring, respectively, the Rydberg
state population, by means of field ionization and charged particle detection, and the
medium optical response, by spatially resolved detection of the transmitted light field
on a CCD camera (see Ch. 2.4.4). In the following we will show that the combined
measurement of these two observables allows to extract all the unknown parameters
in the OBEs and reconstruct the density matrix.
3.1.3 Light propagation in a two- and a three-level system
Exposing the atomic cloud to a probe light field, which addresses the |g〉 ↔ |e〉
transition with Rabi frequency Ωp, induces a response expressed by the optical
susceptibility [Steck, 2007], which is related to the off-diagonal density matrix
element that represents the atom-light coherence for the addressed transition,
χ(∆p) = −2n|µˆeg|
2
ϵ0h¯
ρeg
Ωp
= −χ0
Γe
Ωp
ρeg , (3.9)
where n is the local atomic density and ϵ0 the vacuum permittivity. In the last
step we grouped the specific medium properties that do not depend on the laser
parameters in the term χ0 = σ0n/k, where σ0 is the resonant scattering cross-section
and k = 2pi/λ the wavevector of the probe light field.
For our experiments there are two important cases to consider:
• two-level response – if the coupling beam is absent (Ωc = 0), the three-level
system reduces to a two-level system for which an exact solution for ρeg is
known [Steck, 2007], leading to
χ2lvl(∆p) = χ0
Γe(−2∆p + i(Γe + γp))
2Ω2p(Γe + γp)/Γe + (Γe + γp)
2 + 4∆2p
(3.10)
We observe that χ0 is the resonant optical susceptibility of a perfect two-level
system in absence of dephasing and power broadening.
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• three-level response – in presence of the coupling beam and using the weak
probe limit solution for ρeg (Eq. (3.8)), we obtain the first order susceptibil-
ity [Fleischhauer et al., 2005]
χ3lvl(∆p) =
iΓeΓ∗gr
Γ∗geΓ∗gr + Ω2c
= χ0
Γe(Γr + γgr − 2i(∆p +∆c))
(Γe + γp − 2i∆p)(Γr + γgr − 2i(∆p +∆c)) + Ω2c
.
(3.11)
For the following discussion it is convenient to define the scaled linear optical
susceptibility
χ˜(∆p) =
χ(∆p)
χ0
=
Γe
Ωp
ρge (3.12)
In the experiment we measure the transmission of the probe beam through the
cloud. Assuming a paraxial approximation, the propagation of a stationary probe
field with initial Rabi frequency Ωp through the medium along the x direction is
described by the differential equation
∂Ωp(x)
∂x
= i
k
2
χ
(
Ωp(x), n(x)
)
Ωp(x) , (3.13)
where non-linear effects may arise due to the dependence on the local Rabi frequency
and susceptibility. This equation shows that the imaginary part of the susceptibility is
responsible for absorption, while the real part induces a phase shift during propagation.
Provided that |χ|≪ 1, as verified for low atomic densities, we can neglect refraction
effects and assume a constant χ. In this linear regime, equation (3.13) can be easily
integrated, giving the transmission through the cloud
T ≈ exp
(
−k
∫ +∞
−∞
Im[χ]dx
)
≈ exp
(
−σ0Im[χ˜]n2d
)
, (3.14)
where n2d is the atomic density integrated along the probe propagation direction.
Complementary information to the cloud transmission is provided by field ioniza-
tion of the gas which gives a direct measure of the integrated Rydberg population
Nr =
∫
ρrr(r)n(r)dr over the whole cloud, where the spatial dependence enters
through the atomic density profile n(r) and the inhomogeneous profiles of the
excitation beams.
3.1.4 Electromagnetically induced transparency
The scaled susceptibility and Rydberg population spectra, simulated as a function
of the probe laser detuning ∆p (with ∆c,Γr, γp, γc = 0 and Ωp ≪ Ωc, Γe), show three
different regimes depending on the laser coupling, as illustrated in Fig. 3.2 (a):
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Figure 3.2: Electromagnetically Induced Transparency. Imaginary and real parts
of the scaled linear optical susceptibility and Rydberg population as a function of the
probe laser detuning ∆p. Column (a) Spectra calculated using the analytic solutions
of the OBEs (Eqs. (3.7-3.8)) with ∆c,Γr, γp, γc = 0, Ωp = 0.01Γe for three different
coupling Rabi frequencies. The case Ωc = 0.0Γe describes the response of a two-level
system (red), while for Ωc = 0.3Γe we observe a narrow EIT resonance featuring a
steep change in the susceptibility and a single Lorentzian shaped peak in the population
(blue). In the case of strong coupling Ωc = 1Γe we enter the Autler-Townes regime,
characterized by a broad transparency window and by the splitting and suppression of
population in the Rydberg state (green). Column (b) Both the optical response and the
Rydberg state population are negatively affected by dephasing sources, such as finite laser
linewidth γp, γc = 0.04 Γe (dashed blue) and fourier limited pulse width (γp, γc = 0.10 Γe
for tpulse = 5 µs, dotted blue) with Ωc = 0.3Γe. An increasing ratio of γ/Ωc reduces
the transparency on EIT resonance, as well as the peak Im[χ˜] off-resonance, and the
population spectrum is lowered in amplitude and broadened.
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• two-level (Ωc = 0.0 Γe) – (red) The imaginary part of the scaled susceptibility
shows a Lorentzian profile with FWHM ∝ Γ0ge, as expected for a two-level
system. The real part follows the well known anomalous dispersion and crosses
0 at ∆p = 0. The Rydberg population is identically zero.
• EIT (Ωc < Γe) – (blue) The imaginary part of the scaled susceptibility shows a
narrow EIT resonance with FWHM∝ (Γ0gr+Ω2c/Γ0ge), with complete suppression
of absorption at ∆p = 0. The real part features a steep normal dispersion
coinciding with the transparency window. This reduces greatly the group
velocity of the light passing through the EIT medium, since it depends on the
dispersion gradient [Harris, 1997; Hau et al., 1999; Fleischhauer et al., 2005].
In this regime the Rydberg population is described by a single Lorentzian peak.
• Autler-Townes (Ωc ≥ Γe) – (green) in presence of a strong coupling beam we
enter the Autler-Townes regime [Autler and Townes, 1955; Cohen-Tannoudji,
1996], characterized by the splitting of the absorption profile into two distinct
lines with FWHM separation ∝ Ωc and by the splitting and suppression of
population in the Rydberg state. A detailed discussion of the differences
between EIT and the Autler-Townes splitting can be found in [Anisimov et al.,
2011].
Figure 3.2 (b) shows the effect of dephasing sources, such as finite laser linewidth
(dashed blue) and fourier limited pulse width (dotted blue), on the optical response
and the Rydberg state population. An increasing ratio of γ/Ωc reduces the trans-
parency on EIT resonance, the peak Im[χ˜] off-resonance and the normal dispersion,
while the population spectrum is lowered in amplitude and broadened. The trans-
parency reduction can be understood as follows: under laser coupling the atomic
system is driven into a dark-state (a superposition of only |g〉 and |r〉, decoupled thus
from the light field) with a rate Ω2c/Γ0ge. If the decay Γ0gr of the atomic coherence
is comparable to the driving rate, then there will be an admixture of the interme-
diate state |e〉 to the dark state which leads to absorption and, consequently, to a
transparency reduction [Pritchard, 2011].
To describe the EIT properties it is convenient to introduce the EIT quality factor
C = Ω2c/Γ
0
grΓ
0
ge. To have high transparency on resonance (∆p,∆c = 0), we require
C ≫ 1, since the imaginary part of the susceptibility has a minimum equal to
χ0eit = χ0
1
1 + C
. (3.15)
This is achieved using a strong coupling Rabi frequency Ωc and by reducing as much
as possible the linewidths of the lasers, which motivated the improvement of the
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laser stabilization system presented in Ch. 2.4.5 that allowed to decrease χ0eit for
Ωc = 2pi · 5MHz from ∼ 7% to below 0.3%.
The EIT resonance has a width σeit (FWHM) which in the weak probe approxi-
mation is
σeit =

Γ0gr(1 + C) for ∆c = 0, Ωc < Γe
Ωc for ∆c = 0, Ωc ≥ Γe
Γ0gr(1 + C) for ∆p = 0, ∀Ωc
(3.16)
The width scaling with Ωc differs when scanning the probe or coupling laser detuning.
(a) (b)
(c)
Figure 3.3: Electromagnetically Induced Transparency as a function of the single
photon detunings ∆p and ∆c. Imaginary (a) and real (b) parts of the scaled linear
optical susceptibility and Rydberg population (c). Both parts of χ˜ are equal to zero
when the two photon resonance condition ∆p +∆c = 0 is fulfilled and are insensitive
to the single photon detunings, instead the width of the induced transparency region
shows a strong dependency and asymmetry for |∆c|> 0. ρrr changes from a single
Lorentzian profile into an Autler-Townes damped and broadened double peak structure
when ∆p,∆c = 0. Parameters as in Fig. 3.2 (a) with Ωc = 2Γe.
In the experiments presented in this chapter we vary the probe laser detuning
∆p, treating it as a known parameter, while staying on resonance with the coupling
beam (∆c = 0). This choice allows to extract the most information on the medium
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under EIT coupling from the measurements of the transmission T (∆p) and integrated
Rydberg population Nr(∆p), since for such scan Im[χ˜](∆p) and ρ33(∆p) show clear
EIT signatures, as can be seen from Fig. 3.3 (a) and (c). In contrast, in the next
two chapters we will want to keep the medium transparent in a wide bandwidth,
without affecting the amplitude of the two-level response, so the opposite choice with
∆p = 0 will be used. It is of interest then to discuss how the imaginary and real
parts of the scaled linear optical susceptibility and the Rydberg population depend
on the single photon detunings ∆p and ∆c, as shown in Fig. 3.3. Both parts of χ˜
are equal to zero when the two photon resonance condition ∆p +∆c = 0 is fulfilled
and are insensitive to the single photon detunings, instead the width of the induced
transparency region shows a strong dependency and asymmetry for |∆c|> 0. The
Rydberg population follows a similar trend with the two photon detuning, with the
spectrum changing from a single Lorentzian profile into an Autler-Townes damped
and broadened double peak structure in the vicinity of ∆p,∆c = 0.
3.2 Density matrix reconstruction
In the previous section we have introduced a semi-classical model for the density
matrix that we expect to describe our system of non-interacting three-level atoms
coupled under Rydberg EIT. Using the weak probe approximation we have found
analytic solutions for all the density matrix elements and this prior knowledge allows to
reduce the number of elements that have to be measured. By inspecting Eqs. (3.7, 3.8)
we learn that the two observables that we can experimentally access, the Rydberg
state population and the spatially resolved transmission, form a complete set of
measurements because they provide information on ρrr and ρge, which depend in turn
on all unknown parameters that govern the OBEs (Ωp, Ωc, ∆p, ∆c, Γe, Γr, γp, γc).
A combined measurement of these two observables, as a function of the probe
laser detuning ∆p, and a joint data analysis allow to estimate these quantities and
reconstruct the full density matrix of the system.
3.2.1 Reconstruction strategy
In our experiments, the coupling beam doesn’t cover the whole cloud and the
measured transmission in the regions where the coupling Rabi frequency vanishes
(Ωc = 0) provides information on the susceptibility of the two-level system composed
by the states |g〉 and |e〉. The study of Im[χ2lvl(∆p)] allows to extract Γe + γp and
the optical density for the probe transition σ0n2d. The latter is used as a fixed
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parameter to extract Im[χ˜3lvl(∆p)] from the transmission measured for the three-
level system where the coupling beam is present. From the Rydberg population
spectrum we determine ∆c and Γr + γc. Ωp can be calibrated on the two-level
optical response [Reinaudi et al., 2007], so the only remaining quantity is Ωc which
is extracted from Im[χ˜] using a spatially resolved approach and Eq. (3.11).
Before performing the experiments we can further simplify our problem by
reducing the number of parameters to be estimated, thanks to few considerations.
The decay of the long-lived Rydberg state is estimated to contribute with a rate on
the order of few kHz which is three orders of magnitude smaller than the typical
Rabi frequencies we use, so it can be safely neglected. The dephasing on the probing
transition caused by laser linewidth is negligible γp ≪ Γe, while for the Rydberg
state we consider a dephasing term γdeph to take into account the experimentally
observed properties.
3.2.2 Combined measurement of transmission and Rydberg
population
The experiment is performed with a three-level ladder scheme coupling to the
|r〉 ≡ ∣∣42S1/2,mJ = 1/2〉 Rydberg state (see Ch. 2.5.1). Approximately 3 ·106 ground
state atoms are prepared in the “reservoir” ODT and an expansion time of 2ms is used,
leading to an ellipsoidal Gaussian shaped cloud with e−1/2 radii of σradial = 90±7 µm,
σaxial = 380± 13 µm and a peak atomic density of n0 = 7 · 109 cm−3. The expected
peak Rydberg density is ρrrn0 ≤ 2 · 109 cm−3, corresponding to a Wigner Seitz radius
of 4.9 µm. The anticipated blockade radius for the
∣∣42S1/2〉 state is ≈ 2.3 µm, a
factor of two smaller than the mean inter-particle distance, therefore the effects
of Rydberg-Rydberg interactions can be safely neglected [Pritchard et al., 2010;
Schempp et al., 2010; Sevinc¸li et al., 2011a; Ates et al., 2011].
A homogeneous magnetic field of 3G is applied along the probe beam direc-
tion to define a quantization axis. We use a probe Rabi frequency Ωp/2pi =
(1.03 ± 0.05)MHz which we independently measure using the saturated absorp-
tion imaging method [Reinaudi et al., 2007]. For this experiment the coupling laser
is focused into the center of the cloud with a waist of approximately 15 µm and an
intensity of approximately 0.9 kW cm−2.
To measure the optical response we record 93 absorption images (see Ch. 2.4.4)
for different probe detunings ∆p/2pi ranging from −8.1MHz to 8.1MHz. We first
exclude the pixels illuminated by the coupling beam and perform a fit of each image to
a 2D Gaussian distribution reflecting the expected atomic distribution. Interpolating
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the Gaussian fit into the excluded area allows us to infer the two-level absorption
and the local atomic 2D density n2d of the atom cloud at the position of the coupling
beam. Using this information and equation (3.14) we are then able to extract from
the measured transmission T the scaled optical susceptibility χ˜(∆p) for each pixel
comprising the image of the cloud. In parallel, at the end of the laser pulse, we
measure the Rydberg-state population. Since the number of detected ions is large
(> 100), the signal is integrated and calibrated as described in Ch. 2.4.4, in order to
quantify the number of detected ions.
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Figure 3.4: Scaled optical susceptibility and population spectrum as a function of
the probe laser detuning. The three measured curves show: three-level optical response
averaged over the center of the coupling laser beam (red diamonds), two-level optical
response (blue circles) and integrated Rydberg population (green squares - corresponding
to the right axis). The green solid line represents the Rydberg population spectrum
estimated by numerically solving the OBEs. The slight asymmetry of the absorption
spectrum is most likely caused by residual lensing effects due to the non-negligible optical
thickness of the sample [Han et al., 2015].
Figure 3.4 shows the imaginary part of the scaled optical susceptibility ∝ Im[ρge]
measured at the center of the coupling laser beam (red diamonds). This is compared
with the two-level susceptibility (blue circles) and the Rydberg population spec-
trum (green squares) measured in the same experimental sequence. On two-photon
resonance, and for the parameters given above, we observe an almost complete
suppression of absorption (> 99%) as compared to the two-level absorption. While
the absorption spectrum shows the characteristic double peak shape reflecting the
Autler-Townes doublet, the corresponding Rydberg population spectrum is much
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narrower and shows no evidence for the double peak structure that we would have
expected to observe according to the discussion in Ch. 3.1.4. In the following we
will exploit the spatially resolved detection of the transparency feature to elucidate
the connection between the transparency resonance and the Rydberg population
resonance.
3.2.3 Spatially resolved electromagnetically-induced-transparency
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 3.5: Spatially resolved scaled optical susceptibility Im[χ˜] near the center
of the cloud as a function of the probe laser detuning. (a-e) Measured cloud
response for various probe laser detunings (respectively −6,−3, 0,+3,+6MHz) under
the same conditions as Fig. 3.4. The region illuminated by the coupling laser is aligned at
the center of the region of interest. (f-j) Reconstructed spatial response from the OBE
steady state solution (from Eqs. (3.8, 3.12)), combined with the fitted coupling Rabi
frequencies beam profile using the procedure described in the text. The horizontal bar in
(g) indicates the spatial scale of 50 µm.
Figures 3.5 (a-e) show a selection of extracted scaled optical susceptibilities for
different probe detunings, showing the transparency spot at the center of each frame.
We find that as a function of detuning the shape and size of the transparency spot
varies and exhibits ring-like structures, indicating that the spatial shape of the
coupling laser beam plays an important role. To account for this we analyze the
optical susceptibility on a pixel-by-pixel basis and construct a series of absorption
spectra, one for each position of the cloud. These spectra can then be fit to Eqs. (3.8,
3.12) using the procedure outlined in the following paragraphs which allows for the
extraction of the key system parameters in a spatially resolved manner.
A typical dataset involves several thousand pixels which would be prohibitively
slow to fit one-by-one. Furthermore the signal-to-noise ratio for a single pixel
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spectrum is typically quite low. Therefore, we use a two-step fitting algorithm which
gives reliable results by minimizing the number of free fit parameters. In the first step
we use the two-level peak absorption inferred from the interpolated Gaussian fit to
calibrate the two-level optical response including the width of the probe resonance via
a fit to a Lorentzian lineshape. For the data shown in Fig. 3.5 the resonance width is
found to be (6.21± 0.03)MHz which is in good agreement with the power broadened
intermediate state natural decay rate Γe/2pi ·
√
1 + 2(Ωp/Γe)2 = 6.23MHz, confirming
that the role of dephasing (e.g. due to laser fluctuations) on this transition is negligible.
Analogously, we fit a Lorentzian lineshape to the measured Rydberg population
spectrum to determine the coupling laser detuning ∆c/2pi = (0.10± 0.01)MHz and
the width of the resonance W/2pi = (0.63± 0.01)MHz. This width can be attributed
to several effects, but for the coupling Rabi frequency determination we assume it
originates entirely from dephasing of the Rydberg state (γdeph = W ).
(a)
(b)
(c)
Figure 3.6: (a) Measured three-level absorption spectra (under same conditions as
Fig. 3.4) for each pixel, sorted according to the fitted coupling Rabi frequencies with
0.2MHz binning. From left to right shows the transition from the EIT regime towards the
Autler-Townes regime. (b) Fitted absorption spectra using Eqs. (3.8, 3.12) as described
in the text. (c) Corresponding Rydberg population spectrum calculated analytically using
Eq. (3.7).
After the first step all global parameters are fixed and the only remaining free
parameter is the value of Ωc which differs for each pixel. Using the fitted local
two-level resonant optical susceptibility and equations (3.12, 3.14) we extract the
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scaled optical susceptibility χ˜(∆p). Fig. 3.6 (a) shows the measured absorption
spectra with each column corresponding to a single pixel in the vicinity of the
transparency spot. In order to estimate Ωc(x, y) we pre-calculate a set of model
absorption spectra corresponding to different values of Ωc/2pi between 0 and 15MHz
in steps of 0.05MHz (Fig. 3.6 (b)). Minimizing the least-squares difference between
each single-pixel spectrum and the model spectra gives an estimate of the local
coupling Rabi frequency which best matches the data at each pixel location. The
result yields extracted values for Ωc/2pi in the range between 0MHz and 12.8MHz.
Compared to the analytic solutions of the OBEs, we observe an unexplained slight
broadening and reduction of amplitude of the Autler-Townes peaks for large Ωc.
However we find that this discrepancy does not significantly influence the coupling
Rabi frequency determination.
3.2.4 Reconstructed spatial distributions of ρrr and χ˜
Figure 3.7 (a) shows the spatial distribution of coupling beam Rabi frequencies as
extracted from the fits to the single-pixel optical spectra. The observed shape closely
reflects the elliptical shape of the coupling beam which we independently confirm
using a beam profiler external to the vacuum system. The measured beam profile is
close to a Gaussian with a peak Rabi frequency of Ωc/2pi = (12.8± 0.5)MHz. This
is close to the theoretical expectation of Ωc/2pi = 10.7MHz taking into account the
power of the coupling laser, the dipole matrix element for the
∣∣5P3/2〉 to ∣∣42S1/2〉
transition, and the spatial extent of the excitation region. The fitted one-sigma radii
in the semi-minor and semi-major axes are evaluated to have a size of 11.8 µm and
15.4 µm respectively.
Using the spatially-resolved distribution of Rabi frequencies (Fig. 3.7 (a)) and
the global parameters constrained by the two-level absorption and the total Rydberg
population spectrum, we can reconstruct the full density matrix of the system at
each position using the analytical solution derived in equations (3.7) and (3.8). As
practical examples we show the spatial distribution of the real and imaginary parts of
the scaled optical susceptibility χ˜ ∝ ρge and the Rydberg population ρrr (Fig. 3.7 (b-
d)) which demonstrates how both optical and atomic spatially-dependent properties
can be reconstructed.
Using the results of this reconstruction procedure we also show the Rydberg
population as a function of Ωc and ∆p in Fig. 3.6 (c). For large coupling strengths
(Ωc > Γe) the Rydberg population resembles the Autler-Townes doublet resonance
structure with two maxima at ∆p = ±Ωc/2, while in the limit of weak coupling
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(a) (b)
(c) (d)
Figure 3.7: Reconstructed spatial distribution of (a) the coupling Rabi frequency
Ωc(x, y), (b) the Rydberg population distribution and (c-d) the imaginary and real parts
of the scaled optical susceptibility, under the same conditions as the previous figures. For
(b-d) we use analytic solutions of the OBE (Eqs. (3.7-3.8)) for ∆p=0. The green dashed
line in (b) marks the limit of validity of the analytic reconstruction of ρrr using Eq. (3.7).
Outside of the coupling beam region Im[χ˜]→ 1 (consistent with the two-level response),
while Re[χ˜] is approximately zero over the region of interest. The slight increase of
Re[χ˜] towards the edges of the coupling beam is due to the relatively steep dispersion for
Ωc  Γe and the small detuning ∆c/2pi = 0.1MHz.
Ωc  Γe the population is concentrated in a single spectrally narrow resonance with
maximum at ∆p = −∆c ≈ 0. The peak population is found for small Ωc which
can be understood considering that on two photon resonance ρrr ≈ Ω2p/(Ω2p + Ω2c)
(neglecting dephasing). This is also visible in Fig. 3.7 (b) which shows the maximum
Rydberg population outside of the coupling beam region. This spatial distribution
also explains the spectrally narrow resonance in Fig. 3.4 as a consequence of spatially
averaging over the entire excitation volume in the field ionization detection. Here we
note that at the edges, where ρrr is largest, the validity of the analytic solution for ρrr
provided by equations (3.7, 3.8) is compromised since the condition Ωp  Ωc is not
fulfilled. By comparing with numerical solutions of the time-dependent OBEs which
are not restricted to the weak probe limit we find that the discrepancy between the
approximate and the full numerical solutions remains smaller than 25% for coupling
Rabi frequencies Ωc ≥ Ωp. This criteria defines an approximate range of validity of
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the analytic reconstruction, marked by the region inside the green dashed line in
Fig. 3.7 (b). Furthermore the numerical simulation allows to quantitatively reproduce
the measured population spectrum (solid green line in Fig. 3.4) by spatially integrating
for each detuning the reconstructed ρrr(x, y). To achieve the best agreement we had
to adapt γdeph/2pi to the value (0.20 ± 0.02)MHz. The extra broadening seen in
Fig. 3.4 can be attributed to power broadening of the |g〉 ↔ |e〉 transition and spatial
averaging over the excitation volume. This dephasing rate is still much larger than
the sum of the coupling and probe lasers linewidths, therefore we conclude that it
originates from effects associated with atomic motion or residual Rydberg-Rydberg
interactions [Pritchard et al., 2010; Ga¨rttner and Evers, 2013; Zhang et al., 2014].
In order to approximately reproduce the measured spectrum using the analytic
solution of ρrr (which neglects power broadening), we had to introduce a larger
effective dephasing rate γeff/2pi = 0.37MHz and a cut-off coupling Rabi frequency
Ωcutc = 0.35Ωp, below which we assume the Rydberg population to be zero.
The above considerations only weakly influence the determination of the coupling
Rabi frequency Ωc since dephasing has a minimal effect on the Autler-Townes splitting.
We also verify that it has a small effect on the reconstructed components of the density
matrix and optical susceptibility in the considered range. The reconstructed imaginary
and real parts of the scaled optical susceptibility χ˜ using the analytical formulas in
Sec. 3.1 are shown for∆p = 0 (for γdeph/2pi = 0.63MHz) in Fig. 3.7 (c-d). As expected,
Im[χ˜] shows almost full transparency Im[χ˜] ≈ 0 at the center of the coupling beam,
whereas it approaches the two-level response outside of the coupling beam region.
The reconstructed Im[χ˜] is also plotted for different detunings in figures 3.5 (f-j),
showing good qualitative agreement with the experimental measurements. However
we note a slight asymmetry in the detuning dependence of the experimental data
which could be attributed to lensing effects which are not accounted for in our simple
model. In contrast, Re[χ˜], which is responsible for light dispersion, is nearly zero
across the whole spatial profile for ∆p = 0. The small observed deviation at the edges
of the coupling beam region is due to the relatively steep dispersion for Ωc ≪ Γe,
combined with the slight detuning of the coupling beam ∆c/2pi = 0.1MHz. For
larger detunings ∆p ≈ Ωc/2 the amplitude of Re[χ˜] can increase significantly, which
could be responsible for the lensing effects seen in Figs. 3.5 (a-e). Analogous effects
have been recently studied in Ref. [Han et al., 2015].
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3.3 Tool for new atom-light studies
By combining field ionization detection with optical spectroscopy under Rydberg
EIT conditions, we have reconstructed the full single-atom density matrix of the
system, thereby obtaining nearly full information about the coupled atom-light
ensemble. Spatially resolving the absorption spectra and analyzing hundreds of
camera pixels in parallel gives information on hundreds of mesoscopic Rydberg
ensembles, each with different densities or laser parameters. The extracted spatially-
dependent profile of Rabi coupling frequencies explains the observed spectral shape
and width of the Rydberg population resonance as a consequence of spatially averaging
over the entire excitation volume in the field ionization detection.
The combination of optical and population-based probing of coherently driven
three-level atomic systems as realised in these experiments offers new avenues
for studying multilevel interference effects such as electromagnetically-induced-
transparency, coherent population trapping and stimulated-Raman adiabatic passage
with simultaneous access to all degrees of freedom. Furthermore, the reconstructed
spatially-dependent Rabi frequency, Rydberg population and optical susceptibility
serve as valuable input for modeling light propagation in interacting Rydberg ensem-
bles [Ates et al., 2011; Gorshkov et al., 2013; Ga¨rttner et al., 2014b; Bienias et al.,
2014] and realizing new non-destructive imaging techniques for strongly-interacting
particles, with single atom sensitivity [Gu¨nter et al., 2012; Gu¨nter et al., 2013;
Gavryusev et al., 2016a; Olmos et al., 2011]. Ultimately, these efforts, complemented
by the technique described here, will enable new studies of the correlations between
atoms and photons induced by Rydberg-Rydberg interactions, relevant for example
to current and future studies of nonlinear light propagation in strongly interacting
media [Peyronel et al., 2012; Sevinc¸li et al., 2011b; Stanojevic et al., 2013; Tresp
et al., 2015; Moos et al., 2015] and Rydberg dressed quantum fluids [Helmrich et al.,
2016; Gaul et al., 2016; DeSalvo et al., 2016] which exploit strong-atom light coupling
in three-level atomic systems.
Chapter 4
Interaction Enhanced Imaging of
Rydberg atoms
This chapter is partially based on the following publications, from which parts of the
text are reproduced verbatim:
Interaction-Enhanced Imaging of Rydberg P states
V. Gavryusev, M. Ferreira-Cao, A. Kekic´, G. Zu¨rn and A. Signoles
arXiv:1602.04143 (2016), accepted for publication in Eur. Phys. J. ST
Controlled coherent and incoherent motion of dipolar interacting Ryd-
berg excitations
H. Schempp, G. Gu¨nter, V. Gavryusev, M. Ferreira-Cao, S. Whitlock, M. Weidemu¨ller
in preparation
Observing the dynamics of dipole-mediated energy transport by interac-
tion enhanced imaging
G. Gu¨nter, H. Schempp, M. Robert-de-Saint-Vincent, V. Gavryusev, S. Helmrich, C.
S. Hofmann, S. Whitlock, M. Weidemu¨ller
Science 342, 953-956 (2013)
Ultracold Rydberg atoms with their strong and long-range interactions [Saffman
et al., 2010] offer many possibilities to study equilibrium and non-equilibrium prop-
erties of complex many-body systems [Hazzard et al., 2014] and to realize strongly
correlated atom-light interfaces [Pritchard et al., 2013; Firstenberg et al., 2016].
Over the last few years we have witnessed an explosion of interest in these sys-
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tems for studying diverse phenomena including the formation of spatially correlated
crystalline-like structures [Pohl et al., 2010; Schauß et al., 2012; Levi et al., 2015]
or ultracold plasmas [Vanhaecke et al., 2005; Vrinceanu et al., 2009; Pohl et al.,
2011], the emergence of extreme nonlinear optical effects [Pritchard et al., 2010;
Peyronel et al., 2012; Firstenberg et al., 2013; Tiarks et al., 2014] and the transport
of energy through Rydberg aggregates [Scho¨nleber et al., 2015; Schempp et al., 2015;
Fahey et al., 2015]. However, until recently, optical techniques for state-resolved
detection of Rydberg atoms with high spatial and temporal resolution have been
missing. Here we present a detailed study of a technique called Interaction Enhanced
Imaging (IEI) [Gu¨nter et al., 2012], that has been successfully used to optically
image Rydberg S-states and observe dipole-mediated energy transport under the
influence of a controlled environment [Gu¨nter et al., 2013; Gu¨nter, 2014; Schempp,
2014]. Rydberg P -states embedded in a gas of atoms coupled to Rydberg S-states
are even better candidates for future time resolved studies of coherent and incoher-
ent transport of Rydberg excitations, due to their direct strong dipolar exchange
interactions [Westermann, S. et al., 2006; Scho¨nleber et al., 2015; Schempp et al.,
2015]. As a first step towards this goal, we apply IEI to demonstrate the state
resolved detection of Rydberg P -states with high spatial resolution. To understand
the main aspects of the imaging technique and increase its sensitivity, we develop
a quantitative hard-sphere model of the coupled atom-light system [Faraoni, 2014],
finding good agreement with experimental data.
This chapter is structured as follows: first in Ch. 4.1 we give an overview of the
detection method and compare it to state-of-the-art cold Rydberg gas experiments.
Then in Ch. 4.2 we briefly describe the observed transport dynamics of Rydberg
S-states. In Ch. 4.3 we present an intuitive model that captures the main physical
principles of the imaging technique and provides a quantitative estimation of the
optical response of the coupled atom-light system. Finally, the first results on the
optical detection of Rydberg P -states using IEI are presented in section 4.5.
4.1 Imaging methods for Rydberg atoms
4.1.1 State-of-the-art of Rydberg atom imaging
Direct optical detection of Rydberg atoms with common techniques based on
the scattering of light, like absorption or fluorescence imaging, is hardly applicable
because the light scattering rate for the transition from the ground to a Rydberg
state is much smaller than the one between the ground and the first excited state
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(used to probe the ground state atoms), due to the longer lifetime of the Rydberg
state (for alkali atoms ≈ 10 µs− 1ms and ≈ 26− 30 ns, respectively). Furthermore
there are no closed, cycling transitions starting from or going to a Rydberg state,
which would decrease even further the number of photons that can be collected on
a detector before the Rydberg state decays into a dark state [Gibble et al., 1992;
Mhaskar et al., 2006; Wang et al., 2010]. Due to these problems, alternative methods
had to be developed.
So far there are only a few techniques suited to spatially image Rydberg atoms.
An early example is based on field ion microscopy demonstrated by Schwarzkopf et
al. [Schwarzkopf et al., 2011]. Here Rydberg atoms excited from a magneto-optical
trap are ionized by applying a large voltage onto a needle with a tiny, rounded
tip, which creates a strong inhomogeneous electric field. Following the divergent
field lines, the resulting ions are guided towards a fluorescent multichannel plate
(MCP). Each ion is revealed by a bright spot of light on a charge-coupled-device
(CCD) camera, allowing for a resolution of the order of a few µm. Nevertheless, the
detection efficiency is limited to ≤ 50% by the quantum efficiency of the MCP. Using
this technique, spatial correlations through the pair correlation function and van der
Waals interactions between Rydberg atoms have been measured [Schwarzkopf et al.,
2013; Thaicharoen et al., 2015; Weber et al., 2015; Manthey et al., 2015].
Spatially resolved detection of Rydberg atoms trapped in an optical lattice has
also been achieved using an optical approach [Schauß et al., 2012; Schauß et al.,
2015; Zeiher et al., 2015]. Rydberg atoms are de-excited via stimulated emission
by laser light towards a short-lifetime intermediate state and are captured in an
optical lattice. Their position is then revealed by high-resolution fluorescence imaging
using a lower transition. With this technique, strong spatial correlations have been
observed with nearly single-site resolution and a detection efficiency of ∼ 75%. A
similar technique allows to detect Rydberg atoms trapped in small arrays with nearly
a 97% efficiency [Labuhn et al., 2016]. Although the detection sensitivity is very
good, this technique is best suited to two-dimensional lattices or optical tweezers
and the detection method destroys the Rydberg atoms.
Other methods have been introduced for alkaline-earth atomic species, taking
advantage of the state-dependent optical transition of the core electron to probe the
presence of Rydberg atoms. By shining laser light resonant to a transition of the core
electron in Strontium with one electron excited in a Rydberg state, the fluorescence
light can be measured, revealing the presence of Rydberg atoms [McQuillen et al.,
2013]. The technique provides very good temporal resolution of ∼ 10 ns, but low
spatial resolution (∼ 200 µm) and is most sensitive to high-ℓ states. For low-ℓ states,
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a more sophisticated technique allowing for larger spatial resolution consists in
exciting the core electron to an intermediate state, which has a large probability of
leading to autoionization of the Rydberg state. Using a focused laser beam, one can
then locally ionize the atoms and record the Rydberg distribution with a spatial
resolution of 10 µm [Lochead et al., 2013].
4.1.2 Review of Interaction Enhanced Imaging (IEI)
coupling
probe
Rir
e
Figure 4.1: Scheme for interaction-enhanced absorption imaging of individual
impurities (orange spheres) within a dense gas of probe atoms (green spheres).
Two coherent resonant light fields called probe and coupling, with Rabi frequencies Ωp
and Ωc, couple the ground state |g〉 of the probe atoms to a Rydberg state |r〉, inducing
the transparency condition for the probe light field for atoms far from any impurity.
However, the impurities and the surrounding atoms interact strongly within a critical
distance Rir, leading to an energy shift of the Rydberg state |r〉 which locally breaks the
EIT condition. Consequently the probe atoms become absorptive in these regions. The
presence of an impurity is revealed by a shadow on the camera which collects the probe
light after its propagation through the atomic cloud.
To study dipole-mediated transport dynamics, we recently implemented a new
type of detection method which combines single particle sensitivity and high spatial
and temporal resolution. We experimentally apply an absorption technique to detect
Rydberg atoms, so-called impurities, embedded in an atomic gas, with a spatial
resolution below the Rydberg blockade radius. This IEI technique, based on the
original proposal of our group [Gu¨nter et al., 2012] and also related to a similar
proposal by Olmos et al. [Olmos et al., 2011], consists of measuring the absorption of
a probe light propagating through the gas, which acts as a contrast medium, in such
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a way that the absorption is modified by the presence of the Rydberg impurities.
The method has been demonstrated in our experiment with rubidium Rydberg
atoms, but it can be potentially applied for any particle that exhibits strong coupling
to a medium, like ions via Coulomb interactions and polar molecules via dipole-
dipole interactions. The key to IEI is to use the background atoms to reveal the
presence of impurities. To do so, the gas is coupled under electromagnetically-induced
transparency (EIT) conditions to an auxiliary “probe” Rydberg state by a weak
probe field and a strong coupling field, being therefore transparent to the probe
light [Fleischhauer et al., 2005; Pritchard et al., 2011; Sevinc¸li et al., 2011a] (see
Ch. 3.1.4). However, atoms close to an impurity experience dipole-dipole interactions
that energetically shift this probe Rydberg state and break the EIT [Hofmann et al.,
2013; Ga¨rttner et al., 2014b]. This effect thus casts a shadow in the spatial absorption
profile that allows to map the position of the impurities (Fig. 4.1).
This method exhibits numerous advantages that are of fundamental importance
for the investigation of the dynamics of Rydberg excitations in ultracold gases. Since
the detection signal is generated from background atoms surrounding the Rydberg
impurities, the signal can be strongly enhanced, allowing to detect the impurity with
high efficiency. Those background atoms act like an amplifier with an enhancement
factor equal to the number of additional absorbers per impurity
AIEI =
Nadd.abs
Ni
. (4.1)
In the blockade picture, one can define a critical distance Rir from an impurity
below which probe atoms are considered as absorbers. The amplification factor,
defined now as the number of probe atoms within the blockade sphere, can be
tuned to strongly enhance absorption around a single impurity. Therefore, the
detection is potentially single-impurity sensitive, as soon as the detected signal is
larger than the imaging noise. This topic will be investigated in detail in Ch. 5.
Furthermore, one experimental snapshot might be enough to reveal the presence
of the impurities with a good spatial resolution. Finally, the detection keeps the
number of impurities constant and should allow for multiple measurements similarly
to quantum non-destructive measurements [Grangier et al., 1998; Guerlin et al.,
2007].
4.1.3 Connection to similar experiments
The IEI technique uses the optical absorption spectrum to map out atomic
properties. From a complementary point of view, it is possible to use Rydberg gases
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to modify an optical field. Many studies have been recently done to investigate
how dipole-dipole interactions affect propagation of light, for instance leading to
non-linear absorption [Ates et al., 2011; Sevinc¸li et al., 2011a], dephasing of Rydberg
polaritons [Tresp et al., 2015] and photon-photon interactions [Gorshkov et al., 2011;
Peyronel et al., 2012]. IEI differs from these experiments because it exploits strong
inter-state interactions between the Rydberg impurities and Rydberg polaritons to
imprint information on the spatial distribution directly onto the light field.
In Rydberg gases coupled under EIT, the strong change of optical susceptibility
due to the presence of impurities opens interesting perspectives to engineer control
on the quantum state of optical photons. Recent developments towards a single-
photon optical transistor have been done, where a single “control” photon is used
to substantially change an optical signal [Baur et al., 2014; Tiarks et al., 2014;
Gorniaczyk et al., 2014; Gorniaczyk et al., 2016]. In practice, a resonant light signal
propagates through a gas of Rubidium atoms under EIT condition, where previously
a single photon could be stored in the form of a Rydberg polariton [Fleischhauer and
Lukin, 2000; Hofmann et al., 2013; Maxwell et al., 2013]. As in IEI, the transparency
of the gas depends on the state (|0〉 or |1〉) of the control photon. In this way, the
storage of a single control photon affects the propagation of many other photons,
constituting a first step in the realization of a photon transistor. Although the purpose
is different, these experiments exhibit strong similarities with IEI: the absorption
of a signal (resp. probe) light is strongly enhanced by the presence of a Rydberg
polariton (resp. impurity) in an EIT medium. The efficiency of the transistor will
then be measured by a gain, characterizing the number of signal photons affected by
the presence of a polariton. In IEI we define an amplification factor which represents
the number of atoms affected by the presence of an impurity. Both can be enhanced
by increasing the interaction strength, for instance by tuning two S states into a
Fo¨rster resonance [Tiarks et al., 2014; Gorniaczyk et al., 2016].
4.1.4 First experimental realization of IEI
We successfully implemented Interaction Enhanced Imaging to measure the
spatial distribution of Rydberg impurities in a gas of Rubidium [Gu¨nter et al., 2013].
The atoms were initially prepared in the ground state |g〉 in the “reservoir” ODT
at a temperature of few µK. From |g〉 they were resonantly coupled to the probe
|r〉 = ∣∣37S1/2〉 Rydberg state, inducing an EIT condition on the probing transition
(see Chs. 2.5.1 and 3.1.4). The blue coupling laser beam was focused in a smaller
region, considered as the region of interest (Fig. 4.2 (c)). Therefore, atoms in this
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Figure 4.2: Absorption images acquired during an interaction-enhanced imaging
experiment. (a) In a large region in the center of the cloud, atoms are illuminated
by a strong coupling beam with Ωc ∼ 2pi · 9MHz, which renders them transparent to
the probe light. (b) A second absorption image is acquired with Rydberg impurities
pre-excited in the center of the cloud. They locally break the EIT condition, rendering
the atoms absorptive again. (c) Sketch of the atomic cloud and of the positions of
the EIT-coupling (blue) and excitation (red) beams. The ellipses indicate the regions
corresponding to 1.5 ·σ of the intensity profiles. (d) The difference in absorption between
(a) and (b) reveals the additional absorbers and contains information about the number
and the spatial distribution of the Rydberg impurities. The images are averaged over
150 repetitions, with an exposure time of 5 µs. For this data, we estimated a number of
∼ 300 impurities. Adapted from [Gu¨nter, 2014].
region were rendered transparent to the probe light (Fig. 4.2 (a)). In a second
experimental repetition, impurities in the state |i〉 = ∣∣50S1/2〉 were first excited in
the very center of the trap by means of a two-photon off-resonant transition (with
∆p = −2pi × 65MHz, see Chs. 2.5.1), then the EIT coupling was turned on. The
transparency contrast in this region drops because of the presence of these impurities
(Fig. 4.2 (b)) which break the EIT condition. A typical pulse sequence for these
experiments is presented in Ch. 4.4. The final signal is obtained by calculating the
difference between the two transmission images, extracting the additional absorption
induced by the impurities (Fig. 4.2 (d)). This experiment illustrates how IEI allows
to map the distribution of Rydberg impurities embedded in an atomic gas.
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4.2 Imaging transport phenomena with Rydberg S
state atoms
After the first proof-of-principle experiments demonstrated the capability of IEI
to image |nS〉 Rydberg states, this technique has been applied to investigate a
fascinating effect induced by dipole-dipole interactions [Gu¨nter et al., 2013]. As
introduced in Ch. 2.2.2, resonant dipole-dipole interactions allow two atoms to swap
their quantum states, potentially giving rise to a diffusion process, which can be
interpreted as an energy transport. Dipolar state-exchange processes have been
observed before, also with cold Rydberg gases [Mourachko et al., 1998; Anderson
et al., 1998; Anderson et al., 2002; Westermann, S. et al., 2006; van Ditzhuijzen et al.,
2008; Nipper et al., 2012a]. However, using IEI, we have been able for the first time
to observe the dynamics of this process in a spatially resolved way. Here I will give a
brief overview of the outcomes, while a more detailed discussion of these transport
experiments can be found in [Gu¨nter et al., 2013; Gu¨nter, 2014; Schempp, 2014].
4.2.1 Transport with Rydberg |38S〉-|37S〉 atoms
The experiment was performed in the “reservoir” ODT, coupling to the impurity
|i〉 = ∣∣38S1/2〉 and probe |r〉 = ∣∣37S1/2〉 Rydberg states, which exhibit strong
dipolar interactions due to the Fo¨rster resonance
∣∣38S1/2, 37S1/2〉↔ ∣∣37P3/2, 37P3/2〉.
Thanks to the small ∆n = 1, this pair state combination allows for the two step
state exchange |38S, 37S〉 ↔ |37S, 38S〉 to occur (Eq. (2.9)). The impurities were
excited in a small central region of the cloud (as shown in Fig. 4.3 (a)) using a
two-photon off-resonant transition. The probe and coupling beams were tuned to the
single-photon resonances, and the latter was focused onto the atoms to an elongated
Gaussian intensity profile which defined the transparency region, as illustrated in
Fig. 4.3 (a) (for additional experimental parameters see Supplementary Material
of [Gu¨nter et al., 2013]).
A first set of measurements is taken on the Fo¨rster resonance, by applying a
small electric field such that ∆F = 0. The top row in Fig. 4.3 (a) shows snapshots
of the detected impurity distribution after different exposure times. We can clearly
see that the distribution is expanding along the horizontal direction, indicating the
presence of a diffusion process (expansion along the vertical direction is not observed
since the EIT region is smaller than the impurity one). To rule out that the increase
in the distribution width is caused by processes affecting only the impurities, like
mechanical forces, we repeated the IEI measurement at fixed texp = 2 µs, but with
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variable delay between the excitation of impurities and the imaging pulse (bottom
row in Fig. 4.3 (a)). No growth is observed as a function of delay time, only the total
number of additional absorbers decays slightly, which can be attributed to the decay
of the impurity state (τ ≈ 30 µs [Beterov et al., 2009]). This experiment confirms
that the diffusion process must be related to the interaction between the impurity
and probe Rydberg states.
Figure 4.3 (b) shows the squared width of the measured impurity distribution
σ2x(texp), which increases approximately linearly for continuous probing (full blue
circles) and is constant as a function of delay time (open blue circles). A third
IEI measurement is taken in the regime of off-resonant exchange interactions, by
applying a detuning ∆F = 2pi · 100MHz from the Fo¨rster resonance. This changes
the interaction character from resonant dipole-dipole into the van der Waals type and
reduces the interaction strength. Consequently a slow down of the state exchange
process is expected, in agreement with the observed slower diffusion (full red circles).
The diffusion process can be understood using a simple heuristic model that
considers the evolution of a single impurity atom embedded in a bath of background
atoms under EIT coupling (a more rigorous model is developed and presented
in [Schempp, 2014; Schempp et al., 2015]). The coherent state exchange between
the impurity and probe states depends on the interaction strength Vir between them
and on the density of exchange partners, which is dominated by the steady state
population ρrr of the probe Rydberg state. These quantities depend on the distance
between the impurity and the probe atom such that the coherent exchange rate
can be approximated by ωcoh(r) ≃ 2Vir(r)ρrr(r). At short distances below Rir the
impurity-probe interaction shifts the probe Rydberg state out of resonance with
the coupling beam, consequently suppressing the population ρrr(r < Rir)→ 0. At
the same time the interaction strength falls with the distance, either as 1/r3 in the
dipolar regime or as 1/r6 in the van der Waals case. The competition between these
scalings leads to a maximum of the coherent exchange rate ωcoh at r ≈ Rir.
Another process is at play in this system. The presence of the impurity not
only affects ρrr(r), but also makes the surrounding atoms absorptive, causing a
finite population in the excited state ρee(r < Rir). The scattering of light by
the background atoms surrounding the impurity causes a measurement-induced
environmental decoherence γenv, since information on the impurity position is acquired
on the detector, in analogy with a projective measurement of the quantum state of
the many-body system. The decoherence rate per impurity is assumed to equal the
sum over all additional absorbers of their individual light scattering rates, leading to
γenv =
∑
i Γeρ
(i)
ee (r).
64 Chapter 4. Interaction Enhanced Imaging of Rydberg atoms
EIT region Impurity
region
Background gas
texp=2 texp=5
tdelay=2 tdelay=5.6 tdelay=11 tdelay=20
texp=10 texp=20
 100
0 10 20 30 400
1
2
3
Figure 4.3: Expansion of additional absorption distribution during imaging. (a)
The sketch shows the experimental geometry indicating the initial position of the
∣∣38S1/2〉
impurities and the imaging region where probe atoms coupled to the
∣∣37S1/2〉 state are
present. Panels next to it show snapshots of the impurity distribution after different
exposure times (top row) and delay times at fixed texp = 2 µs (bottom row). It is apparent
that the distribution widens with increasing exposure time, while showing no growth with
delay time. The images are averaged over 50 and 30 realizations respectively and taken
on the Fo¨rster resonance. (b) The squared width of the measured impurity distribution
σ2x increases approximately linearly with exposure time and the diffusion is faster on the
Fo¨rster resonance (full blue circles) than off resonance (full red circles). For comparison
the blue empty circles show the distribution size at fixed texp = 2 µs for different delay
times between impurity excitation and the actual imaging. (c) Analogous experiment
performed with impurities in the state
∣∣50S1/2〉 and probe atoms coupled to the ∣∣48S1/2〉
state. Like in (b), the second moment of the impurity distribution (with the initial size
subtracted) shows a linear increase with exposure time. A fit with a power law (solid
line) yields an exponent of 1.04 ± 0.08, supporting the hypothesis that the observed
dynamics follows a classical diffusion process. Errorbars are standard errors of the mean
(100 realizations) and are estimated using the bootstrap method [Efron and Tibshirani,
1994]. Adapted from [Schempp, 2014].
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For the used experimental parameters, we estimated that the environmental
decoherence rate γenv was about 150 times larger than ωcoh. Treating γenv as a
dephasing, the coherences in the four-level density matrix of the system can be
neglected, leading to an effective classical rate equation which gives a hopping rate
Γhop(r) ≈ ω2coh(r)/γenv(r). For classical hopping, a diffusive transport process is
expected, with a diffusion law (considering time integration over the measurement
time texp)
σx(texp)
2 = σ2x(0) +D · texp , (4.2)
where D(Γhop) is the diffusion coefficient. The diffusion is expected to scale linearly
with the exposure time to the probe and coupling beams, since this is the time during
which the impurities can exchange state with the probe Rydberg atoms, present
only during the EIT coupling. Using this simple model, diffusion coefficents can be
estimated for the resonant dipole-dipole and van der Waals interaction regimes (a
derivation is presented in [Gu¨nter et al., 2013; Gu¨nter, 2014])
DDD ≃ 5
18
(RDDir )
2
Ω2p
Γe
DvdW ≃ 1
14
(RvdWir )
2
Ω2p
Γe
. (4.3)
The two rates differ by the numerical pre-factor and the strongly reduced blockade
radius for the latter. In presence of a Fo¨rster defect ∆F , these are related by
RvdWir /R
DD
ir = (Ω
2
c/4Γe∆F )
1/6 ≈ 0.6 for our parameters.
We fitted Eq. (4.2) to the measured σ2x(texp) to extract the diffusion coefficient
D. On the Fo¨rster resonance we expected diffusion with DDD = (55± 23) µm2 µs−1
which is fair agreement with the measured D = (80± 13) µm2 µs−1. In the van der
Waals regime (∆F = 2pi · 100MHz) we found D = (26 ± 6) µm2 µs−1, which is an
order of magnitude larger than the expected DvdW = (3.0 ± 0.9) µm2 µs−1. This
discrepancy was attributed to the always resonant direct single step state exchange
|37S, 37P 〉 ↔ |37P, 37S〉 (Eq. (2.8)) that can occur once the |37P 〉 is off-resonantly
populated. Similar processes have been considered in [Mourachko et al., 1998;
Anderson et al., 1998] to explain the broadening of Fo¨rster resonances.
4.2.2 Transport with Rydberg |50S〉-|48S〉 atoms
The first energy transport experiment with
∣∣38S1/2〉 impurity and ∣∣37S1/2〉 probe
states indicated that the dynamics were classical, but, given the small number of
measurements, we could not exclude a possible deviation from linear diffusion for
longer probing times. To address this question, we performed a similar experiment
with impurities in the state
∣∣50S1/2〉 and probe atoms coupled to the ∣∣48S1/2〉
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state. This state combination is also close to a Fo¨rster resonance
∣∣50S1/2, 48S1/2〉↔∣∣49P1/2, 48P1/2〉, but the probability of the two step exchange process |50S, 48S〉 ↔
|50S, 48S〉 (Eq. (2.9)) is much lower due to ∆n = 2. Nonetheless, fast exchange can
happen as soon as the pair state
∣∣49P1/2, 48P1/2〉 is off-resonantly populated, leading
to an always resonant direct single step process |48P, 48S〉 ↔ |48S, 48P 〉 (Eq. (2.8)),
similarly to the van der Waals case discussed at the end of Ch. 4.2.1.
The IEI measurements are performed with ∆F = 2pi · 103MHz and the second
moment of the impurity distribution (with the initial size of 10 µm subtracted)
shows a linear increase with exposure time, like in the previous experiment and as
illustrated in Fig. 4.3 (c). A fit with a power law (solid line) yields an exponent
of 1.04 ± 0.08, supporting the hypothesis that the observed dynamics follows a
classical diffusion process. Fixing the exponent to 1 we extract a diffusion coefficient
D = (153± 5) µm2 µs−1. A more complete analysis of these measurements with an
improved theoretical model is presented in [Schempp, 2014].
4.2.3 Towards |nP 〉-|nS〉 transport experiments
In this section we presented the first spatially resolved investigations via IEI
of energy transport processes induced by dipole-dipole interactions. Our imaging
method gave insight into the classical diffusion regime, but many more questions
can be addressed in the future, concerning e.g. the transport mechanisms, the
transition between quantum and classical transport, the effect of disorder and the
role of dissipation.
These experiments revealed that |n′S〉-|nS〉 state combinations allow for at least
two state exchange processes to occur, the two step (Eq. (2.9)) and the single step
(Eq. (2.8)). This makes the theoretical description of the transport dynamics more
complex, because at least 4 Rydberg states are involved, and even more can become
coupled due to the state mixing induced by dipole-dipole interactions (see Ch. 2.2.3).
A promising approach to minimize the number of excitation pathways would be
to perform experiments directly with |n′P 〉 impurity and |nS〉 probe states. Such
pair state choice is always resonantly coupled, leading to the simplest single step
state exchange dynamics. Furthermore, resonant dipole-dipole interactions are much
stronger than van der Waals interactions for the same principal quantum numbers
and the states with |n′−n| ≤ 1 exhibit the highest couplings, as discussed in Ch. 2.2.3.
This should lead to an improvement of the IEI sensitivity, which was estimated to be
around 6 impurities in a single-shot measurement [Gu¨nter et al., 2013; Gu¨nter, 2014].
Motivated by this insight, we added to our experimental setup the capability to
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excite Rydberg |n′P 〉 states. Direct single-photon laser excitation from the ground
state to a Rydberg P -state [Thoumany et al., 2009; Manthey et al., 2014; Manthey
et al., 2015; Zeiher et al., 2016] is possible, but it would require a whole new laser
system with wavelength in the UV, with limited power output and increased technical
complexity. An alternative route, implemented in the course of this thesis, is to
prepare Rydberg |n′P 〉 states using microwave radiation, starting either from a
energetically close |nS〉 state [Li et al., 2003; Afrousheh et al., 2004; Afrousheh, 2006]
or from the ground state via a three-photon off-resonant transition. The latter scheme
allows for a clean preparation of the initial impurity state |i〉 by avoiding population
of the intermediate states. To minimize the number of laser beams required to
prepare the impurity and probe Rydberg states, the same principal quantum number
is chosen for both n′ = n. The preparation scheme is explained and characterized in
detail in Ch. 2.5.2.
Once the desired initial states are prepared, it is necessary to prove the capability
of IEI to image |nP 〉 states. In Ch. 4.5 we demonstrate the first experimental spatially
resolved optical imaging of
∣∣42P3/2〉 Rydberg atoms. For these first proof-of-principle
measurements it is desirable to suppress the transport process because the diffusion
of the impurities may severely constrain the signal accumulated on the detector per
each impurity, by spreading it over a large area. We circumvent this problem by
introducing the “tight” ODT. The volume of a cloud prepared in this small trap is
limited to few blockade spheres with radius Rir, such that the number of potential
hopping partners per impurity is severely restricted, leading to a negligible hopping
rate. Moreover, only very few impurities can be excited in this tight trap before
reaching the fully-blockaded regime, where the exchange dynamic is inhibited.
Future transport experiments with |nP 〉-|nS〉 state pairs would require very
short exposure times in order to track with high temporal resolution the fast energy
transport dynamics expected from their strong resonant dipole-dipole coupling. This
calls for a quantitative description of IEI that would be able to predict the signal per
impurity. In the following section we develop a simple model of our imaging method
and of the underlying coupled atom-light system [Faraoni, 2014]. This hard-sphere
model captures the interplay between EIT and interactions, which determines the
optical response, and is in good agreement with experimental data.
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4.3 Model for Interaction Enhanced Imaging of Ry-
dberg atoms
Interaction-enhanced imaging is based on the different optical responses of an
atomic cloud with and without the impurities it is aimed to detect. To determine
optimal conditions for imaging we develop a simple model which captures the main
features of IEI [Faraoni, 2014], especially the impurity-probe interactions and the
probe-probe interactions that naturally arise in the gas. This model describes the
medium as composed of three inter-dispersed sub-volumes: a first region where
transparency is preserved, a second region in which transparency is reduced due
to probe-probe interactions and a third one in which transparency is affected by
impurity-probe interactions. To account for the relative size of each volume we
employ a simple hard-sphere approach to quantify each region.
The atom-light interaction is treated semi-classically and we will consider the
system to be in the steady state, since the imaging pulses of few µs are much longer
than the typical decay time Γ−1e . Additionally we will assume in the following that
the atoms are cooled to temperatures low enough to neglect thermal motion and
mechanical effects on the Rydberg atoms [Amthor et al., 2007b; Teixeira et al., 2015].
4.3.1 Light propagation under ideal EIT conditions
In our system, the probe atoms are coupled under electromagnetically induced
transparency conditions in order to make them initially transparent to a weak probe
field of Rabi frequency Ωp resonant on the |g〉 ↔ |e〉 transition (see Fig. 4.1). A
description of the EIT properties and requirements has been given in Ch. 3.1. The
optical response of the medium is determined by its susceptibility, expressed by
Eq. (3.9). In our case, the density is a function of position n(r) due to the Gaussian
profile of the atomic cloud, while ρeg depends in particular on the probe Rabi
frequency Ωp. Assuming for the moment that interactions between atoms can be
fully neglected, which is reasonably valid in a dilute gas, from Eq. (3.11) we find
that on the single photon resonance (∆p,∆c = 0) the ideal first order susceptibility
is expressed by Eq. (3.15)
χ0eit = χ0
1
1 + C
≃ χ0
iΓ2e
Γ2e + Ω
2
cΓe/Γ
0
gr + 2Ω
2
p
, (4.4)
where the term 2Ω2p is introduced to account for intensity saturation effects, that
were neglected in the weak probe approximation. Here we suppose that the sources
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of dephasing acting on the intermediate level |e〉 are negligible compared to Γe, which
is experimentally verified (Ch. 2.5), while we account for an effective dephasing
rate Γ0gr/2 of the coherence density matrix element ρgr, including contributions of
the decay rate of |r〉 and of additional dephasing rates. Equation (4.4) shows that
χ0eit ≪ χ0 as soon as C ≫ 1, which is satisfied in our experiment for coupling Rabi
frequencies Ωc on the order of few MHz. Since the absorption is related to the
imaginary part of the susceptibility, such conditions lead to transparency of the cloud
for the probing beam.
4.3.2 Inclusion of probe-probe interactions
The validity of equation (4.4) breaks down as soon as the Rydberg atomic density
is large enough such that the van der Waals interaction between the Rydberg states
of the probe atoms becomes significant. Experimentally, the change in transparency
as function of Rydberg density has already been observed in Rydberg media [Sevinc¸li
et al., 2011a; Pritchard et al., 2010; Pritchard et al., 2011; Hofmann et al., 2013;
DeSalvo et al., 2016; Han et al., 2016]. Moreover it has been shown from a semi-
analytic rate equation (RE) approach that the effect of these interactions can be
approximated by an energy shift ∆int = Vrr of the Rydberg state when we want to
estimate the optical response of the gas [Ga¨rttner et al., 2014b; Ates et al., 2011]
(Fig. 4.6 (b)). This shift effectively introduces a detuning ∆c = ∆int of the coupling
light that modifies the effective dephasing Γ0gr → Γ0gr + 2 i∆int in Eq. (4.4), leading
to a loss of transparency. For large energy shift Vrr the susceptibility approaches the
resonant two-level susceptibility χ2lvl which is given by Eq. 3.10 for ∆p = 0
χ2lvl = χ0
iΓ2e
Γ2e + 2Ω
2
p
. (4.5)
The dependence on Ωp takes into account the saturation of the atomic transition in
contrast to the weak probe limit. Figure 4.4 (a) shows a plot of the ratio between
the scaled imaginary part of χ0eit as a function of the single-photon detuning ∆c
between the coupling field and the atomic transition |e〉 ↔ |r〉. It shows that the
transparency is preserved in a window around the resonance with a FWHM given by
Eq. 3.16 C ≫ 1→ σeit ≈ Ω2c/Γe which defines the EIT bandwidth.
Using a rate equation model and Monte-Carlo simulations Ates et al. [Ates et al.,
2011] has found that the optical response including probe-probe interactions can be
related to the Rydberg atomic density through the relation
χeit = frrχ2lvl + (1− frr)χ0eit, (4.6)
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Figure 4.4: Hard-sphere description of EIT with interactions. (a) Imaginary part
of the scaled susceptibility under EIT as a function of the detuning ∆c of the |e〉 ↔ |r〉
transition, normalized by the FWHM of the EIT transparency window. At ∆c = σeit/2
the susceptibility is half of the two-level one. For larger detunings atoms are considered
as two-level absorbers (filled red area). (b) Imaginary part of the scaled susceptibility as
a function of the inter-atomic separation normalized by the probe-probe blockade radius
Rrr. Atoms within R ≤ Rrr are treated as two-level absorbers, and as under perfect
EIT while outside this range. This hard-sphere approach is supported by the fact that
the integrals of Im[χ˜] and Im[χ˜hard-sphere] over the approximated regions (red and blue
areas) are equal.
where frr is the effective fraction of volume blockaded by the probe-probe interactions,
expressed as
frr =
nρ0rr − nρrr
nρ0rr
= 1− ρrr
ρ0rr
. (4.7)
Here ρ0rr is the density matrix element in the non-interacting regime (single atom
case, equal to Ω2p/Ω2c in the steady state, see Ch. 3.1.4) and ρrr the one in the
interacting regime. The blockaded volume fraction is represented by the fraction
of atoms that are not excited to the Rydberg state |r〉 because of the probe-probe
interactions. Therefore frr is expressed through the normalized difference between
nρ0rr, the density of Rydberg atoms that would have been excited without interactions,
and nρrr, the density of Rydberg atoms that are effectively excited. Nevertheless,
eqs. (4.6) and (4.7) do not allow to calculate the optical susceptibility since they do
not provide the expression of ρrr which requires a self-consistent solution to properly
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take into account collective effects present in the system.
To determine the fraction frr we use a hard-sphere approximation [Petrosyan
et al., 2011; Sevinc¸li et al., 2011a; Parigi et al., 2012] in which atoms that experience
an energy shift Vrr larger than half of the EIT bandwidth σeit/2 will be considered
as two-level absorbers, while the others are assumed to be coupled under ideal EIT
conditions (Ch. 4.3.1), as illustrated in Fig. 4.4 (b). Hence probe atoms surrounding
any given atom experience the interaction only if their distance R is smaller than
the probe-probe Rydberg blockade radius Rrr
R < Rrr =
(
2Crr6
σeit
) 1
6
, (4.8)
where Crr6 is the van der Waals coefficient of the |r〉 state determining Vrr = Crr6 /R6.
Within this approach the fraction frr can be expressed as the number of atoms
contained in each blockaded volume Vbl = 4/3 · piR3rr over the total number of atoms,
leading to
frr = nρrrVbl. (4.9)
By substituting Eq. (4.9) in Eq. (4.7) we can extract the density matrix element ρrr
ρrr
ρ0rr
=
1
1 + nρ0rrVbl
(4.10)
and obtain an analytical expression for the optical susceptibility in the presence of
probe-probe interactions. For negligible χ0eit → 0, we observe that Im[χ˜eit] = frr
and, consequently, both quantities scale together as a function of nρ0rrVbl. The
imaginary part of the scaled susceptibility reaches half of its possible peak value at
nρ0rrVbl = 1, as illustrated in Fig. 4.5. This happens when the mean inter-particle
distance becomes equal to the blockade radius, entering thus the blockaded regime
discussed in Ch. 2.3.
4.3.3 Effect of impurities
We follow a very similar approach to incorporate the optical response in the
presence of impurities |i〉, which have been independently excited. When |n′S〉
Rydberg impurities are imaged using |nS〉 probe atoms, the van der Waals interaction
between the two states leads to a frequency shift ∆int = V vdWir = Cir6 /R6 on |r〉 that
modifies the optical response of the medium (Fig. 4.6 (b)). The eigenstates of the
system are in good approximation the single atom ones, |i〉 and |r〉. In contrast,
when |nP 〉 Rydberg impurities are imaged using |nS〉 probe atoms, the two states
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Figure 4.5: Imaginary part of EIT scaled susceptibility in presence of interactions,
as a function of nρ0rrVbl. At nρ0rrVbl = 1 the susceptibility reaches half of its possible
peak value.
experience a dipole-dipole exchange interaction and the system eigenstates become
the symmetric and antisymmetric combinations (|ri〉 ± |ir〉)/√2 of the unbound pair
states, split in energy by ±∆int = ±V DDir = ±Cir3 /R3 (Fig. 4.6 (b)). In analogy to
the probe-probe interactions, we define a critical radius Rir for the two interaction
types
RDDir =
(
2Cir3
σeit
) 1
3
RvdWir =
(
2Cir6
σeit
) 1
6
, (4.11)
beyond which the energy splitting is smaller than the EIT bandwidth σeit, allowing
to address the Rydberg |r〉 state. Above this critical distance we assume that the
gas behaves as a three level system, while below this distance the susceptibility is
approximated by the behavior of a two level system. In the |nP 〉-|nS〉 case, since
the interactions are anisotropic and the experiment is performed with 3D random
positions of the atoms, we consider an effective isotropic reduced interaction strength
Cir3 that is obtained by averaging over the total solid angle.
With this hard-sphere model it becomes possible to express the optical suscepti-
bility of a medium under EIT coupling in the presence of impurities as the weighted
combination of the two-level susceptibility (Eq. (4.5)) and the EIT susceptibility
with probe-probe interactions (Eq. (4.6))
χimp = firχ2lvl + (1− fir)χeit, (4.12)
where fir is the fraction of volume blockaded by the impurity-probe interactions.
4.3. Model for Interaction Enhanced Imaging of Rydberg atoms 73
coupling
probe
e
(a) (b)
Figure 4.6: Hard-sphere description of IEI. (a) Description of interactions with a
hard-sphere approach: the impurities (orange dots) interact with the surrounding probe
atoms (grey and green dots when respectively in |g〉 or |r〉). They induce a level shift
Vir that, within a distance Rir, breaks the EIT condition. The probing laser beam is
imaged on a CCD camera and an absorption spot is expected around the position of each
impurity. Within a distance Rrr around each |r〉 Rydberg state, probe-probe interactions
reduce the transparency as well. (b) Without interactions the three states |g〉, |e〉, |r〉 of
the probe atoms are coherently coupled by two resonant light fields with Rabi frequencies
Ωp and Ωc (probe atom case). The probe-probe interactions induce a level shift of Vrr on
|r〉 (right). The presence of a Rydberg impurity |i〉 (left) in an |n′S〉 state causes a level
shift of |r〉 due to the van der Waals interaction V VdWir , while if it is in an |n′P 〉 state,
which interacts through the dipolar exchange with |r〉, the new eigenstates are split by
an energy 2V DDir . Effectively all three types of interaction lead to a vanishing probability
to excite |r〉 when their strength exceeds the EIT bandwidth and to absorption on the
|g〉 ↔ |e〉 transition.
At low impurity density ni this fraction can be estimated by geometric arguments
assuming no overlap between the blockade sphere around each impurity. Each
impurity blockades a volume Vbl,i = 4/3 · piR3ir, so that Ni impurities blockade a total
volume NiVbl,i, leading to a blockaded fraction fir = niVbl,i. In the opposite case of
large impurity densities fir is equal to 1 since the whole volume is blockaded. In
analogy to Ch. 4.3.2, we extrapolate the relation to fir = 1− 1/(1 + niVbl,i).
4.3.4 Model limitations
The hard-sphere model that we presented in this section is a simplified description
of the interplay between the Rydberg-Rydberg interactions and the non-linear optical
response of the three-level atomic system under EIT conditions. First the interaction
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potential is not hard-core, but scales monotonically with distance, nonetheless this
approximation should hold well since the integrals of Im[χ˜] and Im[χ˜hard-sphere] over
the approximated regions (red and blue areas) are equal, as shown in Fig. 4.4 (b).
Then we assume a spherical blockade volume, while for P -states it has an angular
dependence (see Ch. 2.2.3). Another assumption is that interactions between Rydberg
atoms lead only to energy shifts, while models based on a mean field and local
density approximations [Goldschmidt et al., 2016; DeSalvo et al., 2016; Aman
et al., 2016; Han et al., 2016] present also a dephasings term that represents the
variance of the induced shifts over the cloud. Furthermore, our approach neglects
all collective effects [Ga¨rttner et al., 2014b], as well as photon-photon correlations
and interactions [Petrosyan et al., 2011; Ates et al., 2011; Gorshkov et al., 2011;
Gorshkov et al., 2013; Bienias et al., 2014; Bienias and Bu¨chler, 2016; Bienias, 2016;
Murray and Pohl, 2016]. Fo¨rster resonances are not described, nor the change in
interaction type from the van der Waals to the dipole-dipole interaction regimes,
that occurs when the mean inter-particle distance between Rydberg atoms becomes
smaller than Rcr (see Ch. 2.2.3). We also neglect the effects of energy transport that
spread the signal over an area on the detector due to the ongoing diffusion during the
imaging time. In Ch. 4.5.1 we will compare the predictions of our IEI hard-sphere
model with experimental measurements to study its validity range.
4.4 Detection method
To probe the impurity distribution we measure the probe light transmitted
through the atomic cloud under EIT conditions in presence and absence of impurities.
A typical IEI experimental pulse sequence is shown in Fig. 4.7. First, the impurities
are excited during a time texc to either an |n′S〉 or an |nP 〉 state using the two-photon
(Ch. 2.5.1) or the three-photon (Ch. 2.5.2) off-resonant excitation schemes. After a
short delay time tdelay, the imaging and coupling pulses are turned on together for a
variable exposure time texp to make the cloud transparent and a first image Ne−, imp
is acquired on the CCD, where the transmitted light in presence of impurities is
converted into electrons. Immediately after the pulses end, the Rydberg atoms are
field ionized and counted (see Ch. 2.4.4). In order to obtain a reference image of EIT
without impurities we apply the same pulse sequence, but with the microwave and
the blue impurity excitation laser pulses turned off, recording a second image Ne−, eit.
This spatially resolved detection process can be modeled by calculating the
transmission of the cloud, expressed by Eq. (3.13), using the susceptibilities predicted
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Figure 4.7: Typical pulse sequence for Interaction Enhanced Imaging. The im-
purities are excited during a time texc to either an |n′S〉 or an |n′P 〉 state using the
two-photon (Ch. 2.5.1) or the three-photon (Ch. 2.5.2) off-resonant excitation schemes.
After a short delay time tdelay, the imaging and coupling pulses are turned on together
for a variable exposure time texp and an image is acquired on the CCD. Immediately
after the pulses end, a high electric field is quickly ramped up on the electrode structure
surrounding the cloud and the Rydberg atoms are field ionized. The resulting ions are
guided to the MCP detector and counted from a trace acquired on a fast oscilloscope.
To obtain a reference image of EIT without impurities we apply the same pulse sequence,
but with the microwave and the blue impurity excitation laser pulses turned off.
by the hard-sphere model. In general χ can be a complicated function of the local
medium density and probe Rabi frequency, leading to non-linear propagation of
light, and this would require to solve the differential equation (3.13) taking into
account the local parameters. Nevertheless, here we will neglect non-linear light
propagation effects by assuming a constant probe Rabi frequency experienced by
the atoms, resulting in χ(Ωp, n(x)). This approximation is justified since we observe
the cloud under transparency conditions where |χ|  1, but small deviations might
be observed for large absorption levels [Hofmann et al., 2013; Ga¨rttner and Evers,
2013]. Considering a Gaussian profile for the density n(x) = n0 exp{(−x2/2σ2x)}, we
can numerically solve equation (3.14) to calculate the normalized intensity along the
propagation through the cloud. As an example, Fig. 4.8 shows the normalized light
intensity (Ωp(x)/Ωp, in)2 in the three considered cases, the two-level one using χ2lvl
from Eq. (4.5), the response under EIT conditions using χeit from Eq. (4.6), and
the response in the presence of impurities using χimp from Eq. (4.12). The impurity
signal is given by the difference between the two latter cases. This observable will be
useful for the discussion on the IEI sensitivity carried out in Ch. 5, while here we will
focus on two other quantities that represent the signal emerging from the impurities.
The presence of impurities embedded in the atomic gas causes an additional
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Figure 4.8: Light propagation under EIT in presence of impurities. (a) Simulation
of light propagation through a one-dimensional Gaussian cloud of atoms of width σx
as a function of the rescaled distance x/σx. The red dotted line describes the two
level system response with Ωp, in = 2pi · 1MHz and n0 = 1 · 1011 cm−3, while the blue
dashed line refers to the one under EIT (Ωc = 2pi · 10MHz). The stray absorption is
induced by probe-probe interactions between |r〉 = ∣∣42S1/2〉 states, estimated here with
Crr6 = 2pi · 1.8GHz µm6. The green solid line represents the case of EIT with impurities
in the |i〉 = ∣∣42P3/2〉 states at a density of ni = 5 · 108 cm−3, assuming an interaction
strength Cir3 = 2pi · 1.7GHz µm3.
absorption
Aadd =
Ne−, eit −Ne−, imp
Ne−, eit
= 1− e−∆OD with ∆OD = ODimp −ODeit (4.13)
that we can experimentally access. It changes from 0 when transparency is not
affected by their presence to A2lvl when impurity-probe interactions fully break the
transparency. To get more insight into this quantity it is convenient to rewrite it
using eqs. (4.6) and (4.12) into
∆OD =
∫ +∞
−∞
kfir(1− frr)Im
[
χ2lvl − χ0eit
]
dx (4.14)
Under our assumptions only the density is spatially-dependent and it comes into
play in the fractions frr and fir. Measuring the additional absorption Aadd allows to
determine the impurity density ni which is included in fir, under the assumption of
knowing the other parameters involved in Eq. (4.14). In order to physically interpret
this equation, a first consideration can be done at low probe-probe interactions when
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frr → 0: the presence of the impurities blockades a volume fraction fir in which
each probe atom will become an additional absorber, leading to a change of the
susceptibility from χ0eit to χ2lvl. Then ∆OD would be the optical density of these
additional absorbers. In the general case, some of these probe atoms would already
behave as additional absorbers due to the probe-probe interactions, leading to a
reduction of the signal by a factor 1− frr.
From the spatially resolved additional absorption we can calculate the number of
additional absorbers Nadd for each pixel of the CCD camera, given by
Nadd =
apx(1 + s)
σ0
∆OD =
apx(1 + s)
σ0
ln
[
(1− Aadd)−1)
]
, (4.15)
where s = 2Ω2p/Γ2e is the saturation parameter of the probe transition. This equation
converts the measured signal into an effective number Nadd of atoms that would be
absorptive instead of fully transparent due to the presence of impurities and allows
to measure the amplification factor per impurity AIEI.
4.5 Imaging of Rydberg |42P 〉 atoms
We discuss in this last section the first spatially resolved imaging of Rydberg
|i〉 = ∣∣42P3/2,mJ = +3/2〉 impurities embedded in a gas of atoms and prepared
using the excitation scheme introduced in section 2.5.2. IEI is performed by coupling
the probe atoms to the Rydberg state |r〉 = ∣∣42S1/2,mJ = +1/2〉. For the first
experimental realization we work in a large volume trap which allows for good
statistics in order to validate our hard-sphere model. We then image Rydberg
impurities within a small volume to avoid transport effects.
4.5.1 Testing the validity of the hard-sphere model
To test the validity of the hard-sphere model presented in Sec. 4.3, we first
perform an IEI experiment in the large and dense “reservoir” optical dipole trap (see
Ch. 2.4.1) where we can tune the density over more than an order of magnitude
(n0 = (0 − 15) · 1010 cm−3), transitioning from a dilute non-interacting gas into
a strongly interacting regime. At a given time, we release the trap and probe
the response of the atomic cloud by measuring the absorption in three different
configurations: without coupling light nor impurities (two-level response), with the
coupling light turned on but no impurities (EIT response), and finally with both the
coupling light and the impurities present. To measure the probe light absorption
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Figure 4.9: Validation of IEI hard-sphere model. Comparison between the measured
and theoretical absorptions A of the probe beam through the atomic cloud as a function of
the peak density n0 using the
∣∣42P3/2〉 impurity and ∣∣42S1/2〉 probe states. We measure
the two-level response (red diamonds), the EIT response (blue squares) and the one with
pre-excited impurities (green circles). The absorption is averaged over an area of 3x3
pixels at the center of the cloud. Error bars represent the measured standard deviation
obtained from 10 repetitions. The data is compared to the hard-sphere model developed
in section 4.3: the absorption is calculated from the two-level susceptibility χ2lvl (red
dotted line), the EIT susceptibility χeit (blue dashed line), and the susceptibility with
impurities χimp (green solid line).
A defined by Eq. (2.11), we record on the CCD camera the transmitted number of
photons Ne−, a, converted into electrons, just after switching off the optical dipole
trap, as well as the reference initial number of photons Ne−, r after 10ms when all
the atoms felt below the light path because of gravity.
We first measure the two-level response of the ground state atoms by turning
off the coupling light field (red diamonds in Fig. 4.9 (a)). The measured absorption
A2lvl allows us to extract the peak density of the cloud using Eq. (4.5), taking
into account the small saturation effect due to the non-zero probe Rabi frequency
Ωp = 2pi · (1.14± 0.02)MHz, which leads to a correction of about 7%. Since it is used
to calibrate the peak density axes, the data coincides exactly with the theoretical
two-level absorption (red dotted line).
We then turn on the coupling light field to reach the conditions for EIT and
perform the same acquisition (blue squares). We analyse only the probe absorption
Aeit in an area corresponding to the center of the coupling laser beam, which
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allows us to assume Ωc as constant. Independent measurements relying on Autler-
Townes spectra (see Ch. 3.2.4) are used to calibrate the strength of the coupling
Ωc = 2pi · (9.5 ± 0.7)MHz. The observed loss of transparency when the atomic
density increases is the signature of van der Waals interaction between probe atoms.
The data is compared to the hard-sphere model (blue dashed line) using Eq. (4.6).
We obtain good agreement assuming a Rydberg blockade of Rrr = 3.6 ± 0.3 µm,
while the theoretical prediction is 2.5 µm, meaning that the effect of interactions
appears to be stronger than predicted from the dipole moment of the used state.
This discrepancy can be potentially explained by the presence of additional Rydberg
states, populated via black-body radiation induced transitions, as suggested by
measurements presented in Ch. 5.2.3. In these conditions the blockaded fraction frr
changes with the density from 0 to 0.31± 0.03.
In the last realization we pre-excite some impurities during a fixed excitation time
texc = 5 µs and we record the optical response (green circles). The larger absorption
compared to the previous case is caused by additional absorbing probe atoms due to
the presence of impurities. The evolution of the optical response measured from the
absorption Aimp is again compared to the hard-sphere model using Eq. (4.12). The
anisotropic interaction strength is estimated to be Cir3 = 2pi ·1.7GHz µm3 considering
an angular averaging [Walker and Saffman, 2008], leading to a blockade radius of
Rir = 6.1 µm, roughly 2 times larger than Rrr. The model reproduces the data
very well assuming a constant fraction of volume blockaded by the impurities of
fir = 0.24 ± 0.02, resulting in 26 ± 5 Rydberg impurities embedded in the whole
sample. From the field ionization we estimate the number of impurities to be ∼ 12,
which is consistent within the large uncertainty of the ion detection efficiency.
The agreement with the data justifies the use of a hard sphere model to describe
IEI. In the density range we have explored, Figure 4.9 shows that the signal in-
creases with the atomic peak density, indicating that the amplification factor per
impurity AIEI is also raising. Nevertheless, we expect that the signal will saturate at
higher densities and then decrease due to the incrementing impact of probe-probe
interactions.
4.5.2 Imaging few Rydberg P state atoms
After testing the model with experiments in the “reservoir” ODT, we perform a
new set of IEI experiments in the “tight” optical dipole trap. Due to its restricted
volume, diffusion of the Rydberg impurities is negligible, as discussed in Ch. 4.2.3.
Moreover the maximum number of impurities remains relatively small due to the
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blockade effect, which allows us to investigate the detection of up to ∼ 10 impurities
in the sample.
We prepare the atoms in the ground state |g〉 with a peak density of n0 =
(1.4± 0.3) · 1011 cm−3. The average number of impurities 〈Ni〉 is changed by varying
the duration time texc of the three-photon excitation and can be separately determined
via field-ionization detection (see Ch. 2.4.4). For each texc we record the optical
response under EIT conditions and compare it to the one in absence of impurities
to deduce the additional absorption Aadd and extract Nadd. In Fig. 4.10 (a) we plot
the spatial distribution of the number of additional absorbers Nadd for increasing
〈Ni〉 and we clearly see that the cloud becomes progressively more absorptive for
higher average numbers of impurities. The integrated number of additional absorbers
along the vertical axis is plotted in Fig. 4.10 (b) (red solid line) and is compared to a
Gaussian fit (blue dashed line) where the scale of the different plots has been fixed.
This representation helps to observe how large the signal is compared to the residual
noise in the region outside the cloud.
In order to distinguish the signal coming from different numbers of impurities,
we have increased the EIT bandwidth σeit by strongly raising the coupling Rabi
frequency Ωc. Because of the small size of the sample compared to the extension
of the coupling beam, we assume Ωc to be constant, equal to 2pi · (26.2± 2.3)MHz
according to the beam profile estimated from a density matrix reconstruction in
the dilute regime (see Ch. 3.2 for the method). To characterize how the impurities
affect the optical response, we extract the total number of additional absorbers∑
Nadd for each realization through a 2D Gaussian fit over the absorption area,
which allows to remove the contribution of noise outside the sample region. The plot
in Figure 4.11 shows the evolution of
∑
Nadd with respect to the mean number of
impurities 〈Ni〉 measured by field ionization (blue points). It can be seen that ΣNadd
linearly increases for small 〈Ni〉, before reaching a saturated value of ∼ 35 additional
absorbers for 〈Ni〉 > 5.
Within the large coupling Rabi frequency Ωc regime in which the experiment
is performed, we can reasonably assume that χ0eit ≈ 0 and we can also neglect the
correction due to probe-probe interactions in equation (4.14), since frr ≈ 0.02≪ 1.
We can then simply express the total number of additional absorbers as
∑
Nadd =
firN where N is the total number of ground-state atoms in the sample. This formula
shows that under our assumptions any atom within the impurity blockade volume will
behave as an additional absorber. Since
∑
Nadd saturates around 35 atoms, while
N is on the order of 400 in the experiment, fir remains smaller than 10%, meaning
that only part of the total volume is blockaded by the impurity-probe interactions,
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Figure 4.10: Interaction-enhanced imaging of 42P3/2 Rydberg atoms in a small
atomic sample. (a) Spatial distribution of the additional absorbers per pixel Nadd for
increasing average number of impurities 〈Ni〉, as measured by field ionization. Each
measurement is averaged over 50 repetitions with an exposure time of texp = 30 µs.
(b) Integral along the picture’s vertical direction of the measured number of additional
absorbers (solid red) and of a 2D Gaussian fit to the data (blue dashed line). The fit
integral allows us to extract
∑
Nadd from the data, while removing the noise outside of
the sample region.
which is consistent with the estimated blockade radii Rii  Rir. We can then express∑
Nadd in an even simpler form
∑
Nadd = 〈Ni〉 · n0Vbl,i (see Sec. 4.3.3).
Hence our model predicts a linear dependence of the total number of additional
absorbers with the number of impurities. The amplification factor per impurity, as
defined in Sec. 4.1.2, would be given here by AIEI = n0Vbl,i. Although we observe a
nearly linear increase for few impurities, our data shows an exponentially decaying
growth of
∑
Nadd at larger numbers 〈Ni〉 > 3. This can be interpreted as a Rydberg
blockade effect between the impurities during their excitation. Impurities cannot be
excited in the center of the sample, while it would be still possible in the tails, where
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Figure 4.11: Number of total additional absorbers
∑
Nadd as a function of the
mean number of impurities 〈Ni〉 in the 42P3/2 state. We first observe a nearly linear
growth of the additional absorbers as expected from the hard-sphere model. Then the
growth decays exponentially, reaching a saturated level of around 35 absorbers, that
we interpret as a signature of the Rydberg blockade effect between the impurities. We
fit the experimental data to Eq. 4.16 (dashed red), obtaining an amplification factor
AIEI = 17± 4 (green line) and saturation at 〈Ni〉sat = 2.7± 0.9, in excellent agreement
with our hard-sphere model that predicts an amplification factor of 17.1. The errors are
the standard errors of the mean.
the density is low and thus the change in the optical response negligible.
To measure the amplification factor, we fit our data to a model that accounts for
the Poissonian excitation statistics of the impurities and the saturation induced by
the Rydberg blockade effect between impurities
∑
Nadd(〈Ni〉) =
+∞∑
k=0
Nadd(k) · (〈Ni〉)
k
k!
e−〈Ni〉 with Nadd(k) =
k∑
j=0
AIEI · e−j/〈Ni〉sat ,
(4.16)
whereNadd(k) is the total number of additional absorbers forNi = k (withNadd(0) ≡ 0)
that saturates exponentially for Ni ≥ 〈Ni〉sat due to the reduction of the effective
amplification factor per impurity. This simple model is motivated by more advanced
work on the statistics of hard rods [Ji et al., 2013; Gorniaczyk et al., 2014] and fits
very well to the experimental data, as shown by the dashed red line in Fig. 4.11.
From the fit we extract AIEI = 17± 4 and 〈Ni〉sat = 2.7± 0.9, in excellent agreement
with our hard-sphere model that predicts an amplification factor of 17.1.
These measurements demonstrate that IEI is suitable to detect individual Rydberg
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impurities with a sensitivity of 1 impurity on average. Moreover in the regime of
strong EIT coupling and few impurities, the number of additional absorbers changes
linearly with the number of impurities and depends only on the atomic density n0
and the EIT bandwidth σeit through the blockade volume. This relationship allows
to directly estimate the number of impurities without considering the microscopic
details of the imaging.
4.6 Prospects
Interaction Enhanced Imaging has proved a powerful method to optically image
Rydberg |nS〉 states and to investigate with high spatial and temporal resolution
energy transport dynamics of pairs of Rydberg S-state atoms, driven by strong
dipole-dipole interactions. These first studies have motivated further work towards
the realization of |nP 〉-|nS〉 transport experiments.
Here we have demonstrated optical imaging of Rydberg P -states via IEI. To
prepare the atom sample, we have implemented and characterized a well-controlled
excitation scheme that allows us to reliably excite a chosen average number of atoms
in a Rydberg P -state, without perturbing the cloud. The scheme is based on a
three-photon off-resonant excitation, which avoids population of any other Rydberg
state. A theoretical analysis has allowed us to introduce a simple description of the
excitation scheme in terms of an effective two-level system which provides accessible
tools to fully optimize the excitation dynamics.
To gain insight into the imaging process, we have extended an analytic hard-sphere
model, first introduced to describe interactions within the EIT medium, to include
Rydberg impurity-medium interactions and we have used it to predict the optical
response of the system. Then, using our technique, we have successfully imaged
Rydberg atoms prepared in the
∣∣42P3/2〉 state in a large atomic sample and we
have compared the estimated signal with experimental data, finding good agreement.
Furthermore, measurements in a small atomic sample with dimensions comparable to
the impurity-impurity blockade radius Rii have shown that we can reach a sensitivity
of few Rydberg atoms with IEI, close to the best competing methods [Schwarzkopf
et al., 2011; Schauß et al., 2012; McQuillen et al., 2013; Lochead et al., 2013], with
the important benefit that we do not destroy the Rydberg atoms under observation.
A further improvement of IEI will consist in reaching single-impurity sensitivity on
single-shot measurements and this will be the subject of the next chapter.
One of the main advantages of the IEI method is that the spatial resolution is
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given by the impurity-probe blockade radius Rir, convolved with the optical resolution
of the imaging system. Consequently it can be engineered to be smaller than the
typical impurity-impurity distance Rii, allowing for spatially-resolved single-impurity
imaging. Combined with a high sensitivity, the IEI technique might be promising for
spatial correlation measurements of Rydberg ensembles in bulk atomic gases, opening
perspectives to study energy transport mechanisms in open systems [Scho¨nleber
et al., 2015; Schempp et al., 2015] or the formation of Rydberg aggregates [Malossi
et al., 2014; Schempp et al., 2014; Urvoy et al., 2015].
Chapter 5
Improving the sensitivity of
Interaction Enhanced Imaging
In the last chapter we discussed the Interaction Enhanced Imaging method and we
demonstrated optical detection of Rydberg P atoms in the |i〉 = ∣∣42P3/2,mJ = +3/2〉
state. By averaging over many repetitions we could measure the amplification factor
per impurity and observe the increase of the spatially resolved absorption together
with the mean number of excited P states. Averaging was used to improve the signal
to noise ratio in the optical detection.
Reaching single impurity sensitivity in single-shot IEI measurements would allow
to directly observe the dynamics and correlations of a strongly interacting Rydberg
gas without destroying the sample [Gu¨nter et al., 2012], allowing potentially to track
the evolution of the system in time, which is not possible for inherently destructive
methods like fluorescence imaging [Schauß et al., 2012; Labuhn et al., 2016] or field
ionization [Schwarzkopf et al., 2011; Schwarzkopf et al., 2013]. With single impurity
sensitivity new studies of energy transport dynamics induced by dipolar interactions
would become possible, e.g. by following the dynamics of a single Rydberg impurity
in a system with highly controllable geometry and dimensionality [Gu¨nter et al., 2013;
Schempp et al., 2015; Scho¨nleber et al., 2015; Fahey et al., 2015; Yu and Robicheaux,
2016]. IEI could also become an alternative method to fluorescence imaging to probe
the spatial correlations of crystalline states of higly excited Rydberg atoms arranged
in an optical lattice and prepared via an adiabatic frequency sweep protocol [Pohl
et al., 2010; van Bijnen et al., 2011; Schauß et al., 2012; Schauß et al., 2015; Vermersch
et al., 2015; Petrosyan et al., 2016]. Recently it has been shown that Rydberg atoms
can be used to engineer spin models with long-range interactions [Hazzard et al.,
2014; Glaetzle et al., 2015; van Bijnen and Pohl, 2015; Barredo et al., 2015; Labuhn
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et al., 2016; Whitlock et al., 2016] and many Hamiltonians can be implemented using
different state combinations. The possibility to image S or P Rydberg states with
IEI could prove a powerful method to investigate the evolution and correlations of
such systems, both in ordered geometries or random samples.
The most detailed studies of a quantum system require single particle sensitiv-
ity [Bakr et al., 2009; Bakr et al., 2010; Sherson et al., 2010; Cheuk et al., 2015;
Greif et al., 2016; Ott, 2016] which in turn demands an IEI SNR far above 1, while
probing the system within a short time compared to the dynamics of the impurities,
typically few µs. In this chapter we perform a detailed analysis of the signal and
noise contributions in IEI and we formulate and test a strategy to reach the desired
sensitivity. We start first by introducing appropriate observables to quantify our
current sensitivity level in Ch. 5.1. Then in Ch. 5.2 we identify which factors con-
tribute to the noise of our detection method and in Ch. 5.3 we formulate strategies
to address them. In Ch. 5.4 we test the impact of the proposed methods on the
detection sensitivity and in Ch. 5.5 we investigate how single particle sensitivity can
be reached.
5.1 Fidelity and sensitivity
To quantify the sensitivity achievable in a single Interaction Enhanced Imaging
measurement we will use a statistical approach. A measurement of a quantity X,
formally defined “measurand” [JCGM, 2012], is performed to learn its true value.
However, the measurement outcome x would never correspond to the quantity itself,
nor would it be exact, instead it would represent an estimate of the measurand’s
true value. Repeated measurements would normally give a distribution of values,
assuming that the measuring system has sufficient resolution to distinguish between
the different outcomes [JCGM, 2009]. The properties of this distribution quantify
how precisely we believe to know the true value of the studied quantity and express
this concept quantitatively through the measurement uncertainty. This uncertainty
reflects our incomplete knowledge on the measurand and brings the study into the
probability and statistical analysis domain.
There are two types of uncertainty associated with a measurement, systematic
and random errors [JCGM, 2008]. A systematic error (also called measurement bias)
introduces an offset in the measured quantity relative to the expected true value.
If the causes of a systematic error are known, then a correction can be applied to
compensate the offset. A random error represents the fact that a new measurement
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will give a different value which cannot be predicted from previous observations.
The analysis of the statistical properties of the measured distribution [Cowan,
1998] allows to obtain detailed information on the measurand. The first property
that can be estimated is the average value of the distribution µ(x) = 〈x〉 and it
provides an estimate of the true value of the quantity of interest. The dispersion of
the measured values, expressed through the standard deviation σ(x), is connected
both to how well the measurement is performed and to the statistical properties of
the measurand. It quantifies the probability of observing a certain value different
from the distribution mean. For example, for a normal distribution a measurement
will give a value within 1σ from the mean µ in 68.26% of the repetitions. The square
of the standard deviation, called variance var(x) = σ2(x), can also be of interest.
For example, a Poisson distribution, which describes random processes, has the
characteristic property of having equal variance and mean var(x) = µ(x).
The mean, standard deviation and variance are examples of descriptive statistics,
in other words they quantify properties of the observed distribution. Since we always
estimate them using a finite number of measurements, we perform in practice a
random sampling of the underlying distribution. A legitimate question arises: how
does the sample size affect the calculation? How far are these quantities likely to
be from estimations done on an ideal infinite size sample? For each estimator it is
possible to provide a bound on its 1σ confidence interval by computing its standard
deviation. In the following we will focus on the mean and variance of the measured
distributions, for which the standard deviations are [Cowan, 1998; Brandt, 2014]:
σsem = σ(µ(x)) =
σ(x)√
n
, σvar = σ(var(x)) =
√
n− 1
n3
[(n− 1)µ4 − (n− 3)µ22]
(5.1)
where n is the sample size and µi is the unbiased central moment of order i. These
two estimators are called respectively standard error of the mean σsem and standard
error of the variance σvar. If the standard deviation is finite, with increasing sample
size these standard errors will tend to zero, while the standard deviation will tend to
approximate the “true” standard deviation of the distribution.
Now we turn to the question of having two sets of measurements and wanting to
compare them. We have to define which quantity represents the signal of interest
and decide the error associated with it. By making this choice we construct a test
statistic t with a so called “null” hypothesis H0 that we want to verify and one or
more alternative hypotheses H1, ...Hi. Now we have to choose a critical region of
the test statistic parameter space where the null hypothesis would be rejected. This
region has to be chosen such that the probability ϵ of incorrectly rejecting H0 while
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it was true would equal a certain value that defines the test significance level.
The simplest criterion which can be applied as a test statistic is to calculate the
signal to noise ratio (SNR). A SNR higher than 1 means that the signal is bigger
than its error. Crossing a chosen threshold SNR value would define when to accept
or reject the null hypothesis.
In an IEI experiment we shine a probe laser beam through the atom cloud and
record on the CCD camera two distributions of the number of transmitted photons
(converted into electrons), one under EIT conditions and a second one under EIT in
presence of impurities (see Ch. 4.4). A natural choice for the signal would be the
difference between the means of these distributions
〈Ne−, add〉 = 〈Ne−, eit〉 − 〈Ne−, imp〉. (5.2)
If we take as noise the root of the sum of the squares of the two standard errors of
the mean
√
σ2sem, eit + σ
2
sem, imp, we test the null hypothesis that the two means are
distinguishable and, considering Eq. (5.1), arbitrarily high SNRs are reachable by
increasing the sample size through averaging over many repetitions. This was the
approach followed in Ch. 4.5 to optically detect few Rydberg P state impurities with
spatial resolution. Choosing instead as noise the root of the sum of the squares of
the standard deviations
√
σ2eit + σ
2
imp we test a different null hypothesis, asking if
the two distributions are distinguishable. It is this null hypothesis that we want to
study in this chapter and for this goal a test statistic other than the SNR, called
detection fidelity F , can provide a better estimation.
To define the detection fidelity F for the null hypothesis that impurities are
present in the cloud we follow the conservative definition of [Bochmann et al., 2010]
which states that the fidelity is the minimum probability of inferring the correct
hypothesis from any value measured in a single experiment. The fidelity is then
expressed as
F = 1− ϵmax (5.3)
where ϵmax is the maximum of the probabilities to incorrectly assign each possible
hypothesis, considering errors in the detection as well as in the initial state preparation.
This test statistic is often used to discriminate between two or more outcomes of
an experiment and is the method of choice for quantum computation experiments
realized with single ions [Cirac and Zoller, 1995; Leibfried et al., 2003; Roos et al.,
2004; Acton et al., 2006; Myerson et al., 2008; Harty et al., 2014; Debnath et al.,
2016] or with neutral atoms trapped in an optical cavity [Bochmann et al., 2010;
Gehr et al., 2010]. It has also found application in the Rydberg atom domain
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in experiments that realized single-photon optical transistors leveraging EIT and
strong Rydberg-Rydberg interactions [Tiarks et al., 2014; Gorniaczyk et al., 2014;
Gorniaczyk et al., 2016]. In these experiments a non-destructive detection of a
single impurity in a single shot has been reported with detection fidelities up to
F = 0.86 [Tiarks et al., 2014], after removing the systematic effect of the probabilistic
impurity excitation.
When we perform an IEI experiment we measure the mean number of excited
impurities 〈Ni〉 through the field ionization detection. For a given 〈Ni〉 we take as
null hypothesis Himp the presence of this average impurity number and as alternative
hypothesis Heit that there are none. We employ the threshold method [Cowan,
1998] to define the critical parameter region for the fidelity test statistic. We set
an initial arbitrary threshold on the number of detected electrons Ne−, thr and for
each single measurement we accept Himp if Ne−, imp < Ne−, thr, otherwise we reject
it. We proceed similarly for Heit, accepting it if Ne−, eit > Ne−, thr, otherwise we
reject it. The threshold position defines the two probabilities ϵimp and ϵeit that we
incorrectly reject Himp and Heit when 〈Ni〉 ̸= 0 and 〈Ni〉 = 0, respectively. Then
the total probability of incorrectly assigning the hypothesis is ϵmax = max(ϵimp, ϵeit).
Finally the threshold position has to be varied to find the optimum position that
maximizes the fidelity F .
It is evident now that the fidelity provides a more precise test of a hypothesis than
the SNR because it considers the whole measured distribution of values, and not only
its variance, thus avoiding any assumption on the distribution form. If the measured
distributions are well described by a normal distribution, it is possible to make a
direct connection between the two statistical tests. As we noted at the beginning of
this section, an SNR = 1 means that 68.26% of the measured values will fall within 1σ
from the mean µ and the corresponding fidelity would be F = 1− 0.6826/2 = 0.8413,
while for SNR = 2 the probability is 95.45% leading to F = 0.9773 and for SNR = 3
we get F = 0.99865.
The last observable we are interested in is the sensitivity S. Sensitivity is
commonly defined for measurement instruments as the smallest change in an input
signal that can cause the measuring device to respond. Such definition can be
straightforwardly applied to our imaging method where it would correspond to the
smallest number of impurities that lead to a change in the medium optical response
distinguishable from the noise background in a single shot measurement. This
coincides with F = 0.8413 and, for a normal distribution, with SNR = 1.
We can now quantify our current sensitivity level by estimating the detection
fidelity on a set of IEI experiments performed with
∣∣43S1/2〉 impurity and ∣∣42S1/2〉
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Figure 5.1: Histograms of measured electron distributions on the CCD camera
and single-shot IEI detection fidelity for increasing mean number of impurities.
The IEI experiment is performed with
∣∣43S1/2〉 impurity and ∣∣42S1/2〉 probe states in
the “tight” dipole trap. The number of detected electrons in presence of impurities (blue)
and without (grey) is summed over the cloud and the normalized probability distribution
is calculated over 200 repetitions, shown respectively for 0.8 ± 0.2 (a), 3.6 ± 0.3 (b),
5.0± 0.4 (c) and 13.1± 0.4 (d) average impurities. (e) We apply the photon threshold
method to each probability distribution to estimate the single-shot detection fidelity
(vertical black lines indicate the optimum threshold). For 〈Ni〉 = 3.6 ± 0.3 we reach
F = 0.68± 0.2, while for 〈Ni〉 = 13.1± 0.4 we achieve F = 0.86± 0.2. Error bars are
statistical standard errors of the mean.
probe states for increasing 〈Ni〉, with 200 repetitions each. We prepare the atoms
in the ground state |g〉 in the “tight” dipole trap at a temperature of T = 1 µK
with a peak density of n0 = (7.0± 0.2) · 1011 cm−3 and we probe the system during
texp = 10 µs using Ωp = 2pi · (0.30 ± 0.05)MHz and Ωc = 2pi · (20 ± 1)MHz. To
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improve the SNR at this small probe Rabi frequency we apply directly on the CCD
camera a hardware binning of Nbin = 20 pixels, placing almost the whole cloud in
two “super-pixels”.
The number of detected electrons is summed over the cloud and the normalized
probability distribution in presence of impurities (blue) and without (grey) is shown
in figure 5.1 (a-d) for increasing 〈Ni〉. We observe that at first the two distributions
overlap completely and then they start to diverge, appearing well separated for
〈Ni〉 = 13.1 ± 0.4, so we intuitively would expect that the detection fidelity will
be initially close to 0.5 and then reach higher values. We now apply the photon
threshold method to each probability distribution (vertical black lines indicate the
found optimum threshold) to estimate the single-shot detection fidelity, shown in
Fig. 5.1 (e). The analysis confirms our expectation and shows that for 〈Ni〉 = 3.6±0.3
we reach F = 0.68± 0.2, while for 〈Ni〉 = 13.1± 0.4 we achieve F = 0.86± 0.2. Both
error bars are standard errors of the mean and the fidelity ones are estimated using
the bootstrap method [Efron and Tibshirani, 1994].
Using the previously defined criterion for the sensitivity, we estimate the current
level to be S = 12 for the investigated
∣∣43S1/2〉-∣∣42S1/2〉 impurity-probe state
combination. The measured sensitivity is far from the desired level of 1 and to
improve it we have to understand which error sources affect IEI.
5.2 Error sources in Interaction Enhanced Imaging
As discussed in Ch. 4.1.2, Interaction Enhanced Imaging is a method based on
an absorption technique where the atom cloud acts as a contrast medium in such
a way that the absorption is modified by the presence of the Rydberg impurities.
Consequently, the technique is affected by two types of noise, one coming from the
light and the second from the absorption process.
5.2.1 Camera photon transfer curve
The first source of error arises from the detection process of light on the CCD
camera. The latter converts the incoming photons on each pixel of area apx into
electrons with a quantum efficiency Qe such that the number of electrons per pixel
Ne− is proportional to I · texp ·Qe, with texp the exposure time of the imaging and I
the intensity of the beam. The properties of CCD cameras have been extensively
studied [Janesick, 2001; Robbins and Hadwen, 2003; Basden et al., 2003; Hirsch
et al., 2013] and a reliable method to characterize their noise contribution is the
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photon transfer technique [Janesick et al., 1985; Janesick, 2007]. For each pixel
we measure the mean 〈Ne−〉 and the variance var(Ne−) of the detected electron
number over many images acquired at a fixed incident beam power and we repeat
this measurement for many power levels. Then we plot the observed variance as a
function of the mean, constructing the camera photon transfer curve, as shown in
Fig. 5.2.
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Figure 5.2: CCD photon transfer curve. Variance var(Ne−) vs. mean value 〈Ne−〉
of the electron number detected on our camera (blue points). The mean values and its
variances are calculated for each pixel over 50 repetitions, then fitted with a second order
polynomial (Eq. (5.4)) whose parameters are in agreement with the expected ones. At
low signal the noise is dominated by the readout noise of the camera (green dotted line,
σ2rd = 27.0± 0.1), at intermediate levels by the photon shot noise (black dash-dotted line,
best fitting slope = 1.031± 0.004), while above 103 e−/px the noise scales quadratically
with the signal (orange dotted line, σ2gf = (4.90± 0.02) · 10−4).
We identify three regions, each dominated by one main error source. For very low
signal the electronic noise σrd introduced by the charge readout dominates (constant
at each chosen camera setting, green dotted line). Between ∼ 20 and 103 e−/px
we are limited by the photon statistics of the incident light. Since we use a laser
source, we expect the emitted photons to follow a Poisson distribution [Glauber,
1963], which is confirmed by the data (the black dash-dotted line has unity slope).
For 〈Ne−〉 > 103 e−/px we observe a quadratic scaling of the variance with the mean
(orange dotted line). The exact origin of this error contribution is not known, but,
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since we analyse each pixel indipendently, we can exclude that it is caused by fixed
pattern noise which represents the non-uniformity between pixels [Mooney et al.,
1989; Joseph and Collins, 2002]. A drift of the mean light intensity in a single dataset
could contribute to enhance the noise in the quadratic region, but this has been
verified not to be a significant/dominant effect. A detailed error propagation of the
noise sources present in a CCD detector (see App. B) shows that a quadratic term
affecting each pixel may originate from fluctuations of the gain factor σgf applied in
the camera pre-amplification stage.
We can now express the expected noise level for a given number of electrons Ne−
through a simple second order polynomial model
var(Ne−) = σ
2
rd +Ne− + σ
2
gfN
2
e− (5.4)
The lowest impact of noise on the signal is in the photon shot-noise limited regime,
while for high intensities the SNR will saturate. To reduce the contribution of readout
noise we use the slowest camera readout speed which has the smallest σrd and we
can apply hardware binning on the pixels at the expense of spatial resolution. If we
assume for simplicity a constant signal per pixel, hardware binning will increase the
SNR linearly with the number of binned pixels Nbin, in contrast to binning done in
software where the improvement would scale with
√
Nbin.
5.2.2 Atom number fluctuation
We now investigate the noise contribution of the atom cloud. Considering first
the case of a two-level system, we expect from Eq. (3.14) that the medium will
transmit only a fraction of the incident light. If the number of absorbing atoms
fluctuates between experiments, then the transmission will also vary, leading to
an increased variance of the detected electron number. To experimentally confirm
our expectation, we prepare a cloud in the “tight” dipole trap with a peak density
of n0 = (2.0 ± 0.4) · 1011 cm−3 and we probe the system for a variable exposure
time texp = 2 − 40 µs using Ωp = 2pi · (1.20 ± 0.05)MHz and a hardware binning
of Nbin = 20. In the pixel with the peak density we calculate the mean and the
variance of the measured electron number (blue points in Fig. 5.3 (a)) and we find
that the variance is few orders of magnitude higher than the photon transfer curve
(red), confirming our expectation that fluctuations in the cloud absorption play an
important role.
We now model the observed effect. Using Eq. (2.13) we calculate the atom number
in each image and we fit it with a 2D Gaussian function, finding that the total atom
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Figure 5.3: Impact of atom number fluctuations. (a) Variance var(Ne−) vs. mean
value Ne− of the electron number on our camera in presence of an atomic cloud (blue
points). The previously measured photon transfer curve (solid red) does not describe
the observed variance. The deviation can be accounted for by including the effect of
shot to shot variations in the cloud absorption (dashed pink), originating from an atom
number fluctuation of ≈ 20%. (b) Expected SNR for absorption imaging as a function
of exposure time. Atom number fluctuations (dashed pink) strongly reduce the SNR in
comparison to the photon shot noise limited case (solid red).
number varied during the experiment by ≈ 20%. Including the transmission term
e
−χ˜ σ0
apx
Natoms in the error propagation of the noise sources affecting a CCD detector
(see App. B) we obtain a model for the detection noise in presence of absorption:
var(Ne−) = σ
2
rd +Ne− + σ
2
gfN
2
e− + χ˜
2 σ
2
0
a2pxQe
N2e−var(Natoms) (5.5)
The contribution of the atom number fluctuation scales quadratically with Ne− and
can potentially become the dominant error source. In such a regime the atomic
noise contribution can be easily separated from the light contribution. Considering
for var(Natoms) the square of the product between the measured total atom number
fluctuation and the atom number measured in the selected pixel, we estimate the
excess variance caused by atom fluctuation and we obtain a fair agreement with
the observed values (pink dashed line). Using equations (2.13, 2.16, 5.5, 5.4) we can
calculate the expected SNR with and without the contribution of atom number
fluctuations and we find a strong reduction of the peak achievable value, as shown
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in Fig. 5.3 (b). We conclude that this effect has a detrimental impact on statistical
measurements, like the IEI fidelity determination, and in Ch. 5.3.2 we will discuss a
method to compensate it.
5.2.3 Population of additional states under EIT
We now consider the case of a cloud of atoms under EIT coupling. At densities
below n0 = 1010 cm−3, as investigated in Ch. 3.2, the interaction effects between
probe Rydberg states can be safely neglected and the scaled susceptibility is χ˜ ≈ 0,
consequently the contribution of atom number fluctuations should be completely
suppressed according to Eq. (5.5). For higher ground state densities, like in IEI
experiments, the probe Rydberg state density increases, conforming to Eq. (4.10),
and the absorption caused by probe-probe Rydberg interactions becomes significant,
as observed in Ch. 4.5.1. In this regime we expect that cloud absorption fluctuations
will be caused by global atom number fluctuations like in the two-level system case,
but an additional contribution may arise from fluctuations in the scaled susceptibility
induced by variations in the Rydberg state population. Using our combined detection
we can access both the optical response of the cloud and the Rydberg state population
and correlate them (see Ch. 3.2).
To experimentally confirm our expectation, we perform a new set of measurements
under EIT coupling to the
∣∣42S1/2,mJ = +1/2〉 state with Ωc = 2pi · (10± 2)MHz,
varying the density n0 = 1.0− 2.0 · 1011 cm−3 and the exposure time texp = 2− 40 µs,
with other parameters as in Ch. 5.2.2. Since the imaging pulses are much longer
than the typical decay time Γ−1e , we consider the system to be in the steady state.
Before investigating the variances of the observed electron number and Rydberg
state population, we check if the means of the optical density and of the detected
number of ions are stationary in time.
Figure 5.4 shows the optical density (blue) and number of detected ions (red)
as a function of exposure time for n0 = (1.2 ± 0.1) · 1011 cm−3. The initial values
are compatible within 1σsem with the ones expected from the hard-sphere model
(OD = 0.14 and Nions = ηNryd = 12.4), but, in stark contrast to our expectation, we
observe that both quantities undergo an evolution in time. The same dynamic is
found for all the investigated densities, with different increase rates that we extract
through a linear fit (solid lines). We have checked the variance of the detected
electron number and it also increases as a function of the exposure time.
We find that the OD and ion number increase rates scale linearly with the cloud
density and that the measured increase rate of the ion number is consistent within
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Figure 5.4: Optical density under EIT condition (blue) and number of detected
ions (red) as a function of exposure time. Both quantities increase with texp, instead
of being stationary (Ch. 3.1). The solid lines are linear fits used to extract the increase
rates and the errors are standard errors of the mean. The OD is measured in the pixel
corresponding to the cloud center.
a factor of 2 with the rate expected for black body radiation induced population
of states neighboring the |42S〉 probe state [Gallagher, 1994; Branden et al., 2010]
(τ42S,BBR = 84 µs [Beterov et al., 2009]). We lack state selective field ionization
detection capability to confirm the population of additional Rydberg states, so other
processes, like population of the Rydberg Zeeman sublevel mJ = −1/2 [Hofmann
et al., 2013] or plasma formation by spontaneous ionization [Robert-de Saint-Vincent
et al., 2013], cannot be excluded. If black body radiation induced population of
additional states occurs, we can also explain the linear increase of the optical density
with exposure time. |n′P 〉 states have the highest probability to be populated and,
once present, they would act as impurities, interacting strongly with the probe
Rydberg state |r〉 through resonant dipole-dipole interactions. The population in |r〉
is constantly repumped by the laser coupling, so the population in P and other states
will increase linearly over time, enhancing the interaction effects and consequently
leading to a gradual increase in the medium susceptibility and absorption.
Similar effects have been recently observed in other experiments. Han et al. [Han
et al., 2016] measured the EIT spectrum of a gas of 87Rb Rydberg atoms within a
range of densities n0 = 0.1− 3.0 · 1011 cm−3 for different states |27S〉 ≤ |nS〉 ≤ |43〉
and modeled it using a hard-sphere approach very similar to ours. The spectra showed
5.2. Error sources in Interaction Enhanced Imaging 97
a blue shift compatible with the effect of probe-probe interactions, but required an
additional exposure time dependent dephasing term to account for changes in the
optical response. Experiments aimed at demonstrating Rydberg-dressing with |nS〉
states of 87Rb [Goldschmidt et al., 2016] and 84Sr [DeSalvo et al., 2016; Aman et al.,
2016] observed a broadening and time dependent dephasing rate of the two-photon
excitation spectra for increasing atomic density and excitation strength that could
not be accounted for by van der Waals interactions, while a model with strong
dipole-dipole interactions caused by black body radiation induced population of
|n′P 〉 states could describe the measurements.
In conclusion we have found that an additional effect under EIT conditions causes
an increase of the optical response over time and we have identified a potential
mechanism which can explain the data. This process impacts negatively both the
separation and the width of the number of electrons detected under EIT and in
presence of impurities. To avoid this effect it is necessary to perform IEI experiments
at exposure times shorter than the timescale of the black body induced transitions,
with the drawback of severely limiting the total number of photons detected on the
CCD. Another method could be to cool the experimental apparatus down to few K
in order to strongly reduce the black body transitions rates [Beterov et al., 2009],
but this would require major changes in the setup.
5.2.4 Probabilistic impurity excitation
At last, we consider the case of a cloud of atoms under EIT coupling in presence of
impurities. We expect that this system will be affected by all error sources discussed
in Ch. 5.2.3 and that one more process will contribute to fluctuations in the cloud
absorption. To prepare the impurities we use a probabilistic protocol (see Ch. 2.5)
and through field ionization detection we verify that in good approximation it follows
a Poisson distribution, as long as the impurity-impurity Rydberg blockade effect can
be neglected [Hofmann et al., 2013; Gavryusev et al., 2016a]. When we perform
multiple repetitions of an IEI experiment we can control only the average impurity
number 〈Ni〉, but in each shot there will be a different discrete number of them,
down to none, and each will revert to being absorptive a number of surrounding
ground state atoms, given by the amplification factor. This represents a source of
systematic error in the fidelity. If we could model the effect of this process on the
detected number of electrons, then it would be possible to remove its contribution,
as done in [Tiarks et al., 2014; Gorniaczyk et al., 2014]. A candidate model could be
the one used in Ch. 4.5 to extract the amplification factor, knowing the 〈Ni〉 for each
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set of experiments. A first problem is that the measured amplification factor and the
saturation number are affected by a significant error, even after averaging the data
over many repetitions, and furthermore the current sensitivity level does not allow us
to distinguish the means of electron number distributions for few to zero impurities
which is required to decompose them into the underlying contributions. Due to these
considerations the development and application of a model is not justified.
We also check if post-selection based on the number of ions measured at the end
of each IEI repetition can be applied, but a cross-correlation of this quantity with
the number of additional absorbers shows only a weak relation, leading to a negative
answer. The potential presence of additional states with an unknown distribution
may partially explain this finding.
5.3 Error contribution reduction
Now that the main error sources that affect IEI have been identified we develop
two methods to reduce the variance contribution of light intensity drifts and of global
atom number fluctuations in the cloud, with the aim of narrowing the width of the
electron distributions under EIT, with and without impurities.
5.3.1 Light intensity fluctuation compensation
The photon shot noise contribution of light is a fundamental limitation affecting
absorption imaging, while drifts of the mean light intensity between experiments or
single images are not. For example, if the mean light intensity fluctuates between the
absorption and reference images, then an offset would appear in the atom number
determination with Eq. (2.13). We can easily remove this systematic effect by
rescaling each image by the ratio between the global mean of the electron number
over the whole measurement set and the average number in each image, measuring
them in a region of interest outside the cloud,
N lfce−, i = Ne−, i ·
〈Ne−, i〉roi∀ i
〈Ne−, i〉roi
(5.6)
Another contribution can arise from the propagation of the probing light through
the imaging system. When imaging with coherent laser light, fringes can appear on
the recorded images due to diffraction effects, e.g., caused by small dust particles
on the optical components [Ockeloen et al., 2010; Muessel et al., 2013]. Ideally we
would expect that the division of the absorption image for the reference one would
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completely remove them because both should exhibit the same fringe structure.
However, external perturbations affecting the imaging system, such as air movement
or mechanical vibrations of the optics, may shift the fringe position between the two
images, leading to a remaining fringe structure on the deduced atomic density.
The impact of this error source can be minimized by applying the fringe removal
algorithm described in [Ockeloen et al., 2010]. The algorithm constructs for each
absorption image Ne−, a, i an optimal reference image N
opt
e−, r, i =
∑
k ckNe−, r, k from
a linear combination of many different reference images Ne−, r, k within a set. The
coefficients ck are found through a least squares minimization of | Ne−, r, i − N opte−, r, i |
in a region of interest which excludes the cloud. If the reference image set size is
big, then it is likely that there will be one or many images with fringes appearing in
the same positions as in the target image. Their linear combination with optimized
weights into N opte−, r, i will suppress the fringes and also reduce the photon shot noise
contribution of the reference image to the atom number measurement.
5.3.2 Atom number fluctuation compensation
Multiple complementary approaches to reduce atom fluctuations are possible.
First of all, a passive improvement of the tight trap loading stability has been achieved
by stabilizing the power of the dipole trap beams and by reducing mechanical drifts
in the alignment of the trap optics, caused by temperature fluctuations. An active
real-time control and preparation of an ultracold cloud below the atom number shot
noise level has been recently demonstrated [Gajdacz et al., 2016], but it requires an
implementation of a feedback mechanism and an important change in the detection
method to probe the sample in a non-destructive way. Here we use an approach that
requires one more image of the cloud to measure the atom number and only few
assumptions and technical developments.
The main idea is to perform first the desired experiment, then to measure in
a consecutive image the atom number present in each repetition. A high SNR
measurement of Natoms, i is important to make the impact of light noise negligible on
this determination. Now the optical response measured in the first image has to be
associated with the atom number measured in the second. If random atom losses
between the images are negligible (systematic ones can be accounted for), we can
model the transmission with Eq. (3.14) using the atom number measured in the second
image and an appropriate scaled susceptibility based on the performed experiment.
Now we can compensate the absorption fluctuations induced by variations of the
atom number by rescaling the electron number measured in the experiment by the
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ratio between the modeled mean optical response at the mean atom number and the
modeled response at the atom number measured in each repetition:
Nafce−, i = Ne−, i e
−χ˜ σ0
apx
(〈Natoms〉−Natoms, i) (5.7)
This compensation method can be implemented either by retrapping the cloud
in between the images and making sure that there are no significant losses or by
taking a second image during free time-of-flight expansion within few hundreds of
µs from the first, in order to have the same cloud density and size. We follow the
latter strategy and we acquire multiple images within 100 µs from each other using
the “fast kinetics” mode of our CCD camera, introduced in Ch. 2.4.4.
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Figure 5.5: Triple imaging pulse sequence for Interaction Enhanced Imaging.
First a reference image under EIT conditions is acquired, then impurities are excited and
an IEI experiment is performed. The blue laser pulse lasts longer to de-excite the probe
Rydberg atoms, preserving the total atom number. The few impurity Rydberg states are
field ionized and counted on the MCP detector. A third image is acquired to extract
with high SNR the atom number from the two-level response. After each exposure, the
acquired image is moved into the masked area of the CCD and the shift time sets the
maximum acquisition rate. The relative timings between pulses are not in scale.
To take full advantage of the fast multiple imaging we implement a new pulse
sequence for IEI, depicted in Fig. 5.5. First a reference image under EIT conditions
is taken and stored in the masked area of the CCD. The blue laser pulse lasts 2 µs
longer than the red to de-excite the probe Rydberg state, such that the ground state
atom number is preserved. Then impurities are excited to the chosen state using
an off-resonant excitation scheme (Ch. 2.5) and the Interaction Enhanced Imaging
experiment is performed. The probe Rydberg state is again de-excited in 2 µs to
avoid being field ionized together with the few impurity states when a high electric
field is ramped up on the electrode structure surrounding the cloud immediately after
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the laser pulses end. For the third image only the red imaging laser is turned on for
a longer exposure time texp, 2lvl to measure the cloud two-level response with a higher
SNR. An important advantage of this sequence over the preceding one (see Ch. 4.4)
is that the two images required to observe the impurity effect are acquired during
one experimental realization, rather than two. This can potentially help to reduce
systematic effects arising under EIT from atom number fluctuations. Another benefit
of the triple imaging sequence is a strongly reduced impact of fringes, compared to
older measurements, because the set of absorption images is now taken on a timescale
short compared to the external perturbations affecting the imaging system.
The atom number in each run is extracted from the third image using Eq. (2.13)
with an associated error given by Eq. (2.16), where the main error source is the
photon transfer curve. We aim to compensate the atom number fluctuations down
to a ≈ 2% level and this requires a SNR≥ 50, which can be reached by tuning the
exposure time texp, 2lvl and the probe Rabi frequency Ωp. To establish the relation
between the optical responses in the three images we need to consider an important
collateral effect of absorption imaging which is the recoil heating of the cloud [Ketterle
et al., 1999; Wolf et al., 2000]. Each time an atom absorbs or emits a photon it
receives a small recoil which after many scattering events translates into a significant
increase in temperature and even loss. Consequently after each image the cloud will
expand in size with an increased rate due to the incurred heating and the effect will
cumulate across images. The magnitude of the effect scales with texp and Ωp, if both
are small then it can be neglected, otherwise the atom number has to be measured
by integrating in the third image over all pixels that contain the expanded cloud.
Hardware binning of the whole cloud in one “super-pixel” increases the SNR at the
expense of spatial resolution and allows to neglect the motion of atoms between
pixels.
To validate the proposed compensation method we start from the simpler case of a
two-level cloud and we acquire 1000 times three consecutive absorption images, with
Ωp = 2pi · (1.03±0.05)MHz and texp = (5, 30, 30) µs respectively. A hardware binning
of Nbin = 160 is applied, placing the whole cloud in one “super-pixel” with total atom
number Natoms = 640±160. The scaled susceptibility is the same for all three images,
so an atom number can be measured in each. Figure 5.6 (a) shows the ratio between
the atom number measured in the first or the second image and the third (blue and
green, respectively) and we find that they are both compatible with unity within 1σ.
The small systematic deviation of the second ratio is consistent with atom loss due
to heating between the second and third images, while for the first ratio the shorter
exposure time limits the atom number determination SNR and explains the observed
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Figure 5.6: Atom number fluctuation compensation for a two-level system. Three
consecutive images of a two-level cloud are taken, with texp = (5, 30, 30) µs respectively.
(a) Ratio between the atom number measured in the first or the second image and the
third (blue and green, respectively), both are compatible with unity within 1σ. The two
solid lines are running averages and the colored areas around each are running standard
deviations. The latter are in agreement with the standard deviation expected for absorption
imaging using the photon transfer curve (yellow areas). (b) Variance var(Ne−) observed
within the cloud in the first two absorption images without any compensation (dark blue
and dark green), with applied intensity and atom number fluctuation compensations
(lighter colors) and after post-selection (lightest colors with increased errorbars due to
sample size reduction). The variance in the respective reference images (dark purple)
is close to the calibrated photon transfer curve (solid red). (c) Histograms of detected
electrons without (top) and with intensity and atom number fluctuation corrections
(bottom). The narrowing of the distributions width is evident and corresponds to the
smaller variances shown in (b).
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spread in values. Figure 5.6 (b) shows that the variance var(Ne−) observed within
the cloud in the first two absorption images (dark blue and dark green) is dominated
by atom number fluctuations, while in the respective reference images (dark purple)
it is close to the calibrated photon transfer curve (solid red). The joint application
of the intensity and atom number fluctuation compensations (eqs. (5.6, 5.7)) allows
to suppress these sources of variance and approach the photon transfer curve (lighter
colors). The reduction in variance leads to a narrowing of the detected electrons
distributions (Fig. 5.6 (c) without (top) and with the corrections (bottom)).
This positive outcome demonstrates that the compensation method we developed
and applied addresses the correct source of fluctuations and is capable of removing
its contribution. As a further test of our method, we compare it with a post-selection
approach that does not require any prior assumption on the cloud optical response.
The first and second image measurements are post-selected based on the atom number
measured in the third within a bin of 〈Natoms〉 ± 2% and a new mean and variance is
calculated for these reduced samples (lightest colors with increased errorbars due to
sample size reduction, according to Eq. (5.1)). We observe that post-selection also
leads to suppression of the atom number fluctuation contribution, giving a variance
consistent with our method.
The next step is to apply the atom fluctuation compensation method to a three-
pulse IEI experiment and to verify its impact. We perform 200 repetitions, acquiring
three consecutive images with hardware binning of 20 pixels, respectively under EIT
with impurities (texp = 5 µs), under EIT without impurities (texp = 5 µs) and as
two-level system (texp, 2lvl = 30 µs). The peak density is n0 = (7.0± 0.2) · 1011 cm−3
and the Rabi frequencies are Ωp = 2pi · (0.60± 0.05)MHz and Ωc = 2pi · (20± 1)MHz.
As before, we measure the total number of atoms in the cloud using the third image,
but now the medium optical response in the first two images is strongly modified by
EIT and impurities. Assuming that the total atom number was conserved, the scaled
medium susceptibilities χ˜imp and χ˜eit can be estimated in a model independent way
and are given directly by the ratio between the measured optical densities in the
first or the second image and the third. We verify that thermal cloud expansion and
atom number losses induced by photon recoil heating during imaging are negligible
thanks to the short duration of our imaging sequence (≃ 300 µs in total).
Figure 5.7 (a) shows for each single acquisition the ratios between the optical
density measured under EIT with impurities (blue) or under EIT only (green) and
the optical density of a two-level system. The presence of impurities causes an
increase in absorption, as expected. The running averages over the data (solid
lines) indicate that χ˜imp and χ˜eit are almost constant within the observed atom
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Figure 5.7: Atom number fluctuation compensation for a three-pulse IEI exper-
iment. Three consecutive images of a cloud are taken, respectively under EIT with
impurities (blue, texp = 5µs), under EIT without impurities (green, texp = 5µs) and as a
two-level system (texp, 2lvl = 30µs). The color coding is identical to Fig. 5.6. (a) Ratio
between the optical density measured in the first or the second image and the third. Due
to EIT, the medium response is lower than χ2lvl and the presence of impurities in the
first image results in an increased absorption. (b) Variance var(Ne−) observed within
the cloud in the first two images without compensation (dark blue and dark green), with
applied intensity and atom number fluctuation compensations (lighter colors) and after
post-selection (lightest colors with increased errorbars due to sample size reduction).
The compensation methods reduce the variance, but do not account for all sources of
fluctuation. (c) Histograms of detected electrons without (top) and with intensity and
atom number fluctuation corrections (bottom). The distribution width narrowing is less
efficient than for a pure two-level system.
number fluctuation range (≈ 10%). This relation allows us to approximate the
optical response for increasing atom number Natoms with a linear scaling given by
χ˜imp = 〈ODimp/OD2lvl〉 and χ˜eit = 〈ODeit/OD2lvl〉. Figure 5.7 (b) shows that the
variance var(Ne−) observed within the cloud in the first two images (dark blue and
dark green) is higher than expected from the photon transfer curve (red). The joint
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application of the light intensity and atom number fluctuation compensations (lighter
colors) or of post-selection (lightest colors) reduces the variance, but does not account
for all sources of fluctuation. Correspondingly the detected electron distributions
narrow less significantly than for a pure two-level system (Fig. 5.7 (c)).
Our method removed approximately 1/3 of the excess variance originated by
fluctuations in the cloud absorption. This fraction can be attributed to the atom
number fluctuation error contribution, while the remaining part may be caused by
the additional process that we discussed in Ch. 5.2.3. We note that in presence of
impurities the variance is higher than under EIT and this could be connected with
the impurity excitation statistics, as outlined in Ch. 5.2.4.
5.4 Improved single-shot detection of few impurities
Now that the main error sources in IEI have been identified and with two validated
methods to reduce their effect at hand, we come back to the investigation of the
detection fidelity. We analyze once more the data presented in Ch. 5.1 for the∣∣43S1/2〉-∣∣42S1/2〉 impurity-probe state combination, applying the light intensity and
atom number fluctuation compensations in order to test their impact on the fidelity.
A hardware binning of Nbin = 20 was used to increase the SNR and to place most
of the cloud into two bins in the first image, while in the image used for the atom
number measurement the cloud expanded into 10 bins, over which we integrate.
This set of data was acquired using both the two repetition pulse sequence (detailed
in Ch. 4.4), with the addition of an image to measure the atom number, and the
triple imaging sequence introduced in the previous section, allowing for a comparison
between the two. In the triple imaging sequence we reduce by 1.2% the electron
number measured in the second image to compensate for a susceptibility reduction
due to cloud thermal expansion.
Figure 5.8 (e) shows the original fidelity (blue) and the fidelities achieved by
applying the two compensations with the two repetition sequence (green) and with
the triple pulse sequence (red). The light intensity and atom number fluctuations
improve the fidelity for both pulse sequences, but for small average numbers of
impurities the improvement is rather small and within the estimation statistical error,
while for 〈Ni〉 = 13.1 ± 0.4 we observe a clear benefit. The triple pulse sequence
performs generally better than the older one and we achieve F = 0.89 ± 0.02, up
from 0.86± 0.02, which allows to improve the sensitivity from 12 to 11 impurities.
Considering a photon shot noise limited measurement, we use the photon transfer
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(c) (d)
(e)
Figure 5.8: Histograms of measured electron distributions on the CCD camera
and single-shot IEI detection fidelity for increasing mean number of impurities
with applied the error reduction methods. In (e) are shown for comparison the
original fidelity (blue) and the fidelities achieved by applying the light intensity and
atom number fluctuation compensations with the two repetition (green) and the triple
pulse (red) sequences. For the latter case the normalized probability distribution of the
number of detected electrons in presence of impurities (red) and without (grey) is shown,
respectively for 〈Ni〉 = 0.8± 0.2 (a), 3.6± 0.3 (b), 5.0± 0.4 (c) and 13.1± 0.4 (d).
curve and our hard-sphere model to predict the achievable SNR with the used
experimental parameters. Assuming for simplicity a gaussian distribution of the
electron number, we estimate from the SNR that the corresponding single-shot
sensitivity should be ∼ 4, a factor of three higher than what we measure using the
fidelity. The neglected noise contribution of the impurity excitation statistics and of
the additional process observed under EIT may partially explain this discrepancy.
We apply the fidelity analysis described for the
∣∣43S1/2〉-∣∣42S1/2〉 to two other
impurity-probe combinations,
∣∣42P3/2〉-∣∣42S1/2〉 and ∣∣50S1/2〉-∣∣37S1/2〉, for which IEI
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Impurity-probe states AIEImeas AIEItheory Smeas Stheory
|50S〉-|37S〉 19± 2 13
|43S〉-|42S〉 48± 12 56 12 3
|42P 〉-|42S〉 17± 4 17.1 5 4
Table 5.1: Measured and estimated amplification factors AIEI and sensitivities S
for the investigated impurity-probe state combinations. The observed amplification
factors are compatible within one σ with the expected values, while the measured
sensitivities are worse than predicted by the hard-sphere model, indicating the presence
of additional noise contributions.
data as a function of 〈Ni〉 was previously acquired (other results from this data
were presented in Ch. 4.1.4 and 4.5.2). As listed in Table 5.1, we find that the
measured amplification factors (Eq. (4.1)) are in good agreement with the expected
values, while the sensitivities extracted from the fidelity are worse than predicted
by the hard-sphere model, confirming the presence of additional noise contributions.
The best single-shot sensitivity is measured for the
∣∣42P3/2〉, corresponding to 5
impurities, while for
∣∣50S1/2〉 and ∣∣43S1/2〉 states we are restricted to ≈ 12. This
confirms our expectation, presented in Ch. 4.2.3, that with Rydberg |nP 〉 impurities
a higher sensitivity could be achieved than for |(n+ 1)S〉 impurities, since resonant
dipole-dipole interactions are much stronger than van der Waals interactions for the
same principal quantum numbers.
For the |42P 〉-|42S〉 pair state the intensity and atom number fluctuation com-
pensation do not lead to a statistically significant improvement of the fidelity (from a
peak value of 0.84± 0.03 to 0.86± 0.03), most probably because the data was taken
without using hardware binning nor the triple pulse sequence. For the |50S〉-|37S〉
pair the atom number fluctuation compensation could not be applied, missing a sec-
ond image for a precise measurement, and theoretical expectations are not provided
because the experiment was performed at a Fo¨rster resonance and this situation is
not accounted for by our model for the moment.
5.5 Increasing the signal per impurity
The improvement in sensitivity achieved by applying the light intensity and atom
number fluctuation compensations is clearly not sufficient to reach single shot single
impurity sensitivity with the pairs of Rydberg states investigated so far. A change
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of strategy seems necessary to reach the desired goal.
In the previous sections we investigated and addressed only the error sources
that influence the detection fidelity by widening the electron distributions (with and
without impurities). Another important contribution to F which determines the
potential separation between the distribution means is the signal per single impurity.
We will now investigate how the single impurity response can be magnified for a
given choice of states and which impurity-probe states are the most promising for
experiments with spatially resolved single-shot single impurity sensitivity. For this
study we will use the hard-sphere model that we introduced in Ch. 4.3 to estimate the
expected signal. Furthermore, the search for the optimum experimental parameters
and states will use the SNR as test statistic because it allows a simple and intuitive
interpretation. The measured electron number distributions can be described in good
approximation by normal probability distributions, so a simple and direct mapping
between the SNR and the detection fidelity is possible.
5.5.1 Signal in Interaction Enhanced imaging
In the first section we chose as signal the difference between the means of the
electron distributions with and without impurities. To get an insight on how it can
be increased, we rewrite Eq. (5.2) using the expected transmission (Eq. (3.14)) with
the susceptibilities predicted by the hard-sphere model (Eqs. (4.6, 4.12))
〈Ne−, add〉 = 〈Ne−, r exp
{
−k
∫ +∞
−∞
Im[χeit]dx
}
〉 − 〈Ne−, r exp
{
−k
∫ +∞
−∞
Im[χimp]dx
}
〉
(5.8)
= 〈Ne−, r〉 exp
{
−k
∫
Im[χeit]dx
}[
1− exp
{
−k
∫
fir(1− frr)Im[(χ2lvl − χ0eit)]dx
}]
Equation (5.8) contains all the information needed to optimize the signal. The
initial probe Rabi frequency determines the number of photons incident on the cloud,
which partially transmits them. The photons are converted into electrons by the
camera with a total light collection efficiency that should be as high as possible
(see Ch. 2.4.4). Longer exposure times allow to collect more photons, but texp is
constrained by the timescale at which additional noise contributions arise, like the
one identified in Sec. 5.2.3, and by the lifetime of the impurity state. To compensate
this limitation one would intuitively increase Ωp, but this may negatively affect the
second term in the equation.
The transmission contrast between the two images with and without impurities
is set by the difference between the corresponding susceptibilities and can span a
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maximum dynamic range between the ideal EIT χ0eit and the two-level χ2lvl. To
enlarge this range, χ0eit should be minimized by reducing the effective decay rate γgr,
for example by decreasing the laser linewidths (as discussed in Ch. 2.4.5), while χ2lvl
should be maximized by avoiding any saturation effect.
To leverage this dynamic range, the impurities have to blockade a large fraction
of the volume (fir → 1) and this is possible if the EIT bandwidth σeit is smaller
than the impurity-probe interaction strength Vir. σeit and Vir determine the blockade
radius Rir, which in turn is related to the amplification factor per impurity AIEI
that we would like to maximize. Higher ground state densities n0 increase AIEI, but
unfortunately influence as well the degree of EIT transparency.
The non-ideal EIT susceptibility χeit is determined by the effective fraction frr
of volume blockaded by the probe-probe interactions (see Ch. 4.3.2) and it directly
limits the contrast. Consequently we aim for frr ≪ 1 and this requires to increase
the EIT bandwidth σeit, either by using a large coupling Rabi frequency Ωc or by
reducing the non-interacting Rydberg population ρ0rr. In the weak probe limit the
latter is ∝ Ω2p/Ω2c and can be minimized using low probe intensities.
It is clear that multiple effects affect the signal, as well as the noise, and compete
with each other. Furthermore most of them depend and share many parameters,
like the cloud density n0 and the probe and coupling Rabi frequencies. Finding the
optimum conditions for an IEI experiment by looking only at the signal or the noise
is impossible, so we have to consider them together and optimize the SNR.
5.5.2 Signal to noise ratio for a defined pair of states
The signal to noise ratio for a single shot IEI experiment, as defined in Sec. 5.1,
is given by the ratio between the signal expressed by Eq. (5.8) and the root of the
sum of the variances of the two involved distributions
SNR =
〈Ne−, r exp
{−k ∫ Im[χeit]dx}〉 − 〈Ne−, r exp{−k ∫ Im[χimp]dx}〉√
var(Ne−, r exp
{−k ∫ Im[χeit]dx}) + var(Ne−, r exp{−k ∫ Im[χimp]dx})
(5.9)
To model the variances we use the photon transfer curve measured in Ch. 5.2.1 and
we do not include atom number induced fluctuations in the cloud absorption, because
we can efficiently suppress their impact, as demonstrated in Ch. 5.3.2. The effects of
the probabilistic impurity excitation and of additional error sources present under
EIT cannot be accounted for without having a model for them.
The SNR given by Eq. (5.9) cannot be expressed analytically. Furthermore the
optimization parameter space is huge because it depends on many variables and
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consequently the SNR has to be optimized numerically. Nonetheless, assuming a
weak probe approximation, linear light propagation and being photon shot noise
limited, we can greatly simplify the problem and obtain a simple analytic expression
that reveals the key aspects of the SNR optimization:
SNR =
√
2Ω2p
Γ2e
IsattexpapxQeT
h¯ωp
1− exp{−εODbl}√
1 + exp{−εODbl}
exp
{
(ε− 1)
2
OD
}
(5.10)
with the transparency degree under EIT ε = (1− frr)C/(1 + C) and ODbl = firOD
representing the fraction of cloud made absorptive by the impurities [Adams et al.,
2013; Gorshkov et al., 2011]. The analytic SNR is made of three parts, the first
groups all the properties of the absorption imaging detection method (for our system
with Ωp = Ωsat and texp = 1 µs it would be ≈ 10), the second expresses the difference
in absorption with and without impurities, while the last term represents the loss of
transparency in the cloud due to probe-probe interactions. The optimum is found
for a high EIT quality factor C ∝ Ω2c , negligible probe-probe interaction induced
blockaded fraction frr (ε → 1) and large ODbl (fir → 1). In these conditions the
second and third term saturate at 1, corresponding to a complete absorption of the
incoming light in presence of impurities and full transparency without. This makes
the SNR depend only on the initial number of photons incident on the cloud, per
unit detector area apx. The latter is the only free parameter remaining, since the
exposure time and probe Rabi frequency are constrained to reach this regime, and it
can be increased through hardware or software binning of the images, at the price of
reduced spatial resolution.
The numerical optimization of the SNR is carried out by solving the light
propagation equation (3.13) for a cloud with Gaussian density profile n(x) =
n0 exp{(−x2/2σ2x)}, prepared in the “tight” trap (σx = 4 µm, see Ch. 2.4.2), and with
a local impurity density ni(x) ∝ n(x) such that only one impurity is present in the
cloud volume. The imaginary part of χ, which is responsible for the absorption of
the probe field by the atomic cloud, is modeled using the susceptibilities predicted by
the hard-sphere model, neglecting collective effects. χ2lvl and χ0eit are calculated from
exact analytic solutions of the steady state optical Bloch equations for the full density
matrix ρ for a single three-level atom (see Appendix C). These solutions are valid for
arbitrary Rabi frequencies and account for the decay of the |e〉 and |r〉 states and for
the presence of dephasing on both transitions, caused by Fourier-transform-limited
pulses. This allows to model the system outside the weak probe approximation (see
Ch. 3.1.2). To solve equation (3.13), we neglect non-linear light propagation effects
by assuming a constant susceptibility evaluated at the peak density n0 and at the
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initial Ωp. This approximation is justified as soon as we observe the cloud under
transparency conditions where |χ| ≪ 1 [Han et al., 2016; Gavryusev et al., 2016a],
but deviations might be observed for large absorption levels [Hofmann et al., 2013;
Ga¨rttner and Evers, 2013]. For a limited parameter range we verified that including
non-linear light propagation changes the SNR by up to 30%, but has a minor impact
on the parameters at which the peak value is found, which is acceptable for the
purpose of optimization.
We investigate first which density and Rabi frequencies give the highest SNR
for single impurity detection with the
∣∣43S1/2〉-∣∣42S1/2〉 impurity-probe state com-
bination. For this pair the interactions are Cir6 = 2pi · 12.255GHz µm6 and Crr6 =
2pi · 1.806GHz µm6. As exposure time we choose texp = 5 µs to safely neglect the
additional noise contribution to EIT discussed in Ch. 5.2.3. Figure 5.9 (a) shows
that at small Rabi frequencies the SNR calculated for a single pixel is dominated
by the detector readout noise σrd and photon shot noise contributions. The probe
and coupling Rabi frequencies should be increased together, with an optimum ratio
Ωp/Ωc ≈ 9%, in order to raise the signal per impurity, while preserving the cloud
transparency and suppressing the progressively increasing effect of probe-probe in-
teractions. The reduction in SNR for high Ωp is attributed to the saturation of the
two-level susceptibility (of the additional absorbers). The density affects linearly the
amplification per impurity, but also contributes to frr, and an optimum between the
two effects is reached for n0 = 2 · 1012 cm−3 at fixed Ωc (Fig. 5.9 (b)). The SNR can
be increased further if n0 and Ωc are scaled together, such that frr is kept constant
while AIEI raises (Fig. 5.9 (c)). Unfortunately we cannot proceed in this direction
because densities above 2 · 1012 cm−3 cannot be reached in the “tight” dipole trap
and the peak Ωc is limited by the available laser power.
The last parameter left to optimize is the binning size, at the price of spatial
resolution. We model the application of hardware binning on the CCD camera by
constructing a discrete 2D distribution of densities in different pixels, corresponding to
the cloud transverse profile, and, starting from the center, we integrate the estimated
number of transmitted photons over an increasing number of pixels. From this total
number we calculate the new error using the photon transfer curve. Fig. 5.10 (a)
shows a linear growth of SNR with increasing binning size until ∼ 68.3% of the
cloud surface is contained in the “super-pixel” (vertical black line). Then the SNR
saturates and after integrating over the whole cloud (red line) it drops down because
there is no further signal contribution, only noise is added from the additional pixels.
A new SNR map can be calculated including hardware binning (Fig. 5.10 (b)) and
for Ωp = 2pi · 1.25MHz, Ωc = 2pi · 14.0MHz we observe a five fold improvement in
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Figure 5.9: Estimated signal to noise ratio for the |43S〉-|42S〉 impurity-probe
state combination using the IEI hard-sphere model. (a) For texp = 5 µs and a peak
density n0 = 1 ·1012 cm−3 the SNR is found to scale approximately linearly with increasing
probe and coupling Rabi frequencies, with an optimum along the line Ωp/Ωc ≈ 9%. (b)
Varying the density and Ωp, for Ωc = 2pi · 26.5MHz, we observe that the optimum SNR
is found for smaller probe intensities and higher densities, conditions that maximize the
amplification factor per impurity and minimize the loss of contrast due to probe-probe
interactions. (c) At fixed Ωp = 2pi · 2.5MHz we find that raising together the density
and coupling Rabi frequency leads to a continuous SNR improvement.
the peak SNR compared to Fig. 5.9 (a).
Hardware binning has a major impact on the SNR, at the expense of spatial
resolution, because it allows both to reduce the noise and to acquire more signal,
since the latter is spread over multiple pixels as soon as the impurity-probe blockade
radius exceeds the pixel size. Unfortunately for the
∣∣43S1/2〉-∣∣42S1/2〉 impurity-probe
state combination investigated so far it seems not possible to reach a SNR much
higher than 1 in a single shot measurement even using this method and optimizing all
other parameters. This is not sufficient to experimentally observe single impurities.
Consequently, in order to reach a single impurity sensitivity, we need to explore other
impurity-probe state combinations.
5.5.3 Choice of states for Interaction Enhanced Imaging
In this last section we investigate which impurity-probe states are the most
promising for IEI experiments with single-shot single impurity sensitivity. Two
different types of impurity states |i〉 = |nS〉 , |nP 〉 have been used so far, as discussed
in Ch. 4.2 and 4.5, and it is interesting to compare the expected SNR between them
since they interact differently with the probe Rydberg state |r〉, either via van der
Waals or through resonant dipole-dipole interactions.
Assuming that only one impurity is present in the cloud, we apply the numerical
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Figure 5.10: Impact of binning on the SNR of the |43S〉-|42S〉 impurity-probe
state combination. (a) Applying a hardware binning on the CCD camera allows to
increase the SNR at the expense of spatial resolution until ∼ 68.3% of the cloud surface
is contained in the “super-pixel” (vertical black line). Then the SNR saturates and after
integrating over the whole cloud (red line) it drops down because the additional pixels
contribute only noise. (b) SNR map with hardware binning of 42.
SNR optimization, introduced in the previous section, to calculate the peak SNR ex-
pected for IEI experiments performed with
∣∣n2S1/2,mJ = +1/2〉-∣∣n1S1/2,mJ = +1/2〉
or
∣∣n2P3/2,mJ = +3/2〉-∣∣n1S1/2,mJ = +1/2〉 state combinations. Both principal
quantum numbers are varied in the range n = 27−85 which is easily accessible in our
experiment. The C3 and C6 interaction coefficients are taken respectively from Fig. 2.3
(with the appropriate angular component for θ = 0 [van Bijnen, 2013; Paris-Mandoki
et al., 2016]) and Fig. 2.2. For each pair of states and assuming texp = 5 µs, we
optimize the SNR over a broad range of densities n0 = 1− 20 · 1011 cm−3, probe Rabi
frequencies Ωp = 2pi · (0.2−3)MHz, coupling Rabi frequencies Ωc = 2pi · (1−30)MHz
and binning sizes Nbin = 1, 20, 40, 80.
Figure 5.11 shows the expected SNR map for the |n2S〉-|n1S〉 impurity-probe
state pairs. Not surprisingly it follows the map of C6 interaction coefficients very
closely, since the interaction effects are at the root of the IEI detection method.
Interestingly the symmetry present in Fig. 2.2 is broken here, because n2 − n1 ≥ 1
allows to have an impurity-probe blockade radius Rir higher than the probe-probe
blockade radius Rrr, which in turn leads to a higher amplification factor AIEI per
impurity. The same consideration explains why the state pairs which show the highest
inter-state interactions due to a small Fo¨rster defect, like |39S〉-|38S〉, |69S〉-|67S〉
or |79S〉-|57S〉, are also the ones promising the highest achievable SNR, although our
model prediction is less accurate because the mean inter-atomic distance is below
the critical radius that represents the cross-over between the van der Waals and
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Figure 5.11: SNR map for impurity-probe state pairs with van der Waals in-
teraction. For each
∣∣n2S1/2,mJ = +1/2〉 impurity and ∣∣n1S1/2,mJ = +1/2〉 probe
state combination the optimum SNR is shown, which is found through a global opti-
mization over n0, Ωp, Ωc and hardware binning size, performed by numerically solving
equation (3.13) using the susceptibilities predicted by the hard-sphere model and ne-
glecting non-linear propagation effects. Pairs of states with a small Fo¨rster defect, like
|39S〉-|38S〉, |69S〉-|67S〉 or |79S〉-|57S〉, show the most favorable ratio between the
strength of impurity-probe and probe-probe interactions and are promising candidates for
experiments that would benefit from single particle sensitivity.
the resonant dipole-dipole interactions (see Ch. 2.2.3). We expect that with these
states an even higher SNR may be obtained by tuning their interaction from a van
der Waals into a dipolar regime via a Fo¨rster resonance [Gallagher and Pillet, 2008;
Gu¨nter et al., 2013; Gu¨nter, 2014; Tiarks et al., 2014; Gorniaczyk et al., 2016]. The
optimum parameters for each state are found to follow a common trend for increasing
n1: the best Ωp decreases from 1.5 to 0.6MHz, instead Ωc raises from 10 to 30MHz,
while the optimum density for all states is the highest considered n0 = 2 · 1012 cm−3.
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In summary, many |n2S〉-|n1S〉 state combinations show a SNR≥ 8 which is more
than enough to realistically achieve a high fidelity for single impurity detection, even
in presence of additional noise contributions.
Figure 5.12 shows the expected SNR map for the |n2P 〉-|n1S〉 impurity-probe
state pairs and, similarly to the previous case, it follows very closely the map of C3
interaction coefficients. Only states with n2−n1 = −1, 0 are suitable for experiments,
due to the quickly vanishing radial wave-function overlap for increasing difference in
principal quantum number. Resonant dipole-dipole interactions are much stronger
than van der Waals interactions for ∆(n) ≤ 1 and this allows to have an impurity-
probe blockade radius Rir higher than the probe-probe blockade radius Rrr even
for states with low principal quantum number, in contrast to the |n2S〉-|n1S〉 case.
Although beneficial, this condition has the drawback that the ratio between these
two radii does not show local optima, unlike near spontaneous Fo¨rster resonances
for |i〉 = |nS〉, and does not scale favorably with principal quantum number ∝ n⋆−7,
leading to a similar SNR for the two cases for n ≥ 70. We find that the optimum
parameters for each state follow the same trend described for the |n2S〉-|n1S〉 case
with a smaller Ωp from 0.8 to 0.6MHz.
The presented SNR map for the |n2P 〉-|n1S〉 impurity-probe state pairs has weaker
predictive power than the one for the S − S combination because in our modeling
the angular dependence of the dipole-dipole interactions (see Ch. 2.2) was neglected,
arbitrarily choosing θ = 0. A more accurate treatment would require to consider
the anisotropy of the blockade volume and to simulate a realistic 3D distribution
of Rydberg atoms with random orientation of the dipole moment. An additional
consequence of the interaction angular dependency is that it allows couplings of the
initially prepared |i〉 and |r〉 states with well defined mJ with other Zeeman states
with different m′J , potentially leading to undesired population of additional states.
In summary we find that |n2P 〉-|n1S〉 state combinations allow to use much lower
principal quantum numbers than |n2S〉-|n1S〉 pairs for IEI experiments, but the peak
achievable SNR is lower than 6.5 in the considered parameter range, making high
fidelity single impurity sensitive detection less likely to be successful in presence of
additional noise contributions.
5.6 Towards single impurity imaging
Achieving single impurity sensitivity in single-shot IEI measurements has proven
a challenging goal because many effects compete with each other in determining the
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Figure 5.12: SNR map for impurity-probe state pairs with resonant dipole-dipole
interaction. For each
∣∣n2P3/2,mJ = +3/2〉 impurity and ∣∣n1S1/2,mJ = +1/2〉 probe
state combination the optimum SNR is shown, which is found through a global opti-
mization over n0, Ωp, Ωc and hardware binning size, performed by numerically solving
equation (3.13) using the susceptibilities predicted by the hard-sphere model and ne-
glecting non-linear propagation effects. Only states with n2 − n1 = −1, 0 are suitable
for experiments, due to the quickly vanishing radial wave-function overlap for increasing
difference in principal quantum number.
signal to noise ratio of Interaction Enhanced Imaging. After carefully exploring each
of them, we have developed a robust procedure to predict the optimum experimental
conditions that would allow to strike a delicate balance between competing effects
and to reach a high signal to noise ratio.
The numeric SNR optimization program, based at its core on the hard-sphere
model introduced in Ch. 4.3, is a powerful tool at our disposal to perform future
experiments under the best experimentally achievable conditions. Furthermore it
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can be used as a first theoretical comparison with the SNR and detection fidelity F
extracted from the measurements.
The estimation of the realistically achievable SNR for a broad range of impurity-
probe state pairs has allowed us to identify which Rydberg state combinations are the
most suitable for future experiments. We expect that single impurity sensitivity can
be reached with states that naturally have a small Fo¨rster defect, like |39S〉-|38S〉,
|69S〉-|67S〉 or |79S〉-|57S〉. Furthermore, with these states an even higher SNR may
be obtained by tuning their interaction from a van der Waals into a dipolar regime
via a Fo¨rster resonance with the help of a small external electric field.
Once single impurity sensitivity is achieved and if the SNR is significantly higher
than 1, it may be possible to reduce the binning size on the camera in order to
recover spatial resolution. For a given pair state combination the optimum binning
size is expected to correspond to the transverse size of the volume blockaded by the
impurity-probe interaction, which in first approximation is a sphere with radius Rir.
Impurities in states with high principal quantum number exhibit typically a large
impurity-impurity distance Rii, caused by the Rydberg blockade effect between them
(see Ch. 2.3), which may easily exceed Rir, allowing spatially resolved single impurity
detection and imaging.
The impact of total atom number variations on the cloud absorption fluctuations
can be removed using the atom number fluctuation compensation method developed
and demonstrated in Ch. 5.3.2. The limitations arising from the probabilistic
excitation protocol that we use to prepare the initial impurity state can be overcome
by using a different method to deterministically prepare a set number of impurities,
like a two-photon adiabatic rapid passage [Deiglmayr et al., 2006; Beterov et al.,
2011; Kuznetsova et al., 2014] or other optimal control techniques [van Frank et al.,
2016]. Furthermore, in the regime of linear amplification per impurity, i.e. when
saturation effects induced by the Rydberg blockade effect between impurities are
negligible (see Ch. 4.5.2), we expect that a high enough SNR would correspond to a
high detection fidelity such that the number of impurities present in each single shot
measurement could be determined simply by distinguishing between the different
electron number distributions.
This new level of sensitivity and resolution would allow to directly observe with
IEI the dynamics and correlations of a strongly interacting Rydberg gas, enabling
new studies of energy transport [Scho¨nleber et al., 2015; Schempp et al., 2015; Fahey
et al., 2015; Yu and Robicheaux, 2016], formation of Rydberg aggregates [Malossi
et al., 2014; Schempp et al., 2014; Urvoy et al., 2015] or spin models [Hazzard et al.,
2014; Glaetzle et al., 2015; van Bijnen and Pohl, 2015; Barredo et al., 2015; Labuhn
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et al., 2016; Whitlock et al., 2016].
Chapter 6
Conclusion and outlook
In this thesis I have investigated how a single Rydberg atom can be optically
imaged. Probing at the single particle level a cloud of strongly interacting Rydberg
atoms would give access to the microscopic properties of the ensemble and allow
the most detailed studies of these correlated many-body quantum systems [Weimer
et al., 2008; Pohl et al., 2010; van Bijnen et al., 2011; Viteau et al., 2012; Hofmann
et al., 2013; Schempp et al., 2014; Malossi et al., 2014; Schauß et al., 2015; Zeiher
et al., 2015].
Since direct optical detection of a Rydberg atom with techniques based on light
scattering is hardly applicable due to the small scattering rate of the ground to
Rydberg state transition, we have had to find an alternative route. The strong
interactions between Rydberg atoms and the narrow optical transition provided by a
three-level atomic cloud under electromagnetically induced transparency coupling
(EIT) [Fleischhauer et al., 2005] have lent us the two elements that, combined
together, allow to map the presence of a Rydberg “impurity” state on a strong
optical transition [Mohapatra et al., 2007; Pritchard et al., 2010; Tauschinsky et al.,
2010]. A cloud of ground state atoms, normally absorptive, is rendered transparent
using EIT and a crucial step in our scheme is to use an auxiliary “probe” Rydberg
state as one of the two stable states involved in the coupling. This turns the cloud
into a contrast medium, whose optical response is locally perturbed by the strong
Rydberg-Rydberg interaction between the probe Rydberg state and the Rydberg
impurity which we want to detect. This perturbation restores absorption within
a blockade volume around the impurity, which is readily detected and spatially
resolved on a charge-coupled-device (CCD) camera, thereby exposing the impurity
position. These are the key elements of the Interaction Enhanced Imaging (IEI)
technique [Gu¨nter et al., 2012; Olmos et al., 2011].
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Our first experiments focused on the properties of the EIT contrast medium in
absence of interactions, in order to later disentangle its response from the effects
of the impurity presence. By combining field ionization detection with optical
spectroscopy under Rydberg EIT conditions, we reconstructed the full single-atom
density matrix of the system, thereby obtaining nearly full information about the
coupled atom-light ensemble. We used this knowledge to reconstruct the spatial
distributions of the Rydberg state population and of the medium optical response.
Furthermore, we determined the spatial profile of the coupling beam which explains
the observed spectral shape and width of the Rydberg population resonance as a
consequence of spatially averaging over the entire excitation volume in the field
ionization detection. This experimental method serves as a tool to extract the
single-atom spatially dependent parameters and as valuable input for modeling light
propagation in interacting Rydberg ensembles [Ates et al., 2011; Gorshkov et al.,
2013; Ga¨rttner et al., 2014b; Bienias et al., 2014] and for IEI.
After characterizing the contrast medium, we performed first IEI experiments with
Rydberg |50S〉 impurities, demonstrating their spatially resolved optical detection.
Then using IEI we studied the |38S〉-|37S〉 and |50S〉-|48S〉 impurity-probe state
pairs and we observed dipolar energy transport due to state-exchange interactions
between the Rydberg impurity and the probe Rydberg state, which was shared by
the surrounding bath of optically dressed atoms.
The experiments with |n′S〉 impurities indicated that the IEI sensitivity was
limited by the van der Waals interaction strength between |n′S〉-|nS〉 pairs and by
the transport dynamics. To overcome these problems we set to excite |nP 〉 impurities,
which have stronger resonant dipole-dipole interactions with the probe |nS〉 state,
and we implemented and characterized a three-photon off-resonant excitation. We
described this four-level scheme in terms of an effective two-level system which
provides accessible tools to fully optimize the excitation dynamics. Then we inhibited
transport by constraining the cloud volume to dimensions comparable to the impurity-
impurity blockade radius and we demonstrated for the first time optical detection of
Rydberg
∣∣42P3/2〉 states with high spatial resolution and improved sensitivity, but
still not on the single Rydberg atom level.
To quantify the sensitivity achieved in the experiments performed during this
thesis work, we measured the detection fidelity F via the threshold method. We
found that for
∣∣42P3/2〉 states we reached a single-shot sensitivity of 5 impurities,
while for
∣∣50S1/2〉 and ∣∣43S1/2〉 states we were restricted to ≈ 12. To identify the
limiting factors, we investigated in detail the signal and noise contributions in IEI,
devising methods to reduce the influence of the latter. In particular we developed a
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technique to remove the impact of total atom number variations on the fluctuations
in the cloud absorption. We also found signatures of the presence of an additional
effect to EIT that causes an increase over time of the medium optical response. This
data can be explained by a population of additional states induced by black-body
radiation, although further measurements are needed to confirm this hypothesis.
Similar effects have been recently observed in other experiments [Goldschmidt et al.,
2016; DeSalvo et al., 2016; Aman et al., 2016; Han et al., 2016].
Finally, we developed a model to predict the signal to noise ratio (SNR) to be
expected in an IEI experiment, by extending a hard-sphere model that was first
introduced to describe a strongly interacting Rydberg EIT medium [Petrosyan et al.,
2011; Ates et al., 2011; Ga¨rttner et al., 2014b; DeSalvo et al., 2016; Han et al., 2016].
We compared its predictions with experimental data, finding good agreement, and
we used it to calculate the achievable SNR for a broad range of impurity-probe state
pairs and laser coupling parameters, allowing us to identify which Rydberg state
combinations are the most suitable for future experiments with single-shot single
Rydberg atom sensitivity.
The combination of optical and population-based probing of coherently driven
three-level atomic systems, as realized for the first time in this experiment, can
be used in the future not only to provide the single-atom parameters for more
advanced models that study non-linear light propagation or interacting Rydberg
systems, but also to experimentally test their predictions with high spatial and
spectral resolution. Although the analytic treatment that we used to reconstruct the
single-atom density matrix is not easily extendable to two or more body interactions,
a possible approach could be to include their effect as an additional detuning and
dephasing calculated through a mean field and local density approximations [DeSalvo
et al., 2016; Han et al., 2016]. The hard-sphere model that we used to describe
IEI could be straightforwardly applied in a spatially resolved way to predict the
susceptibility of an interacting medium under Rydberg EIT. We expect that these
simple effective descriptions would approximate well the coupled atom-light system
until the collective Rydberg excitation regime is reached [Ga¨rttner et al., 2014a].
Such studies may pave the way for more advanced investigations. Recent theo-
retical works [Sevinc¸li et al., 2011b; Gorshkov et al., 2013; Zhang and Evers, 2016;
Murray and Pohl, 2016] have studied how the medium susceptibility is modified by
atom-atom interactions and have predicted regimes where a non-linear and non-local
response would emerge. These studies could be experimentally realized by illumi-
nating the cloud with structured light [Lu et al., 2015], created using a spatial light
modulator (SLM) [van Bijnen, 2013; Bowman et al., 2015; Naber et al., 2015], and
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observing the transmitted light field. Then, knowing the input and output fields and
using an appropriate inversion method, a reconstruction of the optical susceptibility
of such complex medium may be attempted.
The results obtained using IEI have proven that this optical detection technique
is suitable for observing Rydberg dynamics with high spatial and temporal resolution.
The work presented here has shown that single-shot single particle sensitivity is
within reach if optimum laser parameters and impurity-probe state pairs are chosen.
Furthermore, the state choice plays a key role because the interaction strength affects
not only the sensitivity, but also the dynamics of the system.
For pairs of states with small ∆n or tuned to Fo¨rster resonances we expect
that fast state exchange processes would happen, with transport character deter-
mined by the interplay between interaction strength, dephasing sources and laser
couplings [Schempp et al., 2015]. In the case of large difference in principal quantum
numbers it may be possible to find state combinations with a small exchange rate,
but still a large enough interaction [Paris-Mandoki et al., 2016], that would allow
IEI experiments in a quasi-static regime.
Finally, impurities in states with a high principal quantum number exhibit
typically a large impurity-impurity distance Rii, caused by the Rydberg blockade
effect between them, which may easily exceed the spatial resolution of the IEI
(given by the convolution of impurity-probe blockade radius Rir with the optical
resolution of the imaging system), allowing for spatially resolved single impurity
detection and imaging. Such new levels of sensitivity and resolution would enable
improved studies of energy transport at the single particle level [Robicheaux and
Gill, 2014; Scho¨nleber et al., 2015; Schempp et al., 2015; Fahey et al., 2015; Yu and
Robicheaux, 2016], where many open questions remain, like the role of disorder and
dephasing and the possibility to observe a transition from incoherent to coherent
state exchange. Furthermore, IEI could be used to directly observe the formation of
Rydberg aggregates [Malossi et al., 2014; Schempp et al., 2014; Urvoy et al., 2015]
and to follow the dynamics of spin systems realized with Rydberg atoms [Hazzard
et al., 2014; Glaetzle et al., 2015; van Bijnen and Pohl, 2015; Barredo et al., 2015;
Labuhn et al., 2016; Whitlock et al., 2016].
Appendices
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Appendix A
Laser frequency stabilization on a
high Finesse Fabry-Pe´rot cavity
Here complementary details to Ch. 2.4.5 are presented on the laser locking
system developed in the course of this thesis. The setup allows to stabilize with the
Pound-Drever-Hall (PDH) method [Black, 2001] two 780 nm and two 960 nm lasers
to a single, passive, dual-wavelength coated, high finesse ultra-low-expansion glass
Fabry-Pe´rot cavity, characterized in [Kerst, 2014].
The electronic and optical setup for stabilizing the Toptica TA-SHG pro is shown
in Fig. A.1 (a). The laser emits at 960 nm and a small fraction of this power is
coupled into a fiber that goes to the stabilization breadboard, while the frequency
doubled output at 480 nm is also fiber coupled and sent to the experiment’s optical
table. In order to have a broad frequency tunability range that could cover the cavity
free spectral range (FSR = 1.5GHz), the 960 nm light passes through a broadband
fiber-coupled electro-optic modulator (EOM, NIR-MPX-LN-05 for this wavelength
and NIR-MPX800-LN-05 for the infrared) [Aikawa et al., 2011; Gregory et al., 2015]
to which we apply, by means of a power combiner (ZESC-2-11+), two modulation
frequencies generated by direct-digital-synthesis (DDS) sources (Toptica PDD110f
or home-built DDS and AD-9914PCBZ). The first frequency νmod is used for the
PDH modulation, while the second one νoffset generates a frequency offset relative
to a cavity mode, allowing for detunings up to the cavity FSR. The power combiner
output is amplified in order to reach an RF power for νoffset corresponding to a 1.35
radian phase shift (V = 0.43Vpi) that leads to maximum power transfer from the
laser carrier frequency to the first sideband generated by νoffset (the sidebands are
described by Bessel functions). The νmod power is experimentally optimized to give
the highest error signal amplitude.
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Figure A.1: (a) Locking scheme of the Toptica TA-SHG Pro 480 nm laser (frequency
doubled from 960 nm) to the high finesse Fabry-Pe´rot cavity. (b) Comparison between
measured instantaneous linewidths at different timescales for the free running case (black
dash-dotted line), locked to EIT spectroscopy (blue dotted line) and locked to the cavity
(red line). The shaded grey areas represent the standard deviation of the linewidth
estimation.
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On the stabilization breadboard the laser beam is first polarized horizontally and
then optically aligned and mode-matched using a single lens to the cavity TEM00
mode. Right before entering the cavity vacuum housing, the beam is circularly polar-
ized using a λ/2 and a λ/4 waveplates (needed to achieve a very clean polarization),
such that the signal reflected by the cavity is detected on a photodiode and fed
into the electronic part of the setup. The 780 nm light of the DL100 pro follows
an identical optical setup and is overlapped with the 960 nm beam right before the
cavity vacuum housing using a dichroic mirror (Thorlabs DMLP900). The TA-SHG
laser is coupled employing an identical optical setup to the TA-SHG pro, but with
opposite polarization. A second 780 nm laser can be added in the future.
The electronic part of the locking setup is conceptually identical for the three
lasers, but differs in few components. The signal detected on the photodiode is
demodulated on a mixer (Toptica PDD110f or home-built) using νmod, generating
an error signal for the proportional-integral-derivative controller (Toptica FALC or
home-built) that applies feed-back on the laser current and on the voltage of the
piezo-electric that holds the grating of the laser’s Littrow extended cavity.
The open-loop frequency response for all the components of each locking setup
has been measured by applying a sinusoidal frequency and measuring the amplitude
and relative phase of the frequency response, obtaining a Bode plot. This allowed to
estimate the delay times introduced by each component, which in turn determines
the locking bandwidth as the frequency at which a pi phase delay occurs. These
measurements are listed in Table A.1.
We estimate the frequency stability of our lasers by measuring the root mean
square instantaneous frequency deviation [Kerst, 2014] relative to a cavity mode of a
reference active Fabry-Pe´rot cavity (Sirah Eagle Eye). The measured RMS linewidths
of the three laser systems are shown in Table A.2 on the 10 µs timescale for three
situations: when free-running and by stabilizing on an EIT spectroscopy lock or on
the cavity (both with the same optimized PID parameters). In Fig. A.1 (b) is shown
a linewidth measurement over three orders of magnitude in time for the TA-SHG pro
laser (identical measurements for the other two lasers display the same behavior).
The improvement achieved with the cavity lock over the EIT lock is evident.
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DL100 pro TA-SHG pro TA-SHG
Component tdelay (ns) φ (◦) tdelay (ns) φ (◦) tdelay (ns) φ (◦)
Laser MOD DC 61 22 61 22 112 40
Fiber EOM + Photodiode 28 10 28 10 28 10
Frequency Mixer 33 12 42 15 44 15
PID 50 18 50 18 40 15
Filter 0 0 0 0 20 7
Cables 25 9 25 9 25 9
Total 197 71 206 74 267 96
Locking BW (MHz) ≈ 1.6 ≈ 1.5 ≈ 0.9
Table A.1: Delay times introduced by the locking system components and lock-
ing bandwidth. The phase delay φ (◦) is calculated at an offset frequency from the
carrier of 1MHz.
RMS Linewidth at 10 µs (kHz)
Laser Free running EIT spectroscopy lock Cavity lock
DL100 pro 780 nm 310 195 10
TA-SHG pro 960 nm 210 45 10
TA-SHG 960 nm 210 110 30
Table A.2: RMS linewidth of the laser systems on the 10 µs timescale. For
comparison are shown the free-running linewidth and those obtained by stabilizing on an
EIT spectroscopy lock and on the cavity (both with the same optimized PID parameters).
Appendix B
EM-CCD camera noise model
Here we present a derivation of the signal and noise contributions in the detection
process of an Electron Multiplying Charge Coupled Device (EM-CCD) camera in
presence of absorption from an atom cloud.
A number of photons N0ν propagates through a cloud with optical density OD =
(σ0χ˜/apx) · Natoms and is partially absorbed. We assume that the incoming light
follows a Poisson distribution and that the absorption process is binomial (either a
photon is absorbed or not). The number of transmitted photons is
Nν = N
0
ν e
−OD +N strayν (B.1)
var(Nν) = 〈N0ν e−OD〉+ (N0ν e−OD)2 ·
(σ0χ˜
apx
)2
var(Natoms) + var(N strayν ) (B.2)
where N strayν represents background light (which typically can be made negligible)
and apx is the area of one camera pixel.
The transmitted photons Nν are detected on an EM-CCD camera, which converts
them into a number of detected electrons Ne− with total quantum efficiency Qe,
property of the camera,
Ne− = QeNν (B.3)
var(Ne−) = Qe var(Nν) +N
2
ν var(Qe) (B.4)
The detection process is binomial and preserves the distribution of the detected
photons, consequently the number of detected electrons also follows a Poisson
distribution (a derivation can be found in [Johnson, 2008]). If a single pixel is
considered, var(Qe) originates from single pixel response fluctuations (typically
negligible), while if a region of interest of size NROIpix pixels is binned together,
then it includes also fixed pattern noise (the non-uniformity in response between
pixels [Mooney et al., 1989; Joseph and Collins, 2002]).
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The electric charges are shifted through the sensor into the readout register. This
process adds clock-induced charges N cice− = αcicN
ROI
pix (with rate αcic per pixel) and
charges produced by dark current Ndarke− = αdarkN
ROI
pix texp (with rate αdark per pixel
per second, texp the exposure time)
N shiftede− = Ne− +N
cic
e− +N
dark
e− (B.5)
var(N shiftede− ) = var(Ne−) + var(N
cic
e− ) + var(N
dark
e− ) (B.6)
These two additional noise sources are described by a Poisson distribution.
The electric charges are amplified in the Electron Multiplier (EM) gain register
(if present) with gain Gem
Nampe− = GemN
shifted
e− (B.7)
var(Nampe− ) = G
2
emF
2 var(N shifte− ) (B.8)
This type of amplification is stochastic [Hirsch et al., 2013], since it is based on
the same principle of photo-multiplier tubes, and can introduce excess noise that
depends on the camera mode, quantified by the parameter F : F = 1 for conventional,
F =
√
2 for EM mode at high gain, F =
√
3 for EM mode at low gain [Robbins and
Hadwen, 2003].
This amplified charge is magnified again by a pre-amplifier with gain Ggf and
finally it is read-out by an analog-to-digital converter (ADC) which outputs a digital
number Ncounts
Ncounts = (Ggf N
amp
e− +N
bias
e− )/s (B.9)
var(Ncounts) = (Ggf/s)2 var(Nampe− ) + (1/s)
2 var(N biase− ) (B.10)
+ (Nampe− /s)
2 σ2gf + σ
2
rd + var(ADC) (B.11)
where s is the conversion factor, commonly called “sensitivity”, between electrons
and counts with units e−/ADU and N biase− is an offset charge. The amplification
process, the charge readout and the discretization introduce additional noise contribu-
tions, respectively σ2gf , σ2rd (normally distributed) and var(ADC) = (NROIpix )2 σ2ADC =
(NROIpix )
2 LSB2/12 (uniformly distributed, LSB is the least significant bit), with final
variance derived through standard error propagation.
Equations (5.4) and (5.5) presented in Ch. 5.2 are derived from this noise model,
with most contributions to variance neglected due to being small compared to σ2rd.
Appendix C
Optical Bloch Equations analytic
solutions for a three-level system
Exact analytic solutions of the steady state optical Bloch equations (OBE) for
the full density matrix ρ for a single three-level atom have been found by leveraging
the program “Mathematica”, version 9.0 [Wolfram Research Inc., 2012]. The OBEs
were written exactly as discussed in Ch. 3.1.1 and the solutions have been obtained
using the commands “FullSimplify”, “CoefficientArrays”, “NullSpace” and “Total”,
imposing the stationary state condition ∂ρ/∂t = 0. In the OBEs were included the
presence of decay of the |e〉 , |r〉 states, dephasing on both transitions and arbitrary
Rabi frequencies, consequently the presented solutions have a much broader validity
range than the analytic solutions obtained with the weak probe approximation (see
Eq. (3.8)). To validate the result, the analytic solutions have been compared with
numeric solutions at a time which insured being in the steady state of the latter and
the two approaches agreed within numeric precision on the 10−12 level.
The notation follows the one used in Ch. 3.1.1 with the following changes:
• Γge = Γe + γp , Γgr = Γr + γc + γp , Γer = Γr + Γe + γc (all three on resonance)
• for a “ladder” level configuration ∆gr = ∆p +∆c
• for a “lambda” level configuration ∆gr = ∆p −∆c
The following conditions reduce the number of independent matrix elements from
9 to 5:
ρgg + ρee + ρrr = 1
ρab = ρ
∗
ba
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All the density matrix elements have a common denominator:
ρd =
[
Γe(Γ
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erΓr + 4Γr∆
2
c + ΓerΩ
2
c)(4Γ
2
gr∆
2
p + (−4∆gr∆p + Ω2c)2)
+ (−(4∆gr∆p − Ω2c)(8ΓeΓr∆c∆p + Γer(Γe − Γr)Ω2c)
+ Γgr(8ΓerΓeΓr∆
2
p + 2(Γ
2
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(C.1)
For the populations we find:
ρgg =
[
Γe(Γ
2
rΓr + 4Γr∆
2
c + ΓrΩ
2
c)(4Γ
2
gr∆
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(C.2)
ρee =
[
(Γge(Γ
2
gr + 4∆
2
gr) + ΓgrΩ
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c)(Γ
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(C.3)
ρrr =
[
Ω2cΩ
2
p(−4Γe(Γgr∆c + Γer∆gr)∆p + Γer(Γgr + Γe)Ω2c
+ Γge(Γ
2
grΓer + ΓgrΓerΓe − 4Γe∆c∆gr + 4Γer∆2gr + (Γgr + Γe)Ω2p))
]
/ρd
(C.4)
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For the coherences we find:
ρge =
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+ ΓerΓeΓrΩ
2
cΩ
3
p + ΓgeΓeΓrΩ
5
p
)]
/ρd
(C.5)
ρgr =
[(
− ΓgeΓgrΓ2erΓeΓrΩcΩp − 4ΓgeΓgrΓeΓr∆2cΩcΩp + 4Γ2erΓeΓr∆gr∆pΩcΩp
+ 16ΓeΓr∆
2
c∆gr∆pΩcΩp − ΓgeΓgrΓerΓeΩ3cΩp − Γ2erΓeΓrΩ3cΩp − 4ΓeΓr∆2cΩ3cΩp
+ 4ΓerΓe∆gr∆pΩ
3
cΩp − ΓerΓeΩ5cΩp + ΓgeΓgrΓerΓrΩcΩ3p − ΓgeΓerΓeΓrΩcΩ3p
− 4ΓgeΓr∆c∆grΩcΩ3p − 4ΓeΓr∆c∆pΩcΩ3p − ΓgeΓeΩ3cΩ3p + ΓerΓrΩ3cΩ3p + ΓgeΓrΩcΩ5p
)
+ i
(
2ΓgeΓ
2
erΓeΓr∆grΩcΩp + 8ΓgeΓeΓr∆
2
c∆grΩcΩp + 2ΓgrΓ
2
erΓeΓr∆pΩcΩp
+ 8ΓgrΓeΓr∆
2
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3
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3
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)]
/ρd
(C.6)
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2
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+ 8ΓgeΓr∆c∆
2
grΩcΩ
2
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3
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4
p
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/ρd
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