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Abstract—We consider a multi-user multiple-input single-
output downlink system that provides each user with a prespec-
ified level of quality-of-service. The base station (BS) designs
the beamformers so that each user receives a certain signal-to-
interference-and-noise ratio (SINR). In contrast to most of the
available literature in the beamforming field, we focus on the
required modifications when the system changes. We specifically
study three cases: (i) user entering the system, (ii) user leaving the
system, and (iii) a change in the SINR target. We do so in order to
avoid designing the entire system from scratch for every change
in the requirements. In each of the three cases, we describe the
modifications required to the beamforming directions and the
power loading. We consider maximum ratio transmission (MRT),
zero-forcing (ZF) and the optimal beamformers. The proposed
modifications provide performance that is either exact or very
close to that obtained when we redesign the entire system, while
having much lower computational cost.
I. INTRODUCTION
When the base station (BS) is equipped with multiple
antennas, beamforming methods can be used to serve mul-
tiple users simultaneously [1]–[6]. Among these beamforming
algorithms, dirty paper coding [1] is capacity achieving [7].
However, it is of high computational cost and linear beam-
forming techniques are used instead; e.g., [8]–[12]. The sim-
plest beamforming method is the maximum ratio transmission
(MRT) [13], in which the beamforming directions are chosen
to match the individual users’ channels. However, such a
technique does not take into account the interference between
the users and can only provide good performance with a large
number of antennas. Another appealing method is the zero-
forcing (ZF) technique [14], in which the beamformers are
chosen to maximize the received signal, and be in the null
space of the channels of other users. Both the MRT and
ZF directions are then provided with specific power loads so
that each user receives the required signal-to-interference-and-
noise ratio (SINR). In general the problem of minimizing the
transmission power under SINR constraints can be formulated
as a convex problem and the optimum solution can be written
in closed-form expressions [8], [9], [12], [15].
Most of the literature in beamforming techniques has fo-
cused on designing the entire system from scratch. Such an
approach waste computational resources requiring a complete
redesign for every change. In realistic situations, it is quite
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possible that a new user enters the system while other users’
channels are still considered good estimates of the true chan-
nels. A user may also leave the system, or require a different
rate to support a different application.
The question we answer here is how to modify the already
computed beamformers to accommodate for the system change
without the need to redesign the entire system, and to do so
using few computational resources. One example for this kind
of update is presented in [16] where the authors used the
mathematical relationship that relates a partitioned matrix to
its blocks [17] to update the ZF beamforming without having
to do a matrix inversion again. Another example is presented
in [18], where the authors updated an extension of the QR
decomposition to obtain the new beamformers.
In this paper, we introduce the system model and provide
the closed form expressions for the MRT, ZF, and the optimal
beamformers in Section II. In Section III, we review and
introduce some important mathematical relationships that will
be used to describe the required beamformers’ changes. In
Section IV, we explain the required modifications in the
beamforming directions and in Section V we explain the mod-
ifications for the power loading for each of the beamforming
schemes in each scenario. We provide exact expressions for
the modifications in the case of MRT and ZF directions. In
the optimal beamformers case, we provide approximations that
perform very close compared to the optimal performance.
II. SYSTEM MODEL AND DESIGN APPROACH
We consider a narrowband multiple-input single-output
(MISO) downlink system with an Nt-antenna BS and K
single-antenna users. The transmitted signal x is constructed
using linear beamforming such that x =
∑K
k=1 wksk, where
sk is the normalized data symbol for user k, and wk is the
associated beamformer. The received signal at user k is
yk = h
H
k wksk +
∑
j 6=k h
H
k wjsj + nk, (1)
where hHk denotes the channel between the BS and receiver
k, and nk represents the additive zero-mean circular complex
Gaussian noise at that user.
In the problems we will consider, the operating rate for
each user can be translated to a signal-to-interference-and-
noise ratio (SINR) target, γk, which takes the form
SINRk =
hHk wkw
H
k hk
hHk (
∑
j 6=k wjw
H
j )hk + σ
2
k
≥ γk, (2)
or equivalently hHk Qkhk − σ
2
k ≥ 0, where
Qk = wkw
H
k /γk −
∑
j 6=k
wjw
H
j , (3)
and σ2k is the noise variance at receiver k.
If we denote the transmitted signal from the ith antenna
by xi, then the average transmitted power from the BS can be
written as
∑Nt
i=1 E|xi|
2. In the case of zero-mean, independent
data symbols of normalized power, this average transmitted
power becomes
∑K
k=1 w
H
k wk.
In this paper we consider three types of beamforming
directions; MRT, ZF, and the optimal beamformers. For a given
set of SINR targets, {γk}, the minimum power required to
achieve those SINR values can be obtained by considering
the following problem
min
wk
∑
kw
H
k wk (4a)
hHk Qkhk − σ
2
k ≥ 0. (4b)
Since the problem in (4) can be directly transformed into a
convex problem, the resulting beamformers are optimal in
terms of the transmission power [8]. To obtain such beam-
formers, if we let νk denote the dual variable of the constraint
in (4b), then the dual variables {νk} should satisfy the fixed-
point equations [8]
ν−1k = h
H
k
(
I+
∑
j νjhjh
H
j
)−1
hk
(
1 + 1
γk
)
. (5)
From the KKT conditions, the beamforming directions can be
written as
wk =
(
νk
γk
hkh
H
k −
∑
j 6=k
νjhjh
H
j
)
wk, (6)
Accordingly, by solving the fixed-point equations in (5), we
obtain the dual variables {νk} by which we can solve the eigen
equations in (6) to obtain the beamforming directions. The K
unknown amplitude squares βk = ‖wk‖
2 are calculated from
the K linear equations that are derived from the fact that at
optimality all the constraints in (4b) hold with equality [8].
If we define β = [β1, β2, ..., βK ]
T , σ2 = [σ21 , σ
2
2 , ..., σ
2
K ]
T ,
and the matrix A such that [A]ii = |h
H
i ui|
2/γi, and [A]ij =
−|hHi uj |
2, ∀i 6= j, then the set of linear equations can be
written as
Aβ = σ2, (7)
resulting in β = A−1σ2.
The beamformer of user k can be obtained by normalizing
hk in the MRT case, from the kth column of H(H
HH)−1 in
the ZF case, and optimally by solving (5) and (6) in the perfect
CSI case. The power loading for the three cases is done by
solving (7).
III. MATHEMATICAL FORMULAE
In this section we will review and derive some important
formulae that will be used in this paper.
A. Block matrix inversion [17]
We can partition a matrix into four blocks so that its inverse
is related to the blocks as follows(
A B
C D
)−1
=
(
A−1 +A−1BECA−1 −A−1BE
−ECA−1 E
)
,
(8)
where E = (D −CA−1B)−1. When we have the A−1 and
E blocks already computed, we can find the inverse for the
augmented matrix using matrix multiplications as shown above
without the need to actually do the inversion.
The other case that is useful in this paper is when we
have the matrix inversion of the augmented matrix and we
want to obtain A−1 from the already computed blocks. In
this case we realize that A−1 = (A−1 + A−1BECA−1) −
(A−1BE)E−1(ECA−1), where all the required blocks (writ-
ten in parenthesis) are already computed. While these relation-
ships can be very useful, they only work on square matrices
for A and D.
B. Alternate way to update the matrix inversion
In this section, we will derive an alternate way to up-
date the matrix inverse directly. Assume that we calculated
G = H(HHH)−1; i.e., GHH = I. Now we will show how
to calculate GK−1 = H
†
K−1 given that we already calculated
G, where HK−1 is equal to H, but with the last column
removed. We know that each column of G is orthogonal to all
the columns ofH except the corresponding column. Let us call
the jth column of G by gj and the kth column of H by hk.
The new jth column in GK−1 should also be orthogonal to all
the columns in HK−1 except the jth column and is no more
required to be orthogonal to the Kth eliminated column. The
component in the direction of hk, but not in the space of other
hj , j 6= K is gK . Accordingly, the general form of the new jth
column is gˆj = agj + bgK , where a and b are constants. We
can check that this general form is orthogonal to all the remain-
ing columns in HK−1 except for the corresponding column
j; i.e., hHi (agj + bgK) = ah
H
i gj + bh
H
i gK = 0, ∀i 6= j,K .
Now to find the constants a, b in gˆj , we can formulate that
problem as
min
a,b
‖agj + bgK‖ (9a)
s.t. (agj + bgK)
Hhj = 1. (9b)
Note that obtaining the vector of the minimum norm that
satisfies gˆHj hj = 1 is the same as maximizing the inner
product between gˆj and hj under a constraint on the norm
of gˆj . In both cases, the resulting constants a and b minimize
the angle between both vectors. Accordingly, gˆj provides the
maximum inner product and zero-interference to the other
users, which is what a ZF direction does. Since gHK , and hj
are orthogonal, the equality constraint is reduced to a = 1
and we are left with the unconstraint minimization problem
‖gj + bgK‖ which can be easily solved to get b = −
g
H
Kgj
g
H
K
gK
.
This operation is done for each vector gˆj , ∀j 6= K .
Now for the other possible situation. Assume that we
calculated G = H(HHH)−1 and want to calculate GK+1 =
TABLE 1
REQUIRED MODIFICATIONS FOR THE BEAMFORMING DIRECTIONS
MRT directions ZF directions Optimal directions
User out NC C C
User in NC C C
γ change NC NC C
TABLE 2
REQUIRED MODIFICATIONS FOR THE POWER LOADING
MRT PL ZF PL Optimal PL
User out C NC C
User in C NC C
γ change C NC C
H
†
K+1, where HK+1 is the matrix HK concatenated with
an extra column hK+1. If we let gˆj denote the jth col-
umn of the matrix GK+1, then we can obtain gˆK+1 as
gˆK+1 = c(hK+1 − H(H
HH)−1HHhK+1), where c is a
scalar chosen such that gˆHK+1hK+1 = 1. This is true as the
matrix H(HHH)−1HH projects hK+1 on its subspace, and
the subtraction ensures that gˆK+1 is now orthogonal to the
space of H. We can simplify that to
gˆK+1 = c(hK+1 −GH
HhK+1).
Now to obtain gˆj , we remove component from gj in the
direction of gˆK+1 so that gˆj is orthogonal to the new vector
hK+1. (Note that gj is already orthogonal to the other channel
vectors except fot the jth one.) If we let gˆj = gj + bgˆK+1,
then hHK+1gˆj = 0 results in b = −(h
H
K+1gj/h
H
K+1gˆK+1).
Accordingly,
gˆj = gj − (h
H
K+1gj/h
H
K+1gˆK+1)gˆK+1.
This operation is done for each vector gˆj, ∀j 6= K .
C. Matrix inversion rank-one update [19]
If we already computed A−1, then a rank-one update on
this inverse, (A+ vvH)−1, can be written as
(A+ vvH)−1 = A−1 −A−1vvHA−1/(1 + vHA−1v).
D. Required modifications
In this section, we table the required modifications for each
of the possible cases under test. We use here no change (NC)
or change (C) to indicate whether a major modification is
required or not. In Table 1 we summarize the modifications
for each beamforming direction, and in Table 2 we summarize
those for the power loading (PL) for each of the possible cases
under test.
IV. CHANGES IN BEAMFORMING DIRECTIONS
Since the MRT beamformers for user k are independent of
other users and the SINR targets, we will focus on the ZF and
the optimal beamformers.
A. ZF beamforming
The directions of the ZF beamforming can be obtained
by normalizing the columns of the matrix H(HHH)−1. We
can apply the modifications using two approaches. We can
update the square matrix inversion (HHH)−1 by using the
formulae in (III-A), then obtain the beamforming directions
by multiplying with the new channel matrix. When a user
enters the system whose channel is hK+1, so that the channel
matrix is HK+1, then H
H
K+1HK+1 can be partitioned as
shown in (III-A) such that A = HHKHK , the matrices
B = CH = HHKhK+1 are now vectors, and E = h
H
K+1hK+1
is a scalar. Accordingly, given the inversion of A, we can find
(HHK+1HK+1)
−1 using computations in the order of O(K2).
After that, the multiplications in HK+1(H
H
K+1HK+1)
−1 will
cost O(NtK
2) operations. This approach was presented in
[16]. We can derive an analogous steps for the case of a user
leaving the system, resulting of a similar computational cost
of O(NtK
2).
As we have shown, using the mathematical relationships
in (III-A) provides an exact update for the ZF beamforming.
However, this method requires the knowledge of (HHH)−1.
While the storage of such a matrix can be simple as its
dimensions are only K × K , there are recent researches on
how to obtain an approximate ZF directions using a truncated
polynomial expansion approach to reduce the computational
complexity; e.g., [20]. In that case, the matrix inversion is not
available. Instead, the ZF directions can be directly updated
using the formulae in (III-B) which only require the beam-
forming directions. The computational cost for both cases of a
user entering or leaving is only O(NtK). Accordingly, using
(III-B) provides the same update with lower computational
cost, in addition to relaxing the memory requirements.
B. Optimal beamforming
The exact solution of the optimal beamformers requires
solving the problem in (4) whenever any change happens.
However, we will show here very efficient approximations of
almost negligible degradation in performance to update the
beamforming directions.
When a user (K) enters the system, we start by finding the
value of νK that satisfies (5). Since νK enters linearly in the
matrix inversion, it can be efficiently updated using (III-C).
That results in
νK = γK/h
H
K
(
I+
∑
j 6=K νjhjh
H
j
)−1
hK . (10)
Since (5) is in the form of a fixed-point equation, to obtain
the optimum values we have to iterate on the different νj
till convergence. However, we terminate at that step and use
the previously calculated νj and the new νK to obtain the
beamforming vectors from (6). The reason behind that choice
is that when the number of antennas is large and the channels
become more orthogonal to each other, the values of νj are
less effected by the new user and can provide beamformers that
are quite close to the optimal performance. Since the matrix
inversion (I +
∑
j 6=K νjhjh
H
j )
−1 is already available, the
computational cost for obtaining νK is O(N
2
t ). We also need
to update the matrix inversion to obtain (I+
∑
j νjhjh
H
j )
−1
using (III-C) which also requires O(N2t ). In [21], the authors
used the fact that when the channels are almost orthogonal,
then the terms
∑
j 6=K νjhjh
H
j can be treated as an eigen
decomposition, and that reduces (10) to
νK ≈ γK/h
H
KhK . (11)
The approximation in (11) requires O(Nt) operations instead
of O(N2t ). This reduction is significant in massive MISO
systems where the value of Nt is typically large.
When a user exits the system, we simply set its correspond-
ing νK to zero, and, using arguments similar to above, we will
not update the other νj’s. Another way to look at this is to
consider the user of a zero-rate; γK = 0. Then using (10)
or (11) we obtain νK = 0. Accordingly, no computations are
involved in this case.
When a user has a new SINR target γˆK , we modify that
user’s νK , denoted νˆK , such that the equation in (5) holds.
Using Section III-C, we can evaluate νˆK using
νˆK = γˆk/h
H
k (I+
∑
j 6=K νjhjh
H
j )
−1hk − γˆkνk.
Again, we will not update the other νj’s. The approximation
corresponding to (11) will result in νˆK ≈ γˆK/h
H
KhK .
After we update the set of {νk}, we evaluate the beamform-
ing directions from (6). Since the matrices that require the
eigen decomposition are already factorized, the beamforming
directions can be efficiently evaluated using power iterations
in O(NtK
2) operations.
V. CHANGES IN POWER LOADING
Once we modify the beamforming directions, we have to
formulate the matrix A to obtain the power loading from (7).
Since in the ZF case, the matrix A is diagonal, the power
loading for each user is decoupled from the other users and
can be obtained directly as βk = γkσ
2
k/|h
H
k uk|
2. Accordingly,
we will focus on the power loading of MRT and the optimal
case only.
A. MRT power loading
Since the MRT directions are the same for any change,
the entries of the matrix A of the current users will remain
unchanged. When we have an SINR change for user K ,
then only the entry (K,K) will change in matrix A and the
inversion can be updated using the rank-one update procedure
in (III-C). The cost of that update is O(K2). When a user
enters/exits the system, the matrix A would have an extra/less
column and row. In this case, the matrix update can be done
using the formulae in (III-A), where the blocks B and C will
correspond to vectors and blockD is a scalar, which simplifies
the computations. A similar cost of O(K2) is required.
B. Optimal power loading
In general, the directions of uj are modified when any
change happens in the system. Accordingly, the matrix A
needs to be recalculated and inverted to obtain the power
loading. The matrix inversion requires O(K3) operations and
calculating the matrix entries requires O(NtK
2) operations.
VI. SIMULATION RESULTS
In this section, we will focus on the optimal beamformers
to show how efficient the proposed approximations are. For
the ZF and MRT beamformers, the proposed modifications
result in exactly the original beamformers and power loading.
Accordingly, there is no performance loss.
To illustrate the performance of the proposed algorithms
we consider a system consisting of a BS that has Nt antennas
and serves K single-antenna users. The users are uniformly
distributed in a circle of radius 0.75km around the BS, and
the BS height is 25m. We assume a large scale fading model
described with a path-loss exponent of 3.52 and log-normal
shadow fading with 8dB standard deviation. The small scale
fading is modelled using the standard i.i.d. Rayleigh model.
We assume that each user has a signal sensitivity of -90dBm,
and we will consider this power as the noise power.
We consider the cases of a user entering the system, user
leaving the system and an SINR change for a certain user.
For a given K , we assume that we have the beamformer
design for K − 1 users, then the Kth user enters the system
for the “user-in” case. For the “user-out” case, we assume
that we have the beamformer designs for the K users, then
user K leaves the system to have a reduced system of
K − 1 users only. For the γ change case, we assume that
the SINR of user K increases such that γˆK = γK + 2. The
main difference between the approximations of the optimal
algorithm is how to obtain νj . The exact value is obtained
using (5), one approximation is by using (10), and a simpler
approximation using (11). To compare between the exact and
the approximated algorithms, we plot the resulting average
transmitted power versus the required SINR target γk for two
different scenarios. In Fig. 1, we plot for Nt = 8 and K = 4,
and in Fig. 2 we plot for Nt = 64 and K = 32. As we can see,
the suggested approximations are quite effective even for a low
number of antennas. We also plotted the ZF beamforming as a
reference. As expected, the optimal algorithm performs better
than the ZF, the “user-out” case requires less power than the
“user-in” case for accommodating the extra user, and the “γ
change” case requires the most power due to the higher SINR
requirement of user K . The negligible performance loss in
terms of slightly higher power (only in the case of the optimal
algorithms) suggests that the proposed beamforming updates
can be quite effective in the beamforming field.
VII. CONCLUSION
In this paper we addressed the problem of modifying the
designed beamformers when the system changes. We investi-
gated three beamforming designs; maximum ratio transmission
(MRT), zero-forcing (ZF), and the optimal beamformers. We
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Fig. 1. Average transmitted power versus the SINR target for K = 4 users
and Nt = 8 antennas.
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Fig. 2. Average transmitted power versus the SINR target for K = 32 users
and Nt = 64 antennas.
examined the cases in which a user enters or leaves the
system and the case of an SINR change. We explained the
required modifications in terms of beamforming directions
and the power loading for each case. For the MRT and ZF
case, we showed that we can modify the system to have
the exact performance of a complete new design. We derived
mathematical relationships that reduced the amount of com-
putations required to update the ZF directions. In the optimal
beamforming case, we provided efficient approximations that
incurred almost no performance degradation. The reductions
in computational complexities are shown to be significant.
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