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Quantum memory is an important component in the long-distance quantum communication sys-
tem based on the quantum repeater protocol. To outperform the direct transmission of photons
with quantum repeaters, it is crucial to develop quantum memories with high fidelity, high efficiency
and a long storage time. Here, we achieve a storage efficiency of 92.0(1.5)% for a coherent optical
memory based on the electromagnetically induced transparency (EIT) scheme in optically dense cold
atomic media. We also obtain a useful time-bandwidth product of 1200, considering only storage
where the retrieval efficiency remains above 50%. Both are the best record to date in all kinds of
the schemes for the realization of optical memory. Our work significantly advances the pursuit of a
high-performance optical memory and should have important applications in quantum information
science.
Quantum memory is a device that can store and then
retrieve a quantum state on demand[1]. It is an impor-
tant building block in quantum communication[1–3] and
quantum computation[4]. Parameters for evaluating the
performance of a quantum memory include the fidelity,
efficiency, storage time, capacity and bandwidth[1]. In
the past few years, significant progress has been made in
improving these performance parameters[5–11]. In this
work, we focus our discussion on the efficiency. Quan-
tum memory with a high efficiency is crucial in many ap-
plications, such as quantum network[12], many-photon
synchronization[13], and the quantum repeater for long-
distance cryptography[2, 3]. Taking quantum repeater as
an example, an increase of 1% in efficiency may decrease
the entanglement distribution time by 7-18%, depending
on the protocol[1, 3]. This highlights the importance to
achieve a high efficiency.
The memory efficiency is determined both by tech-
nical losses and the storage efficiency (SE), defined by
the ratio of the energy of the stored-and-retrieval pulse
to that of input pulse in the absence of gain or other
added noise. SE evaluates the intrinsic efficiency of a
memory, which depends on the storage mechanism and
the media property. Many memory protocols have been
proposed and implemented, including off-resonant Ra-
man interactions[11], atomic frequency combs (AFC)[14,
15], gradient echo[6, 7], and electromagnetically induced
transparency (EIT)[16–24]. Under the demonstration of
quantum storage, some impressive storage efficiencies at-
tained are 87% using the gradient echo in warm atomic
vapors[7] and 69% in solid-state medium[25], and 68%
using EIT with cold atoms[26]. In the regime of classical
storage, a SE of 78%[23] and 76%[24] have been achieved
using EIT in cold atoms and solid-state medium, respec-
tively. In this work, we report a SE of 92.0(1.5)% using
EIT with cold atoms in the classical storage.
Since a high SE is crucial in memory applications, it
is essential to explore what mechanisms limit one from
getting a high SE. A high optical depth (OD, denoted as
D) and a low ground-state decoherence rate (γ21) for the
media are the basic requirements to obtain a high SE for
EIT-based memory[27, 28]. However, at high ODs, some
nonlinear optical effects may become significant to induce
complications. For example, the off-resonant excitation
of the control field on a nearby excited state causes a
multiphoton decay channel[29, 30], and induces a control-
intensity-dependent γ21 which leads to a degraded SE.
By choosing D1-line to implement the EIT, we resolve
this problem and reach a high SE which is impossible to
obtain with the D2-line system[23]. At high ODs, the
off-resonant excitation of the control field on the probe
transition induces the four-wave mixing (FWM) [31–35]
which leads to a probe gain and a degradation in memory
fidelity[34]. Among the stable alkalis, cesium has the
largest ratio of the ground-state hyperfine splitting to
the excited-state spontaneous decay rate which favors a
minimal FWM effect[34]. In addition, one can reduce
the FWM by slightly misaligning the beams to break the
phase matching condition.
Based on these, we have achieved a SE of 92.0(1.5)%
with an experimental check on FWM gain of <3%. This
SE is the best record to date in all kinds of memory
scheme. Although our experiment were done with coher-
ent probe pulses containing ∼ 30000 photons, the result
could be extended to the quantum regime[17, 18, 21, 22,
36]. In a memory application, the time-bandwidth prod-
uct (TBP), defined as the ratio of the storage time at
50% SE to the FWHM input pulse duration (Tp), is an-
2other crucial figure of merit which evaluates how many
operations a memory can provide. We have achieved a
record-high TBP of 1200. Compared to[23], we use a
shorter Tp of 200 ns that favor this product. Another
advantage of using a shorter Tp is that the SE is less
susceptible to the reduction by a finite γ21. The simulta-
neous high SE and TBP is important in memory-based
applications such as many-photon synchronization[13].
EIT-based memory relies on the slow light effect or the
dark-state polariton which is a coherent superposition of
the optical field and the collective atomic excitation. By
adiabatically ramping the control field off and on, the op-
tical component can be coherently converted into atomic
component and stored inside the media until being re-
trieved as an optical field[16]. The overall SE η depends
on three factors, denoted as ηtran, ηcomp and ηstored, such
that η = ηtranηcompηstored[37]. ηtran is the transmission
of a slow light pulse. ηcomp indicates the fraction of a
probe pulse that is compressed into the medium during
storing. ηstored indicates the remaining efficiency after a
given storage time. For a large enough OD (see[37]) and
a short storage time, both ηcomp and ηstored can be close
to one and ηtran dominates the SE.
Based on Maxwell-Bloch equations, one can show that
the transmission of a Gaussian probe pulse with an in-
tensity FWHM width of Tp is [37, 38],
ηtran =
e−2γ21Td√
1 + 32ln2 γ31Γ
ζ2
D
=
e−2γ21Td√
1 + ( 4ln2Tp∆ωEIT )
2
, (1)
where ∆ωEIT ∼=
√
ln2
2
Ω2c√
Dγ31Γ
is the FWHM EIT band-
width, Ωc is the Rabi frequency of the control field,
Td ∼=
DΓ
Ω2c
is the group delay, ζ ≡ TdTp , γ31 is the decay rate
of the optical coherence ρ31, and Γ is the spontaneous de-
cay rate, which is 2pi×4.575(5.234)MHz for cesium 6P1/2
(6P3/2) state[39]. Eq.(1) indicates that ηtran is limited
by the finite γ21 and the finite EIT bandwidth. A small
γ21 and a large OD are two key parameters to obtain a
high SE at a fixed ζ. To keep ζ fixed at a given Tp for a
larger OD, one has to increase the Ωc. In the ideal case
with γ21 = 0 and γ31 = Γ/2, ηtran approaches unity with
the scaling law ηtran = 1−
40
D . Here, we assume ζ = 2.7
such that ηcomp >0.99[37]. In Refs.[27, 28], the authors
describe an optimal method in which the probe waveform
is optimized to maximize the SE. Compared to the case
of a Gaussian waveform, this method gains a significant
improvement in SE at moderate ODs but gains a little
at high ODs. A similar scaling law was derived[28].
We utilize a magneto-optical trap of cesium in addition
to many techniques to obtain cold atomic medium with
ODs of up to ∼1000[40]. Many efforts are made to reduce
the decoherence rate (γ21) to 10
−4Γ level. The linewidth
of the beatnote of the control and probe lasers is kept to
less than 10 Hz by injection locking both lasers to a mas-
ter laser. The linewidth of the master laser is measured
to be less than 100 kHz by the delayed self-heterodyne
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FIG. 1: (a) and (b): Relevant energy levels and laser ex-
citations for the D2 and D1 EIT scheme, respectively. (c)
Schematic experimental setup. AOM: acousto-optic modula-
tor; APD: avalanche photodetector; B: block; BS: beam split-
ter; FC: fiber coupler; FM: flip mirror; L: lens; M: mirror;
MM fiber: multimode fiber; PD: photodetector; PM fiber:
polarization-maintaining fiber; PMT: photomultiplier tube.
method[41]. The overall dc and ac stray magnetic fields
are reduced to 5 mG level. The control and probe beams
are copropagating with an angle θ of < 10 to reduce the
decoherence due to atomic motions[42, 43]. Under such
a condition, leakage of the control light into the detec-
tor for probe detection becomes an issue. A series of
arrangements including a window with a black dot, some
irises, an etalon filter (Quantaser FPE001) and a multi-
mode fiber are used to obtain a 73 dB isolation of the
control power (Fig. 1(c)). We also use the beatnote in-
terferometer to check the coherence property of the slow
and stored pulses[44]. More details are shown in[37].
We implemented the EIT-based memories with both
cesium D2 and D1 lines with the level schemes shown
in Fig.1 (a) and (b). The population is mainly pre-
pared in the |F = 3,m = 3〉 Zeeman state by the op-
tical pumping[40]. With σ+-polarized control and probe
fields, the EIT system mainly involves three Zeeman sub-
levels. However, the control field can off-resonantly cou-
ple to the nearby |2〉 → |4〉 transition in the D2 scheme.
This coupling induces an additional channel for multipho-
ton loss[23], which is called the N-type photon switching
effect[29, 30]. It introduces a Ωc-dependent γ21 and lim-
its the SE at high ODs[23]. Instead, the D1 scheme is
free from such a complication because there is no any
nearby excited state. To illustrate this effect, we take
EIT spectra for various control intensities at a given OD
for both schemes. A significant difference in the degree
of transparency at EIT resonances is observed between
the two schemes[37]. The transparency is only up to 70%
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FIG. 2: (a) γ21 and (b)AC Stark shift versus the control power
for both D1 and D2 EIT schemes. The insets are the y-scale
zoom of the D1 data. In (a), the blue line is a calculation with
γ21 = γ0+
(
√
48/7Ωc)
2
4δ2s
γ41, where γ0 = 0.0001Γ, γ41 = 0.8Γ. In
(b), the red (blue) line is a linear fit to the D1 (D2) data. The
slope is positive (negative) for the D1 (D2) system because
the control field causes an AC Stark shift on state |1〉 (|2〉)
due to the red-detuned, off-resonant excitation of the probe
(|2〉 → |4〉) transition.
for the D2 scheme but is almost 100% for the D1 scheme.
By fitting the spectra to the corresponding lineshape, the
decoherence rate γ21 can be obtained[37]. Fig. 2(a) de-
picts γ21 versus the control power for both schemes. As
expected, γ21 for the D2 scheme are much larger than
those of D1 scheme and scales linearly with the control
power. Therefore, D1 scheme is a better choice and we
focus our study on this scheme. The off-resonant cou-
pling of the control field also causes an ac Stark shift, as
shown in Fig. 2(b). More details are shown in[37].
Fig. 3(a) depicts a representative EIT spectrum of
the D1 scheme. In this case, the fitting parameters
{D, Ωc, γ21, δc, γ31} are {822(53), 7.41(4)Γ, 0.0004(4)Γ,
-0.012(6)Γ, 1.07(12)Γ}, respectively. Quantities in the
brackets are 2σ standard deviations. These parameters
are determined by the joint fitting of both EIT spectrum
and the slow light trace[37]. We found that the obtained
γ31 ≃ 0.7Γ at low OD and increases as OD increases[37].
The deviation from the ideal case of 0.5Γ for γ31 may
due to the finite laser linewidth and laser frequency fluc-
tuations. The spectral broadening as OD increases may
due to the cooperative effect by resonant dipole-dipole
interactions[45], which certainly deserves a further study
but is not the focus of this work. Fig. 3(b) depicts one
representative dataset of the input, slow and stored-and-
retrieved probe pulses taken under the same condition as
that of Fig. 3(a). The efficiency of the slowed and stored
pulse is 92.0(1.4)% 91.2(1.1)%, respectively. The purple
line in Fig. 3(b) is a calculated slow light trace with the
experimentally determined parameters. Fig. 3(c) depicts
the representative beatnote data for the input, slow, and
stored-and-retrieved pulses. Fig. 3(d)-(e) show parts (50
ns duration) of the data around the peaks of the three
traces. Quantitatively, the classical fidelities which char-
acterize the resemblance of the electric field of the slow
or retrieved pulse to the input one[23, 46] are 98.1% and
93.1%, respectively. This reflects that phase coherences
are well preserved for both the slow and retrieved pulses.
From Eq.(1), it is evident that if ζ = TdTp is kept as
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FIG. 3: (a) A representative EIT spectrum. The red line
in a fitting curve. (b) Blue, green and red traces are the
input, slow, and stored-and-retrieval pulse, respectively. The
dashed black trace is the control intensity. The purple line is
a calculated slow light curve. (c) The representative beatnote
data.(d),(e),(f) Parts of the beatnote data around the peaks
of the three pulses in (c).
a constant for a given D, then the denominator is a
constant and the numerator exponentially approaches 1
when Tp is approaching zero. Thus, one gains SE for
a shorter Tp. To keep ζ constant when decreasing Tp,
one has to increase the control intensity since Td =
DΓ
Ω2c
.
Experimentally, one is limited by the available control
power when choosing a shortest Tp, which is ∼200 ns
in our case. Fig. 4(a) depicts the slow light transmis-
sion versus Tp for an OD of 340 with ζ = 2.3 ± 0.06.
The calculation of Eq.(1) with parameters {ζ, γ31, γ21}
of {2.3, 0.8Γ, 0.0002Γ} fits the data well.
Next, we address SE versus storage time. Reduction
of the stray magnetic field and a small θ are two keys to
prolonging the storage time[42]. Fig. 4(b) shows the SE
versus storage time with an OD of 550 at θ = 0.50. The
TBP at 50% SE is 1200, which is the largest record to
date[7]. This value can be even larger if Tp is shorter,
which requires a higher control intensity to keep ζ fixed.
In Fig. 4(c), we plot the expected TBP at 50% SE with
the results of Fig. 4(a) and a coherence time τ of 325 µs.
If Tp is 20 ns for an OD of 1000, the required Ωc is 24Γ
and the TBP could be increased by a factor of 10.
Fig. 4(d) depicts the SE versus OD for the D1 system
(circle). We keep ζ as a constant (∼ 2.7±0.05) for all
ODs by varying the control intensity. The solid line is a
calculation of Eq.(1) with γ21 = 0.0001Γ. From Eq.(1),
it is evident that the SE approaches an asymptote value
of e−2γ21Td in the high OD limit. Quantitatively, if γ21
increases from 10−4Γ by a factor of 10 or 100 with Tp =
200ns, the asymptotic SE decreases from 90.7% to 88.2%
or 66.7%, respectively. This highlights the importance to
achieve a low γ21. The highest achieved SE is 92.0(1.5)%,
as shown in Fig. 4(d). SE versus OD for the D2 scheme
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FIG. 4: (a) ηtran versus Tp for the D1 scheme. The blue line
is a calculation of Eq. (1) with parameters {ζ, γ31, γ21} of
{2.3, 0.8Γ, 0.0002Γ}, respectively. (b) SE versus storage time.
The blue line is a fit curve of Ae−t
2/τ2 with A=0.90 and τ =
325µs. (c) TBP at 50% SE for the results in (a) and with τ =
325µs. (d) SE versus OD for the D1 (circle) and D2 (square)
schemes. The line for the D1 scheme is a calculation based on
Eq.(1) with parameters {Tp, ζ, γ21} of {207 ns, 2.7, 0.0001Γ},
respectively. The line for the D2 scheme is a calculation of
Eq.(1) with parameters {Tp, ζ} of {207 ns, 2.7} and γ21=γ0+
(48/7)Ω2c
4δ2s
γ41, where γ0=0.0005Γ and δs=2pi×251.09 MHz. The
relation between γ31 (or γ41) and OD is mentioned in[37].
are also shown (rectangle). SE peaks at 65% with an OD
around 121 and goes down at larger ODs. The calculation
based on Eq.(1) with a Ωc-dependent decoherence rate
agrees well with the data[37].
In the level scheme depicted in Fig.1(b), the off-
resonant coupling of the control field on the probe tran-
sition can induce a FWM process[32, 33]. The classi-
cal behaviors of the FWM have been well studied[31–
33]. Its effect in the quantum regime has been studied
theoretically[34] and partially tested[47]. Noise photon
due to FWM, which exponentially grows with the param-
eter x = DΓ/δhf , is detrimental to quantum memories,
where δhf is the hyperfine splitting of the ground states.
To reduce the FWM, it is better to choose a system which
has a larger δhf/Γ[34]. Among the stable alkali, cesium
has the most favorable value.
To evaluate the FWM effect, we first perform a semi-
classical calculation of the probe gain[31, 33, 35, 37]. A
larger gain indicates a more reduction of the fidelity[34].
Fig. 5(a) depicts a numerical calculation of the probe
transmission versus OD for Tp=200 ns and ζ=2.7 un-
der perfect phase matching condition. The red and blue
traces indicate the transmission with and without the
presence of FWM. Inset shows the ratio of the two traces,
indicating the FWM gain versus OD. Even at an OD of
1000, the gain is only up to 0.9%. We also perform a
steady-state calculation of the FWM gain including the
phase miss-matching[35, 37]. Fig. 5(b) depicts the FWM
gain versus the probe detuning for D=1000, Ωc = 6.72Γ,
γ21 = 0.0002Γ and θ = 0
0, where θ is the angle between
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FIG. 5: (a) Numerical calculations of ηtran versus OD
with(red circle) and without(blue cross) the presence of
FWM. Perfect phase matching is assumed and Tp is 200 ns.
Ωc is adjusted for each OD to keep ζ=2.7. Inset shows the
ratio of those two traces, reflecting the FWM gain versus
OD. The results in (b)-(c) are based on the steady-state cal-
culation including the phase miss-matching. The parame-
ters {D,Ωc, γ21} are {1000,6.72Γ,0.0002Γ}, respectively. (b)
FWM gain versus δp at θ = 0
0. (c) Probe transmission versus
θ for δp= 0.04Γ. (d) Peak probe transmission versus the pump
detuning for an OD of 603. The pump power is half of the
control power. The blue solid curve is a numerical calculation
with D = 600, θ = 0.50,Ωc = 6.2Γ, and γ21 = 0.0005Γ.
control and probe beams. The maximum FWM gain is
∼1.5%, occurred at δp = 0.04Γ. Fig. 5(c) depicts the
probe transmission versus θ for δp = 0.04Γ. For θ ≥ 0.5
0,
the FWM can be greatly suppressed because the phase
matching condition is not satisfied. This provides an use-
ful way to reduce the complications of FWM in quantum
memory applications.
The FWM gain of ∼(1-2)% is within the uncertainty
of the transmission determination and is thus difficult to
be identified experimentally. Therefore, we design an ex-
periment to allow a quantitative evaluation of the FWM
gain. We add another pump beam overlapping with the
control beam. Its detuning relative to the probe transi-
tion can be tuned such that we could obtain a measurable
FWM gain at a smaller detuning and study how it varies
with the detuning. At a detuning of 9.192 GHz, the role
of the pump is the same as the control beam. Thus, the
FWM gain introduced by the control field can be esti-
mated experimentally. Fig.5(d) depicts such a measure-
ment with an OD of ∼600 and a pump power equal to
half of the control power. The blue curve is a correspond-
ing numerical calculation with θ = 0.50,Ωc = 6.2Γ. At a
detuning of 9.192 GHz, the FWM gain due to the pump
is . 0.6%. Scaled to the case with an OD of 816 for a SE
of 92%, the estimated FWM gain is < 3%. This provides
an experimental support that FWM gain is negligible in
our experiment. More details are described in[37].
In summary, we achieve a high-efficiency 92(1.5)%
EIT-based optical memory with an almost negligible
FWM effect (< 3%). We expect this result could be
5extended to regime of quantum storage[17, 18, 21, 22,
26, 36]. Together with long storage times[8], EIT-based
quantum memory could potentially realize some impor-
tant applications[1–3, 12, 13] in quantum information sci-
ence.
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Slow light transmission in a three-level Λ-type system
In a Λ-type three-level system, the classical probe field (with frequency ωp and Rabi frequency Ωp) drives the ground
state |1〉 to the excited state |3〉, and the classical control field (with frequency ωc and Rabi frequency Ωc) drives
another ground state |2〉 to |3〉, where the Rabi frequencies Ωp(c) = −~d13(23) · ~Ep(c)/~ are assumed to be real. The
transition frequencies from state |1〉 and |2〉 to |3〉 are denoted as ω31 and ω32, respectively. Under the rotating-wave
approximation and in the interaction picture, the Hamiltonian can be expressed as

0 0 −~Ωp2
0 −~δ2 −~Ωc2
−~Ωp2 −~Ωc2 −~δp

 , (S1)
where δp(c) = ωp(c) − ω31(32) is the probe (control) detuning and δ2 = δp − δc is the two-photon detuning. The
relaxation terms for the density matrix are denoted as,

Γ31σ33 −γ12σ12 −γ13σ13
−γ21σ21 Γ32σ33 −γ23σ23
−γ31σ31 −γ32σ32 −Γσ33

 , (S2)
with Γ = Γ31 + Γ32. Under the weak probe assumption (Ωp << Ωc), the relevant first-order optical Bloch equations
(OBEs) are,
dσ31
dt
= (iδp − γ31)σ31 + i
2
Ωcσ21 +
i
2
Ωp, (S3)
dσ21
dt
= (iδ2 − γ21)σ21 + i
2
Ωcσ31. (S4)
Under the slowly-varying envelope approximation, the Maxwell equation for the probe field is,
∂Ωp
∂z
+
1
c
∂Ωp
∂t
= i
DΓ
2L
σ31, (S5)
where D is the optical depth of the atomic media and L is the media length. Since Ωp << Ωc, one can treat Ωc as
a constant. Taking the Fourier transform on the two atomic coherences (σ31 and σ21) and the probe Rabi frequency
Ωp to frequency domain, e.g. R31 = 1/
√
2π
∫∞
−∞ σ31e
iωtdt, the OBEs and Maxwell equation read as follows:
− iωR31 = (iδp − γ31)R31 + i
2
ΩcR21 +
i
2
Wp, (S6)
− iωR21 = (iδ2 − γ21)R21 + i
2
ΩcR31, (S7)
∂Wp
∂z
− iω
c
Wp = i
DΓ
2L
R31. (S8)
By solving Eqs.(S6) and (S7), one obtains the expression for R31,
R31(ω, z) =
−[i(ω + δ2)− γ21]iWp(ω, z)/2
[i(ω + δp)− γ31][i(ω + δ2)− γ21] + Ω2c/4
. (S9)
Putting this into Eq.(S8) and integrating over z, one obtains the solution of Wp(ω, z),
Wp(ω, z) =Wp(ω, 0)exp[
iωz
c
+
DzΓ
4L
i(ω + δ2)− γ21
[i(ω + δp)− γ31][i(ω + δ2)− γ21] + Ω2c/4
]. (S10)
2The steady-state EIT transmission spectrum can be obtained by setting ω = 0 and z = L in Eq.(S10), which is
T (δp) = Exp{DΓ
2
Re(
i(δp − δc)− γ21
(iδp − γ31)(i(δp − δc)− γ21) + Ω
2
c
4
)}, (S11)
where Re() stands for the real part of the expression inside the bracket. From Eq.(S11) with δc = 0, one can show
that the FWHM frequency width of the EIT transmission spectrum is,
∆ωEIT ∼=
√
ln2
2
Ω2c√
Dγ31Γ
, (S12)
where we assume Ωc >> ∆ωEIT and Ωc >> 4γ31γ21. We assume the input probe pulse is a Gaussian waveform with
an intensity FWHM duration of Tp, i.e.
Ωp(t, z = 0) = Ωp0exp(−2ln2 t
2
T 2p
). (S13)
The Fourier transform of the input probe pulse can be calculated to be,
Wp(ω, z = 0) =
Ωp0Tp√
4ln2
exp(−ω
2T 2p
8ln2
). (S14)
Putting Eq.(S14) into Eq.(S10) and taking the inverse Fourier transform, one obtains the solution of the probe pulse
after passing through an EIT media as,
Ωp(t, z = L) =
1√
2π
Ωp0Tp√
4ln2
∫ ∞
−∞
dωexp{−iωt− ω
2T 2p
8ln2
+
iωL
c
+
(i(ω + δ2)− γ21)DΓ
4(i(ω + δp)− γ31)(i(ω + δ2)− γ21) + Ω2c
}. (S15)
The output probe pulse with arbitrary parameters can be numerically calculated by this relation. Under the special
case with δp = 0 = δc, one can expand the EIT media response function f(ω) = i
DΓ
2
R31
Wp
with respect to ω as follows,
f(ω) =
(iω − γ21)DΓ
4(iω − γ31)(iω − γ21) + Ω2c
, (S16)
=
−γ21DΓ
Ω2c + 4γ21γ31
+ i
DΓ(Ω2c − 4γ221)
(Ω2c + 4γ21γ31)
2
ω − 4DΓ(γ31Ω
2
c + 2γ
2
31γ21 − 4γ321)
(Ω2c + 4γ21γ31)
3
ω2 + O(ω3) (S17)
∼= −γ21DΓ
Ω2c
+ i
DΓ
Ω2c
ω − 4Dγ31Γ
Ω4c
ω2 +O(ω3), (S18)
where it is assumed that Ω2c >> 4γ21γ31. If we keep the dispersion relation up to the ω
2 term, Eq.(S15) can be
analytically integrated to become,
Ωp(t, z = L) =
Ωp0
β
exp(−γ21DΓ
Ω2c
)exp[−2ln2( t− Td
βTp
)2], (S19)
where we have defined
β =
√
1 +
32ln2DΓγ31
T 2pΩ
4
c
(S20)
Td =
L
vg
=
L
c
+
DΓ
Ω2c
. (S21)
From Eq.(S19), it is evident to see that the amplitude of the slow light pulse decreases by a factor of β times a factor
due to the finite ground-state decoherence rate and its duration broadens by a factor of β. If the group velocity
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FIG. S1: ηcomp versus ζ for the case with κ = 1.1 and D=100.
vg << c, then the group delay Td ∼= DΓΩ2c . Integrating Eq.(S19) over the time, one can obtain the slow light energy
transmission as follows:
T =
exp(−2γ21Td)
β
=
exp(−2γ21Td)√
1 + 32ln2 γ31Γ
ζ2
D
, (S22)
where ζ ≡ Td/Tp. Combining this relation with Eq.(S12), one obtains,
T =
exp(−2γ21Td)√
1 + ( 4ln2
Tp∆ωEIT
)2
. (S23)
It is evident to see that the finite ground-state decoherence rate and the finite EIT transparent bandwidth are the
two limiting factors for the slow light transmission.
Efficiency due to cutoff of the pulse edges during storage
At time t = 0, the peak of a Gaussian probe pulse enters the media. At time t = tc, one turns off the control field
and stores the major part of the pulse inside the media. A small portion of the front edge of the pulse has passed
through the media, while a small portion of the rear edge has not yet arrived at the media. These two parts of pulse
cannot be stored into the media. The fractional energy being stored can be written as follows:
ηcomp = 1−
∫ tc
−∞Ω
2
p(z = 0, t)dt∫∞
−∞Ω
2
p(z = 0, t)dt
−
∫∞
tc
Ω2p(z = L, t)dt∫∞
−∞Ω
2
p(z = L, t)dt
. (S24)
Using Eqs. (S13) and (S19) and the definition of the error function, one obtains
ηcomp =
1
2
[erf(2
√
ln2κ) + erf(2
√
ln2
ζ − κ
β
)], (S25)
where κ = tc
Tp
, ζ = Td
Tp
. With a large enough OD, it is possible to find that with κ and ζ larger than a critical value
then ηcomp can be larger than 0.99. With a larger OD, the critical value for ζ at a given κ can be smaller. Fig. S2
shows an example for ηcomp versus ζ for κ=1.1 and OD=100. It can be seen that with a ζ &2.5, more than 99% of
the pulse energy could be stored into the medium.
Experimental setup and timing sequence
Our experiment is based on a vapor-cell two-dimensional magneto-optical trap (MOT) of cesium[S1]. The total
powers of the trapping and repumping beams after the single mode fiber are ∼ 350 and 50 mW, respectively. The
4diameters for both beams are ∼22 mm. We typically trap ∼ 5 × 109 atoms with a cigar-shaped cloud of dimensions
∼ 3 × 3 × 14 mm. The temperature of the atomic clouds is typically ∼150 µK, measured by the time of flight
method with absorption imgaging. To increase the optical depth, we have utilized temporally dark and magnetically
compressed MOT techniques, and both hyperfine-state and Zeeman-state optical pumping to prepare most population
in the Zeeman state |F = 3,m = 3〉[S2]. The reason for preparation of population in such a state is described in the
following.
In the D1-line EIT system (see Fig. 1(b) of the main text), if one prepares the population in the |F = 3,m = 3〉
ground state and chooses the same σ+-polarized light for both the control and probe beams, then the EIT system only
involves three states (|F = 3,m = 3〉, |F = 4,m = 3〉 and |F ′ = 4,m = 4〉) and the control beam is completely free
from the so-called photon switching effect[S3] since there is no any other nearby excited state the control beam can
off-resonantly couple to. It is thus free from the degradation of storage efficiency due to the control-power-dependent
decoherence rate. It should be noted that the probe drives the |F = 3,m = 3〉 → |F ′ = 4,m = 4〉 transition, which
has the largest Clebsch-Gordan coefficient in the D1 transition. Such a choice allows a largest OD for the probe
transition. If atoms are prepared in the |F = 4,m = 4〉 ground state, the involved three levels for the EIT system
could be |F = 3,m = 2〉, |F = 4,m = 4〉 and |F ′ = 3,m = 3〉 with probe driving the |F = 4,m = 4〉 → |F ′ = 3,m = 3〉
transition, since it has the same largest Clebsch-Gordan coefficient as the |F = 3,m = 3〉 → |F ′ = 4,m = 4〉 transition.
However, the control field can off-resonantly couple to |F = 3,m = 2〉 → |F ′ = 4,m = 3〉 transition and induce the
control-power-dependent decoherence rate. Therefore, preparing population in the |F = 3,m = 3〉 state and choosing
the energy-level scheme as in Fig. 1(b) is the best choice for implementing an EIT system in terms of maximizing the
probe OD and minimizing the Ωc-dependent decoherence rate.
To prepare most of the population in the F=3 ground state, the repumping beams are turned off 600 µs before
turning off the trapping beams. The EIT control beam are turned on after the repumping beams are turned off. One
additional depumping beam, which drives the |F = 4〉 → |F ′ = 4〉 transition of the D2 line, is also turned on at
the same timing as the control beam. The depumping beam has a power of ∼7 mW and a diameter of ∼ 10mm to
cover the whole atomic cloud. It is coupled into the horizontal trapping beams through one polarizing beam splitter.
The depumping beam is used to help the hyperfine-state optical pumping to the F=3 ground state. The depumping
beam is off during the slow light experiment. To diagnose the efficiency of preparing population into the F=3 ground
state, we apply one probe pulse which drives the |F = 4〉 → |F ′ = 4〉 transition of the D2 line. If there is still some
fractions of population remaining in the F=4 ground state after the hyperfine pumping stage, part of the front edge
of this probe pulse should be absorbed due to the optical pumping effect[S4]. The absorbed area is proportional to
the population in the F=4 ground state. As a comparison, we also apply the same probe pulse but without hyperfine
pumping at all such that almost all population are in the F=4 ground state. From the ratio of the two absorbed area,
we can determine the efficiency of the hyperfine optical pumping. At an optical depth around 816, we found that
more than 99% of the population are being pumped to the F=3 ground state.
The Zeeman optical pumping beam drives the |F = 3〉 → |F ′ = 2〉 transition of the D2 line. The power of the
Zeeman pumping beam is up to 45 mW and its diameter is 5 mm. It is nearly circularly polarized. It intersects with
the EIT probe beam by about ∼ 40 to induce both σ+ and π transitions with the Zeeman state |F = 3,m = 3〉 being
the only dark state[S5]. It is typically turned on for 20 µs before the slow light experiment. We have observed a
gradual degradation of the effectiveness of the Zeeman optical pumping as OD increases, possibly due to the effect of
radiation trapping. We have performed microwave spectroscopy to diagnose the population distribution among the
Zeeman sublevels after the optical pumping. A magnetic field of 360 mG is applied along the propagation direction
of the probe beam to split the Zeeman sublevels. The microwave signal is amplified to 2.5 W and sent through a
horn antenna. After Zeeman optical pumping, a microwave pulse with a duration of 70 µs is applied to pump the
population in the F=3 ground hyperfine state to the F=4 ground state. The frequency of the MOT laser is tuned
to resonance and is turned on for 50 µs. The fluorescence signal is collected and measured by a CCD camera. By
scanning the microwave frequency through 9.192 GHz, the whole spectrum with 15 peaks is obtained. Considering
the oscillator strength of different microwave transition[S6], the Zeeman population can be determined. Fig. S1(a)
and (b) shows the spectrum without and with Zeeman optical pumping, respectively with an OD of 580. In this case,
we estimate that the population in the |F = 3,m = 3〉 state is ∼ (74± 3)%. For the maximum OD of 816 in Fig.4(d)
of the main text, the population in the |F = 3,m = 3〉 state is ∼ (67± 4)%.
Two master lasers are locked to cesium saturation absorption spectrometer at D1 and D2 line, respectively. The D1
and D2 control laser are injection locked by the corresponding master laser. Part of each master light passes through
a fiber electro-optic modulator (EOM) operated around 9 GHz and its +1 sideband injection-lock the D1 and D2
probe laser, respectively. It is important to injection lock the control laser with the light directly from the master
laser, instead of using the sideband after passing through the fiber EOM. For the later arrangement, the control laser
may contain a small fraction in energy at the same frequency as the carrier frequency. Because the control power is
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FIG. S2: (a) and (b): Representative microwave spectrum without and with Zeeman optical pumping, respectively. The optical
depth is 580(45) in this case. The measured population in the F = 3,m = 3〉 is ∼ (74± 3)% for (b).
relatively strong and the frequency of the unwanted spectral component is close to the probe transition, even a small
fraction of contamination in the control laser may introduce a four-wave mixing gain in the probe and lead to an
incorrect determination of the storage efficiency. Some acousto-optic modulators (AOMs) are used for power switching
and frequency shifting such that the frequencies of the control beams are on the |F = 4〉 → |F ′ = 4〉 transition and
that of the probe beams are on the |F = 3〉 → |F ′ = 4〉 transition of the D1 and D2 line, respectively. With the
injection locking technique and good frequency stabilities for the AOM and EOM drivers, the FWHM linewidth of
the beatnote between the control and probe lasers is measured to be 10 Hz, limited by the resolution bandwidth of
the spectrum analyzer. The good mutual coherence between the control and probe lasers is one of the key to obtain
a small ground-state decoherence rate.
The linewidth of the master laser also plays an important role in obtaining a high SE. During the early operations
of the experiment, we used a 895 nm homemade external cavity diode laser (ECDL) as the D1-line master laser.
The laser linewidths were observed to drift within the range of 200 kHz to 3 MHz in a few minutes time scale. The
linewidth is measured by the delayed self-heterodyne method[S7]. The long-term laser frequency fluctuations may also
contribute to the overall laser linewidth since the data averaging takes about 34 s. From the frequency measurement
of the probe laser by a wavelength meter (HighFinesse WS7), we estimate that the laser central frequency fluctuation
is ∼1 MHz. Both the short-term linewidth and long-term fluctuations contribute to the overall laser linewidth. At an
OD of ∼ 300, the SE can vary up to 6% within that observed linewidth range. The variation in SE is consistent with
Eq. (1) if one includes the laser linewidth (ΓL) into the decoherence rate γ31 =
Γ+ΓL
2 . During the later operations,
we have replaced the 895 nm master laser by a commercial one (Toptica DL pro), whose linewidth is checked to be
less 100 kHz during the whole operation. Our 852-nm master laser is a home-made ECDL. Its linewidth is measured
to be less than 1 MHz.
The experiment runs at a periodic manner with the slow and stored light measurements taken at 1.5 ms after
the quadrupole magnetic field of the MOT has been turned off to reduce the ground-state decoherence rate due
to the inhomogeneity of the magnetic field. Some electronics are used to reduce the e−1 turn-off time to 200 µs.
We avoid to put metallic components near the cell region to minimize the induced eddy currents. Three pairs of
magnetic compensation coils are used to minimize the stray magnetic field. Optimization of the stray magnetic field
compensation is performed by iteratively fine tuning of the currents through the compensation coils and prolonging
the storage time. To reduce the ac magnetic noises due to the 60 Hz power line, the measurement is synchronized to
it and is run at a 7.5 Hz repetition rate.
When taking the EIT spectrum, the probe pulses of square waveform with a 100-µs duration are applied. The probe
power at 35-40 µs after being turned on are measured to determine the probe transmission in order to obtain the
steady-state response. By varying the probe frequency through a double-passed AOM and repeating the measurement,
the EIT spectrum is obtained.
We also utilize the beatnote interferometer[S8, S9] to check the coherence property of the slow and stored-and-
retrieved pulses. In the beatnote measurement, a continuous reference beam, red-detuned by 200 MHz relative to
6the probe transition, is spatially combined with the probe pulse at one beam splitter and sent through the atomic
cloud (Fig.1 (c) of the main text). The light is directed into an avalanche photodetector (Hamamastu C5658, 1 GHz
bandwidth) without passing through the etalon filter. The other part of light at the beam splitter is detected by
another photodetector (NewFocus 1801, 125 MHz bandwidth). This beat signal is served as a phase reference and is
used to trigger the oscilloscope. The beatnote signal of Fig. 3 (c) of the main text is measured this way.
Determination of the experimental parameters
The experimental parameters are determined by the joint fitting of EIT spectra and slow light traces. By assuming
a different value of γ31 and fitting the EIT spectrum to Eq. (S11), one observes that the parameters that could
be uniquely determined by the spectral fitting are Ωc, δc, Dγ21, and Dγ31. With the obtained Ωc, the group delay
Eq.(S21), the pulse broadening factor Eq.(S20), and the transmission efficiency of the slow light Eq.(S22), one can
completely determine the parameters D, γ21, and γ31. Once these three parameters are determined by the slow
light properties, one can check the consistencies with the Dγ31 determined by the spectral fitting. The observed
discrepancies of Dγ31 are typically within ±15%, which are acceptable. The parameters Dγ21 determined by EIT
spectral fitting are not reliable, especially for the data of D1 system, since the EIT peak transmission are all around
unity. For the parameter γ21, we rely on that determined by the slow light trace. The data shown in Fig. 4(d)
of the main text are determined in this way. By performing a polynomial fit to power of two for the determined
γ31 as a function of OD, the relation is γ31 = (0.70 + 4.20 × 10−5D + 4.87 × 10−7D2)Γ for the D1 system and
γ31=γ41=(0.70 + 3.90× 10−4D + 1.47 × 10−6D2)Γ for the D2 system. We assume γ41 is the same as γ31 in the D2
system. We notice that γ31 increases as OD increases. We speculate that this spectral broadening may due to the
cooperative effect by the resonant dipole-dipole interactions[S10]. Our theoretical model does not include such an
interaction but its effect is effectively incorporated through the variation in γ31 with OD. The role of cooperative
effect in EIT certainly deserves a further study but is not the focus of this work. For smaller ODs, the determined
γ31 approaches to ∼ 0.7Γ. The reason may due to the overall laser linewidth including the short-term laser linewidth
and laser frequency fluctuations during the locked condition. As an independent check, we also take the two-level
absorption spectrum of the probe. The OD is kept small (∼1) such that the maximum absorption is not complete zero
(∼0.3-0.4). Thus, the spectral linewidthγ31 can be directly fitted from the spectra without ambiguity. The obtained
γ31 is 0.74±0.03Γ, consistent with what mentioned above.
Filtering optics of the control beam
We have kept the angle θ = 0.50 between the control and probe beams to reduce the decoherence effect due to the
atomic motions. With such a small angle, the leakage of the strong control beam into the PMT for probe detection
become an issue. Many arrangements are used to minimize this leakage. First, the control beam is kept well collimated
and the probe beam is focused around the atomic cloud. The e−2 diameter for the control beam is 1.1 mm and the
e−2 diameter of the probe beam is ∼100 µm. After passing through the cell, there is a lens to make the probe beam
collimated but to focus the control beam. Around the focal point of the control beam, a window with a small black
dot of diameter 300µm is used to reduce the control beam leakage by ∼38 dB. The probe beam propagates around 6.9
m and pass through two iris before it arrives at a temperature-stabilized etalon filter(Quantaser FPE001). The etalon
reduces the control leakage by 35 dB and its maximum transmission is 58%. The probe output after the etalon is
coupled into a multimode fiber and detected by a PMT (Hamamatsu R636-10). The probe transmission efficiency of
the cell window, window with a black dot, and fiber coupling are 95%, 82%, and 80%, respectively. The probe beam
propagates in ambient environment for ∼7 m and we have observed ∼ 13% loss due to the possible water absorption
loss around 894.6 nm[S11]. The overall collection efficiency of the probe beam after these filtering components is 31%.
Slow light transmission in a N-type four-level system
Considering the off-resonant excitation of the control field from the state |2〉 to an additional excited state |4〉 as
that shown in Fig.1 (a), the level scheme is a N -type four-level system in which the control field also acting as the role
of the switching field which off-resonantly drives |2〉 → |4〉 transition[S3]. In the N -type system, the probe field has
one additional loss channel due to the multi-photon process from state |1〉 → |3〉 → |2〉 → |4〉 and then spontaneous
7decay. The Rabi frequency of the switching field is Ωs = ǫΩc, where ǫ is the ratio of the Clebsch-Gordan coefficient
of the switching transition to that of the control transition. In the level scheme of Fig.1(a), ǫ is
√
48/7.
Similar to the procedures before, one can write down the frequency-domain first-order perturbative OBEs as,
− iωR31 = (iδp − γ31)R31 + iΩc
2
R21 +
i
2
Wp, (S26)
− iωR21 = (iδ2 − γ21)R21 + iΩc
2
R31 +
iΩs
2
R41, (S27)
− iωR41 = (iδ3 − γ41)R41 + iΩs
2
R21, (S28)
where the three-photon detuning δ3 = δp − δc + δs and δs = ωs − ω42. By solving Eqs.(S26)-(S28), one obtains,
R31 = − iWp
2
[i(ω + δ2)− γ21][i(ω + δ3)− γ41] + Ω2s/4
[i(ω + δp)− γ31]{[i(ω + δ2)− γ21][i(ω + δ3)− γ41] + Ω2s/4}+ [i(ω + δ3)− γ41]Ω2c/4
(S29)
Putting it into Eq. (S8) and setting ω = 0, one obtains the steady-state spectrum for the N-type four-level system
as,
T (δp) = Exp{DΓ
2
Re(
(iδ2 − γ21)(iδ3 − γ41) + Ω2s/4
(iδp − γ31)[(iδ2 − γ21)(iδ3 − γ41) + Ω2s/4] + (iδ3 − γ41)Ω2c/4
)} (S30)
By dividing both the numerator and denominator in Eq.(S29) by i(ω + δ3) − γ41 and comparing the result with
Eq.(S9) of the three-level system, one finds that it has the same form as R31 in the Λ-type system except that in the
denominator and numerator the term iδ2 − γ21 is modified to
iδ2 − γ21 + Ω
2
s
4(iδ3 − γ41) = i[δ2 −
Ω2sδ3
4(δ23 + γ
2
41)
]− [γ21 + Ω
2
sγ41
4(δ23 + γ
2
41)
]. (S31)
In the case with δc = 0 and in the limit δs >> δp and δs >> γ41, R31 of the N-type system is similar to that
of Λ-type system with the effective two-photon detuning and effective ground-state decoherence rate replaced by the
relations,
δ2,eff ∼= δ2 − Ω
2
s
4δs
, (S32)
γ21,eff ∼= γ21 + Ω
2
sγ41
4δ2s
. (S33)
The physical meaning of these two relations are clear. Due to the off-resonant coupling of the control field on the
transition |2〉 → |4〉, it introduces an ac Stark shift (∼ − Ω2s4δ3 ) on state |2〉 and an additional decoherence rate (
Ω2sγ41
4δ2s
)
on γ21 due to the optical excitation and the spontaneous decay. However, one should be aware that the previous
approximation of R31 is only valid with δp << δs. To be more precisely, we fit the EIT spectra of D2 line to
the complete lineshape, i.e. Eq.(S30), to determine the parameters γ21, D and Ωc. Putting Eqs. (S29) and (S14)
into Eq.(S8), one can numerically calculate the output pulse after passing through a N -type media with arbitrary
parameters.
Fig. S3 shows some representative EIT spectra for both D1 and D2 schemes. Two trends are clearly seen. First,
the degrees of transparency in the EIT transparent peaks for the D1 scheme are much higher than those in the D2
scheme. Second, the EIT transparent peaks for the D2 scheme have clear shifts when the control intensities are
stronger. The shifts for the D1 spectra are very small even for the strongest control intensity. The reason for these
two trends is the same. In the D2 scheme, the off-resonant excitation of the control field in the |2〉 → |4〉 transition
is much stronger due to a relatively small detuning δs of 251.0916 MHz. From the fitting of the D1 EIT spectra to
Eq. (S11), the parameters {D,Ωc, γ21, δc} can be determined. The EIT resonance shift is represented by the fitting
parameter δc. For the D2 spectra, we still fit the spectra to Eq. (S11) first just to get the parameter δc for resonance
shifts. We then fit the same spectra to Eq. (S30) to determine the parameters {D,Ωc, γ21} by setting δc=0. The
systematic variations of γ21 and resonance shift versus the control power are shown in Fig. 2 of the main text. The
theoretical line of γ21 for the D2 line shown in Fig. 2 is calculated by Eq. (S33).
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FIG. S3: Some representative EIT spectra for the D2 ((a) to (c)) and D1 ((d) to (f)) schemes. The red lines in (a)(b),and (c)
are the fitting curves to Eq. (S30) with γ31=γ41=0.80Γ. The fitting parameters {D, γ21,Ωc} for (a) (b), and (c) are {203(12),
0.0006(2)Γ, 1.01(2)Γ}, {179(16), 0.0025(16)Γ, 2.81(6)Γ}, and {225(25), 0.011(4)Γ, 4.10(8)Γ}, respectively. The red lines in (d)
to (f) are the fitting curves to Eq. (S11) with γ31=0.82Γ. The fitting parameters {D, γ21, δc,Ωc} are {351(10), 0.00024(7)Γ,
0.0075(8)Γ, 2.05(2)Γ}, {399(13), 0.00039(53)Γ, 0.043(6)Γ, 7.31(6)Γ}, and {479(25), 0.0010(8)Γ, 0.086(11)Γ, 10.01(11)Γ}, re-
spectively. The quantities in the brackets are the 2σ standard deviation of the fitting parameters.
Semi-classical calculation of the four-wave mixing
For the energy level illustrated in Fig. 1(b) of the main text, the off-resonant excitation of the control field on the
probe transition can act as a pumping field and induces a four-wave mixing (FWM) process through absorbing the
pump photons, emitting the Stoke photons, absorbing the control photons and emitting the probe photons. FWM
induces a probe gain and introduces quantum noise which reduces the fidelity of a quantum memory based on EIT
scheme. A better way to evaluate the effect of the FWM on EIT-based memory would be through calculation of the
fidelity based on the Bloch-Langevin and Maxwell equations[S12]. However, this calculation is very involved. Since
the reduction in the fidelity is monotonically proportional to the probe gain[S12], we use the semi-classical Bloch-
Maxwell equations to calculate the FWM probe gain to evaluate the effect of the FWM in our system. We perform the
calculation both in the steady-state and pulse regime. For the pulse calculation, the complete optical Bloch equations
and the Maxwell equation are numerically calculated under the assumption of perfect phase matching. The calculated
FWM gain can be considered as an upper bound of the experimental results. Fig. 5(a) in the main context is based
on this calculation. For the steady-state calculation, the analytic expressions are obtained under the weak probe and
idler perturbation. The phase miss-matching is also considered for evaluation of the dependence of the FWM gain
on the probe detuning and its intersection angle with the control beam (θ)[S13]. The calculation is similar to that in
[S13], but we relieve the assumption that the Rabi frequencies for the control field on the two transitions it drives are
the same. Figs. 5(b) and (c) in the main text are calculated using the steady state formula described in this section.
Although our energy level scheme involves three levels only, a four-level model is used to facilitate our calculation.
In the limit of far pump detuning (which is valid in our case with a detuning of ∼9.2 GHz, the basic equations for the
three and four level model are the same, except for a difference in the ac-Stark shift which plays a minor role[S12]. The
energy levels and notations follow that in [S13]. However, it should be noted that the definition of the probe detuning
δp in [S13] (and this section) differ by a negative sign to the main text and other sections in this supplementary
material. Including the time dependence, the Hamiltonian of the system is

0 0 −~Ω
∗
p
2 e
iωpt −~Ω∗d2 eiωct
0 ~ω21 −~Ω
∗
c
2 e
iωct −~Ω∗i2 eiωit
−~Ωp2 e−iωpt −~Ωc2 e−iωct ~ω31 0
−~Ωd2 e−iωct −~Ωi2 e−iωit 0 ~ω41

 . (S34)
To incorporate the phase-matching issue, the position dependent phase factor should be included in the Rabi frequen-
9cies, e.g. Ωp should be replaced by Ωpe
i ~kp·~r and so on. However, for clarity of notation, we will do that after the
solution of the density matrix elements is reached. Considering the unitary transformation
T =


1 0 0 0
0 ei(ωp−ωc)t 0 0
0 0 eiωpt 0
0 0 0 eiωct

 , (S35)
the Hamiltonian in the new basis is H ′ = THT † + i~dT
dt
T †. To completely eliminate the explicit time independence
in the Hamiltonian, the frequencies of the control, probe and idler need to satisfy
2ωc = ωp + ωi, (S36)
which is the energy conversation condition of the FWM process. The Hamiltonian in the new basis then becomes
H = ~


0 0 −Ω
∗
p
2 −
Ω∗d
2
0 −δ2 −Ω
∗
c
2 −
Ω∗i
2
−Ωp2 −Ωc2 −δp 0
−Ωd2 −Ωi2 0 −δd

 . (S37)
The evolution equations for the density matrix elements are,
˙σ11 =
i
2
(Ω∗pσ31 +Ω
∗
dσ41 − Ωpσ13 − Ωdσ14) + Γ31σ33 + Γ41σ44, (S38)
˙σ22 =
i
2
(Ω∗cσ32 +Ω
∗
i σ42 − Ωcσ23 − Ωiσ24) + Γ32σ33 + Γ42σ44, (S39)
˙σ33 =
i
2
(Ωpσ13 +Ωcσ23 − Ω∗pσ31 − Ω∗cσ32)− Γ3σ33, (S40)
˙σ44 =
i
2
(Ωdσ14 +Ωiσ24 − Ω∗dσ41 − Ω∗i σ42)− Γ4σ44, (S41)
˙σ21 = ξ21σ21 +
i
2
(Ω∗cσ31 +Ω
∗
i σ41 − Ωpσ23 − Ωdσ24), (S42)
˙σ31 = ξ31σ31 +
i
2
[Ωp(σ11 − σ33) + Ωcσ21 − Ωdσ34], (S43)
˙σ32 = ξ32σ32 +
i
2
[Ωpσ12 +Ωc(σ22 − σ33)− Ωiσ34], (S44)
˙σ41 = ξ41σ41 +
i
2
[Ωd(σ11 − σ44) + Ωiσ21 − Ωpσ43], (S45)
˙σ42 = ξ42σ42 +
i
2
[Ωi(σ22 − σ44) + Ωdσ12 − Ωcσ43], (S46)
˙σ43 = ξ43σ43 +
i
2
(Ωdσ13 +Ωiσ23 − Ω∗pσ41 − Ω∗cσ42), (S47)
(S48)
where ξ21 = i(δp − δc)− γ21 = iδ2 − γ21, ξ31 = iδp − γ31, ξ32 = iδc − γ32, ξ41 = iδd − γ41, ξ42 = i(δd − δ2)− γ42, ξ43 =
i(δd − δp) − γ43,Γ3 = Γ31 + Γ32,Γ4 = Γ41 + Γ42. We consider the weak probe and idler perturbation and calculate
the steady-state solution. To the zero order (i.e. Ωp = 0 = Ωi), the solutions of the density matrix elements
σ12, σ13, σ24, σ43 and their transpose are zero, because there are no laser fields to create their coherences. By solving
the two coherence evolution equations for σ32 and σ41 and the four population equations, in addition to the population
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conservation law, on obtains the steady-state solution for the zero-order populations, which are
σ
(0)
11 =
Γ42
Γ31
(1 + 2Γ3|ξ32|
2
γ32|Ωc|2 )
2(1 + Γ42Γ31 +
Γ42Γ3|ξ32|2
Γ31γ32|Ωc|2 +
Γ4|ξ41|2
γ41|Ωd|2 )
, (S49)
σ
(0)
22 =
1 + 2Γ4|ξ41|
2
γ41|Ωd|2
2(1 + Γ42Γ31 +
Γ42Γ3|ξ32|2
Γ31γ32|Ωc|2 +
Γ4|ξ41|2
γ41|Ωd|2 )
, (S50)
σ
(0)
33 =
Γ42
Γ31
2(1 + Γ42Γ31 +
Γ42Γ3|ξ32|2
Γ31γ32|Ωc|2 +
Γ4|ξ41|2
γ41|Ωd|2 )
, (S51)
σ
(0)
44 =
1
2(1 + Γ42Γ31 +
Γ42Γ3|ξ32|2
Γ31γ32|Ωc|2 +
Γ4|ξ41|2
γ41|Ωd|2 )
. (S52)
(S53)
Putting the zero-order solutions into the four first-order equations for the coherences, σ21, σ31, σ42, and σ43, one
obtains the steady-state, and first-order solutions of the two coherence terms, σ31 and σ42. Now, we restore the
position-dependent phase factors into the Rabi frequency. The relation between the atomic coherence and the slowly-
varying macroscopic polarization is
Pp(i) = 2nad31(42)σ31(42)e
−i ~kp(i)·~r, (S54)
where na is the atomic density. The slowly-varying polarizations can be written as
Pp = ε0χppEp + ε0χpiE
∗
i e
i(2 ~kc−~ki− ~kp)·~r, (S55)
Pi = ε0χiiEi + ε0χipE
∗
pe
i(2 ~kc− ~kp−~ki)·~r, (S56)
with the susceptibilites
χpp =
ina|d31|2
Dε0~
{ξ
∗
43ξ
∗
42 +
1
4 |Ωc|2(1− |ǫ|2)
ξ∗32
σ
(0)
22,33−[
ξ∗42ξ21ξ
∗
43
|Ω2c |/4
+(|ǫ|2ξ∗43+ξ21)]σ(0)11,33+|ǫ|2
ξ21ξ
∗
42 +
1
4 |Ωc|2(|ǫ|2 − 1)
ξ∗41
σ
(0)
11,44},
(S57)
χpi =
inad31d42ΩcΩd
ε0~|Ωc|2D {
ξ21ξ
∗
42 +
1
4 |Ωc|2(|ǫ|2 − 1)
ξ32
σ
(0)
22,33 + (ξ
∗
43 + ξ21)σ
(0)
22,44 +
ξ∗43ξ
∗
42
ξ41
σ
(0)
11,44}, (S58)
χii =
ina|d42|2ξ∗31
ε0~D
{|ǫ|2 4ξ43ξ
∗
31 + |Ωc|2(|ǫ|2 − 1)
ξ∗41ξ
∗
31
σ
(0)
11,44+
4ξ∗21ξ
∗
31 + |Ω2c |2(1− |ǫ|2)
4ξ∗32ξ
∗
31
σ
(0)
22,33−[
ξ∗21ξ43
|Ωc|2/4+
ξ43 + ξ
∗
21|ǫ|2
ξ∗31
]σ
(0)
22,44},
(S59)
χip =
inad31d42ξ
∗
31ΩcΩd
ε0~D|Ωc|2 {[
ξ43
ξ32
− |Ωc|
2(1− |ǫ|2)
4ξ32ξ∗31
]σ
(0)
22,33 +
ξ43 + ξ
∗
21
ξ∗31
σ
(0)
11,33 + [
ξ∗21
ξ41
− |Ωc|
2(|ǫ|2 − 1)
4ξ41ξ∗31
]σ
(0)
11,44}, , (S60)
D =
ξ31ξ
∗
42ξ21ξ
∗
43
|Ωc|2/4 + ξ
∗
43(ξ
∗
42 + |ǫ|2ξ31) + ξ21(ξ∗42|ǫ|2 + ξ31) +
1
4
(|ǫ|2 − 1)2, (S61)
where ǫ = Ωd/Ωc and in the scheme of Fig. 1(b) of the main text, ǫ = −
√
7 and σ
(0)
ii,jj = σ
(0)
jj − σ(0)ii (i = {1, 2}, j =
{3, 4}) is the population difference. For the beams nearly copropagating on the z-axis, the steady-state Maxwell
equations for the probe and idler fields are
∂Ep
∂z
=
ikp
2
χppEp +
ikp
2
χpie
i∆kzzE∗i , (S62)
∂Ei
∂z
=
iki
2
χiiEi +
iki
2
χipe
i∆kzzE∗p , (S63)
11
−4 −2 0 2 4 6
0
0.5
1
Detuning (MHz)
Tr
an
sm
is
si
on
−60 −40 −20 0 20 40 60
0
0.5
1
Detuning (MHz)
Tr
an
sm
is
si
on
−4 −2 0 2 4 6
0
0.5
1
Detuning (MHz)
Tr
an
sm
is
si
on
−4 −2 0 2 4 6
0
0.5
1
Detuning (MHz)
Tr
an
sm
is
si
on
−60 −40 −20 0 20 40 60
0
0.5
1
Detuning (MHz)
Tr
an
sm
is
si
on
−60 −40 −20 0 20 40 60
0
0.5
1
Detuning (MHz)
Tr
an
sm
is
si
on
−60 −40 −20 0 20 40 60
0
0.5
1
Detuning (MHz)
Tr
an
sm
is
si
on
−4 −2 0 2 4 6
0
0.5
1
Detuning (MHz)
Tr
an
sm
is
si
on
(g)
(a) (b)
(d)
(f)
(h)
(c)
(e)
FIG. S4: Some representative spectra for various pump detuning. The detunings are 1.5, 1.77, 4, and 9.192 GHz for (a),(c),(e),
and (f), respectively. The figures in the right column are the zoom-in for the central transparent peak of those in the left
column.
where ∆kz = 2nc ~kc − kpcosθ − kisinθ. The index of refraction for the control field nc is explicitly added since
the control field off-resonantly drives the probe transition with the major population located in state |1〉. We do
not consider the Maxwell equation for the control field. The index of refraction nc is calculated from the two-level
response[S13], i.e. nc =
√
χc ∼= 1 + χc/2 with
χc = −nad
2
41
ε0~
δd
δ2d + Γ
2
4/4
. (S64)
The coupled Maxwell equations for the probe and idler fields can be solved to be
Ep = Ep0exp(δaL)[cosh(ξL) +
a
ξ
sinh(ξL)], (S65)
E∗i = Ep0
aip
ξ
exp(δaL)sinh(ξL), (S66)
where apj =
ikp
2 χpj , aij =
iki
2 χij , j = {i, p} and a = (aii+ app− i∆kz)/2, δa = (app− aii+ i∆kz)/2, ξ =
√
a2 − apiaip.
The FWM probe gain can be calculated by Eq. (S65).
Experimental test of the four-wave mixing gain
Based on the theoretical calculation, the four-wave mixing gain of the probe due to the off-resonant excitation of
the control field on the probe transition is less than 2% even with an OD of up to 1000, as described in the main text.
Such a small gain is within the experimental uncertainty of the transmission determination of the slow light pulse or
the transmission of the steady-state EIT spectrum. However, such an estimation of FWM gain is solely based on the
theoretical calculation. To provide an experimental support of these calculations, we have performed an additional
experiment on the four-wave mixing gain of the probe. We add one pump beam which is coupled into the same fiber
for the control beam. Therefore, this pump beam completely overlaps with the control beam. For this pump beam,
its detuning relative to the probe transition is tunable. We could adjust its detuning to a small value such that the
FWM gain introduced by this pump beam is large and measurable. We then study the asymptotic behavior of the
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FWM gain versus its detuning. At the detuning of 9.192 GHz, the frequency of the pump field is the same as that of
the control field and its role is the same as the control field. This allows us to quantitatively estimate the FWM gain
due to the off-resonant excitation of the control field on the probe transition based on the experimental basis.
At an OD of 603 and an Ωc of 6.2 Γ corresponding to ζ=2.7 for the slow light, we measure the steady-state EIT
spectra for various pump detuning. The angle between the probe and control beam is 0.50. Under the presence of the
pump field, we found that the population can be optically pumped out of the system (e.g. to |F = 4,m = 4〉) such
that the OD may be smaller for a smaller pump detuning. To minimize such a population loss, we turn on the pump
beam only 3 µs before the probe beam is on. With such an arrangement, the population loss due to the pump beam
is kept less than 10% for a pump detuning of lager than 2 GHz.
Limited by the available power, the maximum power of the pump beam is 7.7 mW. This power is about half of the
control power when ζ is kept at 2.7 for an OD of 603, as in the case for Fig. 5(d) of the main text. Figure S4 shows
some representative spectra for various pump detuning. The left column shows the full range spectra while the right
column shows the zoom-in of the central transparent peaks. With the smaller pump detuning, the four-wave mixing
gains are clearly seen. The FWM gain is determined by the peak probe transmission to that without the presence
of the pump beam. With a pump detuning of 9.192 GHz, the FWM gain is . 0.6%, as shown in Fig. 5(d) of the
main text. Based on this result and the scaling law of FWM gain with OD and pump power, we estimate that the
FWM gain introduced by the control field at an OD of 816, as the maximum OD in Fig. 4(d), is within ∼ 3%. This
provides an experimental check of the effect of FWM in our experiment.
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