The coalescence phenomenon of drops in liquid/liquid systems is reviewed with particular focus on its technical relevance and application. Due to the complexity of coalescence, a comprehensive survey of the coalescence process and the numerous influencing factors is given. Subsequently, available experimental techniques with different levels of detail are summarized and compared. These techniques can be divided in simple settling tests for qualitative coalescence behavior investigations and gravity settler design, single-drop coalescence studies at flat interfaces as well as between droplets, and detailed film drainage analysis. To model the coalescence rate in liquid/liquid systems on a technical scale, the generic population balance framework is introduced. Additionally, different coalescence modeling approaches are reviewed with ascending level of detail from empirical correlations to comprehensive film drainage models and detailed computational fluid and particle dynamics.
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Introduction
The coalescence or confluence of drops or bubbles with one another or a continuous phase is a phenomenon that does affect technical applications but also influences everyday life. For example, without coalescence, rain drops would not flow together to runlets and puddles, but millions of drops would accumulate on the ground. As most of the chemicals used in industrial applications are liquids and gases, the technical relevance of coalescence for chemical and process engineering becomes apparent. In liquid/ liquid systems, (at least) two phases with a miscibility gap are dispersed in one another by an energy input to overcome the density difference and to, for example, increase the interfacial area and to enhance the mass and heat transfer processes. Those dispersed systems are an integral part of many technical applications (e.g. extraction, mixing, polymerization, emulsion formation, and multiphase reactors). In other cases or production steps, stabilized dispersions (or emulsions) have to be separated again. The rate-determining phenomenon in separation is solely the coalescence rate of the dispersed droplets with each other and with their continuous phase. The most relevant example is the separation of water-in-crude oil dispersions that are recovered from oil wells. The water has to be separated before the crude oil can be further processed in petroleum and chemical industries. However, coalescence is not always desired: for example, in cosmetic products, such as lotions and creams in which water and oil are finely dispersed, as well as in food and nutrition products, such as milk and margarine. In these cases, the stabilized dispersion is a demanded product quality; therefore, coalescence is significantly hindered by surface-active additives to prevent the separation into two continuous phases. Hence, the coalescence rate and probability may and often should vary significantly from application to application; consequently, its influencing parameters have to be understood. The drop size distribution in liquid/liquid dispersions determines the interfacial area and the sedimentation velocity during separation. Thus, it is an important process variable and determines a significant part of the overall process efficiency and product quality. In technical applications, drops typically do not appear monodisperse, but a droplet swarm with a certain spectrum of different drop sizes is formed by drop breakage and coalescence events. The polydisperse droplet swarm is characterized by the drop size distribution. To predict drop size distributions, the opposing phenomena of drop coalescence and breakage have to be understood and described properly. Although comprehensive scientific research identified a multitude of theoretical models describing both processes, the prediction of the drop size distribution is only possible with restrictions up to now. Consequently, excessive and expensive experimental investigations are still necessary at different scales of process development. For example, the design of extraction columns still requires pilot plants using a significant amount of (possibly toxic, hazardous, and/or valuable) original process liquids.
Scope
This work is focused on the droplet coalescence phenomenon in liquid/liquid systems. Concerning drop breakage, the reader is referred to other works (Lasheras et al. 2002 , Liao and Lucas 2009 , Ghotli et al. 2013 , Solsvik et al. 2013 , Nachtigall et al. 2015 . The review is written from the perspective of an engineer summarizing the complex physical interactions and how these findings are integrated in models describing technical apparatuses. It is divided in three parts. First, an overview of the fundamental steps of droplet coalescence and its influencing factors is given. In the second part, available experimental techniques with different levels of detail are summarized and compared. Additionally, major outcomes are presented. The last part reviews and discusses existing modeling approaches from empirical correlations to comprehensive film drainage models and detailed computational fluid and particle dynamics.
At the end of each part, short intermediate conclusions are given in which the authors summarize the main outcomes and evaluate the discussed aspects subjectively.
Coalescence in gas/liquid systems is not considered in detail in this review. Coalescence in gas/liquid systems is similar to coalescence in liquid/liquid systems but not equivalent: the dynamic viscosity of the gas phase is orders of magnitude lower (and thus negligible) and surfaceactive substances cannot be dissolved in gases. Therefore, the parameters of the liquid phase mostly influence the coalescence process and the gas/liquid coalescence can be regarded as a limiting case of liquid/liquid coalescence. However, the coalescence of gas bubbles in liquids is more similar to liquid/liquid coalescence than the coalescence of drops in gas continuous phase because the coalescence process is mainly determined by the viscous continuous phase. In case of drop coalescence in gas continuous phase, the coalescence event can be described successfully depending on the drop size ratio, Weber number, and collision angle (Bradley and Stow 1978 , Ashgriz and Poo 1990 , Orme 1997 , Qian and Law 1997 , Estrade et al. 1999 , Pan et al. 2009 ).
Early history
Coalescence itself is a highly complex phenomenon that has been investigated systematically since the first half of the 20th century but still is in the focus of recent research. Looking at the early beginnings of coalescence investigation, the first scientific description was made by Reynolds (1881) , who splashed water on ponds and observed droplets resting and floating on the water surface until confluence appeared. The drop floating effect was later reported again by Katalinic (1926) . Reynolds (1881) explained the floating of drops by the purity of the surface resulting in high interfacial tension. Prior to that, Reynolds (1875) already used colored drops to visualize the vortex ring evolving within the continuous phase after coalescence. The vortex rings were also described by Thomson and Newall (1885) . A phenomenological description of the film thinning (or drainage) above a bubble approaching the water surface, which is the most important step in the coalescence process, was given by Hardy (1925) . The first systematic investigations of drop and bubble rest times at a flat interface until coalescence occurred were performed by Rehbinder and Wenström (1930) and Rehbinder et al. (1930) , who also analyzed the adsorption and stabilizing effect of surface-active components. Mahajan (1933) investigated the thin film of continuous oil phase between water droplets. Wark and Cox (1935) reported interdrop coalescence in several stages (also known as partial coalescence). A detailed insight in the film thinning was reported by Derjaguin and Kussakov (1939) , who performed the first measurements of the film thickness during thinning at a plane interface. Derjaguin and Kussakov (1939) postulated that the thermodynamic properties within the thin film differ from those of the bulk phase and termed the corresponding difference disjoining pressure (Sheludko 1967) . The first mechanistic approach of coalescence was described by Lawrence and Mills (1954) , who applied the coagulation theory of Smoluchowski (1918) to oil-in-water emulsions (O/W). In the following decades, a huge number of publications can be found investigating coalescence phenomena in liquid/ liquid systems, which are discussed in this work.
Fundamentals of drop coalescence
Due to the complexity of coalescence, the fundamentals of the coalescence process and its numerous influencing factors are introduced in detail before experimental techniques and modeling approaches are discussed in the subsequent sections. First, the collision of two drops due to their relative velocity in different flow regimes is summarized. Subsequently, a comprehensive survey of the sequential steps during the collision of two drops is given, which can result in coalescence, agglomeration, or repulsion. Additionally, various parameters that influence the coalescence probability of two drops in contact are discussed.
Droplet collision
Before a coalescence of two droplets can occur, the drops have to collide and come into contact with each other. The collision between two droplets is induced by different drop velocities v compared to the surrounding continuous flow field, resulting in a relative velocity v rel between the droplets. The relative velocity is determined mainly by the main flow pattern of the dispersion and the settling (or rising) velocities of the individual drops. In technical applications, a broad variety of flow regimes can be found from stagnant continuous phase to fully turbulent flows (see Table 1 ); for example, in a gravity separator, a sedimentation zone with settling or rising droplets and a dense-packed zone of resting drops in the dispersion band can be found. The rise velocity of a settling drop can be calculated by a force balance around the droplet using the friction factor C D,S for single droplets (see Wegener et al. 2014 for details) or the friction factor C D,ϕ corrected by the disperse phase fraction ϕ for droplet swarms (see Barnea and Mizrahi 1973 , 1975a , Henschke et al. 2002 . The relative velocity between two droplets depends only on the drop sizes if velocity gradients of the continuous phase flow are neglected, otherwise complex interactions have to be considered as derived by Berman and Tamir   Table 1 : Relative velocities between two drops in technical applications in different flow regimes.
Flow regime Velocity Reference
Dense-packed zone v rel ≈0 Barnea and Mizrahi 1975b,c Gravity settling Barnea and Mizrahi 1973 , 1975a , Henschke et al. 2002 Viscous shear Chesters 1991 , Smoluchowski 1918 , Batchelor and Green 1972 Capture in larger turbulent eddy 1 2 rel (2003) . The relative velocity in the dense-packed zone is nearly zero, although the coalescence events induce fluctuations and movement in the dispersion band. The absolute velocity of the droplets is determined by the superficial velocity (or surface load) of the separator (Barnea and Mizrahi 1975b,c) . In viscous shear flow (e.g. pipe flow), the relative velocity is determined by the shear rate γ and a characteristic distance of the order of magnitude of one droplet diameter d. Drops following the confined streamlines of the external shear flow can only approach each other if the diameter of the smaller droplet is at least 15% of the bigger one (Smoluchowski 1918 , Batchelor and Green 1972 , Chesters 1991 . In turbulent flow regimes (e.g. stirred vessel, extraction column, pipe flow), drops are entrained in eddies larger than the drops itself; only eddies in the scale of the drops can cause a relative velocity between them. Thus, the relative velocity can be derived from the energy distribution theory of Kolmogorov (1941) in isotropic homogeneous turbulence (Batchelor 1951 , 1952 , Hinze 1955 , Kuboi et al. 1972a ,b, Coulaloglou and Tavlarides 1977 . If the drop sizes are much smaller than the energy dissipating eddies in the turbulent flow, the relative velocity can be calculated from the shear strain (or turbulent shear) rate within the smallest eddy (Saffman and Turner 1956 , Chesters 1991 , Liao and Lucas 2010 . A discussion of the typical forces and contact times of colliding particles in the mentioned flow regimes can be found in the work of Chesters (1991) . From these, the collision frequency ξ can be derived, which describes how often drops collide within the existent flow regime. Several models describing the collision frequency can be found in the works of Chesters (1991) and Liao and Lucas (2010) .
After a collision of two droplets, a coalescence of these may occur. This is determined by a coalescence probability (or efficiency) λ, which depends on complex droplet interactions and influencing parameters, as discussed in the following. Together with the collision frequency ξ, the coalescence probability λ yields the coalescence rate F in physical modeling approaches:
The coalescence rate describes how often drops coalesce within the existent flow.
Coalescence process
The collision between two droplets can subsequently result in coalescence, agglomeration, or repulsion of the drops. This process can be divided in several stages (Jeffreys and Davies 1971, Vijayan and Ponter 1974) The collision of a drop with a planar interface is the limiting case if one drop radius becomes infinity and thus, to some extent, comparable to the collision of two droplets with finite radius. Hence, early reports (Gillespie and Rideal 1956 , Charles and Mason 1960a ,b, Allan et al. 1961 , MacKay and Mason 1963a ,b, Jeffreys and Hawksley 1965a , Hartland 1967a ,b,c, 1969 mostly investigated droplet/ flat interface collisions due to simplicity of experimental set-up and observability (Scheele and Leng 1971) . To consider the collision of two unequally sized drops with diameter d 1 and d 2 (see Figure 1) , the equivalent diameter
is most widely used. It can be derived from the YoungLaplace equation (Princen 1969 , Butt et al. 2003 ) and indicates that the coalescence of a droplet of diameter d * with a flat interface should be equivalent to the coalescence of two equally sized drops of diameter 2d * (Chesters 1991) . A further discussion and detailed derivation of droplet interactions with unequal diameters can be found in the works of Yiantsios and Davis (1991) , Abid and Chesters (1994) , and Kamp et al. (2001) .
The possibly occurring interactions between deformable drops and bubbles on collision were discussed in detail by Danov et al. (1993) and Kralchevsky et al. (2008) . The mentioned stages of droplet collision are shown schematically in Figure 2 . A high-speed recording of coalescing drops is shown in Figure 3 . The discussed time spans may 
(t).
Adapted from Lee and Hodgson (1968) and Yiantsios and Davis (1991) . occasionally have different definitions in the referenced literature (especially the coalescence time); thus, the time spans are defined in the following description for this work.
I. Approach:
The droplets approach each other with a relative velocity (here, v rel = v 1 +v 2 ); however, the collision is not necessarily head-on as depicted here. By comparison of head-on and eccentric collisions, Borrell et al. (2004) found the film drainage process of frontal collisions being concordant with the drainage of eccentric collisions. Accordingly, we focus on the head-on collision in this scheme. The two droplets displace the continuous phase in front of them, which induces a frontal wave. At a certain separation distance s, the two frontal waves interact with each other, which would result in an increased displacement of continuous phase that is limited by viscous forces.
To counterbalance this, a deceleration and deformation of the droplets appears. Due to the deformation, a thin film of continuous phase is enclosed between the two droplets (see Figure 1 ; Hardy 1925 , Mahajan 1933 . Guido and Simeone (1998) and Tretheway et al. (1999) investigated the trajectories of colliding spheres and deformable droplets. From these investigations, it can be determined that the interaction of two equally sized drops begins at a center of mass distance of around three times the radius; thus, for unequally sized drops, the interaction distance yields: After drop deformation and film drainage, film rupture occurs 5.63 ms after visual contact on the left-hand side of the film, which lasts for about 0.1 ms. Thereby, a small droplet of continuous phase from the draining film is enclosed in the coalesced drop. The coalescence bridge is built and the drops confluence.
II. "Contact" and deformation:
The "contact" between the drops (and start of film drainage) was defined by Baldessari and Leal (2006) as the moment at which the undeformed droplets would touch each other; thus, the separation distance between the two centers of mass is equal to:
In optical observations, the continuous phase between the droplets becomes invisible in this moment and the drop surfaces seem to touch each other (Tretheway et al. 1999 , Villwock et al. 2014a . Driven by inertia force, the droplets tend to approach each other further and become more deformed.
III. Film drainage:
To minimize the film thickness h between the drops, the enclosed film with radius R d has to drain (see Figure 1 ). This flow is induced by the pressure drop from the middle of the film to the periphery of the droplets (Chappelear 1961) . A capillary pressure is caused within the enclosed film by a curvature of the drop interface. Together with the van der Waals component of the disjoining pressure the capillary pressure generates this pressure drop (Sheludko 1967) . This leads to an increase of the film thickness as one moves from the edge of the film to the center. The flow speed at the circular rim of the enclosed film is maximal and causes a decrease in static pressure, which converges the drop interfaces at this circular boundary additionally (Jones and Wilson 1978, Klaseboer et al. 2000) . Due to these complex interactions, the enclosed film has not a discoid but typically a lenticular shape, which is called a dimple (Charles and Mason 1960b , Allan et al. 1961 , MacKay and Mason 1963b , Princen 1963 , Jeffreys and Hawksley 1965b . However, the film drainage does not need to occur symmetrically: several investigations found that drainage is initially axisymmetric and might spontaneously develop asymmetric pattern (Hartland 1967b , Sheludko 1967 , Burrill and Woods 1973a ,b, Velev et al. 1995 , Zdravkov et al. 2006 . It is assumed that this asymmetry of drainage is associated with spatial variations of surfactants and locally mobile interfaces might occur (Burrill and Woods 1973a) . However, the mechanisms that trigger asymmetric film drainage are still the object of research.
If the kinetic energy of the two droplets becomes zero and the deformation reaches a maximum, the interfacial tension contracts the drops back to spherical shape, which moves the centers of mass apart from each other again. However, film drainage can still occur for a certain period of time. The time span from the "contact" of the droplets until the end of the film drainage is called film drainage time t drainage after which a minimal film thickness h min at the circular rim of the film is reached between the two droplet surfaces. Obviously, coalescence or agglomeration can only occur if the total contact time t contact of the two drops exceeds the drainage time t drainage . Otherwise, the collision ends in a repulsion of the droplets. The drainage time depends on many influencing factors (see Section 2.3) and thus has a broad variation from milliseconds (Scheele and Leng 1971, Sagert and Quinn 1978) over seconds (Vijayan and Ponter 1975) to infinity for stable emulsions (Carroll 1976, Davis and Smith 1976) . This is discussed in detail in the subsequent sections.
IVa. Coalescence:
To result in coalescence, the distance h between the two drop surfaces has to fall below a critical distance along the rim h crit (r,t) = h(R d ,t drainage ) at some point during the film drainage (Hardy 1925 , Mahajan 1933 , Charles and Mason 1960b . Below this critical distance h crit , the surfaces spontaneously confluence at one (or several) point(s) and a conjunction is built (de Vries 1958a , Charles and Mason 1960b , Aarts et al. 2005 , Zdravkov et al. 2006 , Aarts and Lekkerkerker 2008 . Gillespie and Rideal (1956) and Charles and Mason (1960a) proposed surface waves in the thin film to be responsible for the spontaneous film rupture (Vrij 1966 , Vrij et al. 1970 , which could be measured directly about 50 years later using laser scanning confocal microscopy by Aarts et al. (2004) . Although van der Waals attraction is assumed to be the main cause for the film break-up (Chen et al. 2004 ), Aarts et al. (Aarts et al. 2005, Aarts and Lekkerkerker 2008) found film rupture induced by thermal capillary waves in a system in which van der Waals forces are small. In contrast, Manica et al. (2008b) doubted that thermal or capillary fluctuations play a role in the coalescence process. Zdravkov et al. (2006) explained the instability of the film by the overlap of diffusive interfacial layers (diffusing molecules of disperse phase in the continuous phase), which is induced by Marangoni convection and surface waves. Although the distinct processes of film rupture are still in the focus of current research, it is quite evident that local interactions at small scale dominate the film rupture. Therefore, the moment and point at which film rupture occurs cannot be described explicitly, but stochastic approaches must be used (Radoev et al. 1983) . The values for the critical film rupture thickness h crit which can be found in the literature, differ from tens (de Vries 1958a, Scheludko et al. 1965 , Vrij 1966 , Burrill and Woods 1973a , Radoev et al. 1983 ) to hundreds of nanometers (Gillespie and Rideal 1956, Zdravkov et al. 2003) , whereas theoretical analyses predict a range of only few nanometers (Vrij 1966 , Chesters 1991 ). Reviews on thin films, including film rupture and flow inside the film, can be found in the works of de Vries (1958a,b,c,d ), Lee and Hodgson (1968) , and Clunie et al. (1971) . However, occasionally coalescence can be observed in the moment when the drops begin to separate again. In these cases, the pressure and flow conditions within the film change the interface curvature and cause an approach and rupture of the film at its center (Bremond et al. 2008) . From the conjunction of the disperse phases [little hole(s) in the film], the interfacial tension rapidly enlarges the link along the circular border of the film and expels the remaining film volume (film rupture time t rupture ; Charles and Mason 1960b , MacKay and Mason 1963b , Aarts et al. 2005 , Aryafar and Kavehpour 2006 , Zdravkov et al. 2006 , Aarts and Lekkerkerker 2008 . This is shown in a high-speed sequence in Figure 4 . The film rupture time t rupture varies from hundreds of microseconds to milliseconds (Aryafar and Kavehpour 2006 ) depending on the viscosities of both phases. If the conjunction of the surfaces along the circular border is faster than the expulsion of the film volume, the remaining continuous phase will be enclosed as droplet(s) inside the coalesced disperse phase (Charles and Mason 1960b) , which is also depicted in Figures 2 and 3 . When the drops are connected along the region where the film of continuous phase has been located before, a characteristic coalescence bridge is formed along which the drops confluence (de Vries 1958a , Scheludko et al. 1965 , Vrij 1966 , Radoev et al. 1983 , Chen et al. 2004 , Thoroddsen et al. 2005 . The interplay of inertia, viscous, and interfacial forces induces oscillations until the surface waves are dampened and the newly formed drop has a spherical shape. Coalescence time is mostly defined as the sum of drainage time and film rupture time t coalescence = t drainage +t rupture and thus the time interval from "contact" until start of confluence. In general, the drainage time is much larger than the film rupture time.
Defining an end of coalescence for this purpose is inaccurate due to the abating oscillations.
IVb. Agglomeration:
If the contact time t contact exceeds the drainage time t drainage but the critical distance h crit is not reached by the film drainage (h min > h crit ), the drops move apart returning into mostly spherical shape after the maximal deformation driven by the interfacial tension. Additionally, within the distance of some tens of nanometers, the disjoining pressure components -repulsive electrostatic force (Smoluchowski 1918 ) and attractive van der Waals force (Hamaker 1937 ) -gain significant influence. If outer flow patterns do not drift the droplets apart, a stable film is formed due to a local energy minimum in attractive and repulsive forces (de Vries 1958c , Sheludko 1967 ) and the droplets agglomerate according to the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory Landau 1941, Verwey and Overbeek 1948 ; see also Section 2.3 for an explanation of the DLVO theory).
IVc. Repulsion:
If the necessary film drainage time t drainage is greater than the actual contact time t contact of the two drops, the film has not enough time to drain sufficiently and the collision ends in a repulsion of the droplets.
Influencing factors
The influencing factors on coalescence are numerous, and it is difficult to discuss them separately as several physical aspects are altered simultaneously when one property is changed. Like in many fields of physics and engineering, attempts were made to reduce the complexity of processes and obtain transferability by means of dimensional analysis. In consequence, the physical effects are reflected in corresponding dimensionless numbers and fundamental aspects such as fluid dynamics of coalescence can be discussed based on dimensionless groups. Nevertheless, the entire coalescence process is highly complex and interactions in and between multiple orders of magnitude in spatial and temporal resolution are involved, which prohibits simple correlations. Relevant dimensionless numbers in dynamic multiphase flows are the Reynolds number (Re = vR/μ), Weber number (We = v 2 R/γ), Capillary number (Ca = μυ/γ = We/Re), Bond or Eötvös number Leal (2004) and coworkers were able to correlate several aspects in drop-drop coalescence at low velocities (Re≈1). Apart from that, the Ohnesorge number Oh was used to describe the deterministic parts (drop confluence and partial coalescence) of drop-flat interface coalescence (Kavehpour 2015 ; see also Section 3.1).
In general, coalescence is inherently determined by interfacial properties and already small amounts of surface-active impurities can change the coalescence probability dramatically but may have only minor or not quantifiable influence on interfacial tension. The rupture is viewed through the droplet entering from the bottom left, which optically magnifies the film. It can be seen that the film is pushed out to the top left during film rupture for about 100 μs.
Consequently, the reproducibility of experiments is a challenging task (Berger 1986 , Leal 2004 , Soika and Pfennig 2005 , Müller et al. 2008 , Wegener et al. 2014 and it is crucial to be aware of the influencing factors on coalescence.
Although it is difficult to evaluate the influencing parameters separately, the main influences of the numerous properties and system conditions are discussed in the following. For this discussion, first, other parameters are virtually kept constant and the corresponding influence on the steps of coalescence is explained qualitatively. Second, important dependencies on dimensionless quantities are addressed. As coalescence is an interfacial phenomenon, it is strongly influenced by the properties and effects of continuous and disperse phases and especially the corresponding interface between them. Additionally, environmental conditions may have an impact on coalescence. Hence, the following influencing factors are classified by the properties of the continuous and disperse phases, effects at the interface, and ambient and system conditions (see Figure 5) . A discussion of several influencing factors can also be found in the works of Jeffreys and Davies (1971) and Shalhoub (1975) .
Continuous phase
An increase of continuous phase viscosity slows down the film drainage and thus delays or hinders coalescence ( Jeffreys and Davies 1971) . The viscosity is regarded in several dimensionless numbers to account for viscous effects. However, care has to be taken if continuous phase, disperse phase, or some kind of mean viscosity has to be regarded. The viscosity ratio μ coefficient and the formation of internal flow patterns in drops; Wegener et al. 2014) . Yoon et al. (2005) found a shift of the coalescence point of two drops in simple shear flow (Re < 1) for higher viscosity ratios. Above a characteristic μ * , the drops coalesced after the external flow begun to pull the drops apart.
An increased continuous phase density also slows down film drainage due to the fact that a heavier fluid has a lower drainage velocity assuming hydrodynamic pressure 2 2 v and constant driving pressure gradient. If gravity settling is predominant, an increased density leads to higher buoyancy force, which decreases the interaction forces of droplets, decelerates film drainage, but also reduces the deformation and flattening of the interface (for creaming vice versa -depending on the density difference). Jeffreys and Davies (1971) reported that these two effects tend to cancel each other out. However, the dimensionless Bond or Eötvös number, which relate buoyancy forces and interfacial tension forces, is a possible approach to address this dependency.
The energy input in a system determines the flow pattern/regime within the system and correspondingly the relative collision velocity between disperse drops (see Table 1 ). A higher relative velocity decreases the contact time of two drops and consequently diminishes the chance that the film drains until film rupture (Coulaloglou and Tavlarides 1977) . Additionally, a higher collision velocity leads to stronger deformations, a bigger film drainage area, and therefore an increased drainage time. Anyhow, some works propose the opposite: increased coalescence probability with higher velocity, as the authors assume that the interfacial energy has to be overcome by kinetic energy (Howarth 1964 , Sovova 1981 . A further discussion concerning these contradictory concepts can be found in Section 4.2. A clear experimental evidence for the dependency on relative velocity has not been found yet, as this influence cannot be decoupled from others easily. In general, the flow regime is determined by the Reynolds number, which relates the inertial forces to viscous forces. At low Reynolds numbers (Re≈1), the group of Leal (Yang et al. 2001 , Leal 2004 , Borrell and Leal 2008 , Hsu et al. 2008 ) was able to determine critical Capillary numbers below which coalescence occurred and above repulsion was observed. Although several fundamental dependencies on dimensionless quantities (mainly Ca and μ * ) could be identified for different physical systems, a simple scaling approach to modeling of coalescence was flawed (Leal 2004) . Additionally, these findings are only valid for flow regimes in which viscous forces are dominant (Re < 1) and drops remain in spherical shape Ca1.
Interface
Coalescence is an interfacial phenomenon, as it is driven by the minimization of interfacial area/energy. Consequently, factors influencing the interface have the most significant impact on coalescence.
An increased interfacial tension decreases the deformation of the drops so that the area of film drainage becomes smaller and the film drainage time is diminished, although a higher interfacial tension also decreases the surface mobility, which tends to inhibit the drainage flow and enlarges the drainage time. In general, the effect of a smaller drainage area has a stronger impact and coalescence probability increases with higher interfacial tension (Jeffreys and Davies 1971) . In gentle collisions (Re < 1), the film radius and drainage time was found to scale with the Capillary number (Leal 2004) . The interplay of viscous stresses to capillary pressure is depicted in the Capillary number. If inertial forces can be neglected, drops remain in approximately spherical shape for Ca1 because surface tension effects dominate and already small deformations are sufficient to counterbalance pressure or stress forces on the drop surface. In contrast, for Ca1 pressure and stress variations can only be balanced by large drop deformations.
The surface potential of oil/water interfaces in disperse systems induces a repulsive electrostatic force, which is again counteracted by attractive van der Waals forces. This interaction is commonly known as the DLVO theory Landau 1941, Verwey and Overbeek 1948) . Unfortunately, the potential difference between two phases cannot be measured directly (galvanic cell), but the difference of Galvani potential difference between two systems can be measured (Watanabe 1984 or indirect methods as zeta potential measurements can be applied to estimate the surface potential (Delgado et al. 2007) . In general, the higher the surface/zeta potential the stronger is the repulsion between the droplets; consequently, coalescence is hindered (Rambhau 1978) . However, the electrostatic force is significantly influenced by the presence of ions near the interface as a double layer of ions is formed in the liquid phases induced by the surface potential (Cheesman and King 1940 , Carroll 1976 , Lyklema 2000 . Thus, the ion concentration and pH value in the investigated system determine a possible coalescence inhibition due to repulsive electrostatic effects. As these interactions are complex, no general influence can be stated here. The electrostatic effects change with the dispersion condition (oil-in-water or water-in-oil; ) and depend on ion-specific effects, which is known as the Hofmeister effect (Franks et al. 2005) . In general, the influences in liquid/liquid systems are distinct from interactions of gas bubbles in liquids (Bommaganti et al. 2009 ). As a rule of thumb, the electrostatic repulsion is low for low ionic strength, because no double layer can be formed, and high ionic strength, because the surface potential is dampened against the surrounding by a diffusive ion layer . The dampening effect is higher for multivalent ions (Watanabe 1984 , Derjaguin et al. 1987 ; thus, these are more effective to counterbalance an electrostatic coalescence inhibition, which is commonly referred to as the SchulzeHardy rule (Schramm 2005) . Furthermore, an increase of the pH value of the aqueous phase results in higher zeta potential due to the adsorption of OH -at the interface (Marinova et al. 1996 , Creux et al. 2009 ) and therefore in a coalescence inhibition (Tobin and Ramkrishna 1992 , Gäbler et al. 2006 , Kamp and Kraume 2015 . However, the electrostatic effects appear to be nearly independent from the type of oil and surface potential measurements of one specific oil can be adopted universally (Marinova et al. 1996 , Creux et al. 2009 ).
Other surface-active components that aggregate at the interface generally reduce the coalescence probability. Amphiphilic molecules (surfactants) generally decrease the interfacial tension and delay or even inhibit the film drainage by a reduced interfacial mobility and/or steric hindering (Hodgson and Lee 1969 , Hodgson and Woods 1969 , Ivanov and Kralchevsky 1997 , Giribabu and Ghosh 2007 . A good indicator to examine the interfacial mobility of a single drop is its rise velocity. Already small amounts of surface-active components (partially) reduce the interfacial mobility and thus increase the drop's drag coefficient and reduce its rise velocity significantly (Wegener et al. 2014 ). Up to now, the interfacial mobility during the interaction of two fluid particles was only validated indirectly by testing the consistency of experimental data with different hydrodynamic boundary conditions (no-slip/immobile interface, full-slip/fully mobile interface; e.g. Manica et al. 2008b) .
Ionic surfactants additionally influence the surface potential (see above). Generally, an emulsion is more stable (which means coalescence is hindered) if the surfactant is soluble in the continuous phase, which is known as the Bancroft rule (Bancroft 1913) . The more advanced but still qualitative hydrophilic-lipophilic balance (HLB) concept was introduced by Griffin (1949) , which considers the effects of the hydrophilic and lipophilic groups of a surfactant molecule (Kabalnov 1998 , Rondon et al. 2006 . Anyhow, the different characteristics of surfactants can be used to deplete the stabilizing effects inter alia, which leads to higher coalescence probability and a breaking of the emulsion. This outcome is used extensively in crude oil processes and the used chemical mixtures are termed demulsifiers accordingly (Mikula and Munoz 2000 , Kokal 2005 , Pereira et al. 2011 . For nonionic surfactants, the HLB or advanced concepts (Borges et al. 2009 ) may be used to determine the composition and concentration of demulsifier to achieve the minimal emulsion stability (at HLB≈10; Ivanov and Kralchevsky 1997, Rondon et al. 2006) . Accordingly, the influence of ionic surfactants can be depleted if anionic and cationic surfactants are mixed.
Apart from surfactants, fine solid particles also can adsorb at the interface, stabilize it, and hinder coalescence (Gafonova and Yarranton 2001, Sullivan and Kilpatrick 2002) . This type of emulsion is commonly known as Pickering emulsion (Pickering 1907) , although the effect was first described by Ramsden (1903) . This type of stabilized emulsion can be broken up if the wettability of the particles is changed by adding specific demulsifiers (Mikula and Munoz 2000) . If surface-active particles are present in separation (or extraction) processes, in which the interface diminishes significantly in the coalescence region, excess particles (and other surface-active components) accumulate at the interface. This foam-like or flocculent occurrence is commonly termed crud (Ritcey 1980) .
In general, surface-active components (whether surfactants or colloids) exert significant influence on the interface properties. Not only the rheology (interfacial viscosity and elasticity) and interfacial mobility may change but also dynamic adsorption and desorption or other mass transfer processes can induce Marangoni convection , Schwalbe et al. 2011 , which also influences interfacial mobility (Leal 2004) . Recent studies were published investigating the interfacial rheology (Erk et al. 2012, Reichert and Walker 2015) with regard to film drainage and coalescence. If interfacial elastic energy equals or exceeds the interfacial energy (e.g. by rapidly increased surface concentration of adsorbed nanoparticles during confluence), coalescence is arrested at some point of the confluence process and stable conglomerates are formed, which appear frozen in the middle of the coalescence process (Pawar et al. 2011 (Pawar et al. , 2012 .
The mass transfer across the interface, which is inherent in many technical applications (e.g. extraction), has a significant influence on coalescence time and probability. Several investigators (Groothuis and Zuiderweg 1960 , MacKay and Mason 1963a , Jeffreys and Lawson 1965 , Gourdon and Casamatta 1991 , Ban et al. 2000 , Chevaillier et al. 2006 , Kamp and Kraume 2014 found faster coalescence if a third component was transferred from disperse to continuous phase (d→c) and an increase in coalescence time and thus dispersion stability for an inverse mass transfer (c→d). This influence of mass transfer is principally explained by Marangoni effects (Carroll 1976 , Tsouris and Tavlarides 1993 , Kopriwa et al. 2012 . In case of a mass transfer direction d→c, the increasing concentration of the transferring component in the separating film locally decreases the interfacial tension in this region. Thus, an additional movement of the interface toward the rim of the drainage film is induced by higher interfacial tension at the outside, which accelerates the film drainage (Tsouris and Tavlarides 1993) . Furthermore, an increase of solute concentration often increases the mutual solubility of continuous and disperse phases, which could enhance coalescence additionally (Kopriwa et al. 2012) . If the mass transfer occurs in the opposite direction (c→d), the interfacial tension is higher in the film region, which creates a surface flow opposite to the film drainage and thus hinders coalescence.
The influence of Marangoni effects can be categorized by the dimensionless Marangoni number. It is defined as the ratio of dynamic interfacial tension variations (caused by, for example, temperature or surface concentration gradients) and viscous stresses. found a characteristic Marangoni number as a measure for the transition between immediate coalescence and noncoalescence between sessile drops of different but completely miscible liquids.
Disperse phase
Concerning the properties of the disperse phase, the drop diameter probably is the most important influencing factor on coalescence. For finely dispersed droplets (order of magnitude: some micrometers and smaller -certainly depending on Ca and Re; see discussion above), the drops stay in spherical shape, which results in a Stokes-Taylor flow regime of two approaching hard spheres without a drainage film. In this regime, coalescence time diminishes with increasing drop diameter (Dickinson et al. 1988 , Ivanov and Kralchevsky 1997 , Basheva et al. 1999 . If the droplets reach a certain size and become deformable, a drainage film is established between the droplets. As films with larger film area require more time to drain and bigger drops tend to deform stronger, the drainage (and thus coalescence) time increases with growing drop diameter. If inertial forces can be neglected, the deformation of a drop can be estimated by the Capillary number (see discussion above). Otherwise, the interplay between several fluid dynamic effects has to be regarded by means of Re, We, Eo, and Mo. With a graphical correlation in terms of Re, Eo, and Mo, it is possible to determine the shape of a free rising drop (Clift et al. 1978) . A detailed discussion of the influence of droplet diameter on coalescence time and the corresponding modeling approaches can be found in Section 4.3.
The disperse phase fraction should mainly influence the collision frequency (Liao and Lucas 2010) and not the coalescence probability directly.
The disperse phase density influences the density difference to the continuous phase, which has an influence on film drainage in gravity-driven processes (see above: continuous phase). In systems with energy input, the density influences the inertia of the droplets.
The disperse phase viscosity determines the inner movement of the drop, which influences the drag coefficient and thus the relative velocity of the droplet and the velocity boundary condition of the drainage flow. Additionally, the internal flow of the drop could influence the film drainage (Leal 2004) . The relevant dimensionless measure is the viscosity ratio μ * as discussed above.
Ambient and system conditions
The temperature influences nearly all physical properties, in particular, density, viscosity, and interfacial tension. Thus, the influence on the coalescence process is not straightforward. Anyhow, Jeffreys and Davies (1971) stated that the coalescence probability increases in general with increasing temperature. Apparently, an increasing temperature enhances the Brownian motion, which magnifies the surface waves responsible for film rupture, and the adsorption of coalescence-inhibiting substances at the interface is reduced (Carroll 1976) . In this context, the Marangoni number describing the surface tension gradient caused by a temperature change is the dimensionless measure for thermal capillary waves. However, the temperature dependency of different surfactants varies, which could lead to complex shifts in film draining and coalescence probability (Ivanov and Kralchevsky 1997) . Again, the Marangoni number is relevant considering the influence of surface concentrations and temperature on interfacial tension simultaneously.
In incompressible liquid/liquid systems, the influence of the ambient pressure is probably negligible, although it also affects the density, viscosity, and interfacial tension. The pressure dependency of coalescence in gas/liquid systems was investigated by Sagert and Quinn (1976) and Luo et al. (1997) . They found hindered coalescence with increasing pressure and explained it with an adsorption at the interface inducing an immobility of the interface (Sagert and Quinn 1976) or a decrease of surface tension and an increase of continuous phase density (Luo et al. 1997) .
The geometry and environment in the considered apparatus do not only influence coalescence indirectly by the induced flow pattern but also directly by the wettability of the existent surfaces. Surfaces with a lower wetting angle for the disperse phase interact as a coalescence promoter as droplets aggregate and coalesce at the surface (Jeffreys and Davies 1971 , Shalhoub 1975 , Sherony et al. 1978 , Wines and Brown 1997 , Speth et al. 2002 , Amoanu 2008 , Bansal et al. 2011 , Agarwal et al. 2013 . Hence, meshes of hydrophobic or hydrophilic materials are used as so-called coalescers. The edges, surface roughness, and crossovers of filaments enlarge the possible adhesion surface for droplets and minimize the adhesion work (Davies and Jeffreys 1969 , Carroll 1976 , Agarwal et al. 2013 . The combination of different materials with altering wettability shows a better separation performance of coalescer meshes (Carroll 1976 , Kulkarni et al. 2012 , which can be explained by the alteration of wettability at the contact points of different materials promoting coalescence additionally (Davies 1982) . Furthermore, higher collision rates between attached droplets on fibers and emulsion drops in the flow are induced, which enhance the coalescence rate in the coalescers (Sherony et al. 1978 , Li and Gu 2005 , Frising et al. 2006 .
If an electrostatic field is applied to an emulsion, coalescence may be enhanced significantly. This effect is mainly used for the separation of water-in-oil emulsions (W/O; e.g. crude oil) having a nonconductive continuous phase and applying AC, pulsed DC, or DC electric fields (Carroll 1976 , Eow et al. 2001 , Eow 2002 , Eow and Ghadiri 2003 , Noïk et al. 2006 . However, two types of electrostatic-induced coalescence have to be distinguished: dipolar and electrophoretic coalescence (Noïk et al. 2006 ). In the case of dipolar coalescence, uncharged drops are polarized and stretched by the electrostatic field inducing a dipole (Aida et al. 2010) . Oppositely charged dipole sites of droplets attract each other and coalescence is promoted. In case of electrophoretic coalescence, charged droplets travel in the electric field at different velocities depending on their size and charge, mutual collisions are increased, and droplets aggregate and coalesce at the electrode. The superposition of these two effects is called dielectrophoretic coalescence (Noïk et al. 2006 ).
Electromagnetic waves (microwaves) may be used for the specific and rapid heating of an emulsion, which does not have a direct influence on coalescence but raises the temperature (which again has an influence; see above; Fang et al. 1988 , Frising et al. 2006 .
Dispersed droplets respond to ultrasound waves if there is a nonzero acoustic contrast between the phases. The acoustic field may be used to organize droplets into thin parallel bands by standing waves or to transport drops by pseudo-standing waves, which enhances the collision rate and thus the coalescence rate (Pangu and Feke 2004, Frising et al. 2006 ).
Conclusions
The above-discussed influencing factors on the coalescence probability are summarized qualitatively in Figure 6 by classifying these parameters into causing a coalescence promotion (+) or inhibition (-) for the case that its value is increased. Parameters with neutral or not clearly identifiable influence and parameters that can act in both ways are listed in the middle.
In the coalescence process, multiple orders of magnitude in spatial and temporal resolution are involved. The surrounding flow field as well as the film drainage influence coalescence significantly. Additionally, complex interactions on and between all levels of resolution exist. Especially the film rupture is dominated by small-scale interactions (van der Waals attractions and/or thermal fluctuations) and consistent deterministic approaches are not available up to now. Furthermore, coalescence is dominated by interfacial phenomena (e.g. adsorption of surface-active components or mass transfer effects). In the opinion of the authors, this complexity prohibits a deterministic description of the coalescence process and a straightforward reduction to dimensionless numbers and simple correlations. The question arises if coalescence is an inherent stochastic process or, in principle, deterministic, but a clear answer cannot be given at present. If chaotic thermal fluctuations effectively dominate the film rupture, the entire process has to be considered by means of statistical methods. On the contrary, the interaction might be, in principle, deterministic, but the numerous interactions are too complex to be described properly up to now. The deterministic parts of coalescence (drop approach and collision, film drainage, and drop confluence) can be described by mechanistic approaches. However, due to the unknown film rupture event, coalescence can only be modeled by means of stochastic approaches or mean values.
Experimental techniques
This section summarizes the experimental set-ups and methods used to characterize and quantify coalescence in liquid/liquid systems. As there are numerous methods available, they are presented in increasing level of detail from simple settling tests to high-resolution film drainage investigations, as schematically depicted in Figure 7 .
Separation behavior
In industry, the design and dimensioning of gravity separators are still based on experimental data of expensive pilot-plant tests. Therefore, many attempts have been made over the past decades to understand the separation behavior of liquid/liquid systems in small-scale settling tests and to use the results from these tests for the design of industrial separators.
As early as in 1910, Ostwald performed simple batch settling tests to investigate the separation behavior of various oil/water emulsions (Ostwald 1910) . First systematic experiments with various systems of different physical properties (viscosity ratio, polarity, and interfacial tension) were carried out by Stamm and Kraemer (1925) and Meissner and Chertow (1946) , although these experiments were solely of qualitative nature. Lawrence and Mills (1954) were the first to investigate the coalescence rate by measuring the transient development of drop size distribution in different oil/water emulsions mainly to analyze the results in terms of coagulation kinetics. For the industrial design of gravity settlers, Ryon et al. (1960) and Ryon and Lowrie (1963) proposed a first empirical scale-up method based on batch and continuous settling tests by means of two uranium extraction processes. They related the height of the dispersion band, today mostly referred to as dense-packed zone, to the total specific throughput. The fundamental interactions in this dispersion band were studied by Jeffreys et al. (1970) in a continuous lab-scale settler with a kerosene/water system. They studied the dependence of the coalescence rate on the position within the dispersion band (by measuring the mean drop size with a photo camera technique) in W/O and O/W dispersions. The drops at the coalescence front were found to be consistently larger than those at the settling front. Later, they developed a refractive index matching technique to investigate the coalescence behavior inside the dense-packed zone and obtained data for the mean drop residence times, the film thickness, and the coalescence frequency depending on the dispersion band thickness (Allak and Jeffreys 1974) . Further extensive research on continuously operated horizontal gravity settlers and the separation mechanism was published by Barnea and Mizrahi (1975b,c,d,e) . They described the structure of separating dispersions that form four major layers (clear continuous phase, sedimentation zone, dense-packed zone, and clear aqueous phase). The dense-packed zone consists of a dense sublayer near the coalescence front and an even concentration layer in the remaining volume. This structure of the dense-packed zone was also reported by Eckert and Gormely (1989) . Concluding their experiments, they proposed an empirical correlation between batch separation time and the nominal settler capacity per unit area. The idea to correlate batch settling data and continuous settling behavior was later picked up by several authors (e.g. Golob and Modic 1977 , Lee et al. 1993 , and Khatri et al. 2011 .
Notable in the experimental research as well as in the mathematical description of the separation of liquid/liquid dispersions is the fundamental work of the group of Hartland and Jeelani and their various coworkers (Jeelani and Hartland 1985 , Hartland and Jeelani 1987 , Bhardwaj and Hartland 1994 , Jeelani et al. 2005a . In continuation of their comprehensive research on drop coalescence at interfaces, they studied several parameters influencing the separation behavior, such as the effect of the disperse phase hold-up and the dispersion height. They stated that favorably drop sedimentation and interfacial coalescence (with the continuous phase) take place during the separation process. In contrast, Barnea (1978) and Barnea and Mizrahi (1975e) reported that the controlling steps in a continuous settler are rather hindered settling and drop-drop coalescence within the dense-packed zone. In this context, Frising et al. (2006) presented experimental results for the development of drop size distributions during the separation of three different crude oil/water+NaCl systems. They observed that both predominantly sedimentation and coalescence-based systems exist depending on the chemical composition. In a later publication, the same authors presented a method to experimentally distinguish the contributions of sedimentation and coalescence to phase separation (Frising et al. 2008) . They compared the separation velocities of a sedimentation system (coalescence hindered by high surfactant concentration) and a sedimentation-coalescence system. They observed that both mechanisms occur during phase separation with coalescence taking a decisive part. The influence of geometric and mixing conditions on the separation behavior in a lab-scale mixer-settler was studied by Nadiv and Semiat (1995) in a water/n-heptane in paraffin oil system. The initial dispersion height and the settler diameter were found to have a significant impact on the separation time rather than the mixing conditions. The experimental data were also later used by several authors to validate their models (Henschke et al. 2002, Yu and Mao 2004) . The effect of agitation time on separation behavior was also studied by Kyuchoukov and Kounev (1998) . In contrast to most studies in this work, mass transfer occurs during their settling process as the experiments were carried out inside a four-stage copper extraction process.
Besides the derivation of models and design rules for industrial separators, standardized small-scale batch settling test can be a simple but helpful tool to evaluate and monitor different test systems. The stirred sedimentation cell developed by Henschke (1995) was later used to derive a model (see Section 4.1) and since has been used for various physical systems and research activities , Schlieper et al. 2004 , Soika and Pfennig 2005 . More recently, Villwock et al. (2014a) carried out batch settling tests at two different research labs. Applying a standardization of set-ups and operation procedure, they were able to validate experimental results and to ensure that obtained data were comparable.
Drop-flat interface coalescence
The coalescence of a droplet with a flat interface is the limiting case of drop collision with one droplet of infinite radius. As the flat interface is easy to produce and the set-up is static and thus easy to observe, the dropflat interface coalescence was the basic principle for the first fundamental coalescence investigations of single droplets. These observations were not only of academic interest but the results were also essential for the understanding and design of gravity separators Davies 1971, Barnea and Mizrahi 1975b,c,d,e) .
The first systematic investigations of drop and bubble rest times at a flat interface were performed by Rehbinder and Wenström (1930) and Rehbinder et al. (1930) . In this early work, the adsorption and stabilizing effect of surface-active components also was investigated. Further systematic investigations of drop interface coalescence were reported by Mahajan (1933 Mahajan ( , 1934 . Moreover, the author included the theory of an enclosed film that hinders coalescence and the discussion of viscosities and interfacial tension influencing coalescence. The standard set-up, which was developed by Cockbain and McRoberts (1953) and was used since then in numerous investigations, consists of a glass vessel filled with the investigated phases forming a planar interface between them. The drops are inserted in the other continuous phase either at the bottom or on top (depending on the density ratio) by a cannula. From there, the droplets rise or fall to the flat interface at which they rest for a certain time during the film drainage until coalescence occurs. The graphical representation of the resting time or stability of the droplets at the interface proposed by Cockbain and McRoberts (1953) is to plot the number of drops N related to all droplets N 0 (in logarithmic scale), which did not coalesce in time t plotted versus time. Thus, the median rest (or coalescence) time τ 1/2 corresponds to the value of N/N 0 = 0.5. These investigations were continued by Gillespie and Rideal (1956) , Watanabe and Kusui (1958) , and Charles and Mason (1960a,b) , investigating different oil phases and the influence of surfactants. In the following decades, numerous investigations were published on this topic (Allan et al. 1961 , MacKay and Mason 1963b , Jeffreys and Hawksley 1965a , Davis and Smith 1976 , Dickinson et al. 1988 , Stevens et al. 1990 , Kourio et al. 1994 , Hool et al. 1998 , Basheva et al. 1999 , Mohamed-Kassim and Longmire 2004 , Aryafar and Kavehpour 2006 , Thoroddsen 2006 , Ortiz-Duenas et al. 2010 , Bozzano and Dente 2011 , Malmazet et al. 2015 , where the systematic investigations of Hartland (1967a,b,c) should be emphasized in particular. A review on experimentally determined rest times during the 1950s and 1960s can be found in the work of Vijayan and Ponter (1975) .
A secondary droplet may be built during the confluence of a drop with the continuous phase due to the necking of the interface (see Figure 8 ). This secondary droplet is smaller as the mother drop, approaches the interface, and coalesces again. The observation of this stepwise coalescence (also known as partial coalescence) was described by Charles and Mason (1960a) , MacKay and Mason (1963b) , and Hawksley (1962, 1965b) . Several papers continuing research on this topic were published (Garti 1997 , Aryafar and Kavehpour 2006 , Blanchette and Bigioni 2006 , Gilet et al. 2007 , Gaitzsch et al. 2011a , Kavehpour 2015 .
A recent review on the investigations of drop-planar interface coalescence and partial coalescence was published by Kavehpour (2015) . It mainly focuses on the correlation of the deterministic parts of coalescence (the time of drop confluence after rupture and the occurrence of partial coalescence) with the dimensionless Ohnesorge number µ γ = ( / ). Oh R However, various authors used the viscosity and density values of disperse and continuous phases or the specific mean values of them. Thus, care should be taken when comparing different publications.
Reynolds (1875) and Thomson and Newall (1885) used dyed drops to investigate the flow into the continuous phase after coalescence and found a vortex ring with a colored liquid trailing penetrating the phase (see also Watanabe and Kusui 1958 , Charles and Mason 1960a , Aarts and Lekkerkerker 2008 , Bozzano and Dente 2011 . Recently, Mohamed-Kassim and Longmire (2004) and Ortiz-Duenas et al. (2010) investigated these flow patterns by particle image velocimetry (PIV).
A first detailed visualization of the film rupture by high-speed imaging was given by de Vries (1958a) observing a liquid lamella in air/water foams and by Charles and Mason (1960b) investigating water/oil emulsions. Charles and Mason (1960b) found central and off-center film rupture as well as simultaneous rupture at different locations, which was confirmed by several researchers (Allan et al. 1961 , MacKay and Mason 1963b , Hartland 1967c , Aarts et al. 2005 , Aryafar and Kavehpour 2006 , Zdravkov et al. 2006 .
The use of high-speed imaging is a powerful tool to get insights in the highly spatially and temporally resolved coalescence process (Thoroddsen et al. 2008) . In early investigations, analogue film cameras were used, which means that, for every recorded sequence, a film roll of 100 ft (~30 m) had to be exposed Mason 1960b, Scheele and Leng 1971) whether the desired sequence was triggered successfully or not. Today, digital high-speed imaging offers significant advantages: nearly unlimited repetitions can be performed, which are essential for the statistical analysis of the stochastic coalescence event, sophisticated trigger methods (synchronization of experimental set-up with camera, image-based/ threshold auto-trigger) reduce the number of fail shots, the sequence can be viewed directly, and automatic picture analysis offers powerful diagnostic techniques (Ballard and Brown 1982 , Gonzalez et al. 2004 , Thoroddsen et al. 2008 . Although analogue high-speed cameras were able to record with 3500-5000 frames per second (fps; Mason 1960a, Scheele and Leng 1971) , up-to-date digital high-speed cameras grab more than 1 million fps by reducing the image resolution (i.e. ~1 million fps for Vision Research Phantom v2512 at a resolution of 128 × 32 pixels, Vision Research Phantom v711 at 128 × 16 pixels, Photron Fastcam SA-Z at 256 × 24 pixels, and Photron Fastcam SA-X2 at 128 × 8 pixels). Additionally, modern light-emitting diode (LED) illumination decreases the thermal energy input in the investigated system, which is significant for classic halogen lamps, and can be triggered and synchronized with the camera recording (Kamp and Kraume 2014) .
The coalescence in three-phase systems (aqueous glycerol/paraffin oil/silicone oil) was investigated by Hartland and Robinson (1971) , who also published impressive photographs of three-phase coalescence events.
Drop-drop coalescence
Investigations of coalescence between two drops with defined diameters were conducted with a broad variety of experimental set-ups, which can be distinguished into approaches investigating static drop contacts or dynamic drop collisions.
Static conditions
Static set-ups offer the advantage of good observability and adjustability of drop sizes. With these experiments, the fundamentals of film drainage and liquid bridge building can be observed in detail. However, they neglect the dynamic interactions with the superimposed flow field in technical dispersions. Most of the static set-ups are based on droplets fixed on needles or lying on top or next to each other.
Following early studies on drop-drop interactions of water drops in air (Gorbatschew and Mustel 1935 , Gorbatschew and Nikiforowa 1935 , Rayleigh 1878 ), Derjaguin and Prokhorov (1946) were the first who studied the interactions of two organic drops (different alkanes) by interferometric microphotography. Their static set-up consisted of two aligned opposing nozzles, where the drops were formed and brought into contact in an atmosphere with a given content of vapor of the same liquid. Based on their early set-up, numerous investigations were done in the past decades on the coalescence process of liquid drops in air or surrounded by other liquids. Wu et al. (2004) and Thoroddsen et al. (2005) investigated the time evolution of bridge formation between drops of different viscosities in air by high-speed imaging (up to 10 6 fps). Due to technical limitations, they were only able to observe the bridge formation starting about 20-50 μs after the initial contact. Case and Nagel (2008) and Case (2009) , on the contrary, observed the early-time regime (τ bridge < 10 μs) of the coalescence process of aqueous NaCl solution drops in air using an electrical method. In contrast to the aforementioned studies, they found an asymptotic regime for this early stage in which coalescence occurs at the interface between two slightly flattened hemispherical drops, whereas previous experiments and simulations indicated that drops coalesce while maintaining shapes following the scaling law R bridge ∝τ bridge 0.5 proposed by Eggers et al. (1999) .
Static experiments in liquid/liquid systems with drops on two opposing nozzles were conducted by various researchers (Klaseboer et al. 2000 , Danner and Schubert 2001 , Chevaillier et al. 2006 , Borrell and Leal 2008 , Manica et al. 2008a . Other experiments differed by the arrangement of the nozzles, as some researchers used adjacent nozzles (Sagert and Quinn 1978 , Ban et al. 2000 , Wang et al. 2009 , Ata et al. 2011 . The main focus in almost all these studies was on the investigation of the drainage or coalescence times for various influencing parameters. Sagert and Quinn (1978) measured the coalescence times of equal sized n-hexane drops in water and different aqueous electrolyte solutions and found a marked increase with increasing ion concentration. However, Danner and Schubert (2001) did not find this behavior for high viscous paraffin oil drops for ion concentrations ≤ 10 -3 mol/l. Furthermore, they observed a strong decrease in coalescence times for higher ion concentration (1 mol/l). They also reported higher drop stability and therefore longer coalescence times with larger drop sizes. This agrees with the results of Borrell and Leal (2008) (2000) stated an enhancement of coalescence with mass transfer from disperse to continuous phase due to faster film drainage and deceleration with inverted mass transfer direction. The investigated physical system toluene/acetone/ water shows strong Marangoni convection during mass transfer. The same trend was found by Kamp and Kraume (2014) for two colliding drops of the same test system with a dynamic set-up and by Chevaillier et al. (2006) for a glycerol/acetone/silicon oil system. Wang et al. (2009) reported a decrease of coalescence times of water drops in oil with the addition of glycerol due to mass transfer from the disperse to the continuous phase, although the interfacial tension was decreased.
To investigate the effect of interfacial aging and temperature on coalescence, Ata et al. (2011) performed singledrop experiments with kerosene oil in water. Coalescence was reduced for the aged droplets and explained by the accumulation of polar aromatic compounds of kerosene at the interface. Up to a temperature of 65°C, they observed an increase in coalescence rates, but at 75°C coalescence was completely inhibited.
In a different type of static drop-drop experiments, drops are observed lying on top of or next to each other. Sata and Harisaki (1960) , Sata et al. (1964) , and Danner and Schubert (2001) investigated the stability of drops (W/O and O/W) using different surfactants. Kumar et al. (2006) performed similar experiments to examine and model the adsorption kinetics of surfactants at the organic drop interface. The coalescence of drops in the presence of an adjacent drop on a liquid/liquid interface or double emulsions, respectively, was observed by some authors with different methods, for example, tomographic PIV (Ortiz-Duenas et al. 2010) or high-speed imaging (Bozzano and Dente 2011 , Gaitzsch et al. 2011a ). Verdier (1999 Verdier ( , 2001 ) and Verdier and Brizard (2002) studied the influence of viscosity ratio on coalescence in polymer blends by recording the collision of two drops placed on a glass plate and by investigating the flow field inside and outside the drop with PIV.
Dynamic conditions
In technical application, fluid dynamics has a significant impact on the drop size distribution and hence on drop breakage and coalescence phenomena. Therefore, the fundamental research of drop interactions under dynamic conditions is of special interest. Already in 1954, the original experiments of Derjaguin and Kussakov (1939) were extended: Prokhorov (1954) investigated the coalescence of organic drops in air or vapor by observing the dynamic collision of a falling with a fixed drop at different collision angles and velocities. Using a piezoelement to cause one drop to oscillate, Danner and Schubert (2001) made the transition from static to dynamic liquid/liquid experiments. They studied the influence of mechanical stress on coalescence by varying the oscillation frequency. A similar set-up was presented by Loglio et al. (2011) , which was later used by Karbaschi et al. (2014) to examine the liquid bridge formation qualitatively. Scheele and Leng (1971) were the first to study the horizontal, dynamic binary collision of moving anisole droplets with varying approach velocities and angles in a stagnant water phase. As they recorded the collisions with analogue film at 5000 fps, they were only able to analyze 23 collisions in total. They found no relation between coalescence probability and impact velocity, which is in contrast to the recent results of our group for a toluene/water system and of Doubliez (1991) and Lehr et al. (2002) for an air/water system. Our group used a somewhat different set-up than Scheele and Leng (1971) in which the collision of a pendant with a rising drop can be observed (Kamp and Kraume 2014) . Figure 9 shows 10 exemplarily sequences recorded with this set-up.
However, Scheele and Leng (1971) observed that coalescence is sensitive to drop oscillation or rather the phase of oscillation at the moment of contact. Kamp and Kraume (2014) also stated that there is no clear evidence that coalescence is influenced by the drop size or drop size ratio. They also investigated the influence of mass transfer: whereas mass transfer from disperse to continuous phase resulted in enhanced coalescence, inverted mass transfer direction completely inhibited coalescence. In a slightly enhanced set-up, Villwock et al. (2014a) investigated the coalescence behavior of toluene drops of varying sizes in aqueous electrolyte solutions with different concentrations. Eiswirth et al. (Eiswirth and Bart 2008 , Eiswirth et al. 2011 , Eiswirth et al. 2012 ) also performed experiments with two moving droplets in a stagnant continuous phase. In their set-up, the drops were produced by a continuous flow of disperse phase and detached from needles due to buoyancy and inertia. They investigated the liquid bridge building and the internal flow fields during the coalescence process experimentally and numerically. The flow field and the trajectories of colliding drops were also determined by Kim and Longmire (2009) with a dual-field PIV.
A different approach to examine the coalescence of droplets under dynamic conditions is the introduction of drops in an artificial flow field. The group of Mason (Bartok and Mason 1959 , Allan and Mason 1962 , MacKay and Mason 1964 investigated the behavior of drops in the laminar shear flow of a Couette cylinder under many different system conditions. The group of Leal (Hu et al. 2000 , Yang et al. 2001 , Ha et al. 2003 , Borrell et al. 2004 , Leal 2004 , Yoon et al. 2005 , 2007 , Borrell and Leal 2008 performed extensive research of two slowly (Re≈1) colliding drops in a 2D linear flow induced by a four-roll mill. They observed that the collision angle only had a slight Reprinted from Kamp and Kraume (2014) , with permission from Elsevier.
influence on coalescence probability and the coalescence process was rather dominated by the time history of the force along the line of centers (Borrell et al. 2004) . Also, two regimes of coalescence were observed as the drainage time was found to be dependent on the Capillary number. At high Capillary numbers, the drops were locally deformed in the film drainage region, whereas, at low Capillary numbers, the drops remained spherical (Yang et al. 2001 ). In addition, they reported the coalescenceinhibiting influence of surface-active copolymers (Hu et al. 2000 , Ha et al. 2003 , which was mainly explained by Marangoni effects (Yoon et al. 2007) . A different approach to study collisions between two drops in shear flow was developed by Guido and Simeone (1998) . In their apparatus, the shear flow is created between two parallel plates. With this technique, Chen et al. (2009) and Bruyn et al. (2013) investigated the influence of geometrical confinement on coalescence. They observed a significantly higher coalescence probability in confined conditions compared to bulk conditions.
In the more complex research of coalescence processes in double emulsions, Gaitzsch et al. (2011b) performed experiments in a counterflow cell. In the same set-up, Eckstein and Vogelpohl (1999) and Simon and Bart (2002) investigated the coalescence of a droplet swarm colliding with single droplets.
Drop interactions play also an important role in several other applications. Due to the focus of this review article on liquid/liquid systems as well as to the sheer amount of publications, we here give just a brief overview and refer to the cited literature for further reading.
There has been an extensive research on the coalescence behavior of sessile drops on rigid surfaces, as the wettability, fluid dynamics, and coalescence behavior are of special interest in the development of coalescers or separator internals in technical applications as well as in coating and printing technology (Menchaca-Rocha et al. 2001 , Ristenpart et al. 2006 , Hernández-Sánchez et al. 2012 , Eddi et al. 2013 .
Due to the great interest in the field of spray columns and combustion processes, there has also been an extensive research in dynamic interactions of liquid drops (especially water and fuel drops) surrounded by a gas phase under the influence of various physical and kinetic parameters. In particular, one should mention the works of Ashgriz (Ashgriz and Givi 1987 , Ashgriz and Poo 1990 , Brenn (Brenn and Frohn 1989 , Brenn et al. 1997 , Brenn and Kolobaric 2006 , the group of Law (Jiang et al. 1992, Qian and Law 1997) , and the group of Orme (Orme 1997 , Willis and Orme 2000 . Derjaguin and Kussakov (1939) were the first who observed the evolution of a film profile that forms a dimple in nonequilibrium state, although the term dimple was introduced later by Frankel and Mysels (1962) . Over the following decades, there has been an extensive research on various aspects of film drainage. An excellent overview of experimental and theoretical approaches related to film drainage and film shape as well as the comparison of obtained results can be found in the work of Chan et al. (2011) . Therefore, in the following chapter, the experimental investigations are just discussed briefly for liquid/ liquid systems.
Film drainage and shape
According to Chan et al. (2011) , the experimental studies can be distinguished into three major categories: -measurements of the spatial and temporal evolution of film thickness, -determination of time-dependent forces, and -characterization of drop-drop interactions by measuring coalescence times.
Hartland (1967b) studied the temporal and spatial variation of film thickness beneath a drop approaching a liquid/liquid interface with photographic and capacitance measurements. They investigated rather large drops (6-10 mm) and measured average critical film rupture thicknesses in the range of several microns, where the thickness increased with drop size. With interferometric technique -the observation of optical interference fringe patterns during the deformation of an interface -it is possible to obtain more precise data of the variations of local film thickness with time and position. This technique was first applied by Derjaguin and Kussakov (1939) and used afterwards by several researchers to study the film between two drops (Klaseboer et al. 2000 , Zdravkov et al. 2003 , Chevaillier et al. 2006 , Manica et al. 2008b or between a drop approaching a liquid interface Woods 1969, 1973a,b) . Burrill and Woods (1969) used a set-up developed by Hodgson and Woods (1969) to measure the relative film thickness between toluene droplets approaching a toluene/water interface to calculate the hydrodynamic pressure distribution within the film. In the same set-up, they also investigated the film drainage process in detail for four different oil/water systems and observed that asymmetrical film drainage occurs, which was also observed by other authors (Velev et al. 1995 , Klaseboer et al. 2000 , Zdravkov et al. 2006 ). The critical film rupture thickness was found to be in the range of 30-50 nm (Burrill and Woods 1973a) . This is in good agreement with the experimental data of Traykov and Ivanov (1977) , Manev and Angarska (2005) , and Ivanov (1980) but three orders of magnitudes smaller than those obtained by Hartland (1967b) . Although the critical film rupture thickness scales with the film radius or the drop size (Coons et al. 2005) , the values of Hartland (1967b) seem to be a result of the limited spatial resolution of the photographic technique.
Interferometric measurements of drop-drop interactions were conducted in coalescence cells (Klaseboer et al. 2000 , Zdravkov et al. 2003 in which two vertical coaxial tubes (top fixed, bottom movable) were located to form drop segments in a chamber filled with continuous phase. By moving the bottom tube at a certain approach velocity, the drops were forced to approach each other and stopped when films of specified radii were formed. For a wide range of Capillary numbers, it was observed that the drop interfaces were immobile during film thinning process; hence, film drainage was independent of the viscosity of the disperse phase (Klaseboer et al. 2000 , Manica et al. 2008b ). However, Zdravkov et al. (2003) observed partially mobile film drainage in the case of a slow increase of the film radius for a PEO-water/PDMS system. Chevaillier et al. (2006) studied the influence of mass transfer direction on film drainage. In the case of mass transfer from continuous to disperse phase, film drainage is slowed down, whereas, in the inverted case, it is strongly accelerated. The same influence on coalescence was also reported by other researchers (Gourdon and Casamatta 1991 for coalescence times and Kamp and Kraume 2014 for coalescence efficiency).
A slightly different set-up was established at Sofia University (Bulgaria) with the Sheludko-Exerowa cell (Sheludko 1967) , a type of thin-film balance (TFB; Tabor et al. 2014) , as schematically shown in Figure 10 . In this experimental system, the film is formed between two deformable interfaces in a cylindrical glass tube by withdrawing the liquid from the cell and the pressure in the film is measured. The film thickness is again measured with the interferometric technique. This set-up was mostly used to study foam films (Radoev et al. 1983 , Manev et al. 1997 , Yoon and Aksoy 1999 , Manev and Nguyen 2005 but also for emulsion films (Traykov and Ivanov 1977, Velev et al. 1995) . Although a large amount of literature is available around this technique, Chan et al. (2011) stated in their film drainage review that experimental data are analyzed only in terms of the Stefan-Reynolds flat film model; moreover, important experimental results have not been reported to allow comparison with other theories.
In contrast to the experiments concerning film geometry, many researchers have investigated the occurring forces between approaching pairs of different interfaces (liquid, gas, and solid particles or interfaces, respectively). The three most common instruments -including the above-mentioned TFB -as well as the obtained data are schematically shown in Figure 10 .
After the first measurements of long-range molecular forces (Overbeek and Sparnaay 1952 , Derjaguin and Abrikossova 1958 , Black et al. 1960 ), Tabor and Winterton (1969) developed the so-called surface force apparatus (SFA), where forces between surfaces could be measured for distances as low as 5-30 nm with a 3 Å distance resolution. In this set-up, the forces are determined between two atomically smooth mica surfaces across liquids or gases as one surface is held by a spring, whereas the movement of the other surface can be controlled using a piezoelectric transducer (Israelachvili et al. 2010 ). The corresponding distances are measured optically with multiple beam interferometry. This set-up was continuously improved and extended over the following decades mainly by the work group of Israelachvili (Israelachvili and Tabor 1972 , Israelachvili and Adams 1976 , Israelachvili 1987 , Israelachvili and McGuiggan 1990 , Israelachvili et al. 2010 . With this method, Chen et al. (2004) were able to measure the surface forces and shape changes simultaneously during the approach and coalescence of two liquid/liquid and liquid/air interfaces. They found that droplets interact with each other at much larger distances than previously assumed. SFA was also coupled with other techniques such as X-ray scattering, infrared spectroscopy, fluorescence microscopy, and atomic force microscopy (Israelachvili et al. 2010) .
Atomic force microscopy (AFM) (Binnig et al. 1986 ) offers several complementary advantages in terms of the material combinations and geometries, which could be explored . A comprehensive overview of the AFM technique, the interpretation of obtained results, and the possible applications can be found in the work of Butt et al. (2005) and recent progress in the work of Tabor et al. (2012) . AFM was initially used to measure the equilibrium forces between a solid particle fixed on a cantilever and a fluid particle immobilized on a substrate. The major difference between SFA and AFM is the large deviation in scales. The particle diameter as well as the involved forces differ by three orders of magnitude (mm/μN for SFA and μm/nN for AFM; Manica et al. 2008a ).
In the last decades, AFM gained interest in the investigations of dynamic interactions between drops in aqueous solutions. Notable in this field is the research of Dagastine and coworkers. The first study to evaluate the feasibility of the AFM technique to probe dynamic interactions between oil droplets in aqueous solutions was published by Dagastine et al. (2004) . The results were qualitative, as comprehensive modeling was still required to obtain quantitative results and fundamental understanding. The first model that takes into account the significant effects (e.g. surface forces, hydrodynamics, and drop deformation) was developed by Carnie et al. (2005) and validated with the results of Dagastine et al. (2004) . In the following years, many experimental results of dynamic interactions between deformable drops in aqueous solutions (Dagastine 2006 , Webber et al. 2008 , Dagastine et al. 2010 were published, as well as the corresponding modeling approaches, including validation with the experimental data (Manica et al. 2008b , Webber et al. 2008 ). In addition, the AFM technique was coupled with a confocal fluorescence microscopy to get a 3D visualization of the position and separation of oil drops in complex systems where other techniques (e.g. interferometry) or theories (e.g. continuum hydrodynamics) are not applicable (Tabor et al. 2011) . The extensive and detailed experiments in liquid/liquid systems were primarily carried out to gain fundamental insight into the application of AFM techniques in such systems and to evaluate the validity of common hydrodynamic and force theories.
Albeit recent progress using AFM as a technique to study dynamic interactions (structural forces, hydrodynamic drainage, and coalescence events) in liquid/liquid systems, there are still many challenges that have to be addressed in the future (e.g. specific ion effects; Tabor et al. 2012) .
The third type of experimental studies on film drainage and shape is the determination of coalescence times. Although coalescence times provide less detailed information about the interaction dynamics than the previously mentioned techniques, they can give information on the stability of foams and emulsions. Experimental data for coalescence/rest times in liquid/liquid systems are available either for drops approaching a liquid/liquid interface (Charles and Mason 1960b , MacKay and Mason 1963b , Lang and Wilke 1971 , Burrill and Woods 1973b , Stevens et al. 1990 , Gourdon and Casamatta 1991 , Basheva et al. 1999 or for drop-drop interactions (Chen and Pu 2001, Villwock et al. 2014a) . Data are mostly obtained by direct observation (e.g. high-speed imaging). Coalescence times can also be determined with interferometric technique and SFA or AFM.
One general observation is that coalescence times are increasing with increasing drop size (Charles and Mason 1960b , Lang and Wilke 1971 , Burrill and Woods 1973b , Gourdon and Casamatta 1991 or the drop size ratio (Chen and Pu 2001, Villwock et al. 2014a ). Concerning the physical properties of the used test system, it was observed that coalescence times are influenced by the viscosity of the disperse phase and the density difference (Lang and Wilke 1971) , the polarity of the system (Stevens et al. 1990) , and the interfacial tension Casamatta 1991, Chen and . In the case of mass transfer, coalescence times decrease rapidly with mass transfer from continuous to disperse phase, as film drainage is improved, whereas the effect is opposite with the inverted mass transfer direction (Gourdon and Casamatta 1991) . Also, the presence of surfactants or impurities can massively increase the coalescence time by changing the drainage mechanism (Burrill and Woods 1973b) . In polar systems, coalescence times increase with salt addition (Stevens et al. 1990) .
Besides the experimental data, numerous papers have been published concerning the modeling of film drainage, thinning, and shape during the approach of particles and the resulting forces. For further details, see Section 4.4.
Conclusions
Due to the multitude of influencing factors, no standard testing conditions for coalescence are available from which the coalescence behavior of different physical systems could be deduced. Thus, several experimental set-ups are available in the literature, which were categorized and reviewed in this section. The relevant experimental set-ups are summarized in Figure 11 together with the applied measurement techniques and the obtained quantities.
Relatively simple settling tests can be performed to characterize the (static) coalescence behavior of a distinct physical system under the regarded conditions. Additionally, the transient development of the drop size distribution after an abrupt reduction of the energy dissipation rate within the system can be used to determine the (dynamic) coalescence rate indirectly (Kamp and Kraume 2015) . These experiments allow a parameter fitting of coalescence models but do not permit a sound validation of those and do not allow more detailed insight in coalescence itself.
More detailed experimental techniques can be used for proper model validation and development. Using drop-flat interface coalescence investigations, already excessive research has been done up to now. First, models were developed based on these findings, but the experiments only represent the static coalescence event.
The overall results are comparable to those from settling tests. To develop and validate universal coalescence models, which are also valid under dynamic conditions, the investigation of dynamic drop-drop collisions is inevitable. By performing these experiments, it is possible to reveal fundamental influencing parameters (drop size, contact angle, mass transfer, ion concentrations, pH, surface coverage, surfactants, etc.) on coalescence probability directly and to some extent independently. Due to the stochastic nature of coalescence, serial examinations must be conducted to achieve robust and significant results. Film drainage investigations allow a direct validation of detailed drainage models, which resolve the transient development of the film shape. Furthermore, highly resolved film drainage experiments might reveal more details about film rupture and critical film thicknesses at which film rupture occurs under certain conditions.
However, all experimental set-ups investigating coalescence are a simplification of the dynamic drop collision process under real conditions. It must always be discussed if these simplifications are appropriate for the particular model and application.
In the opinion of the authors, future investigations should focus on systematic drop-drop investigations to determine the impact of influencing parameters on coalescence efficiency and rate. Based on the comprehensive experimental data available, coalescence models could be evaluated, validated, or developed further. Together with investigations in dynamic droplet swarms, the generalization of these models to a description of technical systems could be proven in future. Film drainage investigations are essential for the understanding of the microscopic interactions during coalescence. However, the highly resolved information gathered will not be described by large-scale modeling approaches in the near future, which are essential from an engineering point of view. At the moment, these results are rather important for academia and fundamental research than technical application.
If a proper coalescence model were available for a recent application, the ideal case would be to adapt the necessary parameter(s) with a simple and quick settling test and to be able to successfully simulate dynamic droplet swarms afterwards.
Modeling approaches
The following review of theoretical coalescence description summarizes the available modeling approaches with an ascending level of detail. First, plain models describing the settling or separation behavior of dispersions are introduced, which inherently include coalescence rate descriptions. Afterwards, an introduction to the more universal population balance equation (PBE) framework is given, which models droplet swarms of different sizes and describes the phenomena occurring between drops independently from each other. Therefore, the PBE offers a systematic bottom-up modeling for technical scale based on lab-scale experiments. Results from all kinds of investigations mentioned in Section 3 can be implemented into the submodels for drop breakage and coalescence of the PBE framework with different levels of detail (from empirical correlations to comprehensive film drainage models). For coalescence submodels, the proper description of coalescence and drainage time is important, which is discussed in the subsequent subsections. Lastly, complex numerical descriptions of fluid mechanics are presented, which offer the possibility to depict flow patterns three-dimensionally and highly detailed.
Separation models
All theoretical models assume that the residence time of liquid/liquid systems in large-scale horizontal gravity settlers correlates with the observed residence time in labscale batch settling tests (see Section 3.1). An extensive review on the available models for the description of separation behavior of liquid/liquid dispersions was published by Frising et al. (2006) . According to them, two opposite models can be found in the literature: sedimentation-based and coalescence-based models, which will be described briefly. Modeling details such as the involved mechanisms (e.g. film drainage) and model parameters (e.g. coalescence time) can be found in Sections 4.3 and 4.4.
Sedimentation-based models were mostly proposed by the group of Hartland and Jeelani (Jeelani and Hartland 1985 , Bhardwaj and Hartland 1994 , Mason et al. 1995 , Jeelani et al. 2005a . These models assume that favorably drop sedimentation and interfacial coalescence (with the continuous phase) take place during the separation process. Most experiments for the model derivations were carried out with pure liquids and rather large initial drop diameters ( > 100 μm) and therefore presented short coalescence times, the times observed in real industrial applications (e.g. crude oil systems) are much longer due to much smaller droplets ( < 10 μm). For that reason, sedimentation-based models have a limited range of application (Frising et al. 2006) .
By considering only small, nondeformable droplets ( < 100 μm) and taking drop-drop coalescence as the predominant mechanism into account, Lobo et al. (1993) derived a stochastical coalescence-based model. The model was tested with a hexadecane/water system and was only able to predict the experimental results qualitatively.
The model proposed by Barnea and Mizrahi (1975c,e) takes both sedimentation and coalescence into account. Another, more recent model was presented by Henschke et al. (2002) . This comprehensive model takes all individual steps in the separation process (sedimentation, coalescence, deformation, and dispersion band height) into account. Their model has only one basic coalescence parameter, which can be calculated from settling experiments and is independent from the mixing conditions and phase ratios. The most recent model was reported by Noïk et al. (2013) . Their model also considers sedimentation and coalescence (both types: drop-interface and dropdrop) and contains only one empirical fitting parameter that depends on the physiochemical characteristics of the system. Although the authors were able to simulate their experimental results of batch settling test with different oil/brine systems, they underline the sensitivity of their model to droplet size.
Nevertheless, as Frising et al. (2006) already stated, all available models have to be used carefully as they do not take into account the system's chemical composition and intermolecular interactions even if the empirical fitting parameters in the last two mentioned models are system specific. Also, a thorough understanding of the used systems is mandatory; therefore, the models should only be applied for particularly well-known systems (e.g. surfactant-free systems). In addition, common models are not applicable for systems in which mass transfer occurs (e.g. metal extraction), as they do not take Marangoni convection into account. One approach to overcome these drawbacks is the application of PBE (for details, see Section 4.2) for modeling phase separation as proposed by Grimes (2012) .
Population balance equation
Population balance equation (PBE) is a modular framework that describes the phenomena of drop breakage and coalescence in a droplet swarm separately. For liquid/ liquid systems, numerous submodels are available Lucas 2009, 2010) to describe the source and sink terms of droplet breakage and coalescence. These submodels can be assembled individually in the population balance, which offers the possibility of a suitable combination of submodels for each application. The effects of drop breakage and coalescence influencing the drop size distribution are decoupled from each other and detailed findings from fundamental investigations can be implemented directly. This permits to apply a bottom-up approach to describe drop size distributions in technical applications as shown in Figure 12 . This fundamental Figure 12 : Bottom-up approach to predict drop size distributions from fundamental single-drop experiments (Villwock et al. 2014b ).
approach offers the possibility of scale-up without using empirical correlations (like, for example, as reviewed by Ghotli et al. 2013 ) and thus overcome geometrical dependencies and challenges during classical scale-up based on dimensional analysis and geometric similarity. Single-drop experiments and batch settling tests can be used to fit and validate the submodels for breakage and coalescence in the PBE. On this basis, a prediction of drop size distributions is possible, which can be validated in lab-scale apparatuses and be used for process control and plant design of large-scale applications (Bart et al. 2006 , Müller et al. 2008 , Villwock et al. 2014b . Applying this approach, the determination of breakage rate parameters from single-drop experiments was performed successfully by Maaß and Kraume (2012) . Further single-drop break-up investigations in a stirred tank were performed by Solsvik and Jakobsen (2015a) .
The foundation of the population balance was set by Smoluchowski (1916 Smoluchowski ( , 1918 , who published the idea of balancing different particle agglomeration categories to describe the coagulation kinetics within colloid solutions. By considering death and birth terms for the distinct particle classes, a set of nonlinear differential equations was derived. In general, a population of particles can be defined by particular properties (here by material: disperse phase) and a describing variable (here: drop size). A common engineering approach is to discretize the continuous spectrum of particle sizes by distinct mesh sizes from sieve analysis and to assign a discrete number of entities in it (Ramkrishna 1985) . PBE describes the time-dependent number density distribution f(d p , t) of particles/drops with diameter d p within a certain volume by birth Ḃ and death terms Ḋ for droplet breakage and coalescence and convective flows f i · i over the balance boundaries (Randolph and Larson 1962 , Hulburt and Katz 1964 , Ramkrishna 1985 , Kopriwa et al. 2012 , Sporleder et al. 2012 , Ramkrishna and Singh 2014 , Solsvik and Jakobsen 2015b :
These terms are given by mechanistic submodels that, in the case of liquid/liquid PBE, account for the drop interactions depending on several factors such as continuous and disperse phase properties, interfacial phenomena, hydrodynamic characteristics, and environmental conditions (see Section 2.3). The volume-related PBE for liquid/ liquid dispersions without convective flows becomes (Valentas and Amundson 1966 , Attarakih et al. 2004 , Gäbler et al. 2006 , Liao and Lucas 2010 :
introducing submodels for the number of daughter droplets ) .
As available submodels can be implemented independently from each other with different levels of detail, the modular concept of this modeling framework becomes apparent. A review on the foundation of PBEs was recently published by Solsvik and Jakobsen (2015b) . For an overview of available submodels, there are extensive reviews published concerning drop breakage (Lasheras et al. 2002 , Liao and Lucas 2009 , Kopriwa et al. 2012 , Sajjadi et al. 2013 , Solsvik et al. 2013 ) and drop coalescence (Liao and Lucas 2010 , Kopriwa et al. 2012 , Sajjadi et al. 2013 , Solsvik and Jakobsen 2014 . Particular PBE approaches for gravity settlers were developed by Ruiz and Padilla (1996) and Grimes (2012) .
However, instead of solving the PBE with discrete distributions (Valentas and Amundson 1966 , Hounslow et al. 1988 , Alopaeus et al. 1999 , Attarakih et al. 2004 , Kumar et al. 2007 , there are other methods available (see Ramkrishna 2000 and Solsvik and Jakobsen 2015b for details). The calculation of the drop size distribution can be reduced to corresponding moments of the distribution, which results in faster computation time (Diemer and Olson 2002a ,b, Frenklach 2002 , Marchisio et al. 2003b , Attarakih 2013 . A comparison of available moments methods in terms of efficiency and accuracy can be found in the work of Silva et al. (2010) . Alternatively, stochastic methods such as Monte Carlo simulations can be used (Hsia and Tavlarides 1980 , Goodson and Kraft 2004 , Kopriwa et al. 2012 , which provide more detailed information than the discrete solution as the trajectories of all droplets are known. Thus, a spatial resolution of the balanced system is possible in contrast to the other presented solution methods. Apart from that, PBE can be considered as a Boltzmann-like equation that offers the possibility of applying the corresponding statistical solution methods (Solsvik and Jakobsen 2015b) .
Using the mentioned methods to solve PBE, several tools are available in the literature such as codes for proprietary software such as Matlab/Simulink ® (Ward and Yu 2008, Majumder et al. 2012 ) as well as in-house software developments of some research groups [LLECMOD and PPBLAB (Attarakih et al. 2006 (Attarakih et al. , 2008 (Attarakih et al. , 2012 and ReDrop (Kalem et al. 2011 ] and specialized software such as Parsival ® (Wulkow et al. 2001 ). The simultaneous solution of Navier-Stokes equations using CFD and PBEs is effective concerning computational time, as the main flow patterns of the continuous phase can be solved with CFD and the disperse drop size distribution by PBE (Hagesaether 2002 , Hagesaether et al. 2000 , Marchisio et al. 2003a , Drumm 2009 , Sajjadi et al. 2013 ). The coupling variables are the energy dissipation rate and phase fraction in a discrete calculation cell and the convective streams over the cell boundaries from the homogeneous CFD calculation. The latter determines the convective flows in PBE [see Equation (5)]. Energy dissipation rate and phase fraction are essential variables in most breakage and coalescence submodels. Thus, drop size distribution can be calculated for every discrete calculation cell. Implementations of coupled CFD-PBE solutions are available in Fluent ® ( Marchisio et al. 2003a , Sanyal et al. 2005 and OpenFOAM ® (Carneiro et al. 2008 , Bayraktar et al. 2011 , Hlawitschka 2013 .
Coalescence submodels in PBE describe only the coalescence rates within a droplet swarm and do not predict single coalescence events. The collision frequency ξ determines the rate of how often droplets in a system collide with each other. The coalescence efficiency λ describes the probability that two interacting drops coalesce [see Equation (1)]. Most coalescence efficiency models describe the mechanistic parts and assume a mean critical film rupture thickness as coalescence criterion. In this manner, it is accounted for the stochastic phenomenon of coalescence and only a coalescence probability is predicted. Nevertheless, the mean coalescence rate of numerous drop collisions within a droplet swarm can be predicted in this way. There are several different modeling approaches available in the literature concerning the coalescence efficiency λ, whereas the collision frequency ξ is typically described analogous to the collision of molecules in the kinetic gas theory (Chesters 1991, Liao and Lucas 2010) . While the interested reader is referred to the corresponding reviews (Liao and Lucas 2010 , Kopriwa et al. 2012 , Solsvik and Jakobsen 2014 , a short summary is given here. Apart from empirical correlations, three mechanistic modeling approaches have been established: the film drainage, the energy, and the critical approach velocity models.
The most widely used and mechanistic modeling approach is the film drainage model that was published by Coulaloglou and Tavlarides (1977) . The simplified model relates the drainage time to the contact time (assumed as random variables):
based on the precondition of coalescence that the contact time of two droplets has to exceed the film drainage time.
The advantage of this basic model assumption is the possibility to implement different descriptions of these characteristic times, which are numerously available in the literature especially concerning the film drainage time (see Section 4.4). Hence, various subsequent models were published mostly differing by the definition of the interface (rigid, partially, and fully deformable) resulting in different characteristic times (Chesters 1991 , Tsouris and Tavlarides 1994 , Liu and Li 1999 , Podgórska and Baldyga 2001 , Liao and Lucas 2010 , Kopriwa et al. 2012 ). Howarth (1964) anticipated that the adhesion forces during film drainage are weak in comparison to turbulent forces and immediate coalescence occurs if a certain relative velocity between two colliding drops is exceeded. Based on this model, Sovova (1981) proposed the energy model that assumes that the surface energy of the drops must be exceeded by kinetic energy on collision for coalescence to occur:
Anyhow, Sovova (1981) combined the energy model with the film drainage model of Coulaloglou and Tavlarides (1977) . Simon (2004) proposed using the energy model of Sovova (1981) alone without the film drainage model. The third modeling approach is semiempirical and simply assumes that coalescence only occurs up to a critical relative collision velocity Mewes 2001, Lehr et al. 2002) . The originally published model equation was corrected by Liao and Lucas (2010) to
0.06 min , 1 with .
This critical approach velocity model is obviously contradictive to the energy model and considers the relative velocity as the main influencing parameter of droplet coalescence.
Using the modular PBE framework, the two phenomena (droplet breakage and coalescence) can be decoupled from each other and the corresponding submodels can be validated and developed further by detailed (single-drop) investigations. In contrast to droplet swarm experiments in technical applications, the detailed investigations allow defined conditions to identify the respective influencing factors. Furthermore, a determination of possible cumulative/empiric model parameters is possible using single-drop experiments. These only need small amounts of liquid components to adapt the submodels to the present process in comparison to expensive pilot-plant tests.
However, a reliable submodel describing all influencing parameters (see Section 2.3) is not available in the literature up to now and simulations a priori are not possible, as every submodel has a numerical fitting parameter in which all disregarded and eventually unknown dependencies are merged. This becomes apparent by comparing the dependencies of the influencing parameters on the coalescence efficiency λ. This is done for selected submodels in Table 2 concerning interfacial tension γ, viscosities μ c , μ d and densities  c ,  d of continuous and disperse phases, (equivalent) drop diameter d eq , and energy input (by dissipation rate ε, shear rate γ , or relative velocity v rel ). The conversion between energy dissipation rate, shear rate, and relative velocity is discussed above (see Table 1 ). The dependency of the energy model from γ,  c and d eq results from the definition of v crit in Equation (9) and does not apply if v crit is fitted to experimental data (as done by Lehr et al. 2002) .
Keeping in mind that 1 ≥ exp(-x) > 0 for 0 ≤ x < ∞, all presented submodels, except the energy models in Table 2 , predict an increasing coalescence probability with increasing interfacial tension. The difference of the energy models apparently lies within the model assumption that surface energy has to vanish for coalescence. As most submodels do not consider an influence of the continuous phase viscosities and even more rarely of disperse phase, the others consider the viscosities with inconsistent proportionality. Disperse phase density  d is only implemented by the film drainage model of Luo (1993) and the energy models and increases the coalescence efficiency with a higher value. An increasing continuous phase density  c leads to a less probable coalescence in all models, except for the film drainage models of Tsouris and Tavlarides (1994) and Alopaeus et al. (1999) . Considering the influence of drop diameter and energy input on coalescence probability, no clear trend can be found in the submodels as already discussed by Kopriwa et al. (2012) . This is quite surprising as the drop diameter is one of the main measured and targeted quantities. The energy input is the most varied parameter in droplet swarm experiments (e.g. by a simple variation of stirrer speed) for which the models were developed. However, the drop diameter again depends on the energy input and is an implicit influencing parameter as it is determined by the coalescence rate. Additionally, drop size depends on the simultaneously appearing breakage rate that superimposes the dependency on coalescence efficiency additionally. Due to this coupling of breakage and coalescence, the high number of breakage models in the literature (Liao and Lucas 2009 ) might also correlate to the variety of coalescence models. Most models were adapted and fitted to drop size distributions of systems in which coalescence and breakage occurred simultaneously and the different influences could not be decoupled from each other. This means that an inconsistency in the breakage model could be compensated by the coalescence model and vice versa. Each submodel contains a numerical parameter that merges all nonregarded influencing parameters and allows the adjustment to experimental data. Additionally, interdependencies between these numerical parameters of coalescence and breakage models exist (Ribeiro et al. 2011 ). Thus, a broad variety of breakage and coalescence parameter sets can be found in the literature (Maaß 2011 , Ribeiro et al. 2011 . Different parameter combinations may lead to identical simulation results if the ratio between drop breakage and coalescence rate is equal, although the rates itself differ (Ribeiro et al. 2011) . Instead of fitting the parameters to drop size distributions, single-drop experiments offer the possibility to decouple breakage and coalescence and allow the independent determination of the numerical parameters. From the above discussion, it can be concluded that the coalescence probability has not been modeled comprehensively up to now. Although there are several models available in the literature, the dependency on the regarded influencing parameters is implemented diverse and in several cases even contradictory. Thus, the submodels should be selected carefully considering the general conditions under which the models were stated.
Coalescence time
The simplest way to describe the median resting (or coalescence) time τ 1/2 = t drainage +t rupture of deformable droplets at a flat interface is the empirical correlation with the drop diameter by an exponent x (Charles and Mason 1960b) :
Although the drop diameter has not the strongest influence on coalescence time, it is relatively easy to vary it solely in one physical system without changing phase properties and several other influencing factors at once. Additionally, most applications only deal with one specific physical system with mainly constant properties. Thus, many investigations were performed analyzing the influence of the drop size. A review on experimental and theoretical rest times can be found in the work of Vijayan and Ponter (1975) and an overview of experimentally determined exponents x is given in Table 3 . Although different liquid phases and drop sizes were investigated, the exponents were found within the range 0.6 < x < 3.6, which agrees with theoretical film drainage models (see Section 4.4 for further discussion). Regarding deformable drops, the parallel discs model (MacKay and Mason 1963b) based on the Reynolds expression of the lubrication flow Table 3 : Exponent x of Equation (10) Gillespie and Rideal (1956) Water/benzene 1.5-4.5 mm 1.0 Water/paraffin oil 1.5-4.5 mm 1.0 Charles and Mason (1960b) Water/benzene 6.5-8.0 mm 3.15 Jeffreys and Hawksley (1965a) Water/benzene 1.0 (-1.3) Water/benzene+paraffin oil 1.9-2.8 mm 0.9 Water/heptane+paraffin oil 1.4 Water/iso-octane 2.0 Burrill and Woods (1973b) Anisole/water 1.1-1.7 mm 1.0-2.5 Cyclohexane+anisole/water 0.8-1.3 mm 0.6 Cyclohexanol/water 0.5-0.6 mm 1.9-2.9 Basheva et al. (1999) Soybean oil/water+protein < 0.1 mm -1 0.1-1.0 mm 3.57 Gaitzsch et al. (2011a,b) , Gaitzsch (2014) Water/paraffin oil 0.15-0.9 mm 0.4-2.2 Water/silicon oil 0.9-1.6 mm 2.8 Thoroddsen and Takehara (2000) Ethanol/air 0.2-2.5 mm 1.5 between two parallel plates (Reynolds 1886) predicts the highest exponent:
The modified cylinder model (Hodgson and Woods 1969) predicts a proportionality of
For smaller rigid drops, the dependency on the droplet diameter turns to Mason 1960b, Basheva et al. 1999) :
As shown experimentally by Basheva et al. (1999) and Ivanov et al. (1999) transition from small rigid droplets to bigger deformable drops can be found for the same physical system by varying the droplet size only. Consequently, the minimal rest/coalescence time is found in the transition region between rigid sphere model (no film formation, Taylor regime) and a film drainage model (e.g. parallel discs, Reynolds regime; Kralchevsky et al. 2008) as depicted qualitatively in Figure 13 . For comparison, the experiments of Thoroddsen and Takehara (2000) , who investigated the coalescence of ethanol droplets in air and found a similar exponent of x = 1.5 as in liquid/liquid systems, are given in Table 3 .
However, coalescence time obviously does not only depend on the drop diameter. Most above-mentioned models consider different phenomena and thus influencing factors to describe coalescence time. Ghosh (2004) factors (viscosity, density, interfacial tension, and Hamaker constant) were considered additionally, substantial deviations from experimental data were found. This illustrates the limited applicability of these correlations. Therefore, many authors model the film drainage to determine coalescence time.
Drainage models
The drainage of the thin continuous phase film entrapped between two drops is a complex transient and 3D flow as already discussed in Section 2.2 and depicted in Figure 1 . There are numerous papers and even several reviews available dealing with drainage models. Thus, only few models are discussed particularly in this work and the goal of this section is rather to give an overview over the concepts and simplifications that have been used so far to describe the film drainage.
The basic work describing film drainage was published by Derjaguin and Kussakov (1939) , who also derived the radius of the draining film by balancing buoyancy and capillary pressure forces of a bubble resting at a flat interface:
Additional interaction energies between deformable drops and bubbles (van der Waals, surface extension, electrostatic, steric, and depletion) were discussed and derived by Danov et al. (1993) . The link to experimental data is apparent where sophisticated direct measurements of the film shapes were performed (see Section 3.4). However, also simpler drop-interface or drop-drop coalescence investigations from which a coalescence time distribution is obtained (see Sections 3.1 and 3.3) are used to validate film drainage models. The film drainage time can be approximated by the median rest/coalescence time of the droplets: t drainage ≈τ 1/2 after which half of the investigated drops (N/ N 0 = 0.5) coalesced if the film rupture time is neglected. In most cases, this is an appropriate assumption because generally the film rupture time tends to be one or several orders of magnitude smaller than the drainage time.
In available film drainage models, the complex film drainage was simplified concerning the following conditions: -mobility of interface, -drop and film shape, -drainage flow boundary conditions, and -(a)symmetry of film drainage.
The interface between disperse and continuous phase can be regarded as mobile, partly mobile, tangentially immobile, or rigid, which results in different drop and film shapes as well as flow boundary conditions. High viscous drops, small droplets, or particles with a rigid interface can be modeled as spheres without film formation (Davis et al. 1989) . In other cases, a film of various shapes can develop and thus be modeled. The film shape changes in time but is mostly regarded to be rotationally symmetric, which leads to a radial and temporal dependency of the film thickness h(r, t). The simplest film shape is the planar and discoid film (also referred to as parallel discs) as shown in Figure 14 . Depending on the pressure gradient in the film, several variations of film curvature can be found, which are called pimple, dimple (Frankel and Mysels 1962, Princen 1963) , and wimple with increasing number of local extrema in the radial profile (see Figure 14) . If further convolutions (minima and maxima) occur in the film, it is termed ripple . The most commonly observed film shape in liquid/liquid and gas/liquid systems is the dimple (see Section 3.4), which is induced by a higher pressure within the film and an outward flow. A detailed discussion of the film shapes and the corresponding modeling can be found in the work of Chan et al. (2011) .
Regarding the boundary conditions of the drainage flow, all possible conditions can be found in available models: frictionless/nonviscous, slip, mobile, and (tangentially) immobile interface. Accordingly, the boundary conditions determine the velocity profile along the film thickness from plug flow to parabolic laminar profiles with and without a velocity of the interface Hodgson 1968, Chan et al. 2011) . Due to simplicity, most models assume symmetrical film drainage, although, in experiments (see Section 3.4), asymmetrical film drainage and rupture was observed. As symmetrical models predict too long drainage times, several authors proposed approaches to consider the asymmetry of film drainage (Jeffreys and Hawksley 1965b , Burrill and Woods 1969 , 1973a , Jeelani and Hartland 1984 , Henschke et al. 2002 .
Simple film drainage models describe the decreasing film thickness h over time t depending on influencing parameters:
These models do not provide a radial resolution of the film thickness and thus postulate planar interfaces (homogeneous film thickness) or describe only the point of minimal film thickness, which is essential for film rupture. In most cases, an analytical solution for the drainage time can be found by an integration of the model in accordance with (differential) Equation (15). The integration limits are given by the film thickness at the start of drainage h 0 down to the critical film rupture thickness h crit and accordingly the start of film drainage time t 0 until its end t drainage . Together with a model of coalescence time, these drainage time models can be used directly in film drainage models of coalescence efficiency within the PBE framework (see Section 4.2). Reviews on the extensive research and modeling of drop-drop and drop-interface coalescence in the 1950s and 1960s can be found in the works of Jeffreys and Davies (1971) and Vijayan and Ponter (1974) . In the works of Chesters (1991) and Liao and Lucas (2010) , drainage models for different interfacial conditions [rigid/ (partially) mobile] are summarized, which were derived analytically to obtain the film drainage times. Drainage rates considering the mentioned droplet interactions by Danov et al. (1993) are summarized by Ivanov et al. (1999) , including a comparison of drainage regarding the solubility of surfactants in disperse or continuous phase.
The first drainage model was developed by Gillespie and Rideal (1956) assuming planar surfaces. It is based on the film radius calculation of Derjaguin and Kussakov (1939) [Equation (14)] and the Reynolds expression for the rate of drainage between two parallel plates (Reynolds 1886) , which both were used frequently in subsequent modeling approaches. A further discussion of drainage rates, film shapes, and transition between drop-interface and dropdrop coalescence can be found in the work of Princen (1963) .
Investigating thin films of foams, Scheludko (1957) , Scheludko and Exerowa (1959) , and Scheludko et al. (1965) revealed the fundamental aspects of disjoining pressure in drainage films with immobile interfaces covered with surfactants. Jeelani and Windhab (2009) were able to predict coalescence times and critical film thicknesses of several published experimental investigations based on the proposed drainage model of Jeelani and Hartland (1994) .
The modeling of gravity settlers is discussed in several publications , Jeffreys and Davies 1971 as also discussed in Section 4.1. Vohra and Hartland (1981) calculated the drainage conditions of surrounding droplets at a continuous interface to model coalescence time in the dense-packed zone of separators. Henschke et al. (2002) introduced an asymmetrical film drainage model that allows the scale-up from simple batch settling tests to the design of horizontal separators. Applying this asymmetrical drainage model for different disperse systems, Kopriwa (2014) was able to predict coalescence rates in different flow regimes in an extraction column based on settling experiments. After fitting the hydrodynamic parameters of coalescence models, a single parameter could be fitted to settling tests, which accounts for specific influences of the physical system on coalescence efficiency. Using this set of parameters, the drop size distribution within an extraction column and in the dense-packed zone of droplets was described successfully for varying physical systems (water continuous phase with different disperse organic phases: methyl isobutyl ketone, butanol, butyl acetate, and toluene) and different ion additions. This promising approach shows that a proper coalescence description of technical systems is possible using an identical 1D model for various fluid dynamic conditions. Nevertheless, it has to be mentioned that also the breakage parameters had to be fitted again to the different physical systems. Due to the coupling of breakage and coalescence, the adapted breakage parameters could also have compensated undescribed coalescence phenomena as discussed in Section 4.2.
In several other works, further 1D drainage models were proposed (Hartland and Robinson 1973 , Svendsen and Luo 1996 , Hsu et al. 2008 , Bozzano and Dente 2011 .
More detailed models include the radial shape of the draining film, but already these 2D models result in complex differential equations that have to be solved iteratively . Thus, an implementation in modeling frameworks such as PBE is computationally intensive or even impossible.
A detailed insight in film drainage between deformable drops and bubbles is provided in the review of Chan et al. (2011) . Additionally, the authors combined the hydrodynamic flow in Stokes regime (low Reynolds number) with the interfacial deformations described by Young-Laplace equation and obtained good agreement with transient film shape measurements in different physical systems. An early detailed symmetrical model was published by Hodgson, Lee, and Woods (Lee and Hodgson 1968 , Hodgson and Lee 1969 , Hodgson and Woods 1969 , who additionally discussed the influence of surfactants on interfacial mobility and the resulting film shapes.
A discussion of the influence of van der Waals force on film rupture can be found in the work of Abid and Chesters (1994) . Jones and Wilson (1978) modeled the increased drainage speed between a drop and an interface due to circulations in the disperse phase.
A model including the effect of mass transfer on coalescence was included in drainage models by Saboni et al. (2002) . Already small concentration differences lead to a decreased calculated drainage time for mass transfer from disperse to continuous phase (d→c) and longer drainage time for the reversed transfer direction, which agrees with experimental studies (see Section 2.3).
Although these and other complex models (Jeffreys and Hawksley 1965b , Burrill and Woods 1969 , 1973a , Chesters and Hofman 1982 , Chen 1985 , Li 1994 , Saboni et al. 1995 , Jeelani and Hartland 1998 , Bazhlekov et al. 2000 , Hagesaether et al. 1999 , Klaseboer et al. 2000 , Yeo et al. 2003 , Baldessari and Leal 2006 , Toro-Mendoza and Petsev 2010 , Zhang et al. 2010 ) are able to model radial profiles of the draining film, the simplification of the complex 3D flow to two dimensions (h, r) is inaccurate because the film drainage is at least unsymmetrical in the moment just before film rupture. Consequently, the description of film drainage and the a priori prediction of coalescence are still challenging tasks for future investigations.
Computational fluid and particle dynamics
The numerical description of fluid mechanics offers the possibility to depict flow patterns and characteristic dynamics in three dimensions and at high level of detail. Nevertheless, the possibilities of the available methods are mainly limited by computational time. In coalescence modeling, the challenge is the interaction of fluid dynamics at different levels of scale in time and space. The film drainage occurs at spatial expansions of about nanometers and time scales of microseconds to seconds. However, the collision of droplets with fully mobile interface (at which distinctive film drainage would only occur) takes place in dimensions of several micrometers to millimeters and time scales of milliseconds to seconds. Consequently, for a comprehensive simulation of coalescence, fluid mechanics would have to cover several orders of magnitude in space and time (Janssen and Anderson 2011) .
In the following subsections, a brief overview of the most popular approaches is given. These are categorized by their level of detail: computational fluid dynamics (CFD), which assumes the fluid as a continuum; lattice Boltzmann methods (LBM), which are solved on the fluid particle level; and molecular dynamics (MD), which resolve molecules down to their atomic structure. For further reading, the interested reader is referred to the cited literature.
Computational fluid dynamics
Computational fluid dynamics (CFD) is (mostly) based on the Navier-Stokes equation that assumes the fluid as a continuum (Anderson 1995 , Wesseling 2001 . Thus, the simulation is restricted to sizes significantly larger than the fluid molecules so that their particulate character can be neglected. The describing equations are solved within discrete cells that build a mesh in the physical volume. The mesh can be static during simulation or might be recalculated and adapted after each iteration step. For multiphase simulations, a differentiation between the apparent phases has to be performed. For the analysis of coalescence, numerical methods can be roughly distinguished into two numerical methods: front capturing and front tracking techniques (Janssen and Anderson 2011) . Examples are volume of fluid (VOF, Hirt and Nichols 1981) , level set (Osher and Sethian 1988) , and diffusive interface method (DIM; Anderson 1995) for front capturing methods and the boundary integral methods (Pozrikidis 1992) for front tracking methods. The major drawback of the front capturing methods is their incapacity to cover the wide range of length scales that are relevant during the entire coalescence process. Furthermore, the accuracy of these methods is limited by the grid size. Particularly, when the drops come in close contact, in most simulations, only the numerical merging of drops is observed as the length scale at which film rupture takes places is orders of magnitude smaller than the discretization length scale applied (Janssen and Anderson 2011) . The front tracking methods or boundary integral methods have the advantage that their implementation involves integration only on the interfaces, thus resulting in higher performance (Bazhlekov et al. 2004) . The disadvantages of the front tracking are mainly issues due to mathematical complexity (e.g. numerical instability caused by interfacial tension at small Capillary numbers; Zinchenko et al. 1997 , Bazhlekov et al. 2004 , Janssen and Anderson 2011 .
Several authors studied the fluid dynamics of drop coalescence (Yiantsios and Davis 1991 , Nobari et al. 1996 , Loewenberg and Hinch 1997 , Eggers et al. 1999 , Duchemin et al. 2003 , Hardt 2005 , Yoon et al. 2007 , Eiswirth et al. 2012 , Mohammadi et al. 2012 , Chen and Wang 2014 , Mansouri et al. 2014 ) and were able to reproduce the specific shapes after film rupture such as the formation of coalescence bridge (Menchaca-Rocha et al. 2001 , Decent et al. 2006 . Due to the above-discussed restrictions, coalescence was artificially induced by "smeared" interfaces or by introduced conjunctions between the interfaces and the film drainage could not be resolved adequately. Mason et al. (2012 Mason et al. ( , 2014 overcame this problem by introducing a simultaneously calculated 1D submodel that described the film drainage between the colliding droplets. This coupled multiscale approach of CFD and drainage modeling is a promising method to cope with the resolution problem in space and time discussed above. Nevertheless, the quality of the film drainage model (see Section 4.4) determines the solution of the whole simulation thoroughly.
Besides the aforementioned numerical methods, there are several other approaches to reproduce the coalescence process such as smoothed-particle hydrodynamics (Meleán and Sigalotti 2005 , Acevedo-Malavé and Garcia-Sucre 2011a ,b, Acevedo-Malavé 2012 or the spineflux method (Mashayek et al. 2003) .
As mentioned previously, in recent years, the implementation of PBE into CFD became of higher interest (see Section 4.2). With this coupling, it should be possible to fully describe the transient drop size distribution in turbulent liquid/liquid flows. A comprehensive review on this topic can be found in the work of Sajjadi et al. (2013) .
Lattice Boltzmann methods
Lattice Boltzmann methods (LBM) solve the stochastic partial differential Boltzmann equation on a discrete lattice of particle positions within the given simulation volume. The fluid is regarded to consist of particles that are represented by a distribution function. Total mass and momentum balance are solved together with specific particle collision models to calculate the transient change of the particle distribution function (Chen and Doolen 1998) . Under certain boundary conditions, the Boltzmann equation can be transferred into the incompressible Navier-Stokes equation (Chen and Doolen 1998) . Due to these characteristics, LBM can also be regarded as a mesoscopic method between CFD and MD. The advantage of LBM for multiphase simulations is the inherent possibility to introduce different particle types without a need to recalculate the interface due to their discrete nature.
Similar to the studies with CFD, several papers on LBM dealing with drop coalescence have been published in the last decade (Inamuro et al. 2004 , Premnath and Abraham 2005 , Jia et al. 2006 , Dupuy et al. 2010 , Gac and Gradon 2011 , Sun et al. 2013 . Particularly, the extensive research of Derksen et al. has to be mentioned (Shardt et al. 2013 ,b, Komrakova et al. 2015 . With their approach, they were able to obtain a critical Capillary number that determines the transition between drop repulsion and coalescence in simple shear flow (Shardt et al. 2013 (Shardt et al. , 2014a . Their results were also qualitatively consistent with the experimental data of Chen et al. (2009) .
Molecular dynamics
Molecular dynamics (MD) simulations offer the possibility to gain detailed insights in molecular interactions with setting only fundamental input parameters. Newton's equations of motion are solved on atomic scale by defining universal interatomic potentials (the set of parameters is commonly called force field) that induce forces between atoms and molecules (Alder and Wainwright 1959 , Hoover 1986 , Israelachvili 1991 . Most common are force fields based on Lennard-Jones potentials (Jones 1924) . MD simulations offer the possibility to simulate the microscopic processes of film drainage and rupture a priori without introducing assumptions or simplifications as discussed above. However, those simulations are restricted to several thousands of atoms. Space and time are resolved only in the order of nanometers and nanoseconds.
There are several MD simulations available that investigate the coalescence of drops in vacuum (Greenspan and Heath 1991 , Svanberg et al. 1998 , Koplik et al. 2002 , Kalweit and Drikakis 2006 , Liao et al. 2007 ) or a gas phase (Wang et al. 2015) . Kalweit and Drikakis (2006) were able to depict the different interaction regimes that occur in gas/liquid systems (coalescence, stretching separation, and scattering) by varying the collision angle between water clusters of approximately 10,000 Lennard-Jones particles. Wang et al. (2015) simulated the interaction of water nanodroplets (consisting of 3360 molecules each) with dissolved KCl ions in nitrogen atmosphere within an electrostatic field and were able to predict coalescence and noncoalescence according to the critical electric field strength.
The application of MD to liquid/liquid systems is computationally more expensive and only two publications are known to the authors so far. Zhao and Choi (2004) investigated clusters of 100 water molecules coalescing in n-heptane showing that the dynamics of the coalescence process until the formation of the coalescence bridge differs from the case in vacuum. However, the confluence of the droplets after the bridge formation was comparable in n-heptane and vacuum. Rekvig and Frenkel (2007) investigated the rupture of an aqueous film between two oil layers in the presence of surfactants with the goal to extrapolate the coalescence of two oil droplets in such a system. Additionally, the authors used a mesoscopic model that is a common simplification approach in MD modeling: multiple covalently bound atoms are grouped together to single "coarsegrained" particles with adapted interaction parameters in the applied force field. Thus, the total amount of particles was reduced and two orders of magnitude were gained in length and time scale.
Generally, MD simulations offer a great potential for detailed and a priori simulations of the coalescence process but are still computationally expensive and thus restricted in space and time. Thus, the film drainage with dimple formation of two droplets (which would need to have several micrometers in diameter to have considerably mobile interfaces) will not be realizable with MD simulations in the near future. A solution might be a coarse-grained model that, on the contrary, would lose the a priori nature due to inherent simplifications incorporated in the mesoscopic model.
Conclusions
Up to now, no uniform coalescence model is available, which can describe the coalescence process comprehensively considering all spatial and temporal scales. The presented modeling approaches to predict important characteristics of the coalescence process are summarized in Figure 15 . Additionally, possible implementations of detailed submodels into the coalescence rate are indicated.
A common approach is to divide coalescence rate into collision frequency and coalescence probability.
In general, simple correlations of influencing factors fail for generalized modeling due to the various influencing factors and the resulting strong dependency on the regarded physical system. Although several models describe the coalescence probability properly under several restrictions and assumptions, more generalized models are necessary in the opinion of the authors. Anyhow, a determination of the needed level of modeling details for a proper coalescence description is not possible a priori and has to be evaluated for each application. In most coalescence models, a consequence of simplifications and assumptions is that the nonregarded parameters and aspects are merged into numerical fitting parameters.
Due to the stochastic occurrence of coalescence, most models assume the coalescence probability as a random variable to describe the mean coalescence rate within a drop swarm. Thus, no deterministic prediction of a single coalescence event has to be made. The application of PBEs provides a good framework for these models. Most mechanistic models base on some kind of film drainage model that relates the drainage and contact times as random variables to obtain the coalescence probability: λ∝exp(-t drain /t contact ). However, it has been discussed above that the implementations of dependencies on physical parameters differ significantly (see Table 2 ). This shows that a well-founded validation is strongly needed, which requires proper experimental techniques (see Section 3.5). The variety of models increases additionally because any combination of models for film drainage and contact time can be made (Chesters 1991, Liao and Lucas 2010) . Nevertheless, without validation, no precise answer can be given, which is the best or correct way to model the film drainage properly. Especially for "simple" 1D models that can be implemented in population balances, assumptions and simplifications are unavoidable to obtain an algebraic equation. In general, models assuming flat or symmetrical film shapes tend to overestimate the drainage time. The most crucial assumption in all drainage models is the definition of the critical film thickness h crit at which the film is expected to rupture and coalescence occurs. In most models, h crit is set to a fixed value or simple correlations are used, although this parameter has not been unveiled up to now and values varying in several orders of magnitude can be found in the literature (see Section 2.2). Additionally, only few models consider the transition in drainage regimes from film drainage to hard spheres (Taylor) with decreasing drop size.
Detailed 2D and 3D models are too complex to be implemented in large-scale simulation frameworks such as PBE, but they are important to understand the physical interactions together with experiments of film drainage.
From an engineering point of view, the authors believe that it is important to describe technical apparatuses using models that are as simple as possible but valid for extrapolation to perform a reliable scale-up of apparatuses. For this purpose, PBE offers a feasible framework with its modular structure and adaptable submodels. Therefore, a "simple" 1D mechanistic and universal coalescence submodel is essential, which describes the main influencing parameters correctly. Inevitably, numerical fitting parameters have to be determined by reference experiments. This adaption to the real physical system has to be kept as simple as possible to obtain practicability in industrial applications. In this regard, Kopriwa (2014) showed in a promising work that coalescence could be described in dynamic and stagnant zones within an extraction column by fitting the asymmetrical Henschke model (Henschke 1995 , Henschke et al. 2002 to simple settling tests.
Summary and outlook
This review is divided in three parts. The first part describes the coalescence process in detail discussing the sequential steps during a collision of two drops that could result in coalescence, agglomeration, or repulsion. Additionally, the various parameters are discussed, which influence the coalescence probability of two drops in contact.
In the second part of this work, several experimental techniques are reviewed, which were used for coalescence investigations at different levels of detail. For example, simple batch settling tests give only a rough estimate of the coalescence behavior of the investigated liquid/liquid system, but the settling behavior can already be used for design rules of technical gravity settlers. More detailed investigations of single drops are able to study the impact of influencing parameters independently from each other regarding film drainage and coalescence probability. Sophisticated methods even reveal the film shape during drainage and the meanwhile occurring forces.
In the third part of this review, available mechanistic modeling approaches are summarized. Coalescence efficiency models based on various assumptions and levels of detail concerning drop collision and film drainage time can be implemented in the PBE framework. This framework offers the simulation of technical apparatuses based on fundamental and independent single-drop submodels and experiments. More detailed simulations such as 3D film drainage models, CFD, and MD offer the possibility to describe the coalescence process in detail but are restricted in simulation time and space due to computing time.
This review reveals that the coalescence of droplets was investigated extensively in the past decades and the specific steps during coalescence (collision, film drainage, and rupture) can be regarded to be understood in principle. Nevertheless, the interplay between interaction forces at different scales during the coalescence steps is extremely complex and not understood in detail so far. The influencing factors on coalescence are numerous and already minor changes or impurities might have severe influence. Additionally, film rupture is determined by small-scale interactions (van der Waals attraction and/ or thermal fluctuations) that are, to some extent, chaotic and extremely difficult to resolve experimentally and in simulations. Due to this complexity, the coalescence process has to be described by stochastic approaches and a prediction or simulation of single coalescence events a priori is not possible up to now. Concerning the deterministic parts of coalescence, various and detailed theoretical models were developed. Recent systematic investigations based on settling tests showed that coalescence can be modeled successfully for different physical systems by 1D approaches describing several fluid dynamic conditions. Thus, in the opinion of the authors, a comprehensive and systematic approach regarding the different scales and influencing factors of coalescence might lead to the successful description of coalescence in technical applications in the near future.
As already stated by Leal (2004) , coalescence investigations are still an area of active research. The authors believe that especially fundamental systematic experimental studies that investigate the influencing parameters independently are necessary to validate and develop theoretical descriptions and close the missing link between the model and the experiment. Although a deterministic prediction of the coalescence event might not be possible, the coalescence probability or rate could be anticipated by reliable models in the future. 
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