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El Trabajo de Fin de Ma´ster (TFM) que se presenta trata sobre la realizacio´n de un es-
tudio y ana´lisis de ciertos tipos de datos procedentes de la red de autobuses de Madrid
(EMT). El sistema se basa en una plataforma Big Data mediante la cual se almacenara´n
grandes cantidades de datos procedentes de diversas fuentes, tanto internas a la EMT como
externas, con el fin de aplicar te´cnicas de aprendizaje automa´tico para segmentar las l´ıneas
de autobu´s y posteriormente realizar una prediccio´n de la demanda diaria en una de ellas.
Se realizara´ un ana´lisis de los resultados obtenidos mediante el cual se pueda mejorar la
eficiencia de la red de autobuses de la EMT por medio del ana´lisis de te´cnicas de regresio´n
y clustering en grandes cantidades de datos. Para finalizar, se implementara´ un DashBoard
mediante el cual el usuario final pueda ver los resultados de nuestro estudio y pueda tomar
decisiones en base a un criterio basado en grandes cantidades de datos.




In this Final Master’s Project (TFM) we study and analyse real data from the Madrid
bus network (EMT). The system presented here is a Big Data platform by which large
amounts of data from various sources, both internal to the EMT and external, are stored.
Then machine learning techniques are applied to obtain a segmentation of the bus lines and
to construct of a predictive model for the daily number of travelers that will use a particular
bus line. We will perform an analysis of the results that can be used to improve the efficiency
of the EMT bus network. In this analysis we will use regression techniques and clustering
in large amounts of data. Finally, a DashBoard will be implemented in which the end user
can see the results of our study and make decisions based on a criterion supported by large
amounts of data.
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Glosario de Te´rminos
Te´rmino Descripcio´n
Hadoop Apache Hadoop es un framework de software que so-
porta aplicaciones distribuidas bajo una licencia libre.
Permite a las aplicaciones trabajar con miles de nodos y
petabytes de datos. Hadoop se inspiro´ en los sistemas de
Google para MapReduce y Google File System (GFS).
Hive Apache Hive es una infraestructura de data warehouse
construida sobre Hadoop para proporcionar sumariza-
cio´n, consulta y ana´lisis de datos. Hive proporciona una
interfaz similar a SQL para consultar los datos almace-
nados en diversas bases de datos y sistemas de archivos
que se integran con Hadoop.
Spark Spark es un framework Open-Source de computacio´n en
cluster. Originalmente desarrollado en la Universidad de
California, AMPLab Berkeley, la base de Spark fue ma´s
tarde donado a la Apache Software Foundation, que lo
ha mantenido desde entonces. Spark proporciona una
interfaz para programar clusters completos con parale-
lismo de datos y tolerancia a fallos.
Smart City Smart City o Ciudad Inteligente, se refiere a un tipo
de desarrollo basado en la sostenibilidad que es capaz
de responder adecuadamente a las necesidades ba´sicas
de las instituciones, empresas, y de los propios habitan-
tes, tanto en el plano econo´mico, como en los aspectos
operativos, sociales y ambientales.
Machine Learning El Machine Learning o Aprendizaje Automa´tico es una
rama de la Inteligencia Artificial cuyo objetivo es desa-
rrollar te´cnicas que permitan a los sistemas y ordena-
dores aprender, es decir mediante el Machine Learning
podemos crear programas capaces de generalizar com-
portamientos a partir de una informacio´n suministrada
a partir de ejemplos o muestras.
xvi I´ndice de Tablas
Regresio´n Proceso estad´ıstico para estimar el valor de una o varias
variables nume´ricas llamadas dependientes, en funcio´n
de otras variables llamadas variables independientes o
predictoras.
Cloudera Cloudera es una compan˜´ıa que proporciona software ba-
sado en Apache Hadoop. La distribucio´n Open Source
de Apache Hadoop, CDH (Cloudera Distribution Ha-
doop) se enfoca en el desarrollo de esta tecnolog´ıa para
empresas. Otro sistema clave de Cloudera es el Cloudera
Manager, mediante el cual el usuario puede monitorizar
y controlar todo el cluster Cloudera.
QGIS Es un sistema de Informacio´n Geogra´fica(SIG) de co´digo
libre para diversas plataformas. Permite manejar forma-
tos raster y vectoriales a trave´s de las bibliotecas GDAL
y OGR, as´ı como bases de datos. Una de las grandes
versatilidades de QGIS es su facilidad de interconexio´n
con muchas bases de datos geoespaciales.
SAX SAX (Symbolic Aggregate Approximation) es una te´cni-
ca para representar y reducir la dimensionalidad en se-
ries temporales. Su funcionamiento se basa en dos fases:
(1) Realizacio´n de un PAA (Piecewise Aggregate Ap-
proximation, y (2) conversio´n de la secuencia de PAA
en letras para la reduccio´n de la serie.
ARIMA ARIMA (autoregressive integrated moving average) es
un tipo de modelo autorregresivo integrado de media
mo´vil que utiliza regresiones estad´ısticas con el fin de
encontrar patrones para realizar una prediccio´n de los
futuros datos.
Deep Learning Deep Learning es un tipo de algoritmos de aprendiza-
je automa´tico basados en redes neuronales de mu´ltiples
capas que intentan obtener abstracciones de alto nivel
de un conjunto grande de datos. La profundidad de las
redes puede ser espacial (como en las redes convolucio-
nales) o temporal (como en las redes LSTM).
LSTM LSTM es una arquitectura de red neuronal artificial re-
currente que permite relacionar eventos separados a una
distancia temporal arbitraria.
I´ndice de Tablas xvii
Keras Keras es una API de alto nivel enfocada en Deep Lear-
ning. Esta´ escrita en Python y se puede ejecutar por
encima de TensorFlow, CNTK o Theano.
1. Introduccio´n
Este proyecto se basa en el desarrollo y aplicacio´n de las tecnolog´ıas Big Data y Data Science
en el a´rea del transporte pu´blico. En primer lugar, se ha realizado un ana´lisis de los tipos
de transporte pu´blico y de sus necesidades para la comunidad de Madrid, tras dicho ana´li-
sis se procedio´ a optar por realizar nuestro proyecto para la flota de autobuses de la EMT
(Empresa Municipal de Transportes) de Madrid, centra´ndonos en toda su flota de autobuses
incluyendo los autobuses nocturnos. Una vez que se obtuvieron los datos principales de nues-
tro estudio, se realizo´ un estudio de las posibles fuentes externas que nutran de informacio´n
adicional a nuestro estudio.
Seguidamente, se procedio´ a la ingesta de datos en una plataforma Hadoop dentro del cluster
del que disponemos, esta es una parte fundamental en todo proyecto de Big Data, ya que
los datos tienen que estar de una forma coherente y correctamente integrados para proceder
a su posterior ana´lisis, para ello se ha usado la herramienta Hive mediante la cual se han
insertado los datos procedentes de csv y bases de datos a nuestra base de datos en Hadoop.
Una vez tenemos los datos insertados en nuestra base de datos, se procedio´ a realizar una au-
ditor´ıa con el objetivo de detectar incongruencias y posibles aplicaciones en nuestro estudio.
A partir de esta fase del proyecto, se empleo la herramienta Spark mediante la cual podemos
trabajar con los datos insertados en una base de datos Hadoop de una forma paralela.
Por otro lado, completadas las fases de trabajo con la base de datos y auditor´ıa de datos,
procedemos a la segunda parte ma´s interesante de nuestro proyecto, mediante la cual vamos
a aplicar te´cnicas de Data Science y Machine Learning para la prediccio´n de la demanda de
viajeros en cada l´ınea de autobuses. Para ello nos apoyaremos en te´cnicas de regresio´n que
veremos a lo largo de la presente memoria. Este estudio servira´ a la EMT para mejorar en
costes su red de servicios de autobuses, incrementando o disminuyendo la frecuencia de sus
autobuses basados en la prediccio´n de viajeros. Hay que indicar que se vera´n mas aplicaciones
y posibles usos de estas tecnolog´ıas que ayuden a la EMT a mejorar su servicio.
2 1 Introduccio´n
Finalmente, vamos a realizar un sistema de visualizacio´n mediante una herramienta basada
en un dashboard que permita a la EMT hacer uso de nuestro sistema, as´ı como representar
la base de datos de una forma ma´s intuitiva y visual, de tal forma que se pueda tomar
decisiones basadas en los datos.
1.1. Motivacio´n
El objetivo global es llevar a cabo un trabajo de campo en el a´rea del Big Data y Data
Science. En los u´ltimos an˜os se esta´ hablando mucho de las Smart Cities y de co´mo estas
cambiara´n la forma de operar de los ciudadanos, y en este a´rea se han realizado grandes
proyectos como el de la ciudad de Songdo (Corea del Sur) la cual es un referente en este
campo, ya que tiene una gran cantidad de sistemas Big Data orientados a las Smart Cities.
De este modo, hemos detectado una gran necesidad en Madrid para llevar las tecnolog´ıas
Big Data al a´mbito de la ciudad, por lo que se realizo´ un ana´lisis de las posibles aplicaciones
de esta tecnolog´ıa. En primer lugar, se vieron las pocas fuentes de datos en este a´mbito,
ya que se empezo´ a realizar un ana´lisis de la operativa del metro de Madrid llegando a la
conclusio´n de que los datos guardados no eran lo suficientemente buenos como para realizar
nuestro estudio. Por lo que se opto´ por en enfocarnos en analizar los datos del otro medio
de transporte ma´s importante en la ciudad, los autobuses de la EMT. Hay que indicar que
estos autobuses son de los u´nicos transportes que se mueven por casi todas las calles de la
ciudad casi y a todas las horas del d´ıa, lo que nos proporciona una visio´n ma´s amplia del
comportamiento del tra´fico y de las personas en la ciudad.
Para cualquier empresa de transporte, ya sea de personas como de objetos, es importante el
ana´lisis de las rutas de sus autobuses o camiones, ya que una mejora en cualquier punto de
estas puede ser una mejora en la calidad del servicio o una mejora econo´mica. Con nuestro
estudio se pretende dar una mejora en la calidad del servicio de la EMT que implique que
sus usuarios este´n ma´s satisfechos con el servicio ofrecido, as´ı como una optimizacio´n de los
recursos de la propia compan˜´ıa.
1.2. Objetivos
A continuacio´n se expone una lista de objetivos concretos que se pretenden satisfacer con la
elaboracio´n de este trabajo, as´ı como las a´reas en las que se engloban cada uno de ellos:
Objetivo 1: Estudio de los datos de transporte pu´blico
Se realizara´ un estudio de los datos que proceden del transporte pu´blico, realizando
una investigacio´n en dicho campo para entender los problemas a resolver, as´ı como los
posibles comportamientos de los datos en este entorno.
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Objetivo 2: Estudio de fuentes de datos externas al transporte pu´blico
Se realizara´ un estudio de los posibles datos que afectan a los datos del transporte
pu´blico (meteorolog´ıa, tra´fico, eventos, etc) y que por lo tanto se tienen que tener en
cuenta para nuestro ana´lisis.
Objetivo 3: Estudio de la ingesta de datos en Hadoop
Se realizara´ un estudio de los dos tipos de ingesta que se tienen que tener en cuenta
en este tipo de problemas:
• Datos histo´ricos: Ingesta de los datos proporcionados por la EMT y las fuen-
tes externas, de an˜os y meses anteriores que sirvan como entrenamiento para la
posterior prediccio´n.
• Datos Actuales: ingesta de los datos actuales sobre los que se realizara´ la
prediccio´n teniendo en cuenta los datos futuros.
Objetivo 4: Ana´lisis de los datos en el transporte pu´blico.
Tras realizar el estudio de los datos del sector y la ingesta de nuestros datos, el siguiente
objetivo a realizar es realizar un correcto ana´lisis de las bases de datos de las que
disponemos, de tal forma que nos ayude a la hora de generar un buen modelo. Para
esta fase se ha realizado un trabajo de investigacio´n en el campo de la auditor´ıa de
datos.
Objetivo 5: Te´cnicas de segmentacio´n y prediccio´n de la demanda.
El objetivo principal de nuestro problema es la segmentacio´n y prediccio´n de la de-
manda en el transporte pu´blico. Por lo tanto se realizara´ un estudio en dicho campo
que nos permita entender las principales te´cnicas y algoritmos usados en este a´rea.
Objetivo 6: Visualizacio´n de los resultados.
Finalmente, se procedera´ a realizar un estudio sobre el uso de te´cnicas de visualizacio´n
para darle al usuario una mayor comodidad a la hora de interpretar los datos, as´ı
como de las predicciones utilizadas. El objetivo es que el usuario sea capaz de tomar
decisiones de una forma ma´s coherente.
1.3. Estructura del Documento
Este documento se encuentra definido en siete partes claramente diferenciadas:
Cap´ıtulo I y II: En estos cap´ıtulos se encuentra la introduccio´n de nuestro trabajo
y el estado del arte.
Cap´ıtulos III y IV: En estos cap´ıtulos vamos a ver las fases de ingesta y preproce-
samiento de datos para su correcto tratamiento y uso.
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Cap´ıtulo V: Esta es una de las fases ma´s importantes en nuestro trabajo, ya que es
donde vamos a aplicar diferentes tipos de modelos predictivos.
Cap´ıtulo VI: En esta fase vamos a centrarnos en la visualizacio´n orientada en el
usuario final.
Cap´ıtulo VII: Finalmente exponemos las conclusiones y trabajo futuro.
1.4. Material Empleado
Para la realizacio´n de nuestro proyecto se ha usado un cluster cedido por la empresa en la
cual trabaja el autor del presente trabajo. Este cluster tiene las siguientes caracter´ısticas:
Distribucio´n Cloudera: esta es una distribucio´n usada para proyectos Big Data la
cual tiene instaladas otras distribuciones y programas como Hadoop, Spark, etc.
Nu´mero de nodos: nuestro cluster trabaja con 4 nodos activos.
Taman˜o de la RAM: el taman˜o de la memoria RAM es de 160Gb que se distribuye
en todos los nodos que hemos mencionado.
Nu´mero de Cores: el nu´mero de cores que disponemos es de 56.
Hay que indicar que este no es un cluster relativamente grande para proyectos Big Data,
pero para nuestro proyecto es aplicable dado el volumen de nuestros datos.
2. Estado del Arte
Este cap´ıtulo introducira´ diversos aspectos relacionados con los estudios realizados para
abordar nuestro proyecto, as´ı como los tipos de algoritmos que vamos a utilizar. En la
seccio´n 2.1 se hara´ un repaso del estado del arte de prediccio´n de la demanda en sistemas
similares al tratado. A continuacio´n, en la seccio´n 2.2 y 2.3 se realiza una breve explicacio´n
los me´todos de clasificacio´n no supervisada y regresio´n utilizados en este trabajo. Nuestro
objetivo es realizar una segmentacio´n de las lineas de la EMT y realizar una prediccio´n de la
demanda de estas lineas. Finalmente se hara´ una introduccio´n a las redes neuronales LSTM
empleadas mediante Deep Learning para realizar una prediccio´n de una serie temporal.
2.1. Revisio´n de trabajos anteriores
Como vimos en el cap´ıtulo anterior, hay ciudades que ya emplean te´cnicas de big data y
data science en el transporte urbano como por ejemplo la ciudad de Songdo en Corea del
Sur, en donde todos los sistemas de transporte pu´blico esta´n conectados. Uno de los trabajos
referentes en este sector es el libro “The real-time city? Big data and smart urbanism”[1],
en donde se citan diversos estudios sobre co´mo puede afectar un posible uso del Big Data en
el transporte y urbanismo en una ciudad.
En cuanto a las te´cnicas de machine learning utilizadas para el transporte pu´blico hay que
indicar que la gran mayor´ıa de estudios hacen referencia a los algoritmos gene´ticos empleados
para la mejora en las rutas de los autobuses, metros, etc. [2], por lo que este es un tema muy
comu´n en este sector, ya que todas las ciudades desean optimizar sus rutas para mejorar la
calidad del servicio ofrecido a los ciudadanos. Adicionalmente, hemos encontrado una serie
de art´ıculos ([3], [4] y [5]) los cuales hablan de predicciones en series temporales en el a´mbito
del transporte pu´blico. De ellos se han podido sacar ideas de los algoritmos y fuentes externas
que necesita´bamos emplear para construir nuestro modelo, aunque dichos art´ıculos trataban
temas diferentes a lo que nuestro estudio plantea ya que se centraban en la prediccio´n del
tra´fico, gps, etc. y no en la demanda de los viajeros, que es lo que nos interesa predecir en
nuestro trabajo.
Como podemos ver se trata de un tema novedoso dentro del actual mundo del Big Data y
Data Science y que por tanto es un campo en pleno desarrollo que no dudamos que ira´ cada
vez a ma´s.
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2.2. Algoritmos de clustering
Los algoritmos de clustering (o de clasificacio´n no supervisada) son me´todos en donde se
intenta separar (o ”segmentar”) las diferentes observaciones en grupos de tal manera que
las observaciones pertenecientes al mismo grupo son muy similares entre s´ı pero a la vez
muy diferentes a las de otros grupos [18]. De esta forma, los me´todos de clustering intentan
detectar la estructura natural del problema. Estos me´todos se distinguen de los algoritmos
supervisados en que no hay ningu´n tipo de referencia a priori, es decir no tenemos una clase
a predecir o variable predictora. De esta forma los algoritmos de aprendizaje no supervi-
sados tratan los conjuntos de datos de entrada como un conjunto de variables aleatorias,
construyendo un modelo para dicho conjunto de datos.
2.2.1. K-Means
El algoritmo K-means es un me´todo de clustering cuyo objetivo es la agrupacio´n de un con-
junto de n observaciones en k clusters en el que cada observacio´n pertenece al cluster en el
que su valor medio es el ma´s cercano [17]. Dicho valor es conocido como centroide de dicho
cluster k. Por otra parte, K-means tiende a encontrar clusters con una extensio´n espacial
comparable.
En cuanto a la descripcio´n matema´tica del algoritmo podemos decir que dado un conjunto
de observaciones (x1, x2, ..., xn), donde cada observacio´n es un vector real de d dimensiones,
k-means construye una particio´n de dichas observaciones en k clusters (k ≤ n) con el fin de
minimizar la suma de los cuadrados dentro de cada cluster:
2.2.2. Clustering Jera´rquico
En machine learning, un clustering o agrupamiento jera´rquico es un me´todo que busca crear
una jerarqu´ıa o a´rbol de clusters [18]. Existen principalmente dos te´cnicas que son muy
utilizadas:
Aglomerativas: se trata de un agrupamiento ascendente iterativo: se comienza con
tantos clusters como observaciones (cada cluster corresponde a una u´nica observacio´n).
En cada iteracio´n siguiente el algoritmo une dos de los clusters existentes (los dos
clusters que ma´s se parecen entre s´ı) formando un cluster mayor.
Divisivas: se trata de un agrupamiento descendente: se comienza con un so´lo cluster,
al que pertenecen todas las observaciones, y en cada iteracio´n se va dividiendo uno de
los clusters existentes en dos.
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El resultado de las observaciones suele ser presentado en un dendrograma, que es un tipo
de gra´fico que representa la jerarqu´ıa de clusters construida y que se puede interpretar fa´cil-
mente.
Hay que indicar que la eleccio´n de una me´trica adecuada influenciara´ en la forma en la que
se realizan los grupos de observaciones, ya que algunas observaciones o grupos pueden estar
cerca de otros de acuerdo a una distancia y ma´s lejos de acuerdo a otra distancia. En la
siguiente tabla podemos ver algunas de las me´tricas ma´s empleadas para los algoritmos de
clustering jera´rquico:
Distancia Formula





















Tabla 2-1.: Distancias ma´s utilizadas en clustering jera´rquico
Otro factor importante a tener en cuenta es el criterio de enlace, el cual determina la dis-
tancia entre los conjuntos de las observaciones como una funcio´n de las distancias entre las
observaciones dos a dos.
2.3. Algoritmos de Regresio´n
Los algoritmos de regresio´n son un conjunto de te´cnicas que intentan predecir, a partir de
un conjunto de variables (tambie´n llamadas predictores, variables independientes, variables
regresoras, o variables explicativas) el valor nume´rico de otra variable o conjunto de varia-
bles (llamadas variables dependientes) [19]. En primer lugar, tenemos una matriz de datos
expresada exactamente igual que en cualquier tipo de algoritmo de clasificacio´n. Es decir,
dado un conjunto de muestras M, donde cada muestra tiene f variables. Se representa como
una matriz X en el que cada fila representa un ejemplo y cada columna es una variable.
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Adema´s, en el caso de la regresio´n, denotamos como X i para i = 1,..., n a la variable aleato-
ria asociada a la n-e´sima variable de la muestra. Por lo tanto, la prediccio´n se realiza sobre
un valor continuo Y. Este valor Y continuo recibe el nombre de variable explicada o depen-
diente, mientras que cada una de las variables de los ejemplos X1,...,Xn se llaman variables
explicativas o regresoras.
2.3.1. Regresio´n Lineal
En la regresio´n lineal se asume que la variable que se quiere predecir, y, es una combinacio´n
lineal de las variables independientes xi ma´s un ruido n [19]:




Los para´metros del modelo (es decir, w0 y las wi) se eligen de tal forma que se minimiza el
error cuadra´tico medio del modelo a lo largo del conjunto de observaciones del conjunto de
entrenamiento. Dada la sencillez del modelo los valores o´ptimos de los para´metros se pueden
calcular mediante una solucio´n anal´ıtica cerrada.
2.3.2. Random Forest Regressor
Como hemos visto, en los problemas de regresio´n se utiliza todo el espacio de caracter´ısti-
cas, pero en problemas con mu´ltiples variables que interactu´en de una forma no lineal, si
construimos un modelo lineal podemos tener un error muy grande. Los a´rboles de regresio´n
[20] son un me´todo para construir de manera sencilla un modelo no lineal. La idea central es
dividir el espacio de caracter´ısticas en particiones disjuntas para construir un modelo lineal
en cada particio´n. La idea es similar a la usada en los a´rboles de decisio´n, en donde se va
construyendo un a´rbol subdividiendo una y otra vez el espacio de caracter´ısticas con divi-
siones parlelas a los ejes. La u´nica diferencia recae en que en cada hoja se ajusta un modelo
lineal usando so´lo para los ejemplos que caen en dicha hoja.
Por otra parte el me´todo de Random Forest consiste en construir un conjunto de a´rboles
donde los nodos intermedios han sido elegidos al azar (el atributo por el que se pregunta
y el punto de corte) [21]. A la hora de realizar una prediccio´n para un dato de entrada
determinado, se calculan las predicciones individuales que realiza cada uno de los a´rboles
construidos, y se da como prediccio´n el promedio de dichas predicciones. El me´todo de
Random Forest ha demostrado ser muy potente y robusto frente al sobreajuste en multitud
de aplicaciones.
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2.4. Deep Learning
El Deep Learning o Aprendizaje Profundo [22, 23, 24] es un conjunto de algoritmos de
Machine Learning basados en redes neuronales con gran nu´mero de capas. Dichos algoritmos
intentan modelar abstracciones a alto nivel mediante el uso de arquitecturas compuestas de
mu´ltiples transformaciones no lineales. Dichos algoritmos han demostrado un poder de pre-
diccio´n muy bueno en diversos campos tales como el reconocimiento facial, reconocimiento
del habla, ana´lisis de lenguaje natural, diagno´stico de enfermedades a partir de ima´genes
me´dicas, etc. En nuestro proyecto nos centraremos u´nicamente en las redes neuronales pro-
fundas LSTM, empleadas para la prediccio´n de series temporales.
2.4.1. Redes LSTM
Las redes de neuronas LSTM (Long Short-Term Memory, ”memoria a corto-largo plazo”)[25,
26] son un tipo de redes neuronales recurrentes donde cada neurona recibe feedback de las
dema´s y aparte tiene un estado interno cuyo valor se modifica de acuerdo a la experien-
cia: cada neurona aprende a detectar que´ patrones concretos activan su memoria particular,
cua´les la resetean, y que´ informacio´n memorizar. De esta forma una neurona particular pue-
de decidir mantener la informacio´n sobre un patro´n que detecto´ hace tiempo, hasta que otro
patro´n concreto actualiza dicha informacio´n. La riqueza de dina´micas que puede detectar una
red de este tipo es pues enorme, y adema´s se elimina el efecto del ”vanishing gradient”que
tienen las redes neuronales recurrentes tradicionales (imposibilidad de mantener en memoria
informacio´n ma´s alla´ de cierta ventana temporal).
Mediante una red LSTM podemos clasificar y predecir series temporales que presenten
dina´micas ra´pidas mezcladas con dina´micas lentas y cuyas escalas de tiempo desconoce-
mos a priori.
El t´ıpico disen˜o de arquitectura de una LSTM se basa en una arquitectura hardware en
paralelo para mejorar la eficiencia y rapidez en el aprendizaje. Los bloques de dicha red
contienen varias puertas que controlan el flujo de la informacio´n, de tal forma que cuando
la puerta tiene un valor cercano a 0 la informacio´n no fluye a trave´s de ella, y cuando tienen
un valor cercano a 1 fluye. El valor en cada momento de estas puertas depende del estado
de las neuronas, el input, y los para´metros W y U que fijan su dina´mica, los cuales se van
ajustando en el entrenamiento de la red.
En la siguiente imagen podemos ver dicha arquitectura, en donde podemos ver las puertas
anteriormente mencionadas:
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Figura 2-1.: Arquitectura LSTM. Imagen extra´ıda de https://en.wikipedia.org/wiki/Long short-
term memory
En la imagen anterior se puede observar las diferentes puertas que tiene internamente la
arquitectura LSTM. Entre ellas hay una puerta dedicada al olvido (Forget Gate) que controla
el grado en el que un valor permanece en la memoria de la neurona. Los para´metros que
fijan la dina´mica de cada puerta son las matrices W y U correspondientes.
3. Ingesta de Datos
En este cap´ıtulo vamos a ver la parte de ingesta de datos de todos los datos provenientes de
la EMT (histo´ricos y datos actuales), que denominaremos ”fuentes internas”, y de todos los
datos que no proceden de la EMT, que denominaremos ”fuentes externas”. Respecto a las
fuentes externas estudiaremos que´ tipo de fuentes se pueden utilizar en nuestro sistema, as´ı
como su tratamiento e integracio´n con las fuentes internas.
3.1. Carga de Datos
En primer lugar, tenemos que realizar la carga de los datos en formato csv u otros formatos al
sistema HDFS para posteriormente ser insertados en nuestra base de datos. Para ello se han
desarrollado dos modelos de script en lenguaje bash que se encargan de cargar los datos desde
el propio cluster al sistema HDFS. Estos scripts han sido divididos segu´n la procedencia de
sus datos, de tal forma que separemos los datos de fuentes internas de las fuentes externas.
Otra forma de subir los datos ma´s efectiva es realizarla desde el propio PC hacia HDFS di-
rectamente empleando un sistema webHDFS. En este TFM hemos utilizado ambos sistemas.
Hay que indicar que para la carga normalmente se suele usar Sqoop [16] que es un sistema
que conecta la base de datos principal (normalmente en SQL) con un cluster Hadoop e in-
serta automa´ticamente los datos en sus respectivas tablas siguiendo los criterios previamente
indicados en su configuracio´n. Este u´ltimo me´todo no lo hemos podido realizar ya que no
ten´ıamos acceso a los sistemas de la EMT.
Adicionalmente se ha desarrollado un fichero de carga de nuevos datos que es ejecutado mes
a mes para realizar las ingestas de datos nuevos.
En el Anexo I podemos encontrar la explicacio´n de dichos scripts as´ı como su enlace a
GitHub.
3.2. Ingesta de Datos: Fuentes Internas
En esta seccio´n vamos a ver la ingesta de los datos principales de nuestro estudio, los cuales
han sido proporcionados por la EMT.
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3.2.1. Histo´ricos de Datos
Hay que diferenciar dos tipos de datos en lo referente al histo´rico de los datos. En primer
lugar vamos a ver los datos de los viajeros y seguidamente veremos los datos referentes a las
l´ıneas y paradas.
Datos de Viajeros
El histo´rico de los datos de viajeros ha sido proporcionado por la EMT mediante peticio´n
por correo electro´nico. La EMT nos ha enviado por Wetransfer los datos de todas las l´ıneas
de autobuses por cada mes de los an˜os 2015, 2016 y 2017. Dichos datos se obtienen de las
ma´quinas de los autobuses que registran la entrada de los viajeros. Cada vez que un viajero
inserta su ticket o abono en la ma´quina esta genera una nueva entrada en la base de datos
y queda registrado como nuevo viaje. Las variables que contiene cada tabla de datos son:
Fecha: Campo que nos indica la fecha formado por an˜o, mes y d´ıa (ej. 20160101)
Instante: Campo que nos indica el instante de tiempo en el que se ha registrado el
evento (ej. 18:01)
L´ınea: L´ınea donde se ha producido el evento (ej. 1)
Parada: Parada donde se registra el evento (ej. 167)
T´ıtulo: Nos indica el tipo de abono que tiene el usuario (ej: 113)
BUS: Nos indica el ID del autobu´s en el cual se esta´ realizando el viaje (ej. 8327)
nviaje: Nos indica el nu´mero del viaje que realiza el autobu´s. Este campo empieza
en 1 y se va incrementando mediante el nu´mero de viajes que realiza el autobu´s (ej. 2)
Sentido: Nos indica el sentido (IDA=1/VUELTA=2) del viaje (ej. 2)
Viajeros: Nos indica el nu´mero de viajeros que se han montado en dicho instante de
tiempo (ej. 3)
Como ya hemos indicado anteriormente, tenemos 26 ficheros CSV (hasta febrero de 2017,
adicionalmente tenemos los datos hasta Julio pero cuando nos los facilitaron ya ten´ıamos
implementados y entrenados los modelos) con dicha estructura, uno por cada mes de los
an˜os 2015, 2016 y 2017, cuyo espacio es de ma´s de 50Gb en texto plano.
Una vez tenemos identificados los datos, procedemos a la ingesta de estos en nuestra platafor-
ma Hadoop. En primer lugar, ya que dichos ficheros no estaban delimitados adecuadamente,
procedimos a guardarlos separados por ’ ; ’ ya que esto nos mejora su ingesta, esto se realizo´
mediante un pequen˜o script en Spark que le´ıa los datos y los guardaba con el nuevo formato
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(debido a la sencillez de dicho script no se ha considerado relevante incluirlo en nuestra
memoria).
El siguiente paso es realizar la ingesta de cada mes en una tabla en Hadoop. Para ello se
ha realizado un script que nos inserta dichos datos mediante Hive (1 carga viajeros.sh que
realiza llamadas a scripts de hadoop, en el Anexo I podemos verlo en ma´s detalle). Una
vez tenemos cargados todos los meses en dichas tablas procedemos a insertar todos los me-
ses en una nueva tabla por an˜o (viajeros 2015, viajeros 2016 y viajeros 2017) y finalmente
juntamos todos ellos en una tabla final la cual indica todos los trayectos del 2015, 2016 y 2017.
Una vez que tenemos los datos en una tabla agrupamos cada an˜o en tramos a partir de los
instantes. Se han seleccionado tramos de una hora, ya que ve´ıamos que no era necesario tener
en cuenta tramos ma´s pequen˜os debido a la similitud del comportamiento en una hora.
Seguidamente nos dimos cuenta de que en el campo ”sentido”ten´ıamos un 80 % de valores
igual a cero. Esto son errores en las ma´quinas pero para nuestro estudio es muy importan-
te saber el sentido y por lo tanto se pregunto´ a la EMT co´mo pod´ıamos solventar dichos
errores. La EMT nos facilito´ una solucio´n mediante la cual se pod´ıa extrapolar el sentido
mediante los campos l´ınea, parada, bus y nu´mero de viaje. Una vez se realizo´ esta operacio´n
nos dimos cuenta de que segu´ıan quedando una gran cantidad de ceros y se opto´ por an˜adir
una solucio´n alternativa que se basaba en obtener el sentido mediante la parada: debido
a que el ID de la parada es u´nica (paradas en la misma calle pero en diferentes sentidos
tienen IDs diferentes) mediante la ID de la parada pod´ıamos obtener el sentido. Por lo tanto
solicitamos a la EMT el fichero que mapea las paradas con el sentido y se realizo´ un join
con nuestra tabla. No obstante segu´ıan quedando ceros que al tratarse de errores en la base
de datos se opto´ por eliminarlos. En total se eliminaron unos 43116 registros en las l´ıneas
para el 2015 y unas 133814 para el 2016, siendo estos nu´meros mucho ma´s pequen˜os que
el nu´mero de registros total en la base de datos (ma´s de cinco millones de registros). Por
tanto asumimos que el efecto de la eliminacio´n de estos datos de cara a nuestro ana´lisis es
muy pequen˜o. En el Anexo I tenemos el enlace a estos scripts los cuales corresponden a los
ficheros 2.1 ingesta paradas sentidos.hql y 2.2 join groupby sentidos.hql
Por u´ltimo, se procede a realizar un group by en Hive por fecha, l´ınea, sentido y tramo para
obtener como resultado una u´nica tabla que nos muestre los datos de 2015,2016 y 2017 por
tramo horario. Esto nos deja como resultado un total de 5118909 registros en nuestra base
de datos.
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Datos de L´ıneas y Paradas
Otros datos incluidos en las fuentes externas son los datos referentes a las paradas, l´ıneas,
tipos de billete, etc. La EMT nos proporciono´ una serie de ficheros que son importantes para
nuestro ana´lisis:
Tipos Billetes: Se nos proporciono´ un csv donde se indican los identificadores de los
abonos y su significado.
Plazas: Otro de los ficheros proporcionados ha sido uno que nos indica las plazas que
tiene cada uno de los autobuses indicados en la base de datos mediante un identificador.
Tipos de Lineas: Otro fichero que ha sido adaptado previamente por nosotros indica
a que´ etiqueta hacen referencia los identificadores de las l´ıneas, es decir, que´ tipo
de l´ınea son. Hemos insertado una columna ma´s en la base de datos para indicar si
la l´ınea esta´ dentro de los siguientes grupos definidos: Comu´n, Nocturno, Circular,
Microbu´s, Servicio Especial, Trabajo y Universitario. Los tipos dependen de si son
l´ıneas nocturnas, de trabajo, universitarias, etc.
Dichos datos son insertados al igual que los histo´ricos de los datos mediante una serie de
scripts que realizan las operaciones necesarias para la ingesta de estos.
3.2.2. Datos Actuales y Futuros
Se ha desarrollado un script para la ingesta de los nuevos datos que nos vaya enviando la
EMT. Teniendo en cuenta que estos datos son enviados mediante email y en formato csv,
tenemos que realizar la carga de una forma ma´s manual que si realiza´semos ingestas de estos
desde su base de datos Oracle hacia nuestro sistema Hadoop.
Dicho script de ingesta de nuevos datos lo podemos encontrar en la parte 1 carga\5 carga nueva.sh
y en 2-2 NuevosDatos, mediante el cual se podra´n ingestar todos los datos nuevos en las ta-
blas anteriormente creadas y hacer las operaciones necesarias.
3.3. Ingesta de Datos: Fuentes Externas
En esta seccio´n vamos a ver co´mo se han tratado las fuentes de datos externas seleccionadas
para la mejora de nuestro estudio que han sido proporcionadas por portales OpenData. Se
han seleccionado cuatro bases de datos:
Calendario: se ha generado un fichero csv en donde para cada d´ıa se ha establecido
un campo indicando el d´ıa de la semana y otro campo indicando si es festivo o no en
la Comunidad de Madrid. Hay que indicar que dicho fichero se ha generado a mano,
ya que era ma´s fa´cil de obtener.
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AEMET: otro fichero que es clave para el ana´lisis de nuestro estudio son los datos de
las precipitaciones en Madrid. Para ello se ha generado un fichero que contiene todos
los datos de las lluvias en la Comunidad de Madrid para los an˜os a estudiar.
Tra´fico: tambie´n tenemos que tener en cuenta el estado del tra´fico para cada d´ıa y
hora en nuestro ana´lisis. Estos datos los hemos obtenido de la pa´gina de OpenData de
Madrid.
Eventos: tambie´n tenemos que tener en cuenta los eventos de gran importancia que
se desarrollan en Madrid, ya que depende de su intensidad estos pueden afectar a los
estados de la l´ıneas de la EMT. Hay que indicar que finalmente so´lo se han considerado
los eventos deportivos de intere´s masivo como los partidos del Real Madrid y del
Atle´tico de Madrid.
A continuacio´n vamos a ver co´mo se han insertado estos datos en nuestra base de datos de
Hadoop.
3.3.1. Histo´ricos de Datos
Calendario
En primer lugar hemos accedido a la pa´gina http://www.calendarioslaborales.com para ob-
tener el calendario laboral de la Comunidad de Madrid. Utilizando la informacio´n de dicha
pa´gina se han codificado los d´ıas festivos como 1 y los laborables como 0. Seguidamente, me-
diante Excel se han podido generar los d´ıas de la semana de los d´ıas indicados, as´ı como su
correspondiente separacio´n en d´ıa, mes y an˜o. Hay que indicar que se podr´ıa haber realizado
mediante algunas funciones ya implementadas en Python.
Finalmente se ha procedido a la insertar esta informacio´n en la base de datos. El script de
su ingesta se encuentra en el fichero 3 ingesta tablas aux.hql.
AEMET
Los histo´ricos de las precipitaciones se han obtenido de una pa´gina que registra todos los
histo´ricos de la AEMET (https://datosclima.es/) en cuatro tramos diarios. Se obtuvieron los
estos datos diarios de los an˜os 2015, 2016 y 2017 y se preproceso´ el dataset para juntar todos
los d´ıas de un an˜o en un u´nico csv. Tenemos que tener en cuenta cuatro tipos de columnas:
Lluvia: indica si llueve o no en un d´ıa.
Intensidad: indica la intensidad de la lluvia en un d´ıa.
Lluvia por tramo: tenemos cuatro tramos horarios (0-6, 6-12, 12-18 y 18-24), este
campo nos indica si llueve o no en dichos tramos.
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Intensidad por tramo: nos indica la intensidad de la lluvia en cada uno de los
tramos.
Una vez que tenemos los datos preprocesados, los insertamos en nuestra base de datos (lo
podemos ver en el script anteriormente mencionado).
Tra´fico
Los histo´ricos de los datos de tra´fico se han obtenido desde el OpenData de la comunidad
de Madrid. En primer lugar se ha obtenido un fichero con las ubicaciones de los puntos de
medida (buscando en la web de OpenData: Tra´fico: Intensidad del tra´fico, ubicacio´n de los
puntos de medida). De todos los ficheros que aparecen en el zip, se ha seleccionado el fiche-
ro pmed trafico.shp, ya que este le podemos cargar en la herramienta de ana´lisis de datos
geogra´ficos QGIS. Estos datos representan los puntos de medida del tra´fico mediante un
pol´ıgono representado por una fecha que indica el sentido del tra´fico. Por lo tanto procede-
mos a generar el punto del centroide de la fecha y seguidamente ampliamos este en un radio
de 50 metros para indicar que dicho punto de medida registra todo el tra´fico en 50 metros a
la redonda.
Una vez que tenemos dicho fichero cargado en la herramienta QGIS, procedemos a la carga
de los datos de las ubicaciones de las paradas anteriormente visto. Seguidamente procedemos
a calcular la interseccio´n entre los puntos de las paradas y los puntos de las medidas. Esto
nos indicara´ el punto de medida por cada parada. Finalmente exportamos dicha interseccio´n
en un fichero csv. En la siguiente imagen podemos ver su visualizacio´n:
Figura 3-1.: Tra´fico por paradas.
Antes de proceder a la carga de dicho fichero en la base de datos nos hemos dado cuenta
de que algunas paradas tienen varios puntos de medida del tra´fico, por lo que tenemos que
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quedarnos con un solo punto. Ya que dichos puntos suelen estar ubicados en la misma calle
nos podemos quedar con cualquiera de ellos, por lo que se ha realizado un pequen˜o script en
Python que nos selecciona un u´nico punto de medida para cada parada de cada linea (dado
que es un script que solo realiza una eliminacio´n de duplicados, no hemos visto necesario
mostrarlo en nuestra memoria). Una vez tenemos dicho fichero, procedemos a su carga en
nuestra base de datos.
Finalmente, una vez que tenemos cargados los datos de las paradas con sus puntos de medida
del tra´fico, procedemos a descargar los datos del tra´fico para los an˜os de nuestro estudio,
estos han sido previamente preprocesados mediante un pequen˜o script en Python para que
todos los meses tengan el mismo formato. Dichos ficheros los podemos encontrar en la pa´gina
del OpenData de Madrid (Tra´fico: intensidad del tra´fico desde julio 2013 (datos de los puntos
de medida)). Por u´ltimo, realizamos un join entre dichos datos y los puntos de medida por
parada para tener en una tabla las mediciones de tra´fico por parada.
Al igual que para los anteriores scripts, en el Anexo I podemos ver el script de esta ingesta
en el script 4 ingesta trafico.hql.
Eventos Deportivos
Dado a que en Madrid uno de los factores que afecta a la demanda de los autobuses son
los eventos deportivos y ma´s concretamente los de fu´tbol, hemos procedido a realizar una
ingesta de los datos de eventos de los dos equipos (Real Madrid y Atle´tico de Madrid) que
ma´s pueden provocar una bajada o subida en la demanda de los viajeros. Dado que los datos
de los partidos de estos equipos no los hemos encontrado en formato csv, hemos procedido
a realizar un scraping de la web (http://www.resultados-futbol.com/) mediante el scraper
web import.io con el cual se han obtenido todos los partidos de ambos equipos para los an˜os
de nuestro estudio. Las variables de este fichero son:
fecha: esta variable indica la fecha del partido en su formato adecuado.
estadioid: esta variable nos indica el id del estadio (1 para el Santiago Bernabe´u y 2
para el Vicente Caldero´n).
equipo local: esta variable nos indica el equipo que juega de local dicho partido.
equipo visitante: esta variable nos indica el equipo que juega de visitante dicho
partido.
hora: esta variable nos indica la hora del evento.
intensidad: esta variable nos indica la intensidad del evento mediante los comentarios
en la pa´gina.
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tramo comienzo: esta variable nos indica dos horas antes de la hora del comienzo
del evento.
tramo hora: esta variable nos indica el curso de las horas del evento.
Una vez que tenemos los datos de estos en un csv, hemos filtrado estos para quedarnos u´ni-
camente con los partidos en los que los dos equipos jueguen en casa, ya que pueden afectar
bastante al tra´fico en Madrid y al comportamiento de algunas l´ıneas de autobuses.
Finalmente se ha creado un fichero csv a mano en donde se establecen las paradas de la EMT
ma´s cercanas a los estadios de ambos equipos y que por lo tanto pueden ser afectados por
dichos partidos. Para finalizar, se ha realizado un join de las anteriores tablas para obtener
las paradas que tienen eventos.
3.3.2. Datos Actuales y Futuros
Hay que indicar que para procesar nuevos datos procedentes de las fuentes externas tenemos
que realizar todos los procedimientos anteriormente explicados. Una vez que tengamos los
nuevos datasets correspondientes a los nuevos datos a insertar, el siguiente paso es la ejecu-
cio´n del script de carga de nuevos datos anteriormente explicado.
Hay que indicar que esta parte estar´ıa bien tenerla automatizada y poder descargar y procesar
los datos automa´ticamente. No obstante tenemos que indicar que el formato de traspaso de
los datos no nos ha permitido realizar esto.
3.4. Join de Fuentes Internas y Externas
Una vez tenemos tanto las fuentes internas como externas insertadas en nuestra base de datos
hemos creado una tabla ma´ster que une todas ellas en una u´nica tabla viajeros sentido master
la cual contiene un total de 609382324 filas.
Finalmente, se ha creado otra tabla ma´ster viajeros tramos master la cual realiza un group
by de la anterior por tramo horario para tener datos de cada una de las l´ıneas agrupadas
por su tramo horario. Esta tabla tiene un total de 5118909 registros. Hay que indicar que
los tramos horarios seleccionados para las l´ıneas de tipo nocturnas son 23-01,01-03,03-05 y
de 05-07, y para el resto de las l´ıneas el tramo horario ser´ıa 0-6, 6-12, 12-18 y de 18-24.
Al igual que para las anteriores tablas podemos ver los scripts de las tablas master en el
Anexo I y en el script 6 generate master.hql.
4. Auditor´ıa y preprocesamiento de
datos
Una parte importante antes de realizar nuestro estudio predictivo es la fase de auditor´ıa y
procesamiento de los datos ya que esto mejora la calidad y robustez del ana´lisis posterior. En
los siguientes apartados vamos a explicar las tareas ma´s importantes de todas las realizadas
que vemos interesantes para nuestro estudio.
Los scripts para esta parte los podemos encontrar en el Anexo I y en las carpetas 2 IngestaProcesado
y 3 Auditoria del repositorio de GitHub.
4.1. Estudio Previo
En primer lugar, hemos considerado relevante, antes de realizar un estudio ma´s profundo
de cada una de las l´ıneas, representarlas en un gra´fico para chequear su comportamien-
to. Para ello hemos creado un script que representa el comportamiento de una determina-
da linea. Dicho script lo podemos ver en el Anexo I en la parte de auditor´ıa en el script
1 Auditoria EstudioLineas.ipynb.
Tras realizar esto nos dimos cuenta de los siguientes puntos:
Laborables vs. Festivos: el comportamiento de los d´ıas laborables (de lunes a
viernes) es muy diferente al comportamiento de los fines de semana y festivos. En
la siguientes ima´genes podemos ver el gra´fico de la l´ınea 1 general y de esta misma
separada en dos gra´ficas (una para los d´ıas laborables y otra para los d´ıas festivos):
Figura 4-1.: Gra´fica L´ınea 1.
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Figura 4-2.: Gra´fica L´ınea 1
Laborables.
Figura 4-3.: Gra´fica L´ınea 1
Festivos.
Tramos horarios: vimos que al separar nuestras l´ıneas en cuatro tramos horarios
(0-6h,6-12h,12-18h y 18-24h) era mejor para nuestras predicciones, ya que hay tramos
con un comportamiento diferente para cada una de las l´ıneas dependiendo de su propia
naturaleza. En las siguientes ima´genes podemos ver dos tramos bien diferenciados de
la l´ınea 1:
Figura 4-4.: Gra´fica Linea 1 tramo
06-12h.
Figura 4-5.: Gra´fica Linea 1 tramo
12-18h.
Outliers o Errores: al representar algunas gra´ficas nos dimos cuenta de la presencia
de outliers o errores, ya que encontra´bamos algunos viajeros en l´ıneas diurnas en horas
nocturnas, y por otra parte encontra´bamos viajeros en l´ıneas nocturnas pero en horas
diurnas. Este problema lo detallaremos ma´s en el siguiente apartado. En las siguientes
gra´ficas podemos ver los outliers para una l´ınea diurna en el tramo de 0-6h y para una
nocturna en el tramo de 11-14h:
Figura 4-6.: Gra´fica Linea 1
Outliers.
Figura 4-7.: Gra´fica Linea N1
Outliers.
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4.2. Eliminacio´n de Outliers
Como vimos en el anterior apartado, tenemos algunos outliers en las l´ıneas. Una vez que
detectamos esto se lo comunicamos a la EMT y nos dijeron que pod´ıan ser errores en
la base de datos. Para solventar dicho error generamos una nueva tabla ma´ster (viaje-
ros tramos master nooutliers) sin estos valores, para lo que se realizo´ un script en Python
(7 poda outliers.hql) que se incluyoo´ en la carga de los datos. Para ello realizamos las si-
guientes operaciones para cada conjunto de l´ıneas:
L´ıneas Nocturnas : para las l´ıneas nocturnas hemos procedido a mantener u´nica-
mente los valores que aparezcan entre las 23 y las 07 horas, ya que el resto de valores
no corresponden a los horarios de dichas l´ıneas y por lo tanto son outliers.
L´ıneas Trabajo/Otros : para este tipo de l´ıneas no se ha realizado ninguna operacio´n
ya que dichas l´ıneas operan tanto por el d´ıa como por la noche.
Resto de Lineas : el resto de l´ıneas son las l´ıneas comunes y que circulan durante
el d´ıa, por lo que hemos procedido a mantener los valores que sean inferiores a las 02
y superiores a las 06 horas.
4.3. Estudio de las Variables
Seguidamente se ha realizado un estudio ma´s exhaustivo de las l´ıneas y de las variables de
las fuentes externas para ver el comportamiento de estas y as´ı poder descubrir algu´n tipo de
patro´n.
En los siguientes subapartados vamos a explicar los procesos llevados a cabo.
4.3.1. Estudio Temporal
En primer lugar, hemos visto interesante analizar una l´ınea diurna (en nuestro caso la linea
1) y una nocturna (en nuestro caso la linea N1) para cada mes, d´ıa de la semana y tramo
horario.
Meses : hemos considerado interesante estudiar el comportamiento de los viajeros
para cada mes ya que mediante este estudio podemos ver si el comportamiento se
adapta a un comportamiento real. En las siguientes ima´genes podemos ver que el
comportamiento de estas es muy exacto, ya que los meses que ma´s demanda de viajeros
tienen son febrero y diciembre y por el contrario Agosto es el mes que menos viajeros
tienen ambas l´ıneas.
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Figura 4-8.: Gra´fica Linea 1 viaje-
ros al mes.
Figura 4-9.: Gra´fica Linea N1 via-
jeros al mes.
Dı´as Semana : otro aspecto a tener en cuenta en nuestro ana´lisis son los d´ıas de
la semana. En las siguientes ima´genes podemos ver que el jueves es el d´ıa con menos
viajeros y que como era de esperar el lunes es el d´ıa ma´s frecuente para la l´ınea diurna
y el domingo (Sa´bado por la noche) para la l´ınea nocturna.
Figura 4-10.: Gra´fica Linea 1 viaje-
ros al d´ıa.
Figura 4-11.: Gra´fica Linea N1 via-
jeros al d´ıa.
Tramos : finalmente, otro estudio que hemos realizado es el de ambas l´ıneas por
tramos horarios para ver co´mo se comportan los viajeros en cada momento. En las
siguientes ima´genes podemos ver el comportamiento para las dos l´ıneas estudiadas: en
lo referente a la l´ınea 1 vemos que las horas de mas tra´fico de viajeros esta´n por la
man˜ana y por la tarde, teniendo un pico a las 12 de la man˜ana y otro a las 18 horas.
Tambie´n podemos ver que el momento en el que decae el nu´mero de viajeros es sobre la
hora de la comida. Por otro lado la l´ınea N1 tiene un incremento antes de las 02 horas
y posteriormente decae teniendo un pequen˜o pico sobre las 04 horas. Esto es debido a
que el primer pico corresponde con las personas que vuelven del trabajo por la noche
y el segundo ser´ıa un pu´blico ma´s joven que saldr´ıa por la noche.
4.3 Estudio de las Variables 23
Figura 4-12.: Gra´fica L´ınea 1,
viajeros por tramo
horario.
Figura 4-13.: Gra´fica L´ınea N1,
viajeros por tramo
horario.
El script para realizar este estudio es 2 Auditoria EstudioTemporal.ipynb.
4.3.2. Estudio de la Demanda
Para comprobar el alcance de nuestro estudio vimos interesante realizar un estudio apro-
ximado de la demanda que tienen las l´ıneas. Para este estudio al igual que para lo visto
anteriormente se han seleccionado las l´ıneas 1 y N1.
En primer lugar se ha estudiado a nivel general la demanda para cada una de estas l´ıneas
midiendo los siguientes para´metros:
Demanda de autobuses : este estudio nos indica el nu´mero medio de autobuses
que tiene dicha linea al d´ıa. Podemos ver que este es en la l´ınea 1 inferior a 9:
Figura 4-14.: Gra´fica de la deman-
da de autobuses de la
L´ınea 1.
Figura 4-15.: Gra´fica de la deman-
da de autobuses de la
L´ınea N1.
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Demanda de viajeros : mediante este estudio podemos ver el nu´mero medio de
viajeros que transporta cada autobu´s en cada una de las l´ıneas.
Figura 4-16.: Gra´fica de la deman-
da de viajeros de la
L´ınea 1.
Figura 4-17.: Gra´fica de la deman-
da de viajeros de la
L´ınea N1.
Demanda general normalizada : mediante este estudio podemos ver la demanda
media general de viajeros normalizada en cada uno de los autobuses.
Figura 4-18.: Gra´fica de la deman-
da normalizada de la
L´ınea 1.
Figura 4-19.: Gra´fica de la deman-
da normalizada de la
L´ınea N1.
Seguidamente hemos estudiado la demanda de la l´ınea 1 en cuatro tramos para ver si la
EMT adapta sus autobuses a la demanda no solo por estacio´n sino tambie´n por d´ıa.
En las siguientes ima´genes podemos ver algunos de los tramos para cada una de las demandas
estudiadas previamente:
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Figura 4-20.: Gra´fica de la deman-
da de autobuses de la
L´ınea 1 tramo 06-12.
Figura 4-21.: Gra´fica de la deman-
da de viajeros de la
L´ınea 1 tramo 00-06.
Figura 4-22.: Gra´fica de la deman-
da normalizada de la
L´ınea 1 tramo 12-18.
Como podemos observar parece que la EMT realiza un estudio de su demanda ya que esta es
constante para cada tramo de an˜o (invierno, verano, etc). No obstante, su ajuste no o´ptimo
ya que no tienen en cuenta las similitudes entre las l´ıneas, ni tampoco las variables externas
(tra´fico, Aemet, etc).
En el script 3 Auditoria EstudioDemanda.ipynb podemos encontrar estos gra´ficos y su desa-
rrollo.
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4.3.3. Estudio de las Variables externas
Otro estudio que hemos realizado ha sido el estudio de nuestras variables procedentes de
fuentes externas junto con la demanda de viajeros estudiada anteriormente. Para ello se han
estudiado dos l´ıneas que contengan todas las variables procedentes de las fuentes externas
(lluvia, tra´fico y eventos deportivos), por lo que se ha seleccionado la l´ınea 14 y la l´ınea N22.
Hay que indicar que para las l´ıneas nocturnas (en nuestro caso la linea N22) no tenemos
eventos deportivos ya que ninguno de estos se desarrolla despue´s de las 23:00h. En las
siguientes ima´genes mostramos los resultados obtenidos para la l´ınea diurna estudiada (l´ınea
14):
Figura 4-23.: Gra´fica de la deman-
da de viajeros l´ınea
14.
Figura 4-24.: Gra´fica de la intensi-
dad de lluvia l´ınea 14.
Figura 4-25.: Gra´fica de la intensi-
dad del tra´fico l´ınea
14.
Figura 4-26.: Gra´fica de la inten-
sidad de los eventos
l´ınea 14.
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En las siguientes ima´genes podemos observar las mismas gra´ficas pero en este caso para la
l´ınea nocturna estudiada (linea N22):
Figura 4-27.: Gra´fica de la deman-
da de viajeros l´ınea
N22.
Figura 4-28.: Gra´fica de la inten-
sidad de lluvia l´ınea
N22.
Figura 4-29.: Gra´fica de la intensi-
dad del tra´fico l´ınea
N22.
Se observa que las variables externas que ma´s afectan a la demanda de viajeros son la
intensidad de la lluvia y del tra´fico, de tal forma que si estas aumentan hacen que la demanda
de viajeros crezca y por lo tanto son variables que tenemos que tener en cuenta a la hora de
desarrollar nuestro modelo anal´ıtico.
En el script 4 Auditoria EstudioVariables.ipynb podemos encontrar el desarrollo de lo expli-
cado en este apartado.
4.4. Deteccio´n de L´ıneas Raras
Una vez que tenemos todos los datos analizados vimos la necesidad de tener en cuenta ciertas
l´ıneas raras”que tienen un comportamiento extran˜o respecto al resto de l´ıneas. Detectamos
que ciertas l´ıneas solo eran usadas unos pocos d´ıas al an˜o, como por ejemplo la l´ınea 180 que
se trata de la l´ınea que va hacia la Caja Ma´gica.
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Figura 4-30.: Gra´fica Linea 180 (Laborables).
Otras l´ıneas u´nicamente ten´ıan datos en una etapa corta dentro de nuestro histo´rico y con-
sideramos que por ello no deber´ıan incluirse en nuestro estudio.
Por lo tanto no hemos eliminado dichas l´ıneas de nuestra base de datos, ya que si estas siguen
siendo utilizadas podr´ıan servirnos en un ana´lisis futuro. Tan solo no han sido consideradas
por ejemplo para la fase de clustering que veremos ma´s adelante ya que consideramos que
no aportan suficiente informacio´n en este momento.
5. Desarrollo de los modelos predictivos
En este cap´ıtulo vamos a ver los modelos anal´ıticos que se han utilizado para los diversos
estudios anal´ıticos realizados.
5.1. Segmentacio´n de l´ıneas de autobuses
Hemos optado por realizar un clustering de las l´ıneas de autobuses para ver que´ l´ıneas son
ma´s similares y as´ı poder aplicar los mismos tipos de mejoras en estos segmentos.
En primer lugar, y como vimos anteriormente en el apartado de fuentes de datos, todas
las l´ıneas que tenemos se dividen en siete segmentos (Comu´n, Nocturno, Trabajo, Servicio
Especial, Circular, Microbu´s y Universitaria) que ya hemos explicado anteriormente. A pesar
de ya tener categorizadas dichas l´ıneas, se ha realizado un clustering de todas para verificar
si hay l´ıneas de otros sectores que se relacionan entre s´ı y as´ı poder estudiarlas ma´s en
profundidad. Para dicho clustering se ha considerado la separacio´n entre laborables y festivos
(fines de semana y festivos), ya que como vimos en el apartado anterior, el comportamiento
de cada l´ınea para los laborables y para los festivos es muy diferente y merece un estudio
especial. Para la realizacio´n de nuestro clustering, en primer lugar tenemos que mencionar
que se han utilizado tres te´cnicas: SAX-K-means, K-means y Clustering Jera´rquico.
30 5 Desarrollo de los modelos predictivos
5.1.1. SAX-K-Means
En primer lugar, hemos realizado un clustering de dichas l´ıneas empleando la te´cnica SAX
(Symbolic Aggregate approXimation), mediante la cual discretizamos las series temporales
en letras, en donde cada letra nos indica un segmento de la serie temporal de tal forma que
si dicho segmento es muy similar en distintas series, estas tendra´n asignada la misma letra
[6].
Figura 5-1.: Representacio´n SAX.
Una vez que tenemos discretizadas las series temporales, realizamos un algoritmo de clus-
tering K-means, mediante el cual podemos segmentar las l´ıneas en diversos segmentos. En
nuestro caso hemos elegido k=8 tras realizar varias pruebas con diferentes taman˜os de k. En
las siguientes ima´genes podemos ver los 8 clusters generados para los d´ıas laborables:
Figura 5-2.: Cluster SAX 1. Figura 5-3.: Cluster SAX 2.
Figura 5-4.: Cluster SAX 3. Figura 5-5.: Cluster SAX 4.
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Figura 5-6.: Cluster SAX 5. Figura 5-7.: Cluster SAX 6.
Figura 5-8.: Cluster SAX 7. Figura 5-9.: Cluster SAX 8.
Podemos ver que los clusters no realizan una segmentacio´n adecuada de las l´ıneas ya que hay
clusters donde hay l´ıneas con comportamientos muy diferentes. Una vez que vimos dichas
diferencias procedimos a normalizar las series temporales para ver si mejoraban los clusters
y nos dimos cuenta que s´ı que nos mejoraban los resultados pero au´n as´ı no era suficiente
ya que ten´ıamos l´ıneas muy diferentes en un mismo cluster y no e´ramos capaces de justificar
dicha agrupacio´n.
5.1.2. K-Means y Clustering Jera´rquico
Dados los resultados vistos anteriormente, hemos visto interesante aplicar el me´todo K-means
y Jera´rquico sin aplicar previamente el algoritmo SAX. Hay que indicar que cuando se tienen
una gran cantidad de per´ıodos en las series temporales la mejor opcio´n es realizar SAX o
emplear un algoritmo basado en redes neuronales. En nuestro caso, una vez probados los dos
algoritmos anteriores, hemos probado a aplicar a cada una de nuestras l´ıneas para cada uno
de los d´ıas el algoritmo K-means en primer lugar y posteriormente un algoritmo de clustering
jera´rquico[7], de tal forma que nuestras variables son todos los d´ıas en nuestra base de datos
cuyo valor son el nu´mero de pasajeros para cada d´ıa agregados. En los siguientes apartados
vamos a explicar cada una de las fases realizadas:
Eliminacio´n de L´ıneas Raras”: en primer lugar, hemos procedido a eliminar de
nuestro estudio las l´ıneas raras”que hemos estudiado anteriormente (apartado 3.4), ya
que estas l´ıneas nos pueden empeorar nuestro estudio y por lo tanto no nos aportan
valor y merecen ser estudiadas por separado.
Normalizacio´n : seguidamente, hemos realizado una normalizacio´n de los dos dataset
(laborables y festivos) empleando el algoritmo StandarScaler, es decir, restamos cada
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valor por la media y lo dividimos por la desviacio´n esta´ndar. Esto es para que todas las
l´ıneas este´n representadas en la misma escala y por lo tanto no tomen ma´s importancia
las l´ıneas que tienen una escala de demanda mayor que el resto.
Clustering K-Means : una vez tenemos preprocesados los datos de cada una de
las l´ıneas, se ha realizado un clustering empleando el algoritmo K-means, en donde las
variables de nuestro modelo ser´ıan los valores de cada uno de los d´ıas que disponemos
para nuestro estudio y cada una de las l´ıneas de la base de datos corresponden con la
l´ınea que deseamos segmentar. En cuanto al nu´mero de clusters hemos observado que el
K que mejor segmenta las l´ıneas es 6. Esto lo hemos realizado mediante la ejecucio´n con
varias K y viendo do´nde nuestro algoritmo empezaba a separar demasiado las l´ıneas.
En dicho momento nos queda´bamos con la K que mejor nos separaba las l´ıneas de una
forma coherente siguiendo nuestro conocimiento del negocio. Por lo tanto, tendremos
6 clusters diferentes:
Cluster Nu´mero L´ıneas L´ıneas








Cluster 1 9 l´ıneas 101,200,203,404,718,731,756,766,767
Cluster 2 26 l´ıneas 501,502,503,504,505,506,507,508,509,510,511,512,513,514,
515,516,517,518,519,520,521,522,523,524,525,526
Cluster 3 9 l´ıneas 33,110,247,702,704,728,729,730,799
Cluster 4 7 l´ıneas 37,171,527,714,715,716,788
Cluster 5 32 l´ıneas 3,10,24,26,32,54,57,66,79,81,102,103,108,109,111,118,119,
124,130,136,141,142,143,145,148,149,177,310,452,453,454,
457
Tabla 5-1.: Clustering K-means Laborables
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Cluster Nu´mero L´ıneas L´ıneas
Cluster 0 27 l´ıneas 3,10,24,26,33,37,41,47,56,57,59,76,79,86,107,118,119,
130,135,142,143,145,148,171,177,372,481








Cluster 2 10 l´ıneas 101,180,200,203,404,527,729,731,756,767
Cluster 3 41 l´ıneas 22,83,93,108,117,129,149,151,156,247,310,401,453,501,
502,503,504,505,506,507,508,509,510,511,512,513,514,515,
516,517,518,519,520,521,522,523,524,525,526,601,602
Cluster 4 4 l´ıneas 714,715,716,788
Cluster 5 8 l´ıneas 110,172,702,704,728,732,742,799
Tabla 5-2.: Clustering K-means Festivos
Como podemos ver, las l´ıneas se agrupan bien tanto para los laborables como para
festivos, ya que tenemos las l´ıneas diurnas en los cluster 0 (laborables) y cluster 1 (fes-
tivos). Tambie´n podemos observar que las l´ıneas nocturnas se agrupan en los cluster
4 (laborables) y 3 (festivos). Tambie´n podemos ver en los clusters restantes las l´ıneas
raras”que tienen un gran nu´mero de paradas como la l´ınea 22, o un cluster de l´ıneas
que operan todo el an˜o de una forma constante como son las del aeropuerto (cluster 1
en laborables y cluster 2 en festivos). Esta explicacio´n la veremos mejor cuando expli-
quemos los resultados con el clustering jera´rquico.
Adicionalmente, para comprobar que los clusters se realizaban correctamente, hemos
representado cada una de las l´ıneas normalizadas por cada cluster junto con sus respec-
tivos centroides. A continuacio´n mostramos cada uno de los clusters para laborables:
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Figura 5-10.: Cluster 0 KMeans
Laborables.
Figura 5-11.: Cluster 1 KMeans
Laborables.
Figura 5-12.: Cluster 2 KMeans
Laborables.
Figura 5-13.: Cluster 3 KMeans
Laborables.
Figura 5-14.: Cluster 4 KMeans
Laborables.
Figura 5-15.: Cluster 5 KMeans
Laborables.
Podemos ver que el centroide (l´ınea roja) representa bien a todas las l´ıneas de dicho
cluster y que adema´s todas las l´ıneas de cada cluster son muy similares, por lo que
podemos concluir que el clustering realizado segmenta correctamente y de la forma
esperada todas las l´ıneas.
Matriz de Correlacio´n : adicionalmente, para comprobar las correlaciones entre las
l´ıneas de los clusters mostrados anteriormente hemos calculado la matriz de correlacio´n.
En primer lugar se han ordenado las l´ıneas en orden en el que aparecen en los clusters
y seguidamente se ha calculado la correlacio´n entre ellas mediante los datos diarios.
Para ver mejor dicha correlacio´n hemos pintado esta matriz en un mapa de calor. A
continuacio´n mostramos este mapa de calor para el clustering de laborables:
5.1 Segmentacio´n de l´ıneas de autobuses 35
Figura 5-16.: Matriz de correlacio´n Laborables.
Podemos observar que las l´ıneas ma´s correlacionadas esta´n representadas en rojo y las
menos correlacionadas en azul. Las l´ıneas que forman cuadrados corresponden a los
clusters anteriormente definidos, en donde se puede ver que coinciden con los clusters
vistos obtenidos mediante K-means.
Clustering Jera´rquico : para comprobar de una forma ma´s visual el clustering
realizado mediante K-means se ha realizado un clustering jera´rquico. El algoritmo ele-
gido ha sido el dado por la librer´ıa sciPy hierarchical clustering con distancia eucl´ıdea.
Mediante dicho me´todo hemos visto de una forma ma´s visual co´mo se distribuyen las
l´ıneas en funcio´n de sus viajeros. A continuacio´n, vamos a ir viendo por ramas cada
uno de los clusters:
• Rama 1 : en esta rama podemos ver que tenemos cuatro conjuntos de l´ıneas
bien diferenciados: en el primer segmento tenemos las l´ıneas que van hacia el
aeropuerto. Como vemos el modelo ha identificado correctamente estas l´ıneas
ya que tienen una alta frecuencia de viajeros durante todos los d´ıas incluso en
verano. En el segundo subconjunto tenemos las l´ıneas temporales que vemos que
han sido correctamente detectadas por el clustering. Esto es debido a que estas
tienen un nu´mero bajo de viajeros. Finalmente tenemos el subconjunto de las
l´ıneas nocturnas donde su afluencia se marca en tramos nocturnos.
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Figura 5-17.: Dendrograma Laborables Rama 1.
• Rama 2 : esta rama hace referencia a l´ıneas con un largo recorrido y que
normalmente pasan por el centro de Madrid. Estas l´ıneas, al tener un recorrido
mayor al resto, suelen estar contenidas en un u´nico cluster.
Figura 5-18.: Dendrograma Laborables Rama 2.
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• Rama 3: en esta rama nos encontramos l´ıneas que pasan por el centro de Madrid
que tienen paradas en comu´n y por lo tanto el nu´mero de viajeros es muy similar.
Podemos ver que tambie´n tenemos l´ıneas como la 69 que se trata de una l´ınea
circular y que tambie´n pasa por el centro de Madrid.
Figura 5-19.: Dendrograma Laborables Rama 3.
• Rama 4 : en esta rama tenemos l´ıneas que generalmente desembocan o nacen
en la periferia de Madrid, como puede ser l´ıneas de la zona de Vallecas, las de la
zona de Pitis, etc. Estas l´ıneas son frecuentadas principalmente por viajeros que
van hacia el centro o hacia ubicaciones como Atocha.
Figura 5-20.: Dendrograma Laborables Rama 4.
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• Rama 5 : en esta rama tenemos las l´ıneas raras (cementerio de la Almudena,
etc) y algunas l´ıneas universitarias. Estas son l´ıneas que no siguen ningu´n patro´n
en comu´n con otras l´ıneas y que por tanto se agrupan en una u´nica rama.
Figura 5-21.: Dendrograma Laborables Rama 5.
Podemos ver que en cada una de las ramas tenemos otras subramas. A medida que
vamos bajando por el a´rbol veremos l´ıneas que tienen ma´s paradas en comu´n, viajeros,
etc. En el Anexo II podemos encontrar el dendrograma completo, que esta´ dividido en
tres partes para una mejor visualizacio´n.
Los scripts para esta parte del proyecto los podemos encontrar en la carpeta
4 Analitica\1 clustering.
5.2. Prediccio´n de la Demanda
5.2.1. Descripcio´n
Por u´ltimo, se ha decido implementar un estudio para la prediccio´n de la demanda. Hay
que indicar que este es el objetivo principal de nuestro proyecto, ya que se detecto´ una gran
necesidad por parte de EMT para controlar y mejorar cada una de las l´ıneas mediante sus
histo´ricos y mediante fuentes externas. Para la realizacio´n de la prediccio´n de la demanda
nos hemos centrado en primer lugar en el uso de las te´cnicas de ARIMA [3] (Modelo Autorre-
gresivo Integrado de Media Mo´vil), el cual es un modelo estad´ıstico que utiliza variaciones y
regresiones de datos estad´ısticos con el fin de encontrar patrones para una prediccio´n hacia el
futuro. En segundo lugar, hemos hecho uso de te´cnicas de Deep Learning para mejorar nues-
tra prediccio´n de la demanda por medio del uso de redes neuronales profundas empleando
el algoritmo LSTM [13].
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5.2.2. Implementacio´n
En cuanto a su implementacio´n, hay que indicar que se ha optado por realizar las siguientes
fases para cada una de sus dos implementaciones:
Modelo ARIMA:
• Fase de Carga: En primer lugar se han cargado los datos desde Hive emplean-
do Pyspark en donde se han filtrado l´ınea a l´ınea por tramo horario y se ha
preprocesado previamente el dataset. Los datos se han cargado desde la tabla
viajeros tramos master nooutliers que, como hemos indicado anteriormente, se
encuentra libre de outliers en cada una de las l´ıneas a estudiar. Adicionalmente
se han creado dos variables derivadas que son el nu´mero de la semana (es decir,
si estamos en la primera, segunda, tercera o cuarta semana del mes) y el d´ıa de
la semana (siendo 1 el Lunes, 2 el Martes, etc.)
• Fase de Prediccio´n: Una vez que tenemos filtrado y preprocesado el dataset
a estudiar de cada una de las l´ıneas, procedemos a la fase de prediccio´n. Para
dicha fase hemos usado en primer lugar el modelo de auto-ARIMA que dispo-
ne R debido a que nuestros datos los cargamos desde un notebook de Pyspark.
Hemos procedido a insertar co´digo R en un notebook de Python mediante la li-
brer´ıa Rpy2 mediante la cual podemos insertar celdas de R en un notebook de
Python y trabajar con ambos lenguajes en un mismo notebook. En primer lugar,
tenemos que pasar nuestro dataset en formato Pandas al formato de dataset em-
pleado por R. Una vez tenemos dicho dataset aplicamos las fases de prediccio´n de
auto-ARIMA: primero calculamos el ACF (AutoCorrelation Function) y el PACF
(Partial AutoCorrelation Function) que nos indican los coeficientes de autocorre-
lacio´n de nuestra serie temporal mediante la cual podemos ver las correlaciones
lineales entre los d´ıas de la serie.
Seguidamente an˜adimos una serie temporal con las variables externas. Estas va-
riables las meteremos como el para´metro xreg en nuestro modelo ARIMA y con-
dicionara´n la prediccio´n de la serie temporal.
Finalmente realizamos la separacio´n entre training y test. Para training hemos
tomado todos los d´ıas de 2015 y 2016, mientras que para test hemos tomado los
d´ıas de 2017. En la siguiente imagen podemos ver la prediccio´n de nuestro modelo:
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Figura 5-22.: Prediccio´n l´ınea 1 con ARIMA.
• Fase de Evaluacio´n: mediante este modelo hemos obtenido un scoring de 75 %
de acierto. No obstante cuando procedemos a realizar zoom en la serie predicha,
podemos ver que esta no esta´ prediciendo correctamente ya que posee un gran
error en la prediccio´n. En la siguiente imagen podemos ver el error en la prediccio´n
que acabamos de mencionar:
Figura 5-23.: Prediccio´n l´ınea 1 con ARIMA (zoom).
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Modelo Deep Learning (LSTM):
• Fase de Carga: para la fase de carga de datos se ha generado un notebook para
extraer los datos en local, es decir generar varios ficheros csv para cada una de las
l´ıneas a estudiar. Esto es debido a que la instalacio´n de Keras y sus dependencias
en el cluster era muy compleja y se sal´ıa de los objetivos de nuestro proyecto. El
u´nico inconveniente que tenemos es la realizacio´n de nuestro estudio en local. No
obstante, con los datos que manejamos por l´ınea es abarcable.
• Fase de Prediccio´n: en primer lugar una vez que tenemos los cuatro ficheros
(uno por cada tramo horario) para cada una de las l´ıneas a estudiar, tenemos que
normalizar los datos. So´lo se ha procedido a normalizar la demanda de viajeros,
ya que es la u´nica que tiene valores extremos y es la usada para la prediccio´n. En
cuanto a las variables externas, al tomar valores continuos y que no son usados
como variable objetivo no es necesario normalizarlas. Para la normalizacio´n de los






oˆn+1 = on · exp aˆn+1
Donde  es una constante con un valor muy cercano a cero para evitar los ceros
tanto en el numerador como en el denominador de la divisio´n dentro del logarit-
mo ( = 1e− 11). En la primera fo´rmula podemos ver que en esta normalizacio´n
estamos empleando logaritmos teniendo en cuenta siempre el instante de tiempo
previo y posterior. La segunda fo´rmula la utilizamos para realizar la transforma-
cio´n inversa a la normalizacio´n, para que tras la prediccio´n realizada por nuestro
sistema podamos volver a los valores originales.
Una vez que hemos realizado la normalizacio´n de los datos procedemos a construir
el sistema predictivo. Para ello hemos empleado LSTM mediante el uso de la
librer´ıa Keras [27]. En la red neuronal hemos utilizado una configuracio´n con
5 neuronas ya que tras varias pruebas con diferentes nu´meros es la que mejor
se adaptaba a nuestras necesidades, y un lookback de 4 para evitar que la red
tome u´nicamente el valor anterior al que se va a predecir. En la siguiente imagen
podemos ver la prediccio´n de la serie temporal:
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Figura 5-24.: Prediccio´n mediante LSTM.
• Fase de Evaluacio´n: una vez que hemos realizado la prediccio´n tenemos que
evaluar si nuestro resultado es el adecuado. Para ello procedemos a aplicar la
transformacio´n inversa a la prediccio´n realizada por el algoritmo y representamos
las predicciones en una gra´fica ampliada para ver ma´s de cerca los resultados de
dicha prediccio´n:
Figura 5-25.: Prediccio´n mediante LSTM (ampliada).
El valor real esta´ pintado en azul, el valor predicho en training en naranja y el
valor predicho en test en rojo. Podemos ver que la prediccio´n se ajusta bastante
a la realidad salvo en algunos casos que es muy dif´ıcil llegar a predecir dichos
valores ya que son picos extran˜os.
Finalmente, para cuantificar la bondad de nuestro modelo hemos calculado el
RMSE (error cuadra´tico medio) para calcular el error de nuestro modelo. Hemos
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representado los RMSE obtenidos en la fase de training y validacio´n de nuestra
red neuronal para ver do´nde converge y parar el algoritmo antes de que se llegue
a producir un OverFitting:
Figura 5-26.: RMSE para la predic-
cio´n con Keras.
Figura 5-27.: RMSE para la pre-
diccio´n con Keras
(Zoom).
Podemos ver que cerca de 100 e´pocas el RMSE se mantiene y por lo tanto seguir
entrenando el modelo podr´ıa provocar OverFitting, por lo que un buen valor de
epoch ser´ıa entre 50 y 100.
Finalmente y como podemos observar, el modelo que mejor predice la demanda es el basado
en LSTM ya que podemos ver que tanto su precisio´n como su evaluacio´n por medio de las
gra´ficas representadas se ajusta ma´s a la realidad. En la siguiente tabla podemos ver la
comparativa entre los resultados obtenidos por ambos modelos:
Modelo RMSE Medio en Training RMSE Medio en Test
ARIMA (Sin Externas) 299.41 1216.20
ARIMA (Con Externas) 350.98 713.97
LSTM (Sin Externas) 411.82 515.25
LSTM (Con Externas) 271.13 280.20
Tabla 5-3.: Comparativa ARIMA vs LSTM
Podemos ver que efectivamente, el modelo de LSTM con variables externas es mejor que el
resto, ya que por una parte su RMSE es menor, y por otra tiene menos sobreajuste (su error
en training es muy similar al error en test).
6. Disen˜o del dashboard de usuario
Adicionalmente se ha desarrollado un dashboard para que el usuario final pueda realizar
consultas simples a nuestro sistema y a todos sus datos de una forma ma´s amigable y
visual. El sistema elegido ha sido Tableau, ya que es un sistema que nos aporta una gran
flexibilidad a la hora de crear dashboards sin tener que desarrollar una gran cantidad de
co´digo. A continuacio´n vamos a explicar cada una de las partes en las cuales se divide este
dashboard:
Visualizacio´n del histo´rico de datos: en esta pantalla podemos ver una visualiza-
cio´n previa del histo´rico de los datos. Destacan los siguientes gra´ficos:
• Gra´fico GTFS: este gra´fico nos muestra el mapa de las l´ıneas que tenemos
cargadas en nuestra base de datos, para ello nos hemos descargado los datos
GTFS (Google Transit Feed Specification) que se trata de un zip con una serie
de ficheros mediante los cuales podemos representar las formas de las l´ıneas y sus
paradas.
Figura 6-1.: Dashboard: Gra´fico GTFS.
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• Gra´fico Tipos de Billete: se ha creado un gra´fico que nos permite ver de una
forma ma´s gra´fica los distintos tipos de billete en nuestro histo´rico. Este gra´fico
es muy u´til si por ejemplo queremos saber que´ tipos de billetes se mueven por
una cierta l´ınea y en un determinado momento, de tal forma que podemos ver si
en dicha l´ınea viajan un mayor nu´mero de parados, jo´venes, mayores, etc.
Figura 6-2.: Dashboard: Tipos de Billete por L´ınea.
• Histogramas: finalmente hemos implementado un histograma para ver de una
forma ma´s visual el nu´mero de viajeros por cada tipo de billete.
Figura 6-3.: Dashboard: Histograma del nu´mero de viajeros por billete.
Visualizacio´n del clustering: se han implementado unos gra´ficos para visualizar el
clustering de las l´ıneas realizado. Se ha optado por un gra´fico que representa correcta-
mente todos los clusters de las l´ıneas estudiadas mediante el taman˜o de las l´ıneas que
posee cada cluster para el cluster de laborables y para el de festivos.
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Figura 6-4.: Dashboard: Cluster
Laborables.
Figura 6-5.: Dashboard: Cluster
Festivos.
Adicionalmente, se han realizado dos tablas para ver las l´ıneas y la media de viajeros
de cada una de ellas en cada cluster visto en el anterior gra´fico.
Figura 6-6.: Dashboard: Tabla
Cluster Laborables.
Figura 6-7.: Dashboard: Tabla
Cluster Festivos.
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Prediccio´n de las l´ıneas: se ha desarrollado una serie de gra´ficas para representar las
dos predicciones de viajeros realizadas en nuestro estudio. Hay que indicar que estas
han sido separadas por tramo horario tal y como aparecer´ıa en un caso de uso real. En
las siguientes ima´genes podemos observar las dos gra´ficas, una para el training y otra
para el test realizado:
Figura 6-8.: Dashboard: Gra´fica
Prediccio´n Training.
Figura 6-9.: Dashboard: Gra´fica
Prediccio´n Training.
Hay que indicar que para cada una de las pantallas y hojas en el dashboard se han imple-
mentado una serie de filtros para que el usuario pueda realizar un buen filtrado de los datos
que desea visualizar.
En el Anexo III podemos ver la representacio´n completa del Dashboard implementado.
7. Conclusiones y Trabajo Futuro
7.1. Conclusiones
En este proyecto se ha llevado a cabo la implementacio´n de un proyecto en el a´rea del Data
Science y Big Data para la mejora en uno de los transportes pu´blicos ma´s usados en Madrid.
En lo referente a los objetivos propuestos en el primer cap´ıtulo hay que resaltar:
Conclusio´n Objetivo 1: Estudio de los datos de transporte pu´blico
En lo referente al estudio de los datos del sector transporte, hemos comprobado que
lo principal para este tipo de proyectos es encontrar datos referentes al nu´mero de
viajeros en el tiempo, tipolog´ıa de las l´ıneas, fuentes externas que aporten informacio´n
relevante en el estudio, etc.
Conclusio´n Objetivo 2: Estudio de fuentes de datos externas al transporte
pu´blico
El estudio de fuentes externas a los datos de la EMT, hay que indicar que tras analizar
mu´ltiples fuentes, se ha concluido que las principales fuentes externas a tener en cuenta
en un proyecto de este tipo son fuentes que hacen referencia a la meteorolog´ıa, tra´fico,
eventos de toda ı´ndole (principalmente los eventos deportivos) y el calendario laboral.
Conclusio´n Objetivo 3: Estudio de la ingesta de datos en Hadoop
Una de las partes importantes de este y otros proyectos similares es la ingesta de estos
en plataformas Big Data. En nuestro proyecto, hemos realizado una ingesta lo ma´s
automatizada posible para que pueda ser exportable a otros proyectos similares, as´ı
como a la ingesta de nuevos datos.
Conclusio´n Objetivo 4: Ana´lisis de los datos en el transporte pu´blico.
Una vez que tenemos los datos cargados en nuestro sistema Big Data (cluster Hadoop)
hemos analizado dichos datos mediante una auditor´ıa de estos que nos ha permitido
ver ciertas correlaciones entre las l´ıneas, horarios de alta demanda y variables externas,
que pueden ser de gran importancia para la EMT y para el posterior modelo a realizar.
Conclusio´n Objetivo 5: Te´cnicas de segmentacio´n y prediccio´n de la deman-
da.
Mediante los algoritmos realizados para la segmentacio´n y prediccio´n de la demanda
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se ha visto que a partir de los datos de los viajeros y de las fuentes externas pode-
mos ayudar a la EMT a segmentar las l´ıneas por afluencia de viajeros y darles una
estimacio´n del nu´mero de viajeros a futuro para que planifiquen mejor su demanda y
horarios.
Conclusio´n Objetivo 6: Visualizacio´n de los resultados.
Para finalizar, otra de las partes importantes en este tipo de proyectos es la visualizacio´n
de los resultados de una forma adecuada para ayudar a los administradores de la
plataforma a tomar decisiones basadas en los datos.
7.2. Trabajo Futuro
En cuanto al trabajo futuro por realizar, se han tenido en cuenta los siguientes puntos que
no se han realizado debido a que el tiempo de realizacio´n del proyecto es limitado o estaban
fuera del alcance de nuestros objetivos:
Ingesta Automa´tica: uno de los puntos a mejorar es la ingesta de una forma au-
toma´tica de los datos a nuestra base de datos en Hadoop. Esto lo podr´ıamos realizar
mediante herramientas como Sqoop o directamente desde Spark.
Fuentes Externas: an˜adir ma´s fuentes externas que nos permitan definir mejor nues-
tro problema. Estas pueden ser el turismo, datos de google, etc.
Fase de Prediccio´n: realizar la fase de Deep Learning dentro del cluster y realizarlo
para cada una de las l´ıneas de forma automa´tica. Para ello necesitaremos instalar todas
las dependencias de las librer´ıas utilizadas para esta fase.
Realizar ma´s casos de uso: realizar algu´n caso de uso ma´s a parte de los dos ya
realizados y que sean de gran importancia para la EMT.
Mejora de los modelos: mejorar los modelos ya realizados teniendo en cuenta infor-
macio´n ma´s detallada sobre aspectos particulares de negocio.
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A. Anexo I: Scripts y Co´digo
Se han realizado una serie de scripts divididos en las siguientes secciones:
Scripts de Ingesta : se han realizado una serie de scripts de ingesta mediante los
cuales se puedan ingestar de una forma automa´tica todos los datos en nuestra base de
datos Hadoop tan solo con ejecutar un u´nico ejecutable. Hay que tener en cuenta que
se han realizado scripts para la ingesta desde el propio cluster y otros scripts para la
ingesta desde un pc.
Scripts de Auditor´ıa : tambie´n se han creado unos notebooks para analizar el
comportamiento de las lineas, as´ı como la estructura de los datos, para posteriormente
poder aplicar los modelos de una forma ma´s correcta y adecuada. En dichos scripts
podemos ver gra´ficas y resultados ante las preguntas que se han ido realizando a lo
largo del desarrollo del proyecto y que por lo tanto son un buen punto de partida para
la resolucio´n de nuestros problemas.
Scripts de Anal´ıtica : finalmente se han desarrollado los scripts y notebooks me-
diante los cuales podemos obtener la parte de la anal´ıtica de nuestro proyecto. Tenemos
dos secciones una para la fase de clustering y otra para la fase de prediccio´n.
Todos ellos los podemos encontrar en el siguiente repositorio de github:
https://github.com/CarlosRosado/SmartBus.git
B. Anexo II: Dendograma Clustering
Jera´rquico Laborables
Figura B-1.: Dendograma Clustering Laborables (part1).
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Figura B-2.: Dendograma Clustering Laborables (part2).
Figura B-3.: Dendograma Clustering Laborables (part3).
C. Anexo III: Pantallas Dashboard
Figura C-1.: Dashboard: Pantalla de Inicio
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Figura C-2.: Dashboard: Pantalla de Clustering
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Figura C-3.: Dashboard: Pantalla de Prediccio´n de la Demanda
