Simulation-Oriented Methodology for Distortion Minimisation during Laser Beam Welding by Chongbunwatana, Komkamol
 Simulation-Oriented Methodology for Distortion Minimisation during 
Laser Beam Welding 
 
















Prof. Dr. rer. nat. Alfred Schmidt (Universität Bremen) 
Prof. Dr.-Ing. Frank Vollertsen (Universität Bremen) 
 
         Tag der mündlichen Prüfung: 01.03.2017  
 Chongbunwatana, Komkamol: 
Simulationsgestützte Methodik zur Verzugsminimierung beim Laserstrahlschweißen 
Schlüsselwörter:  Prozesssimulation, Simulation der Keyholedynamik, 
Laserstrahlschweißen, Schweißverzug, Strahlverfolgung 
Der Verzug ist ein Nachteil des Schweißverfahrens, der meistens unterdrückt werden 
muss. Ein fraglicher Faktor, der den Schweißverzug beeinflussen könnte, ist die 
Schmelzbadform. Ziel dieser Arbeit war es, die Schmelzbaddynamik und den Einfluss der 
Schmelzbadgeometrie auf den Schweißverzug beim Laserstrahlschweißen numerisch zu 
untersuchen. Um ein solches Ziel zu erreichen wurde ein vielversprechendes neuartiges 
Prozesssimulationsmodell erfolgreich entwickelt. Durch das Modell wurde die Keyhole- 
und Schmelzbaddynamik untersucht. Das Prozesssimulationsmodell wurde so entwickelt, 
dass alle beim Laserstrahlschweißen bekannten wesentlichen Prozesseigenschaften 
eingebettet wurde. Außerdem wurde mit Hilfe der Struktursimulation die Beziehung 
zwischen Schmelzbadgeometrie und Schweißverzug und auch die von der Beziehung 
ermittelten Schmelzbadformen, die Minimierung des Schweißverzuges fördern, dargestellt. 
Simulation-Oriented Methodology for Distortion Minimisation during Laser Beam 
Welding 
Keywords: Weld pool dynamics simulation, keyhole dynamics simulation, laser beam 
welding, welding distortion, ray tracing method 
Distortion is one of the drawbacks of any welding process, most of the time needed to be 
suppressed. One doubtful factor that could affect welding deformation is the shape of the 
liquid melt pool, which can be modified via variation of process parameters. The aim of 
this work was to numerically study the dynamics of the weld pool and its geometrical 
influence on welding distortion during laser beam welding. To achieve such a goal, a 
promising novel process simulation model, employed in investigating the keyhole and 
weld pool dynamics, has successfully been invented. The model incorporated all distinctive 
behaviours of the laser beam welding process. Moreover, identification of the correlation 
between the weld pool geometry and welding distortion as well as, eventually, weld pool 
shapes that favour distortion minimisation has also been simulatively demonstrated. 
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Laser beam welding is a keyhole fusion or deep penetration welding technique, which is 
achieved through very high power density obtained from compressing a beam of laser 
light to a very fine spot [Daw92]. As a result of the high energy-concentration principle, 
very high welding speeds of several meters per minute can be realised. A consequential 
narrow, deep weld bead together with a small heat-affected zone (HAZ) will be produced, 
permitting very small metallurgical damage and workpiece distortion. More and more 
industrial manufacturers therefore adopt this technology for part assembly [Ble07]. For 
example, in automotive series production is laser welding used to join steel sheets of car 
body parts due to its high production rates, process flexibility and minor influence on 
welded components [Haf07]. 
Despite the technology superiority, even more highly-precise fabrication of laser welded 
workpieces or process improvement is, however, still being demanded since most laser 
welding applications seek for and prioritise welds of the top-notch quality the most. 
Making such reliable welded joints needs a careful handling on five primary aspects: 
materials, welding conditions, post-weld examination, equipment performance monitoring 
and in-process weld monitoring [Daw92]. In practice, all of them are equally important. 
The first two considerations must be established before welding while the last two have to 
be carried out during welding. Only the third one is a post operation to be accomplished 
after welding. Conducting all these five actions properly can guarantee weld quality to a 
large degree. 
This work focuses solely on the welding conditions of laser beam welding. To determine 
appropriate process parameters leading to qualified welds, a huge, deep process 
knowledge base is indisputably required. Researching the behaviours of deep penetration 
welding, especially those fundamental matters, is therefore growing significant. An 
exemplary diagnosis is that from Buschenhenke [Bus10]. He investigated the effect of 
laser beam sources on welding distortion in axial welded shafthub joints made out of steel 
(20MnCr5) to find out a proper welding condition granting minimal deformation. 
Examining those perplexing natures of the process through practical inspection is, with 
contemporary technologies, sometimes limited and typically calls for great investment on 
equipment. In contrast, these disadvantages will never be encountered in case of 
simulation oriented analysis. Investigation through numerical techniques is thereafter 
pursued here. 
In the framework of this project, the keyhole and weld pool geometries are the centre of 
attention. The developments of the keyhole and weld pool appearances are to be observed 
provided a variety of welding conditions. Furthermore, how changing weld pool shapes 
can affect workpiece distortion will also be evaluated. Both numerical studies mutually 
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2. State of the Art 
2.1. Distortion during Welding 
2.1.1. Causes and Types of Welding Distortion 
Distortion in welding is theoretically and practically inevitable as a consequence of 
inhomogeneous temperature distribution, originated from successive non-uniform heating 
and cooling of multiple welding thermal cycles. These thermal actions create mixed, 
complex strains composed of elastic, plastic and thermal fractions in the vicinity of a weld 
line. They are the principal sources of misshapement. In a rapid, short heating period, 
locally-heated material, come across by a heat source, expands in all directions whilst 
being simultaneously constrained and pushed back by a large bulk of neighbouring 
unheated material. Being softer and having inferior yield strength than the surrounding 
part, the warmed volume plastically yields under such compressive pushback stress. After 
the heat generator has left, the heated material cools down and shrinks in all directions 
against the less-flexible encircling volume struggling to pull back. This results in elastic 
tensile strain remaining in those regions intensively heated and cooled in sequence. The 
localised volumetric extension and contraction concentrating along the weld joint lead to 
combined formations of deformation such as twisting, bending or buckling collectively 
known as welding distortion [Pap78]. Dilthey clearly elucidates this thermo-mechanical 
physics through the well-known 3-rod system model [Dil05]. Figure 2.1 illustrates such a 
system. The centre rod, representing a location where a heat source passes by, is set on 
fire whereas the other two upper and lower rods, functioning as restraining surrounding 





















middle rod (B) dle: Elastic deformation
dlp: Plastic deformation
dlT: Thermal deformation










Figure 2.1: Volume change during a thermal cycle of heating and cooling 
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With assumed perfect plasticity for better grasp, Figure 2.2 shows how temperature, 
stress, elastoplastic strain and thermal strain of the centre rod in Figure 2.1 develop in a 
welding thermal cycle. The rod first undergoes compressive stress during the heating 
phase (0 to 2) and then tensile stress during the following cooling phase (2 to 5). At the 


































Figure 2.2: Stress evolution in a weld seam with assumed perfect plasticity 
According to its appearance, distortion can be classified into six major types, namely, 
transverse shrinkage, angular distortion, rotational distortion (twisting), longitudinal 






Figure 2.3: Types of welding distortion 
State of the Art 5 
How and how much a welded part deforms depends on several factors such as geometric 
influences, material properties, welding conditions and degree of restraint against thermal 
expansion and contraction. Transverse shrinkage is caused by volume contraction on the 
neutral plane across welded joints. It plays a significant role in global malformation of 
large welded structures such as large trusses or metal sheets of space frames. Out-of-
plane shrinkage stress typically causes rotational movement which brings about angular 
distortion. Longitudinal shrinkage and bending often take place in lengthy workpieces like 
I-beams and T-beams, commonly made use of in shipbuilding and construction industries. 
Buckling is generally unavoidable in welding thin-walled structures e.g. ship hulls or 
vessels. 
2.1.2. Methods for Distortion Compensation 
Distortion minimisation approaches can be classified into three main groups: design 
optimisation, process optimisation and distortion correction. The first two focus on 
preventing or weakening deformation to be generated whilst the last one attempts to 
correct deformation that has been prompted. The scope of this project, optimisation of 
weld pool shape through laser beam parameter adjustment, can be considered one of 
process optimisation techniques to suppress distortion. If applicable, the first two are 
obviously more favoured than the last one. Distortion control approaches have been well 
summarised in numerous literatures. Out of those literatures are the book talking about 
control of distortion in welded fabrications by Welding Institute London [Ins68] and the 
work by Kenyon about basic welding and fabrications [Ken87]. 
Preventing Distortion by Good Design 
The best technique to avoid welding distortion is to avoid welding. This means avoiding 
component joining or looking for other joining method alternatives in the early product 
design stage. Rather than cutting a steel sheet in parts and welding them together to 
make products like barrels or cylinders, forming processes like rolling, extrusion or forging 
should be utilised to manufacture such products in one single step without additional 
joining processes as illustrated in Figure 2.4 b).  
If welding is, nonetheless, unavoidable, a substantial amount of weld metal can still be 
discarded in certain cases by applying stiffening plates or bars. As a result, required joint 
strength can be acquired despite less supply of filler metal. Another technique to keep less 
weld metal is to replace continuous welding with intermittent welding as shown in 
Figure 2.4 a). A large fillet weld could also be substituted by a partially-penetrated groove 
weld with tinier fillet volume. However, an effort for groove preparation must also be 
taken into account. Analogously, a double-V plate butt weld needs approximately 50 
percent less filler metal than a single-sided-V plate butt weld does. A greater endeavour 
for preparing a double-V groove must be considered, as well. In addition, accessibility to 
both sides of some workpieces is occasionally limited or even unattainable. In conclusion, 
double-sided welds ought to be opted for over single-sided welds for the sake of 
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distortion minimisation if at all possible. Not merely do the double ones involve smaller 
welds but also uphold counterbalancing strain encouraged by two opposite welds facing 
one another. 
The location of welds also has a remarkable effect on distortion. The closer the welds are 
to the neutral axis of welded parts, the lower the effect of shrinkage force is. As depicted 











Figure 2.4: Distortion minimisation with optimised designs: a) intermittent welds, b) extruded 
section, c) welds around the neutral axis 
For some applications where multiple weld passes are necessary e.g. welding a thick 
workpiece, welds made up of few large passes tend to produce lower angular distortion 
than those made up of several small passes. On the other hand, welds made up of several 
small passes tend to cause less longitudinal and transverse shrinkage than those made up 
of few large passes. Suitable designs should be selected to serve individual purposes. The 
modern, mechanised high-energy welding processes recently invented can weld a thick 
plate in just a single pass. These innovations greatly benefit both welding quality and 
productivity.  
Preventing Distortion by Manufacturing Process Optimisation 
The contemporary computer-based tools like computer-aided design and manufacturing 
(CAD/CAM) systems are nowadays of tremendous assistance in countless fabrication 
processes. Therewith, individual parts can be accurately machined, weld joint preparation 
such as U or V grooving for butt welds can be neatly carried out and part assembly with 
little tolerances can be achieved. All of them help promote and maintain accurate, robust 
fitting of components to be conjoined throughout welding operations. Excellent workpiece 
mounting conditions, in return, contribute enormously to lowering deformation which 
could be induced during joining processes. 
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Wherever the shape and degree of welding distortion can be anticipated in advance, the 
presetting technique is very effective. Parts are preset and positioned by a predetermined 
posture so that welding distortion generated later will compensate for such intentional 
abnormality to achieve expected overall alignment, shape and dimensions. This technique 
provokes little residual stress and needs no extra expensive equipment. Unfortunately, 
foreseeing complex deformation information needed for presetting is, in actual fact, a 
non-trivial task. A plenty of welding trials are vital in order to gather such specific 
deformation behaviours. As a result, presetting is more suitable for welding simple 
components and structures. 
Pre-bending is a technique that pre-stresses parts to neutralise upcoming shrinkage 
incurred during welding. Calculated patterned force is consistently put on welded parts to 
keep them deliberately twisted throughout a whole welding operation. After welding 
completion, the force will be released and the welded parts will then spring back into 
predicted alignment. Similar to the presetting technique that predefining optimised stress 
is extremely perplexing, only unsophisticated components would be applicable for this 
technique. 
As presetting and pre-bending are not straightforward in practice, deployment of 
restraints to restrict movement of welded parts is more likely to be seen in industrial 
applications. Clamps, jigs and fixtures are ordinary devices widely used to securely hold 
components during welding. This movement-blocking scheme can subdue distortion at the 
risk of stress being generated and locked in. One must thereby be cautious when 
employing this means to weld vulnerable materials which might crack by virtue of residual 
stress. To avoid cracking, an approach like preheating can be applied. Moreover, stress can 
also be alleviated either by application of small presetting before welding or by stress 
relieving before constraint removal.  
Back-to-back assembly is another constraint technique in which welding shrinkage is 
counterbalanced with equivalent welding shrinkage through workpiece arrangement. If 
two identical sets of workpieces, supposedly having an analogous thermal distortion 
character, are clamped together back to back and simultaneously welded from both 
fronts, a similar pattern and amount of shrinkage force generated in both sets should 
balance out. This leads to less welding deformation than welding each set independently. 
As in other constraint methods, additional presetting and stress relieving are useful in 
deducting residual stress caused by restriction.  
To have welding gaps abstain from misshapement during welding, tack welds play a 
crucial role there. Furthermore, they can assist in resisting transverse contraction. What is 
absolutely critical in applying tack welds is the appropriateness of the number of tack 
welds, the interval distance between them and the dimensions of each tack weld. These 
geometric parameters depend on the length and thickness of weld joints, required degree 
of rigidity, welding technique and weld preparation. For example, a joint gap might 
gradually turn out to be narrower as a welding process continues to proceed when too 
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few tack welds have been supplied. In addition to those three concerns, the tacking 
sequence also has a considerable impact on maintaining uniform root gaps along joint 
pathways. 
Distortion can also be held back by inserting stiffeners before welding. For instance, butt 
weld seams, especially those deposited along thin plates or long structures, often embrace 
bending caused by longitudinal shrinkage. To effectively prevent bending, longitudinal 
stiffeners should be affixed along each side of weld lines before welding begins. The 
stiffeners must be properly organized. Placing them too remotely from the joints could 
permit excessive deformation while placing them unnecessarily closely could damage the 
weld quality. 
Besides all supplementary production measures mentioned above, employment of a 
suitable welding condition, technique and sequence can greatly decrease the degree of 
welding distortion. To specifically minimise angular distortion, the rules of thumb are to 
weld as rapidly as possible and to use the least number of passes to fill up channels i.e. 
high deposition rates. Higher productivity can also be gained with the principles. On the 
other hand, doing so can correspondingly enhance the possibility of bending and buckling 
due to longitudinal shrinkage immensely. For the general purpose of distortion 
minimisation by process condition optimisation, welding should be held at minimum, 
welds should be balanced about the neutral axis, idle time between each run should be 
kept as little as possible and preheating temperature should always be preserved. In 
addition, automatic welding operations combined with high welding speed have the 
greatest potential to prevent distortion. 
The direction and sequence of welding are no less significant in distortion control than 
other process conditions. In general, welding torches should be directed towards the free 
end. If joints are very long, welds should not be finished in one direction and one run. 
Rather, lengthy weld paths should be split into several welding intervals. Two welding 
strategies, namely, back-step welding and skip welding, can be applied to those shortened 
trails. In back-step welding on a path, a torch moves in one direction while joining each 
split but in the reverse direction while idly travelling from the end of a finished split to 
the beginning of the next unprocessed one. In skip welding, the welding sequence does 
not have to be consecutive or uniform but is defined by a concrete pattern. However, the 
joining direction must be uniform but do not need to be opposite the idly-travelling one. 
The sequence pattern is worked out to minimise and balance out shrinkage stress. 
Intentionally modifying the thermal pattern of welded workpieces by forced cooling, side 
heating, etc. can also manipulate welding deformation. 
From all research-based knowledge compiled above, the welding quality and 
reproducibility can only be guaranteed by an establishment of standard detailed welding 
operation procedures on a case-by-case basis to consistently ensure proper welding 
conditions. 
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What is still mysterious about the cause of welding distortion is the effect of weld pool 
geometry. There is a widespread strong believe that the appearance of a weld pool has a 
big impact on workpiece misshapement. However, the hypothesis is not yet proven. This 
project tries to prove this assumption and find out an optimal weld pool shape. Moreover, 
how to adjust some laser beam parameters to reach such an optimal condition will also be 
discussed in this thesis. 
Distortion Correction 
If the preventive distortion measures stated above are neither implementable nor 
sufficient in some situations, corrective measures appear mandatory to get rid of welding 
distortion. It can be removed by plastically deforming twisted workpieces back to their 
desired forms. Reworking can be executed either mechanically by forcing or thermally by 
heating. 
There exist a number of mechanical techniques such as hammering, peening and pressing. 
Hammering and peening are simple, cheap and sometimes effective for correcting minor 
distortion. However, hammering is very limited to only certain applications since it causes 
surface damage and work hardening. Weld peening is relatively effective in correcting 
distortion caused by weld metal shrinkage. The peening process is carried out 
progressively as each weld or layer of a weld is deposited in multi-layer welds. Peened 
weld surfaces are spread out to reduce tensile shrinkage stress along joints. Anyway, it 
must be careful when exploiting this technique because it can earn undesirable properties 
to peened surfaces. 
Hydraulic presses can be used to straighten bended or angularly-distorted workpieces. 
Over back-bending should be executed to compensate for normal elastic spring-back. In 
long components, distortion is corrected progressively by a series of incremental pressings 
portion by portion. Surface damage is minimal due to the fact that surfaces are not 
impulsively hit but gradually pressed. This approach is restricted by the size of pressing 
machines and the size and complexity of workpieces, though. 
The principle of thermal distortion correction is to perform local heating and cooling on 
specified volume to reshape a workpiece. During the heating stage, softer locally-heated 
volume expands against stronger surrounding cold volume until yielding under such 
compressive stress. During the subsequent cooling stage, the compressively-yielded 
expanded volume will shrink and eventually pull and bend back the entire volume 
enclosing it. With this theory of deliberate thermal volume expansion and contraction, if 
an appropriate location, size and degree of heat-treated volume are known in advance, 
distortion can be efficiently corrected. Those volume-related parameters are defined by 
the size, number, location and temperature of heated spots. The span of heated zone 
depends on such workpiece geometry as thickness, length or width, but the number and 
placement are issues of experience, enhanced by specific empirical trials. Applied peak 
temperature must definitely be below material’s metallurgical phase transformation 
temperature to avoid metallurgical damage. For example, correcting distortion of a part 
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made up of carbon-manganese steel should be performed with temperature of under 
720°C.  
There are primarily three forms of heating i.e. spot, line and wedge-shape. Spot heating is 
predominantly used to correct buckling. A group of hot spots are put on the convex side. 
They are, in common, arranged symmetrically, starting from the centre and spreading 
outwards in the radial direction to cover a circular area. Line heating is frequently used to 
correct angular distortion like in fillet welds. Heating lines are normally placed along weld 
lines but on the opposite surface. To correct distortion in large complex components, 
wider area should be heated with a wedge-like uniform temperature profile. With modern 
laser technology, distortion correction by multiple-line heating is extremely effective to 
straighten metal sheets with sophisticated, mixed modes of deformation. 
2.1.3. Distortion Minimisation through Simulation 
Simulation Capability to Minimise Welding Distortion 
Remarkable knowledge of dealing with welding distortion has been obtained in the past 
with experiment-based approaches. The investigation methods were mostly empirical 
which, by nature, tend to aim at technologically fixing particular problems encountered 
during fabrication of welded structures. Problem root causes are normally unidentifiable 
due to limited accessibility to a deeper level of process information. General theory-based 
solutions are therefore hardly found. 
As the development of computational technologies lately grows very fast, numerical 
methods largely gain attention from researchers for solving welding distortion problems. 
They are gradually replacing those conventional problem-solving techniques. During 
numerical computation, time-dependent data on welding processes and material 
behaviours are continually produced and recorded. They are keys for finding problem root 
causes completely lacking or difficult to be obtained in experimental methods. For 
example, the plastic strain development over an entire welding process is automatically 
acquired in numerical simulation. It is, however, extremely difficult to experimentally 
measure this quantity. Regarding the financial aspect, operational costs of numerical 
analyses are far lower than those of experimental ones. Only computational units installed 
with relevant software are necessary for numerical investigation. In contrast, expensive 
equipment, a great amount of test specimens and other operation-related costs must be 
available for experimental examination.  
Referring to the advantages of computer-based techniques pointed out above, distortion 
free or minimised welded parts can be economically achieved. It is best to apply 
simulation tools in the design stages of both products and manufacturing processes. 
Runnemalm clearly demonstrates how numerical simulation tools can be of help for 
product creation and production generally valid in automotive engineering as shown in 
Figure 2.5 [Run99]. 
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Tools for evaluation of manufacturing efficiency
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Tools for manufacturing planning
 
Figure 2.5: Demonstration of tools for evaluation of manufacturing efficiency between design 
evaluation and manufacturing planning (vertical) as well as between concept and detail 
(horizontal) 
It can be seen from Figure 2.5 that simulation tools (middle) should be employed in all 
steps throughout the creation chain starting right from the conceptual (left) to the last 
detailed (right) steps and for both product (top) and manufacturing process (bottom) 
designs. The role of simulation tools here is to analyse and evaluate in computers if 
developed product designs and welding processes have potential to cause deformation or 
other harmful effects, e.g. residual stress, on final products. Through simulation, all 
adverse potentials will be early detected and eliminated. 
Research Efforts in Minimising Welding Distortion by Simulation 
An era of numerical simulation of welding processes began in 1970´s when digital 
computers became broadly used and the finite element method became greatly developed. 
At that time, development of 2D simulation models that can predict welding distortion 
and residual stress in simple structures like plates or pipes was the main focus. For 
instance, Lobitz tried to compute residual stress and distortion developed in multi-pass 
welding [Lob77], Andersson simulated the stress pattern of a submerged-arc welded joint 
taking into account of phase transformation [And78] and Rybicki attempted to simulate 
and improve welding residual stress and deflection on a two-pass girth-butt welded pipe 
[Ryb78],  seven-pass and thirty-pass girth-butt welded pipes [Ryb79], IHSI-processed 
girth-butt welded pipes [Ryb81] and welded 304 stainless steel pipes of four different 
thicknesses [Ryb82]. Through these endeavours, profound understanding of physical 
material actions during welding was gained. This 2D research trend still continued in 
1980´s such as Chakravarti´s research simulating distortion and residual stress in panel 
welds [Cha86], the work of Rybicki trying to gain more insight in deformation of a draw 
bead welded pipe [Ryb86] or the work of Arya and Parmar aiming at control of angular 
distortion in robotic CO2-shielded flux cored arc welding [Ary86].  
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In 2D models, computation domains lie in a weld cross-section plane with an assumed 
axisymmetric condition under quasi-stationary thermal loads. Two-dimensional simulation 
assumes a plane strain boundary condition by which the longitudinal strain is considered 
infinitesimal in comparison with that in the cross-section plane. As a result, these 
simplified models cannot guarantee accuracy of deformation prediction in several real 
situations in which the plane strain theory is inapt. Examples are tack welding 
applications and other applications where workpieces are constrained at some points 
along the welding direction. Less simplification is required for those circumstances. 
From late 1980´s, 3D simulation models started gaining attention to reckon distortion of 
certain complicated welded structures. Many researchers developed 3D models to 
estimate residual stress and distortion more trustworthily. Tang applied dummy elements 
to predict and analyse welding deflection and end cracking [Tan84]. Na studied transient 
thermal behaviour of medium-carbon steel during gas tungsten arc welding using a 3D 
finite element model [Na87]. Lindgren applied shell elements to determine stress and 
distortion in butt welding of a thin plate and a thin-walled pipe with a purpose of getting 
rid of buckling in thin components [Lin88]. Karlsson used a full 3D finite element model to 
investigate the evolution of temperature, stress and deformation of a carbon-manganese 
steel pipe during butt welding [Kar90]. Näsström combined shell and solid elements to 
simulate welding of an Inconel600 hollow square section tube, eliminating numerous 
degrees of freedom (DOFs) to optimise simulation time [Näs91]. Brown employed a 3D 
finite element model to simulate welding of structures [Bro91]. 
Fully-transient 3D simulation with a moving heat source proves the most accurate to 
simulate welding distortion. In addition, it is helpful in thoroughly comprehending the 
transient thermal and mechanical behaviours of welded components during general 
welding processes. However, a simulation with such a model requires massive calculation 
time. It is impractical when applying this approach to forecast welding distortion in large, 
complex parts like cars or ships. Simulation time minimisation algorithms have, thereafter, 
been developed to serve those cases. They can be categorised into two main groups: the 
DOF reducing approach and equivalent load approach.  
Currently available techniques to reduce the degrees of freedom are hybrid solid-shell 
modelling and adaptive meshing. In the former approach, solid elements, having more 
DOFs, are employed in the weld zone, whereas shell elements, having less DOFs capable of 
storing less simulation data, are applied elsewhere. Likewise, in the latter approach, 
elements around moving heat sources must be fine enough to cope with an elevated 
gradient of material properties, e.g. temperature and stress, in that zone while elements 
elsewhere can be much coarser. Yoon applied hybrid solid-shell elements to calculate 
buckling in an integrally stiffened panel caused by friction stir welding [Yoo09]. He has 
numerically proven that an integrally stiffened panel with 3 stiffeners has lower buckling 
distortion than that with 2 stiffeners. Adaptive meshing has been successfully applied to 
simulate a welding process in Qingyu´s paper [Qin02]. 
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The equivalent load approach simulates welding deformation through applying an 
equivalent static shrinkage pattern instead of a direct transient thermal load. The idea is 
based on physical observation that material shrinkage is the driving force of welding 
distortion. A few algorithms to estimate equivalent shrinkage have been created, namely, 
equivalent temperature load [Tsa98], equivalent mechanical load [Tsa95] and inherent 
strain [Ued86]. They can greatly reduce calculation time but their computation accuracy is 
definitely compromised. It can be concluded that simulating welding of large, complex 
structures in industrial applications needs a fairly high level of simplification whilst fully-
transient 3D simulation is more suitable for deep scientific studies of welding processes. 
In this project, a fully-transient 3D model is applied to simulate welding distortion in laser 
beam welding of a steel plate because the aim of the project is a fundamental study of 
the relationship between the weld pool shape and distortion. 
2.2. Simulation of Keyhole Welding 
2.2.1. Partition of Simulation 
Laser beam welding simulation is generally subdivided into three associated areas [Rad02] 
as in other welding processes. According to Figure 2.6, three triangular corners, namely, 
process simulation, material simulation and structure simulation, are connected to each 




















































Figure 2.6: Subdivision of welding simulation 
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At present, process simulation is of interest mostly in research institutions and 
universities. There exist very rare publications which are industrially helpful. Its goals are 
to figure out the weld pool geometry, process efficiency and process stability. Given 
welding process parameters, metal liquid and keyhole dynamics can be simulated. The 
current research trend is to develop a 3D simulation model that can closely imitate melt 
motion inside a weld pool in diverse laser beam welding circumstances. Exemplary 
researches of process simulation are, for example, the work of Ki applying a multiphase-
flow model to simulate a laser welding process [Ki05] and that of Geiger able to show 
pore formation at high feed rates in laser welding of zinc coated steel sheets [Gei09]. A 
lot of efforts are still required to put it into industrial applications. In this thesis, the 
behaviours of keyhole and weld pool dynamics are to be examined with an application of 
a developed process simulation model. 
Material simulation deals primarily with problems of the microscopic level. Developing 
metallurgical properties and behaviours of researched materials are observed throughout 
welding simulation. Hardness, microstructure, hot cracking and cold cracking are of most 
attention for this study field. Abundant publications concerning these micro-scale 
simulations are available at the moment. For instance, two research papers from Sun 
[Sun01] and Li [Li02] involve simulation of microstructure and hardness in the HAZ of two 
different materials, HQ130 and nickel, respectively, during welding. Ploshikhin [Plo05] and 
Wei [Wei05] demonstrated how to model and simulate solidification cracking during 
welding. Material simulation is, nevertheless, omitted in this thesis as welding distortion 
on the selected material (steel 1.4301) is negligibly affected by alteration of those 
microscopic properties. 
Welding deformation is, in general, unavoidable and one of the most vital quality factors 
regarded for industrial applications. This makes structure simulation the most accustomed 
and significant to industries among all three ingredients of welding simulation. 
Estimations of temperature distribution, residual stress, distortion, strength and stiffness 
of welded components are all simulation targets. Temperature distribution prediction is 
nowadays quite precise and available in common simulation programmes. Presently, there 
appear a number of moving heat source models such as surface heat source, line heat 
source and volume heat source. The typical one used in laser beam (deep-penetration) 
welding simulation is the volume heat source due to the process characteristic keyhole 
deeply piercing into the workpiece. Balasubramanian successfully applied this volumetric 
model to simulate temperature distribution in keyhole welding [Bal08]. Residual stress 
and deformation calculations are core businesses of structure simulation. Many literatures 
of deformation simulation can be found. Buschenhenke [Bus11] and Zeiler [Zei11] have 
depicted an influence of different weld joint configurations on distortion by structure 
simulation and experimental validation. The main focus of applying structure simulation 
in this thesis is to compute distortion during laser beam welding provided various heat 
source shapes. 
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2.2.2. Coupling of Simulation 
According to Figure 2.6, each simulation is connected to each other through an exchange 
of input and output variables. To the author knowledge, there exists no simulation model 
that can simultaneously calculate those three parts. Such a strongly-coupled model would 
need endless time to simulate a short welding process with currently available personal 
computers. Anyway, coupled process-material simulation models and coupled structure-
material simulation models are already available. 
Phanikumar performed coupled process-material simulation of laser welding on two 
dissimilar copper nickel plates to monitor a weld pool [Pha04]. The simulation additionally 
solved the species conservation equation to determine the chemical composition of the 
binary copper-nickel mixture of the melt. On one hand, the melt temperature and flow, 
gained from the process simulation part, affect the material chemical composition. In 
reverse, the chemical composition, gained from the material simulation part, affects the 
latent heat of phase transformation and thus temperature distribution as well as the 
buoyancy and surface tension forces and thus melt flow. The chemical composition, 
temperature and melt velocity are interface variables between process and material 
simulations as illustrated in Figure 2.6. 
The coupled structure-material simulation model is already available in commercial 
simulation software like SYSWELD. For example, Mikami applied an available model in 
SYSWELD to prove that there exists a correspondence between phase transformation 
strain and angular distortion [Mik09]. Phase fractions were determined through a given 
continuous cooling transformation (CCT) diagram and calculated temperature profile. 
Deformation were approximated taking into account of those transformed phase fractions 
and other temperature-dependent properties such as yield strength, thermal expansion 
coefficient, etc. 
The coupled process-structure simulation model is, to the author knowledge, not yet 
existent. There would appear only weakly-coupled models in which an analytical or 
experiment-based heat source is replaced by a constant weld pool temperature profile 
calculated from process simulation. In laser welding, heat generated by deformation is 
definitely negligible since welding deformation is generally very small and hence creates 
relatively nothing comparing with the laser heat input. As a result, strongly-coupled 
models are normally not necessary for predicting welding distortion. Yet, they would be 
required in some situations such as when there is a gap between two welded components. 
Welding deformation can continuously cause relative movement between those two 
components and modify the gap width. The weld pool appearance may accordingly be 
altered any time during welding. Thereby, a weakly-coupled model given an assumed 
constant quasi-static weld pool temperature profile would not be proper. Rather, a 
strongly-coupled model with an online data exchange between both simulation parts 
executed in parallel is called for. 
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2.3. Mathematical Modelling of Process Simulation 
2.3.1. Modelling of Weld Pool Dynamics during Laser Beam Welding 
Overview of Simulation Procedure and Alternatives 
A general procedure of process simulation comprises three principal computational steps, 
calculation of pressure and velocity, calculation of temperature distribution and evolution 
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Figure 2.7: Calculation procedure for process simulation 
All steps are consecutively and repeatedly executed until a predefined ending time is 
reached. Given process parameters and initial conditions, pressure and velocity are first 
evaluated by solving mass and momentum conversation equations. Employing the 
calculated velocity vector field, temperature distribution is determined by solving an 
advected energy conservation equation. At the end of each loop, the workpiece/gas 
interface is moved by local interface velocity. Currently, there exist several methods 
capable of tracking and moving a free surface. They can be grouped under two main 
schemes, Lagrangian and Eulerian, according to their interface identification technique. 
In Lagrangian approaches, an interface is defined by particular quantities, always locally 
affixed to and advected with the interface. Two exemplary Lagrangian methods are the 
marker particle and front-tracking methods. In the former, marker particles are given to 
elements surrounding the interface whereas, in the latter, particles are given solely to the 
interface. Peskin applied the marker particle method to realise movement of heart walls in 
blood flow calculation [Pes77]. Unverdi [Unv92] and Tryggvason [Try01] applied the front-
tracking method to trace motion of an interface between two flowing fluids. 
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In Eulerian approaches, an interface is defined by a field variable affixed to the mesh and 
not moving with flowing material. The field variable value indicates the interface location. 
Two most renowned Eulerian-oriented approaches are the level set method (LSM) and 
volume of fluid method (VOF). In LSM, the so-called level set function, a nodewise 
function, is introduced as the field variable. The interface lies anywhere the value of the 
level set function is zero. Many researchers applied this method to simulate weld pool 
dynamics. For instance, Ki applied this method to observe the keyhole development [Ki01] 
and to investigate the melt dynamics [Ki02] during laser beam welding. Sui simulated a 
weld pool during GMAW welding [Sui12]. In VOF, the field variable is called fraction 
function, an elementwise function. The value of the fraction function ranges from zero to 
one. Any discretised cell possessing the function value of greater than zero but smaller 
than one contains the interface. As in LSM, many articles employed this method to 
perform process simulation. Wang applied VOF to simulate impingement of filler droplets 
on a weld pool during GMAW welding [Wan01] and Gao employed the method for 
analysing weld pool dynamics during stationary laser-MIG hybrid welding [Gao09]. 
In this thesis, LSM is selected to track the workpiece/gas interface as this Eulerian based 
method can effectively deal with geometric complexities such as merging and splitting of 
multiple surfaces, usually taking place in the keyhole evolution. Calculation of significant 
geometric properties like normal vector and local curvature is technically straightforward. 
Last but not least, available resources make it unsophisticated to implement the scheme. 
Modelling Assumptions of a Multiphase Flow Problem 
Weld pool simulation is considered a multiphase-flow problem. All three substance 
phases, solid, liquid and gas, exist during simulation due to phase transformation caused 
by a combination of heat absorption and release. Two interfaces, solid/liquid and solid-
liquid/gas (workpiece/gas), emerge to separate those distinguishable phases. All phases 
and interfaces must be carefully handled during simulation. 
The workpiece/gas interface is sharp while the solid/liquid one for usual metal alloys spans 
across a transition region, the so-called mushy zone, between the solid and liquid phases. 
Both interfaces should therefore be modelled by different means. Figure 2.8 demonstrates 




























Figure 2.8: Computational domain segmented by material phases 
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The solid, liquid and transition mushy phases are collectively modelled by the volume-
averaging single-phase model, firstly used for dealing with a solidification problem by 
Beckermann [Bec88]. The modelling technique is based on employing single-phase 
mixture properties representing those of all three phases by an introduction of phase 
fraction variables. The following mixture properties are obtained:  
where 
The solid and liquid phase properties of the density, ρ, thermal conductivity, k, and 
specific heat, cp, are assumed constant for process simulation. Their mixture properties 
can be estimated with the help of the introduced volume fraction, g, and mass fraction, f, 
varying after the material temperature as shown in (2.1), (2.2), (2.3), (2.6) and (2.7). The 
solid and liquid phase properties of the enthalpy, h, and velocity vector, vi, are however no 
constants but variables. How they are regarded in conservation equations will be stated in 
Sections 2.3.2 and 2.3.3 except the solid particle velocity, vis, which will be described here. 
Packed fully-solid material definitely moves with a certain prescribed velocity as it is rigid 
and does not flow like fluid. Nevertheless, floating solid particles move in accordance with 
their crystalline structure. Theoretically, they appear either as equiaxed dendritic crystals 
fully dispersed in and flowing with liquid or as columnar dendritic crystals firmly sticking 
with solid base as shown in Figure 2.8 [Vol89]. In the former case, the solid particle 
velocity equals that of liquid (vis = vil), whilst, in the latter case, the solid particle velocity 
equals that of the fully-solid part (vis = constant). The equiaxed dendrite model is suitable 
for waxy materials while the columnar dendrite model is appropriate for metal alloys 
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[Vol90]. The latter model has thereby been applied in this work due to the utilized 
austenitic steel. Making use of these mixture properties together with additional phase 
interaction terms, single-phase conservation equations of energy, mass and momentum 
are valid all over the solid, mushy and liquid domains (workpiece domain). The flow of this 
mixture material is assumed to be incompressible, laminar and Newtonian. 
The sharp interface (ΓWG) between the workpiece (ΩW) and gas (ΩG) domains is traced by 
LSM. Fluid dynamics calculation in the gaseous phase domain is omitted, because gas 
motion has negligible effect on liquid melt flow in comparison with that of rigorous hot-
gas pressure. Given an arbitrary workpiece surface temperature, gas pressure can be 
estimated through an analytical model. This simplification is common in general free 
surface problems such as the broken dam problem [Hir81], flow over a sharp-crested weir 
[Dum11], keyhole simulation [Cho06] and weld pool simulation [Pan11]. Any interaction 
between vapour plume and laser light is consequently neglected during simulation.  
Modelling of Material Evaporation 
Continuously taking place on the laser irradiated surface due to exceptionally-dense laser 
power, strong evaporation plays two essential roles. Firstly, heat is immensely lost through 
evaporated material. Secondly, evaporated metal generates great recoil pressure pushing 
back on the evaporation surface. As a result, the temperature profile and shape of the 
keyhole and weld pool are to a great extent influenced by both evaporative heat loss and 
recoil back pressure. Accurate estimation of both quantities is therefore significant in 
simulating keyhole and weld pool dynamics during laser beam welding. Figure 2.9 


















































Figure 2.9: Schematic diagram of the evaporation phenomenon: a) evaporation and condensation 
within the Knudsen layer, b) flow structures in both subsonic and supersonic cases  
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Evaporation begins when a boiling temperature is reached. The so called kinetic Knudsen 
layer, a very thin layer of several mean free paths, is generated just outside the 
evaporation surface. Across the layer, material properties like density, pressure and 
temperature varies dramatically. Such great deviation is treated as discontinuity in 
mathematics. Within the layer, material evaporates ( emɺ ), part of the evaporated material 
condenses to the substrate ( cmɺ ) and part of the condensed evaporated material scatters 
back to the vapour plume ( bmɺ ) as shown in Figure 2.9 a). The net evaporated mass flux, 
evapmɺ , is the sum of all three fluxes. Assuming the vapour behaves after the half-range 






Referred to Figure 2.9, the index numbers 0 and 3 indicate two different states of material 
vapour. The back-scattering effect is accounted by multiplying the second condensation 
term of (2.8) with the modification factor ( ) ( )3 3m F m−β . To determine the net evaporated 
mass flux, the vapour temperature and density at the evaporation surface (state 0) and 
after the Knudsen layer (state 3) must be identified according to (2.8). The surface vapour 
temperature, T0, is equivalent to the workpiece-surface temperature, which is the single 
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provided independent variable in this calculation. Since the vapour at state 0 is supposed 
to be saturated, its density, ρ0, can be obtained with the help of the ideal gas law 
and the Clausius-Clapeyron relation 
where the ambient pressure, Pa, and boiling temperature, Tb, are known constants. To find 
ρ3, T3 and m3, certain links between each flow state are needed. The temperature and 
density jump conditions across the Knudsen layer are provided by Knight [Kni79]
 
 
where k denotes the state right after the Knudsen layer, either state 3 for the subsonic or 
state 4 for the supersonic, referred to Figure 2.9 b). The vapour pressure and velocity in 
region 3 equal those of compressed gas in region 2 as both fluids are squeezed together 
by the Knudsen layer and shock wave from both ends. With such matching conditions of 
states 2 and 3 and the Rankine–Hugoniot relation across the shock wave, the pressure 
jump from gas in region 1 to vapour in region 3 can be determined by the equation 
where 
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Pg and Tg are two knowns of the evaporation-surface covering gas. In the subsonic case 
where the Mach number in region 3, M3, does not exceed 1, ρ3, T3 and m3 can be 
computed by the seven equations (2.16)-(2.22) with seven unknowns, ρ3, T3, m3, a3/a1, P3, 
T1 and P1. The Newton-Raphson method can be employed to solve this system of non-
linear equations. In the supersonic case where M3 is greater than 1, there appears an extra 
layer between the Knudsen and vapour layers, in which a rarefaction fan is generated. 
Vapour passing through this fan will be accelerated to supersonic. As the sonic Mach 
number across this fan layer is always 1 (M4 = 1), the speed ratio of this layer, m4, stays 
constant at v 2γ  according to (2.13). Applying the constant m4 to (2.16) and (2.17) 
earns T4 and ρ4. Additional jump conditions from state 3 to state 4 are required for further 
calculation. They can be gained by using the Riemann invariants from the Euler gas 
dynamics equation which are constant across a rarefaction wave [Col11]
 
 
Substituting T4 and (2.23) into (2.20), a3/a1 in the supersonic case is formed in terms of m3 
Similarly, P3 can be determined with the known T4 and ρ4 as well as (2.23) in terms of m3 
Through (2.18), (2.19), (2.20), (2.21), (2.22), (2.24) and (2.25), ρ3, T3 and m3 can be 
numerically solved for the supersonic case. Knowing ρ0, T0, ρ3, T3 and m3, the net 
evaporated mass flux can be computed by solving (2.8). The evaporative heat loss is a 
product of the net evaporated mass flux and latent heat of evaporation. Furthermore, the 
recoil back pressure, composed of the static and dynamic components [Lim93], can also be 
estimated by the following equation 
In conclusion, given surface temperature, both evaporative heat loss and recoil back 
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P a 12 2mP a 1 1
 γ γ    γ −γ −        γ −= = +    γ + γ γ +      
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2.3.2. Modelling of Energy Conservation 
Conservation Equation Derivation 
The general convective-diffusive energy conservation equation is 
where energy dissipation caused by internal stress and gravity is neglected [Zie00]. Based 
on the phases´ volume fraction according to the volume-averaging procedure, the 
conservation equations for individual solid and liquid phases are  
where Γs is a quantity transferred from and to the solid phase and, similarly, Γl is that 
transferred from and to the liquid phase. Summing up both phases together and applying 
the mixture properties from (2.1)-(2.7), the obtained single-phase mixture equation is 
where Γs+Γl = 0 due to interfacial energy balance and T = Ts = Tl after the thermodynamic 
equilibrium assumption [Ni95]. The solid and liquid enthalpies are related to the 
equilibrium temperature through the following thermodynamic relations:  
where Lm is the latent heat of fusion. From (2.3) and (2.4), the relation between the 
mixture enthalpy and equilibrium temperature is 
( ) ( ) ( )i ,i,i ,ih vh kT 0t∂ ρ + ρ − =∂  (2.27) 
( ) ( ) ( )s ss s s s s i s s s ,i s,i ,ig h g v h g k Tt∂ ρ + ρ − = Γ∂  (2.28) 
( ) ( ) ( )l ll l l l l i l l l ,i l,i ,ig h g vh gk Tt∂ ρ + ρ − = Γ∂  (2.29) 
( ) ( ) ( )si l i l ,i ,i,ih vh v h h kT 0t∂  ρ + ρ + ρ − − = ∂  (2.30) 
s psh c T=  (2.31) 
( ) ( )l ps s pl s m pl m ps pl sh c T c T T L c T L c c T= + − + = + + −   (2.32) 
( )
( )
s s l l
s ps l pl l m ps pl s
p l m ps pl s
p l
h f h fh
f c T fc T f L c c T
c T f L c c T
c T f
= +
 = + + + − 
 = + + − 
= + L
 (2.33) 
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where L is a constant representing the entire part in the square bracket of (2.33). 
Applying (2.32) in (2.30) to eliminate hl and assuming the density, thermal conductivity 
and velocity are elementwise-constant, the equation becomes 
Temporal Discretisation 
The applied temporal discretisation scheme is the backward Euler for the stability reason. 
The temporally-discretised equation is 
where n, n+1 and ∆t are the old timestep, new timestep and timestep size, respectively. 
Two dependent variables, hn+1 and Tn+1, stay in (2.35). One must be eliminated. In this 
work, hn+1 is kept while Tn+1 is eliminated by means of Taylor´s expansion given the 
mixture enthalpy definition from (2.33) as performed by Arampatzis [Ara98] and Liu 
[Liu05]. The used first-order Taylor series is 




∂  are determined by the following relations obtained from (2.33)
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The temporally-discretised equation with hn+1 as the only dependent variable is 
Spatial Discretisation 
The energy conservation equation is spatially discretised by the Streamline-Upwind Petrov 
Galerkin (SUPG) method introduced by Hughes [Hug79]. The method is a well-known 
discretisation technique that can successfully suppress spurious oscillations, frequently 
appearing in the solution of advective-diffusive equations discretised by the standard 
Galerkin method [Liu05]. The approach is based on a modified weighting function in the 
Petrov Galerkin formulation where artificial balancing diffusion is introduced only in the 
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and Ni, α and ∆x are the interpolation function, upwind parameter and characteristic 
element size in the direction of the velocity vector, vi, respectively [Zie91]. The weak form 
of (2.39) with iNɶ  as the weighting function is 
where numerical computation is performed only on the workpiece domain, ΩW. ni in the 
surface integral term is a unit normal vector directed away from the workpiece domain. 
The boundary, Γ, is made up of the Neumann, Dirichlet and undefined boundaries as the 
followings 
Convective, radiative and evaporative heats as well as laser energy are transmitted 
through the Neumann boundary, ΓN. The Dirichlet boundary, ΓD, is prescribed by 
predefined temperature. The boundary which is neither Neumann nor Dirichlet is the 
undefined boundary, ΓU. It does not exist in reality but is an artificial computation domain 
boundary, partitioning the computational domain from an open flow stream. Therefore, 
( )
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 (2.44) 
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the surface integral as a result of by-pass integration of the diffusive term is maintained 
on such a fictitious boundary.
 
 
2.3.3. Modelling of Mass and Momentum Conservations 
Conservation Equation Derivation 
The single-phase mixture conservation equations of mass and momentum can be derived 
by a similar procedure performed on the energy conservation equations as explained in 
Section 2.3.2. Detailed derivation of both equations, shown in the following, can be found 
in [Ni95]  
where 
Regarding (2.45), the continuity equation is obtained from the mass conservation 
equation with assumed incompressible flow mentioned in Section 2.3.1. From the right-
hand side of (2.46), the first, second and third terms are successively the convective, 
pressure and viscous deviatoric stress terms. The fourth term accounts for the effect of 
interfacial drag between solid particles and liquid flow. It is modelled by the Darcian 
damping force model as solid particles in the mushy zone are assumed to have a columnar 
dendrite structure as addressed in Section 2.3.1. The sponge-like material permeability, K, 
from the Darcian model can be presumed to vary with the liquid volume fraction 
according to the Kozeny-Carman relationship as demonstrated in (2.48). The material 
permeability coefficient, K0, depends on the estimated spacing between dendrite arms, ds, 
assumed to be isotropic and constant. If the liquid volume fraction is zero (complete 
solid), the Darcian term dominates the whole equation and earns the solution vector, vi, 
equal to the solid velocity constant, vis. The Darcian term vanishes if the liquid volume 
i,iv 0=  (2.45) 
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dK 180=  (2.49) 
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fraction is one (complete liquid) and the equation becomes a normal liquid momentum 
equation. The fifth term stands for the natural convective gravitational force with 
consideration of the buoyancy effect encouraged solely by temperature inhomogeneity 
after the Boussinesq approximation. βT and gi are the liquid thermal expansion coefficient 
and gravitational acceleration vector, respectively. The last term accounts for the effect of 
the rate of change of solid particle momentum. The material velocity and pressure can be 
acquired by solving both equations. 
Temporal Discretisation 
The characteristic-based split (CBS) algorithm, which was firstly introduced by Zienkiewicz 
[Zie95], is applied to temporally discretise both conservation equations. The method 
combines two numerical discretisation principles, the characteristic Galerkin formulation 
developed by Morton [Mor85] and fractional step method initially introduced by Chorin 
[Cho68]. The former is used to suppress numerical oscillation caused by convection 
(hyperbolic nature) by adding higher order time terms to the momentum conservation 
equation. The latter is used to neutralise pressure instability, the so called Babuska-Brezzi 
restrictions, by solving both equations in three consecutive fractional steps. The full 
description of this method can be found in [Zie05]. The temporally-discretised mass and 
momentum equations are 
where the final two terms on the right-hand side of the momentum conservation 
equation, (2.51), are the higher order time terms incorporated to get rid of numerical 
instability brought about by the advective effect as mentioned above. In the first 
numerical calculation step, the characteristic-Galerkin discretised momentum equation is 
solved with an entire removal of the pressure-related terms. The consequence of this step 
is the intermediate velocity vector, vi* 
n 1
i,iv 0+ =  (2.50) 
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   − −ρµ+ ∆ = − ∆ + −   ρ ρ    
−µ∆− ∆ + τ + ∆ρ ρ ρ
ρ + ∆ − β − + −  ρ
  −ρ∆+ + −  ρ   
∆+ ( )( )n nlk ,i l T s i
,k
g P g 1 T T g − − β − ρ 
 
(2.51) 
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where 




The final step is to determine the real velocity vector, vin+1, by solving (2.53) with vi* and 
Pn+1 evaluated from the first and second steps. 
Spatial Discretisation 
The standard Galerkin approximation, by which the multiplying weighting function is 
exactly the same as the solution interpolation function, Ni, is appropriate for spatial 
discretisation of all above-addressed equations, (2.52), (2.53) and (2.54). This is because 
the likelihood of being numerically unstable is already completely got rid of by the CBS 
time discretisation scheme. The ultimate spatially-and-temporally-discretised form of the 
intermediate velocity prediction equation is 
( ) ( ) ( )
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 (2.54) 
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that of the pressure determination equation is 
and that of the velocity correction equation is 
( ) { }
( ) { }
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where  
How to assign the boundary conditions for all three numerical computation steps in 
details can be found in [Cod98]. There are three different types of mechanical boundaries, 
traction-prescribed, velocity-prescribed and undefined boundaries. On a traction-
prescribed boundary is the entire traction, ti, plus the old pressure acting perpendicularly 
to the boundary, Pnni, imposed as a Neumann boundary condition for the intermediate 
velocity prediction step. The traction usually consists of the surrounding pressure, 
Marangoni force and surface tension. For the pressure determination step, the boundary is 
Dirichlet whose prescribed pressure is the normal component of the traction plus the 
normal component of the surface viscous stress. The velocity correction equation, (2.57), 
has, however, no surface integral and thus no Neumann boundary prescription. On a 
velocity-prescribed boundary is a predefined velocity vector applied as a Dirichlet 
boundary condition in both velocity calculation steps. As in the energy conservation 
equation, an undefined surface is prescribed with its surface integral if existing for all 
steps as a Neumann boundary condition. Table 2.1 summarises all boundaries conditions 
for all three successive approximation steps.  
Table 2.1: Boundary conditions for all three fractional steps of the mass and momentum 
conservation equations 
i,0 j,0 i,1 j,1
i,0 j,1 i,0 j,2
i,2 j,2
i,0 j,0 i,1 j,1
ijkm i,0 j,1 i,1 j,2
i,2 j,2
i,0 j,0 i,1 j,1
i,0 j,2 i,1 j,2
i,2 j,2
km
4 N N N N 1 1N N N N3 3 3N N
4N N N N1 1N N N N33 3N N
N N N N1 1N N N N 43 3 N N3
 +  +    +Ξ =   +   +  +  
 (2.58) 
Solution Traction Velocity Undefined 
vi* n nj ij i in t P nτ = +  vi* = vi n n n nlj ij i, j j,i k,k ij
l
2n v v v3
ρµ  τ = + − δ ρ    
Pn+1 n 1 ni ij j i iP n n nt+ = τ −  Surface integral in both LHS matrix and RHS vector 
vin+1 - vin+1 = vi - 
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2.3.4. Tracing of the Free Surface with the Level Set Method (LSM) 
Definition of the Level Set Function 
Recognising the workpiece/gas interface location is vital in process simulation since the 
prime energy and force must be transmitted through this interface. LSM, developed by 
Osher [Osh88], is commonly considered an appropriate approach in this situation as 
explained in detail in Section 2.3.1. The level set function is a scalar coordinate-dependent 
signed-distance function. Wherever the value of the function is zero indicates the 
interface location while positive and negative values signify the gas and workpiece 
domains, respectively. The mathematical expression of the level set function for all three 
regions is 
where xi and WGixΓ  are the coordinates of any point on the computational domain and on 
the workpiece/gas interface, respectively. Owing to the property of the level set function 
being a signed-distance function, a unit normal vector directed towards the gas domain, 
ni, on any point, xi, of the whole domain can be readily calculated by the following 
relation 
This quantity is significant in evaluating such interface boundary conditions as the 
Marangoni force and surface tension. If φ is a piecewise-linear function, ni is 
automatically a piecewise-constant function. To make ni a piecewise-linear function, a 
standard gradient averaging procedure must be applied to ni [Kri84].  
Another essential quantity, whose determination directly involves the level set function, is 
the mean curvature, κ, which is straightforwardly the divergence of the unit normal 
vector, ni, as shown in (2.61). Figure 2.10 a) demonstrates the level set function on a 
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 (2.59) 





φ= φ  (2.60) 
i,inκ =  (2.61) 
























Figure 2.10: Schematic diagram of the level set function: a) an example of the level set function, 
b) narrow band method 
Advancement to this technique, the narrow-band level set method [Set99], can greatly 
reduce computational cost by exclusively updating the level set function of the nodes 
within a tiny band encircling the interface, ΩNB, as shown in Figure 2.10 b). The trick is 
valid because the level set functions outside that interface region are not at all required. 
The method is therefore implemented in this project. A half-band thickness of 5·∆x mm is 
employed where ∆x is the characteristic element size [Pen99]. In this work, the exercised 
element type is the tetrahedron whose characteristic size can be gauged as shown in 



















Figure 2.11: Determination of the characteristic element size of a tetrahedron 
In a tetrahedral element, the distance from an element vertex to the centre of the vertex-
opposite element face is considered the element’s characteristic length at that node. The 
legitimate characteristic element size of a node is the minimum one among all evaluated 
from every element connected with the node. Accordingly, the global characteristic 
element size of a computational domain is the minimum one among all mesh nodes. 
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Level Set Advection 
Interface advection can be realised by solving a transport equation 
where v is the normal component of the interface velocity vector convecting the level set 
function, φ, and thus the interface, ΓWG. The equation is temporally discretised by the 
characteristic Galerkin and spatially discretised by the standard Galerkin [Lin05]
 
 
To solve the equation, the scalar interface velocity, v, must be available all over the 
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  Ω     φ φ∆    − Ω φ    φ φ        φ φ∆    + Σ    φ φ     
 (2.63) 
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A scalar normal velocity field on all interface nodes must first be established from the 
available material velocity vector and interface unit normal vector fields by v = vini. All 
the consequential interface velocities are then extended off the interface nodes 
perpendicularly towards the narrow band surface as shown in Figure 2.12. As a result, the 
velocity is constant along each normal curve. The velocity extension can be carried out by 
solving the following hyperbolic partial differential equation (PDE)
 
 
where tp is the pseudo time, having a unit of millimetre. To extend the velocity up to the 
edge of the narrow band, the ending pseudo time must be equal to the half-band 
thickness, which is 5·∆x mm in this work, with the starting time of 0 mm. The pseudo 
timestep size must conform to the CFL (Courant-Friedrichs-Lewy) condition 
by reason of numerical stability. The equation is hence to be solved 10 consecutive loops, 
by always keeping the interface nodes to be Dirichlet, to gain a desired interface velocity 
field over the narrow-band domain. The equation is temporally discretised by the 
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Level Set Reinitialisation 
It is critical that the level set function remains a signed-distance function in order to 
estimate the unit normal vector. Unfortunately, the property is usually not preserved 
during advection. Typically, either flat or steep region will develop near the outer shell of 
the narrow band. To restore it back, the so called reinitialisation has to be accomplished. 
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Figure 2.13: Level set reinitialisation on a simplified 1D domain with a half-band thickness of 5·∆x 
mm: a) initial state b) after advection c) after reinitialisation d) after cut-off 
A general alternative of level set reinitialisation is the PDE-based reinitialisation method, 
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on the narrow band plus ∆x mm to both sides (the ending pseudo time equal to 6·∆x) to 
guarantee the signed-distance property throughout the new shifted narrow band domain. 
The pseudo timestep size also follows the CFL condition as in (2.65). At the end, the level 
set function outside the new narrow band will be cut off to ±5·∆x mm as shown in 
Figure 2.13 d). The equation is temporally discretised by the characteristic Galerkin and 
spatially discretised by the standard Galerkin 
The method can perform very well on its anticipated re-distancing task. However, it often 
provokes unintentional interface movement, leading to unphysical mass gain and loss in 
the interface zone. This is the biggest drawback of this method. To prevent faulty interface 
reallocation, the mass-preserving geometry-based reinitialisation method limited merely 
to a computational domain with simplicial elements has been applied. Firstly devised by 
Mut [Mut06] and further improved by Ausas [Aus08], the method tries to approximate the 
true signed shortest displacement, dx, between all interface nodes and the interface, ΓWG, 
defined by 
Therefore, only interface elements containing interface nodes are involved in the 
calculation. There are four consecutive steps to be accomplished: 
- internal distance determination 
- external distance determination 
- piecewise volume correction 
- global volume correction 
The consequence of the geometry-based reinitialisation is the level set function of the 
interface nodes regaining the signed-distance property without or with very small 
interface modification. Figure 2.14 graphically explains terms, variables and equations 
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utilized in the computation on a simplified 2D computational domain for better 
comprehension. 
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Figure 2.14: Geometry-based reinitialisation on a 2D computational domain 
In the internal distance determination step, the signed minimum distance, dx, from a node 
to the internal interface, FWG, is determined by solving the following equation 
and stored on the node. On all four nodes of a tetrahedron, dx is determined and stored. 
This process is repeated for all interface elements but the calculated dx will replace the 
stored one only when its absolute value is smaller than that of the stored one. In the 
second step, the signed minimum distance from a node to the interface of another 
element located on the face opposite the node is determined by solving the following 
equation 
The calculated dx will replace the stored one only when its absolute value is smaller than 
that of the stored one. The calculation is performed on all nodes of an element and 
continues on all interface elements. This second step is limitlessly repeated until the 
calculated dx of all interface nodes cannot substitute the stored ones. The workpiece 
volume, VW, bounded by the dx-based interface might differ from that based on the 
original level set function, φ. To preserve the volume, two volume correction steps (steps 3 
and 4) must additionally be carried out. In step 3, piecewise local volume correction is, on 
all interface elements, executed by finding a piecewise-constant volume correction factor, 
η, permitting zero deviation between the volume calculated from φ and dx  
( ) ( )( )
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dx x sign x min x y
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Then, η is made piecewise-linear and stored on each interface node by the standard 
averaging procedure. In the last step, global volume correction is realised by finding a 
global volume correction factor, Cη, allowing zero global volume difference from the 
following equation  
where ΩWG denotes the interface element domain. Finally, the level set function of the 
interface nodes is replaced by the calculated volume-preserved signed-distance function 
In this work, the level set function on all interface nodes is firstly reinitialised by the 
geometry-based method. The level set function on the remaining nodes in the 
reinitialisation band is, thereafter, reinitialised by the PDE-based method with the 
boundary condition of all interface nodes set to Dirichlet.  
2.4. Mathematical Modelling of Structure Simulation 
2.4.1. Calculation Procedure 
Welding distortion can numerically be predicted by structure simulation provided a set of 
input process parameters. The simulation is a combination of thermal and mechanical 
calculations performed in loop until the ending time as shown in Figure 2.15. 
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Figure 2.15: Calculation procedure for structure simulation 
( )( ) ( )( )W i W iV x V dx x 0φ − + η =  (2.73) 
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Temperature distribution on the welded workpiece is a consequence of the thermal 
computation. This resulting uninterruptedly-evolving non-uniform temperature profile is, 
in form of localised thermal strain, the subsequent mechanical calculation’s only input 
load driving component form transformation and internal residual stress. 
2.4.2. Thermal Calculation 
The transient heat conduction equation 
is the only equation to be solved with an assumption that energy dissipation caused by 
internal stress and gravity is neglected. q′′′ɺ  is the transmitted power density. The 
temporally-discretised equation 
is derived with the help of the backward Euler scheme proven to be suitable [Lin01]. An 
application of the standard Galerkin method for spatial discretisation leads to 
On the domain boundary, Γ, can either the heat flux (Neumann) or defined temperature 
(Dirichlet) be prescribed. Both boundary types will never intersect one another.
 
 
2.4.3. Mechanical Calculation 
Considering the transient momentum equation 
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ui and if ′′′  are the displacement and external force per volume vectors, respectively. The 
dead weight of the welded component has minuscule effect on the degree of welding 
distortion and residual stress, so if ′′′  can be ignored. Likewise, the first term on the left-
hand side of (2.80) can also be abandoned because, during the welding process, the 
workpiece being welded indeed deforms crawlingly, suggesting diminutive body motion 
acceleration. Therefore, the equation becomes static 
Its spatially-discretised form by the standard Galerkin method is 
where 
Regarding Hooke’s law from (2.84), Eij, εj, εjp and εjth are the Young modulus tensor, strain 
vector, plastic strain vector and thermal strain vector, respectively. For small deformation, 
the relation between strain and displacement can follow the infinitesimal strain theory, 
(2.85). Given thermal strain, the displacement vector can be obtained by solving (2.82) 
with incorporation of the radial return mapping algorithm to update the accumulative 
plastic strain, plastic strain and stress vectors [Sim98]. Two boundary types, prescribed 
surface force flux and displacement, can be imposed on the mesh boundary, Γ. 
ij, j 0−σ =  (2.81) 
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Deep penetration laser beam welding frequently leads to deformed welded components 
even though the degree of misshapement is humble in comparison with that provoked by 
other welding processes. This heat-affected disfigurement phenomenon is undoubtedly 
undesired and ordinarily demanded to be neutralised. Suppressing such an unfavourable 
consequence incontrovertibly requires appropriate process parameters and welding 
conditions. The sole deformation-supposedly-influencing factor to be considered in this 
work is the weld pool geometrical appearance. It is commonly suspected to have a 
substantial effect on the workpiece distortion. Nevertheless, proving their association is 
yet to come. 
In this thesis, how the geometry of developed weld pools can be linked with welding 
distortion incited during laser beam welding has to be apparently disclosed. Furthermore, 
in recognition with the discovered relationship, the research supreme goal “minimisation 
of welding deformation” can be accomplished with an application of an established 
optimal weld pool shape. 
Achieving such research milestones calls for investigation tools which can help 
fundamentally scrutinize the weld pool shape and dynamics as well as welding 
deformation. Under this circumstance, numerical investigation would be the most suitable 
examination manner on account of its advantages both technically and economically over 
the traditional one as addressed in Section 2.1.3. Consequently, this research has been 
conducted exclusively in the numerical way. 
The first objective of this project is to create a process simulation model that can 
duplicate the vapour keyhole evolution and liquid melt dynamics closely to reality. It is 
essential that this mathematical tool must embed prominent physical characteristics of 
laser beam welding such as Marangoni convection, multiple reflections of laser rays, etc. 
This developed numerical simulation model will be helpful to a large extent for 
fundamentally studying what is taking place inside a melt bath during deep-penetration 
welding. More importantly to the topic of this research, it can tell how the weld pool form 
would change after process parameter modification. 
The second objective is the formation of correlation diagrams between the weld pool 
geometry and welding distortion for a particular variation window. The diagrams can be 
constructed by means of a parameterisation analysis making use of numerical structure 
simulation. Provided diverse adopted weld pool shapes, any alteration of welding 
distortion can be detected through such structure simulation. 
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4. Experimental Setup and Implementation 
4.1. Workpiece Material X5CrNi18-10 (1.4301) 
4.1.1. Metallurgical Properties 
The material applied throughout this work is the stainless steel X5CrNi18-10 (1.4301) 
according to DIN EN 10088-1:2005-09. The material has been selected in this research 
because it is free of microstructural transformation during welding and broadly used in 
welding-related industrial applications. Its noticeable alloying chemical elements in 
weight percentage are shown in Table 4.1. 
Table 4.1: Chemical composition of steel 1.4301 [Thy13] 
To earn the most proper material properties with regard to its usage and processing, the 
material has to be solution-heat-treated in the temperature range of 1000°C and 1100°C. 
Subsequent quick water or air quenching must follow right afterwards. The material must 
however be exposed to the temperature range between 600°C and 850°C as short as 
possible to avoid chromium-carbide dissolution. 
The strong tendency to oxidise of the material owing to its rich chromium content makes 
it difficult to weld under ordinary conditions. Therefore, oxygen-rich environment should, 
in any case, be avoided from beginning to end of welding. This can be achieved through 
an application of inert shielding gas. The weld seam root should also be protected from 
oxygen with the help of forming gas or slag. 
4.1.2. Constant Properties 
Required for calculation of either process simulation or structure simulation, all relevant 
constant material properties are demonstrated in Table 4.2. It displays not only the value 
but also the source of the data. The data are collected from various research literatures 
particularly studying the dynamics of steel-1.4301 melt. It can be observed from the table 
that several properties have got a constant value for each substance phase such as ks and 
kl. This is to be in accordance with the typical assumption of process simulation as 
mentioned in Section 2.3.1. 
Chemical element C Cr Ni Si 
Weight fraction (%) < 0.07 17.5 – 19.5 8.0 - 10.5 < 1.0 
Chemical element Mn P S N 
Weight fraction (%) < 2.0 < 0.045 < 0.015 < 0.11 
*The material molar mass, Mv, is equal to 0.055 kg/mol 
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Table 4.2: Thermophysical properties of steel 1.4301 
4.1.3. Temperature-Dependent Properties 
The first two temperature-dependent properties that should be identified when examining 
melt dynamics in a weld bath are the surface tension coefficient and its gradient with 
respect to temperature. Both are two of the main factors directly influencing melt 
movement. The surface tension coefficient is determined by the expression 
and its gradient, the so-called Marangoni coefficient, by the equation [Su05] 
Property Symbol Unit Value Source 
Solid density ρs kg/mm3 7.5·10-6 [Han04] 
Liquid density ρl kg/mm3 6.9·10-6 [Hu08] 
Solid thermal conductivity ks W/(mm·K) 0.022 [Hu08] 
Liquid thermal conductivity kl W/(mm·K) 0.022 [Hu08] 
Solid specific heat cps J/(kg·K) 700 [Hu08] 
Liquid specific heat cpl J/(kg·K) 780 [Hu08] 
Solidus temperature Ts K 1670 [Zho08] 
Liquidus temperature Tl K 1727 [Zho08] 
Boiling temperature Tb K 3375 [Zho06] 
Solid particle velocity vector siu  mm/s [0 0 0] - 
Latent heat of fusion Lm  J/kg 2.9·105 [Mat93] 
Latent heat of evaporation Lv  J/kg 6.1·106 [Gei09] 
Liquid thermal expansion coefficient βT 1/K 4.95·10-5 [Zho08] 
Liquid dynamic viscosity µl kg/(mm·s) 6.0·10-6 [Zho08] 
Permeability coefficient K0  mm2 5.0·10-5 [Han04] 
Heat capacity ratio γv - 1.67 [Zho08] 
Radiation emissivity ε - 0.8 - 
Complex refractive index n n i= + ιɶ  - 3.68+5.14i [Mah09] 
( ) ( )
28798 8.56474 5 T
s c cT,S 1.84 4 10 T 1823 5.6 10 T ln 1 0.68S e
 − − −   σ = − ⋅ − − ⋅ ⋅ +    (4.1) 
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1.097 T S eT,S 5.6 10 ln 1 0.68S e 4 10T
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 −     − − − 
 −  
 ∂σ = − ⋅ + − ⋅  ∂  +  
 (4.2) 
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Figure 4.1 depicts both temperature-dependent quantities in the liquid temperature range 
from 1670 K to 3375 K with the constant sulphur concentration of 0.011 %, estimated 




















































Figure 4.1: Temperature-dependent surface tension and Marangoni coefficients with the sulphur 
concentration of 0.011 % in weight: a) surface tension coefficient, b) Marangoni coefficient 
The other two significant properties are primary consequences of evaporation, namely, 
evaporative heat loss and recoil vapour back pressure described in Section 2.3.1. How the 
keyhole shape, and thus that of a weld pool, would develop is vastly reliant on them. They 
can be determined by solving (2.8) and (2.26) given certain properties from Table 4.2. The 
scale of heat loss and back pressure is partly bound to the environmental gas wrapping 
around the evaporation surface itself according to (2.18). In keyhole welding, it can be 
presumed that the evaporation surface is in contact with either ambient air enveloping 
the workpiece surface or hot metal vapour trapped in the keyhole. Figure 4.2 shows the 















































Figure 4.2: Evaporation products underneath air: a) evaporative heat loss, b) recoil vapour pressure 
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Figure 4.3 demonstrates the two properties in the other case where hot metal vapour is 
encapsulating the evaporation surface. Both diagrams display the properties in the same 
















































Figure 4.3: Evaporation products underneath the material vapour at the boiling temperature: a) 
evaporative heat loss, b) recoil vapour pressure 
Applied in structure simulation, the material properties are mostly assumed temperature-
dependent due to their remarkable variation in the solid temperature range. The exclusive 
aim to adopt this complex assumption is a supposedly-greater prediction accuracy of the 
resultant workpiece temperature profile and distortion. All of the following data 
illustrated in Figure 4.4, Figure 4.5 and Figure 4.6 are obtained from Richter’s works 
[Ric73, Ric83]. Figure 4.4 demonstrates the properties exercised in structure simulation’s 

















































Figure 4.4: Temperature-dependent properties for structure simulation’s thermal calculation 
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Thermal expansion coefficient, yield strength, Poisson ratio and young modulus are 

































































Figure 4.5: Temperature-dependent properties for structure simulation’s mechanical calculation 
Last but not least is the temperature-dependent relationship between stress and plastic-
strain, the so-called strain hardening. It is another key mechanical property having a 
direct effect on distortion degree. Figure 4.6 exhibits eight stress curves for eight 




























Figure 4.6: Temperature-dependent stress-plastic-strain curves 
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4.2. Formation of Validating Experiment for Process Simulation 
4.2.1. Ytterbium-Doped Fibre Laser 
The concentrated laser light employed in this experiment is generated by an Ytterbium-
doped fibre laser generator YLR 8000 from IPG Photonics as shown in Figure 4.7. 
BIAS ID 162790  
Figure 4.7: Ytterbium-doped fibre laser generator YLR 8000, Co. IPG Photonics Corporation 
As stated by the manufacturer, YLR 8000 delivers the nominal power of up to 8 kW with a 
wavelength of 1070 nm and a beam parameter product of 4.5 mm·mrad. It can operate in 
both continuous wave and up-to-20-kHz pulse modes. The cable diameter is 150 µm. 
4.2.2. Workpiece Dimensions and Fixation 
Workpiece Dimensions 
The workpiece is a thin square steel plate. Its size is 90 mm wide, 90 mm long and 6 mm 







Figure 4.8: Workpiece dimensions in the process-simulation validating experiment 
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Workpiece Fixation 
The workpiece and workpiece holder are all placed within a portable frame-constructed 
carrier. The carrier is invented to be conveniently transported and effortlessly installed on 
the welding machine. Figure 4.9 demonstrates such a whole fixation system. The light 
aluminium frame bars of the carrier, securely fastened to the thick aluminium base plate, 
are intended to be hand-held for a conveying purpose. During a welding process 
operation, this carrier is placed on the machine table and robustly fixed onto it by means 
of clamps binding the base plate and the table together.  
 
Figure 4.9: Workpiece clamping in the process-simulation validating experiment 
The workpiece holder, on which the workpiece is situated, is mounted on the base plate by 
two screws. Embedded at the middle of the holder and supposed to align with the weld 
seam, a longitudinal 10-mm-wide-and-deep square groove permits avoidance of any 
undesired contact between the holder and the welded twisted workpiece.  
The workpiece is simply rested on the holder and located by those two plate stoppers, 
affixed to both sides of the holder. Heat transfer from the weld zone of the workpiece to 
the holder is ruled out by such six small ceramic (ZrO2) plates. They are lodged in between 
the holder and workpiece to maintain absolute detachment of the workpiece from the 
holder. The ceramic plates are so poorly heat-conductible that heat can supposedly be 
released from the workpiece bottom surface merely through air convection. 
One half of the workpiece is under compressive force, induced by a clamping mechanism. 
Sandwiched by the clamping block and base plate, the workpiece and workpiece holder 
are clamped up through two long screws fastening the block and base plate together. On 
the contrary, the other half of the workpiece is freely distortable in the upwards vertical 
direction. With this fixture innovation, the welded specimens can be precisely positioned 
and also easily replaced without losing accuracy of the previously-adjusted location. 
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4.2.3. Experiment Execution 
This experiment was conducted exclusively for verification of the process simulation 
model created to simulate the dynamics of keyhole and weld pool evolution. The resultant 
dynamic appearance of the produced weld bath was of interest here. The applied values of 
the process parameters, e.g. laser power, laser feed rate, focus position in relation with the 
workpiece surface, laser focal length, laser beam operating mode, laser polarisation and 
shielding gas, in the process-simulation validating experiment are listed in Table 4.3. 
Table 4.3: Process parameters in the process-simulation validating experiment 
In the experiment preparation stage, the test specimen was first cleaned with ethanol to 
remove dirt and oil from the workpiece surface and then clamped onto the jig. Afterwards, 
a measurement system, online recording the fluctuating amount of particular physical 
properties during the welding process, was setup. As stated above that the weld pool 
appearance was to be observed, a high-speed camera was installed on the moving 
welding head to capture photos of the travelling weld pool. Figure 4.10 demonstrates the 
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4.3. Formation of Validating Experiment for Structure Simulation 
4.3.1. Nd:YAG Disk Laser 
The laser beam used in the second experiment is generated by a disk laser generator 
TruDisk 8002 from Trumpf as shown in Figure 4.11. 
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Figure 4.11: Nd:YAG disk laser generator TruDisk 8002, Co. Trumpf GmbH & Co. KG 
The TruDisk 8002 disk laser generator uses Nd:YAG as its active medium. It combines the 
advantages of the active solid-state medium and diodes. The diodes, as the pumping 
source, provide excitation energy, ensuring high efficiency, while the disk-shaped active 
medium guarantees high beam quality. According to the manufacturer´s specifications, 
the reachable maximum nominal laser power is 8 kW with a laser wavelength of 1030 nm 
and a good beam parameter product of 8 mm·mrad. TruDisk 8002 operates in the 
continuous wave mode. The minimum cable diameter required to transfer the laser light is 
200 µm. 
4.3.2. Workpiece Dimensions and Fixation 
Workpiece Dimensions 
The steel workpiece has a shape of a long thin rectangular plate whose dimensions are 
50 mm wide, 200 mm long and 10 mm thick. The bottom surface of the workpiece is 
countersunk with a depth of 2 mm at three locations arranged as depicted in Figure 4.12. 
The countersink angle is 120°. These three embosses are prepared for a specific supporting 
mechanism to be explained in the next subsection.  
















Figure 4.12: Workpiece dimensions in the structure-simulation validating experiment 
The weld starts 30 mm away from one edge and ends 30 mm away from the other. The 
total weld length is consequently 140 mm. 
Workpiece Fixation 
In order not to be influenced by unidentified effects on welding distortion, the workpiece-
supporting mechanism must carefully be designed. Two criteria must be met. First of all, 
rigid fixation of the workpiece, introducing complex residual stress profiles, should be 
avoided. Secondly, welding-prompted temperature distributions developing on the 
workpiece should be as simple as possible. Based on these considerations, the workpiece 
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Figure 4.13: Workpiece supporting in the structure-simulation validating experiment 
The workpiece holder is made up of aluminium embedded with three ceramic (ZrO2) 
spheres, having very low thermal conductivity and thermal expansion coefficient. When 
stationed on the fixture, the workpiece has no direct contact with the aluminium base 
but, instead, the supporting balls protruding above the base. Because of the ceramic´s 
weak thermal conductivity, heat can presumably be released from the workpiece surface 
solely via air convection. This leads to unsophisticated temperature contours on the 
workpiece during welding.  
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Regarding the mechanical load, no stress is applied on the workpiece during welding 
because of no fastening. However, the workpiece is not freely movable but restrained to 
the degree of movement freedom of each sphere, determined by the geometry of the 
milled slots in which the spheres stay. According to Figure 4.13, ball 1 can move only in 
the x direction, ball 2 cannot move at all and ball 3 can move in both x and y directions. 
The workpiece will move in correspondence with those three balls during welding. 
Installing this workpiece holder on the machine table during welding is simple just by 
clamping it on the table. This is also applied when the holder is installed on the 
displacement measuring machine. 
4.3.3. Experiment Execution  
The second experiment was carried out for the purpose of structure-simulation model 
validation. The time-dependent temperature profile and welding distortion were both 
expected experiment consequences. The applied values of the process parameters, e.g. 
laser power, laser feed rate, focus position in relation with the workpiece surface, laser 
focal length, laser beam operating mode, used laser polarisation and shielding gas, in the 
structure-simulation validating experiment are listed in Table 4.4. 
Table 4.4: Process parameters in the structure-simulation validating experiment 
The experimental steps in this test were similar to those in the process-simulation 
validating experiment i.e. specimen preparation, measurement system setup and welding 
process conduction under process monitoring, consecutively. Nevertheless, details of each 
step from both experiments are totally different due to their distinctive objective. The 
former aimed at observing the weld pool geometry whereas the latter aimed at the 
component temperature distribution and distortion as mentioned above. 
Preparation of the test specimen in this experiment was fairly complicated and carefully 
accomplished since the measured process data could be affected by this preparation. After 
completely machined, the steel plate was heat-treated to take out the residual stress, 
potentially influencing the pattern and degree of welding distortion. Figure 4.14 shows 
the temperature development in the annealing furnace measured by a thermocouple.  The 
machined steel plate was placed in the furnace filled up with argon. The furnace was then 
heated up slowly to the temperature around 550°C and subsequently cooled down very 
slowly. Argon of 2 l/min was continuously fed to maintain the shielding gas atmosphere 
within the furnace. When the temperature had reached 100°C, the gas feeding was 
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the room temperature. In the end, the workpiece was coated with a thin film of graphite 















Figure 4.14: Temperature development in the stress-relief annealing 
Prior to the experiment, the workpiece was measured its distortion and then set up on the 
welding machine table. Relative to the workpiece´s location, the thermographic camera, 
used to measure the surface temperature development during welding, was installed and 
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Figure 4.15: Experimental setup of the structure-simulation validating experiment 
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Finally, a single-pass laser welding operation was performed while the temperature 
development on the workpiece surface was being monitored and recorded by the 
thermographic camera. 
4.4. Measurement Methods 
4.4.1. Laser Beam Caustic 
The laser beam geometry (caustic) is essential in modelling the laser heat source in 
process simulation. The measurement device used to approximate these geometrical 
parameters is FocusMonitor from PRIMES. Given the beam focal length, f, and laser 
wavelength, λ, FocusMonitor estimates the beam parameters on the basis of the laser 
power intensity distribution measured on a sufficient number of cross-sections in the 
beam waist region through the following relationships:
 
 
where BPP is the beam product parameter and M2 the beam propagation ratio. The other 




















Figure 4.16: Laser beam geometrical parameters 
Figure 4.17 shows the measured laser intensity profile on a cross-section (plane 24) 
together with the evaluated beam variables from the TruDisk 8002 laser applied in the 
structure-simulation validating experiment. 
2
0
M Dtan 2 w 2f
θ λ  = =  π   (4.3) 
0wBPP 2
θ=  (4.4) 
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Figure 4.17: Laser beam caustic measurement of the TruDisk 8002 laser by the measuring 
instrument FocusMonitor from PRIMES GmbH 
Operated under the defined conditions applied in the two experiments, both TruDisk 8002 
and YLR 8000 lasers were measured. The measurement results are illustrated in Table 4.5. 
It can be seen from the table that the YLR 8000 laser has far better beam quality than the 
TruDisk 8002 laser. High beam quality geometrically means tiny beam cross-section area 
and divergence angle. 
Table 4.5: Measured geometrical parameters of the YLR 8000 and TruDisk 8002 lasers 
4.4.2. Weld Pool Geometry 
Width and Length 
The weld pool geometry was measured to validate the results from the process simulation. 
The weld pool width and length can be observed and measured by a high-speed camera, 
situated above the workpiece surface, quickly taking a string of weld pool shots during 
welding. The camera Phantom v5.1 from Vision Research was in use during the process-
simulation validating experiment. The applied sampling rate was 2000 frames per second, 
the image resolution 1024 × 384 pixel2. 
Weld Cross Section 
It is very difficult to observe the weld pool depth instantaneously during welding as in the 
case of the width and length. However, the depth can straightforwardly be measured by 


















YLR 8000  700 1070 300  116 12.5 22.06 4.3 74 
TruDisk 8002  8000 1030 200  105 28.3 23.14 9.6 182 
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post-processing the weld seam. The welded component has to be sectioned into two split 
parts across the weld line so that the weld cross-section becomes visible on the cut 
surface and can be examined. The investigation process is composed of cutting, 
embedding, grinding, polishing, etching and measuring, successively. Only a small volume 
around the weld zone, containing full information about the weld cross-section, is taken 
as a test specimen by cutting off the rest. With the purposes of specimen protection and 
easy handling, this small test piece is embedded in a synthetic material body by leaving 
only the surface of interest exposed to air. To make the weld cross-section profile on the 
cut surface clearly seen, the surface has to be neatly prepared. First of all, the surface 
must be grinded five times with five different abrasive grit sizes sequentially from coarse 
(P80) to fine (P1000) to obtain a smooth surface. It is then polished with a cotton cloth 
soaked with 3-µm-diamond suspended liquid. In the end, the surface is etched to enhance 
its microstructural visibility, so that the boundary of the solidified molten metal, 
representing the weld pool outer surface, turns out to be emphasised. Etching with the 
70°C V2A etchant for approximately 60 s is the appropriate condition for etching the steel 
1.4301. At this stage, the specimen is ready for microscopic investigation. The optical 
microscope used in this work was Axio Imager from Carl-Zeiss. The weld cross-section 
dimensions and photos were taken by this microscope. 
4.4.3. Welding Distortion 
Welding distortion was measured by the coordinate measuring machine (CMM) Crysta 
Apex C from Mitutoyo to verify the structure simulation model. The measurement was 
operated under the tactile scanning mode with the probing system SP25M from Renishaw. 
The measurement stylus SM25-1 is 25 mm long and holds a 4-mm-diameter tactile ruby 
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Figure 4.18: Measurement lines of the displacement in the z axis 
During the measurement of the workpiece from the structure-simulation validating 
experiment, the stylus moved along each scanning line and periodically recorded the 
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displacement in the z axis. The measurement frequency for all three longitudinal scanning 
lines is 1 point/mm and that for all two transverse scanning lines is 9 points/mm. The 
measurement was performed before and after the welding process. The deviation between 
both sets of measurement data is assumed the actual welding distortion. 
4.4.4. Temperature Development 
The development of the temperature profile on the workpiece surface during the 
structure-simulation validating experiment was measured using the thermographic 
camera VarioCAM from InfraTec GmbH. The camera measures the electromagnetic waves 
emitted from any object with a temperature above absolute zero. Its integrated infrared 
detector records the intensity and distribution of a certain spectrum of this radiation. The 
temperature is thereby determined on the basis of this measured intensity. 
Since the measurement technique is based on the emissive radiation, the degree of wave 
radiation from the monitored surface must be known to obtain accurate results. Varying 
according to the temperature and measured surface condition, the radiation degree is 
denoted by the dimensionless variable emissivity whose value ranges from 0 to 1. The 
emissivity of stainless steel is between 0.16 (glossy surface) and 0.85 (oxidised surface at 
800°C). To achieve homogeneous emissivity all over the surface, the workpiece was coated 
with graphite spray. In the experiment, the emissivity was determined by a trial-and-error 
process during camera calibration. The calibration was accomplished with the help of the 
soldering station ERSA RDS 80 and a contact thermometer. The soldering rod coated with 
graphite spray was heated up and its temperature was measured concurrently by both 
contact thermometer and thermographic camera. The emissivity as an input variable of 
the camera was adjusted until the results gained from both measurement devices 
provided similar results. These measured temperature profiles are used to verify the 
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5. Setup of Numerical Simulation 
5.1. Overview of Simulation Model Components and Tools 
According to the thesis´s objectives stated in Chapter 3, there appear two numerical 
computation undertakings seeking different consequences. Two simulation models have 
accordingly been developed to serve those distinguished purposes. One is based on the 
CFD equations to simulate keyhole and weld pool dynamics (process simulation) and the 
other based on the thermo-elasto-plastic equations to simulate welding distortion 
(structure simulation). On one hand, process simulation is performed using the adaptive 
hierarchical finite element toolbox ALBERTA1.2, a freely distributed ANSI-C based library 
developed by Schmidt [Sch05]. On the other hand, structure simulation is performed using 
the finite element simulation package SYSWELD2008.1, a commercial welding simulation 
programme. The creation and implementation methods of both simulations will be 
explained in this chapter. For each case, meshing of the computational domain, applied 
heat source model, initial and boundary conditions and numerical calculation procedure 
all will be demonstrated and described in details, consecutively.  
5.2. Simulation Process Parameters 
The values of all process-relevant parameters such as ambient air properties and other 
constants are exhibited here in Table 5.1. These well-known physical constants are all 
exercised in both process and structure simulations.  
Table 5.1: Process parameters applied in both process and structure simulations 
Property Symbol Unit Value Source 
Heat capacity ratio of air γa - 1.4 [Dix07] 
Molar mass of air Ma kg/mol 0.029 [Dix07] 
Ambient temperature Ta K 298 - 
Ambient pressure Pa  kPa 101.325 [Dix07] 
Convective thermal transfer 
coefficient 
hconv W/(mm2·K) 8·10-5 [Hu08] 
Radiation emissivity ε - 0.8 - 
Speed of light wave in vacuum C mm/s 3.0·1011 [Zho08] 
Universal gas constant R  J/(mol·K) 8.3 [Zho08] 
Stefan-Boltzmann constant σ W/(mm2·K4) 5.7·10-14 [Zho08] 
Gravitational acceleration vector gi mm/s2 [0 0 -9.8·103] [Zho08] 
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5.3. Design of Process Simulation 
5.3.1. Computational Domain Meshing 
It is superfluous to include an entire workpiece in simulation as developing distortion and 
stress are supposed to have negligible effect on keyhole and melt dynamics. Then, solely a 
portion engaged with a generated weld pool should be present to minimise computational 
cost. Figure 5.1 shows two process simulation mesh samples at two different time points. 
 
Figure 5.1: Adaptive mesh refinement and expansion of the computational domain 
The mesh is fully adaptive in terms of both size and fineness. It will automatically expand 
in either of the –x, +x, -y or +y direction once the workpiece temperature at any point on 
or near the corresponding boundaries has exceeded 5 K over the room temperature. The 
expansion must, nevertheless, be limited to particular predefined borders in order for the 
mesh not to grow too huge. The mesh height in both –z and +z directions is not 
extendable. The coordinate origin is assumed to stay on the top surface of the unwelded 
workpiece. The minimum negative z coordinate is equal to minus workpiece thickness. The 
maximum positive one is sufficiently large to allow an appropriate free space for the weld 
pool to mature above the workpiece surface. This temperature-dependent mesh expansion 
technique is eligible, on one hand, because complete solid material is moving with a 
prescribed velocity as explained in Section 2.3.1 and thus excludable without influence on 
the liquid flow pattern. On the other hand, solid-part exclusion might distort temperature 
profile prediction. A growing mesh is therefore required when the temperature at the 
mesh boundaries rises slightly over the initial (room) temperature to preserve thermal 
computation accuracy. Table 5.2 shows the adaptive mesh dimensions in depth. 
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Table 5.2: Adaptive mesh dimensions 
The growth limits are determined on account of the measured weld pool geometry gained 
from the experiment addressed in Section 4.2. The mesh can enlarge the most in the +x 
direction to lead laser beam translation. However, the mesh boundary nodes of this 
direction cannot be used to notify expansion necessity as the temperature on these nodes 
is, at all times, forced to stay invariable at the room temperature. The temperature of the 
nodes adjacent to the surface, therefore, plays this identification role instead. Only the 
tetrahedron element type is used in process simulation while elements are refined by 
means of the bisection method. Figure 5.2 displays the coarsest tetrahedral elements on 










Figure 5.2: Coarsest and finest tetrahedral elements in bounding cubic boxes 
Boundary 
coordinate 
Mesh expansion criterion Value (mm) 
Initial Increment Final 
xmin (z < 0) ∧ (T(xmin) > b) -0.355 -0.1675 -0.67 
xmax (z < 0) ∧ (T(xmax_c)a > b) 0.355 0.1675 3.35 
ymin (z < 0) ∧ ((T(ymin) > b) ∨ (T(ymax) > b)) -0.355 -0.1675 -0.67 
ymax (z < 0) ∧ ((T(ymin) > b) ∨ (T(ymax) > b)) 0.355 0.1675 0.67 
zmin - -6 - -6 
zmax - 0.34375 - 0.34375 
axmax_c is any node next to the positive x mesh boundary because the temperature on all 
nodes of this surface is always constant at Ta, bb = Ta + 5 K 
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The dimensions for both smallest and biggest elements as well as the criteria indicating 
where to place which one are all summarised in Table 5.3. The dimensions are represented 
by those of the bounding cubic boxes as graphically described in Figure 5.2. 
Table 5.3: Adaptive element size 
The elements in the workpiece/gas interface region have to be very fine for the reason 
that this zone of the computational domain is a crucial place prone to numerical 
instability attributable to such a comparatively-great gradient of both temperature and 
velocity caused by vigorous laser energy and recoil pressure. Moreover, the smaller the 
elements in the interface region are, the more the precision of the interface (keyhole) 
shape is. The interface region can be recognised by the level set function whose absolute 
value is less than 5·∆x. The level set function, φ, and the characteristic element size, ∆x, 
can be determined through the methods explained in Section 2.3.4. Another place where 
elements should be fine is that inside the weld pool (T > Ts) in order to capture any 
complex melt flow motion. A finest element is 8 times smaller than a biggest one in terms 
of the bounding cube dimensions. 
5.3.2. Heat Source Model 
An outstanding physics in laser beam welding is multiple reflections of laser light within a 
developing keyhole full of material vapour. This fact should be regarded if reliable 
prediction of keyhole and weld pool forms is desired. A new ray tracing method has been 
created to imitate this eminent energy supply phenomenon as close to the reality as 
possible. Out of the method, a laser beam is assumed to be made up of thousands of rays 
each carrying fractional amount of energy, delivered to the workpiece through ray 
reflections. Figure 5.3 exhibits the implementation procedure of the built ray tracing 
method. Given a set of vertex coordinates of connected triangular keyhole surfaces, 
Γkeyhole, and laser beam parameters, discharged laser power is rationally distributed to all 







Bounding cube dimensions (mm) 
x y Z 
Tetrahedron Coarsest |φ| = 5·∆x on 
all element 
nodes 
0.1675 0.1675 0.21875 
 Finest |φ| < 5·∆x 
or T > Ts on at 
least one 
element node 
0.1675/8 0.1675/8 0.21875/8 
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Figure 5.3: Programming flow chart of the implementation of the ray tracing method for multiple 
reflections of laser rays 
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Figure 5.4 shows an exemplary set of connected triangular keyhole surfaces along with all 
three possible surface constructions realised with the help of the level set function. These 













































Figure 5.4: Set of connected triangular surfaces and 3 possible surface constructions 
The other calculation inputs are laser beam parameters gained from specification and 
measurement of the applied laser beam revealed in Table 4.3 and Table 4.5. The first 
calculation step is to establish a collection of all triangular surfaces, Γfr, standing within 
the 3D volume of the laser beam caustic according to Figure 5.3. These surfaces are 
probably irradiated directly by laser coming straight from the probe if no other members 
in Γfr intercept laser light before arriving on the surfaces. The second step is, therefore, to 
prove every surface in Γfr element by element if they are really reachable by a laser ray. If 
not, the checked surface is skipped and the next one is tested. In contrast, if a ray-reached 
surface is found, an initial amount of laser power intensity, varying after the surface 
location relative to the moving focal point of the laser beam, is computed together with 
the reflection angle and vector. Only part of the intensity, depending on the reflection 
angle, is accumulated on the surface while the remaining reflects off the surface and is 
further absorbed by other surfaces in Γkeyhole in accordance with the ray’s itinerant path. 
This energy-carrying ray ends either when it leaves the keyhole or when its remaining 
power is beneath 1 percent of the original power estimated at the initial incident. A ray 
tracing process is finished once all members in Γfr have been inspected.  
The step-by-step checking procedure for finding directly-irradiated surfaces in Γfr, the ray 
tracing method’s second step, is schematically depicted in Figure 5.5. Given Γfr and a 
surface in Γfr to be examined, the surface centre point is assumed to represent a laser 
ray’s initial reflection spot. Testing whether the point resides in the laser beam caustic is 
the first checking step. If yes, a curve, representing a laser ray curling from the laser probe 
to the point, is abstractly drawn by a particular curve function for intersection check with 
other surfaces in Γfr. Only when no surface at all in between the probe and point is 
intersected by the curve is the surface really hit and absorbs laser energy. Based on the 
curve generated on the surface centre point, the ray´s unit direction vector on the surface 
is the tangential vector of the curve at that point. 


















































































































































































































Figure 5.5: Programming flow chart of the algorithm for initial surface irradiation verification 
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Laser beam power intensity, ILaser, may be distributed in different shapes depending on the 
laser generator. To observe how altered process conditions would cause weld pool form 
dissimilarity, three representative shape functions, top-hat, donut and Gaussian, are 
presumed in this thesis. The initial intensity of a ray can therefore be calculated by means 
of either (5.1), (5.2) or (5.3) granting the corresponding desired intensity profiles as shown 
in Table 5.4.  
Table 5.4: Applied laser beam power intensity profiles for process simulation 
Ii, ni, and r0 are the unit incident vector, unit normal vector of the hit surface and laser 
beam radius at the incident plane perpendicular to the beam axis, consecutively, as 
depicted in Figure 5.5. The first term -Iini on the right-hand side of all three equations is a 
geometrical corrector. With the help of the factor, laser power intensity can be truthfully 
sprayed over any given arbitrary form of irradiated surfaces. The original power attained 
by an assumed ray is the product of the calculated initial power intensity and area of an 
initial absorbing surface. Not entire available power is however absorbed but some is 
Description Laser beam power intensity, ILaser (W/mm2) 
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where A⊥, Ab||, Ab0, n, ι and β are the S-polarised, P-polarised and circularly-polarised 
absorption coefficients, refractive index, extinction coefficient and reflection angle, 
successively. Figure 5.6 graphically illustrates all three types of reflection-angle-
dependent absorption coefficients calculated by (5.4), (5.5) and (5.6) provided the material 

































Figure 5.6: S-polarised, P-polarised and circularly-polarised absorption coefficients 
From the method explained above, there will be so many numerical tests such as 
triangle/circle intersection, triangle/line intersection, circle/point intersection, etc. to 
complete the algorithm. These processes could be very time-consuming, strongly 
depending on the number of involved surfaces. A special arrangement of keyhole surface 
data has, thereby, been developed to accelerate the computational routine by minimising 
the number of surfaces needed to go through. All surfaces are grouped and allocated into 
a certain predefined number of stacked layers indexed and arranged consecutively along 
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Figure 5.7: Special storage of keyhole surfaces in stacked layers 
Searching for a second-tier reflection surface, the closest surface intersected by the 
straight laser ray, usually requires all surfaces to be checked to guarantee the correctness 
if the surfaces are randomly arranged. On the contrary, if they are organised in form of 
stacked layers illustrated in Figure 5.7, only some surfaces on the way of the ray travelling 
path must be engaged in the searching process. The process starts from the layer from 
which the ray departs and further progresses layer after layer in the ray direction. If one or 
more surfaces in a layer are found intersecting with the ray, the process will be 
terminated after all members of the layer have been checked. The closest intersection 
point will be the true reflection location. If coming across nothing after a complete probe 
of the top-layer, the ray is supposed to leave the irradiated surface and the searching 
process is hence terminated. Examples are shown in Figure 5.7 in which all surfaces in 
layers 4, 5 and 6 are verified sequentially to seek the destination of ray A or all surfaces in 
layers 4, 3, 2, 1 and 0 are tested to realise that ray C does not intersect any surface but 
leaves the keyhole. This algorithm can exceptionally diminish the computation time 
because a huge number of intersection investigations are avoided. 
After a running loop of the developed power intensity deposition algorithm is terminated, 
each triangular surface stores accumulative power intensity led by multiple reflections of 
laser rays. This quantity is the only surface heat input for thermal calculation of process 
simulation. 
5.3.3. Initial and Boundary Conditions 
The initial value of the solution variables is set after the initial state of the validating 
experiment addressed in Section 4.2. It is practically the ambient condition. So, the initial 
temperature, pressure, velocity and level set function are, in sequence, the ambient 
temperature, ambient pressure, solid particle velocity and mesh vertices’ z-coordinate as 
summarised in Table 5.5. 
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Table 5.5: Initial conditions for process simulation 
The applied simple box-like mesh has six outer faces, front, back, two sides, top and 
bottom, as usual. Yet, the top workpiece surface is not the top mesh boundary but 
workpiece/gas interface. Moreover, there is an additional boundary situated inside the 
workpiece i.e. the workpiece/gas interface on the keyhole wall. That the workpiece/gas 
interface must be split into two parts is because different types of gas are supposed to 
flow over them. Ambient air stays on top while hot metal vapour remains inside the 
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Figure 5.8: Mesh boundary definitions of process simulation 
For thermal calculation, the back and side faces can be labelled fictitious as explained in 
Section 2.3.2. The artificial boundary condition is consequently applied on those three 
faces. The temperature at the front face is fixed at the initial value as this face, shifting 
with the moving heat source, denotes unheated material. Energy gain and loss via laser 
deposition, radiation, convection and evaporation estimated by (2.8), are prescribed to the 
other three remaining faces. Thermal boundary conditions, applied in (2.43), are all 
summarised in Table 5.6.  
Variable Symbol Unit Value 
Temperature T K Ta 
Pressure P kPa Pa 
Velocity vector vi mm/s siu  
Level set function φ mm z-coordinate 
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Table 5.6: Thermal boundary conditions 
Boundary condition prescription on all seven faces in mechanical calculation is 
correspondingly the same as that in thermal calculation but with dissimilar variable 
definitions i.e. velocity and traction vectors in places of temperature and energy scalars, 
respectively, as shown in Table 5.7. Furthermore, imposing mechanical boundary 
conditions is more sophisticated because of the greater quantity of equations, (2.55), 
(2.56) and (2.57), to be solved. How to apply all boundary types to each equation is 
described in Table 2.1.  
Table 5.7: Mechanical boundary conditions 
Traction force acting on the tangible workpiece surfaces, namely, bottom, top and 
keyhole, consists of normal and tangential components. The sole applied tangential force 
is Marangoni force, induced by variation of temperature-dependent surface tension. The 
normal force embodies surrounding gas pressure, evaluated by (2.26), and curvature-
induced surface force. 
Prescription Face Boundary condition 
Temperature Front T = Initial temperature from Table 5.5 
Undefined Back i ,i i ,inkT nkT=  
 Side i ,i i ,inkT nkT=  
Energy Bottom ( ) ( )4 4i ,i evap,air v conv a ankT m L h T T T T= − − − − σε −ɺ  
 Top ( ) ( )4 4i ,i Laser evap,air v conv a ankT I m L h T T T T= − − − − σε −ɺ  
 Inside ( )4 4i ,i Laser evap,vapour v bnkT I m L T T= − − σε −ɺ  
Prescription Face Boundary condition 
Velocity Front vi = Initial velocity vector from Table 5.5 
Undefined Back i ij j i ij jPn n Pn n− + τ = − + τ  
 Side i ij j i ij jPn n Pn n− + τ = − + τ  
Traction Bottom ( ) si ij j r,air i ij i j ,iPn n P n nn TT∂σ− + τ = − + δ − ∂  
 Top ( ) ( ) si ij j r,air s i ij i j ,iPn n P n nn TT∂σ− + τ = − + σ κ + δ − ∂  
 Inside ( ) ( ) si ij j r,vapour s i ij i j ,iPn n P n nn TT∂σ− + τ = − + σ κ + δ − ∂  
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5.3.4. Numerical Considerations 
There are predominantly five major numerical computation tasks which have to be 
accomplished by the developed process simulation model, that is to say, mass and 
momentum calculation, thermal calculation, workpiece/gas interface evolution, laser 
power intensity deposition and adaptive computation as demonstrated in the flow chart 
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Figure 5.9: Numerical calculation flowchart of process simulation 
The most crucial function of the first three modules is FE calculation to solve linear 
systems of equations. Since manual assembly of system matrices and vectors is a 
prerequisite for ALBERTA implementation, all necessary FE-discretised equations must be 
available on hand. The single-phase mixture mass and momentum conservation equations 
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discretised by the semi-implicit characteristic-based split algorithm, (2.55), (2.56) and 
(2.57), are used for mechanical calculation. The single-phase energy conservation 
equation discretised by the implicit streamline-upwind Petrov Galerkin stabilising method, 
(2.43), is used for thermal calculation. For LSM surface evolution, three equations (2.66), 
(2.63) and (2.69) for interface velocity extension, level set advection and PDE-based level 
set reinitialisation, respectively, are all discretised by the Crank-Nicolson characteristic-
Galerkin method.  
All of the FE equations mentioned above are solved by the biconjugate gradient stabilised 
(BiCGSTAB) solver, provided and claimed to be the most suitable for any time-dependent 
problems by ALBERTA [Sch05]. The interpolation function for all four solution variables, 
namely, enthalpy, velocity vector, pressure and level set function, is piecewise-linear 
where the variables’ values are stored on all four vertices of each tetrahedral element. 
Enthalpy can readily be transformed directly into temperature, node by node, by such 
analytical relationships exhibited in (2.37). The order of the interpolation function of the 
velocity vector and pressure can be identical. This is due to the applied CBS discretisation 
algorithm able to eliminate the so called Babuska-Brezzi restriction, causing pressure 
instability [Zie00]. 
To prevent unphysical mass loss or gain regularly produced during LSM computation, 
repeatedly reported in several literatures [Enr03, Sus00, Sus94], two auxiliary steps have 
to be introduced. There exist manifold causes of such undesired imperfection after LSM 
interface movement such as inexact divergence of the velocity field, imprecise boundary 
velocities, etc. A classical remedy technique, correctively adding/removing mass in the 
interface region by the means shown in Figure 5.9 [Löh07], is employed here. Recent 
workpiece volume minus total evaporated volume estimated by (2.8) is the target 
function. The level set variable is modified in dependence of the absolute value of the 
interface velocity to catch up with the expected volume. Furthermore, PDE-based 
reinitialisation may numerically distort the interface, so that geometry-based 
reinitialisation is applied to re-distance the level set function particularly on the interface 
nodes as described in Section 2.3.4. 
How to impose laser power intensity is comprehensively delineated in Section 5.3.2. The 
last part is composed of automatic adaptation of the timestep size and mesh. The 
timestep size is not fixed but adaptive according to the CFL condition proposed by 
Zienkiewicz [Zie05] whose computation circle is portrayed in Figure 5.9. The CFL number 
value is set at 0.35 by reason of numerical stability. At the end of every calculation loop, 
the mesh must be checked for its amendment necessity. If predetermined conditions are 
fulfilled, mesh adaption, either refinement or expansion, is carried out accordingly. The 
mesh adaption conditions and processes are completely clarified in Section 5.3.1. 
Simulation will be brought to an end once either a defined ending time or keyhole depth 
asymptote is reached. 
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5.4. Design of Structure Simulation 
5.4.1. Computational Domain Meshing 
A stainless-steel test specimen of the size 50×200×10 mm duplicating that in the 
experiment addressed in Section 4.3.2 is discretised by a mixture of 3D-hexahedral, 2D-
quadrilateral and 1D-linear elements. The mesh stays rigidly unchanging throughout 
simulation. As shown in Figure 5.10, elements in the welding zone are much finer than 
those outside to obtain as accurate computational results in such a region where 
temperature and stress gradients are extremely steep. The total number of elements is 
117708 composed of 96540 hexahedra, 20748 quadrilaterals and 420 lines. The total 
number of nodes is 106997. 
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Figure 5.10: Detail and dimensions of workpiece meshing 
5.4.2. Heat Source Model 
The applied laser heat input model is assumed to be of the volumetric 3D Gaussian heat 
source type [Ros41]. The measured laser power intensity profile revealed in Figure 4.17 
authenticates the suitability of applying the Gaussian form. This energy-dense lump will 
be moving along the predefined straight weld line as demonstrated in Figure 4.12 during 
simulation. Figure 5.11 graphically displays such a volume heat source sample together 
with all geometrical parameters needed for model utilisation. 













Figure 5.11: Volumetric 3D Gaussian heat source [after Cho11] 
Laser power can be allotted all over a specific conical volume using the depth-dependent 
Gaussian distribution equation 
where q′′′ɺ , standing in the RHS second term of (2.78), is allocated power density at any 
point in the volume and 0q′′′ɺ  maximum power density on a depth plane. The definition of r 
and R is given in Figure 5.11. R and can be determined by the following formulae 
where the parameters H, z, RT and RB are all explained in Figure 5.11. To discover a pure 
influence of weld pool shape on workpiece distortion, a number of simulations focussing 
on heat source geometry parameterisation have been performed. The study considers 
three most famed weld shapes, namely, cylinder, cone and nail head. Table 5.8 shows the 
specified parameter values of all fifteen simulation cases. 
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⌠⌡ɺ  (5.9) 
Parameter 
definition 
 Case 0q′′′ɺ  (W/mm3)  Geometrical parameters (mm) 















r 1 4300 -  0.5 0.5 3 - - 
2 2300 -  0.5 0.5 6 - - 
3 1700 -  0.5 0.5 8.35 - - 
4 3265 -  0.3 0.3 8.35 - - 
5 780 -  0.7 0.7 8.35 - - 
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Table 5.8: Parameterisation of the heat source geometrical parameters (continued)  
5.4.3. Initial and Boundary Conditions 
An initial temperature of the room temperature Ta from Table 5.1 is uniformly assigned to 
the whole mesh. As the test specimen is assumed to be absolutely undistorted and stress-
free at the beginning, displacement and stress of the complete mesh are initially set to 





























Figure 5.12: Mesh boundary definitions of structure simulation 
Parameter 
definition 
 Case 0q′′′ɺ  (W/mm3)  Geometrical parameters (mm) 














 6 144 -  4.82 0 3 - - 
7 71 -  4.82 0 6 - - 
8 52 -  4.82 0 8.35 - - 
9 291 -  2 0 8.35 - - 




d 11 90 810  4.82 0.5 3 0.5 5.35 
12 54 1235  4.82 0.5 5 0.5 3.35 
13 66 642  4.82 0.5 7 0.5 1.35 
14 397 970  2 0.5 3 0.5 5.35 
15 148 970  3.5 0.5 3 0.5 5.35 
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Movement of the welded workpiece is not utterly free but restricted at three locations on 
the bottom surface as shown in Figure 5.12. This is to mimic the experimental fastening 
mechanism as explained in Section 4.3.2. Table 5.9 shows details of all mechanical 
constraints. 
Table 5.9: Mechanical boundary conditions 
Restraint 1 allows displacement exclusively in the x direction (one degree of freedom), 
Restraint 2 allows completely no displacement in all three directions (zero degree of 
freedom) and Restraint 3 allows displacement in both x and y directions (two degrees of 
freedom). Remaining part aside from those three constrained locations can move at free 
will in all directions (three degrees of freedom). Those restrictions are regarded to be of 
the Dirichlet type from (2.86) where displacement on the frozen directions is continuously 
kept at zero.  
When considering thermal boundary conditions, the workpiece can gain or release energy 
through its surfaces from and to environment by means of thermal convection and 
radiation. Any surface engaged with this heat exchange phenomenon is mathematically 
considered to be of the Neumann type, modelled by a combination of (5.10) and the first 
equation in (2.79). 
5.4.4. Numerical Considerations 
In each simulation, the built model must carry out two principal duties, namely, thermal 
and mechanical calculations. Both components are separately but consecutively executed. 
Firstly, the thermal part must be completely finished to grasp individual temperature 
profiles repeatedly estimated on the FE mesh from the initial timestep until the final 
timestep. Granted the discretely-recorded temperature history produced by the former 
computation, the mechanical part is subsequently accomplished to determine the final 
distorted shape of the welded workpiece. This chain of numerical actions is logically 
depicted in Kyrsanidi’s work [Kyr99]. Figure 5.13 demonstrates the flowchart of such 
conventional evaluation actions. 
Restraint  Location (mm)  Free movement 
x y z x y z Degree of freedom 
1  12 0 -10  yes no no 1 
2  188 19 -10  no no no 0 
3  188 -19 -10  yes yes no 2 
( ) ( )4 4conv a aq h T T T T′′ = − − − σε −ɺ  (5.10) 
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Storage of the temperature field





























Figure 5.13: Numerical calculation flowchart of structure simulation 
Accurate temperature profiles throughout an entire welding process simulation can be 
estimated without recognition of workpiece deformity, later worked out in the succeeding 
step, because of the small deformation hypothesis, generally applicable in laser welding. 
The gained temperature patterns are, as the inputs, interpolated along the time axis to 
catch up with the simulation time points of following mechanical calculation. How the 
timestep size is chosen is shown in Table 5.10. The simulation starts from the time point 
of 0 to 10000 s until the welded specimen is cool enough to earn ultimate welding 
distortion. The whole period is partitioned into three intervals. The timestep size of the 
initial short interval is the smallest and fixed due to an expected immense gradient of 
temperature and stress caused by sudden introduction of dense energy. In which the 
heating process takes place, the middle interval comes after 0.04 s. The step size of the 
interval is also fixed but bigger than that of the initial one. In the last interval when the 
workpiece cools down and thus possesses a gradually-smaller gradient of temperature and 
stress, the timestep size is adaptive ranging from 0.05 to 500 s. The adaptive algorithm is 
controlled by achievement of iterative computation. The size becomes bigger by the up-
multiplication factor from Table 5.10 if numerical iteration of a timestep is successful. On 
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the contrary, the size becomes smaller by the down factor together with a recalculation if 
numerical iteration of a timestep fails. 
Table 5.10: Selected timestep sizes for both thermal and mechanical calculations 
Both equations, (2.78) and (2.82), from both calculation elements are solved by the 
implicit BFGS (Broyden–Fletcher–Goldfarb–Shanno) solver, one of the quasi-Newton 
solvers for solving unconstrained non-linear optimisation problems. 
 
 
Calculation Phase Time (s)  Timestep size 
∆t (s) 
 Control factor (-) 
Start End Up Down 
Thermal 1 0 0.04  0.00666666  - - 
 2 0.04 4  0.01333333  - - 
 3 4 10000  0.05 ≤ ∆t ≤ 500  1.4 0.7 
Mechanical 1 0 0.04  0.01333333  - - 
 2 0.04 4  0.02666666  - - 
 3 4 10000  0.05 ≤ ∆t ≤ 500  1.5 0.7 
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6. Simulation Results 
6.1. Process Simulation Results 
6.1.1. Simulation Stopping 
All three process simulations with varying power intensity profiles were performed until 
an asymptotic value of keyhole depth, presumed to indicate full development of weld 
pool, was met. Figure 6.1 demonstrates in one chart that the simulations with the top-
hat, donut and Gaussian intensity profiles need approximately 27 ms, 29 ms and 22 ms, 
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Figure 6.1: Keyhole depth development 
Even though the top-hat grants 2 ms less time for full development than the donut, both 
give a similar final keyhole depth of roughly 2.1 mm. The Gaussian however allows for a 
deepest keyhole of about 2.6 mm in spite of the shortest development time incurred. 
6.1.2. Adaptive Computation 
During the simulations, there appear periodically 13, 12 and 13 mesh enlargements for 
the top-hat, donut and Gaussian heat source cases, respectively, as shown in Figure 6.2. 
The –x, -y and +y limits are all reached early more or less after 3 to 4 ms. However, 
expansion in the +x direction still continues to take place incessantly as the simulations 
proceed. The invented programming routines of new mesh import, solution variable 
transfer and old mesh abandonment function flawlessly on every extension circumstance 

















































































Figure 6.2: Adaptive mesh expansion 
In addition to mesh augmentation, the meshes are also adaptively refined in the weld pool 
and workpiece/gas interface regions. Outside those regions, the meshed are, in contrast, 
coarsened. Figure 6.3 apparently shows a somewhat-linear escalation tendency of the 
total number of mesh nodes for all three simulations alike. The node numbers for the top-
hat, donut and Gaussian cases begin equally at 13130 and largely ascend by roughly 
17 to 18 times up to 229216, 224329 and 239026, respectively. This great amplification 
directly results from superposition of mesh expansion, causing step-like growths, and 
evolution of the keyhole and weld pool, causing fluctuating linear growths.  
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Figure 6.3: Adaptive mesh node number 
Figure 6.4 displays three unsettled timestep sizes over three simulations. Exclusively in the 
Gaussian case is there a duration in which the timestep size keeps evenly at a small value. 
The adaptive size, directed by the CFL rule, holds the workpiece/gas interface to move less 
than ∆x in a timestep. These noisy patterns are a blunt effect of inconsistent spontaneous 
melt velocity on the keyhole wall, stirred up by intermittent recoil vapour pressure.  
Time t (ms)
0 6 12 18 24 30
-3
Time t (ms)




















0 6 12 18 24 30
BIAS ID 162820  
Figure 6.4: Adaptive timestep size 
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6.1.3. Laser Power Intensity Deposition 
Laser heating onto the workpiece is computationally accomplished with the help of the 
ray tracing method developed in this thesis as elaborated in Section 5.3.2. Figure 6.5 
exemplarily shows achievements of the method performing on an intact flat workpiece 
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Figure 6.5: Delivery of laser power intensity through the developed ray tracing method at the 
initial timestep (0 ms): a) top-hat profile, b) donut profile, c) Gaussian profile 
Simulation Results 85 
Reckoned after those three distinguished distribution functions, namely, top-hat, (5.1), 
donut, (5.2), and Gaussian, (5.3), laser power per area is automatically sprinkled onto a 
crowd of tiny discrete triangular facets in regards with their placement relative to the 
laser beam´s focal point. How finely a surface is commonly discretised is portrayed in 
Figure 6.5 a) through a closed-up grid view of a certain region on the irradiated surface. 
The colourised downward arrows represent incoming laser rays, whose colour discloses 
their reserved power intensity. On the contrary, the colourised upward arrows represent 
off-reflected laser rays, whose colour illustrates their inherited intensity remaining after 
reflection. For easier understanding, merely seven rays out of several hundreds actually 
initiated are displayed. The consequential arrow colour of the downward rays fits the 
expectation immaculately. The colour is homogeneously red for the top-hat profile, red on 
the second left and right ones as well as blue at the centre and on the rim for the donut 
profile, and red at the centre and gradually blue away from the centre for the Gaussian 
profile. This splendid power intensity allocation onto each ray in combination with the 
reflection-angle dependent absorption coefficient calculated in Figure 5.6 generates 
correct, even intensity distributions noticeable on all three target surfaces. Furthermore, 
there exist not at all irradiation-free spaces inside the aimed circular spots. Such a 
consequence results directly from the advanced algorithm explained in Figure 5.5 where 
the quantity of discharged rays will be varying after the quantity of available initially-
irradiated subjects. When looking closely at the closed-up view of the top-hat intensity 
profile in Figure 6.5 a), smooth intensity transition on the circle perimeter region can also 
be observed. This is due to an application of an area-weighted averaging means that 
permits realistic power intensity profiles without outlawing conservation of intentional 
power input. 
Figure 6.6 demonstrates accumulated laser power intensity on all small discretised pieces 
of the workpiece/gas interface at three sequential timesteps, namely, 0, 5 and 10 ms, for 
all three accomplished process simulations. The colour, representing the amount of 
gathered intensity, is graded in a logarithmic scale ranging from 15 to 15000 W/mm2 for 
better understanding. The logarithmic function, which is sensitive to changing of the 
independent variable at small values but increasingly inactive at great values, is 
particularly appropriate in this circumstance because of the applied Fresnel absorption 
theory. In reference to Figure 5.6, one absorption, resulting from a ray collision, usually 
takes up around 30 to 40 percent of arriving intensity. This intensity deposition by less 
than a half per clash brings about hugely denser intensity data in the bottom range than 
in the top range. 
According to Figure 6.6 b) at 5 ms, intensity is more concentrated at the keyhole bottom 
and much lower on the wall up to the opening. Nevertheless, the donut profile provides a 
little greater intensity on the wall indicated by the greener colour than the other two 
profiles possessing a bluer wall. This intensity distribution character also applies in the 
10-ms timestep as seen in Figure 6.6 c). 
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Figure 6.6: Deposited laser beam power intensity at three different timesteps: a) t = 0 ms, b) t = 
5 ms, c) t = 10 ms 
Figure 6.7 exhibits another three posterior cases at 15 ms, 20 ms and the late timestep of 
the top-hat, donut and Gaussian simulation cases, i.e. 26, 28 and 22 ms, respectively. At 
15 ms in Figure 6.7 a), intensity seems more scattered all over the keyhole with more red 
concentration points, which are 3 points for the Gaussian and 2 points for the top-hat 
and donut as the keyholes get deeper. At 20 ms and the late timestep, the keyholes 
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become truncated and, therefore, the disconnected gas bubbles floating under the 
keyholes acquire no laser energy at all. 
 
Figure 6.7: Deposited laser beam power intensity at three different timesteps: a) t = 15 ms, b) t = 
20 ms, c) t = Late timestep (26, 28 and 22 ms) 
Figure 6.8 exhibits a number of randomly-selected representing rays multiply reflecting on 
transparent keyhole surfaces. The figure shows the simulation results at three early 
timesteps for all three process simulations corresponding with those in Figure 6.6. All ray 
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trajectories seem realistic confinedly travelling inside the vapour keyholes without errors 
and ending after either power exhaustion or keyhole departure.   
 
Figure 6.8: Ray reflections within the keyhole at three different timesteps: a) t = 0 ms, b) t = 5 ms, 
c) t = 10 ms 
In Figure 6.8, most issued laser rays of all three calculations can directly reach the keyhole 
bottoms, causing dense power compiled there. This matches well with the intensity 
formations shown in Figure 6.6. 
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Unlike in early timesteps from Figure 6.8, great amount of the rays in later timesteps from 
Figure 6.9 cannot pass through with full intensity but are blocked beforehand by the 
flowing liquefied material. Only after several reflections can the rays occupying weakened 
left intensity make a way through to the deeper keyhole part. This happening is again in a 
very good agreement with the produced intensity patterns demonstrated in Figure 6.7. 
 
Figure 6.9: Ray reflections within the keyhole at three different timesteps: a) t = 15 ms, b) t = 
20 ms, c) t = Late timestep (26, 28 and 22 ms) 
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The welded workpiece does not simply absorb the whole laser power transported onto it. 
Part of the incident power is, yet, reflected off and escapes as depicted in both Figure 6.8 
and Figure 6.9. How much energy is literally taken in is chiefly determined by keyhole 
appearance. All of these well-known premises are confirmed by Figure 6.10, depicting the 
growth of the total sum of accommodated laser power for all three simulations appearing 
quite similarly. At the beginning, only about one third of the input power is assimilated 
owing to the flat surface not capable of trapping in laser light as shown in Figure 6.8 a). 
As the keyhole develops, the degree of absorption keeps rising with a logarithmic pattern 
until approaching and swinging around a particular value of about 87, 88 and 90 percent 
of the nominal power for the top-hat, donut and Gaussian profiles, successively. A varying 
period of 9.8, 12.5 and 6.4 ms is needed for the top-hat, donut and Gaussian cases, 
respectively, to arrive at such asymptotic power levels. It is also detected from the graphs 
that there exist clear power drops from time to time. A good example here is at the time 
of 22 ms of the Gaussian case in Figure 6.9 c) where the keyhole is flooded and, hence, 
not able to imprison those rays within it long enough to draw entire energy out of the 
incoming rays. Such an instant keyhole form causes a strong power rejection rate. 
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Figure 6.10: Total cumulative absorbed power 
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Lastly, Figure 6.11 displays three charts, each revealing the progress of three adaptive 
parameters, i.e., the number of issued rays, the average number of reflections per ray and 
the total number of reflections. They all from all charts fluctuate by logarithmic patterns 
markedly akin to those of the corresponding absorbed power in Figure 6.10. Looking at the 
middle curve of all charts, 624 rays are initially issued. The curves then rise and ultimately 
wave around 1600. All initiated rays make several reflections cumulatively in an order of 
up to 104 at the closing state as exposed in the three top curves. Considering the three 
bottom curves, every ray composes only one collision on the initial flat surface and leaves. 
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Figure 6.11: Adaptive quantities of initiated rays and reflections 
6.1.4. Volume Conservation 
In this work, workpiece volume is preserved via modifying the level set function to catch 
up with an expected volume based on an analytical model, described in Section 5.3.4. 
Figure 6.12 a) depicts an oscillating rate of volume loss or gain caused by collective 
computation inaccuracy for all three process simulations. Most of the time, extra volume 
must be given to compensate for unphysical loss. All three curves are usually kept beneath 
zero with varying linearly-sinking trends where the Gaussian case earns the largest 
diminishing rate and the donut case stays flattest. Figure 6.12 b) displays a volume loss 
rate due to evaporation for all three simulations. This quantity is a function of the keyhole 
wall temperature as explained in Section 5.3.4. The quantity from all three simulations 
seems strongly swinging without obvious trend over the entire course of simulation. 
Simulation Results 92
Time t (ms)















































0 6 12 18 24 30
Time t (ms)
0 6 12 18 24 30
Time t (ms)












Figure 6.12: Rate of volume loss or gain due to: a) numerical inaccuracy, b) evaporation 
6.1.5. Velocity and Temperature Profiles 
The main consequences of weld pool simulation are developing velocity and temperature 
profiles of molten metal inside the produced liquid bath. Figure 6.13 reveals the surface 
velocity vector field charts at three various timesteps, i.e. 0, 5 and 10 ms, for all three 
process simulations. The graded colour from blue to red represents the variation of 
velocity magnitude from 0 to 1,500 mm/s. Only vectors possessing a norm in excess of 
zero are drawn. The workpiece’s completely-solid portion, always standing still, will 
therefore never appear in any plots of the picture. Accordingly, nothing shows up in 
Figure 6.13 a) at the zero timestep where the workpiece is not yet heated. In 
Figure 6.13 b) and Figure 6.13 c), all six vector fields appear wholly incongruous. Some 
areas are particularly agitated while some seem gently moving. This is in excellent 
agreement with common expectation as laser irradiation, the main source of material 
melting and evaporation and hence motion, is typically inharmoniously distributed.  
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Figure 6.13: Surface velocity vector profile at three different timesteps: a) t = 0 ms, b) t = 5 ms, 
c) t = 10 ms 
Figure 6.14 illustrates vector profiles of the three following timesteps. Comparing with the 
prior timesteps, the swift regions, especially in Figure 6.14 c), look more dominant inside 
the keyholes. Besides, portions of melt departing the welding zone with large pace, the 
floating red pieces, can be observed in both Figure 6.13 and Figure 6.14, prominently in 
the Gaussian case. This evacuated melt will later become weld spatters after solidification. 
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Figure 6.14: Surface velocity vector profile at three different timesteps: a) t = 15 ms, b) t = 20 ms, 
c) t = Late timestep (26, 28 and 22 ms) 
The other simulation outcome, workpiece temperature, is illustrated in Figure 6.15 and 
Figure 6.16. Visually bounded to a broad limit from 300 to 3000 K encompassing almost 
all material phases from cold solid nearly up to vapour, workpiece surface temperature of 
all three process simulations at a number of discrete timesteps is graphically exhibited in 
those two figures. A green transparent shell, suggestive of an isosurface of the solidus 
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temperature, is incorporated into each plot to demonstrate the expanse of dynamic melt 
wrapping around a deeply-penetrating vapour keyhole. As anticipated, the temperature is 
undoubtedly soaring within the keyhole region, mostly above the boiling point, but 
diminutive in the surrounding vicinity. 
 
Figure 6.15: Surface temperature profile with solidification frontier at three different timesteps: 
a) t = 0 ms, b) t = 5 ms, c) t = 10 ms 
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Viewing all simulation cases from the start to the end, the weld pool is getting enlarged 
over time as the keyhole moving past through the component spreads out the material 
volume with escalating temperature. Anyway, the weld pool appearance and dimensions 
from different intensity profiles at the analogous time points turn out to be diverse 
although provided the same level of power input. 
 
Figure 6.16: Surface temperature profile with solidification frontier at 6 different timesteps: 
a) t = 15 ms, b) t = 20 ms, c) t = Late timestep (26, 28 and 22 ms) 
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Besides, temperature on some keyhole areas seems curiously low, as can be seen in the 
Gaussian case of Figure 6.16 a) or in the donut case of Figure 6.16 b), as the keyhole gets 
deeper. This discernment is ratified by Figure 6.17 depicting the temperature development 
at the keyhole bottom of all three process simulations. The temperature keeps tumbling 
over time with diversified slopes for different applied power intensity profiles. Regarding 
all three data curves of Figure 6.17, they begin with diverse temperatures of around 
4600, 4400 and 5700 K for the top-hat, donut and Gaussian cases, respectively, but 
similarly approach the boiling temperature at their simulation end. This is primarily caused 
by restricted accessibility of laser rays to the keyhole wall and bottom due to the massive 
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Figure 6.17: Temperature at the keyhole bottom 
6.2. Structure Simulation Results 
6.2.1. Distortion Evaluation Scheme 
Two deformation types, namely, longitudinal bending and transversal angular distortion 
depicted in Figure 2.3, are selected to gauge the malformation degree of the welded 
component. Due to the fact that both are perceptibly more prone to alteration given 
dissimilar temperature patterns than other disfiguring modes, they would allow for a 
clearer picture of how welding distortion is affected by variation of weld pool geometry. 
Figure 6.18 schematically demonstrates the specified lengths and locations of two 
measurement stripes lying on the plate top surface along (longitudinal) and across 
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Figure 6.18: Comparative distortion evaluation indicators 
Both properties must be signified by two comparative figures to show their association 
with the studied variables. Based on their shape, the longitudinal bending and transversal 
angular distortion can well be estimated by the curvature and angle, respectively [Rad02]. 
The measured bending data are fit into a circle equation, from which the curvature can be 
gained. The distortion angle is a contact angle between two linear lines composed by 
linear regression of two measured-data lines whose end is in touch with the weld seam. 
6.2.2. Longitudinal Bending 
Figure 6.19 shows five longitudinal bending curves of five cases whose volumetric 3D 
Gaussian heat source is of cylinder shape. The shorter heat sources visibly tend to cause 
greater bending. However, cylinder diameter variation does not seem to have much impact 
on bending as can be seen from the three upper curves, not much diverse from each other. 
Anyway, the narrower heat sources would arguably bring about larger bending. 
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Figure 6.19: Longitudinal bending from diversified cylinder shaped heat sources 
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The bending results of another five simulation cases with a heat source of cone-like shape 
are shown in Figure 6.20. As in the cylinder circumstance, higher degree of bending 
develops for the shallower cones. Furthermore, the bigger the cone opening angle, the 

























Figure 6.20: Longitudinal bending from diversified cone shaped heat sources 
The results of the last five simulation variants from the nail-head heat source category are 
illustrated in Figure 6.21. An obvious relationship between longitudinal bending and nail-
head heat source geometry is imperceptible. When ignoring the top curve, it can 
nonetheless be addressed that the huger the upper cone volume, the more the workpiece 
bends. The deviation of their bending degree is relatively wider than that of the cone 
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Figure 6.21: Longitudinal bending from diversified nail head shaped heat sources 
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For more comprehensive understanding of connection between longitudinal bending and 
weld pool form, three essential data from all fifteen simulation cases, namely, the heat 
source cross section area image, the weld pool cross section area image and the bending 
curvature value, are put together in Table 6.1. They are sorted after the bending curvature, 
acquired with the help of the calculation algorithm mentioned in Section 6.2.1, from 
maximum to minimum. Referring to all weld pool pictures, hot molten steel is indicated by 
the red coloured zone, in which temperature is equal to or beyond the material melting 
temperature of 1723 K.  
Table 6.1: Longitudinal bending curvature versus weld pool geometry 
The biggest longitudinal bending curvature value of 1.21·10-4 mm-1 is produced when the 
weld bath width is 7.7 mm and the depth is 2.3 mm. Meanwhile, the smallest bending 
curvature of 3.7·10-5 mm-1, which is smaller by more than three times, is obtained when 
the weld bath is approximately five times narrower at 1.4 mm and four times deeper at 
8.6 mm. Likewise, when exploring through all fifteen weld pool pictures throughout 
Table 6.1 one after the other, one recognisable relationship, appearing somewhat evident, 
is that the wider and shallower the weld pool is, the greater the longitudinal bending 
curvature is and vice versa. 
Rank Curvature κ 
(·104 mm-1) 
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6.2.3. Transversal Angular Distortion 
The line chart of Figure 6.22 contains five resultant curves each depicting how much, on a 
particular plane, the welded component after cooling down is angularly distorted across 
the weld bead. Every simulation applies a cylinder-shaped heat source. The tendency of 
the angular distortion degree versus cylinder-like heat source geometry is almost identical 
to that of the longitudinal bending shown in Figure 6.19 except that the shortest 3-mm-
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Figure 6.22: Transversal angular distortion from diversified cylinder shaped heat sources 
Distinctly observable from Figure 6.23, the relationship between the transversal angular 
distortion and cone heat source geometry is however completely reverse to that of the 























Figure 6.23: Transversal angular distortion from diversified cone shaped heat sources 
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How geometrically parameterising the nail head shaped heat source influences the 
angular distortion is exceptionally vague when closely looking at the diagram in 



























Figure 6.24: Transversal angular distortion from diversified nail head shaped heat sources 
The relevant numeric and pictorial data of all fifteen performed structure simulations are 
placed in Table 6.2 for better comparison by eye witnessing as in Table 6.1. Nevertheless, 
they are instead sorted after the estimated transversal distortion contact angle from 
maximum to minimum. 
Table 6.2: Transversal distortion angle versus weld pool geometry 
Rank Angle θ 
(°) 
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Table 6.2: Transversal distortion angle versus weld pool geometry (continued) 
Comparing Table 6.2 with Table 6.1, describing how the transversal distortion angle is 
associated with the weld pool shape is not as straightforward as in the prior case of the 
longitudinal bending curvature. Notwithstanding, the simulations producing three least 
angles—0.28°, 0.2° and 0.19°—two to five-fold beneath the rests have weld seams which 
are the slimmest and deepest among all. 
 
Rank Angle θ 
(°) 
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7. Simulation Model Validation 
7.1. Validation Scenario 
Both process and structure simulation models from Sections 5.3 and 5.4 must be proven 
their applicability in handling the specified numerical studies. So, two mapping 
simulations based on such two models were executed. All settings of both simulations are 
clarified in Sections 5.3 and 5.4 except the heat source parameters tuned after the 
experiment ones detailed later in this chapter. Their prediction outcomes will be assessed 
here in some aspects by direct comparison to the data gained from those two 
corresponding validating experiments addressed in Sections 4.2 and 4.3. 
7.2. Verification of Process Simulation 
7.2.1. Length and Width 
The mapping simulation used for the validation is that with the top-hat profile, (5.1), as 
per the manufacturer IPG Photonics. The weld pool length and width can be measured on 
a series of weld surface photos taken by the high-speed camera Phantom v5.1 as stated in 
Section 4.4.2. For the sake of practicable, reliable validation, five out of copious available 
shots are selected at random for comparison. Table 7.1 shows all those image results. 
Table 7.1: Experimental weld pool length and width of five samples by Phantom v5.1 











Sample 1  Sample 2  Sample 3  Sample 4  Sample 5 
Length Width  Length Width  Length Width  Length Width  Length Width 
BIAS ID 162842  
 
BIAS ID 162843  
 
BIAS ID 162844  
 
BIAS ID 162845  
 
BIAS ID 162846  
1.78 1.06  1.93 0.95  2.30 0.89  1.60 0.93  1.57 0.82 
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The big picture informs the weld pool location of all five samples and the dimension 
measurement technique while all five closed-up images are demonstrated below together 
with their measured dimensions. The weld pool length greatly varies from 1.57 to 2.3 mm 
while the width varies less from 0.82 to 1.06 mm. All sampled weld pools have a similar 
oval shape with varying size and proportion. What can be perceived more off the 
sequential pictures is the trendless development of the vapour keyhole diameter indicated 
by the white spot inside each black weld pool. The keyhole randomly expands or shrinks. 
Comparing Table 7.1 with Figure 7.1, the experimental weld pool shape closely resembles 
that from simulation after 27 ms of the welding process, the time at which the weld pool 



















Figure 7.1: Calculated weld pool shape from the top view after 27 ms 
Figure 7.2 illustrates the development of the simulated weld pool width and length as well 
































Figure 7.2: Evolution of the weld pool length and width and of the keyhole width from simulation 
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At 27 ms, the calculated weld pool width is equal to 1.02 mm, residing in the 
experimental range mentioned above, while the calculated length of 1.4 mm is slightly 
shorter than the minimum experimental one of 1.57 mm. Considering the keyhole width 
curve, it constantly swings up and down throughout the entire period and is thus in good 
agreement with the experimental keyhole appearance.  
7.2.2. Depth 
The weld pool depth is measured by the optical microscope Axio Imager as described in 
Section 4.4.2. The measurement result shown in Figure 7.3 is an image of a porous cone-
shaped weld cross section with a faintly-swollen upper part and a weld depth of 1.12 mm. 





Figure 7.3: Polished weld cross section picture captured by Axio Imager 
Seen from section B-B in Figure 7.4, an identical weld pool cross section shape is acquired 
by simulation after 27 ms. Besides, there also exists a big trapped gas bubble under the 



























Figure 7.4: Three plan views of the calculated weld pool shape after 27 ms 
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The development of both weld pool and keyhole depth from the simulation start to the 
end is exhibited in Figure 7.5. Once the keyhole had seemed unlikely to further penetrate 
after 27 ms, the computation stopped in accordance with one of the two computation 
termination criteria addressed in Section 5.3.4. At this supposedly-mature state, the weld 
pool depth is 2.1 mm nearly two times as deep as the experimental one. Regarding the 
keyhole depth curve, there appear several valleys implying that the vapour keyhole does 
not consistently stay open but repeatedly collapses by flooding of the metal liquid flowing 
around the keyhole. The flooding might also cause evaporated steel to be permanently 
contained within the weld pool and subsequently turn into weld singularities. 
Time t (ms)
























Figure 7.5: Evolution of the weld pool and keyhole depth from simulation 
7.3. Verification of Structure Simulation 
7.3.1. Thermal Calculation 
The mapping simulation used to validate the model is that with the heat source geometry 
adjusted after the experimental weld cross section known in advance. Figure 7.6 reveals 
both heat source shape and weld cross section results. The heat source has got a shape of 
a truncated cone whose upper radius, lower radius and height are 0.5, 0.32 and 8.35 mm, 
respectively. Considering the simulation outcome, the weld region is identified by the red 
colour representing liquid material with temperature greater than the melting point of 
1723 K. Being placed side by side for better visual comparison, the resultant simulation 
and experimental weld cross sections appear astoundingly identical in both truncated 
conical form and dimension aspects. The only slight dissimilarity is the amphora-like curve 
vaguely noticeable on the test specimen but not on the computational one. 
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volume (T > 1,723 K)
 
Figure 7.6: Comparison between the simulation and experimental weld cross section  
Apart from the weld shape observation, temperature monitoring has also been carried out 
at certain locations on the workpiece surface, that is to say, one at the plate centre and 
the other two at 3 mm and 9 mm away from the centre as depicted in Figure 7.7. The 
temperature was experimentally measured by the thermographic camera VarioCAM as 
explained in 4.4.4. The computed temperature progressions agree well with those from 
experiment at all measurement spots although slightly lagging behind the real measured 




























Figure 7.7: Comparison between the simulation and experimental temperature development  
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7.3.2. Mechanical Calculation 
Component deformation can be determined by establishing a profile of the z displacement 
over the top surface of the workpiece both before and after welding. The deviation 
between both displacement profiles is the actual welding distortion. In reality, as 
delineated in Section 4.4.3, the coordinate measuring machine (CMM) Crysta Apex C did 
the job for the experimental workpiece by probing along a quantity of predetermined 
straight measurement paths. As for validation of the longitudinal bending, three 160-mm-
long lines, placed in parallel with and gradually away from the weld seam, have been 
chosen as shown in Figure 7.8. The simulation results are in correspondence with those 
from experiment. The bending degree of all simulation results is, however, moderately less 
than that from experimental ones. According to Table 7.2, the curvatures, the bending 
scale indicator defined in Section 6.2.1, at all three locations from simulation are slightly 






































Figure 7.8: Comparison between the simulation and experimental longitudinal bending 
Another deformation type to be used in mechanical calculation validation is the 
transversal angular distortion. Three 40-mm-long measurement lines, arranged along the 
weld seam, have been selected to illustrate such distortion as shown in Figure 7.9. As in 
the bending case, the simulation and experimental results are to a certain extent in 
agreement. The experimental distortion angles are, nevertheless, greater than those from 
simulation. 
Simulation Model Validation 111 
Table 7.2: Distortion verification results 
According to Table 7.2, the deviations between the experiment and simulation distortion 
angles, the angular deformation extent indicator defined in Section 6.2.1, at both 
locations are comparatively wider than those in the former deformation mode. 
Y Coordinate (mm)

































Longitudinal Bending  Transversal Angular Distortion 
Location 
(mm) 
Curvature κ (·104 mm-1) Location 
(mm) 
Angle θ (°) 
Experiment Simulation Experiment Simulation 
10 0.46 0.42  50 0.80 0.66 
15 0.36 0.33  100 0.97 0.73 
20 0.27 0.24     
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8. Simulation Potentials to Welding Distortion Minimisation 
Optimising process parameters to achieve deformation-free laser welding by means of 
computation-based investigation fundamentally requires reliable mathematical prediction 
tools. As is commonly acknowledged, a predefined heat-generating source must be given 
for structure simulation to foresee welding distortion. Such a heat source can be 
estimated either by a conventional empirical method as exemplarily accomplished in 
Section 7.3.1 or by a numerical method like process simulation. The latter is preferred in 
terms of expenses as it needs no costly-experiment conduction but seldom adopted as it 
is presently not trustworthy enough. A model for process simulation has therefore been 
developed to broaden the insight of this research field and bring this helpful knowledge 
into industrial usages in the end. The potential of the developed process simulation model 
in several aspects will be discussed in this chapter. Subsequently, the parameterisation 
results of structure simulation from Section 6.2 will be reviewed to find out their potential 
in suppressing distortion in laser beam welding. 
Potential of the Developed Process Simulation Model 
The performance of all elements of the process simulation model depicted in Sections 6.1 
and 7.2 will be examined element by element. Considering the adaptive computation part, 
it proves to be very effective and essential. From Figure 6.3, that the node quantity in 
every simulation case ascends profusely throughout the simulation emphasises the 
necessity of automatic mesh adaption. Otherwise, a complete simulation may require far 
longer calculation time because a fixed mesh must be very fine and large enough to cover 
an entire computational domain known a priori. Analogously, CFL-based adaptive time 
stepping should be obligatory when looking at such three swinging trends in Figure 6.4. If 
not flexible, the timestep size has to be impracticably small to safeguard computation 
stability. Without both capabilities, executing a process simulation for just a few 
milliseconds of a laser welding process would take endless reckoning time. 
Laser energy is delivered to the workpiece by an introduced ray-tracing based algorithm, 
working flawlessly. The number of laser rays initiated by the algorithm, schematised in a 
procedural flowchart from Figure 5.3, is not predicatively predetermined as in other 
conventional ray-tracing procedures but varying after the geometry and discretisation 
fineness of the irradiated surface. Consequently, resulting power intensity should be 
evenly distributed on any arbitrary surface forms. This premise is, to a certain degree, 
proven correct by Figure 6.5, in which the resultant smooth, realistic top-hat, donut and 
Gaussian intensity profiles emerge on individual simple flat surfaces. Out of all three 
simulations, there is not even a tiny discretised piece inside the targeted circular regions 
free of irradiation as is supposed in reality. The necessity of an application of this surface-
dependent ray-issuing algorithm is implied in Figure 6.11. Of either intensity profile, the 
difference between the number of issued rays at the beginning and end is substantial 
approximately by three-fold. Such a great climb proves that any approaches based on 
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predetermination of the fixed ray number might not be appropriate. They may grant 
irrationally non-smooth or even meaningfully-misleading power intensity profiles if the 
surface form alters drastically or unexpectedly. The invented scheme’s achievement on 
more complex surfaces is reflected through those intensity patterns from Figure 6.6 and 
Figure 6.7. No matter how complicated the irradiated surfaces appear and whatever the 
laser caustic shape and intensity profile are can the programming routine convey power 
intensity precisely and efficiently. 
One benefit of deep-penetration welding is its humble power loss attributable to laser 
repercussion within the keyhole. So, how much the energy is absorbed depends strongly 
on keyhole appearance. The simulation outcomes from Figure 6.10 can very well explain 
this speculation. In the beginning, power actually earned by every simulation case is as 
poor as 30 percent because most power is reflected off such an initial planar surface. 
After some period of time, up to 90 percent of input power can be drawn out of incoming 
laser since a produced deep keyhole can hold entering rays long enough within it before 
leaving. Each simulation however needs different time until its stable power assimilation 
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Figure 8.1: Power absorptivity versus keyhole depth: a) Katayama’s experiment, b) top-hat profile’s 
simulation, c) donut profile’s simulation, d) Gaussian profile’s simulation 
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Figure 8.1 illustrates four scatter charts of power absorptivity plotted against keyhole 
depth. The results of all three process simulations in Figure 8.1 b), Figure 8.1 c) and 
Figure 8.1 d) will be evaluated against those of Katayama’s [Kat12], studying similar 
topics but experimentally, in Figure 8.1 a). The keyhole depth from Katayama’s work is 
represented by the weld cross section depth measured as in Figure 7.3. He carried out 
totally ten experiments with a fixed laser power of 2.5 kW and welding speed of 1 m/min. 
Half of theirs were conducted under an IPG-10000 fibre laser while the other half were 
conducted under a Trumpf-10003 YAG laser. The setup details and measurement results of 
all ten tests are illustrated in Table 8.1. 
Table 8.1: Katayama’s experiment details 
As seen from Figure 8.1 a), power absorptivity is around 30 percent on an initial flat 
surface and then rises in dependence of keyhole depth. However, the absorptivity is 
limited at 87 percent after a certain depth value of 3.9 mm is reached. This corresponds 
very well to all three simulation results in Figure 8.1 b), Figure 8.1 c) and Figure 8.1 d) in 
terms of the starting and ending absorption levels. What is contradictory is only the 
keyhole depth where full absorption occurs. Those three simulations have an equivalent 
ceiling-absorption depth of about 1.5 mm. The deviation is probably caused by difference 
in power input, 0.7 kW against 2.5 kW, or welding speed, 2 m/min against 1 m/min. 
Trapping greater incoming energy might need a deeper slot. Identically, changing laser 
beam translating velocity, possibly altering the vapour keyhole shape, would call for a 
dissimilar keyhole depth to draw out highest possible energy. This experiment-simulation 
analogy undoubtedly confirms the theoretical connectivity between the keyhole depth and 
Laser 
source 
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laser absorption degree mentioned earlier. In addition, it is learnt that there exists a 
ceiling-absorption keyhole depth for a certain process condition, which has to be achieved 
if efficient usage of power is one of the manufacturing requirements. 
When observing Figure 6.1, it is found that the top-hat, donut and Gaussian intensity 
profiles earn different keyhole depth development in spite of analogous process inputs 
such as power, welding speed, etc. The Gaussian profile provides the deepest keyhole of 
2.6 mm while the other two deliver an identical final keyhole depth of 2.1 mm with 
different development patterns. That the Gaussian profile is outstandingly giving better 
weld shape quality is due to its more concentrated intensity profile at the middle than 
that of the other two as shown in Table 5.4 and affirmed by their resultant computed 
intensity distribution in Figure 6.5. Dense power at the centre drives elevated temperature 
at the keyhole bottom, leading to strong evaporation and thus severe penetration there. 
Figure 6.17 compares the keyhole bottom temperature caused by those three intensity 
profiles. As expected, the keyhole root temperature engendered by the Gaussian profile is 
well above that of the other two by 1000 K at the process commencement. The gap is 
nevertheless getting narrower over time as the keyhole gets deeper. At full development, 
the bottom temperature of all cases likewise stays a bit above the boiling point because 
intense laser does not readily reach the bottom but is hindered and weakened before by 
flowing melt. This intensity-distribution dependent depth explanation is also valid to 






































Figure 8.2: Weld depth versus laser beam diameter: a) beam caustics in keyhole, b) chart 
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Figure 8.2 a) shows how the laser beam in each Katayama’s experiment is actually located 
in relation with the workpiece surface. As mentioned in Table 8.1, Katayama shifted the 
focus position vertically by an interval of 5 mm from -10 mm to 10 mm relative to the 
irradiated surface. Owing to the double-hyperbolic caustic shape of an ordinary laser 
beam, such shifting distorts the beam cross-section diameter and thus intensity profile 
encountered by the irradiated surface as revealed in Figure 8.2 a). The scatter plot in 
Figure 8.2 b) obviously exhibits an inverse linear relationship between the beam cross 
section diameter and weld depth. The bigger the beam cross section diameter, the less the 
laser power intensity and hence the penetration capability. 
Workpiece volume is conserved principally through incorporation of an extra corrective 
measure that adds or removes volume via modification of the level set function. 
Figure 6.12 a) recommends that this additional correction would be imperative. Otherwise, 
the workpiece may unexplainably lose its volume especially where immense evaporation 
takes place. Another volume-related quantity worth discussion is the lost volume due to 
evaporation. As is seen in Figure 6.12 b), the rate of evaporation fluctuates enormously. 
This happening results directly from temperature instability on the keyhole surface in both 
dimensions of time and space since the evaporative volume loss dictated by (2.8) depends 
solely on the surface temperature. By the way, the total amount of the lost volume can be 
worked out through this evaluation. 
According to Section 7.2, the keyhole shape obtained from simulation seemingly 
resembles that from experiment. The keyhole looks incontrovertibly unsettled with an 
abrupt form alteration driven by both vapour recoil back pressure and immensely-dynamic 
melt. The keyhole collapse by melt flood leading to gas bubbles trapped inside the melt is 
supposed to be a primary cause of pore formation. The premise of porosity in connection 
with keyhole instability entirely conforms with Pastor’s experimental investigation on 
porosity, underfill and magnesium loss during continuous-wave Nd:YAG laser welding 
[Pas99].  
The computed weld pool form also looks identical to the measured ones. Its simulated 
width wholly agrees with that from measurement. The calculated length, little too short 
by 10 percent comparing with the experimental length, may get longer if the simulation 
were continued seeing the length curve’s rising trend of Figure 7.2. This suggests that 
utilisation of the asymptotic keyhole depth criterion to stop a simulation could be 
unsuited to guarantee a quasi-steady-state mature weld pool form. The only unconvincing 
simulation result is the weld pool depth, virtually two times as big as the measured one. 
What could possibly be the reason of this deviation is exaggerated penetration of the 
vapour keyhole. There appear two possibilities, too much estimated evaporation and 
misplacement of the vapour volume, allowing a surreal deep keyhole. The former stems 
from an inaccurate analytical model, (2.8), or material properties determining the rate of 
evaporated mass, evapmɺ , as the workpiece mass preservation is governed through interface 
Simulation Potentials to Welding Distortion Minimisation 118
adjustment based solely on evapmɺ  as mentioned in Section 5.3.4. The latter is derived from 
careful observation on Figure 6.16. Even though gas bubbles were indeed periodically 
generated by virtue of keyhole collapsing, neither pores nor bubbles remain in the 
solidified part and liquid melt behind the keyhole. This could be due to no implementation 
of gas pressure inside those bubbles, so that they will always unrealistically shrink and 
disappear after a while being pushed by the surrounding melt. In consequence of mass 
conservation, the vanished volume has to add up elsewhere on the workpiece/gas 
interface. This will most likely permit excessive keyhole volume. Integration of an 
analytical gas pressure model or even numerical computation on the gas domain might 
rectify this irrational circumstance. 
Relationship between the Weld Pool Geometry and Welding Distortion 
To understand how welding distortion is affected by variation of weld pool geometries, 
the calculated longitudinal bending curvature, κ, of all fifteen simulations is plotted 
against the weld pool depth, d, and width, w, in a 3D chart as shown in Figure 8.3. The 
calculated transversal distortion angle, θ, is plotted in another chart in place of the 
bending curvature as illustrated in Figure 8.4, as well. Exhibiting variable relation trends, a 
curved surface is founded by making surface fitting with respect to all those fifteen data 
points using the second-degree polynomial equation. Moreover, the 3D surface chart is 
mapped onto a 2D multiple-line chart for better visibility. The horizontal axis is the weld 
pool width, w, the vertical axis is the deformation indicator, either bending curvature, κ, 
or distortion angle, θ, and the weld pool depth, d, is kept constant on each line. A deeper 
weld pool tends to cause greater bending if the weld pool is shallower than half of the 
plate thickness (d less than 5 mm for the plate thickness of 10 mm). On the contrary, a 
deeper weld pool tends to cause less bending if the weld pool is deeper than half of the 
plate thickness. Regarding the weld pool width, it is obvious that the bending curvature 
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Figure 8.3: Correlation diagrams between the longitudinal bending curvature and weld pool 
geometry 
The correlation between the transversal distortion angle and weld pool shape shown in 
Figure 8.4 is similar to that of the longitudinal bending curvature shown in Figure 8.3. The 
distortion angle is however more sensitive to the change in weld pool width, especially for 
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Figure 8.4: Correlation diagrams between the transversal distortion angle and weld pool geometry 
What is fairly apparent from both graphs is that the weld pool depth has contradictory 
effect on welding distortion if the depth is greater or smaller than half of the plate 
thickness. Volume expansion and contraction could be the primary reason behind such a 
conflict. For the former case where the depth is greater than 5 mm, material expansion 
and contraction take place inside both upper and lower halves of the weld. The deeper 
weld pool therefore causes less deformation as the longer volume expands and contracts 
more uniformly along the workpiece depth than the shorter one does and vice versa. 
Nonetheless, as long as a weld pool is shorter than half of the plate thickness, a deeper 
weld pool will conversely yield bigger deformation. It could be assumed that this is the 
case because the predominant non-molten lower part is able to restrict deformation when 
a weld pool is very shallow. 
When considering the effect of weld pool width on welding deformation, a wider weld 
pool will generate greater degree of longitudinal bending and transversal angular 
distortion. The reason is quite straightforward. A wider weld pool, by nature, means bigger 
volume of material expansion and contraction should be incurred and thus larger 
deformation would come accordingly. 
From the relationships between the weld pool dimensions and the distortion indicators 
found out and mentioned above, a deep, narrow needle-shaped weld pool should 
conclusively provide minimum distortion. 




This thesis has accomplished two distinguishing simulation works, which mutually aim at 
minimising welding distortion in laser beam welding through weld pool geometry tuning. 
One was the development of a smart mathematical process simulation model to 
fundamentally study the complex, dynamic behaviours of the generated keyhole and weld 
pool. The other was the parameterisation investigation with the help of structure 
simulation to establish a concrete relationship between the weld pool geometry and 
welding distortion. 
The process simulation model was effortfully developed by embedding all well-known 
process characteristics of laser beam welding such as laser multiple reflections, depth-
dependent power intensity profiles, temperature-dependent buoyancy effect, recoil back 
pressure of evaporated material, surface curvature effect and Marangoni force. 
Thermodynamic effects like evaporation, melting and solidification were all regarded as 
well.  
The model’s integrated adaptive mesh and timestep functionalities proved to be able to 
efficiently minimise computation time and thus be indispensable. Its incorporated laser 
power allocation algorithm could marvellously realise promising power intensity profiles 
on irradiated surfaces of arbitrary sophisticated shapes. Moreover, it was found that only 
ray tracing methods with surface-form dependent adaptive ray-quantity would be eligible 
for realistically delivering laser energy to such complex surfaces typically faced in deep-
penetration welding. 
What can be discovered from the process simulation results is that the keyhole depth has 
an influential effect on power absorptivity. The absorptivity is merely 30 percent for flat 
surfaces, rises in accordance with the deepening keyhole and is ultimately limited around 
90 percent as long as the keyhole depth has reached a certain value. The simulations also 
show enormous keyhole instability in the late keyhole development period, which is 
indicated with regular collapsing and gas bubble generations caused by overwhelming 
melt flow. Another finding is that keyhole and weld pool shapes can be modified by 
varying power intensity profiles. Among the top-hat, donut and Gaussian distributions, 
given the same laser power input, the Gaussian one allows the deepest keyhole as it offers 
comparatively more concentrated power intensity along the centre of the laser beam axis 
than the other two do. 
The invented model was experimentally verified through weld pool geometry comparison. 
The simulated weld pool form appears similar to those from the microscope and high-
speed camera images. The computed width and length are in good agreement with the 
measured ones. However, the simulated length seems that it could become slightly greater 
if the simulation had run longer. This would imply that the asymptotic keyhole depth 
alone might not be sufficient to address the full-development status of a weld pool. The 
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calculation result of the weld pool depth is, nevertheless, unimpressive. This could be 
caused by a combination of a too-simplistic analytical evaporation model and an omission 
of gas bubble pressure consideration. Therefore, more precisely calculated weld pool 
geometry should be available if additional simulation termination criteria are involved, a 
more accurate evaporation model is chosen and a gas bubble pressure model is 
implemented. 
The second task here was completed through carrying out fifteen laser welding structure 
simulations, in which heat source geometrical parameters were diversified. Their results 
demonstrate an apparent connection between the weld pool cross section shape and 
workpiece distortion. Both weld pool cross-sectional depth and width have a specific 
pattern of correlation with welding distortion. 
In case of the relationship between the weld pool depth and distortion, if the weld pool is 
shorter than half of the workpiece thickness, the deeper the weld pool is, the greater the 
workpiece deformation is. In contrast, if the weld pool is deeper than half of the plate 
thickness, the deeper the weld pool is, the smaller the workpiece deformation is. When 
considering the relationship between the weld pool width and workpiece distortion, the 
deformation will logarithmically increase as the weld pool gets wider. 
In conclusion from both simulation efforts, the weld pool that causes minimal distortion 
should be as deep (but not through) and narrow as possible. To realize such a weld pool 
shape, a laser source with high beam quality such as the Gaussian beam profile should be 
employed. In addition, a combination of proper welding power and speed should be 
settled to achieve at least the minimum keyhole depth that can draw out maximum 




[And78] Andersson, B. A. B.: Thermal Stresses in a Submerged-Arc Welded 
Joint Considering Phase Transformations. Journal of Engineering 
Materials and Technology Vol. 100 No. 4 (1978) 356–362 
[Ara98] Arampatzis, G.; Assimacopoulos, D.: Numerical modeling of 
convection-diffusion phase change problems. Computational 
Mechanics Vol. 21 No. 4 (1998) 409–415 
[Ary86] Arya, S. K.; Paramar, R. S.: Mathematical models for predicting 
angular distortion in CO2-shielded flux cored arc welding. 
Proceedings of the International Conference on Joining of Metals, 
December 19, Helsingør, Denmark (1986) 240–245 
[Aus08] Ausas, R. F.; Dari, E. A.; Buscaglia, G. C.: A mass-preserving 
geometry-based reinitialization method for the level set function. 
In: Cardona, A.; Storti, M.; Zuppa, C. (Eds.): Fluid Mechanics (A). 
Mecánica Computacional Vol. 27 No. 1 (2008) 13–32 
[Bal08] Balasubramanian, K. R.; Shanmugam, N.; Buvanashekaran, G.; 
Sankaranarayanasamy, K.: Numerical and experimental investigation 
of laser beam welding of AISI 304 stainless steel sheet. Advances in 
Production Engineering & Management Vol. 3 No. 2 (2008) 93–105 
[Bec88] Beckermann, C.; Viskanta, R.: Double-diffusive convection during 
dendritic solidification of a binary mixture. Physicochemical 
Hydrodynamics Vol. 10 No. 2 (1988) 195–213 
[Ble07] Bley, H.; Weyand, L.; Luft, A.: An Alternative Approach for the Cost-
efficient Laser Welding of Zinc-coated Sheet Metal. CIRP Annals - 
Manufacturing Technology Vol. 56 No. 1 (2007) 17–20 
[Bro91] Brown, S.; Christie, K.; Song, H.: Three dimensional finite element 
modeling of welded structures. In: Karlsson, L.; Johnson, M.; 
Lindgren, L. E. (Eds.): Proceedings of the IUTAM Symposium on 
Mechanical Effects of Welding, June 10, Luleå, Sweden (1991) 181–
188 
[Bus10] Buschenhenke, F.; Hofmann, M.; Seefeld, T.; Vollertsen, F.: Distortion 
and residual stresses in laser beam weld shaft-hub joints. Physics 
Procedia Vol. 5, Part B (2010) 89–98 
[Bus11] Buschenhenke, F.; Babaei, M.: Influence of joint geometries on 
distortion during laser beam welding of shaft-hub joints. In: 
Vollertsen, F. (Ed.): Strahltechnik. Proceedings of the IWOTE’11: 
International Workshop on Thermal Forming and Welding Distortion, 
April 6, BIAS-Verlag Bremen, Germany Vol. 41 (2011) 1–13 
 
 
[Cha86] Chakravarti, A. P.; Malik, L. M.; Goldak, J. A.: Prediction of distortion 
and residual stresses in panel welds. Proceedings of the Symposium 
on the Computer Modeling of Fabrication Processes and 
Constitutive Behavior of Metals, Ottawa, Ontario (1986) 547–561 
[Cho06] Cho, J. H.; Na, S. J.: Implementation of real-time multiple reflection 
and Fresnel absorption of laser beam in keyhole. Journal of Physics 
D: Applied Physics Vol. 39 No. 24 (2006) 5372–5378 
[Cho11] Chongbunwatana, K.; Vollertsen, F.: Influence of weld pool geometry 
on workpiece distortion during laser beam welding. In: Vollertsen, F. 
(Ed.): Strahltechnik. Proceedings of the IWOTE’11: International 
Workshop on Thermal Forming and Welding Distortion, April 6, 
BIAS-Verlag Bremen, Germany Vol. 41 (2011) 35–48 
[Cho68] Chorin, A. J.: Numerical solution of the navier-stokes equations. 
Mathematics of Computation Vol. 22 No. 104 (1968) 745–762 
[Cod98] Codina, R.; Vázquez, M.; Zienkiewicz, O. C.: A general algorithm for 
compressible and incompressible flows. Part III: The semi-implicit 
form. International Journal for Numerical Methods in Fluids Vol. 27 
No. 1–4 (1998) 13–32 
[Col11] Collins, J.; Gremaud, P.: A simple model for laser drilling. 
Mathematics and Computers in Simulation Vol. 81 No. 8 (2011) 
1541–1552 
[Daw92] Dawes, C.: Laser welding: A practical guide. Abington Publishing 
Cambridge (1992) 
[Dil05] Dilthey, U.: Welding Technology 2: Welding Metallurgy. Lecture 
Notes. Institut für Schweißtechnik und Fügetechnik, RWTH Aachen 
(2005) 
[Dix07] Dixon, J. C.: Appendix B: properties of air. The Shock Absorber 
Handbook, John Wiley & Sons, Ltd (2007) 375–378 
[Dum11] Dumbser, M.: A simple two-phase method for the simulation of 
complex free surface flows. Computer Methods in Applied 
Mechanics and Engineering Vol. 200 No. 9–12 (2011) 1204–1219 
[Enr03] Enright, D.; Nguyen, D.; Gibou, F.; Fedkiw, R.: Using the particle level 
set method and a second order accurate pressure boundary 
condition for free surface flows. In: Kawahashi, M.; Ogut, A.; Tsuji, Y. 
(Eds.): Proceedings of 4th ASME/JSME Joint Fluids Summer 
Engineering Conference, July 6, Honolulu, Hawaii, USA Vol. 2, 
Symposia, Parts A, B, and C (2003) 337–342 
[Gao09] Gao, Z.; Wu, Y.; Huang, J.: Analysis of weld pool dynamic during 
stationary laser–MIG hybrid welding. The International Journal of 
Advanced Manufacturing Technology Vol. 44 No. 9 (2009) 870–879 
 
[Gei09] Geiger, M.; Leitz, K. H.; Koch, H.; Otto, A.: A 3D transient model of 
keyhole and melt pool dynamics in laser beam welding applied to 
the joining of zinc coated sheets. Production Engineering Vol. 3 
No. 2 (2009) 127–136 
[Haf07] Haferkamp, H.; Meier, O.; Harley, K.: Laser Beam Welding of New 
High Strength Steels for Auto Body Construction. Key Engineering 
Materials Vol. 344 (2007) 723–730 
[Han04] Han, L.; Phatak, K.; Liou, F.: Modeling of laser cladding with powder 
injection. Metallurgical and Materials Transactions B Vol. 35 No. 6 
(2004) 1139–1150 
[Hir81] Hirt, C. W.; Nichols, B. D.: Volume of fluid (VOF) method for the 
dynamics of free boundaries. Journal of Computational Physics 
Vol. 39 No. 1 (1981) 201–225 
[Hu08] Hu, J.; Tsai, H. L.: Modelling of transport phenomena in 3D GMAW 
of thick metals with V groove. Journal of Physics D: Applied Physics 
Vol. 41 No. 6 (2008) 065202 
[Hug79] Hughes, T. J. R.; Brooks, A.: A multidimensional upwind scheme with 
no crosswind diffusion. In: Hughes, T. J. R. (Ed.): AMD. Finite element 
methods for convection dominated flows, ASME New York Vol. 34 
(1979) 19–35 
[Ins68] Institute of Welding: Control of distortion in welded fabrications. 
Institute of Welding London (1968) 
[Kar90] Karlsson, R. I.; Josefson, B. L.: Three-Dimensional Finite Element 
Analysis of Temperatures and Stresses in a Single-Pass Butt-Welded 
Pipe. Journal of Pressure Vessel Technology Vol. 112 No. 1 (1990) 
76–84 
[Kat12] Katayama, S.; Kawahito, Y.; Mizutani, M.: Latest Progress in 
Performance and Understanding of Laser Welding. Physics Procedia 
Vol. 39 (2012) 8–16 
[Ken87] Kenyon, W.: Basic Welding and Fabrication. Longman 1st ed. (1987) 
[Ki01] Ki, H.; Mohanty, P. S.; Mazumder, J.: Modelling of high-density 
laser-material interaction using fast level set method. Journal of 
Physics D: Applied Physics Vol. 34 No. 3 (2001) 364–372 
[Ki02] Ki, H.; Mazumder, J.; Mohanty, P.: Modeling of laser keyhole 
welding: Part II. simulation of keyhole evolution, velocity, 
temperature profile, and experimental verification. Metallurgical 




[Ki05] Ki, H.; Mohanty, P.; Mazumder, J.: A numerical method for 
multiphase incompressible thermal flows with solid-liquid and 
liquid-vapor phase transformations. Numerical Heat Transfer, Part B: 
Fundamentals: An International Journal of Computation and 
Methodology Vol. 48 No. 2 (2005) 125–145 
[Kni79] Knight, C. J.: Theoretical modeling of rapid surface vaporization with 
back pressure. AIAA Journal Vol. 17 No. 5 (1979) 519–523 
[Kri84] Krizek, M.; Neittaanmäki, P.: Superconvergence phenomenon in the 
finite element method arising from averaging gradients. Numerische 
Mathematik Vol. 45 No. 1 (1984) 105–116 
[Kyr99] Kyrsanidi, A. K.; Kermanidis, T. B.; Pantelakis, S. G.: Numerical and 
experimental investigation of the laser forming process. Journal of 
Materials Processing Technology Vol. 87 No. 1–3 (1999) 281–290 
[Li02] Li, M. Y.; Kannatey-Asibu, E. J.: Monte Carlo simulation of heat-
affected zone microstructure in laser-beam-welded nickel sheet. 
Welding journal Vol. 81 No. 3 (2002) 37S–44S 
[Lim93] Lim, J.: A computational analysis of deep penetration laser welding. 
The University of Arizona. (1993) 
[Lin01] Lindgren, L. E.: Finite element modeling and simulation of welding. 
Part 3: efficiency and integration. Journal of Thermal Stresses 
Vol. 24 No. 4 (2001) 305–334 
[Lin05] Lin, C. L.; Lee, H.; Lee, T.; Weber, L. J.: A level set characteristic 
Galerkin finite element method for free surface flows. International 
Journal for Numerical Methods in Fluids Vol. 49 No. 5 (2005) 521–
547 
[Lin88] Lindgren, L. E.; Karlsson, L.: Deformations and stresses in welding of 
shell structures. International Journal for Numerical Methods in 
Engineering Vol. 25 No. 2 (1988) 635–655 
[Liu05] Liu, W.: Finite element modelling of macrosegregation and 
thermomechanical phenomena in solidification processes. Doctoral 
thesis, Paristech, Ecole des Mines de Paris France (2005) 
[Lob77] Lobitz, D. Q.; McClure, J. D.; Nickell, R. E.: Residual stresses and 
distortion in multi-pass welding. In: Jones, R. F., Jr.; Armen, H.; Fong, 
F. T. (Eds.): Numerical Modeling of Manufacturing Process (1977) 
81–88 
[Löh07] Löhner, R.; Yang, C.; Oñate, E.: Simulation of flows with violent free 
surface motion and moving objects using unstructured grids. 
International Journal for Numerical Methods in Fluids Vol. 53 No. 8 
(2007) 1315–1338 
[Mah09] Mahrle, A.; Beyer, E.: Theoretical aspects of fibre laser cutting. 
Journal of Physics D: Applied Physics Vol. 42 No. 17 (2009) 175507 
 
[Mat93] Matsuhiro, Y.; Inaba, Y.; Ohji, T.: Mathematical Modeling of Laser 
Welding with Keyhole : Study on Modeling of Laser Welding (Part 
1). Quarterly Journal of the Japan Welding Society Vol. 11 No. 4 
(1993) 479–483 
[Mik09] Mikami, Y.; Morikage, Y.; Mochizuki, M.; Toyoda, M.: Angular 
distortion of fillet welded T joint using low transformation 
temperature welding wire. Science and Technology of Welding and 
Joining Vol. 14 No. 2 (2009) 97–105 
[Mor85] Morton, K. W.: Generalised galerkin methods for hyperbolic 
problems. Computer Methods in Applied Mechanics and Engineering 
Vol. 52 No. 1–3 (1985) 847–871 
[Mut06] Mut, F.; Buscaglia, G. C.; Dari, E. A.: New mass-conserving algorithm 
for level set redistancing on unstructured meshes. Journal of Applied 
Mechanics Vol. 73 No. 6 (2006) 1011 
[Na87] Na, S. J.; Lee, S. Y.: A study on the three-dimensional analysis of the 
transient temperature distribution in gas tungsten arc welding. 
Proceedings of the Institution of Mechanical Engineers, Part B: 
Journal of Engineering Manufacture Vol. 201 No. 3 (1987) 149–156 
[Näs91] Näsström, M.; Wikander, L.; Karlsson, L.; Johnson, M.; Lindgren, L. E.: 
Combined solid and shell element modelling of welding. In: 
Karlsson, L.; Lindgren, L. E.; Goldak, J. (Eds.): Proceedings of the 
IUTAM Symposium on Mechanical Effects of Welding, June 10, 
Luleå, Sweden (1991) 197–206 
[Ni95] Ni, J.; Incropera, F. P.: Extension of the continuum model for 
transport phenomena occurring during metal alloy solidification—I. 
The conservation equations. International Journal of Heat and Mass 
Transfer Vol. 38 No. 7 (1995) 1271–1284 
[Osh88] Osher, S.; Sethian, J. A.: Fronts propagating with curvature 
dependent speed: algorithms based on Hamilton-Jacobi 
formulations. Journal of Computational Physics Vol. 79 No. 1 (1988) 
12–49 
[Pan11] Pang, S.; Chen, L.; Zhou, J.; Yin, Y.; Chen, T.: A three-dimensional 
sharp interface model for self-consistent keyhole and weld pool 
dynamics in deep penetration laser welding. Journal of Physics D: 
Applied Physics Vol. 44 No. 2 (2011) 025301 
[Pap78] Papazoglou, V. J.; Masubuchi, K.: Analysis and Control of Distortion 
in Welded Aluminum Structures. Research Supplement. Welding 
Journal Vol. 57 No. 9 (1978) 251s–262s 
[Pas99] Pastor, M.; Zhao, H.; Martukanitz, R. P.; Debroy, T.: Porosity, underfill 
and magnesium loss during continuous wave Nd:YAG laser welding 
of thin plates of aluminum Alloys 5182 and 5754. Welding journal 
Vol. 78 No. 6 (1999) 207–216 
 
[Pen99] Peng, D.; Merriman, B.; Osher, S.; Zhao, H.; Kang, M.: A PDE-based 
fast local level set method. Journal of Computational Physics 
Vol. 155 No. 2 (1999) 410–438 
[Pes77] Peskin, C. S.: Numerical analysis of blood flow in the heart. Journal 
of Computational Physics Vol. 25 No. 3 (1977) 220–252 
[Pha04] Phanikumar, G.; Chattopadhyay, K.; Dutta, P.: Computational 
modeling of laser welding of Cu-Ni dissimilar couple. Metallurgical 
and Materials Transactions B Vol. 35 No. 2 (2004) 339–350 
[Plo05] Ploshikhin, V.; Prikhodovsky, A.; Makhutin, M.; Ilin, A.; Zoch, H. W.: 
Integrated Mechanical-Metallurgical Approach to Modeling of 
Solidification Cracking in Welds. In: Böllinghaus, T.; Herold, H. (Eds.): 
Hot Cracking Phenomena in Welds, Springer-Verlag 
Berlin/Heidelberg (2005) 223–244 
[Qin02] Qingyu, S.; Anli, L.; Haiyan, Z.; Aiping, W.: Development and 
application of the adaptive mesh technique in the three-
dimensional numerical simulation of the welding process. Journal of 
Materials Processing Technology Vol. 121 No. 2–3 (2002) 167–172 
[Rad02] Radaj, D.: Eigenspannungen und Verzug beim Schweiß: Rechen- und 
Messverfahren. Fachbuchreihe Schweißtechnik. DVS-Verlag 
Düsseldorf Vol. 143 (2002) 
[Ric73] Richter, F.: Die wichtigsten physikalischen Eigenschaften von 52 
Eisenwerkstoffen. Verlag Stahleisen Düsseldorf (1973) 
[Ric83] Richter, F.: Physikalische Eigenschaften von Stählen und ihre 
Temperaturabhängigkeit. Verlag Stahleisen Düsseldorf (1983) 
[Ros41] Rosenthal, D.: Mathematical theory of heat distribution during 
welding and cutting. Welding Journal Vol. 20 No. 5 (1941) 220–234 
[Run99] Runnemalm, H.: Efficient finite element modelling and simulation of 
welding. Doctoral thesis, Lulea University of Technology (1999) 
[Ryb78] Rybicki, E. F.; Schmueser, D. W.; Stonesifer, R. W.; Groom, J. J.; 
Mishler, H. W.: A Finite-Element Model for Residual Stresses and 
Deflections in Girth-Butt Welded Pipes. Journal of Pressure Vessel 
Technology Vol. 100 No. 3 (1978) 256–262 
[Ryb79] Rybicki, E. F.; Stonesifer, R. B.: Computation of Residual Stresses due 
to Multipass Welds in Piping Systems. Journal of Pressure Vessel 
Technology Vol. 101 No. 2 (1979) 149–154 
[Ryb81] Rybicki, E. F.; McGuire, P. A.: A Computational Model for Improving 
Weld Residual Stresses in Small Diameter Pipes by Induction 
Heating. Journal of Pressure Vessel Technology Vol. 103 No. 3 
(1981) 294–299 
 
[Ryb82] Rybicki, E. F.; McGuire, P. A.; Merrick, E.; Wert, J.: The Effect of Pipe 
Thickness on Residual Stresses due to Girth Welds. Journal of 
Pressure Vessel Technology Vol. 104 No. 3 (1982) 204–209 
[Ryb86] Rybicki, E. F.; Stonesifer, R. B.: A computational and experimental 
study of deformations in a draw bead welded pipe. Welding Journal 
Vol. 65 No. 4 (1986) 99s–108s 
[Sch05] Schmidt, A.; Siebert, K. G.: Design of adaptive finite element 
software. Lecture Notes in Computational Science and Engineering. 
Springer Berlin Heidelberg Vol. 42 (2005) 
[Set99] Sethian, J. A.: Level set methods and fast marching methods: 
evolving interfaces in computational geometry, fluid mechanics, 
computer vision, and materials science. Cambridge University Press 
2nd ed. (1999) 
[Sim98] Simo, J. C.; Hughes, T. J. R.: Computational Inelasticity. In: Marsden, 
J. E.; Sirovich, L.; Wiggins, S. (Eds.): Interdisciplinary applied 
mathematics. Springer-Verlag New York Inc. Vol. 7 (1998) 
[Su05] Su, Y.; Li, Z.; Mills, K. C.: Equation to estimate the surface tensions 
of stainless steels. Journal of Materials Science Vol. 40 No. 9–10 
(2005) 2201–2205 
[Sui12] Sui, L. J.; Xu, Z. W.; Wang, L.: Numerical simulation of GMAW 
process based on level set method. Advanced Materials Research 
Vol. 503–504 (2012) 65–68 
[Sun01] Sun, J. S.; Wu, C. S.; Sun, J. S.: Effects of welding heat input on 
microstructure and hardness in heat-affected zone of HQ130 steel. 
Modelling and Simulation in Materials Science and Engineering 
Vol. 9 No. 1 (2001) 25–36 
[Sus00] Sussman, M.; Puckett, E. G.: A Coupled Level Set and Volume-of-
Fluid Method for Computing 3D and Axisymmetric Incompressible 
Two-Phase Flows. Journal of Computational Physics Vol. 162 No. 2 
(2000) 301–337 
[Sus94] Sussman, M.; Smereka, P.; Osher, S.: A level set approach for 
computing solutions to incompressible two-phase flow. Journal of 
Computational Physics Vol. 114 No. 1 (1994) 146–159 
[Tan84] Tang, M.; Lou, Z.; Meng, F.: Application of dummy element to the 
prediction of welding deflection and analysis of end cracking. 
Proceedings of the International Conference on Quality and 
Reliability in Welding, September 6, Hangshou, China (1984) C12.1–
C12.5 
[Thy13] ThyssenKrupp Materials International GmbH: Material data sheet 
1.4301. Stahlkontor Hahn (2013) 
 
[Try01] Tryggvason, G.; Bunner, B.; Esmaeeli, A.; Juric, D.; Rawahi, N. Al-; 
Tauber, W.; Han, J.; Nas, S.; Jan, Y.-J.: A Front-Tracking Method for 
the Computations of Multiphase Flow. Journal of Computational 
Physics Vol. 169 No. 2 (2001) 708–759 
[Tsa95] Tsai, C. L.; Cheng, W. T.; Lee, H. T.: Modeling strategy for control 
welding-induced distortion. Journal of Minerals, Metals and 
Materials (1995) 335–345 
[Tsa98] Tsai, C. L.; Lee, B. N.; Cheng, W. T.: Design optimization of body 
braze joints. Proceedings of Sheet Metal Welding Conference 98, 
October 13, American Welding Society Troy, Michigan, USA 
Vol. Paper 4–5 (1998) 
[Ued86] Ueda, Y.; Nakacho, K.; Moriyama, S.: Simple prediction methods for 
welding deflection and residual stress stiffened panels. Transactions 
of JWRI Vol. 15 No. 2 (1986) 369–376 
[Unv92] Unverdi, S. O.; Tryggvason, G.: A front-tracking method for viscous, 
incompressible, multi-fluid flows. Journal of Computational Physics 
Vol. 100 No. 1 (1992) 25–37 
[Vol89] Voller, V. R.; Brent, A. D.; Prakash, C.: The modelling of heat, mass 
and solute transport in solidification systems. International Journal 
of Heat and Mass Transfer Vol. 32 No. 9 (1989) 1719–1731 
[Vol90] Voller, V. R.; Brent, A. D.; Prakash, C.; Electric, G.: Modelling the 
mushy region in a binary alloy. Appl Math Modelling Vol. 14 No. 6 
(1990) 320–326 
[Wan01] Wang, Y.; Tsai, H. L.: Impingement of filler droplets and weld pool 
dynamics during gas metal arc welding process. International 
Journal of Heat and Mass Transfer Vol. 44 No. 11 (2001) 2067–2080 
[Wei05] Wei, Y.; Dong, Z.; Liu, R.; Dong, Z.; Pan, Y.: Simulating and Predicting 
Weld Solidification Cracks. In: Böllinghaus, T.; Herold, H. (Eds.): Hot 
Cracking Phenomena in Welds, Springer-Verlag Berlin/Heidelberg 
(2005) 185–222 
[Yoo09] Yoon, J. W.; Bray, G. H.; Valente, R. A. F.; Childs, T. E. R.: Buckling 
analysis for an integrally stiffened panel structure with a friction 
stir weld. Thin-Walled Structures Vol. 47 No. 12 (2009) 1608–1622 
[Ytr96] Ytrehus, T.; Ostmo, S.: Kinetic theory approach to interphase 
processes. International Journal of Multiphase Flow Vol. 22 No. 1 
(1996) 133–155 
[Zei11] Zeiler, M.; Seefeld, T.; Vollertsen, F.: Influence of gap and edge offset 
on weld distortions by MIG-welding on aluminum alloys. In: 
Vollertsen, F. (Ed.): Strahltechnik. Proceedings of the IWOTE’11: 
International Workshop on Thermal Forming and Welding Distortion, 
April 6, BIAS-Verlag Bremen, Germany Vol. 41 (2011) 15–23 
 
[Zho06] Zhou, J.; Tsai, H. L.; Wang, P. C.: Transport phenomena and keyhole 
dynamics during pulsed laser welding. Journal of Heat Transfer 
Vol. 128 No. 7 (2006) 680 
[Zho08] Zhou, J.; Tsai, H. L.: Modeling of transport phenomena in hybrid 
laser-MIG keyhole welding. International Journal of Heat and Mass 
Transfer Vol. 51 No. 17–18 (2008) 4353–4366 
[Zie00] Zienkiewicz, O. C.; Taylor, R. L.: Finite element method (5th edition) 
volume 3 - fluid dynamics. Elsevier 5th ed. Vol. 3 (2000) 
[Zie05] Zienkiewicz, O. C.; Taylor, R. L.; Nithiarasu, P.: The finite element 
method for fluid dynamics, sixth edition. Butterworth-Heinemann 
6th ed. Vol. 3 (2005) 
[Zie91] Zienkiewicz, O. C.; Taylor, R. L.: Finite element method: solid and 
fluid mechanics: dynamics and non-linearity. McGraw-Hill 
Publishing Co. 4th ed. Vol. 2 (1991) 
[Zie95] Zienkiewicz, O. C.; Codina, R.: A general algorithm for compressible 
and incompressible flow—Part I. the split, characteristic-based 
scheme. International Journal for Numerical Methods in Fluids 
Vol. 20 No. 8–9 (1995) 869–885 
 
Some results, presented in this thesis, are developed through supervision of the following 
student project: 
- Klebba, F.; Kuschel, S.; Schultz, V.: Einfluss der Strahlqualität von Laserstrahlquellen 
auf den Bauteilverzug dünner Bleche 
 
