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1. Introduction
Birkhoff [4, problem 81] and Kaplansky [11] proposed independently in 1948 the problem of characterizing the lattice
C(K ) for K a compact Hausdorff space. This problem is popularly known as the problem 81 of Birkhoff since it belongs to a
list of open problems proposed in his venerable Lattice Theory. The ﬁrst solution of this problem was obtained by Heider [6]
in 1956 and a later solution was announced by Pinsker [14] one year later, although the nicest and purely lattice-theoretic
characterization is that of Anderson–Blair [2] in 1961 as a continuation of a previous work [1] published in 1959. There are
inner characterizations for the noncompact case by assuming richer compatible algebraic structures, namely for Φ-algebras
([10] or [13]), f -rings [3], Riesz spaces [12], -groups [7] or semi-aﬃne lattices [8]. However the unique approach appearing
in the literature in the framework of the lattices is that of Jensen [9], although the solution cannot be considered as intrinsic
in character, and therefore the problem seems to be still open. In this paper we suggest a solution of that problem: to give
an internal characterization of C(X) for a completely regular Hausdorff space X as a lattice.
The ﬁrst task consisting of ﬁnding a convenient topological space XL for a given lattice L uses a known standard proce-
dure. To ﬁnd conditions under which L embeds into C(XL) seems to be more diﬃcult even if we can use known conditions
for such an embedding of bounded functions. Also the step of ﬁnding conditions under which the embedding is onto C(XL)
is not too much simpliﬁed by using such results for bounded functions; we must characterize disjoint zero sets in XL and
separate them (in a strong sense) by members of L.
Throughout the paper, we shall use duality in the following sense: if D is a concept in a lattice, then the dual concept
D∗ consists in substituting suprema by inﬁma and vice versa in the concept D – see [4, p. 3].
Having the inclusion C∗(XL) ⊂ L we shall proceed to work separately in the positive part L+ and by duality in the
negative part L− , “merging” both lattices together we obtain the desired isomorphisms. For extension of embedding of
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collections.
All the lattices will be distributive.
Although the methods are similar to those of our previous two papers [7,8] (mainly in the second part of this paper),
we cannot assert that the present paper generalizes the previous ones, or that the previous results follow from those in
this paper. The space XL is deﬁned in all our three papers by means of different homomorphisms and embedding of L into
C(XL) must use different characterizations.
2. The Anderson–Blair approach
Every lattice C(X) contains all the constant functions into R, thus a copy of R as a sublattice. Such a condition may be
expressed without using reals, since it is well-known that every densely ordered countable chain with neither a ﬁrst nor a
last element is isomorphic to the lattice of rational numbers, and its conditional completion is isomorphic to R.
Deﬁnition 1. A distributive lattice L is said to be a real lattice provided that it contains a ﬁxed countable dense-in-it-
self chain with neither a ﬁrst nor a last element that is conditionally complete in L.
In other words, a real lattice is a pair (L, R), where L is a distributive lattice and R is a sublattice of L isomorphic to R.
In the sequel we shall identify R with R and usually denote a real lattice as L only.
A morphism (L,R) → (M,R) between real lattices is a lattice homomorphism L → M being identity on R. Since we
shall deal with such morphisms only, we shall call them homomorphism without additional speciﬁcations. Whenever a
homomorphism x : L → M is injective we say that L is a real sublattice of M . Real lattices L and M are isomorphic if there
exists a bijection x between L and M such that both x and x−1 are homomorphisms.
In the sequel XL denotes the set consisting of all homomorphisms from L onto R equipped with the initial topology
deﬁned by L (XL is a closed subspace of RL , thus it is realcompact). The natural mapping
ηL : L → C(XL), ηL( f )(x) = x( f ) ( f ∈ L),
is known as the spectral representation of L and it becomes a homomorphism of real lattices.
It should be noted that if L embeds into some C(X) then it embeds into C(XL) (since every homomorphism L → C(X)
factorizes via ηL ). Since we shall use that embedding rather often, we give a name to it:
Deﬁnition 2. A real lattice is said to be semi-simple if ηL : L → C(XL) is injective.
We shall denote by R = R ∪ {±∞} the two-points compactiﬁcation of R. Therefore XL is a subspace of the compact
Hausdorff product space R
L
.
By L∗ we mean the real sublattice of L consisting of its bounded elements, i.e. f ∈ L∗ iff there exist r, s ∈ R such that
r  f  s. Then, XL∗ is precisely the set of all homomorphisms L∗ → R that leave R elementwise ﬁxed. It follows that in
this case XL∗ is a closed, and therefore compact, subspace of RL
∗
.
Clearly, if L is semi-simple then L∗ is semi-simple. The converse does not hold (see Example 10) and one must add some
more conditions on L to ensure embedding of L into C(XL).
There is a canonical mapping eL : XL → XL∗ , namely the restriction of maps L → R to L∗ .
Lemma 3. The canonical mapping eL : XL → XL∗ is a topological embedding.
Proof. At ﬁrst we must prove that eL is injective. Let x, y ∈ XL be different homomorphisms. So there is f ∈ L with, say,
x( f ) < y( f ). For g = ( f ∨ x( f )) ∧ y( f ) ∈ L∗ we have x(g) = x( f ), y(g) = y( f ). Consequently, the restrictions of x, y to L∗
are different.
Since the mapping eL : XL → XL∗ is a restriction of the projection RL → RL∗ , it is continuous. Take now any f ∈ L and
an a,b ∈ R, a < b. All the sets G = {x ∈ XL: x( f ) ∈ (a,b)} form a subbase of XL . Clearly, G = {x ∈ XL: x(g) ∈ (a,b)}, where
g = ( f ∨ a) ∧ b. Thus G = XL ∩ {x ∈ XL∗ : x(g) ∈ (a,b)} and the last set {x ∈ XL∗ : x(g) ∈ (a,b)} is open in XL∗ . Consequently,
eL is a topological embedding. 
Next nice deﬁnition under which L∗ is semi-simple is due to Anderson–Blair [2].
Deﬁnition 4. A special R-lattice is a real lattice L satisfying
(a) for every r, s ∈ R and f ∈ L:
(a.1) f ∨ r  s > r implies f  s;
(a.2) f ∧ r  s < r implies f  s,
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(c) if f , g ∈ L and if, for all r ∈ R and all h ∈ L, g ∧ h r implies f ∧ h r, then f  g .
The conjunction of (b) and (c) is equivalent to the following condition (see [1, Deﬁnition 5.8]):
(b′) for every pair of elements f < g in L there exists r < s in R and h ∈ L such that f ∧ h r and g ∧ h  t for every t < s
in R.
Anderson–Blair stated and proved the following Lemma [2, Theorem 7]:
Lemma 5. L∗ is a special R-lattice iff L∗ is semi-simple (i.e., a real sublattice of C(XL∗ )).
Notice that h in (b′) can be chosen bounded (take (h∧ s)∨r) – thus L∗ is a special R-lattice provided L has that property.
Also, (b′) and (a.2) imply that for f < g there are r < s such that ( f ∧ s) ∨ r < (g ∧ s) ∨ r.
Example 10 shows that a special R-lattice need not be semi-simple, so it need not have a representation as a sublattice
of some C(X). Nevertheless, at least it has another useful representation.
Proposition 6. A real lattice is a special R-lattice iff it is embedded into the lattice C(XL∗ ,R).
Proof. The necessity is clear. So assume that L is a special R-lattice. We must extend every homomorphism x : L∗ → R to a
homomorphism x : L → R.
Take an f ∈ L bounded from below. Then all f ∧ n, n ∈ N, are bounded, the sequence {x( f ∧ n)}n is nondecreasing, and
we may deﬁne x( f ) = sup{x( f ∧ n): n ∈ N}. We shall now show that x is a homomorphism extending x deﬁned on all
elements of L bounded from below. The extension property and preserving of R are clear. The preserving ∨ and ∧ by x
follows from the known property for nondecreasing sequences {an}n, {bn}n:
sup(an ∨ bn) = supan ∨ supbn, sup(an ∧ bn) = supan ∧ supbn. (∗)
For any f ∈ L the elements f ∨ (−n) are bounded from below and we may extend x by assigning to f the number inf{x( f ∨
(−n)): n ∈ N} from R. The dual equalities to (∗) imply that x is a homomorphism L → R extending x.
Assume now that f < g in L. By the property (b′) there are r < s in R such that ( f ∧ s) ∨ r < (g ∧ s) ∨ r. Since L∗ is
semi-simple, there is x ∈ XL∗ with x(( f ∧ s) ∨ r) < x((g ∧ s) ∨ r). Consequently, x( f ) < x(g). 
The property of L to be a special R-lattice was not needed for the construction of the extension x.
Proposition 7. Let L be a special R-lattice. The conditions (i) and (ii) are equivalent:
(i) L∗ embeds into C(XL) under the mapping ηL∗ ;
(ii) L is semi-simple.
Furthermore, condition (i) is implied by
(iii) XL XL∗ = XL∗ ,
and if XL∗ has an open base composed of preimages by members of L of unbounded intervals in R, then both (i) and (iii) are equivalent.
Proof. (i) ⇒ (ii). If f < g in L, then there are r < s in R such that ( f ∧ s) ∨ r < (g ∧ s) ∨ r and thus, the bounded elements
( f ∧ s) ∨ r, (g ∧ s) ∨ r have different ηL-images. Consequently, also f , g have different ηL-images.
(ii) ⇒ (i) is trivial.
As to the second statement, the condition L∗ embeds into C(XL) under the mapping ηL∗ means (if L is a special R-lattice)
that two elements of L∗ coincide provided they coincide on XL (or, equivalently, on XL XL∗ ). That is surely true if XL is dense
in XL∗ , so (iii) ⇒ (i).
Lastly let us see that (i) ⇒ (iii) in case XL∗ has an open base composed of preimages by members of L of unbounded
intervals in R. Supposing XL XL∗ = XL∗ , there is h ∈ L∗ and r ∈ R such that, say, h−1(r,∞) is nonempty and disjoint with XL .
Then the functions h and h ∨ r are different and coincide on XL . Consequently, the condition (i) is not satisﬁed. 
The last proposition helps to characterize semi-simplicity. To use the implication (iii) ⇒ (ii) one must have a better
description of topology of XL , for instance that one mentioned in Proposition 7 or, even better, to have an open base
composed of cozero sets formed by elements of L (equivalently, of L∗). Recall that, for f ∈ L, one denotes by zero( f ) = {x ∈
XL: x( f ) = 0} the zero-set of f , and by coz( f ) = XL \ zero( f ) its cozero-set.
A possibility to have nice open bases follows from a condition called normality in [2]:
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for all α,β,γ , δ ∈ R with β < γ and for every f ∈ L∗ , there exist g,h,k ∈ L∗ such that g ∧ h α, β  h ∨ f , f ∧ k γ and
δ  k ∨ g .
By Lemma 9 in [2], normal lattices distinguish points of XL∗ in a strong sense, namely for every r, s ∈ R and every
x, y ∈ XL∗ there exists f ∈ L∗ with x( f ) = r, y( f ) = s. Consequently, normal L∗ distinguishes disjoint closed sets in XL∗ in
a similar strong sense. Thus cozero sets of elements of L∗ (L∗+ suﬃces) form an open base of XL∗ . By Stone–Weierstrass
theorem, L∗ is dense in C(XL∗).
We now have the following corollary of Proposition 7:
Corollary 9. If L is a normal lattice, then the following two statements are equivalent:
(i) XL∗ is a compactiﬁcation of XL ;
(ii) the spectral representation L → C(XL) is injective.
The next example shows that L need not be semi-simple even if it is a special R-lattice and L∗ = C(XL∗) (then XL cannot
be dense in XL∗ ).
Example 10. Deﬁne L = { f ∈ C([0,1],R): f −1(±∞) is a ﬁnite subset of [0,1/2]}. Then L∗ = C([0,1]), XL∗ = [0,1] and XL =
(1/2,1]. Clearly, L is a special R-lattice.
3. Semi-simplicity
As mentioned earlier, the equality L∗ = C(XL∗ ) does not guarantee an embedding of L into some C(X) (or equivalently,
semi-simplicity of L). We shall now ﬁnd conditions to get semi-simplicity of L. We shall start with an approach that is very
simple but uses systems indexed by R. From that reason we shall introduce another approach using countable chains only.
3.1. R-systems
The ﬁrst approach is a direct elementary procedure that gives embedding of L into C(XL). From some point of view it
may be more convenient (under our more general situation) than to modify known deeper results.
Deﬁnition 11. A real indexed family S = {Sr}r∈R of disjoint subsets of L satisfying ⋃ S = L is said to be an R-system in L
if for every r ∈ R the following conditions hold:
(a) Sr ∩ R = {r};
(b) if f ∧ g ∈ Sr , then either f ∈ Sr and g ∈ Ss for some s r or g ∈ Sr and f ∈ Ss for some s r;
(c) if f ∨ g ∈ Sr , then either f ∈ Sr and g ∈ Ss for some s r or g ∈ Sr and f ∈ Ss for some s r.
We shall denote S (L) = {R-systems in L}.
Given S ∈S (L), for every f ∈ L there exists a unique r fS ∈ R such that f ∈ Sr fS . As a consequence:
Lemma 12. For any S ∈S (L), the map xS : L → R, f → xS ( f ) = r fS becomes a homomorphism.
Proof. On the one hand xS cannot be ±∞ because ⋂ S = ∅ and ⋃ S = L, and the fact xS (r) = r for every r ∈ R follows
from Sr ∩ R = {r}.
Clearly, the conditions (b) and (c) of Deﬁnition 11 mean that xS preserves ﬁnite inﬁma and suprema. 
Corollary 13. There is a one-to-one correspondence between XL and S (L).
Proof. It is clear that every x ∈ XL coincides with xS , where S = {x−1(r)}r∈R . 
Now we can formulate the main result of this subsection:
Proposition 14. If L is a special R-lattice then L is semi-simple iff for every f ∈ L, r ∈ R, f = r, there exists some S ∈S (L) for which
f /∈ Sr (or equivalently⋂S∈S (L) Sr = {r} for every r ∈ R).
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use r < s and h ∈ L (as in (b′) below Deﬁnition 4) such that f ∧h r and g∧h  t for every t < s. In particular (g∧h)∨r = r,
and by Corollary 13 there exists x ∈ XL such that x((g∧h)∨r) = r. Since, ( f ∧h)∨r = r must be x(( f ∧h)∨r) = x((g∧h)∨r).
Consequently, the values x( f ), x(g) must be different. 
3.2. Dividing chains
We shall now show that it suﬃces to use countable chains for a characterization of semi-simplicity. First we recall the
concepts of a ﬁlter and an ideal.
Deﬁnition 15. A nonempty subset I of a lattice L is called an filter if the following conditions hold:
(a) if f  g with g ∈ I then f ∈ I;
(b) if f , g ∈ I , then f ∧ g ∈ I .
The dual concept is an ideal.
Deﬁnition 16. A subset F ⊂ L is said to divide a set B ⊂ L if F ∩ B = ∅, and B \F = ∅. It is said to be dividing if it
divides L∗ .
One can easily show that a ﬁlter F is dividing iff F ∩ R is a nonempty proper subset of R.
Lemma 17. For each dividing ﬁlter F in L there exists a (unique) rF ∈ R such that (rF ,∞) ⊂ F ∩ R ⊂ [rF ,∞) (intervals taken in
R). If F ⊂ G then rF  rG .
Proof. Since F is dividing, there is r ∈ R ∩ F and s ∈ R \ F . Since F is a ﬁlter, [r,∞) ⊂ F , (−∞, s] ∩ F = ∅. So, rF =
inf{r ∈ R: r ∈F} = sup{r ∈ R: r /∈F} is the required number. The rest of the assertion is clear. 
Recall that a ﬁlter F on L is said to be prime if f ∨ g ∈F , implies either f or g belongs to F .
Deﬁnition 18. A countable chain (with respect to inclusion) D of dividing prime ﬁlters in L is said to be a dividing
chain if
(a)
⋃
D = L;
(b)
⋂
D = ∅;
(c) every nonempty open interval in R is divided by some F ∈D .
The third condition implies that the set {rF : F ∈D} is dense in R.
Lemma 19. Let D be a dividing chain in L. For each f ∈ L we have sup{rF : f ∈F ∈D} = inf{rF : f /∈FD}.
Proof. If f ∈F \ G , then G ⊂F and thus s f = sup{rF : f ∈F} inf{rG : f /∈ G} = i f . If s f < i f then, by the third property
of dividing chains, there is H ∈ D with rH ∈ (s f , i f ). That is a contradiction since then f /∈H because rH > s f but at the
same time f ∈H since rH < i f . 
Now we can deﬁne homomorphisms from L into R.
Lemma 20. Let D be a dividing chain in L. For f ∈ L deﬁne xD( f ) = sup{rF : f ∈F}. The mapping xD is a homomorphism L → R.
Proof. Because of the ﬁrst two properties of dividing chains, the number xD( f ) cannot be ±∞. The fact that xD(r) = r for
every r ∈ R is clear.
We shall now show that xD preserves ﬁnite suprema. Let xD( f ) = r  s = xD(g). Clearly, xD( f ∨ g) s. If xD( f ∨ g) > s,
there exists F ∈ D with rF ∈ (s, xD( f ∨ g)). That means f , g /∈ F , which implies that f ∨ g /∈ F since F is prime. That
contradicts the fact rF < xD( f ∨ g).
We shall now show that xD preserves ﬁnite inﬁma. Let xD( f ) = r  s = xD(g). Clearly, xD( f ∧ g) r. If xD( f ∨ g) < r,
there exists F ∈ D with rF ∈ (xD( f ∧ g), r). That means f , g ∈ F , which implies that f ∧ g ∈ F since F is a ﬁlter. That
contradicts the fact rF > xD( f ∧ g). 
The converse assertion is easy.
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Proof. If x is a real lattice homomorphism of L into R, it suﬃces to put D = {x−1[q,∞): q ∈ Q}. 
The chain from the previous lemma is not determined uniquely. Instead that one suggested in the proof, one may take,
e.g., D = {x−1[q + √2,∞): q ∈ Q}.
Given a dividing chain D in L, we denote D+ =⋃{F ∈ D: rF > 0} (in a dual way we may deﬁne D− =⋂{F ∈
D: rF < 0}). Now we can set up the promised characterization of semi-simplicity:
Proposition 22. A normal lattice L is semi-simple iff for every h ∈ L∗ , h > 0, there exists a dividing chain D for which h ∈D+ .
Proof. The necessity is clear. To prove suﬃciency, we shall use Corollary 9. So it suﬃces to show that XL is dense in XL∗ ,
i.e. that every nonempty cozero set in XL∗ meets XL . Every cozero set is of a form coz(h) for some h ∈ L∗ , h > 0 and our
condition says exactly that there is x ∈ coz(h) ∩ XL . 
We can omit the strong condition that L is a normal lattice but must use a stronger condition for the chains. To simplify
formulations, we shall say that a dividing chain D is simple if rF , rG are different for different members F ,H from D .
It is easy to select a simple dividing chain from any dividing chain (in several ways).
Proposition 23. L is semi-simple iff it is a special R-lattice and for every f < g in L∗ there exists a simple dividing chain having two
elements F  G with f ∈ G , g /∈F .
Proof. By Proposition 7 it suﬃces to show that for every f < g in L∗ there is some x ∈ XL such that x( f ) < x(g). The simple
dividing chain from the assertion determines such a homomorphism. 
Remark. We do not know if it is possible to omit the condition (c) in the deﬁnition of dividing chains and keep Proposi-
tions 22 and 23. One needs that such chains can be changed and extended to dividing chains (with (c)). If such a possibility
holds, the procedure would exclude R from explicit using in characterization of homomorphisms L → R.
We can reformulate the problem by means of homomorphisms. The chains with the conditions (a) and (b) determine
two lattice morphisms z1 and z2 (taking sup or inf of corresponding rF ) that satisfy z1  z2 and z1(r) r  z2(r) for every
r ∈ R. To avoid (c), there should exist a homomorphism z : L → R with z1  z  z2. We conjecture such a homomorphism
does not exist in general.
4. Linked lattices
Before we start to show conditions for L to coincide with C(XL), we introduce a concept using of it will simplify the
process. We shall show L+ = C+(XL) and, using the dual procedure, we get L− = C−(XL). The next concept allows to put
both equalities together to get the requested equality L = C(XL).
Deﬁnition 24. A lattice is said to be linked if for any f ∈ L+, g ∈ L− such that f ∈ D+, g /∈ D− for no dividing chain D
(or equivalently, for any R-system S ∈S (L) we have f ∈ S0 provided g /∈ S0), there exists h ∈ L with h+ = f , h− = g .
The condition f ∈D+, g /∈D− means that coz( f )∩ coz(g) = ∅. So, a sublattice L of C(X) is linked if f + g ∈ L provided
f ∈ L+, g ∈ L− and coz( f ) ∩ coz(g) = ∅. The lattice C(X) is, clearly, linked.
5. Separation
A necessary condition for L to be isomorphic to C(XL) is the equality XL∗ = βXL , which means (provided L is semi-
simple and normal) that disjoint zero sets of XL have disjoint closures in XL∗ (or equivalently, are separated by an element
of L∗).
At ﬁrst we need a description of such pairs of zero-sets by means of L and then we must ﬁnd a convenient condition
for L to allow a separation of those pairs. Disjoint zero sets can be described by means of the Urysohn’s procedure that he
used for his construction of a separating function.
Deﬁnition 25. A subset C ⊂ L+ is said to be a cover if for every dividing chain D one has C ∩ D+ = ∅ (or equivalently,
for any R-system S ∈S (L) there exists h ∈ C such that h /∈ S0).
Clearly, C ⊂ L+ is a cover iff coz(C) =⋃{coz( f ): f ∈ C} = XL .
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normal and I ⊆ L+ , then zero (I⊥) = coz(I), and coz(I⊥) = int(zero(I)).
Now we shall consider the following transitive relations (used previously in [7] and [8], and heavily related with those
appearing in [1,3,15]):
Deﬁnition 26. For subsets I, J ⊂ L+ we denote:
(a) I ≺ J in case J⊥ ⊂ I⊥ .
(b) I  J in case I⊥ ∪ J is a cover.
(c) I  J in case I  J and there is a countable family C of subsets of L+ containing both I, J and having the property
that for every distinct P , Q ∈C there exists K ∈C with either P  K  Q , or Q  K  P .
We shall keep the same notation for the dual concepts in L− .
In the last item holds P  K  Q , or Q  K  P . It is not diﬃcult to prove the following assertions.
Proposition 27. If L is a semi-simple normal lattice, the following assertions hold for subsets I, J ⊂ L+:
(i) I ≺ J iff coz(I) ⊂ coz( J );
(ii) I  J iff coz(I) ⊂ coz( J );
(iii) I  J iff coz(I) and zero( J ) are functionally separated in XL .
Proof. (i) It is clear.
(ii) I  J iff I⊥ ∪ J is a cover iff coz(I⊥)∪ coz( J ) = XL iff coz(I⊥) ⊃ zero( J ) iff int(zero(I)) ⊃ zero( J ) iff coz(I) ⊂ coz( J ).
(iii) I  J iff there is a monotone system F of closed subsets of XL containing both zero(I), zero( J ) and having the
property that for F1, F2 ∈ F , F1 ⊂ F2 there is F ∈ F such that F1 ⊂ int(F ) ⊂ F ⊂ int(F2). That is equivalent (by Urysohn’s
procedure) to the fact that the sets zero( J ) and coz(I) are functionally separated. 
The symbol f  H  g for H ⊂ L, f , g ∈ L means that f is a lower bound and g an upper bound of H .
Next purely-lattice deﬁnition is inspired by an idea of Shirota [15].
Deﬁnition 28. L is said to be upper-separating provided any pair I  J in L+ satisﬁes the following condition:
if H ⊂ L, 0 H  h with 0< h ∈ L and H ≺ I , then there exists some k ∈ L such that H  k ≺ J .
The dual concept is lower-separating. In case L is both upper-separating and lower-separating, we shall say that L
is separating.
Theorem 29. Let L be a semi-simple normal lattice. L is upper-separating iff for any pair A, B of functionally separated subsets of XL
and for any h ∈ L+ , there exists k ∈ L+ , k h such that k = 0 on A and k = h on B.
Proof. By the previous proposition, the subsets A, B are functionally separated in XL iff there exist I, J , K ∈ L+ , I  K  J
such that
B ⊂ coz(I) ⊂ coz(K ) ⊂ coz(K ) ⊂ coz( J ) ⊂ XL \ A.
For any 0 < h ∈ L one can ﬁnd for every x ∈ coz(I) some fx ∈ L+ , fx  h such that fx(x) = h(x) and fx = 0 on zero(I), i.e.
coz( fx) ⊂ coz(I). Consequently, the set H = { fx: x ∈ coz(I)} h, H ≺ I . By upper-separation, there exists some k ∈ L+ with
H  k ≺ K . The continuity of k implies h  k on coz(I) and coz(k) ⊂ coz(K ) ⊂ coz( J ). From the last inclusion one derives
k = 0 on zero( J ). The inﬁmum of k with h gives the required function.
Conversely, let I  J and 0  H  h. If H ≺ I , then coz(H) ⊂ coz(I) ⊂ coz( J ). Because of the assumption there exists
k ∈ L+ , k h such that k = h on coz(H) and k = 0 on zero( J ). Clearly, H  k ≺ J . 
In previous theorem if we assume the dual hypothesis lower-separating the thesis holds for 0 > h ∈ L and k ∈ L− such
that h k.
For the next corollary (the main assertion of this section) we need a weaker form of separation: it suﬃces to use a
constant function h in Deﬁnition 28 (e.g. with the value 1).
Corollary 30. If L is semi-simple, normal and upper separating then XL∗ = βXL .
M. Hušek, A. Pulgarín / Topology and its Applications 158 (2011) 904–912 911Proof. Is enough to see that disjoint zero-sets in XL has disjoint closures in XL∗ . Let Z1 and Z2 be disjoint zero-sets in XL .
By upper-separation there exists k ∈ L+ such that k = 0 on Z1 and k = 1 on Z2. If we consider h = k ∧ 1 ∈ L∗ ⊆ C(XL∗ ),
we conclude that {x ∈ XL∗ : h(x) = 0} and {x ∈ XL∗ : h(x) = 1} are disjoint closed subsets of XL∗ containing Z1 and Z2
respectively. 
6. C∗-lattices
In the next step of our procedure we need the equality L∗ = C(XL∗ ). There are several lattice characterizations of such
an equality, we prefer to mention that one from [2] (but any other characterization may be used instead):
Deﬁnition 31. An ideal I of L∗ is said to be continuous in case for any 0 < r ∈ R there exists 0 < α < β < r in R,
k1,k2 ∈ L∗ and g ∈ I such that I  k1 ∨ k2, and if h ∈ I , g  h and ki ∧ α  h, then ki ∧ h β (i = 1,2).
The dual concept is a continuous filter.
Deﬁnition 32. A normal lattice L is said to be a C∗-lattice if every continuous ideal in L∗+ has a least upper bound in
L∗ and every continuous ﬁlter of L∗− has a greatest lower bound in L∗ .
Theorem 33. ([2, Theorem 9]) L is a C∗-lattice iff L∗ is isomorphic to C(XL∗) as a real lattice.
7. 2-complete lattices
To complete our procedure, we shall use suprema in L+ of certain locally ﬁnite sequences of functions.
Deﬁnition 34. A collection { fn}n in L+ is called 2-upper locally finite if there is a cover C ⊂ L+ such that for any
h ∈ C , h ∧ fn = 0 for at most two indices n.
L is said to be 2-upper complete if every 2-upper disjoint sequence { fn}n in L has a least upper bound ∨n fn in L.
The dual concepts are 2-lower locally finite and 2-lower complete respectively. In case L is both 2-upper
complete and 2-lower complete, we shall say that L is 2-complete.
Both C(X) and C∗(X) are, clearly, 2-complete. In fact, instead of the number 2 in the limit of corresponding n′s, one can
use ﬁnitely many, but we shall use just the special case for 2.
Theorem 35. Let L be a semi-simple C∗-lattice. L is 2-upper complete and upper separating iff L+ is isomorphic to C+(XL) as a lattice
preserving R+ .
Proof. Several times in this proof we shall use the identity L∗ = C(XL∗ ) following from the assumptions. Let f ∈ C+(XL),n
integer, and denote Zn = f −1[n,n + 1]. For n ∈ N there are continuous maps gn : XL → [0,n + 1] having values n+1 on Zn
and 0 on f −1([0,n− 1/3] ∪ [n+ 4/3,+∞)). Taking hn = f ∧ gn we have functions coinciding with f on Zn and being 0 on
f −1([0,n − 1/3] ∪ [n + 4/3,+∞)). The sequence {hn}n is 2-upper locally ﬁnite and, according 2-upper completeness, has a
supremum h ∈ L. Clearly, f  h and it suﬃces to show that f = h.
Assume that there is a point x ∈ XL with f (x) < h(x). To get a contradiction, we shall construct an element g ∈ L such
that g  h and hn  g for each n. Let x ∈ Zn and denote Tn = Zn−1 ∪ Zn ∪ Zn+1, Sn = Zn−2 ∪ Tn ∪ Zn+2. By our assumption
(upper separation) there is k ∈ L,k  h, coinciding with h on XL \ Tn and having zero value at x. There is some l ∈ L∗, l  h
coinciding with f on Tn and being zero on XL \ Sn . The function g = k ∨ l is a required function. 
8. The main result
Theorem 36. A real lattice L is isomorphic to C(X) for some completely regular space X iff :
(i) L is semi-simple;
(ii) L is a C∗-lattice;
(iii) L is separating;
(iv) L is 2-complete;
(v) L is linked.
Proof. Clearly, C(X) satisﬁes all the conditions above.
According Theorem 35 we know that L+ is canonically isomorphic to C+(XL) and L− is canonically isomorphic to
C−(XL). Take any f ∈ C(XL). Then f+, f− ∈ L and since L is linked, we know that f = f+ + f− ∈ L. The proof is com-
plete. 
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We shall now provide several examples shoving that one cannot remove any of the conditions in the main result (or to
weaken them substantially).
An example of L satisfying all the conditions of Theorem 36 except the ﬁrst one is given in Example 10.
In all the following examples, L is semi-simple and so, L is deﬁned as a sublattice of some C(X).
The next example shows that the second condition is needed.
Example 37. Let X be a discrete uncountable space and L = { f ∈ C(X): f (X) is at most countable}.
Then L is semi-simple, separating, 2-complete and linked, but not a C∗-lattice.
In the next examples, L is semi-simple and L∗ = C∗(X) (thus L∗ is a C∗-lattice). Then L is separated in a weak sense,
namely that any two disjoint zero sets in X are separated by a bounded continuous function.
Example 38. Let L = C∗(N) ∪ { f ∈ C(N): either f  1 or f −1}.
Then L is linked, 2-complete and not separating (no unbounded element can be zero on some nonvoid set).
One can take a non-pseudocompact X instead of N.
Example 39. Let L = C∗(N) ∪ { f ∈ C(N): | f (n)| n starting from some n0}.
Then L is not 2-complete but satisﬁes all the other conditions of Theorem 36. It is also closed in C(N) in uniform
convergence. The function n → 2n does not belong to L.
The previous example can be generalized to any non-pseudocompact space X instead of N. We improve it to get a closed
subalgebra by using ultimate polynomials from Example 3 in [5].
Example 40. Let L = { f ∈ C(R): there is a polynomial function P such that | f | P }.
Then L is a closed subalgebra of C(R) that contains all bounded continuous functions, it is separating and linked but not
2-complete. Again the function 2x does not belong to L.
The last example is easy.
Example 41. The 2-complete, separating and semi-simple C∗-lattice L = C∗(X) ∪ C+(X) ∪ C−(X) is not linked for non-
pseudocompact X , e.g. for X = N or X = R.
References
[1] F.W. Anderson, R.L. Blair, Characterization of certain lattices of functions, Pac. J. Math. 9 (1959) 335–364.
[2] F.W. Anderson, R.L. Blair, Representation of distributive lattices of continuous functions, Math. Ann. 143 (1961) 187–211.
[3] F.W. Anderson, Approximation in systems of real-valued continuous functions, Trans. Amer. Math. Soc. 103 (1962) 249–271.
[4] G. Birkhoff, Lattice Theory, AMS Coll. Publ., vol. 25, New York, 1948.
[5] W.A. Feldman, J.F. Porter, The order topology for function lattices and realcompactness, Internat. J. Math. 4 (2) (1981) 289–304.
[6] L.J. Heider, A characterization of function lattices, Duke Math. J. 23 (1956) 297–301.
[7] M. Hušek, A. Pulgarín, C(X) as a real -group, Topology Appl. 157 (8) (2010) 1454–1459.
[8] M. Hušek, A. Pulgarín, C(X)-objects in the category of semi-aﬃne lattices, Appl. Categ. Structures (2009), doi:10.1007/s10485-009-9219-y.
[9] G.A. Jensen, Characterization of some function lattices, Duke Math. J. 34 (1967) 437–442.
[10] G.A. Jensen, A note on complete separation in the Stone topology, Proc. Amer. Math. Soc. 21 (1969) 113–116.
[11] I. Kaplansky, Lattices of continuous functions II, Amer. J. Math. 70 (1948) 626–634.
[12] F. Montalvo, A. Pulgarín, B. Requejo, Riesz spaces of real continuous functions, Positivity 14 (3) (2010) 473–480.
[13] F. Montalvo, A.A. Pulgarín, B. Requejo, Zero-separating algebras of continuous functions, Topology Appl. 154 (10) (2007) 2135–2141.
[14] A.G. Pinsker, A lattice characterization of function spaces, Uspehi Mat. Nauk (N.S.) 12 (1957) 226–229 (in Russian).
[15] T. Shirota, A generalization of a theorem of I. Kaplansky, Osaka Math. J. 4 (1952) 121–132.
