In this paper we consider Newton-like methods for solving underdetermined systems of nonlinear equations with nondi erentiable terms. After presenting local convergence analysis for the methods, we prove a semilocal convergence theorem as well as uniqueness of solution in a generalized sense. Another semilocal convergence theorem for the Newton-chord method is also established. Finally a numerical example is given.
Introduction
Let H be an operator of R m into R n . We consider the system of nonlinear equations H(x) = 0;
x 2 D R m :
(1) If H is Fr echet di erentiable, then the standard technique for nding a solution of (1) There is much literature concerning convergence of the method (2) for the well-determined case m = n and H 0 (x k ) + = H 0 (x k ) ?1 . The method (2) for the overdetermined case m < n has been studied by Lawson and Hanson 13] , H au ler 11], Yamamoto 19] and others under rather strong assumptions. However, it seems that the underdetermined case m > n has received little attention, although Mart nez, Meyn, Walker and Watson have extensively discussed other types of iterations 14, 15, 17, 18] .
The underdetermined system arises in a variety of problems: A typical example is the system of nonlinear equations with parameter, which arises when one wants to solve the determined nonlinear equations in R n by continuation methods (cf. Allgower and Georg 1]). As the second example, we quote Mart nez's example 14] where the problem of nding an interior point of the polytope fz 0; Az = bg, A 2 R n m is described. Putting z = e x (z i = e x i ; i = 1; 2; :::; m); the problem reduces to that of nding a solution of the underdetermined nonlinear system Ae x = b.
As the third example, we consider a system of nonsmooth equations H(x) = min( (x); (x)) = 0; ; : R m ! R n :
This system is an equal formulation of the nonlinear complementarity problems (NCP) 
for i = 1; 2; ::n: Then it is easy to prove that
f is continuously di erentiable, g is continuous and k g k 1 =4. See 7] .
In 6,9,10], we treated the well-determined system having nondi erentiable terms which arises from discretizing a certain type of partial di erential equations. In 12], Heinkenschlo , Kelley and Tran dealt with nonsmooth compact xed point problems by splitting the nonlinear map into smooth and nonsmooth parts. If one wants to solve such nonlinear equations by the continuation methods, then underdetermined nonlinear equations with nondi erentiable terms must be considered.
Motivated by these examples, we consider the system of underdetermined nonlinear equations H(x) = f(x) + g(x) = 0; x 2 D R m ; (4) where m n; f : D R m ! R n is Fr echet di erentiable in an open convex set D 0 D and di erentiability of g : D R m ! R n is not assumed but g satis es the Lipschitz condition k g(x) ? g(y) k e k x ? y k; x; y 2 D 0 D (5) with su ciently small constant e.
For the case where m = n and f 0 (x) is nonsingular, the equations (4) where A(x) is an n n matrix which approximates f 0 (x). Some relevant results can also be found in Argyros 2, 3] , Argyros and Szidarovszky 4] .
In this paper, we consider the Newton-like method
H(x k ); k = 0; 1; 2; ::: : (6) where A(x) is an n m(m n) matrix which approximates f 0 (x); x 2 D 0 .
In Section 2, we prove that the convergence rate of the method (6) is q-linear.
In Section 3, we discuss semilocal(Kantorovich-type) convergence for the method (6) and establish uniqueness of solution in a generalized sense.
In 
Local Convergence
We rst give a local convergence theorem for the method (6) , with the use of the following two lemmas (cf. 13]). (i) the method (6) has a convergence ball S(x ; r), that is, for any x 0 2 S(x ; r), the sequence fx k g de ned by (6) belongs to S(x ;r),r > r, and converges to a solutionx 2 S(x ;r) and rank(A(x ))=rank(A(x )).
(ii) The sequence fx k g convergesq-linearly with rateq, that is, k x k+1 ?x k k x k ?x k q < 1; k 0:
(iii) If m = n, then we havex = x .
Proof. We assume that x k 2 S(x ;r), k 1. Then we have A(x k )A(x k ) + = I 2 R n n , x k?1 + t(x k ? x k?1 ) 2 S(x ;r) for t 2 0; 1] and This implies x k+1 2 S(x ;r). Furthermore, we have k x l ? x k k (q l?k + ::
Therefore, fx k g is a Cauchy sequence and converges to a pointx 2 S(x ;r). 
Semilocal Convergence
We establish a semilocal convergence theorem for (6) (ii) The sequence fx k g de ned by (6) lies in S for k 0 and converges to a solution x 2 S of the system of equations (4). Furthermore, fx k g satis es k x k ? x k t ? t k : (8) (iii) Let J = f 0 (x ); B =k J + k; N(J) = fu j Ju = 0g (the null space of J 2 R n m ) and P N be the orthogonal projection onto N(J). If Be < 1 and x is any solution of the system of equations (4) Remark 6. If m = n and A(x k ) is nonsingular for all large k, then we can see that the convergence rate of the method (6) is q-linear from the proof of (iii) of Theorem 4. However, in the case m > n, we can not give a locally q-linear convergence result in a standard sense that for a solution x of (4), there is a ball S(x ; r) with r > 0 such that for any x 0 2 S(x ; r) the method (6) converges q-linearlly to x . Here, the limit of the sequence fx k g may be different from x even if x 0 is su ciently close to x , Because of the singularity, there is no guarantee for uniqueness of solution. This is a major di erence between underdetermined and well-determined system. This causes us to use di erent technique to prove locally q-linear convergence. See the proof of Theorem 3. for (14) is more by n additions than for (10) .
It should also be remarked here that such an approach can not be applied to the method (6), since we can not assert x ? x 0 2 R(A + ):
A Numerical Example
In this section, we use the method (6) to solve a nonlinear complementarity problem.
Example 1.
We consider the following nonlinear complementarity problem: We rst formulate the problem as a system of underdetermined nonlinear equations with nondi erentiable terms H(x) =min( (x); (x)) = f(x) + g(x) = 0: See Section 1. Next, we solve the system by using A(x k ) = Remark 11. For using the method (6), we need to know how to construct generalized inverses. Methods for constructing generalized inverses of a given matrix can be found in 13]. For example, we consider the generalized inverse of an n m matrix A with rank r > 0. Let A = V P U T be a singular value decomposition of A, where V and U are orthogonal matrices of order n r and r m, respectively, and P =diag( 1 ; 2 ; :::; r ), i > 0; i = 1; 2; ::; r: Then A + := U P ?1 V T is the generalized inverse of A. We can also use some packages for nding a solution of the system of linear equations Ax = b where A is not necessarily square.
Final Comments
Finally, we note that for underdetermined system of di erentiable equations Mart nez 14] obtained another type of convergence theorem with the use of the \point of attraction" technique employed by Meyn 15] . The same technique may be applicable to (4) to obtain convergence theorems di erent from ours.
