Abstract Traditional explanation strategies in machine learning have been dominated by rule and decision tree based approaches. Case-based explanations represent an alternative approach which has inherent advantages in terms of transparency and user acceptability. Case-based explanations are based on a strategy of presenting similar past examples in support of and as justification for recommendations made. The traditional approach to such explanations, of simply supplying the nearest neighbour as an explanation, has been found to have shortcomings. Cases should be selected based on their utility in forming useful explanations. However, the relevance of the explanation case may not be clear to the end user as it is retrieved using domain knowledge which they themselves may not have. In this paper the focus is on a knowledge-light approach to case-based explanations that works by selecting cases based on explanation utility and offering insights into the effects of featurevalue differences. In this paper we examine to two such knowledge-light frameworks for case-based explanation. We look at explanation oriented retrieval (EOR) a strategy which explicitly models explanation utility and also at the knowledge-light explanation framework (KLEF) that uses local logistic regression to support casebased explanation.
Introduction
It is useful to divide work on explanation in case-based reasoning (CBR) into two categories (Cunningham et al. 2003) . There is the knowledge intensive approach where explanations are produced using explanation patterns that have been encoded in cases (Kass and Leake 1988; Armengol et al. 2001) and there is the knowledge light approach where explanation is achieved by revealing the case descriptions to the user (Evans-Romaine and Marling 2003; Leake 1996a; Lenz and Burkhard 1996) . These two very different strategies represent two quite different paradigms that have coexisted in CBR research since the beginning. The work described here belongs to the knowledge-light paradigm where CBR is viewed as a strategy for avoiding knowledge engineering effort by implicitly encoding knowledge in case chunks (Kriegsman and Barletta 1993) . In this paper we examine two frameworks for explanation in CBR that can be implemented with very little knowledge engineering effort.
We examine explanation oriented retrieval (EOR), a utility-based approach to explanation that is appropriate for weak-theory domains where the details of the causal interactions are not well understood, where all experts can provide is a sense of the direction of causal interactions (Doyle et al. 2006) . We also look at the knowledge-light explanation framework (KLEF) an approach to case-based explanation based on local logistic regression models .
The structure of the paper is as follows. In the next section we provide an overview of case-based explanation and outline the advantages. In Section 3 we present an explanation-oriented framework for case-retrieval. In Section 4 we show how the details of these cases can be assessed and selected for highlighting in explanation. An evaluation of KLEF is presented in Section 5 and the paper concludes with a summary in Section 6.
Case-based explanation
Machine learning techniques have been successfully used in knowledge discovery tasks but many of these models fail to present the detected patterns (knowledge) to the user in an interpretable manner. Although these systems have proved to be successful in terms of predictive accuracy, the lack of interpretability and transparency in the way they operate has been a major stumbling block in their application to real world tasks (Andrews et al. 1995) . People are understandably reluctant to accept without question machine derived predictions, particularly when there is no insight on how the prediction was produced or might be justified. These systems also fail from a knowledge discovery perspective in that the knowledge is inaccessible to the end user.
By providing explanatory feedback it is hoped that confidence in the system's prediction can be given to the end user. Explanations also provide the user with an insight into the problem domain since, by their nature, they seek to impart some form of knowledge to the user (Sormo et al. 2005) . However many state of the art machine learning techniques are inherently un-interpretable and lack transparency in the way they operate. Ensembles, support vector machines (SVMs) and neural networks are typical examples of such systems and all offer no prospect of direct transparent user feedback. Rule and tree based systems are often regarded as being inherently interpretable. The relevant rules or a tree structure can be presented to the end user as explanatory feedback and justification of its prediction. However in reality such systems often fail to offer convincing explanations. When applied to complex problems the complexity of the rules or tree structure also increases at the cost of their interpretability leading to complex and unconvincing explanatory feedback. This has been the experience of the knowledge-based Systems community (Majchrzak and Gasser 1991) .
Conversely CBR systems have an inherent transparency that has particular advantages for explanations as Leake (1996b) points out:
. . .neural network systems cannot provide explanations of their decisions and rule-based systems must explain their decisions by reference to their rules, which the user may not fully understand or accept. On the other hand, the results of CBR systems are based on actual prior cases that can be presented to the user to provide compelling support for the system's conclusions.
The type of explanations given by knowledge-light CBR systems and the insight they offer to the end user differ considerably from those found in rule-based and other approaches in a number of ways:
• Natural form of explanation Research in cognitive science and other areas suggests that explanation by analogy is a natural form of explanation in some domains and one people can quickly relate to (Gentner et al. 2003; Cunningham et al. 2003 ).
• Use of real evidence In CBR the user is presented with actual cases that represent past experiences. In most applications these cases are undoubtedly true and so their validity is not in question, this is the great strength of case-based explanations. Users who are unfamiliar or suspicious of a system are more likely to be convinced by explanations that contain factual evidence than by unsupported rules.
• Fixed and simple form of explanation CBR explanations avoid the interpretability versus fidelity trade off that can plague some other techniques. The type of explanation presented to the user is independent of the complexity of the problem, it is always simply the presentation of a case. However, given that the number of features that might be present in a case can sometimes be quite large it may be necessary, in some applications, to apply filtering to the presentation of feature values in order to maintain the explanation's interpretability and draw attention to the particularly salient details of the case.
The major challenge with case-based explanations lies in ensuring the perceived appropriateness of the presented cases to the validity of the prediction. The task of ensuring that the cases are deemed appropriate and convincing can be broken down into two distinct stages:
• The selection of cases to present to the user: The major driving force for the provision of explanations is to offer a justification for a prediction. The goal of providing a convincing argument may not always be best served by supplying the user with the nearest neighbors. Convincing explanations are domain and user dependent (Sormo et al. 2005) , and this should be reflected in the case retrieval process. Taking the domain and user details into account, the retrieval process should be adjusted to select the cases that form the most convincing argument.
• Explaining the details and relevance of retrieved cases: This is an issue that has recently received a lot of attention in the CBR community. In CBR explanations, the ability of the user to make meaningful comparisons between feature values in the query and the retrieved explanation cases is of critical importance to the success of the explanation. CBR systems are not wholly transparent and much domain knowledge can be contained within the similarity metrics used in the system. It is implicitly assumed in simple CBR explanation systems that the user has this same domain knowledge and so the appropriateness of the explanation case is clear. However, this may not be the case and the relevance of the retrieved case may be lost on novice users. By providing users with extra explanatory feedback further insights into the problem are given in addition to further reassuring the user.
In later sections we will discuss each of these tasks in turn focusing on recent research that has been done in each area but first we examine our knowledgelight approach to explanation in terms of Richter's knowledge containers framework (Richter 1998 ).
Knowledge containers the case-base reasoning
A useful analysis of CBR from a knowledge perspective is Richter's knowledge containers model (Richter 1998) . This model identifies that knowledge in a CBR system can reside in one of four containers:
• Vocabulary the attributes and predicates that can be used to describe the cases.
• Similarity knowledge the knowledge that is used during case retrieval to identify similar cases.
• Adaptation knowledge the knowledge that is used to transform retrieved cases (if required) to conform to the problem under investigation.
• Case-base the cases themselves that describe examples or episodes.
The fact that CBR systems have this structure is important from an explanation perspective because it allows the user to consider the relation between cases (RothBerghofer 2004) . The CBR idea is based on examples and a means of assessing the similarity or differences between examples. Thus the recommendation of a decision support system can be explained by presenting similar cases that motivate the recommendation. In addition, users can derive insight from similar cases that have different outcomes.
The extent to which a CBR system is useful for insight and knowledge discovery depends to some extent on the approach to case acquisition. There are two models for case acquisition in CBR:
• Gold standard cases cases are carefully selected/crafted (often by a committee) to ensure good coverage of the problem domain; normally a small number of cases can cover the commonly occurring problems.
• Naturally occurring cases there is no manual case-selection process; instead, the addition of cases to the case-base is managed by a case-base maintenance/learning process often without human intervention.
In the first scenario cases are produced through knowledge engineering, in the second by a data mining process.
Symptoms
Treatment Outcome A B Fig. 1 In developing a CBR system for medical decision support, a key design decision is the question of whether the system captures expert decision making (A) or attempts to predict treatment outcomes (B)
The final aspect we wish to emphasise is the type of behaviour a case captures. The focus may be on capturing an expert decision making process or on capturing the behaviour of a complex system (see Fig. 1 ). On the one hand, a CBR system may wish to capture underwriting decisions in a bank or therapy decisions in a hospital. On the other hand it may wish to predict outcomes associated with underwriting decisions or the prognosis for a set of symptoms. Explanations with these alternatives would be as follows:
• Capturing expert decision making The system recommends that Patient X should be discharged because Patient Y with similar symptoms was discharged.
• Capturing the behaviour of a complex system The system recommends that Patient X should be admitted because Patient Y with similar symptoms to the current case was discharged and required readmission within 2 days.
Clearly the potential to gain insight is greater with the second scenario rather than the first. In this second scenario the CBR is discovering knowledge in data and explaining it. In this paper we discuss CBR systems that are:
• Knowledge-light, • Built on naturally occurring cases, and • Capture the behaviour of a complex system.
Explanation oriented case retrieval
The obvious way to provide explanations in CBR is to display to the user the case most similar to the target case. Some of our past work has shown that this type of explanation is considered more convincing than that provided by rule based systems (Cunningham et al. 2003) . More recently we have discovered that the nearest neighbour may in fact not be the most convincing case to use as an explanation for a classification (Doyle et al. 2004) . In this section we will look at the idea of a fortiori arguments and consider how this principle might help select more convincing cases to use in explanation. The concept of providing a fortiori case-based explanation was originally implemented using especially designed utility measures (Doyle et al. 2004 ). This work was later extended using alternative methods based on direct use of similarity measures and also using localised models (Cummins and Bridge 2006; ). We will now look at how we can use explanation utility measures to produce more convincing a fortiori explanations before in Section 4.8 describing a framework which uses local models (KLEF). Most parents are familiar with the use of a fortiori arguments by children. 1 A fortiori arguments are used to argue a case beyond reasonable doubt. Let us consider an example of a child using an a fortiori argument to plead their case to see the latest Harry Potter movie. Figure 2 shows an example of a child called Mark (the triangle) who wants to see the latest Harry Potter movie. The circles represent the children who have seen the movie and the squares the children who have not. Mark knows that Kate is the closest in age to him and she has seen the movie. But Mark knows that the older you are the more likely you are to be allowed to see the movie. If Mark were to use Kate as an argument to convince his parents to let him go to the movie, there is a possibility that Mark's parents can argue that Mark is still a little too young to go. However Mark knows that if he uses John who is younger than him as his argument to see the movie, he has a stronger case.
The above example shows that the most similar situation is not always the most convincing situation to support an argument. In the above situation, picking a child between himself and the perceived decision boundary (Mark does not know the exact cutoff age, but knows the younger you are the less likely you will not be allowed go) Mark was able to strengthen his case. Similar to the above example, we believe that when supporting a classification in CBR, the most similar neighbour to a target problem case is not necessarily the most convincing case to support the classification.
Explanation oriented retrieval
We have developed a system that attempts to select a more convincing case than the most similar neighbour. A major step in this process is to use explanation utility measures (Doyle et al. 2004) . These measures are dependent on the classification of the case being explained. Figure 3 shows the explanation utility measure for the feature Age when the classification is Allowed to See Harry Potter. When calculating the utility between a case x and a query case q, if the age of x is older than q, the utility measure for age is in the range of 0-1. However if q is older than x the utility is 1. Therefore the utility for the 'Allow' argument works by favouring younger cases than the query case. Alternatively when trying to argue that someone should not be allowed to the cinema an alternative graph that favours older cases would be used.
Once the utility measures for each feature and classification combination has been defined, the most convincing case to support a particular classification is selected using the following process:
1. Get nearest neighbours 2. Perform classification using nearest neighbours 3. Select explanation utility measures to use based on classification 4. Reorder nearest neighbours of the same class using selected explanation utility measures It should be noted that different sets of explanation utility measures can be defined for different people. It may be that some people prefer a case that is close to the nearest neighbour, while others may prefer a case that is closer to the perceived decision. In the example above all cases where the explanation case is younger get an equal utility of 1. There may be cases were we wish to have explanation cases that although younger are still reasonably close to the query case. This can easily be achieved by adjusting the shape of the utility measure. More information on using utility neighbours can be found in Doyle et al. (2006) .
Nearest unlike neighbour
An important issue in decision support systems is the idea of providing some measure of confidence in the prediction of the system (Cheetham and Price 2004) . This can help in promoting user-acceptance of the system and it can also alert the user to situations when the prediction may be wrong. An idea we are currently looking at is to display the nearest unlike neighbour(NUN) to help in this direction. If the NUN is quite different to the query case it should give confidence that the prediction is robust. If the NUN is very similar to the query case, that should alert the user to the fact that the query case is close to the border. In addition, since the decision surface is between the NUN and the explanation case, it offers some insight into the features that influence classification in that part of the problem space. This adapted explanation process reflects the issues we raised in Section 2 that providing explanations is a domain and user specific task. The structure of the explanation should reflect the purpose for which it is being used. Sormo et al. (2005) highlight a number of distinctly different tasks for which explanations can be used, for each of these the requirements of the explanation are different.
EOR example
We have done some research on using case-based techniques to predict bloodalcohol levels (Cunningham et al. 2003) . This task has many of the characteristics of typical medical decision support problems and it is possible to gather a significant number of cases using our own resources. In this domain there are two tasks, there is the regression task of predicting the blood-alcohol level and the classification problem of predicting if a person is under or over the legal drink driving limit. Table 1 shows an example from this domain.
In this situation the nearest neighbour is very similar to the query case. However as the nearest neighbour has consumed less alcohol than the query case, there is the possibility that the query case could be over the limit, i.e. that the decision surface is between the nearest neighbour and the query case.
However the case selected using the explanation utility measures, the explanation case in the table, has consumed more alcohol than the query case and is still under the limit. This adds support to the prediction that the query case is under the limit. In this situation the Weight of the explanation case is also less than the query case. This also supports the argument given that the lighter a person is(all other factors being constant) the higher their alcohol level.
In this example the cases only differ in two dimensions, units consumed and weight. This allows us to represent the situation graphically as shown in Fig. 4 . From our understanding of the way in which features influence blood-alcohol level we expect that the decision boundary is somewhere 'north west' of the NUN. Without knowing about the explanation case it is just possible that it could lie between the query case and the Nearest Neighbour. Knowing of the existence of the explanation case gives use the assurance that the decision boundary must be on the far side of it (from the query case). This is a knowledge-light approach to explanation that works in weak theory domains. The knowledge engineering required involves expressing the direction of causal interaction as utility measures as shown in Fig. 3 . The return on this is that the system can show explanation cases and NUN to the user as described in Table 1 .
Explaining cases
As has been made clear in Section 1 much of the knowledge in a CBR system is contained within the vocabulary that describes the cases and the similarity measures. However it is also clear from Section 2 that the knowledge captured in each of these containers is not always transparent to the user. Recently much work has been done in overcoming these problems. In this section we discuss different approaches to tackling this problem. We begin in Section 4.1 with a review of some fundamental work in the area, we then review our KLEF approach in Section 4.2.
Explaining feature-value effects
The issue of transparency is one that McSherry has addressed in his ProCon System (McSherry 2003) . McSherry has focused on making the relationship between the feature values within a case and its predicted value explicit. He argues that simply presenting the feature values in the most similar cases may be misleading. The relationship between feature values and the predicted value may not always be a positive one; the presence of some feature values may in fact be evidence against the prediction. Simply supplying the user with a case may lead them to incorrectly infer the relationship between feature-values and the prediction. To combat this McSherry provides the user with extra relational information about the case feature-values and the predicted class-value. To infer the feature-values to class-value relationships a Naïve Bayes model is built on the entire training set and from this the relational information is derived. Using the Naïve Bayes model it is possible to infer the effect of different feature-values and so inform the user whether a particular feature-value is a supporter or opposer of a given prediction. In Table 2 we can see an example of the ProCon-2 system's output as seen in McSherry (2003) . Techniques for emphasising relevant features based on a classification are also used in the HYPO (Ashley 1987 (Ashley , 1991 and CATO (Ashley and Aleven 1997) 
ProCon-2:
Please describe the target problem.
User:
weight=79, duration=90, sex=male, meal=full, units=10.1
ProCon-2:
The 3 most similar cases are: Case 13: 79, 240, male, full, 9.6, over-limit(0.97) Case 26: 73, 120, male, full, 9, not-over-limit(0.96) Case 56: 79, 120, male, full, 7.2, not-over-limit(0.96) The predicted outcome is: over-limit. User: why ProCon-2:
Features of the target problem that SUPPORT the prediction: units=10.1 Features of the target problem that OPPOSE the prediction: weight=79 duration=90 sex=male meal=full The most similar case is:
Case 13:79, 240, male, full, 9.6, over-limit The outcome in this case was over-limit in spite of the opposing evidence that: weight=79 sex=male meal=full systems. In both these system the cases are more complex in nature and contain text describing the details of legal cases which can be used to form arguments as to whether or not a particular legal action will be successful. It is hoped that by communicating important features in free text along with the selected case will help improve users confidence in a system.
Explanations and context
The context in which an explanation is used and the desired effect greatly influence the way in which an explanation should be derived and structured (Sormo et al. 2005) . We can see in McSherry's work that the provision of additional information describing the relationship between feature-values and outcome has the potential to greatly enhance the information conveyed in CBR explanations. The explanations provided by this system is designed to convince the user that the system's prediction is correct. Another goal of providing users with explanations is to maintain user confidence in a system that might well be imperfect. This means providing an explanation that allows the user to reassure themselves that a mistake is not being made. This is the goal for which the KLEF framework is well suited.
CBR systems provide localised solutions derived from cases retrieved specific to the query case. This means that the use of a global model may not always be suitable.
The local approach taken in CBR makes it applicable to problems where influences can be local rather than uniform across the problem domain. In such cases the use of a global model to describe the interactions of features may fail to capture local behaviour. Some features may be more important in some areas of the feature space and not at all relevant in other areas.
KLEF can produce explanations that are built upon feature-value relationships derived locally and specific to each query case. Indeed, there have been examples of systems where localised logistic regression approaches have proved successful at capturing localised variations (Deng 1998; Abu-Hanna and de Keizer 2003; Nottingham et al. 2000) . This framework was developed to provide case-based explanations for black-box systems because of the strengths of this form of explanation ). However KLEF is equally applicable to CBR systems and demonstrates the strength of CBR for knowledge discovery tasks.
One important difference with this system is that since its explanations reflect localised regions of the feature space it could potentially produce explanations that may clash with a user's expectations. There are two reasons why this might happen; the case-base may be poorly populated in an area of the feature space or the system may have discovered localised feature-value effects with which the user is unfamiliar. The exact source of such anomalies reflects the quality of the case-base as we discussed in Section 2.1. Whether this is considered a fault or not depends on the purpose for which the explanation is being used. If the explanation is intended to help decide whether the system's prediction should be trusted or not then such behaviour is desirable. In the following section we describe KLEF in greater detail.
Knowledge-light explanation framework (KLEF)
Each explanation produced by KLEF is especially tailored to each recommendation made by the underlying CBR recommendation system. The flow of execution of the explanation process can be broken down into five distinct phases as can be seen in Fig. 5 . In each of these stages, particular tasks necessary for producing the explanation are carried out. We will now discuss each stage in turn:
1. Query case Each explanation produced is tailored to the particular set of inputs on which the underlying CBR system has made a recommendation. This set of inputs along with the system's recommendation form a query case and this case is then used to seed the rest of the explanation process. 2. Local case-base builder In the second phase we wish to capture the information that lies in the region of the case-base around the query case. We do this by building a local case-base. The local case-base is a subset of cases from the original case-base that traverses the decision boundary at that point in the feature space. This ensures that we have captured information about the local relationships between feature-values and the class label. The manner in which we do this will be discussed in more detail in Section 4.5. 3. Local model The next task is to transform the information stored in the local case-base into a more interpretable and useful form. To do this we build a model on the local case-base which will offer us an insight into the information stored within. The choice of model we use is very much determined by the information we need to extract and the tasks that we would like to use the model to support. There are three tasks for which we would like to use our localised model:
A Selection of an explanation case B Explaining the effects of feature differences C Determining how certain a recommendation is
The model we have selected to perform these tasks is the logistic regression model. It is a simple but powerful statistical model which is probabilistic and offers insights into the feature-value relationships in a natural and intuitive way.
We will discuss this model, why we selected it and how we use it further in Sections 4.4, 4.6 and 4.7. 4. Explanation case retrieval In the case retrieval process we wish to select the case that forms the most convincing argument in favour of the system's recommendation. As we saw in Section 3.1 selecting cases that form a fortiori arguments is an effective way of achieving this. This means finding cases that are more marginal, that lie nearer the decision boundary. Previously this has been done by using specially designed similarity metrics which encapsulate domain knowledge about the relationship between features and class labels (Doyle et al. 2004 ). We find a fortiori cases in an automated way which avoids the insertion of domain knowledge. We do this by using the logistic regression model's probabilistic characteristics to determine which cases are the most marginal. We will explain this process in more detail in Section 4.6. 5. Final explanation stage In the final explanation stage two important tasks are carried out; feature-value differences between the explanation and the query case are explained and the confidence in the underlying CBR system's recommendation is determined. To explain the feature-value differences the logistic regression model is again employed. The characteristics of the design of the logistic regression model mean that it can explain the effects of such differences in a natural way. The design of the logistic regression model is explained in Section 4.4 and how we use it to explain the feature difference is covered in Section 4.7. Since the logistic regression model is probabilistic, it is a trivial task to generate a probability of a given query case being of a certain class. If the probability is below a certain threshold then we can determine that confidence in a recommendation is low or alternatively that there is a high degree of confidence in the recommendation. It is worth nothing that this involves a threshold fitting task which can be extremely difficult in some domains where the decision boundary is blurred and classification errors are difficult to avoid. A good example of such a domain is spam filtering (Delany et al. 2005 ).
This process is carried out at run-time for each recommendation that requires an explanation. A key component of KLEF is the use of logistic regression as our local model as it is then used in many of the other processes in the framework. In the next section we will discuss the selection of this model, its key characteristics and how it works.
Logistic regression as a local model
Logistic regression is a data analysis technique that offers an insight into the relationship between input variables and a target, or class variable (Hosmer and Lemeshow 2000) . It is specifically designed for binary classification problems and the increase in popularity of the modeling technique is understandable as it offers powerful insights while maintaining model simplicity. Logistic regression, like linear regression, produces a set of coefficients from which the relationship of an input variable to the target class variable can be deduced. However, unlike linear regression, logistic regression coefficients do not directly correspond to slope values in the same way. In logistic regression tasks, the two possible class values are coded as being either 0 or 1. Because the value predicted by the model, the conditional mean, is no longer an unbounded value as in linear regression but a value between 0 and 1, the data is fitted to a distribution that ensures the outputted value always meets this bounding criteria. To do this, the logistic distribution is applied as can be seen below:
Here Y(x) is the conditional mean for a particular value of x while β 0 and β 1 are the model parameters. The distribution produces the conditional mean, a value between 0 and 1, for any given inputted value of x. Importantly, for binary problems the conditional mean is in fact the probability of class 1 given x.
At first glance this model looks quite intimidating and seems to offer no hope of offering an insight into the relationship between x and our class variable. However, the logistic distribution is chosen because it can be easily transformed into another form which has many of the desirable properties of a linear regression model. By applying the logit transform, (2), we end up with a simple and interpretable model, the logit (3).
The parameters of the logit model can easily be converted into odds ratios. The odds ratio of an event is the odds of that event occurring over the odds of it not happening. For instance, if someone were to state the odds ratio of smokers to nonsmokers getting cancer is 2, then this would mean smokers are twice as likely to develop cancer as non-smokers. Alternatively, if we looked at the relationship the other way round, non-smokers to smokers, we would get a odds ratio of 0.5. This means that non-smokers are half as likely to get cancer. In general an odds ratio greater then one for possibility A over possibility B means A makes the event more likely than the alternative while and odds ratio of less then one means it makes it less likely. The logistic regression model makes the calculation of odds ratios quite easy and this is extremely useful and informative. It is this simple relationship between the model coefficients and the odds ratio and their natural interpretation that has made logistic regression such a popular tool. We will first discuss in a very general sense how this is done as it will be of use in Section 4.7 and then focus on a particular example that highlights why logistic regression has proved so popular.
In order to extract the odds ratio, two steps are taken. First the logit difference is found. Imagine we are interested in the odds ratio of two different events, x = c and x = d. the logit difference can be calculated as in (4). The logit difference, ld, is simply the difference in the logit function for the two values of x we are interested in. Once this value has been obtained it can then be converted into odds ratio, see (5).
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The trick with the logistic regression model is that in many cases it is not necessary to calculate the logit difference. If the model variables have been properly coded then the desired information can usually be got by simply looking at the model coefficients. As an example, consider a hypothetical situation where we have developed a model that relates smoking to the development of cancer. Our hypothetical model might look something like that shown in (6).
If we code our smoking variable as being equal to 1 if someone smokes and 0 if they do not then the calculation of the logit difference is simply equal to the Smoker coefficient (7).
= 0.69
OddsRatio(Smoker) = 2
As can be seen above in (6) we need not have bothered calculating the logit difference and instead just used the model coefficient. This is also true for continuous and multi-value nominal variables if they are coded correctly (Chapter 4, Hosmer and Lemeshow 2000). Once we have the odds ratio, the relationship between input variable and the class variable is clear. We have focused most of our discussion on examples with only a single input variable for simplicity sake but the above observations are also true in multi-variable problems. In the next section we discus how information derived from the logistic regression model can be used to provide convincing explanations.
Creating a local case-base
The generation of the local case-base is an important stage in KLEF. A key requirement on this local case-base is that it should contain cases from both sides of the decision boundary. We use a simple iterative algorithm to do this:
1. We begin with an ordered list of the cases in the case-base based on their similarity to the query case and an empty local case-base. The similarities of each case are calculated using the k-NN algorithm. 2. We then add copies of cases to the local case-base iteratively until we have at least Q cases of each class type and the similarity of the N th+1 case and the N th case of the ordered list are not equal. The last clause of our stopping condition ensures that if there are ties in similarities between cases that all the cases are included.
To make this process clearer consider Fig. 6 . In this example we have set the parameter Q to be 2. In the figure we can see that our local case-base has been filled. In this particular case we ended up with three cases from each class but there are different reasons for the inclusion of the extra case of each class. In the case of the blue class there is an extra case included because Case K was reached before two cases of the red class were found. The extra red case P was included because it actually had the same similarity score as case X. In this situation we have no way of distinguishing between each case and so they are both included. Finally Case R is not included since it has a lower similarity score and the quota for each class type has been met.
This approach ensures that we have cases from both sides of the decision boundary. As an example of how the local case-base might look in the feature space Fig. 7a we can see the decision boundary and how the cases are distributed around it. The three nearest neighbours used to make the original recommendation are surrounded by a dotted circle. We wish to expand around these cases so that we have a case-base with a good representation of the deciding factors and resulting class values. To do this we use the iterative algorithm described earlier and the resulting local case-base can be seen in Fig. 7b. 
Finding a-fortiori cases
KLEF also requires a-fortiori explanation cases that sit between the query case and the decision boundary. In the EOR framework this was done by designing special similarity measures that encode domain knowledge about the relationship between feature-values and class-values (Doyle et al. 2004) . Using the local logistic regression model we can generate a fortiori arguments dynamically and without any prior domain knowledge. As discussed in Section 4.4 Logistic regression models allow us to generate a probability for a given set of inputs, a case, being a certain class. In the explanation case retrieval process we can then use this to find an explanation case that is nearer the decision boundary and so a more convincing argument. We consider each of the cases in our localised case-base as a candidate case for inclusion in the explanation. By passing each of our candidate explanation cases through our local logistic model using (1) we can generate a probability for each being of a particular class. A case that is nearer the decision boundary and of the same class as our CBR system has predicted will have a more marginal probability and so this should be the case we select. However, finding the most marginal case is not always the best policy if the selected case is so different to the query case that it seems irrelevant. This was noted by Doyle et al. (2004) and they adjusted the explanation similarity measures appropriately. In our case we can be confident that the selected case is reasonably similar to the query case as it selected from the local case-base. To make this process a little clearer we will discuss it in relation to an example which again is taken from the BAC domain. In Table 3 we can see a query case, its predicted classification and three candidate explanation cases which are in fact the nearest neighbours used to classify it. In order to select a case to use as an explanation case we first run each of the cases (including the query case) through our local logistic regression model. This gives us the set of probabilities that can also be seen in Table 3 which were calculated using (1). The logistic regression model is built on the entire local case-base and the parameters of the model are estimated by minimising an error function using standard approaches. We can see that nearest neighbour 2 has the lowest probability and so is the case nearest the decision boundary. We then select nearest neighbour 2 as our explanation case as can be seen in Table 4 . Although the case that we have selected forms a better argument than if we had selected the nearest neighbour it does contain feature-value differences that may make it seem quite different and irrelevant to the present query case. The case we have selected does however form a better argument since: "although the explanation case had consumed more units of alcohol and weighed less, they were under the limit so it seems reasonable that our query case should be too". However such an argument is made in an implicit fashion and is dependent on the user having the same domain knowledge.
We can make this argument more explicit to the end user by explaining the effects of the feature differences between the query case and explanation case. In the next section we will explain how the influence of the feature differences that exist between the query and explanation case can be explained using information extracted from the local logistic regression model. As we stated in the success of a case-based explanation lies in ensuring that the case presented to the end user seems relevant and the argument posed by the presented case is clear. In order to ensure this, we need to explain to the end-user the effect of any feature-value differences that might exist between the query and the explanation case. To do this using only the knowledge that is stored in the case-base we again use the logistic regression model. One of the great strengths of the logistic regression model is that it can extract information about the influences of feature-values on the class value in terms of odds ratios. Using (4) and (5) from Section 4.4 we can substitute each of the feature differences into the equations individually and get an odds ratio for each. Using the odds ratio we can then determine the effect of the change. As discussed in Section 4.4 an odds ratio greater than 1 means that a feature difference makes an event more likely and vice versa. Looking at each feature difference in turn we can then make lists of features' differences that make the classification more likely and those that have the opposite effect. The prediction for the individual in the Quey Case is: under the limit The confidence that this prediction is correct is: high Discursive text: In support of this prediction we have the person presented by explanation was under the limit. Meal being full and Amount being smaller have the effect of making the query individual more likely to be under the limit than the explanation individual. Although confidence in the prediction is high it is worth noting Weight being lighter, Duration being shorter and Gender being female have the effect of making the query individual less likely to be Under the limit than the Explanation individual Granted a loan
The recommendation for the individual in the query case is: Granted a Loan The confidence that this recommendation is correct is: high Discursive text: In support of this recommendation we have the person represented by the explanation case who was also granted a loan. Duration being smaller, Purpose being radio/tv, Savings Status being no known savings and Own Telephone? being yes have the effect of making the query individual more likely to be granted a loan than the explanation individual. Although confidence in the recommendation is high it is worth noting Credit Amount being bigger and Age being bigger have the effect of making the query individual less likely to be granted a loan than the explanation individual
To illustrate this process we will extend the example used in Section 4.6. It can be seen in Fig. 5 that the two subjects differ in Weight and in the Units consumed.
Using the logistic regression model we can assess the influence these differences could be expected to have on the query case. On the right hand side of Table 5 we can see the odds ratio produced for each feature by the logistic regression model. For the features Duration, Gender and Meal the odds ratio is 1 since there are no featurevalue differences between the two cases for those features. Both Weight and Units have an odds ratio greater than 1 meaning the differences that exist in these features have the effect of making the query case more likely to be under the limit than the explanation case. By simply looking through each of the odds ratios produced we can quite easily make lists of the feature differences that make a classification more likely and those that have the opposite effect. These lists can then be used with simple text templates to form discursive texts describing the effects of feature-value differences to the end user. Examples of the texts produced can be seen in the next section.
Sample explanations
One of the great strengths of our approach is from the knowledge discovery perspective. We are able to extract information about the interactions of featurevalues on the recommendation task without any prior knowledge of the domain. This means that KLEF can easily be used in many different domains and without lengthy consultations with experts from those areas. Table 6 shows an example from the BAC domain. It is clear that the feature information is in line with our intuitive understanding of the problem. This is all achieved without the intervention of domain experts. However KLEF is not limited to simply producing explanations in the BAC domain.
We can quickly generate explanations for different domains without any prior knowledge as can be seen in Table 7 . This is an example that was built on the UCI Credit-card case-base (Asuncion and Newman 2007) . The problem involves using information about an individual's status to assess whether they should be given a loan or not. In the BAC domain we used a small amount of linguistic knowledge to help describe the feature differences in a more natural way. For example, instead of describing differences in weight as being larger or smaller, the text templates used the terms lighter and heavier. However, in this example we have inserted no extra knowledge of any sort but are still left with an interpretable and useful explanation.
We have also been able to provide explanations which use a fortiori arguments without consulting a domain expert and constructing explanation-specific similarity measures. Using the probabilistic qualities of the logistic regression model we can find the most marginal cases without encoding knowledge of the effects of different features are on the recommendation.
KLEF evaluation
Although KLEF addresses the perceived deficiencies in CBR explanations we needed to establish whether the explanations produced by KLEF were in fact effective. To do so we carried out a user evaluation which was summarised in . In designing the user trial there were three principle questions we wished to address; 1. Do people find the explanations understandable and useful? 2. Do the explanations increase users' confidence in the case-based system? 3. Can the explanations alert users to when the system might be in error?
The case-base on which the trial was carried out was the blood alcohol case-base as described in previous sections. We built a simple nearest neighbour algorithm on the data set and applied KLEF to providing explanations of its recommendations.
In the trial, subjects were given a questionnaire in which they were shown three different forms of explanation;
• The KLEF explanation This is an explanation that includes the selected a fortiori explanation case, a discursive text and a measure of confidence as seen in Table 6 .
• Case-based explanation In this form of explanation the subject is just shown the selected a fortiori case as evidence in favour of the recommendation.
• No explanation The user is just presented with the feature-values of the query and the system's prediction.
The trial subjects were shown four examples of each type of explanation which were selected at random and asked two questions after each example shown;
1. Do you think the prediction is correct? 2. How would you rate this Explanation?
Below each question the trial subject had five options to select from. In question one the options were; No, Maybe No, Don't Know, Maybe Yes and Yes. In question two the options were; Poor; Fair; Okay, Good and Very Good.
To assess the use of explanations in terms of alerting users to when the system might be in error, one of the four examples shown of each explanation type was a mis-classification. Examples of each type of explanation are shown to the users. The KLEF explanations were structured as seen in Table 6 . In the case of an incorrect explanation from KLEF the confidence in the recommendation was labelled as being low. In cases of low confidence we presented users with additional counter examples as we described in .
Twelve people from a number of different backgrounds took part in the evaluation. In the next section we will discuss how we analysed the data and we then move on to the results of our analysis.
Analysis of data
The responses were converted to a numeric scale between 1 and 5 to support the analysis of the data. Scores that indicated positive responses in favour of a explanation scheme were given higher numeric scores such as 5. In question One, the responses No to Yes were coded as being 1 to 5 respectively. Likewise in question two the responses Poor to Very Good were coded as 1 to 5. In the case of recommendations that were incorrect the encoding scheme was reversed with Yes to No being coded 1 to 5 respectively. There was no reversal of the ratings of the Fig. 8 The ratings for each explanation scheme in question one when the systems were both correct and incorrect responses to question two when the system was incorrect. Once we had encoded the users responses we were then able to analyse the data. The evaluation was structured so that each participant rated pairs of explanations. This allows us to consider the average rating a participant gives one explanation scheme linked with the average rating that they give another scheme and to test the statistical significance of any differences observed using a paired t-test. For the paired t-test the null hypothesis is that the difference between the two samples is 0. If there is enough doubt in the null hypothesis we can reject it and say that one strategy is better than the other. In practice the t-value returned allows us to determine with a level of certainty whether the difference that exists between one scheme and another is significant.
Question one: do you think this prediction is correct?
The first question was designed to test how each of the explanation schemes affected users' confidence in the system's recommendations.
We can see the average ratings for each scheme when the systems recommendations were correct and incorrect in Fig. 8 . It is clear that when the explanations are correct the explanations given by the full KLEF framework instil greater confidence in the system than either of the other two schemes. The survey participants answered Yes 88% with just four answers being anything other than yes. Three people answered Maybe Yes, one Don't Know and there were no negative answers. This result is statistically significant as can be seen in Table 8 . The Student's t value calculated for the KLEF and Case-based Reasoning Explanation is 4.16. This is clearly over 3.106 value needed to be 99% confidence that the difference in score between the two systems is significant.
We also found case-based explanations to be an improvement on providing no explanation at all although the improvement is more modest than that of the KLEF explanation (see Table 9 ). The average rating for the case-base explanation is 3.7 while supplying no explanation has an average rating score of 2.97. These ratings translate into responses somewhere between Don't Know andMaybe Yes for the case-based approach and of Don't know when no explanation is supplied. Both these response patterns reflect that there is an element of doubt in users of the system when supplied with either no explanation or a simple case-based explanation. Although the average rating for the case-base approach is higher than supplying no explanation this difference is significant at a lower level. Simply supplying an explanation case instils more confidence than not supplying any explanation however a large element of doubt still persists. This further reinforces the value of the KLEF explanation and justifies the concerns expressed by researchers about simple case-based explanations. We also examined the user's responses when the system had made an incorrect classification and the results can be seen in Fig. 8 . The average rating for each scheme drops down to around 3, the Don't Know mark. In the case of the KLEF explanations this is a significant drop as can be seen in Table 10 . When the system is incorrect users seem to be unsure of the system. In fact there is no significant difference in the performance of either algorithm when the system is incorrect (Table 11 ). This may seem to be a positive result, as at least users do not seem to believe that the system is definitely right. However, ideally we would like users to realise that the system is incorrect as a Don't Know responses reflect uncertainty and confusion.
The level of confusion that exists can clearly be seen if we look at the distribution of responses behind the average ratings. In Fig. 9 we can see the distribution of responses for each explanation scheme when the system is correct. We can see that the average rating for the KLEF explanation reflects the mean of a very tightly pointed distribution centered on Yes response. This reflects certainty of the users and the confidence in the system that has been instilled in them. Conversely, the distributions of the other two explanation schemes are far flatter reflecting the uncertainty and lack of confidence that exists when a case-based or no explanation is used.
The graph of frequencies of responses when the system is incorrect reveals a very different user response pattern (Fig. 10) . Although no one responded Yes in the case of the explanations produced by KLEF there is far less certainty in the users' Fig. 9 The distribution of user responses in question one, do you think this prediction is correct?, when the system predictions were correct responses. When the system was incorrect the distribution for each of the schemes is quite flat and all centred around the Don't Know; clearly there is a high degree of variance in the responses. It is encouraging that no users thought that the system's prediction was definitely correct in the case of the KLEF explanation and it is clear that they heeded the warning about low confidence. However, it is also clear that users were not sure if the system was correct or incorrect, a level of doubt remained that was indistinguishable from that experienced under the other two schemes. It is clear that the explanations that are produced by KLEF are effective at instilling confidence in users and that they represent a considerable improvement on simple case-based explanations. However, when the system is incorrect they proved to be no more effective than any other explanation scheme in limiting confusion and alerting the user as to the correct prediction. Fig. 10 The distribution of user responses in question one, do you think this prediction is correct?, when the system predictions were wrong Fig. 11 The average rating scores for question two of the explanations produced by each scheme when the system was correct and incorrect
Question two: how would you rate this explanation?
In question two we were trying to determine how satisfactory people found the explanations. We can see the average rating value given to each explanation scheme in Fig. 11 . Clearly people found the KLEF explanations to be far more satisfying then the other two schemes and generally the rating level for the KLEF explanation was quite high with an average rating of 4.2 when the system was correct. This equates to most users rating the explanations as being somewhere between Good and Very Good. The average ratings for the case-based explanation and no explanation when the system was correct are 2.3 and 1.05 respectively. This places the responses for the case-based approach between Fair and Okay while the ratings for no explanation are understandably firmly set in the Poor category. The difference in rating between KLEF and case-based explanation is strongly statistically significant indicating the greater user satisfaction in the KLEF explanation as can be seen in Table 12 .
We also examined the situation when the system made an incorrect recommendation and the ratings for each explanation can be seen in Fig. 11 . There is a drop in the rating for both KLEF and case-based explanations while the rating for no explanation has naturally stayed the same. In the case of KLEF explanation the ratings dropped from being between Good and Very Good to Good and Okay. This drop is significant but not strongly so as can be seen in Table 13 . As we saw in the analysis of the results from question one, the KLEF explanations proved unable in this domain to alert users that the prediction was definitely incorrect. However, user satisfaction in the KLEF explanations has dropped but remained reasonably high. This is despite the increased cognitive load associated with explanations produced when confidence in a prediction is low. As explained at the beginning of this section, users are presented with counter examples when the confidence is low. This leads to longer explanations which have the potential to confuse the end-user.
There is also a drop in level of satisfaction in the case-based approach when the system is incorrect. This may reflect the perceived lack of relevance of the explanation case retrieved. The retrieved case in this circumstance is a poor explanation case reflecting the lack of coverage in that point of the case-base. The average rating for the case-based explanation drops from being Fair to Okay to being Poor to Fair. However, it is clear that the level of satisfaction in the case-based approach when the selected explanation cases are good and the system is correct is already very poor to begin with. The level of satisfaction in the KLEF explanations is still greatly superior and significantly so (Table 14) .
It is clear that users show far greater satisfaction in the KLEF explanations in comparison with the case-based approach even when the system has made an incorrect prediction 14. It would appear that satisfaction in the KLEF explanations is reasonably robust even under the extra cognitive load experienced when there is low confidence in the system's prediction. Satisfaction levels in the case-based approach are unacceptably low in both circumstances and this again reinforces the need for the explanatory texts supplied with the KLEF explanations.
Discussion of results
The evaluation that we have carried out has demonstrated that there is much value in the explanations produced by KLEF. Simple case-based explanations have their short-comings which is evident in the user ratings of such explanations. Both in terms of increasing user confidence and in the level of satisfaction expressed by users, simple case-based explanations performed poorly. The case-based explanations only proved to be marginally effective in increasing user confidence in the system and as can be seen in Fig. 9 much confusion still remained. Likewise the level of satisfaction expressed by users in the explanations was quite low being at best between Fair and Okay. Conversely, the framework explanations proved to be extremely effective at instilling confidence as is evident in the strong yes response expressed by users when presented by KLEF explanations (Fig. 9) . User satisfaction ratings of the explanations were also far higher. It is clear that generating discursive texts explaining the effects of feature-value differences greatly improves upon simple case-based explanations.
However, in terms of our goal of alerting users to when the system is making a mistake, the framework explanations only proved a limited success. There was a marked difference in the users' responses to the different explanations produced when the system was correct and incorrect. While users heeded the low confidence caveat and no one considered that the system was definitely correct when it was not, it is evident in Fig. 10 that there was considerable confusion when the system's prediction was incorrect. Perhaps this reflects their lack of domain expertise as satisfaction levels in the KLEF explanations still remained high.
Conclusions
Because CBR is a transparent process it is possible to explain the output of a CBR system by simply showing the retrieved cases to the user. The EOR framework described here elaborates on this idea by selecting cases that form a fortiori arguments. These explanation cases are selected based on knowledge about the direction of the effect of features on outcomes. This knowledge is expressed in the explanation utility framework that was described in Section 3.
We have also discussed a framework called KLEF that uses local logistic regression to identify suitable explanation cases and produces a dialog to tease out the difference between the query case and the explanation case. This is done by highlighting case features and showing how they influence outcomes. We have shown how such a knowledge-light approach to explanation can provide insight into a problem domain by presenting similar matching and un-matching cases to the user.
