We characterize finite graphs that admit a labelling of the edges by pairwise different positive (non-negative) integers in such a way that the sum of the labels of the edges incident with a vertex is independent of the particular vertex.
INTRODUCTION AND DEFINITIONS
Our graphs are finite, without loops, but may have multiple edges. Let G be a graph with point-set P and edge-set L. Let L(p) denote the set of edges incident with a point p. A map s: L -+ Z is called a labelling of G if~xEL(p) sex) is the same for all PEP; its value is the index of s.
A labelling is called pseudo-magic if it is injective, positive (non-negative) if all labels are positive (non-negative) and the index is positive (this excludes the one-point graph). It is called positive magic (magic) if it is positive (non-negative) and pseudo-magic. A graph is called magic (etc.) if it admits a magic (etc.) labelling. We note that substitution of Q or R for Z in the definition of labelling is of no consequence for the concept of (positive) magic graph (cf. [5, Section 2] ). Figure 1 shows a magic labelling of index 16. The graph is not positive magic.
Various classes of magic graphs are known ( [5] , [8] , [9] ). The positive graphs (and the one-point graph) are precisely the graphs called regularizable in [1] , [2] , [3] , [4] , where various characterizations are given. The non-pseudo-magic graphs have been described in [6] .
We shall denote by PI P 2 a connected bipartite graph of which the point-set is the union of the stable sets PI PROOF. By Birkhoff's theorem on matrices a bipartite graph is positive iff for every edge there is a perfect matching containing it. Condition (b) is equivalent (by Ph. Hall's theorem) to: for every edge there is a matching containing that edge and saturating PI. From this the lemma follows. 0
In [4, Lemma 4] , there is a third condition, similar to (b) but with P 2 instead of PI. Note that each of the three conditions follows from the other two.
The following theorem could be proved by combining the lemma and the list of types of non-pseudo-magic graphs in [6] , using (B) in Section 1. We prefer a direct proof now we are restricted to positive graphs (a similar remark holds for Theorem 3.2). PROOF. The edges of a cross bridge as in (c) have equal labels in every labelling. From this and Lemma 2.1 the necessity is obvious. To prove the sufficiency we use Lemma 2.1 and (B) in Section 1; we have only to prove that a pair e, f as in (C) of Section I is not present. Let then e,fbe such a pair. Now an even cycle yields a non-trivial labelling with index 0 (give labels ± 1 alternately to the edges of the cycle and labels 0 to the other edges);
so after e or fhas been removed, the other one is a bridge. But by (a) and (b) bridges are forbidden except in the case of the one-edge graph. So neither e norf is a bridge, but they form a disconnecting pair, say between E IE2 and F(F 2 with e between E( and F 2 • Iffwould also be between E I and F 2 we would have a cycle containing e andfwith an even number of edges in between, and a labelling with label + 1 for e and label -I for f; therefore they form a cross-bridge. Again using (a) and (b) one shows that E IE2 and F 1F2 are balanced, but by (c) this is excluded. 0
In the next theorem the 'only if' is trivial; the 'if' is proved in a similar way to the above. PROOF. For a graph G with point-set P one constructs a bipartite graph B of which the point-set consists of two copies P' and P" of P with an edge between x' and y" iff in G there is an edge xy( y/ X" is then an edge too). B is connected iff G is non-bipartite, and positive iff G is positive (a positive labelling of G with indexj yields one of B with indexj; one of B with index k yields one of G with index 2k: add the labels of X/y" and x"y/ to obtain the label of xy). Now use (2.1), remarking that the following are equivalent if G is not the one-point graph: PROOF. A pair of particular edges as in (b) or (c) obtain equal labels in every labelling; from this and Lemma 3.1 the necessity is obvious. Now suppose that (a), (b) and (c) hold. Then G is positive by Lemma 3.1, and again we have to exclude the existence of a pair of edges e,f getting equal labels in every labelling. Suppose e,f is such a pair. First we note that none of the following can happen, since it would yield a labelling with index 0 and with different labels for e andf:
(i) an even closed walk using e once and not using f, or using both once with an even number of edges between them; (ii) two closed odd walks not using e or f, connected by a path using e andfwith an even number of edges between them; (iii) a closed odd walk using neither e nor f, connected to a closed odd walk not usingfand using e at most once, by a path using f and not e.
Moreover, by (a) we cannot have in our graph: (iv) a bridge to a bipartite graph.
We distinguish three cases: (1) e and f are bridges, e between G I and Gz.fbetween G z and G 3 PROOF. The necessity is obvious: the label in a one-edge graph is equal to the index, and a handle on PI of PI P 2 has half the index as a label, since IPII = IP 2 1 + 1 by Theorem
3.2(a)
. Now, if all components are positive magic we can take a positive magic labelling on every component, and from these, multiplying them by suitable factors, we make a labelling of the graph that is positive and has different labels for the edges in a component. We now only have to show that there is no pair e,f of edges in different components that have the same labels in every labelling. If e,J is such pair, then for e as well as for f we have the following: there is no odd walk between the endpoints if the edge has been removed. Therefore each of them is either a bridge or a handle on a bipartite connected graph. A bridge between non-bipartite graphs, however, enables us to make a labelling with label 2 for that bridge, and a bridge to a bipartite graph is impossible by the IT(S)I > lSI condition, except in a one-edge graph. By the same condition a handle would be as in the theorem. So e and f must be of the types as described; since they are not of the same type, they have different labels in every labelling. This contradicts the assumption 0
MAGIC GRAPHS
Clearly, a magic graph is a positive magic graph or the result of the insertion of an edge into such a graph. PROOF. The 'if' is clear: such edges have label 0 in every labelling, the bipartite components being balanced. For the 'only if': a magic graph that is not positive magic has an edge that has label 0 for all labellings, so it cannot be a bridge between two non-bipartite graphs. Its removal results in a positive magic graph. By (2.5), (3.3) and (3.4) this edge is a bridge to or a handle on a bipartite graph. 0
Note that for a graph as in the theorem the particular edge has label 0 in every labelling.
tThe following theorem, proved here directly, has been derived earlier by the author as a corollary of a similar theorem for mixed graphs (with an adapted definition of 'magic'). 
SEPARATING EDGES BY MAGIC LABELLINGS

SMALLEST POSITIVE MAGIC INDEX
Stewart [9] has proved that for n > 5, n ¥=°(mod 4), K; is supermagic, i.e. admits a labelling with consecutive positive labels. Since K; is regular the labels can be taken as 1,2, ... , (D. It follows that the smallest index for which a positive magic labelling of these K; exists is t(n -1)(n 2 -n + 2). Another example is K 3 • 3 , which one easily labels by 1,2, ... ,9, so that the smallest index is 15. K, can be labelled with labels 1,2,3,4,5,6, 8,9, 10, 12 and index 24. This is indeed the smallest index: it must be even since twice the sum of the labels equals five times the index, and 22 could only be reached with labels 1, 2, ... , 10, which is easily seen to be impossible.
As a final example we mention that the Petersen graph has 26 as smallest positive magic index; the proof would need more than a page. One can obtain a labelling with index 26 by using 3, 16,9, 13, II as labels on a 5-cycle, 5, 14, 8, 6 , 19 on the disjoint 5-cycle, and 2, 12, 7, 1, 4 on the remaining edges.
