El problema de cauchy asociado a una generalización de la ecuación de Kuramoto-Sivashinsky bidimensional periódica by Pérez Cantor, Edwin Leonardo
El problema de Cauchy asociado a
una generalizacio´n de la ecuacio´n de
Kuramoto-Sivashinsky bidimensional
perio´dica.
Edwin Leonardo Pe´rez Cantor
Co´digo: 153192
Universidad Nacional de Colombia
Facultad de Ciencias
Departamento de Matema´ticas
Bogota´, Colombia
2014

El problema de Cauchy asociado a
una generalizacio´n de la ecuacio´n de
Kuramoto-Sivashinsky bidimensional
perio´dica.
Edwin Leonardo Pe´rez Cantor
Co´digo: 153192
Trabajo de grado presentado como requisito parcial para optar al t´ıtulo de:
Magister en Ciencias - Matema´ticas
Director:
Guillermo Rodr´ıguez Blanco, Ph.D.
Universidad Nacional de Colombia
Facultad de Ciencias, Departamento de Matema´ticas
Bogota´, Colombia
2014

Dedicado a:
Mis padres,
Dora Cecilia y Luis Alfredo.
A la memoria de mi abuelo Nicasio.

Agradecimientos
A Dios por cada una de las bendiciones, por la fortaleza y sabidur´ıa que me brinda de
manera continua para enfrentar los retos de cada d´ıa.
A mis padres por el enorme apoyo incondicional que me brindan diariamente para llevar a
feliz te´rmino cada uno de mis proyectos.
Al profesor Guillermo Rodr´ıguez Blanco, director del presente trabajo de grado, por las
ensen˜anzas, comentarios, correcciones, por su tiempo y su completa disposicio´n para las en-
riquecedoras asesor´ıas que permitieron finalizar de manera exitosa el trabajo de grado.
A mi familia por su carin˜o, confianza y apoyo incondicional, especialmente a Karen, Olga,
Valentina.
A Paola por el apoyo que me ofrece diariamente.
A la Universidad Nacional de Colombia, al Departamento de Matema´ticas y al cuerpo do-
cente que contribuyo´ en mi formacio´n acade´mica y profesional.

ix
Resumen
El propo´sito de este trabajo es estudiar el buen planteamiento en los espacios de Sobo-
lev Hs(T2) para s ≥ 1 del problema de Cauchy asociado a una generalizacio´n de la ecuacio´n
de Kuramoto-Sivashinsky bidimensional perio´dica, que modela feno´menos f´ısicos que ocurren
en pel´ıculas delgadas.
Palabras clave: Problema de Cauchy, Buen planteamiento, Espacio de Sobolev bidi-
mensional, Ecuacio´n de Kuramoto-Sivashisky..
Abstract
The purpose of this work is to study the well-posedness in the Sobolev Spaces Hs(T2) with
s ≥ 1 for the Cauchy problem associated to generalization of the equation of Kuramoto-
Sivashisky type two-dimensional periodic, which model physical phenomena that occur in
thin films.
Keywords: Problem of Cauchy, Well-posedness, Sobolev space two-dimensional, equa-
tion of Kuramoto-Sivashisky.
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1 Introduccio´n
El propo´sito del trabajo es estudiar el buen planteamiento local y global en el caso perio´dico
del problema de valor inicial{
ut + ∂x(D
σ
x ±Dδy)u+ u2ux = µ(−|∆|αu+Dβxu), µ ≥ 0, t > 0, (x, y) ∈ T2
u(0) = φ ∈ Hs(T2), (1-1)
donde,
Dβx(u) = (|ξ|βuˆ)∨, Dδy(u) = (|η|δuˆ)∨,
|∆|α(u) = ((ξ2 + η2)αuˆ)∨,
(Dγx ±Dδy)(u) = (m(ξ, η)uˆ)∨,
m(ξ, η) = |ξ|γ ± |η|δ, γ, δ ≥ 0,
∆ = ∂
2
∂x2
+ ∂
2
∂y2
,
en los espacios de Sobolev Hs(T2) para s ≥ 1, la ecuacio´n (1-1) corresponde a una ecuacio´n
del tipo Kuramoto-Sivashinsky bidimensional perio´dica, ella aparece en numerosos contextos
f´ısicos, como la erosio´n de superficies y en la modelacio´n de algunos feno´menos que ocurren
en pel´ıculas delgadas, segu´n lo expuesto en [10].
Cuando δ = 0, α = 2, β = 2 dicha ecuacio´n es la ecuacio´n Kuramoto-Sivashinsky, ver [5], si
σ = δ = 2 es una ecuacio´n del tipo Zakharov-Kuznetsov-Kuramoto-Sivashinsky, las cuales
modelan feno´menos f´ısicos que ocurren en teor´ıa de combustio´n, ver [3] y en ondas de agua,
para ello ver [10].
La ecuacio´n (1-1) corresponde a una generalizacio´n del problema de Cauchy estudiado en [2],
all´ı se siguen las te´cnicas de solucio´n empleadas en [5], las cuales se seguira´n para obtener
la solucio´n de la ecuacio´n en cuestio´n. La no linealidad de la ecuacio´n en (1-1) es ma´s dificil
de estudiar, pues las estimativas a priori de las soluciones son ma´s complicadas de obtener
que en el caso de la no linealidad usual uux.
Inicialmente hay que identificar la ecuacio´n lineal asociada a (1-1), a partir de ella establecer
propiedades de regularizacio´n del semigrupo asociado a la ecuacio´n, luego hay que probar
el buen planteamiento local de la ecuacio´n (1-1) en Hs(T2) para s ≥ 1. Para terminar,
utilizando, estimativas a priori, se prueba el buen planteamiento global de (1-1) en Hs(T2)
para s ≥ 1, es decir, controlar el taman˜o de la solucio´n en las normas de Hs(T2) para s ≥ 1.
.
2 Notacio´n
En este cap´ıtulo se introduce la notacio´n ba´sica que se usara´ en el presente trabajo.
N2 = {(m,n)|m,n ∈ N}.
Z2 = {(k, l)|k, l ∈ Z}.
T = S1 = {(x, y)|x2 + y2 = 1} ∼= T/2piZ, es el toro unidimensional.
TN = T× · · · × T︸ ︷︷ ︸
N−veces
, es el toro N-dimensional.
lp(Z2) = {(αk)k∈Z2 ⊆ C|
∑
k∈Z2
|αk|p <∞}, 1 ≤ p <∞, donde α = αk1k2 .
l∞(Z2) = {(αk)k∈Z2 ⊆ C| sup
k∈Z2
|αk| <∞}, donde α = αk1k2 .
Si X, Y son espacios de Banach, X ↪→ Y significa que X esta´ incluido continuamente
en Y .
Una funcio´n f , definida en un conjunto U abierto de Rn es de clase Cn en U
(n ∈ N, n ≥ 1), si existen todas sus derivadas parciales hasta el orden n y son continuas.
Si f es de clase Cn en U , se escribe f ∈ Cn(U).
Una funcio´n f es de clase C∞, si es de clase Cn para todo n ∈ N. Si f es de clase C∞
en U , se escribe f ∈ C∞(U). En lo que sigue P representara´ C∞(T2).
P ′ es el espacio de las distribuciones bidimensionales perio´dicas, sus elementos son los
funcionales lineales continuos de P .
fˆ , denotara´ la transformada de Fourier de la distribucio´n perio´dica f.
(α)∨, denotara´ la transformada inversa de Fourier de la sucesio´n de crecimiento lento
(α).
‖·‖s, denotara´ la norma del espacio de Sobolev Hs(T2).
‖·‖X , denotara´ la norma del espacio de Banach X.
4 2 Notacio´n
Para X espacio de Banach y T > 0, C([0, T ];X) representa el espacio de las funciones
continuas de [0, T ] en X, dotado de la norma ‖f‖X,∞ = sup
t∈[0,T ]
‖f‖X .
Si k = (k1, k2), entonces |k|2 = k21 + k22.
Lp(T2), 1 ≤ p ≤ ∞ es el espacio de funciones medibles en T2, tales que
∫
T2
|f(x)|pdx <∞
si 1 ≤ p < ∞ o esssup
x∈T2
|f(x)| < ∞, si p = ∞. En estos espacios la norma se deno-
tara´ ‖ · ‖Lp , en el caso p = 2 se denotara´ ‖ · ‖L2 = ‖ · ‖0, es decir, usaremos la siguiente
notacio´n ‖f‖2L2 = ‖f‖20 =
∫
T2
|f(x)|2dx <∞
∆ = ∂2x1 + ∂
2
x21
es el operador laplaciano.
B(X, Y ) es el espacio de los operadores lineales acotados de X en Y , donde X y Y
son espacios de Banach.
3 Preliminares
En este cap´ıtulo se presentan los conceptos, definiciones y algunos resultados teo´ricos
que son necesarios para el propo´sito de este trabajo. Algunas de las demostraciones no
se presentara´n, por tratarse de resultados ya conocidos, sin embargo se hara´ referencia
a la bibliograf´ıa donde se pueden consultar.
Definicio´n 3.0.1. La transformada de Fourier de una funcio´n f ∈ L2(T2) es la suce-
sio´n compleja = = fˆ = ( ˆf(k))k∈Z2 definida para k ∈ Z2 por:
= = fˆ(k) := 1
(2pi)2
∫
T2
f(x)e−ik·xdx, donde k = (k1, k2) ∈ Z2, x = (x1, x2) ∈ T2 y
k · x = k1x1 + k2x2, dx = dx1dx2
La serie
∑
k∈Z2
fˆ eik·x se denomina la serie de Fourier de la funcio´n f .
Proposicio´n 3.0.1. La transformada de Fourier ̂ satisface las siguientes propieda-
des.
• ̂ ∈ B(L1(T2), l∞(Z2)).
• | ˆf(k)|2 ≤ 1
(2pi)2
‖f‖2L1(T2), donde k ∈ Z2.
• (Lema de Riemann-Lebesgue) Si f ∈ L1(T2), entonces fˆ 7→ 0 cuando |k| 7→ ∞
Demostracio´n. Ver [7].
Definicio´n 3.0.2. S(Z2) es el espacio de las sucesiones que decrecen ra´pidamente, es
decir,
α = (αk)k∈Z2 ∈ S(Z2)⇔ ‖α‖∞,j := sup
k∈Z2
|kjαk| <∞
para toda j = (j1, j2) ∈ N2 y k = (k1, k2) ∈ Z2, donde kj = kj11 kj22 .
Proposicio´n 3.0.2. P = C∞(T2), dotado con la me´trica
d(φ, ψ) =
∞∑
j=0
2−j
‖φj − ψj‖∞
1 + ‖φj − ψj‖∞ , donde φ, ψ ∈ P, es un espacio me´trico completo.
Demostracio´n. Ver [7].
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Proposicio´n 3.0.3. Sea φ ∈ P, entonces φˆ ∈ S(Z2) y (̂∂jφ)(k) = (ik)jφˆ(k), donde
(ik)j = (ik1)
j1(ik2)
j2, j = (j1, j2), |j| = j1 + j2.
Adema´s se cumple la fo´rmula de inversio´n φ(x) =
∑
k∈Z2
αke
ik·x, para toda
α = (αk) ∈ S(Z2).
Demostracio´n. Ver [7].
Definicio´n 3.0.3. Sea α = (αk) ∈ S(Z2), la transformada inversa de Fourier de α es
la funcio´n αˇ =
∑
k∈Z2
αke
ik·x, donde x ∈ T2.
Proposicio´n 3.0.4. La transformada de Fourier = : P 7−→ S(Z2) es un isomorfismo
y un homeomorfismo, es decir, es lineal, biyectiva y continua, con inversa continua.
Demostracio´n. Ver [7].
Ahora se mencionara´ una propiedad de la transformada de Fourier en L2(T2).
Proposicio´n 3.0.5. ̂ ∈ B(L2(T2), l2(Z2)), es un operador unitario, es decir es una
isometr´ıa sobreyectiva.
Demostracio´n. Ver [7].
Definicio´n 3.0.4. Si f ∈ P ′, la transformada de Fourier de f , denotada fˆ , se define
de la siguiente manera
fˆ(k) =
1
(2pi)2
(
〈
f, eik·x
〉
),
donde k ∈ Z2.
Definicio´n 3.0.5. Una sucesio´n compleja (αk)
2
k∈Z, se denomina de crecimiento lento
si existe C > 0 y N ∈ N2 tal que |αk| ≤ C|kN |, para todo k ∈ Z2 − {(0, 0)}.
El espacio de las sucesiones de crecimiento lento se de denotara´ S ′(Z2.)
Teorema 3.0.1. La transformada de Fourier = = ̂ : P ′ 7−→ S ′(Z2) es un isomorfis-
mo y un homeomorfismo.
Adema´s (̂∂jφ)(k) = (ik)j fˆ(k), para todo k ∈ Z2, f ∈ P ′ y j ∈ N2.
Demostracio´n. Ver [7].
Definicio´n 3.0.6. Sea s ∈ R. El espacio de Sobolev Hs(T2) es el conjunto de todas
las distribuciones perio´dicas f ∈ P ′(T2) tales que
7‖f‖2s =
∑
k∈Z2
(1 + |k|2)s|fˆ(k)|2 <∞.
Proposicio´n 3.0.6. Los espacios de Sobolev satisfacen las siguientes propiedades:
1. Hs(T2), s ∈ R es un espacio de Hilbert respecto al producto interno
〈f, g〉s =
∑
k∈Z2
(1 + |k|2)sfˆ(k)gˆ(k).
2. Hs(T2) ↪→ Hr(T2) para todo r, s ∈ R, s > r, esto es, Hs(T2) esta´ contenido
continua y densamente en Hr(T2) y ‖f‖r ≤ ‖f‖s para todo f ∈ Hs(T2).
3. (Hs(T2))′, el dual topolo´gico de Hs(T2), es isome´tricamente isomorfo a H−s(T2)
para todo s ∈ R
Demostracio´n. Ver [7].
Lema 3.0.1. (Lema de Sobolev). Si s > 1, entonces Hs(T2) ↪→ C(T2) y ‖f‖∞ ≤ C‖f‖s
para todo f ∈ Hs(T2).
Demostracio´n. Ver [7].
Proposicio´n 3.0.7. Si s > 1, Hs(T2) es un a´lgebra de Banach. Adema´s, existe una
constante Cs ≥ 0, dependiendo so´lo de s tal que
‖fg‖s ≤ Cs‖f‖s‖g‖s,
para todo f, g ∈ Hs(T2).
Demostracio´n. Ver [7].
Proposicio´n 3.0.8. (Desigualdad de Gagliardo-Nirenberg). Sea u una funcio´n medi-
ble, de media cero en T2, entonces, para p, q, r ≥ 1, existe C ≥ 0 tal que∑
|α|=j
‖Dαu‖Lr(T2) ≤ C‖u‖1−θLp(T2)
∑
|α|=m
‖Dαu‖θLq(T2),
donde j
m
< θ < 1 y 1
r
= j
2
+ θ(1
q
− m
2
) + 1−α
q
.
Demostracio´n. Ver [4].
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Proposicio´n 3.0.9. Sean β, γ > 0, β + γ > 1, a, b ≥ 0 y g una funcio´n no negativa
tal que tγ−1g(t) es localmente integrable sobre 0 ≤ t ≤ T y suponga que
g(t) ≤ a+ b
∫ t
0
(t− τ)β−1τ γ−1g(τ)dτ,
en (0, T ). Entonces g(t) ≤ aEβ,γ((bΓ(β)) 1ν )t,
donde ν = β + γ − 1 > 0, Eβ,γ(s) =
∞∑
m=o
cms
mν con c0 = 1 y
cm+1
m
= Γ(mν+γ)
Γ(mν+γ+β)
, para
m > 0 y Γ es la funcio´n Gamma.
Demostracio´n. Ver [6] (Pa´gina 189).
Lema 3.0.2. Sean a, b ∈ [0,∞) y λ ≥ 0. Entonces existen constantes positivas cλ, Cλ
dependiendo so´lo de λ tal que
cλ(a
λ + bλ) ≤ (a+ b)λ ≤ Cλ(aλ + bλ)
Demostracio´n. Ver [7].
Proposicio´n 3.0.10. (Desigualdad de Young) Sean a, b ≥ 0 y 1 < p <∞, entonces
ab ≤ a
p
p
+
bq
q
,
donde 1
p
+ 1
q
= 1
Demostracio´n. Ver [7].
Proposicio´n 3.0.11. (Desigualdad de Ho¨lder)
Sean f, g funciones medibles sobre T2 y p, q > 1 tales que 1
p
+ 1
q
= 1, entonces∫
T2
|f ||g|dxdy ≤ (
∫
T2
|f |pdxdy) 1p (
∫
T2
|g|qdxdy) 1q
Demostracio´n. Ver [9].
Lema 3.0.3. (Desigualdad de Gronwall) Sean g ∈ C([a, b];R), α, β ∈ R tales que
0 ≤ g(t) ≤ α + β
∫ t
a
g(s)ds, entonces, g(t) ≤ αeβt.
Demostracio´n. Ver [8].
9Lema 3.0.4. (Desigualdad de Gronwall-Bellman)
Sean λ : [a, b] 7−→ R y µ : [a, b] 7−→ R+ continuas. Si una funcio´n continua
g : [a, b] 7−→ R satisface
g(t) ≤ λ(t) +
∫ t
a
µ(s)g(s)ds, para a ≤ t ≤ b, entonces, sobre el mismo intervalo
g(t) ≤ λ(t) +
∫ t
a
λ(s)µ(s)e
∫ t
s
µ(τ)dτ
ds.
Demostracio´n. Ver [8].
Definicio´n 3.0.7. Sea (X, d) un espacio me´trico. Una contraccio´n en X es una apli-
cacio´n Ψ : X −→ X tal que: d(Ψ(x),Ψ(y)) ≤ κd(x, y) para todo x, y ∈ X y algu´n
κ ∈ [0, 1], si κ < 1 decimos que Ψ es una contraccio´n estricta.
Teorema 3.0.2. (Teorema del punto fijo de Banach) Sea X un espacio me´trico com-
pleto y supongamos que Ψ : X −→ X es una contraccio´n estricta, entonces existe un
u´nico punto fijo x0 ∈ X, es decir existe un u´nico punto x0 ∈ X tal que Ψ(x0) = x0.
Demostracio´n. Ver [7].
Definicio´n 3.0.8. Sean X, Y espacios de Banach, T0 ∈ (0,∞) y sea
F : [0, T0]× Y −→ X una funcio´n continua. Se dice que el problema de valor inicial:{
∂tu(t) = F (t, u) ∈ X,
u(o) = φ ∈ Y (3-1)
es localmente bien planteado en Y si cumple las condiciones:
• Existe T ∈ (0, T0] y una funcio´n u ∈ C([0, T ];Y ) tal que u(0) = φ y satisface la
ecuacio´n diferencial en el siguiente sentido:
l´ım
h→0
‖u(t+ h)− u(t)
h
− F (t, u(t))‖X = 0
donde las derivadas en t = 0 y t = T son calculadas por la derecha y por la
izquierda respectivamente.
• El problema de valor inicial tiene a lo ma´s una solucio´n en C([0, T ];Y ).
• La funcio´n φ −→ u es continua, es decir, sea φn ∈ Y, n = 1, 2, . . . ,∞, tal
que φn −→ φ∞ en Y . Sea un ∈ C([0, Tn];Y ) la solucio´n correspondiente. Sea
T ∈ (0, T∞), entonces las soluciones un esta´n definidas en [0, T ] para todo n
suficientemente grande y
l´ım
x→∞
sup
t∈[0,T ]
‖Un(t)− U∞(t)‖s = 0.
Decimos que el problema de valor inicial es globalmente bien planteado en Y si el
intervalo de existencia de la solucio´n es (0,∞).
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Proposicio´n 3.0.12. (Principio de extensio´n) Sea φ ∈ Y y supongamos que el pro-
blema de valor inicial (3-1) es localmente bien planteado.
Sea T ∗(φ) = Sup{T > 0 : ∃! solucio´n de (3-1) en [0, T ]}, entonces se cumple una de
las siguientes afirmaciones:
(a) T ∗(φ) =∞,
(b) T ∗(φ) <∞ y l´ım
t↑T ∗
‖u(t)‖Y =∞.
Demostracio´n. Ver [7].
Teorema 3.0.3. (Teorema de la convergencia dominada de Lebesgue)
Sea (fn) una sucesio´n de funciones medibles tal que l´ım
n→∞
fn(x) = f(x), para casi todo
x. Si |fn(x)| ≤ g(x), donde g es una funcio´n integrable, entonces
l´ım
n→∞
∫
|fn − f | = 0
y consecuentemente se tiene
l´ım
n→∞
∫
fn =
∫
f.
Demostracio´n. Ver [9].
Teorema 3.0.4. (Criterio de M-Weierstrass) Sea (fn) una sucesio´n de funciones
definidas en E, supongamos que
|fn(x)| ≤Mn, (x ∈ E, n ∈ N),
entonces
∑
fn converge uniformemente y absolutamente en E, si
∑
Mn converge.
Demostracio´n. Ver [1].
Definicio´n 3.0.9. Sea V un espacio lineal. Una seminorma en V es una funcio´n
‖ · ‖ : V −→ R tal que:
1. ‖f‖ ≥ 0 para todo f ∈ V.
2. ‖αf‖ = |α|‖f‖ para todo α ∈ C, f ∈ V.
3. ‖f + g‖ ≤ ‖f‖+ ‖g‖ para todo f, g ∈ V.
Definicio´n 3.0.10. Un conjunto dirigido es un conjunto Λ, junto con una relacio´n 
en Λ, tal que:
1. λ  λ para todo λ en Λ.
2. λ1  λ2 y λ2  λ3 ⇒ λ1  λ3.
3. Si λ1, λ2 ∈ Λ, entonces existe λ3 ∈ Λ con λ1  λ3 y λ2  λ3.
11
Definicio´n 3.0.11. Una red en un espacio vectorial topolo´gico X es una funcio´n
L : Λ −→ X, donde Λ es un conjunto dirigido. El punto L(λ) generalmente se denota
por xλ y se acostumbra a decir “la red (xλ)λ∈Λ” o “la red (xλ)” cuando es claro cual
es el conjunto dirigido.
Definicio´n 3.0.12. Sea X un espacio vectorial topolo´gico localmente convexo, cuya
topolog´ıa es inducida por una familia de seminormas R, una red (xλ)λ∈Λ en X, se
denomina de Cauchy si para todo  > 0 y para toda seminorma ρ ∈ R existe µ ∈ Λ tal
que
λ1  µ, λ2  µ =⇒ ρ(xλ1 − xλ2) < .
X se denomina completo si cada red de Cauchy, converge en X.
4 El problema lineal
En este cap´ıtulo estudiaremos el problema asociado a la parte lineal de la ecuacio´n
(1-1), es decir, consideramos el problema de valor inicial.
{
ut + (∂x(D
α
x ±Dβy ) + µ(|∆|σ −Dδx))u = 0, µ ≥ 0, t > 0, (x, y) ∈ T2
u(0) = φ ∈ Hs(T2),
(4-1)
que puede escribirse en la forma,{
ut + A(u) = 0, µ ≥ 0, t > 0, (x, y) ∈ T2
u(0) = φ ∈ Hs(T2), (4-2)
donde,
A(u) = (∂x(Dαx ±Dβy ) + µ(|∆|σ −Dδx))u
= ((ik(|k|σ ± |m|δ) + µ((k2 +m2)α − |k|β))uˆ)∨.
La u´nica solucio´n de (4-2) es de la forma,
u(t) = [e−t((ik(|k|
α±|m|β)+µ((k2+m2)σ−|k|δ))φ̂]∨ = V(t)φ = e−tAφ, (4-3)
donde k y m ∈ Z.
Teorema 4.0.5. Sea u(t) como en (4-3), entonces
l´ım
h→0
‖u(t+ h)− u(t)
h
+ (∂x(D
α
x ±Dβy ) + µ(|∆|σ −Dδx))u(t)‖2s−mma´x = 0,
uniformemente con respecto a t ≥ 0, donde mma´x = ma´x{α + 1, β + 1, σ, δ}.
Demostracio´n. Es ana´loga a la prueba del teorema 4,15 de [7].
Teorema 4.0.6. La aplicacio´n t ∈ [0,∞) 7→ V(t) ∈ B(Hr(T2)) es un semigrupo de
contraccio´n para r ∈ R. Adema´s supt∈[0,∞) ‖V(t)φ1−V(t)φ2‖r ≤ ‖φ1− φ2‖r, para todo
r ∈ R.
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Demostracio´n. Es claro que ‖V(t)φ‖2r ≤ ‖φ‖2r, para todo t ∈ [0,∞). Por otra parte
tenemos que,
V(t+ t′)φ =
∑
K∈Z2
e−(t+t
′
)((ik(|k|α±|m|β)+µ((k2+m2)σ−|k|δ))φ̂(k)eik(·)
=
∑
K∈Z2
e−t((ik(|k|
α±|m|β)+µ((k2+m2)σ−|k|δ))e−t
′
((ik(|k|α±|m|β)+µ((k2+m2)σ−|k|δ))φ̂(k)eik(·)
=
∑
K∈Z2
e−t((ik(|k|
α±|m|β)+µ((k2+m2)σ−|k|δ))(V(t′)φ)∧eik(·)
= V(t)V(t′)φ, donde K = (k,m) con m,n ∈ Z.
Resta probar que l´ım
h→0
‖V(t+ h)φ− V(t)φ‖2r = 0, para todo φ ∈ Hr(T2) y t ∈ [0,∞).
Para ello se deben considerar los l´ımites laterales, el criterio de M-Weierstrass y un
razonamiento ana´logo al empleado en la prueba del teorema 4.0.5.
Teorema 4.0.7. Teorema de regularizacio´n. Sea φ ∈ Hs(T2), r ∈ R, λ ≥ 0, t > 0.
Entonces existe Kλ, que depende so´lo de λ tal que,
‖V(t)φ‖s+λ ≤ Kλ[1 + (1
t
)
λ
2α ]‖φ‖s. (4-4)
Demostracio´n. Note que,
‖V(t)φ‖2s+λ =
∑
K∈Z2
(1 + |K|2)s+λ|e−t(µ((k2+m2)α−|k|β)−ik(|k|σ±|m|δ))φ̂(k,m)|2
=
∑
k,m∈Z
(1 + (k2 +m2))s+λe−2tµ((k
2+m2)α−|k|β)|φ̂(k,m)|2
≤ { sup
k,m∈Z
(1 + (k2 +m2))λe−2tµ((k
2+m2)α−|k|β)‖φ‖2s
≤ C1(λ){ sup
k,m∈Z
(1 + (k2 +m2)λ)e−2tµ((k
2+m2)α−|k|β)}‖φ‖2s
≤ C1(λ){ sup
k,m∈Z
e−2tµ((k
2+m2)α−|k|β) + sup
k,m∈Z
(k2 +m2)λe−2tµ((k
2+m2)α−|k|β)}‖φ‖2s.
Observe que si 2α > β, entonces −2tµ((k2 +m2)α − |k|β) ≤ 0, adema´s
−2tµ((k2 +m2)α − |k|β) < −2tµ((k2α − |k|β) +m2α), con ello se obtiene que
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‖V(t)φ‖2s+λ ≤ C2(λ){1 + sup
k∈Z
k2λe−2tµ(k
2α−|k|β) + sup
m∈Z
m2λe−2tµm
2α}‖φ‖2s.
La prueba del resultado se obtiene al observar que la funcio´n f(x) = x2λe−2tµx
2α
alcanza
su ma´ximo en el valor x∗ = ( λ
2αtµ
)
1
2α , con f(x∗) = ( λ
2αtµ
)
λ
α e
−λ
α ≤ ( λ
2αtµ
)
λ
α y de la
desigualdad
sup
|k|≥2
k2λe−2tµ(k
2α−|k|β) ≤ sup
|k|≥2
k2λe−tµk
2α ≤ ( λ
2αtµ
)
λ
α .
Teorema 4.0.8. Sean ψ ∈ L1(T2) y s > 0 . Entonces existe Cs > 0 que depende de s
tal que,
‖V(t)ψ‖s ≤ Cs(1 + M(t)
t
s+1
2α
)‖ψ‖L1(T2), (4-5)
para todo t > 0, donde M(t) es una funcio´n continua y creciente con M(0) = 1.
Demostracio´n. Observe que,
‖V(t)ψ‖2s =
∑
K∈Z2
(1 + |K|2)s|e−t(µ((k2+m2)α−|k|β)−ik(|k|σ±|m|δ))ψ̂(k,m)|2
=
∑
k,m∈Z
(1 + (k2 +m2))se−2tµ((k
2+m2)α−|k|β)|ψ̂(k,m)|2
≤ sup
k,m∈Z
{|ψ̂(k,m)|2}
∑
k,m∈Z
(1 + (k2 +m2))se−2tµ((k
2+m2)α−|k|β)
≤ C2s‖ψ‖2L1(T2) (1 +
∑
|K|>1
(k2s +m2s)e−2tµ(k
2α−|k|β)e−2tµ|m|
2α
)
≤ C2s‖ψ‖2L1(T2) (1 +
∑
|K|>1
k2se−2tµ(k
2α−|k|β)e−2tµ|m|
2α
︸ ︷︷ ︸
I
+
∑
|K|>1
m2se−2tµ(k
2α−|k|β)e−2tµ|m|
2α
)︸ ︷︷ ︸
II
.
(4-6)
Veamos las acotaciones para I y II.
Tenemos,
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I ≤
∑
|k|≥1
k2se−2tµ(k
2α−|k|β) ∑
|m|≥1
e−2tµ|m|
2α
+
∑
|k|≥2
k2se−2tµ(k
2α−|k|β)
I ≤ (2 +
∑
|k|≥1
k2se−2tµ(k
2α−|k|β))
∑
|m|≥1
e−2tµ|m|
2α
+
∑
|k|≥2
k2se−2tµ(k
2α−|k|β)
I ≤ (2 +
∑
|k|≥1
k2se−2tµ(k
2α−|k|β))
∫ ∞
0
e−2tµ|x|
2α
dx+
∑
|k|≥2
k2se−2tµ(k
2α−|k|β)
I ≤ (2 +
∑
|k|≥1
k2se−2tµ(k
2α−|k|β))
(2µ)
−1
2α
2αt
1
2α
Γ(
1
2α
) +
∑
|k|≥2
k2se−2tµ(k
2α−|k|β)
I ≤ c(α,µ)( 1
t
1
2α
+ (1 + 1
t
1
2α
)
∑
|k|≥2
k2se−2tµ(k
2α−|k|β))
I ≤ c(α,µ){ 1
t
1
2α
+ (1 + 1
t
1
2α
)
∑
|k|≥2
k2se−Mt|k|
2α}, donde M = M(α, β, µ) > 0.
I ≤ c′(α,µ){ 1
t
1
2α
+ (1 + 1
t
1
2α
)(
∫ ∞
0
x2se−Mt|x|
2α
dx+ sup
x∈R
x2se−Mt|x|
2α
)}
I ≤ c′(α,µ,β,s){
1
t
1
2α
+ (1 +
1
t
1
2α
)(
1
t
2s+1
2α
+
1
t
s
α
)} (4-7)
Adema´s,
II ≤
∑
|k|≥1
e−2tµ(k
2α−|k|β) ∑
|m|≥1
m2se−2tµ|m|
2α
+
∑
|m|≥2
m2se−2tµ|m|
2α
II ≤
∑
|k|≥1
e−2tµ(k
2α−|k|β) ∑
|m|≥1
m2se−2tµ|m|
2α
+
∑
|m|≥1
m2se−2tµ|m|
2α
II ≤ c(1 +
∑
|k|≥2
e−Mt|k|
2α
)
∑
|m|≥1
m2se−2tµ|m|
2α
, donde M = M(α, β, µ) > 0.
II ≤ c(1 +
∫ ∞
0
e−Mt|x|
2α
dx)
∑
|m|≥1
m2se−2tµ|m|
2α
II ≤ c′′(1 +
∫ ∞
0
e−Mt|x|
2α
dx)(
∫ ∞
0
x2se−2tµ|x|
2α
dx+ sup
x∈R
x2se−2tµ|x|
2α
)
II ≤ c′′(α,µ,β,s)(1 +
1
t
1
2α
)(
1
t
1+2s
2α
+
1
t
s
α
) (4-8)
Observe que las sumatorias que aparecen en las expresiones I y II esta´n acotadas por
integrales de funciones continuas, decrecientes y de valores positivos. E´stas integrales
a trave´s de un cambio de variable se convierten en la funcio´n Gamma, as´ı se obtienen
las siguientes cotas:
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•
∫ ∞
0
e−2tµ|x|
2α
dx =
(2µ)
−1
2α
2αt
1
2α
Γ(
1
2α
)
•
∫ ∞
0
x2se−Mt|x|
2α
dx =
1
2α(Mt)
2s+1
2α
Γ(
2s+ 1
2α
)
• sup
x∈R
x2se−Mt|x|
2α
= (
s
Mαt
)
s
α e
−s
α
Para calcular las integrales que aparecen en la acotacio´n de II basta observar las inte-
grales anteriores y hacer un cambio de variable.
El resultado planteado en (4-5) se obtiene a partir de (4-6), (4-7) y (4-8).
Note que (4-6) se puede escribir de la siguiente forma
‖V(t)ψ‖2s ≤ c2(α,µ,β,s)‖ψ‖2L1(T2)(1 + F (t)
t
s+1
α
), donde
F (t) = t
2s+1
2α + 4t
1
2α + 2t
1
α + 2.
Teniendo en cuenta lo anterior y utilizando el lema 3.0.2 se obtiene que
M(t) = t
2s+1
4α + t
1
4α + t
1
2α + 1.
Note que M(0) = 1 y que cada uno de los exponentes que aparece en M(t) es positivo,
pues α, s > 0.
Cuando s = 1, la desigualdad (4-5) se convierte en
‖V(t)ψ‖1 ≤ C1(1 + M(t)
t
1
α
)‖ψ‖L1(T2), (4-9)
donde 0 < 1
α
< 1.
5 El problema local
El objetivo de este cap´ıtulo es establecer el buen planteamiento local para el problema
de valor inicial (1-1). Como consecuencia del me´todo de variacio´n de para´metros para
ecuaciones diferenciales ordinarias, este problema es equivalente a la ecuacio´n integral,
u(t) = V(t)φ− 1
3
∫ t
0
V(t− τ)∂xu3(τ)dτ, (5-1)
donde V(t) es como en (4-3).
Consideremos el siguiente resultado que garantiza la equivalencia mencionada ante-
riormente.
Teorema 5.0.9. Sea u ∈ C([0, T ];Hs(T2)) con u(0) = φ y s ≥ 1. Entonces u es
la solucio´n de la ecuacio´n integral (5-1) en Hs(T2) si y solamente s´ı, u es la solu-
cio´n del problema (1-1), donde la derivada en el tiempo es tomada en la topolog´ıa de
Hs−mma´x(T2).
Demostracio´n. Supongamos que u es solucio´n de la ecuacio´n integral (5-1) y definamos
w(t) la integral que aparece en la ecuacio´n (5-1), con lo anterior (5-1) se transforma en
u(t) = V(t)φ− 1
3
w(t). (5-2)
Note que
∂te
−t(∂x(Dαx±Dβy )+µ(|∆|σ−Dδx))φ = −(∂x(Dαx ±Dβy ) +µ(|∆|σ−Dδx))e−t(∂x(D
α
x±Dβy )+µ(|∆|σ−Dδx)φ,
(5-3)
la derivada en (5-3) se calcula en Hs−mma´x(T2).
Ahora consideremos h > 0, 0 ≤ t ≤ T y determinemos la derivada ∂tw.
w(t+h)−w(t)
h
= 1
h
∫ t+h
0
V(t+ h− τ)∂xu3(τ)dτ − 1−h
∫ t
0
V(t− τ)∂xu3(τ)dτ
+
1
−h
∫ t−h
0
V(t− τ)∂xu3(τ)dτ − 1−h
∫ t−h
0
V(t− τ)∂xu3(τ)dτ
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= 1
h
∫ t−h
0
[V(t− τ)− V(t− h− τ)]∂xu3(τ)dτ + 1
h
∫ t
t−h
V(t− τ)∂xu3(τ)dτ
= V(h)−I
h
∫ t
0
V(t− τ)∂xu3(τ)dτ + 1
h
∫ t+h
t
V(t+ h− τ)∂xu3(τ)dτ.
Utilizando el teorema 4.0.5, el teorema de la convergencia dominada de Lebesgue y
haciendo que h 7→ 0+, se tiene la siguiente igualdad en Hs−mma´x(T2).
∂+x w(t) = (∂x(D
α
x ±Dβy ) + µ(|∆|σ −Dδx))w(t)− ∂xu3(t). (5-4)
Ahora calculamos la derivada de w(t) por la izquierda, para ello escogemos 0 ≤ t ≤ T
w(t+h)−w(t)
−h =
1
−h
∫ t−h
0
V(t− h− τ)∂xu3(τ)dτ − 1−h
∫ t
0
V(t− τ)∂xu3(τ)dτ
+
1
−h
∫ t−h
0
V(t− τ)∂xu3(τ)dτ − 1−h
∫ t
0
V(t− τ)∂xu3(τ)dτ
= 1
h
∫ t−h
0
[V(t− τ)− V(t− h− τ)]∂xu3(τ)dτ + 1
h
∫ t
t−h
V(t− τ)∂xu3(τ)dτ.
Haciendo el cambio de variable η = h+ τ y θ = t− τ , se obtiene que
w(t+h)−w(t)
−h =
1
h
∫ t
h
[V(t− η + h)− V(t− η)]∂xu3(t− η)dη − 1
h
∫ 0
h
V(θ)∂xu3(t− θ)dθ
= V(h)−I
h
∫ t
h
V(t− η)∂xu3(t− η)dη + 1
h
∫ h
0
V(θ)∂xu3(t− θ)dθ.
Utilizando el teorema 4.0.5, el teorema de la convergencia dominada de Lebesgue,
haciendo que h 7→ 0+, se concluye que en Hs−mma´x(T2).
∂+t w(t) = ∂
−
t w(t).
Luego, como u(t) = V(t)φ− 1
3
w(t), entonces
∂tu(t) = −[∂x(Dαx ±Dβy )+µ(|∆|σ−Dδx)]V(t)φ+ 13 [∂x(Dαx ±Dβy )+µ(|∆|σ−Dδx)]w(t)−
1
3
∂xu
3(t)
= −[∂x(Dαx ±Dβy ) + µ(|∆|σ −Dδx)](V(t)φ− 13w(t))− 13∂xu3(t)
= −[∂x(Dαx ±Dβy ) + µ(|∆|σ −Dδx)]u(t)− 13∂xu3(t),
que satisface el problema (1-1).
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Ahora supongamos que u es la solucio´n del problema de valor inicial (1-1), as´ı se tendr´ıa
que u satisface
ut + ∂x(D
α
x ±Dβy )u+ µ(|∆|σ −Dδx)u = −
1
3
∂xu
3(τ), (5-5)
en Hs−mma´x(T2). Aplicando V(t− τ) a la ecuacio´n (5-5), 0 ≤ t− τ ≤ T , se tiene que
V(t− τ)[uτ + (∂x(Dαx ±Dβy )u+ µ(|∆|σ −Dδx)u] = −
1
3
V(t− τ)∂xu3(τ). (5-6)
Por otra parte se tiene que
∂tV(t− τ)u(t) = V(t− τ)[uτ + (∂x(Dαx ±Dβy )u+ µ(|∆|σ −Dδx)u] (5-7)
en Hs−mma´x(T2), comparando (5-6) y (5-7) se obtiene que
∂tV(t− τ)u(t) = −1
3
V(t− τ)∂xu3(τ), (5-8)
integrando de 0 a t la igualdad (5-8) se obtiene la ecuacio´n integral planteada en (5-1).
Teorema 5.0.10. Sea φ ∈ Hs(T2) para s ≥ 1. Entonces existe Ts = T (‖φ‖s) > 0 y
una u´nica solucio´n u ∈ C([0, T ];Hs(T2)) de la ecuacio´n integral (5-1).
Demostracio´n. Sean M,T > 0, consideremos el espacio me´trico completo
X(T ) = {u ∈ C([0, T ];Hs(T2)) : ‖u(t)− V(t)φ‖s ≤M}
dotado de la me´trica
d(u, v) = sup
t∈[0,T ]
‖u(t)− v(t)‖s = ‖u− v‖s,∞
y la aplicacio´n
(Ψu)(t) = V(t)φ− 1
3
∫ t
0
V(t− τ)(u3(τ))xdτ. (5-9)
Una parte esencial de la prueba es garantizar que existe T > 0 tal que Ψ aplica X(T )
en s´ı mismo y es una contraccio´n, por tal motivo la prueba se divide en varias partes.
• Primero probamos que si u ∈ X(T ), entonces Ψu(t) ∈ C([0, T ];Hs(T2)), aqu´ı cal-
culamos la norma de Ψu(t+h)−Ψu(t) en Hs(T2), usamos que V es un grupo y que
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aplica Hs(T2) en s´ı mismo. Finalmente el teorema de la convergencia dominada
de Lebesgue permite probar el hecho. As´ı tenemos
‖Ψu(t+ h)−Ψu(t)‖s ≤ ‖V(t+ h)φ−V(t)φ‖s + 1
3
‖V(h)− I
∫ t
0
V(t− τ)(u3(τ))xdτ‖
(5-10)
+1
3
∫ t+h
t
‖V(t+ h− τ)(u3(τ))x‖dτ.
Los dos primeros te´rminos de la parte derecha de la desigualdad (5-10) tienden
a cero cuando h 7→ 0 debido a que V es un semigrupo fuertemente continuo, el
u´ltimo te´rmino tiende a cero cuando h 7→ 0 como consecuencia de los teoremas
4.0.7 y 4.0.8.
• Ahora veamos que para s > 1, existe T1 > 0, tal que si u ∈ X(T1), entonces
Ψu ∈ X(T1). Verifiquemos que ‖Ψu(t)− V(t)φ‖s ≤M .
Para ello estudiaremos por separado el caso s > 1 y el caso s = 1.
◦ Para el caso s > 1, consideramos (5-9) y tomamos λ = 1 en la desigualdad
(4-4), as´ı obtenemos
‖Ψu(t)− V(t)φ‖s ≤ 13
∫ t
0
‖V(t− τ)(u3(τ))x‖sdτ
≤ K1
3
‖u‖3s,∞
∫ t
0
[1 + (
1
t− τ )
1
2α ]dτ,
al calcular la integral anterior se obtiene que
‖Ψu(t)− V(t)φ‖s ≤ KI(t)(M + ‖φ‖s)3, donde K > 0, I(t) = t 2α−12α .
Escogiendo 0 < T1 <
M
2α
2α−1
K
2α
2α−1 (M+‖φ‖s)
6α
2α−1
concluimos que
‖Ψu(t)− V(t)φ‖s ≤M , para todo t ∈ [0, T1].
◦ Para probar el resultado cuando s = 1 el procedimiento es ana´logo, pero uti-
lizamos la desigualdad (4-5), junto con la desigualdad de Ho¨lder (Proposicio´n
3.0.11), as´ı obtenemos
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‖Ψu(t)− V(t)φ‖1 ≤ 1
3
∫ t
0
‖V(t− τ)(u3(τ))x‖1dτ
≤ C1
∫ t
0
[1 +
M(0)
(t− τ) 1α ]‖u
2ux‖L1dτ
≤ C1
∫ t
0
[1 +
M(0)
(t− τ) 1α ]‖u‖
2
L4‖ux‖0dτ. (5-11)
Note que
‖u‖2L4‖ux‖0 ≤ [‖u− uˆ(0, 0)‖2L4 + ‖uˆ(0, 0)‖2L4 ]‖ux‖0
‖u‖2L4 = 2pi|uˆ(0, 0)|2
|uˆ(x, y)| = 1
(2pi)2
‖u‖0.
Utilizando la desigualdad de Gagliardo Nirenberg (Proposicio´n 3.0.8), se obtiene,
‖u‖2L4‖ux‖0 ≤ [C‖u− uˆ(0, 0)‖0‖∇u‖0 + Cpi‖u‖21] ‖∇u‖0
≤ C‖u− uˆ(0, 0)‖0‖∇u‖20 + Cpi‖u‖31
≤ C[‖u‖0 + ‖uˆ(0, 0)‖0]‖∇u‖20 + Cpi‖u‖31
≤ C[‖u‖31 + C
′
pi‖u‖31 + Cpi‖u‖31
≤ K‖u‖31. (5-12)
A partir de (5-12) y calculando la integral que aparece en (5-11), la desigualdad (5-11) se
convierte en
‖Ψu(t)− V(t)φ‖1 ≤ Ctα−1α (M + ‖φ‖1)3. (5-13)
Escogiendo 0 < T1 <
M
α
α−1
C
α
α−1 (M+‖φ‖1)
3α
α−1
concluimos que
‖Ψu(t)− V(t)φ‖1 ≤M , para todo t ∈ [0, T1].
◦ Ahora veremos que existe T2 > 0 tal que si 0 < T ≤ T2, entonces Ψ es una contraccio´n en
X(T2), igual que en el caso anterior, estudiaremos primero el caso s > 1 y luego el caso s = 1.
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◦ Para el caso s > 1, consideramos U(t), G(t) ∈ X(T2), utilizamos la igual-
dad (5-9), calculamos la norma ‖ΨU(t) − ΨG(t)‖s y tomamos λ = 1 en la
desigualdad (4-4) para obtener,
‖ΨU(t)−ΨG(t)‖s ≤
∫ t
0
‖V(t− τ)(U3(τ))x − (G3(τ))x‖sdτ (5-14)
≤
∫ t
0
K1[1 + (
1
t− τ )
1
2α ]‖(U3(τ))x − (G3(τ))x‖s−1dτ
Note que se cumple la siguiente desigualdad.
‖U(t)‖s = ‖U(t)− V(t)φ+ V(t)φ‖ ≤ (M + ‖φ‖s) (5-15)
Utilizando (5-15) se prueba que,
‖(U3(τ))x − (G3(τ))x‖s−1 ≤ Ks‖U3(τ)−G3(τ)‖s
≤ Ks‖(U(τ)−G(τ))(U2(τ) + U(τ)G(τ) +G2(τ)‖s
≤ K˜s‖U(τ)−G(τ)‖s‖U2(τ) + U(τ)G(τ) +G2(τ)‖s
≤ K˜s1‖U(τ)−G(τ)‖s,∞(M + ‖φ‖s)2 (5-16)
A partir de (5-14) y (5-16) se concluye que
‖Ψu(t)−ΨG(t)‖s ≤ K(M + ‖φ‖s)2t 2α−12α ‖U(τ)−G(τ)‖s,∞ (5-17)
Si escogemos 0 ≤ T2 ≤ 1
K
2α
2α−1 (M+‖φ‖s)
4α
2α−1
, obtenemos que Ψ es una
contraccio´n.
◦ Para el caso s = 1, consideramos U(t), G(t) ∈ X(T2), utilizamos la igualdad
(5-9), calculamos la norma ‖ΨU(t)−ΨG(t)‖1 y tomamos s = 1 en el teorema
4.0.8 para obtener,
‖ΨU(t)−ΨG(t)‖1 ≤
∫ t
0
‖V(t− τ)((U3(τ))x − (G3(τ))x)‖1dτ
≤ K
∫ t
0
M(0)
(t− τ) 1α ‖U
2Ux(τ)−G2Gx(τ)‖L1(T2)dτ (5-18)
Note que utilizando (5-15) con s = 1, se prueba la siguiente desigualdad,
‖U2Ux(τ)−G2Gx(τ)‖L1(T2) ≤ ‖(U2 −G2)Ux‖L1(T2) + ‖G2(U −G)x‖L1(T2)
≤ ‖U2 −G2‖0‖Ux‖0 + ‖G2‖0‖(U −G)x‖0 (5-19)
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Note que
‖G2‖0‖(U −G)x‖0 ≤ ‖G‖2L4‖U −G‖1, (5-20)
adema´s en virtud de la desigualdad de Ho¨lder (Proposicio´n 3.0.11)
‖U2−G2‖0‖Ux‖0 ≤ ‖U −G‖L4‖U +G‖L4‖Ux‖0 ≤ (‖U‖L4 +‖G‖L4)‖U‖1‖U −G‖L4 .
(5-21)
Para acotar ‖U − G‖L4 hacemos un ana´lisis similar al realizado para acotar
‖U‖L4 , as´ı obtenemos
‖U −G‖L4‖Ux‖0 ≤ [‖(U −G)− ̂(U −G)(0, 0)‖L4 + ‖ ̂(U −G)(0, 0)‖L4 ]‖Ux‖0
(5-22)
Utilizando la desigualdad de Gagliardo Nirenberg (Proposicio´n 3.0.8), la de-
sigualdad triangular y el lema 3.0.2 se obtiene,
‖U −G‖L4‖Ux‖0
≤ C‖(U −G)− ̂(U −G)(0, 0)‖
1
2
0 ‖∇(U −G)‖
1
2
0 ‖Ux‖0 + Cpi‖U −G‖1 ‖Ux‖0
≤ C 1
2
‖U−G‖
1
2
0 ‖U−G‖
1
2
1 ‖Ux‖0 +C
′
1
2
‖U−G‖
1
2
0 ‖U−G‖
1
2
1 ‖Ux‖0 +Cpi‖U−G‖1‖Ux‖0
≤ C 1
2
‖U −G‖1‖U‖1 + C ′1
2
‖U −G‖1‖U‖1 + Cpi‖U −G‖1‖U‖1
≤ K‖U‖1‖U −G‖1
≤ K(M + ‖φ‖1)‖U −G‖1. (5-23)
A partir de (5-20) y (5-23) la desigualdad (5-19) se convierte en
‖U2Ux(τ)−G2Gx(τ)‖L1(T2) ≤ [K(M + ‖φ‖1) + ‖G‖2L4 ] ‖U −G‖1 (5-24)
Luego de calcular la integral que aparece en (5-18) y por (5-24), la desigualdad
(5-18) se convierte en
‖ΨU(t)−ΨG(t)‖1 ≤ K˜ ′′tα−1α ‖U −G‖1[K(M + ‖φ‖1) + ‖G‖2L4 ] (5-25)
Si escogemos T2, tal que 0 ≤ T2 ≤ 1
K˜′′
α
α−1 [K(M+‖φ‖1)+‖G‖2
L4
]
α
α−1
, obtenemos que
Ψ es una contraccio´n.
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Ahora, si escogemos Ts, 0 ≤ Ts ≤ mı´n{T1, T2}, el teorema del punto fijo de
Banach garantiza la existencia de una u´nica H(t) ∈ X(Ts) tal que
ΨU(t) = U(t).
Ahora veremos que la solucio´n es u´nica en el espacio C([0, T ];Hs(T2)), igual que en el
caso anterior estudiaremos primero el caso s > 1 y luego el caso s = 1.
• Para el caso s > 1, supongamos que U(t) y G(t) son soluciones del problema de
Cauchy (1-1), adema´s supongamos que satisfacen las condiciones iniciales U(0) = φ
y G(0) = ψ. Calculamos la norma ‖U(t)−G(t)‖s y tomamos λ = 1 en el teorema
4.0.7 para obtener,
‖U(t)−G(t)‖s ≤ ‖V(φ− ψ)‖s + 1
3
∫ t
0
‖V(t− τ)((U3(τ))x − ((G3(τ))x)‖sdτ
(5-26)
≤ ‖φ− ψ‖s + 1
3
K1
∫ t
0
[1 + (
1
t− τ )
1
2α ]‖((U3(τ))x − ((G3(τ))x)‖s−1dτ.
Ahora escogemos Ts para que (t−τ)−12α ≥ 2, utilizando esto y la desigualdad (5-16),
la desigualdad (5-26) se convierte en
‖U(t)−G(t)‖s ≤ ‖φ− ψ‖s +K(‖U‖2s,∞ + Cs‖U‖s,∞‖G‖s,∞ + ‖G‖2s,∞)
·
∫ t
0
(
1
t− τ )
1
2α‖(U(τ)−G(τ)‖sdτ. (5-27)
Ahora si sustituimos g(t) = ‖U(t)−G(t)‖s, a = ‖φ− ψ‖s,
b = K˝ = K(‖U‖2s,∞ + Cs‖U‖s,∞‖G‖s,∞ + ‖G‖2s,∞), β = 2α−12α , γ = 1, en la propo-
sicio´n 3.0.9, la desigualdad (5-27), se convierte en
‖U(t)−G(t)‖s ≤ ‖φ− ψ‖s
∞∑
m=0
Cm((K˝Γ(
2α− 1
2α
))
2α
2α−1 t)
(2α−1)m
2α , (5-28)
donde ν = 2α−1
2α
> 0, con C0 = 1,
Cm+1
Cm
=
Γ(
(2α−1)m
2α
+1)
Γ(
(2α−1)m
2α
+1+ 2α−1
2α
)
, Γ es la funcio´n Gam-
ma, que satisface la identidad
Γ(x) =
√
2pixx−
1
2 e−xe
θ(x)
12x (5-29)
para x > 0 y 0 < θ(x) < 1,ver [1]. A partir de (5-29) se obtiene que
l´ım
m→∞
cm+1
cm
= 0, es decir la serie (5-28) converge uniformemente en compactos de R.
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Ahora si suponemos que φ = ϕ, a partir de la serie (5-28) obtenemos la unicidad
de la solucio´n en el espacio C([0, T ];Hs(T2)) para s > 1.
• Para el caso s = 1, supongamos que U(t) y G(t) son soluciones del problema de
Cauchy (1-1), adema´s supongamos que satisfacen las condiciones iniciales U(0) = φ
y G(0) = ψ. Calculamos la norma ‖U(t)−G(t)‖1 y tomamos s = 1 en el teorema
(4.0.8) para obtener
‖U(t)−G(t)‖1 ≤ ‖φ− ψ‖1 + 1
3
∫ t
0
C1[(1 +
1
(t− τ) 1α )]‖(U
3(τ))x− (G3(τ))x‖L1(T2)dτ
(5-30)
Ahora escogemos T1 > 0 para que (
1
t−τ )
( 1
α
) ≥ 2, utilizando esto, la desigualdad
(5-24) y la desigualdad (5-30) se convierte en
‖U(t)−G(t)‖1
≤ ‖φ− ψ‖1 + C1[K(M + ‖φ‖1) + ‖G‖2L4 ]
∫ t
0
(
1
t− τ )
1
α‖(U(τ)−G(τ)‖1dτ.(5-31)
Igual que en el caso anterior usamos la proposicio´n 3.0.9, pero ahora utilizamos
las sustituciones g(t) = ‖U(t)−G(t)‖1, a = ‖φ− ψ‖1,
b = K˜ = C1[K(M + ‖φ‖1) + ‖G‖2L4 ], β
′
= α−1
α
, γ = 1, as´ı la desigualdad (5-31), se
convierte en
‖U(t)−G(t)‖1 ≤ ‖φ− ψ‖1
∞∑
m=0
Cm((K˜Γ(
α− 1
α
))
α
α−1 t)
(α−1)m
α , (5-32)
donde ν = α−1
α
> 0, con C0 = 1,
Cm+1
Cm
=
Γ(
(α−1)m
α
+1)
Γ(
(α−1)m
α
+1+α−1
α
)
.
La serie (5-32) converge uniformemente en compactos de R y suponiendo que φ = ϕ
en (5-32) se obtiene la unicidad de la solucio´n en el espacio C([0, T ];Hs(T2)) para
s = 1.
Teorema 5.0.11. El problema (1-1) para s ≥ 1 es localmente bien planteado. Ma´s
precisamente existen T > 0 y una u´nica U ∈ C([0, T ];Hs(T2)) que satisfacen (1-1).
Adema´s la aplicacio´n φ 7→ U es continua en el siguiente sentido: si φn 7→ U∞ en Hs(T2)
y si Un ∈ C([0, T ];Hs(T2)), son las soluciones de (1-1) con dato inicial Un(0) = φn,
n = 1, 2, . . . , entonces, para T ∈ (0, T∞) las soluciones Un pueden extenderse si es
necesario para todo n suficientemente grande al intervalo [0, T ] y
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l´ım
x→∞
sup
t∈[0,T ]
‖Un(t)− U∞(t)‖s = 0.
Demostracio´n. La existencia y la unicidad de la solucio´n se obtienen a partir de los
teoremas 5.0.9 y 5.0.10, u´nicamente hace falta probar la dependencia continua, no´tese
que segu´n como se escogio´ T en la demostracio´n del teorema 5.0.10, se visualiza que
e´sta es una funcio´n continua de ‖φ(s)‖, lo cual implica que las soluciones Un se pueden
definir en un intervalo de la forma [0, T ] para n suficientemente grande, esto es, existe
n ∈ N tal que Tn > T , para todo n ≥ N . Como por hipo´tesis Un, n ∈ N es solucio´n
del problema (1-1), con dato inicial Un(0) = φn, se concluye que si n > N entonces
‖Un(t)‖s − ‖φn‖s ≤M , es decir
‖Un(t)‖s ≤M + sup
n∈N
‖φn‖s. (5-33)
Ahora veamos por separado el caso s > 1 y s = 1.
• Si s > 1, tomamos las desigualdades (5-27) y (5-33), as´ı obtenemos
‖Un(t)−U∞(t)‖s ≤ ‖φn−ψ∞‖s+K1(M+sup
n∈N
‖φn‖s)2
∫ t
0
(
1
t− τ )
1
2α‖(Un(τ)−U∞(τ)‖sdτ.
(5-34)
Para concluir usamos la proposicio´n 3.0.9, sustituyendo
g(t) = ‖Un(t)− U∞(t)‖s, a = ‖φn − ψ∞‖s,
b = K¯ = K1(M + sup
n∈N
‖φn‖s)2, β = 2α−12α , γ = 1, as´ı la desigualdad (5-34), se
convierte en
‖Un(t)− U∞(t)‖s ≤ ‖φn − ψ∞‖s
∞∑
m=0
Cm((K¯Γ(
2α− 1
2α
))
2α
2α−1 t)
(2α−1)m
2α , (5-35)
para todo t ∈ [0, T ].
• Si s = 1 el resultado es consecuencia de las desigualdades (5-31), (5-33) y de la
proposicio´n 3.0.9.
Teorema 5.0.12. Si U ∈ C([0, T ];Hs(T2)), s ≥ 1, es la solucio´n de (1-1) con dato ini-
cial U(0) = φ ∈ Hs(T2) obtenida en el teorema 5.0.11, entonces U ∈ C((0, T ];Hr(T2))
para r > s. Es decir U ∈ C((0, T ];P).
Demostracio´n. Veamos por separado el caso s > 1 y s = 1.
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• Si 0 < λ < 2α − 1 y s > 1, a partir de la ecuacio´n integral (5-1) y utilizando dos
veces el teorema 4.0.7, se obtiene que
‖U(t)‖s+λ ≤ Kλ[1 + (λ
t
)
λ
2α ]‖φ‖s +K1+λ
∫ t
0
([1 + (
1 + λ
t− τ )
1+λ
2α ]‖(U3)x)‖s−1dτ
‖U(t)‖s+λ ≤ Kλ[1 + (λt )
λ
2α ]‖φ‖s +K1+λ‖U‖3s,∞
∫ t
0
([1 + (
1 + λ
t− τ )
1+λ
2α ]dτ(5-36)
Como la integral obtenida en (5-36) es finita, tenemos que U ∈ C((0, T ];Hs+λ(T2)),
iterando este argumento se obtiene el resultado para s > 1.
• Si 0 < λ < 2α − 2 y s = 1, utilizamos la ecuacio´n integral (5-1), junto con los
teoremas 4.0.7 y 4.0.8, as´ı se obtiene
‖U(t)‖1+λ ≤ Kλ[1 + (λ
t
)
λ
2α ]‖φ‖1 + C1+λ
∫ t
0
([1 + (
1
t− τ )
λ+2
2α ]‖(U3)x)‖L1(T2)dτ
‖U(t)‖1+λ ≤ Kλ[1 + (λ
t
)
λ
2α ]‖φ‖1 +K4‖U‖21,∞
∫ t
0
([1 + (
1
t− τ )
λ+2
2α ]dτ. (5-37)
La integral que aparece en (5-37) es finita, por ello, U ∈ C([0, T ];Hs+λ(T2)).
Iterando este argumento se obtiene el resultado para s = 1.
6 El problema global
En este cap´ıtulo se establecen estimativas a priori de las soluciones de (1-1), para
probar el buen planteamiento global en Hs(T2), para s ≥ 1.
Teorema 6.0.13. Sean T ∗ = sup{T > 0|∃!U ∈ C([0, T ];Hs(T2) tal que satisface
(1-1)}, donde s ≥ 1 y G es la solucio´n maximal de (1-1) en [0, T ∗). Si T ∗ < ∞,
entonces
l´ım
t↑T ∗
‖G‖s =∞.
Demostracio´n. Supongamos que T ∗ <∞ y que existe M > 0 tal que,
‖G‖s ≤M (6-1)
para todo t ∈ [0, T ∗). Utilizando la desigualdad (6-1), los teoremas 4.0.7 y 4.0.8, se
concluye que l´ım
t↑T ∗
G(t) = ∞ en Hs(T2), lo anterior teniendo en cuenta que {G(t)}t
es una red de Cauchy en Hs(T2), (Ver [7] cap´ıtulo 3 y [9] cap´ıtulo IV, Vol I). Por lo
tanto el principio de extensio´n implicar´ıa que el intervalo [0, T ∗) no sera´ el intervalo
maximal de existencia, esto contradice la manera en que se escogio´ T ∗, para ello se
toma G1 solucio´n de la ecuacio´n (1-1) con dato inicial ψ, a partir de ello se prueba
que G˜ definida por G˜ = G(t) si t ∈ [0, T ∗) y G(t) = G1(T ∗ + t) si t > T ∗, tambie´n es
solucio´n de la ecuacio´n en un intervalo de la forma [0, T ∗], con T > T ∗.
Teorema 6.0.14. Sea U ∈ C([0, T ];H1(T2) la solucio´n de (1-1) dada por el teorema
5.0.11. Entonces,
‖U‖20 ≤ ‖φ‖20 (6-2)
‖Ux‖20 ≤ ‖φx‖20(1 +KC‖φ‖80ecα,β,µT ) (6-3)
‖Uy‖20 ≤ ‖φy‖20(1 +KC‖φ‖80ecα,β,µT ) (6-4)
Note que (6-3) y (6-4) implican que
‖∇U‖20 ≤ ‖∇φ‖20(1 +KC‖φ‖80ecα,β,µT ) (6-5)
Demostracio´n. Veamos la prueba de las desigualdades.
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• La desigualdad (6-2) es consecuencia del teorema 5.0.12, primero se multiplica por
U la ecuacio´n (1-1), para obtener
UUt = µUD
β
xU − U∂x(Dσx ±Dδy)U − µU |∆|αU − U3Ux.
Luego se integra y se utilizan los siguientes resultados:
◦ 〈µU,DβxU〉 = −µ‖D
β
2
x U‖20
◦ 〈U, ∂x(Dσx ±Dδy)U〉 = 0
◦ 〈−µU, |∆|αU〉 = −µ‖|∆|α2U‖20
◦ 〈U3, Ux〉 = 0.
Con lo anterior se obtiene
1
2
∂t‖U‖20 = µ(−||∆|
α
2U‖20 + ‖D
β
2
x U‖20)
= µ(
∑
k,m∈Z
−(k2 +m2)α|Uˆ |2 +
∑
k,m∈Z
k2β|Uˆ |2)
≤ µ(−|Uˆ(0, 1)|2−|Uˆ(0,−1)|2−Cα
∑
k2+m2≥2
(k2α +m2α)|Uˆ |2 +
∑
k,m∈Z
k2β|Uˆ |2)
≤ µ(−|Uˆ(0, 1)|2−|Uˆ(0,−1)|2−Cα,β
∑
m∈Z
∑
|k|≥2
(k2α − k2β)|Uˆ |2 − Cα
∑
k,m∈Z
m2α|Uˆ |2).
Note que Cα, Cα,β > 0, α ≥ β y que si k ≥ 2 entonces,
k2α − k2β = k2α(1− 1
k2(α−β) ) ≤ k2α(1− 14α−β ) ≥ 0, adema´s m2α ≥ 0.
Por lo tanto se tiene que 1
2
∂t‖U‖20 ≤ 0, luego se integra de 0 a t y as´ı se obtiene la
desigualdad (6-2).
Note que adema´s se puede obtener la siguiente desigualdad
µCα,β
∫ t
0
‖|∆|α2U(t′)‖20dt
′ ≤ ‖φ‖20. (6-6)
• Para demostrar la desigualdad (6-3), se utiliza el teorema 5.0.12, primero se deriva
la ecuacio´n (1-1) respecto a x, con lo cual se obtiene
Utx + ∂
2
x(D
σ
x ±Dδy)U + (U2Ux)x = −∂xµ|∆|αU + ∂xµDβxU (6-7)
Utx + 2UU
2
x + U
2Uxx + ∂x(D
σ
x ±Dδy)Ux = −µ|∆|αUx + µDβxUx
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Sustituyendo V = Ux en la ecuacio´n (6-7) se obtiene,
Vt + 2UV
2 + U2Vx + ∂x(D
σ
x ±Dδy)V = −µ|∆|αV + µDβxV. (6-8)
Luego se multiplica la ecuacio´n (6-8) por V y se integra sobre T2, teniendo en
cuenta que
∫
T2
V U2Vx dxdy = −
∫
T2
UV 3 dxdy, con lo que se obtiene,
1
2
∂t‖V ‖20 =
∫
T2
V U2Vx dxdy − µ‖|∆|α2 V ‖20 + µ‖D
β
2
x U‖20. (6-9)
Veamos la acotacio´n para
∫
T2
V U2Vx dxdy, usando la desigualdad de Young, se
tiene∫
T2
V U2Vx dxdy ≤ ‖V ‖L∞
∫
T2
U2Vx dxdy ≤ ‖V ‖L∞‖U‖2L4‖Vx‖0. (6-10)
Note que la desigualdad de Gagliardo-Nirenberg implica que,
‖V ‖L∞ ≤ ‖V ‖
1
2
0 ‖∆V ‖
1
2
0 (6-11)
‖U‖L4 ≤ C1‖φ‖
3
4
0 ‖∆U‖
1
4
0
‖U‖2L4 ≤ C21‖φ‖
3
2
0 ‖∆U‖
1
2
0 . (6-12)
A partir de (6-10), (6-11) y (6-12) se obtiene que,∫
T2
V U2Vx dxdy ≤ C21‖∆V ‖
3
2
0 ‖V ‖
1
2
0 ‖φ‖
3
2
0 ‖∆U‖
1
2
0 .
(6-13)
Utilizando la desigualdad de Young con p = 4
3
, la desigualdad (6.0.13) se convierte en∫
T2
V U2Vx dxdy ≤ 3
4
(C21)
4
3‖∆V ‖20 +
‖V ‖20‖φ‖60‖∆U‖20
44
.
(6-14)
A partir de la desigualdad (6.0.13), la igualdad propuesta en (6-9) se convierte en
∂t‖V ‖20 ≤ −2µ(‖|∆|
α
2 V ‖20 − ‖D
β
2
x U‖20) +
3
2
(C21)
4
3‖∆V ‖20 +
‖V ‖20‖φ‖60‖∆U‖20
24
∂t‖V ‖20 ≤ −2µCα,β‖|∆|
α
2 V ‖20 +
3
2
(C21)
4
3‖∆V ‖20 +
‖V ‖20‖φ‖60‖∆U‖20
24
. (6-15)
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Escogiendo un Mα,β apropiado, la desigualdad (6-15) puede escribirse de la siguiente
forma
∂t‖V ‖20 ≤ −µMα,β‖|∆|
α
2 V ‖20 + C‖V ‖20‖φ‖60‖∆U‖20 ≤ C‖V ‖20‖φ‖60‖∆U‖20. (6-16)
Integrando (6-16) de 0 a t se obtiene
‖V ‖20 ≤ ‖φx‖20 + C‖φ‖60
∫ t
0
‖∆U‖20‖V (t
′
)‖20dt
′
. (6-17)
Aplicando la desigualdad de Gronwall-Bellman (Lema 3.0.4) a (6-17) y teniendo en
cuenta que V = Ux, se obtiene que
‖Ux‖20 ≤ ‖φx‖20 + C‖φ‖60‖φx‖20
∫ t
0
‖∆U‖20e
∫ t
s
C‖φ‖60‖∆U(τ)‖20dτ
ds (6-18)
‖Ux‖20 ≤ ‖φx‖20 + C‖φ‖60‖φx‖20eCα,β,µT
∫ t
0
‖∆U‖20ds. (6-19)
Teniendo en cuenta la desigualdad (6-6) se obtiene
‖Ux‖20 ≤ ‖φx‖20 +KC‖φ‖60‖φx‖20‖φ‖20ecα,β,µT ≤ ‖φx‖20(1 +KC‖φ‖80ecα,β,µT ). (6-20)
• Para demostrar la desigualdad (6-4), se utiliza el teorema 5.0.12, primero se deriva
la ecuacio´n (1-1) respecto a y, con lo cual se obtiene
Uty + ∂y∂x(D
σ
x ±Dδy)U + (U2Ux)y = −∂yµ|∆|αU + ∂yµDβxU
Uty+2UUyUx+U
2Uxy+∂x(D
σ
x±Dδy)Uy = µ(−|∆|α+Dβx)Uy. (6-21)
Sustituyendo W = Uy en la ecuacio´n (6) se obtiene,
Wt + 2UWUx + U
2Wx + ∂x(D
σ
x ±Dδy)W = µ(−|∆|α +Dβx)W. (6-22)
Luego se multiplica la ecuacio´n (6-22) por W y se integra sobre T2, teniendo en cuenta
que
∫
T2
UW 2Ux dxdy = −
∫
T2
U2WWx dxdy, con lo que se obtiene,
1
2
∂t‖W‖20 =
∫
T2
U2WWx dxdy − µ‖|∆|α2W‖20 + µ‖D
β
2
xW‖20. (6-23)
Veamos la acotacio´n para
∫
T2
V U2Vx dxdy, usando la desigualdad de Young, se tiene∫
T2
WU2Wx dxdy ≤ ‖W‖L∞
∫
T2
U2Wx dxdy ≤ ‖W‖L∞‖U‖2L4‖Wx‖0. (6-24)
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Note que la desigualdad de Gagliardo-Nirenberg implica que,
‖W‖L∞ ≤ ‖W‖
1
2
0 ‖∆W‖
1
2
0 (6-25)
‖U‖L4 ≤ C1‖φ‖
3
4
0 ‖∆U‖
1
4
0
‖U‖2L4 ≤ C21‖φ‖
3
2
0 ‖∆U‖
1
2
0 . (6-26)
A partir de (6-24), (6-25) y (6-26) se obtiene que,∫
T2
WU2Wx dxdy ≤ C21‖∆W‖
3
2
0 ‖W‖
1
2
0 ‖φ‖
3
2
0 ‖∆U‖
1
2
0 . (6-27)
Utilizando la desigualdad de Young con p = 4
3
, la desigualdad (6-27) se convierte en∫
T2
WU2Wx dxdy ≤ 3
4
(C21)
4
3‖∆W‖20 +
‖W‖20‖φ‖60‖∆U‖20
44
. (6-28)
A partir de la desigualdad (6-28), la igualdad propuesta en (6-23) se convierte en
∂t‖W‖20 ≤ −2µ(‖|∆|
α
2W‖20 − ‖D
β
2
x U‖20) +
3
2
(C21)
4
3‖∆W‖20 +
‖W‖20‖φ‖60‖∆U‖20
24
∂t‖W‖20 ≤ −2µCα,β‖|∆|
α
2W‖20 +
3
2
(C21)
4
3‖∆W‖20 +
‖W‖20‖φ‖60‖∆U‖20
24
. (6-29)
Escogiendo un Mα,β apropiado, la desigualdad (6-29) puede escribirse de la siguiente
forma
∂t‖W‖20 ≤ −µMα,β‖|∆|
α
2W‖20 + C‖W‖20‖φ‖60‖∆U‖20 ≤ C‖W‖20‖φ‖60‖∆U‖20. (6-30)
Integrando (6-30) de 0 a t se obtiene
‖W‖20 ≤ ‖φy‖20 + C‖φ‖60
∫ t
0
‖∆U‖20‖W (t
′
)‖20dt
′
. (6-31)
Aplicando la desigualdad de Gronwall-Bellman (Lema 3.0.4) a (6-31) y teniendo en
cuenta que W = Uy, se obtiene que
‖Uy‖20 ≤ ‖φy‖20 + C‖φ‖60‖φy‖20
∫ t
0
‖∆U‖20e
∫ t
s
C‖φ‖60‖∆U(τ)‖20dτ
ds (6-32)
‖Uy‖20 ≤ ‖φy‖20 + C‖φ‖60‖φy‖20eCα,β,µT
∫ t
0
‖∆U‖20ds. (6-33)
Teniendo en cuenta la desigualdad (6-6) se obtiene
‖Uy‖20 ≤ ‖φy‖20 +KC‖φ‖60‖φy‖20‖φ‖20ecα,β,µT ≤ ‖φy‖20(1 +KC‖φ‖80ecα,β,µT ).
(6-34)
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Teorema 6.0.15. El problema (1-1) es globalmente bien planteado en Hs(T2), para
s ≥ 1.
Demostracio´n. El teorema 6.0.14 implica que el problema (1-1) es globalmente bien
puesto en H1(T2).
Si 0 < λ < 2α − 2, utilizamos la ecuacio´n integral (5-1), junto con el teorema 4.0.8,
as´ı se obtiene
‖U‖1+θ ≤ ‖V(t)φ‖1+θ +
∫ t
0
‖V(t− τ)(U3(τ))x‖1+θdτ
‖U(t)‖1+θ ≤ ‖φ‖1+θ +K1+λ
∫ t
0
[1 +
M(t)
(t− τ)λ+22α
]‖(U3(τ)x)‖L1(T2)dτ
‖U(t)‖1+θ ≤ ‖φ‖1+θ +K2
∫ t
0
[1 +
1
(t− τ)λ+22α
]‖U‖21dτ, (6-35)
como ‖U‖1 es acotada, entonces, ‖U‖1+θ tambie´n es acotada, por lo planteado en
(6-35).
Ahora supongamos que 0 < ρ < 2α− 1, utilizando el teorema 4.0.7 se obtiene que
‖U‖1+θ+ρ ≤ ‖V(t)φ‖1+θ+ρ +
∫ t
0
‖V(t− τ)(U3(τ))x‖1+θ+ρdτ
‖U(t)‖1+θ+ρ ≤ ‖φ‖1+θ+ρ +K
∫ t
0
[1 + (
1
t− τ )
1+ρ
2α ]‖(U3(τ))x)‖θdτ
‖U(t)‖1+θ+ρ ≤ ‖φ‖1+θ+ρ +K
∫ t
0
[1 + (
1
t− τ )
1+ρ
2α ]‖U(τ))‖31+θdτ, (6-36)
como ‖U‖1+θ es acotada, en virtud de la desigualdad anterior se tiene que ‖U(t)‖1+θ+ρ
es acotada. Siguiendo este proceso se obtiene que el problema (1-1) es globalmente bien
puesto en Hs(T2), para s ≥ 1.
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