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–Summary in Dutch–
Bij het begeleiden van een moeilijk proces of het aanpakken van een complex
probleem is het van essentieel belang om de beschikbare data en kennis op een
correcte wijze te analyseren en te verwerken. In de 21e eeuw is de hoeveelheid data
enorm snel gegroeid, waarbij het Internet een hoofdrol gespeeld heeft. Volgens de
Cisco Visual Networking Index (VNI) zal de mensheid tijdens het jaar 2016 een
duizelingwekkende zettabyte (ZB) aan data hebben verstuurd via het Internet. Dat
is 1 miljard terabytes. Zulke gigantische hoeveelheden data op een correcte manier
behandelen en analyseren is uiteraard op zijn minst moeilijk te noemen, als het niet
onmogelijk is met de huidige technologische standaard.
Als we het probleem beperken tot enkel tekstuele informatie (in tegenstelling
tot, e.g., video en audio) dat kan gevonden worden op het Internet in de vorm van
websites, wordt het probleem meer hanteerbaar. Deze tekstuele informatie kan
opgeslaan en getoond worden met geen, weinig of veel structuur. In deze thesis
wordt er gefocust op het extraheren van data uit websites, die mogelijk bestaan
uit verschillende webpagina’s. Het doel is om data op te halen in een gestructu-
reerde vorm of om structuur toe te voegen op het moment van extractie. In deze
thesis wordt er gewerkt binnen de context van webpagina’s waarop een gebruiker
aangeeft in welke informatie hij of zij geïnteresseerd is. Bij wijze van voorbeeld
van dit algemeen probleem kan men een gebruiker beschouwen die informatie van
films wil extraheren uit de website van de Internet Movie Database (IMDB). Deze
informatie wordt getoond op een gestructureerde manier, waarbij films opgenomen
zijn in een lijst. Elke film krijgt een titel en een regisseur, alsook een lijst met deel-
nemende acteurs. Hoewel de gebruiker een overzichtelijke lijst te zien krijgt, kan
niet gegarandeerd worden dat de onderliggende structuur van de webpagina van
een gelijkaardige kwaliteit is. Een mindere kwaliteit kan veroorzaakt worden door
onder andere updates of menselijke fouten tijdens de constructie of aanpassing van
de website.
In dit werk wordt onder andere deze onderliggende structuur gebruikt om in-
formatie te extraheren. Op de IMDB website worden filmtitels bijvoorbeeld weer-
gegeven in een vet lettertype, wat gedefinieerd staat in de onderliggende struc-
tuur. Wanneer een gebruiker aangeeft dat hij of zij alle titels van een lijst films
wil extraheren worden er voorbeelden van zulke titels gevraagd aan de gebruiker.
Elk voorbeeld heeft een specifieke en unieke plaats in de onderliggende structuur.
Deze plaatsen kunnen aangesproken worden door de bevragingstaal XPath. Elke
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XPath bevraging haalt een mogelijke set van elementen op uit een webpagina, ge-
bruikmakend van de onderliggende structuur ervan.
In deze thesis worden drie onderzoeksvragen gesteld en onderzocht. De eer-
ste onderzoeksvraag komt neer op het volgende: “Kan relevante informatie die tot
op heden onbekend is geëxtraheerd worden op basis van gebruikersvoorbeelden,
met hoge precisie?”. Deze vraag wordt beantwoord in deze thesis door gebruik te
maken van de XPath bevragingstaal, steeds binnen de context van websites. Voor
elk voorbeeld dat de gebruiker aan het systeem geeft, wordt er een XPath gecon-
strueerd dat in staat is om dat voorbeeld op te halen uit de webpagina. Vervolgens
worden de gelijkenissen tussen de voorbeeld XPaths gebruikt om een gegenerali-
seerd XPath te bouwen. Deze gegeneraliseerde bevraging is in staat om alle voor-
beelden uit de opgegeven websites te extraheren. Daarnaast is deze ook in staat om
elementen op te halen die structureel lijken op de voorbeeld elementen. Binnen de
context van de IMDB pagina’s zou een gebruiker twee filmtitels kunnen aanduiden
als voorbeeld. De methode beschreven in deze thesis kan dan alle andere filmti-
tels van de webpagina ook ophalen. Dezelfde methode kan uitgevoerd worden op
andere pagina’s die een gelijkaardige structuur hebben, wat wederom resulteert in
het extraheren van filmtitels. Dit is een krachtige manier om informatie te vergaren
met websites als bron waarbij verscheidene XPaths kunnen gecombineerd worden
om alle filminformatie in één keer op te halen: bijvoorbeeld de titel, de regisseur
en het jaar van de première. Links naar andere pagina’s die op hun beurt gedetail-
leerde informatie bevatten van acteurs kunnen ook bezocht worden. De data die op
zulke gelinkte pagina’s staat wordt dan ook opgenomen in het data extractieproces.
Een tweede onderzoeksvraag die in deze thesis wordt geïdentificeerd en be-
studeerd, bouwt verder op het eerder beschreven probleem. Ze luidt: “Kan de
methode die de eerste onderzoeksvraag beantwoordt bewust gemaakt worden van
context en inhoud om de kwaliteit van de resultaten te verbeteren?”. Een gegene-
raliseerd XPath is in staat om een grote hoeveelheid data te extraheren, mits een
beperkte hoeveelheid moeite door een gebruiker. Het wordt echter moeilijk als de
structuur van de voorbeelden te veel verschilt. Het gegeneraliseerde XPath moet
hiermee rekening houden en dat resulteert typisch in het ophalen van te veel infor-
matie van de webpagina’s. Deze situatie komt voor wanneer de structuur van de
webpagina slecht is opgesteld, als er fouten voorkomen in de pagina’s of wanneer
de data veranderen of een variabel formaat hebben. Voor een mens is het vaak
simpel om te zien waar het proces faalt: een bepaalde film kan bijvoorbeeld een
vette titel hebben, terwijl een andere onverwachts een cursieve titel heeft. Het ex-
tractieproces bestaat uit twee delen. Enerzijds moet het in staat zijn om de data van
alle gebruikersvoorbeelden op te halen. Anderzijds moet het ook in staat zijn om
informatie te vinden die relevant is – de voorbeelden in het achterhoofd gehouden
– maar nog niet gekend is. Een mens kan XPaths opstellen om deze vraagstel-
lingen op te lossen, maar het is vaak moeilijk en afhankelijk van het probleem
kan het veel tijd kosten. Toekomstige aanpassingen aan de website kunnen ook
in rekening gehouden worden, maar dat is soms onmogelijk en vaak onbetrouw-
baar. Voor een geautomatiseerd systeem is dit probleem helemaal niet triviaal. Het
moet onder verschillende omstandigheden kunnen presteren. Naast de structuur
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van de webpagina kan er ook bijkomstige informatie benut worden tijdens het ex-
tractieproces. Er kan bijvoorbeeld een element in de webpagina aanwezig zijn dat
“Titel: ” bevat, voor elke filmtitel. Het XPath dat de voorbeelden opvraagt kan
dan correcter gemaakt worden door een predicaat toe te voegen dat zich gedraagt
als een filter van de resulterende informatie, gebaseerd op de context of omrin-
gende inhoud. In dit geval zou het predicaat als volgt kunnen luiden: een element
bevat interessante informatie als het voorafgegaan wordt door een ander element
waarin de tekst “Titel: ” staat. Deze thesis onderzoekt predicaatverrijking van
de opgebouwde XPaths door een aantal van deze predicaten voor te stellen en hun
impact te bekijken op het extractieproces. Door de juiste predicaten toe te voegen
op het juiste moment wordt de kwaliteit van de geëxtraheerde data verhoogd.
Ten slotte wordt een derde onderzoeksvraag aangekaart die verder bouwt op
de aanpak die hierboven beschreven wordt: “Kan de data extractie methode die in
de tweede onderzoeksvraag beschreven wordt op een automatische wijze gebruikt
worden om een set van gekende waarden uit te breiden?”. Een menselijke factor
is nog steeds nodig om de voorbeeld bevragingen op te stellen. Dit kan ofwel door
het manueel aanmaken van de XPaths of door het systeem een aantal voorbeelden
te geven waarmee het kan verder werken. Automatiseren is dus belangrijk om deze
afhankelijkheid van een menselijke gebruiker te verminderen. De voorgestelde
aanpak beschouwt een set van waarden waarvan gekend is dat ze interessant zijn.
In de voorbeelden met de IMDB website zou dit een set van filmtitels kunnen zijn.
Deze set van titels wordt vervolgens gebruikt als grondwaarheid voor de geautoma-
tiseerde aanpak. Er worden een aantal webpagina’s geanalyseerd en wanneer een
filmtitel uit de grondwaarheid met een bepaalde zekerheid gevonden wordt in een
webpagina wordt het element waarin de term gevonden wordt opzij gezet. Typisch
gezien zijn exacte overeenkomsten tussen zoekterm en gevonden term zeldzaam,
wegens formattering of extra karakters Voor elk zulk element wordt er een XPath
opgesteld dat op unieke wijze het element beschrijft en kan ophalen. Als er op een
pagina meerdere van zulke filmtitels worden gevonden kunnen de gegenereerde
XPaths gegroepeerd worden op basis van hun structuur. Als een groep van ge-
lijkaardige XPaths bestaat kan die groep gegeneraliseerd worden zoals hierboven
beschreven wordt in het eerste probleem. Daarbovenop kennen we de webpagina’s
waarop de filmtitels werden gevonden, waardoor we ook de context van de tekst
en hun omringende elementen kennen. Dit zorgt ervoor dat we de aanpak van de
tweede onderzoeksvraag kunnen gebruiken om predicaten toe te voegen aan het
gegeneraliseerde XPath om het preciezer te maken. Tot nu werd alles gegenereerd
in een geautomatiseerde manier, buiten de initiële moeite van het leveren van voor-
beelden aan het systeem. De gegenereerde XPaths kunnen nu uitgevoerd worden
op de set van gekende webpagina’s, waarna ze potentieel nieuwe filmtitels kunnen
vinden die tot op dat moment nog niet gekend waren in het systeem. Nadat alle
webpagina’s en XPaths op deze manier worden getoetst kunnen nieuw gevonden
waarden op hun beurt leiden tot nieuw ontdekte data. Hierdoor wordt er op ite-
ratieve wijze nieuwe data ontdekt. Een systeem werd ontworpen om dit iteratieve
extractieproces te modereren en fouten erin te corrigeren. Dit correctieproces heeft
een beperkte hoeveelheid gebruikersacties nodig om een relatief grote hoeveelheid
xfoutieve resultaten uit te filteren.
Ten slotte wordt er doorheen de thesis een methodologie gepresenteerd om
data te extraheren van websites door gebruik te maken van de kracht van de XPath
bevragingstaal. Deze methode wordt aangepast om de precisie ervan te verhogen
en er wordt ook een systeem beschreven om een zekere mate van automatisering
in te bouwen. Hierdoor kan het gebruikt worden om voorheen onbekende data
te vinden waarin de gebruiker geïnteresseerd is, gebaseerd op een aantal initiële
waarden. Daarnaast wordt ook een systeem om de resulterende informatie te in-
specteren en te corrigeren voorgesteld.
English summary
Properly handling data and knowledge has always been an important factor for
anyone controlling a difficult process or managing a large problem. In the twenty-
first century, however, the amount of data has become very large indeed. The
Internet, of course, has had a large role to play in this. According to the Cisco
Visual Networking Index (VNI), the amount of traffic passing through the Internet
will pass one zettabyte (ZB) of data by the end of 2016. That’s 1 billion terabytes.
It stands to reason that managing and analysing such an amount of data to a mean-
ingful extent is difficult, to say the least, if not impossible by the standards of
current technology.
However, when considering only textual information (excluding, e.g., video
and audio) found on the Internet, in the form of websites, the problem shrinks to
a more manageable level, albeit still very large. This textual information can be
stored or displayed with various amounts of structure. This thesis focuses on ex-
tracting data from websites, which possibly consist of many web pages. The aim is
to retrieve data but keep it in a structured form (or add structure to it when retriev-
ing it). This thesis works within the context of web pages, where a user indicates
which information he or she is interested in. Consider an example where a user
wants to extract information regarding movies from the Internet Movie Database
(IMDB) website. This information is shown in a structured fashion, with movies
shown in tidy lists. Each movie is assigned a title and a director, as well as a
list of participating actors. Although the user is shown a tidy web page, the un-
derlying structure might not be as clean, due to, e.g., website updates or careless
construction.
It is this underlying structure that the approach used in this thesis will take
advantage of when extracting information. On the IMDB website, movies’ titles
are shown in a bold font, which is defined by the underlying structure of the web
pages. When a user indicates that he or she wants to extract all the titles of the
movies, examples are required from the user. Each example will have a specific
place in the underlying structure. These places can be addressed by a query lan-
guage called XPath. An XPath query retrieves a possible set of elements from a
web page, through its underlying structure.
In this work three research questions are posed and investigated. The first re-
search question boils down to the following: “Can the unknown and relevant infor-
mation be retrieved, based on user examples, with high precision?”. This question
is answered in this thesis by using XPaths, always within the context of websites.
For each example that the user gives to the system, an XPath is constructed that
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is capable of retrieving that example from the web page. Next, all the XPaths of
the examples are considered and the similarities in them are used to construct a
generalised XPath query. This generalised query is capable of retrieving all the
examples. Additionally, because the structural similarities between the examples
are taken into account, the generalised query is also capable of retrieving elements
that structurally resemble the examples. This way, keeping to the IMDB examples,
a user can indicate two movie titles. The approach presented in this thesis can then
retrieve all the other movie titles from the web page. The same method can be
executed on other web pages that have a similar structure, retrieving any movie
titles from them. This is a powerful way of gathering information from websites
and it can be combined in order to retrieve all the movie information in one pass:
the title, the director and the release year for example. Links to other pages con-
taining detailed information of actors can be visited as well, incorporating their
information as well in the data extraction process.
Building further on this method, a second research question is identified and
studied, reading as follows: “Can the method answering the first research question
be made content and context aware to enhance the quality of the results?”. A gener-
alised XPath is capable of retrieving a large amount of data using a limited amount
of effort by the user. However, this becomes difficult if the structure of the exam-
ples differs too much. Then, the generalised XPath has to take that into account,
which typically leads to the retrieval of too much information from the web pages.
This is the case when the structure of the web page is malformed, when errors are
present in the web pages or when data change or have a variable format. As a hu-
man it is often easy to see where the process fails. One movie could for example
have a bold title, whereas another could unexpectedly have an italic one, yet for the
human eye there is no doubt what the title of the movie would be. The extraction
task is twofold: be capable of finding all the example data and extract any data that
are also relevant, but as of yet, unknown to the system. While a human could be
capable of building an XPath to perform such a task, it is often difficult and time
consuming to construct the XPath or impossible to anticipate future changes to the
web page structure. For an automated system that needs to work under a variety
of situations, it is even harder. Besides the structure, additional information that
is present on the web page could be used to aid in performing the data extraction.
For example, there could be an element in the web page that says “Title:”, in front
of every movie title. However difficult the XPath query might be to retrieve the
examples, it can be made (more) correct by adjusting the XPath query by using a
predicate that performs filtering of the resulting information, based on the context
or surrounding content. In this case, the predicate reads as follows: a block con-
tains desired information if it is preceded by another block that contains the text
“Title:”. This thesis investigates this predicate enrichment by proposing a number
of these predicates and investigating their impact on the retrieval process. Indeed,
the quality of the extracted data is shown to increase by adding the right predicates
when extracting data from web pages.
Finally, a third research question is posed, fitting within the previously de-
scribed approach: “Can the previously described data extraction method be used
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to extend a set of known values in an automatic fashion?”. A human effort is still
needed to construct the example queries, either by manually creating the XPath
queries, or by giving the system some examples with which it can work. Automa-
tion is added to alleviate this dependence on the user. The approach that is taken
is to consider a set of values of which is known that they are desired. In the IMDB
examples, it could be a set of movie titles. Now, this set of movie titles is used as
ground truth input for the automated approach. Here, a number of web pages is
analysed and whenever one of the movie titles from the ground truth is found in the
web pages, with reasonable certainty (typically, exact matches are rare, due to for-
matting and additional characters), the element in the underlying structure of the
web page is used as a ground truth. For each such element, an XPath is constructed
that points exactly to the element. Now, if multiple of these movie titles are found,
the generated XPaths are all grouped together. Separate groups are made, based
on the structure of the XPaths. If some XPaths are similar to each other, but oth-
ers are clearly not, the similar ones are grouped together. Now, such a group of
similar XPaths can be generalised, as described in the first research question. Ad-
ditionally, as the web pages are known where the corresponding movie titles were
found, the context of the elements and their surrounding content is also known.
This enables us to use the approach of the second research question to add some
predicates to the generated generalised XPaths which makes them more precise.
Up until now, everything has been generated in an automatic fashion, apart from
feeding the system some initial values. The generated XPaths can now be executed
on the set of known web pages and they might generate some extra movie titles,
previously not present in our dataset. After all web pages and XPaths have been
checked in this fashion, the new values might lead, at their turn, to new discovered
data. In this way, in an iterative fashion, new data can be discovered. A system
was also put in place to moderate this series of iterations and the discovered data,
as more often than not, some erroneous data might crop up. However, the moder-
ation system makes sure that only a limited number of actions has to be taken in
order to clean up a lot of the undesired data.
In the end, over the course of the thesis, an approach is presented to extract
data from websites using the power of the XPath query language. The approach is
modified to enhance the precision and an effort is made to automate the process.
This way, it can be used to find previously unknown values the user is interested
in, based on a number of initial values. A system to moderate the resulting infor-
mation is proposed.

1
Introduction
“Stay a while and listen!”
— Deckard Cain
1.1 Introduction
In the present day, data are quickly taking up position as one of our most precious
resources. However, as our species is quickly producing more and more data, the
major difficulty is no longer to acquire the data but to control it and to be able to
manage its volume.
According to IBM, we are creating 2.5 exabytes1 of data every year2, a mind-
boggling amount, and this number is growing rapidly. IBM claims that 90% of the
data as it exists today was created in the last two years. As our capacity to store
and produce data increases, traditional limiting factors such as storage facilities
and file formats are upping their ante as well. Hard drives with ever increasing
capacities mean we can store more, which leads to larger files so we can consume
media in higher resolutions.
On a larger industrial scale, buzzwords such as big data are used everywhere
to give companies more weight, to make projects more interesting and to make
11 exabyte = 1 quintillion bytes
2http://www-01.ibm.com/software/data/bigdata/what-is-big-data.html
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products more expensive. A common occurrence of the big data phenomenon are
companies harvesting information on their users, making them in essence a part
of the production chain. This data is worth its bytes in gold, traded to partners for
commercial gain. A recent overview of the use of big data in cloud computing can
be found in [1], detailing, a.o., large companies that deploy various technologies
to analyse and manage big data.
Not all large repositories of data have to be used for commercial purposes
though. With the Internet, humanity has arguably created one of its most important
tools ever. Information can be shared quickly and disseminated globally at the
touch of a button. This has led to a severe increase of the speed at which topics
can be researched. This data as well, needs to be controlled and linked to be able to
extract actual knowledge. Fragmented data is not worth as much when compared
to a broad view on multiple facets, linked together.
Of course, typically, when dealing with aggregated data in a commercial (or
other) setting, it is imperative to take legal aspects into account. This is crucial
to protect individuals’ privacy and uphold common courtesies. e.g., not continu-
ously querying a website and thus limiting that site’s bandwidth. Besides these
concerns it is also important to keep quality of data in mind. Automatic systems
can generate enormous amounts of information. However, the automated nature
of the process means that the resulting information needs to be handled with care.
Making deductions based on automatically generated data without taking into ac-
count their origins is a sure recipe for disaster. Besides recognising the importance
of these aspects of the problem, this work narrows the scope to the technical side
of things, leaving discussions on legality and morality for elsewhere.
1.1.1 Scope
As is probably evident, harnessing knowledge from spread out data is a very
broad topic. Gathering data from multiple sources to combine them, giving in-
sight through a global view on things, enhances the potential of the data beyond
the individual sources.
Extracting data from internet resources has been (and will be for a long while) a
topic that garners a lot of attention. However, a number of problems can arise when
faced with Internet resources. Data are stored in various formats, can be made
accessible through a multitude of delivery methods and can be updated to new
versions with varying frequencies. Public web pages specifically are an exquisite
example of data that is readily available for everyone, evident in the fact that a
user can open the page and view its contents. However, when a user is interested
in specific parts of those pages, or in a global analysis spanning all the pages of a
website, there is typically no easy way to access these data. Making it worse, each
website has its own convention on how to store and display data, with no guarantee
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Figure 1.1: Three snippets of graphics card vendors’ product overview pages. Each
presents data in a different format, yet concerning the same type of card.
that pages within a single website adhere to this convention (see Figure 1.1). Also,
individual pages can be easily digested by a human being as everything is visually
laid out in a clear fashion, while processing the page using a program is harder as
the structure of the web page was not intended for that purpose.
With this automatic processing in mind, enhancing existing web data with
knowledge, either in an automatic way, or by using expert opinions, is critical
for the Internet’s future. As the amount of data is growing all the time, it is possi-
ble to lose focus of the whole (which has arguably already occurred). An attempt
to counter this phenomenon is the rise of the Semantic Web (as described by Tim
Berners-Lee [2]), where semantic information is added to the existing web in order
to enrich it with meaning and making it possible for systems to interpret the seman-
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tic data. This next-generation web is also called Web 3.0 [3] (while the enriched
data itself is often called linked data). A number of technologies have emerged to
support the concept. The Resource Description Framework (RDF), for one, stores
data in the form of triples (subject, predicate and object). They allow to describe
data in a natural way in order to make it possible for machines to reason about.
The SPARQL language can be used to query the data.
As the enrichment of existing data with knowledge is a very broad subject, it
stood to reason to limit the scope of this research to a specific aspect. A choice
was made to investigate how individual, non-enriched, pages could be analysed
for relevant information. User input of experts was deemed to be important. One
approach of handling data extraction with user input in mind is the use of wrappers.
These are components that can transform a specific source of data to a well-defined
and structured data store, making it accessible for analysis and data quality checks.
The definition of a wrapper is, in any case, very loose, and can be found, among
others, in Kushmerick et al [4]. While a lot of resources and research have been
devoted to (semi-)automatically creating wrappers, the research presented in this
work revolves around developing a theoretical framework to extract information
from semi-structured data sources, based on a novel wrapper induction method
using XPaths3. While it is specifically applied to HTML in this work, it can be
used for any document that can be queried by XPaths.
The work presented here is used extensively in a live platform that harvests
data within the contexts of biotechnology and research, creating a global view on
the extracted data. The platform is called SmartDocuments and is discussed in
further detail in Chapter 3. The technique to create the wrappers is supervised,
meaning that a human supervisor has indicated some examples of data of interest
within a certain document. The goal is to generate a wrapper that is able to extract
data similar to the examples from similar documents. The wrapper needs to be,
to a certain extent, robust to imperfections in the data and structural differences
of documents. Imperfections in the data include missing data and variations in
accuracy, where structural differences can be caused by programming errors, poor
design, unbalanced tags, etc. XPath, the query language that is used to process
the documents, is not only applicable to web pages, but to a multitude of other
formats, which gives the presented research a broad application base.
1.1.2 Main contribution
The basis of the proposed novel wrapper method is a novel align-and-merge strat-
egy of XPath representations of the examples provided by the human supervisor.
More specifically, the available examples are first encoded as XPath queries, which
are in their turn subjected to an alignment algorithm. The purpose of this align-
3XPath is a query language for XML documents and is further detailed in Section 2.6
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Figure 1.3: Document that contains elements. Some of them are user examples and some
of them contain desired data.
ment is to identify the common components between the XPath queries of all given
examples. Next, the aligned queries are merged into a generalised query that is at
the same time a sufficient and maximal representation of the examples. On the
one hand, the sufficiency of the query implies that the original examples are all re-
trieved by the generalised query. It must therefore exploit the structural similarities
between the given examples and ideally also select other useful data samples. On
the other hand, the generalised query must be of maximal strength to ensure that
there are no undesired elements retrieved. If they would be extracted, the resulting
dataset would be polluted with erroneous data. This is clarified in the following
example.
Consider a document that contains a number of elements (see Figure 1.3),
which can be a user’s examples, desired elements that are to be discovered and ex-
tracted by the system and other undesired elements (denoted by a question mark).
A sufficient query S retrieves at least the example elements from the document.
The aim of the system is to have maximal coverage, implying that all example
elements are retrieved by a maximal query M , as well as any desired element that
can be found in the same document. M should not retrieve any of the undesired
elements.
As a typical and simplified example within the context of web pages, a user
might want to extract a list of department names from a university web page. The
user annotates three examples out of a possible fifty on page P . A generalised
query qg is then constructed based on the three examples in such a way that it is
guaranteed to retrieve all three (keeping to the previously introduced terminology,
the query is then sufficient). Additionally, the rest of the departments are included
if their structural characteristics are similar to the examples. The query will also
be capable of retrieving departments from web pages similar to P . However, it is
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often the case that qg retrieves too many elements and precision is lost due to the
generalisation process resulting in a query that is too general (HTML structures
are often repeated or are not unique enough), while a human operator would be
easily capable of saying why, based on visual cues and content. In that case, the
query is said not to be maximal anymore.
In the context of information retrieval two measures are often used to mea-
sure performance: precision and recall (see Definition 1.1). The induction method
sketched in the above example copes with the important problem that naive merge
strategies imply an inadequate maximality of the generalised query. As a result,
generalised queries cover too much data, which means, in terms of precision and
recall, that a high recall is obtained at the cost of a low precision [5].
Definition 1.1. Precision and recall within the context of information retrieval.
precision “ #prelevant items retrieved)
#pretrieved items) (1.1)
recall “ #prelevant items retrieved)
#prelevant items) (1.2)
This “low precision” problem is handled by additional novel post-processing
of the generalised query. A baseline generalised query is calculated based on user
examples, after which it is enriched by exploiting the capabilities of the XPath
language as much as possible. More specifically, by adding predicates to the gen-
eralised XPath query qg to limit, as much as possible, the number of undesired
nodes that qg retrieves. The added predicates often have a dedicated function or
serve to solve a specific problematic situation. This brings us to the main impact
of the presented research: enhancing the automated construction of XPath queries
by enriching them with predicates to approach the way how humans would extract
data.
Adding the enrichment predicates to the generalised queries enhances the base-
line system with a considerable amount of intelligence. The basic generalised
query often targets too much data, which is undesirable, because it essentially
only uses the simplest of structural information. A human operator is better at the
classification of all the elements in the data source because he or she takes into ac-
count more than just the structure. Styling, context, content, among others, all play
a role in making an underlying implicit structure visible. The proposed predicates
add to the baseline generalised queries and try to approach this human knowledge
(and reasoning) by referring to relations between nodes, content within the nodes
and so on.
The problem of enriching a generalised query with predicates is complicated
by the fact that the XPath query language allows a user to build a large number
of different predicates. In this thesis, a number of automatically added predicates
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Figure 1.4: High level overview of the thesis.
are presented that allow a system to generalise user input in a generic and efficient
way, enabling the handling of different kinds of irregularities in the data sources
(invalid syntax, typos in the content, inconsistent use of HTML structures, missing
attributes, etc.). Experimental results support the claim that the enriched queries
imply a higher precision without a significant decrease in recall.
The approach described in this thesis is particularly well suited to process two
specific types of HTML documents: list documents and detail documents. Hereby,
it is assumed that data are typically grouped in an entity (in the context of infor-
mation retrieval this is also referred to as a record), containing attributes. These
entities each represent a single instance of an entity type and bundle data that be-
long together. A list document then contains a list of entities, which can each be
linked to an underlying detail document containing a more expansive view of the
entity (in an earlier study, about 35% of all considered documents were of the list
type [6]).
Finally, the methods described above are utilised in a practical scenario to en-
rich an existing data store. A set of terms that are known to have a common
descriptor are used as fuel to look for similar terms. In this scenario, no human
intervention is necessary. The initial terms are looked up in known or crawled doc-
uments and generalized to extract new (and ideally similar) terms. As no human
supervision is present at the start of the system it is imperative that it can be moni-
tored and corrected, during and after extraction of data. The control mechanism to
achieve this is also described in this work.
A graphical overview of the concepts discussed in the thesis (briefly intro-
duced in this section) is given in Figure 1.4. In general, the results of this book
are relevant within the fields of information retrieval, data mining and knowledge
discovery, enabling the harvesting of many data sources in a controllable fashion.
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It allows to combine the knowledge of an expert operator with regards to XPaths
while making automation in each step of the process possible. The method is eas-
ily deployable, using existing and well dispersed technologies, making it a prime
candidate for multi-agent systems such as web crawlers and heterogeneous data
aggregators. Generally, the proposed approaches can be put to use to extract infor-
mation in knowledge based systems when faced with semi-structured sources.
1.2 Literature
In this section a short overview is given of literature that handles wrapper genera-
tion [7–14], keeping to the scope that was set out in Section 1.1. Wrappers, gen-
erally defined as procedures created to translate content data from a given source
to a relational form [4], exist in many forms. A number of approaches have been
considered to extract data from web pages, each of which are touched upon in
the following paragraphs. Various classification schemes for these approaches ex-
ist [15,16] but to keep the overview manageable the classification is limited to su-
pervised (typically requiring manual examples) and unsupervised (automatic anal-
ysis of the data) approaches. The two often exhibit overlap between them though,
as some supervised methods contain automated processes, and some unsupervised
methods still require a small degree of user interaction. A short paragraph is also
devoted to research that handles the malfunction of wrappers (wrapper breakage)
due to various reasons, usually unforeseen consequences of changes in, e.g., the
web page structure or the source data as a result of an update of the web page.
Attention is given to the concepts of wrapper induction and XPath use, as this is
prevalent in the proposed approach. For completeness, comprehensive surveys of
web information extraction systems are available elsewhere [16–19].
Unsupervised approaches Methods that tackle wrapper generation in an unsu-
pervised fashion [6,7,9,20–25] base themselves on available data to build a model
that allows the analysis of a general case. Typically these methods have to deal
with incomplete or faulty assumptions and result in data that contain more noise,
compared to approaches that have carefully crafted rules that can rely on a lot of
error checking by users. The big advantage is of course that no intervention is
needed by the user.
For web pages a number of things can be done to deduce a model in an auto-
matic fashion. The structure of the source document of the web page contains in
itself a lot of information. While the HTML syntax is rich in options and possi-
bilities, literature can be found that focuses on specific parts of the HTML syntax,
e.g., only ‘form’ and ‘table’ tags [25] or table structures in general [6]).
Identifying repetitive patterns in the source document is also possible while
disregarding knowledge of specific HTML tags [21, 23, 25]. This way, no specific
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knowledge of the document type is needed to extract a pattern, making the method
applicable to a multitude of other document types. The patterns can then be used
to extract the required data. Building a template based on a given set of input pages
is another approach that can be taken [7, 9]. In that case, the template is first built
using a limited set of pages after which the template is then used in practice by
applying it to a large number of other, similar, pages. Content-based approaches
exist as well [6], taking the textual content of the HTML blocks into account, as
opposed to pure structure-based approaches.
Visual cues are another aspect that can be used as a tool to extract what is
needed [23, 24]. These include the actual positioning of elements on screen,
colours, aesthetic qualities . . . The graphical model HCRF4 [26] combines record
detection and attribute labelling for identification purposes. VIPS5 [27] is a page
segmentation technique that identifies rectangles containing data. It does so using
visual cues, independent of HTML tags.
Platforms that perform web data extraction often take advantage of the un-
derlying HTML structure (typically, a website is built using HTML). However,
approaches that base themselves purely on the visual structure are present as well.
ViDE [28] uses the VIPS [27] algorithm to create visual blocks. Because ViDE
only relies on these visual blocks as input, it is independent of the actual method
that produces these blocks. Each block is then analysed for contained data records,
which are extracted and aligned to each other to discover similar semantics. After-
wards, wrappers are constructed that can be used to extract data from similar web
pages, based on visual information.
The technique called Trinity [29] is based on the assumption that, whenever
faced with web pages that are generated by the same template, a lot of shared
patterns exist that do not add any relevant data (in the sense that those patterns
are not part of the data that the user wants to extract). The patterns are said to
be part of the template. The shared patterns partition the documents in prefixes,
separators and suffixes which are organised in a ternary tree. This tree is used to
build a regular expression containing capturing groups (a capturing group within
the context of a regular expression is a variable portion of data that can be identified
through a regular expression, thus capturing that piece of data). These capturing
groups can then be used by the user of the system to map the groups of interesting
data onto the required data structures.
Approaches that not only limit themselves to single pages or a set of similar
pages exist as well, investigating links between pages and taking advantage of the
meaning of the relationships between pages. Lerman et al. [6] populate records
that are displayed on list pages, exploiting all the data that are available in the
detail pages behind them.
4Hierarchical Conditional Random Field
5Vision-based Page Segmentation
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Supervised approaches When there is less automation present in the process,
manual supervision becomes more important. Manual labels are used to repre-
sent examples of what the wrapper should be able to extract [11, 13, 30–32]. An
expansive overview can be found in [23].
Finite state automata were used to build wrappers based on example data [4,13,
32,33], basically finding tags that occur left and right of the examples. If a reliable
pattern of these tags is found, a wrapper can be constructed (WIEN6 platform) [12].
Other approaches focus on tabular data [8], make use of regular expressions to
build their wrappers [34] or use structural semantic entropy to located interesting
data [15].
Besides building a wrapper that only works for similar web pages of a single
website it is also possible to build wrappers based on one example website and use
those wrappers, combined with already extracted information, to extract similar
information from other websites [4, 13, 24, 35–37]. Compared to systems to only
work within the confines of a single website, as described above, this approach
adds a lot of usability and flexibility. A user can define the desired data on one
website after which an unknown number of other, new, websites can be used as
further input. Of course, as this is typically done in a (semi-)automatic fashion,
these methods face the typical problems of a lower precision and unforeseen data
structures.
There are also approaches that make use of XPath based extraction rules, which
is relevant to the approach presented in this work, in the sense that XPath-based
wrappers are built (partly using manual supervision). Anton [38] and Myllymaki
and Jackson [39] base their approach on traversal graphs that are built to represent
the extraction rules generated by the employed learning algorithms, using exam-
ples given by a human supervisor. Those graphs are then converted into XPaths to
be used in practice.
Within the context of XPath alignment (as is researched in this work, based on
principles originating from string alignment approaches), a couple of other works
are also relevant to mention. Alignment of XPaths was briefly used by Sugibuchi
et al. [40]. The same approach was also adopted in Siloseer [41]. This work is
similar to the mentioned research in the sense that XPaths are aligned to each
other to merge knowledge into a combined XPath. However, where Sugibuchi et
al. use the resulting combined XPath as is, this work uses that base approach as a
starting point for further research. This work, e.g., expands on the available XPath
grammar which can be used in the XPath alignment, as well as how the alignment
itself can be steered in different scenarios using several introduced parameters.
Adding predicates to the base method also allows additional functionality, which
to our knowledge, at the time of writing, has not yet been done within this context.
6Wrapper Induction ENvironment
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Wrapper breakage Finally there is research focusing specifically on the situa-
tion that arises when a wrapper stops functioning, for any reason. This happens
when, e.g., source data changes, sources are off-line or site structures change, and
is commonly referred to by the term wrapper breakage [24, 42–45]. This concept
is only relevant to the proposed research in a broad sense, and is not expanded
upon here. A specific example, and relevant to this research, is work by Dalvi et
al. [43], using archived data of a page to correct for structural changes in an au-
tomated fashion. Myllymaki et al. [39] also take into account potential wrapper
breakage, although it is mostly based on using the expert’s knowledge of XPaths
to accomplish this by constructing intelligent and robust XPaths in the first place.
Relation to this work The research proposed in this work builds wrappers based
on user examples and makes use of XPaths as much as possible. The human super-
visor’s examples are automatically transformed into XPaths directly, after which
they are generalised. Those XPaths are then enriched with predicates to add in-
telligence and resolving power, which increases precision of the wrapper in which
the XPaths are used. This in contrast to the work of Anton [38] and Myllymaki
and Jackson [39], where the examples are generalised using a traversal graph that
is, in the end, converted into XPaths. The work by Sugibuchi et al. [40] uses the
same base approach as the one that is used in this thesis, in the sense that XPaths
are generalised by aligning and merging them, using a basic strategy. The strategy
proposed in this work is taken a step further by introducing additional properties
to influence the way the generalised XPath is constructed (which is explained and
tested in detail in Chapter 4). A further enrichment of the XPaths with extra knowl-
edge that is contained within the user examples or their context, making as much
use as possible of available XPath grammar, results in a richer generalised XPath
(which can be read in Chapter 5).
Furthermore, the novel enrichment of XPaths proposed in this thesis strength-
ens the generalised XPath by adding predicates to it, which improves precision and
removes, as much as possible, the defects in the generalised XPath introduced by
the align-and-merge process (as a reminder, see Section 1.1.2). This infuses the
created XPath with intelligence that a human supervisor would add as well, in an
automated fashion. The work of Anton [38] introduces predicates in the resulting
XPath as well, but as it is based on the traversal graph concept and as it makes
use of a different approach when constructing the predicates, it cannot be directly
compared to the proposed work. However, his work shows that adding predicates
shows promise in improving the expressiveness of the resulting XPath, although
the difficulty to strike a correct balance between precision and recall is also made
clear.
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1.3 Outline
Before we proceed to the general outline of the thesis, a number of research ques-
tions are posed which this work aims to provide answers to. The questions respec-
tively correspond to the high level concepts illustrated in Figure 1.4.
1. Can a wrapper method be constructed to identify new pieces of information,
based on user input, allowing for various degrees of precision depending on
the intended application of the method?
2. Can a wrapper method be made context and content aware to enhance the
quality of the extracted information?
3. Instead of user examples, can an existing set of data be used as input with
the aim of extending that set automatically, making use of a wrapper method
that answers the first two questions?
The presented work is divided in the following chapters. Chapter 2 explains all
the preliminaries necessary to understand the remainder of the work, e.g., XML,
string edit distance and HTML with its DOM representation. The SmartDocu-
ments platform is presented in Chapter 3 to situate the work in a technical frame
and to illustrate the usefulness of the proposed approaches with a practical imple-
mentation that is running in production. Chapter 4 explains the align and merge
strategy of the XPaths in detail. Here, a base generalised XPath is explained and
possible expansions to the technique are illustrated. The concept of the generalised
XPath is built upon in Chapter 5 by enriching the resulting generalised XPaths with
predicates. This novel technique uses not only the documents’ structure, but also
their contents and context to finetune each generalised XPath whenever possible,
increasing the potential usefulness and precision of the data extraction. An ad-
ditional piece of research is presented in Chapter 6, where automatic creation of
wrappers is investigated by utilising an ontology as a seed. Here, ontology con-
cepts are discovered in an automatic fashion, given a start set of concepts that is
used to bootstrap the system. The user’s input is here limited to reviewing result-
ing data instead of annotating source documents. Chapters 4, 5 and 6 correspond,
in order, with the high level concepts shown in Figure 1.4. Finally, in Chapter 7,
conclusions and future work are discussed.
1.4 Publications
A full list of publications with Joachim Nielandt as (co-)author is included below.
Publications directly relevant to this thesis are mentioned in the introduction of
each respective chapter.
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2011
• Joachim Nielandt, Antoon Bronselaer, Tom Matthé and Guy De Tré. Bipo-
larity in ear biometrics. In Advances in Intelligent Systems Research, pages
409–415. Atlantis Press, 2011
• Sylvia Van Dorpe, Antoon Bronselaer, Joachim Nielandt, Sofie Stalmans,
Evelien Wynendaele, Kurt Audenaert, Christophe Van De Wiele, Christian
Burvenich, Kathelijne Peremans, Hung Hsuchou, Guy De Tré and Bart De
Spiegeleer. Brainpeps: the blood-brain barrier peptide database. Brain
Structure & Function, 217(3):687–718, 2012
• Jente Boonen, Antoon Bronselaer, Joachim Nielandt, Lieselotte Veryser,
Guy De Tré and Bart De Spiegeleer. Alkamid database: chemistry, occur-
rence and functionality of plant N-alkylamides. Journal Of Ethnopharma-
cology, 142(3):563–590, 2012
• Joachim Nielandt, Antoon Bronselaer and Guy De Tré. Coreference detec-
tion of low quality objects. In Communications in Computer and Informa-
tion Science, volume 297, pages 450–459. Springer, 2012
• Evelien Wynendaele, Antoon Bronselaer, Joachim Nielandt, Matthias
D’Hondt, Sofie Stalmans, Nathalie Bracke, Frederick Verbeke, Christophe
Van De Wiele, Guy De Tré and Bart De Spiegeleer. Quorumpeps database:
chemical space, microbial origin and functionality of quorum sensing pep-
tides. Nucleic Acids Research, 41(D1):D655–D659, 2013
• Guy De Tré, Jozo Dujmovic, Joachim Nielandt and Antoon Bronselaer. En-
hancing flexible querying using criterion trees. In Lecture Notes in Artificial
Intelligence, volume 8132, pages 364–375. Springer-Verlag, 2013
• Joachim Nielandt, Antoon Bronselaer and Guy De Tré. Efficient GCD func-
tions in SQL. In Advances in Intelligent Systems Research, pages 121:655–
121:661. Atlantis Press, 2013
• Tom Matthé, Joachim Nielandt, Zadrozny Sławomir and Guy De Tré.
Constraint-wish and satisfied-dissatisfied: an overview of two approaches
for dealing with bipolar querying. In Flexible approaches in data, informa-
tion and knowledge management, volume 497 of Studies in Computational
Intelligence, pages 21–44. Springer International Publishing, 2013
1-14
• Guy De Tré, Jozo Dujmovic, Joachim Nielandt and Antoon Bronselaer.
Flexible querying using criterion trees: a bipolar approach. In Studies in
Fuzziness and Soft Computing, volume 312, pages 47–54. Springer, 2013
• Guy De Tré, Joachim Nielandt, Antoon Bronselaer, Dirk Vandermeulen,
Jeroen Hermans and Peter Claeys. LSP based comparison of 3D ear models.
In 2014 IEEE Conference on Norbert Wiener in the 21st century (21CW),
page 7. IEEE, 2014
• Guy De Tré, Dirk Vandermeulen, Jeroen Hermans, Peter Claeys, Joachim
Nielandt and Antoon Bronselaer. Bipolar comparison of 3D ear models. In
Communications in Computer and Information Science, volume 444, pages
160–169. Springer, 2014
• Robin De Mol, Antoon Bronselaer, Joachim Nielandt and Guy De Tré. Data
driven Xpath generation. In Advances in Intelligent Systems and Comput-
ing, volume 322, pages 569–580. Springer, 2014
• Joachim Nielandt, Robin De Mol, Antoon Bronselaer and Guy De Tré. Wrap-
per induction by XPath alignment. In Proceedings of the International Con-
ference on Knowledge Discovery and Information Retrieval, volume 6, pages
107:492–107:500. Science and Technology Publications, 2014
• Peter Claes, Jonas Reijniers, Mark D. Shriver, Jonathan Snyders, Paul
Suetens, Joachim Nielandt, Guy De Tré and Dirk Vandermeulen. An in-
vestigation of matching symmetry in the human pinnae with possible impli-
cations for 3D ear recognition and sound localization. Journal Of Anatomy,
226(1):60–72, 2015
• Sofie Stalmans, Bert Gevaert, Evelien Wynendaele, Joachim Nielandt, Guy
De Tré, Kathelijne Peremans, Christian Burvenich and Bart De Spiegeleer.
Classification of peptides according to their blood-brain barrier influx. Pro-
tein And Peptide Letters, 22(9):768–775, 2015
• Joachim Nielandt, Antoon Bronselaer and Guy De Tré. Predicate enrich-
ment of aligned XPaths for wrapper induction. Expert Systems with Appli-
cations, 51:259–275, 2016
• Antoon Bronselaer, Joachim Nielandt, Robin De Mol and Guy De Tré. Or-
dinal assessment of data consistency based on regular expressions. In Com-
munications in Computer and Information Science, volume 611, pages 317–
328. Springer, 2016
1-15
References
[1] Ibrahim Abaker Targio Hashem, Ibrar Yaqoob, Nor Badrul Anuar, Salimah
Mokhtar, Abdullah Gani and Samee Ullah Khan. The rise of "big data" on
cloud computing: Review and open research issues. Inf. Syst., 47:98–115,
2015.
[2] Tim Berners-Lee, James Hendler, Ora Lassila et al. The semantic web. Sci-
entific american, 284(5):28–37, 2001.
[3] J. Hendler. Web 3.0 Emerging. Computer, 42(1):111–113, Jan 2009.
[4] Nickolas Kushmerick, Daniel S. Weld and Robert B. Doorenbos. Wrapper
Induction for Information Extraction. In Proceedings of the 15th Interna-
tional Joint Conference on Artificial Intelligence (IJCAI ’97), pages 729–
737, 1997.
[5] Ricardo Baeza-Yates and Berthier Ribeiro-Neto. Modern information re-
trieval. ACM Press, 1999.
[6] Kristina Lerman, Lise Getoor, Steven Minton and Craig Knoblock. Using the
Structure of Web Sites for Automatic Segmentation of Tables. In Proceedings
of the 2004 ACM SIGMOD International Conference on Management of
Data, SIGMOD ’04, pages 119–130, New York, NY, USA, 2004. ACM.
[7] Arvind Arasu and Hector Garcia-Molina. Extracting Structured Data from
Web Pages. In Proceedings of the 2003 ACM SIGMOD International Con-
ference on Management of Data, SIGMOD ’03, pages 337–348, New York,
NY, USA, 2003. ACM.
[8] William W. Cohen, Matthew Hurst and Lee S. Jensen. A flexible learning
system for wrapping tables and lists in HTML documents. In WWW, pages
232–241, 2002.
[9] Valter Crescenzi, Giansalvatore Mecca and Paolo Merialdo. RoadRunner:
Towards Automatic Data Extraction from Large Web Sites. In Proceedings
of the 27th International Conference on Very Large Data Bases, VLDB ’01,
pages 109–118, San Francisco, CA, USA, 2001. Morgan Kaufmann Publish-
ers Inc.
[10] Joachim Hammer, J. Cho, R. Aranha and A. Crespo. Extracting Semistruc-
tured Information from the Web. In Proceedings of the Workshop on Man-
agement of Semistructured Data, pages 1–8, 1997.
1-16
[11] Chun-Nan Hsu and Ming-Tzung Dung. Generating finite-state transduc-
ers for semi-structured data extraction from the Web. Information Systems,
23(8):521–538, December 1998.
[12] Nicholas Kushmerick. Wrapper induction: Efficiency and expressiveness.
Artificial Intelligence, 118(1-2):15–68, April 2000.
[13] Ion Muslea, Steve Minton and Craig Knoblock. A Hierarchical Approach
to Wrapper Induction. In Proceedings of the Third Annual Conference on
Autonomous Agents, AGENTS ’99, pages 190–197, New York, NY, USA,
1999. ACM.
[14] David Pinto, Andrew McCallum, Xing Wei and W. Bruce Croft. Table ex-
traction using conditional random fields. Proceedings of the 26th annual
international ACM SIGIR conference on Research and development in infor-
maion retrieval - SIGIR ’03, page 235, 2003.
[15] Xiaoqing Zheng, Yiling Gu and Yinsheng Li. Data extraction from web pages
based on structural-semantic entropy. In Proceedings of the 21st interna-
tional conference companion on World Wide Web - WWW ’12 Companion,
page 93, New York, New York, USA, 2012. ACM Press.
[16] Chia-hui Chang, Mohammed Kayed, Moheb Ramzy Girgis and
Khaled Shaalan Shaalan. A Survey of Web Information Extraction Systems.
IEEE Transactions on Knowledge and Data Engineering, 18(10):1411–1428,
october 2006.
[17] Katharina Kaiser and Silvia Miksch. Information Extraction A Survey. Tech-
nical report, E188 - Institute of Software Technology and Interactive Systems
- Vienna University of Technology, 2005.
[18] Emilio Ferrara, Pasquale De Meo, Giacomo Fiumara and Robert Baumgart-
ner. Web data extraction, applications and techniques: A survey, 2014.
[19] Line Eikvil and Line Eikvil. Information Extraction from World Wide Web -
a Survey, 1999.
[20] Anna Lisa Gentile, Ziqi Zhang, Isabelle Augenstein and Fabio Ciravegna.
Unsupervised wrapper induction using linked data. Proceedings of the sev-
enth international conference on Knowledge capture - K-CAP ’13, page 41,
2013.
[21] Chia-Hui Chang and Shao-Chen Lui. IEPAD: Information Extraction Based
on Pattern Discovery. In Proceedings of the 10th International Conference on
World Wide Web, WWW ’01, pages 681–688, New York, NY, USA, 2001.
ACM.
1-17
[22] D. Buttler, Ling Liu and C. Pu. A fully automated object extraction system
for the World Wide Web. In Distributed Computing Systems, 2001. 21st In-
ternational Conference on., pages 361–370, Apr 2001.
[23] Yanhong Zhai and Bing Liu. Web Data Extraction Based on Partial Tree
Alignment. In Proceedings of the 14th International Conference on World
Wide Web, WWW ’05, pages 76–85, New York, NY, USA, 2005. ACM.
[24] Qiang Hao, Rui Cai, Yanwei Pang and Lei Zhang. From One Tree to a Forest:
A Unified Solution for Structured Web Data Extraction. In Proceedings of the
34th International ACM SIGIR Conference on Research and Development
in Information Retrieval, SIGIR ’11, pages 775–784, New York, NY, USA,
2011. ACM.
[25] Bing Liu, Robert Grossman and Yanhong Zhai. Mining Data Records in Web
Pages. In Proceedings of the Ninth ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, KDD ’03, pages 601–606, New
York, NY, USA, 2003. ACM.
[26] Jun Zhu, Zaiqing Nie, Ji-Rong Wen, Bo Zhang and Wei-Ying Ma. Simulta-
neous record detection and attribute labeling in web data extraction. Pro-
ceedings of the 12th ACM SIGKDD international conference on Knowledge
discovery and data mining, page 494, 2006.
[27] Deng Cai, Shipeng Yu, Ji-Rong Wen and Wei-Ying Ma. Block-based web
search. Proceedings of the 27th annual international conference on Research
and development in information retrieval - SIGIR ’04, page 456, 2004.
[28] Wei Liu, Xiaofeng Meng and Weiyi Meng. ViDE: A Vision-Based Approach
for Deep Web Data Extraction. IEEE Transactions on Knowledge and Data
Engineering, 22(3):447–460, 2010.
[29] Hassan A. Sleiman and Rafael Corchuelo. Trinity: On using trinary trees
for unsupervised web data extraction. IEEE Transactions on Knowledge and
Data Engineering, 26(6):1544–1556, 2014.
[30] Wei Han, David Buttler and Calton Pu. Wrapping Web Data into XML. SIG-
MOD Rec., 30(3):33–38, September 2001.
[31] A. Sahuguet and F. Azavant. Building light-weight wrappers for legacy web
data-sources using W4F. VLDB, pages 738–741, 1999.
[32] Ion Muslea, Steve Minton and Craig Knoblock. STALKER: Learning extrac-
tion rules for semistructured, web-based information sources. In In AAAI:
Workshop on AI and Information Integration, pages 2–9, 1998.
1-18
[33] Nicholas Kushmerick. Wrapper Induction for Information Extraction. PhD
thesis, University of Washington, 1997.
[34] Jiying Wang and Fred H. Lochovsky. Data extraction and label assignment
for web databases. Proceedings of the twelfth international conference on
World Wide Web - WWW ’03, page 187, 2003.
[35] Tak-Lam Wong and Wai Lam. Learning to Adapt Web Information Extrac-
tion Knowledge and Discovering New Attributes via a Bayesian Approach.
Knowledge and Data Engineering, IEEE Transactions on, 22(4):523–536,
April 2010.
[36] Stephen Soderland. Learning Information Extraction Rules for Semi-
Structured and Free Text. Machine Learning, 34(1-3):233–272, 1999.
[37] Shuyi Zheng, Ruihua Song, Ji-Rong Wen and Di Wu. Joint optimization of
wrapper generation and template detection. Proceedings of the 13th ACM
SIGKDD international conference on Knowledge discovery and data mining
- KDD ’07, page 894, 2007.
[38] Tobias Anton. XPath-Wrapper Induction by generalizing tree traversal pat-
terns. Lernen, Wissensentdeckung und Adaptivitt (LWA), pages 126–133,
2005.
[39] Jussi Myllymaki and Jared Jackson. Robust Web Data Extraction with XML
Path Expressions. Technical report, IBM, 2002.
[40] Tsuyoshi Sugibuchi and Yuzuru Tanaka. Interactive web-wrapper construc-
tion for extracting relational information from web documents. In Special in-
terest tracks and posters of the 14th international conference on World Wide
Web - WWW ’05, page 968, New York, New York, USA, 2005. ACM Press.
[41] Sivamani Varun. Siloseer: A Visual Content Extraction System. PhD thesis,
National university of Singapore, 2011.
[42] Andrew Carlson and Charles Schafer. Bootstrapping Information Extraction
from Semi-structured Web Pages. In Proceedings of the 2008 European Con-
ference on Machine Learning and Knowledge Discovery in Databases - Part
I, ECML PKDD ’08, pages 195–210, Berlin, Heidelberg, 2008. Springer-
Verlag.
[43] Nilesh Dalvi, Philip Bohannon and Fei Sha. Robust Web Extraction: An
Approach Based on a Probabilistic Tree-edit Model. In Proceedings of the
2009 ACM SIGMOD International Conference on Management of Data,
SIGMOD ’09, pages 335–348, New York, NY, USA, 2009. ACM.
1-19
[44] Nilesh Dalvi, Ravi Kumar and Mohamed Soliman. Automatic Wrappers
for Large Scale Web Extraction. Proceedings of the VLDB Endowment,
4(4):219–230, January 2011.
[45] Kristina Lerman, S. Minton and C.A. Knoblock. Wrapper maintenance:
A machine learning approach. Journal of Artificial Intelligence Research,
18:149–181, 2003.
[46] Joachim Nielandt, Antoon Bronselaer, Tom Matthé and Guy De Tré. Deal-
ing with bipolarity and biometric information in ear identification. In Recent
Advances in Fuzzy Sets, Intuitionistic Fuzzy Sets, Generalized Nets and Re-
lated Topics, Volume II: Applications, pages 135–153. IBS PAN - SRI PAS,
2011.
[47] Joachim Nielandt, Antoon Bronselaer, Tom Matthé and Guy De Tré. Bipo-
larity in ear biometrics. In Advances in Intelligent Systems Research, pages
409–415. Atlantis Press, 2011.
[48] Jente Boonen, Antoon Bronselaer, Joachim Nielandt, Lieselotte Veryser, Guy
De Tré and Bart De Spiegeleer. Alkamid database: chemistry, occurrence
and functionality of plant N-alkylamides. Journal Of Ethnopharmacology,
142(3):563–590, 2012.
[49] Joachim Nielandt, Antoon Bronselaer and Guy De Tré. Coreference detec-
tion of low quality objects. In Communications in Computer and Information
Science, volume 297, pages 450–459. Springer, 2012.
[50] Guy De Tré, Jozo Dujmovic, Joachim Nielandt and Antoon Bronselaer. En-
hancing flexible querying using criterion trees. In Lecture Notes in Artificial
Intelligence, volume 8132, pages 364–375. Springer-Verlag, 2013.
[51] Joachim Nielandt, Antoon Bronselaer and Guy De Tré. Efficient GCD func-
tions in SQL. In Advances in Intelligent Systems Research, pages 121:655–
121:661. Atlantis Press, 2013.
[52] Guy De Tré, Jozo Dujmovic, Joachim Nielandt and Antoon Bronselaer. Flex-
ible querying using criterion trees: a bipolar approach. In Studies in Fuzzi-
ness and Soft Computing, volume 312, pages 47–54. Springer, 2013.
[53] Guy De Tré, Joachim Nielandt, Antoon Bronselaer, Dirk Vandermeulen,
Jeroen Hermans and Peter Claeys. LSP based comparison of 3D ear models.
In 2014 IEEE Conference on Norbert Wiener in the 21st century (21CW),
page 7. IEEE, 2014.
1-20
[54] Guy De Tré, Dirk Vandermeulen, Jeroen Hermans, Peter Claeys, Joachim
Nielandt and Antoon Bronselaer. Bipolar comparison of 3D ear models. In
Communications in Computer and Information Science, volume 444, pages
160–169. Springer, 2014.
[55] Robin De Mol, Antoon Bronselaer, Joachim Nielandt and Guy De Tré. Data
driven Xpath generation. In Advances in Intelligent Systems and Computing,
volume 322, pages 569–580. Springer, 2014.
[56] Joachim Nielandt, Robin De Mol, Antoon Bronselaer and Guy De Tré. Wrap-
per induction by XPath alignment. In Proceedings of the International Con-
ference on Knowledge Discovery and Information Retrieval, volume 6, pages
107:492–107:500. Science and Technology Publications, 2014.
[57] Sofie Stalmans, Bert Gevaert, Evelien Wynendaele, Joachim Nielandt, Guy
De Tré, Kathelijne Peremans, Christian Burvenich and Bart De Spiegeleer.
Classification of peptides according to their blood-brain barrier influx. Pro-
tein And Peptide Letters, 22(9):768–775, 2015.
[58] Joachim Nielandt, Antoon Bronselaer and Guy De Tré. Predicate enrichment
of aligned XPaths for wrapper induction. Expert Systems with Applications,
51:259–275, 2016.
[59] Antoon Bronselaer, Joachim Nielandt, Robin De Mol and Guy De Tré. Ordi-
nal assessment of data consistency based on regular expressions. In Commu-
nications in Computer and Information Science, volume 611, pages 317–328.
Springer, 2016.
2
Preliminaries
“It must be admitted that many aspects of
HTML appear at first glance to be nonsensical
and inconsistent.”
— Official W3C HTML5 standard
This chapter serves to introduce and illustrate a number of concepts that are
necessary to understand the remainder of the thesis. Afterwards, we proceed with
expanding upon the general idea which was sketched in the introductory Chapter 1.
Chapter 3, which follows this one, sketches a practical framework named Smart-
Documents, which, together with this chapter, offers the necessary background
information to proceed with Chapter 4 which explains the first main contribution
of this thesis: an approach to generalise queries on semi-structured documents.
2.1 Introduction
A number of preliminary concepts are explained in this chapter that are necessary
for a full understanding of the rest of the work. Standards are used extensively,
which makes it possible to lean on a multitude of implementations that have been
tested thoroughly. One of the main focuses of this thesis is the extraction of data
from (semi-) structured data that usually resides in documents. In general, the
concept of a document can have a multitude of meanings. Many discussions have
been devoted to the problem of defining what a document actually is, which is
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Structured Content
Styled Content
Output Representation
Raw Digital Image
Physical Representation
Figure 2.1: Illustration of the amount of structure in a document, from high (top) to low
(bottom), as presented by Bergmans [1] at Xerox.
outside of the scope of this thesis. It suffices to say, without trying to give a formal
definition of a document here, that this work broadly focuses on digital documents,
more specifically files that contain textual content in which some structure can be
found. Documents such as video and images are not considered.
An illustration of the amount of structure in a document can be seen in Fig-
ure 2.1). The specific document types or formats that have been used throughout
this thesis are introduced and framed in this chapter.
Remainder of the chapter First of all, the standard SGML (Standard General-
ized Markup Language) is introduced in Section 2.2. This meta-language is used
to describe the standard document format XML (eXtensible Markup Language),
described in Section 2.3. XML is a very flexible format that is used for a variety of
purposes. In Section 2.4, HTML (HyperText Markup Language) pages are intro-
duced. These are documents most used to represent web pages, as they are loaded
by browsers on, e.g., computers and smartphones. When a browser loads in an
HTML web page, a conversion is made to an internal format, called the Document
Object Model (DOM), introduced in Section 2.5. DOM is a tree-like structure
with some XML properties and is mostly used as the technology that powers web
pages behind the scenes. Finally, the chapter is concluded in Section 2.6 which
introduces XPath, a query language that can be used to query XML documents.
2.2 SGML
In early computer systems it was not as easy as it is now to create a document with
proper visual formatting and styling. Documents had to be interpreted by the com-
puter in order to display them on a screen or print them on paper. They contained
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various instructions to indicate how particular lines or words should be displayed.
These instructions are so-called process-specific mark-up, telling the processing
software how the related data should be handled. This presented a problem, as the
document was tightly coupled to the process that interpreted it. In the case of a
document that should be printed or displayed, certain settings had to be changed
for every target device (be it a printer or a screen). Even worse, changing the pro-
gram (upgrading it or swapping it out for another with similar capabilities) that
interprets the same document might have meant that the interpretation became im-
possible. An example originally given by Goldfarb [2], one of the co-authors of
GML (Generalized Markup Language, introduced in the next paragraph) is given
below. In it, three parameters are used to indicate tabs and vertical spaces, which
are set in the document with a fixed amount. These fixed amounts would most
likely have to be changed depending on the target medium, illustrating that the
mark-up used was still too tightly coupled to the actual display.
The lines containing .sk, .tb and .of respectively define skipping vertical space,
tabs and an indentation offset. These are used to typeset a list with items and para-
graphs.
.sk 1
Text processing and word processing systems typically
require users to intersperse additional information In
the natural text of the document being processed.
This added information, called 'mark´up', serves two purposes:
.tb 4
.of 4
.sk 1
1. it separates the logical elements of the document; and
.of 4
.sk 1
2. it specifies the processing functions to be
performed on those elements.
.of 0
.sk 1
GML was an IBM invention created in the 1960s to describe a document with
regards to structure and content. It used mark-up tags to describe concepts such as
chapters or sections, conceived to decouple program logic from the data stored in
a document.
The following is an example of a GML document, again originally given by
one of the co-authors of GML [2]. It is the GML version of the example given
above. In it, it is immediately apparent that any display-specific mark-up has been
removed in favour of mark-up that describes the content itself, e.g., p stands for
a paragraph, oi stands for an ordered list and li is a list item in such a list. What
should be done with that mark-up in terms of visual representation is left to the
program interpreting the document.
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:p.
Text processing and word processing systems typically
require users to intersperse additional information in
the natural text of the document being processed.
This added information, called q.mark-up::q., serves two purposes:
:oi.
:li. it separates the logical elements of the document; and
:li. it specifies the processing functions to be
performed on those elements.
::oi.
GML was later extended and standardized which resulted in SGML, an in-
ternational standard (ISO 8879:1986 [3]) created to defining mark-up languages.
SGML does not describe documents by itself, instead it describes the mark-up
languages that describe documents by defining the possible mark-up structures,
document types and so on.
As the standard describes, the practice of generic coding began. Descriptive
mark-up is distinguished from processing instructions whenever possible, while a
separate document type definition specifies which elements and attributes can be
possibly used in the document of a certain type. This helps to restrict what a user
can do with a certain document type, keeping it consistent and usable. An SGML
based document consists of several elements:
• The SGML declaration describes the concrete syntax of the given mark-up
language used. Not every SGML document can be parsed by any SGML
parser, however, the SGML declaration makes sure that the user knows
which parser can be used for the given document or how the document was
constructed in the first place. It specifies, e.g., which character sets, delim-
iters, features and keywords can be used in the document.
• The Prologue describes all the mark-up declarations that can be used in the
given document. More specific than the SGML declaration, the prologue
contains all the entities and element types that can be used in the document,
making up the DTD (Document Type Definition).
• Data are presented by a single top-level element. That element contains the
actual content of the SGML document.
It is important to note that SGML in itself is not a language to describe documents,
but rather, it is a metalanguage to describe document languages. SGML also serves
to validate the structure of a document against a formal grammar. Multiple imple-
mentations or derivatives of SGML exist, and it is these derivatives that are used in
most real-world situations. Two specific derivatives of SGML — XML and HTML
— are described in the sections below.
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2.3 XML
XML [4] is a metalanguage mostly used to describe things, born out of SGML with
a more concise ruleset [5]. It can be used to model a document but also arbitrary
data structures. As a standard it is applied in a myriad of domains and used in a
multitude of different applications, of which a couple are briefly described below.
• KML (Keyhole Markup Language): a format that describes geospatial ele-
ments, e.g., coordinates, images, textual descriptions and 3D models. It is
used in a number of map applications, of which Google Earth is arguably
the most well known, and it became an international standard of the Open
Geospatial Consortium in 2008.
• XBRL (eXtensible Business Reporting Language): this format is used to
define and exchange financial information. It is a standard developed by
XBRL International.
• RSS (Rich Site Summary): this format is used to define a data source which
is often updated. Such a data source is called an RSS feed, to which users
can subscribe. A user can subscribe to any number of these RSS feeds,
making it easy to gather all the information in which the user is interested
in. This prevents, for example, the need to visit individual news websites.
By subscribing to the RSS feed of each website, all news items are gathered
in one place.
• SVG (Scalable Vector Graphics): this is an image format to describe two-
dimensional vector images. It is an open standard, curated by the World
Wide Web Consortium (W3C) since 1999.
One of the primary objectives of XML is to separate the structure and data from the
visualization and representation of the data, furthering separation of concerns and
keeping the architecture of programs cleaner and portable. XML is most known
for supporting the transfer of data over the internet in a standardized fashion. In
a broader sense, an XML document can also be used as an intermediary format,
making interaction between different actors easier and standardized, making it a
prime choice to exchange data between different parties (people or computers).
For an overview of what XML is (not) capable of, one can read [5].
Structure An XML document contains data in a semi-structured fashion, using
a tree-based structure to model it. Although XML stores data in a structured way,
it is said to be semi-structured for two reasons. First of all, the schema to which
an XML document has to adhere is optional, making it very flexible with regards
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<?xml version="1.0" encoding="UTF-8"?>
<person>
<firstname>Jeffrey</firstname>
<lastname>Lebowski</lastname>
<email>thedude@lebowski.com</email>
</person>
Figure 2.2: Example of an XML document, containing info of a single person.
to the user’s point of view. Secondly, the contained data are not necessarily de-
coupled from the structure of the document, which is the case with, e.g., relational
databases.
A node in the tree of an XML document is either mark-up (tags, comments,
special declarations . . . ) or character data (actual text that makes up the content,
anything that is not mark-up). Nodes can have attributes to give additional meaning
or context to the stored data. The XML document itself contains a set of meta-data
to indicate versioning, author information, character encoding and so on.
A text notation of the tree is possible by using tags to represent tree nodes.
Each node has an opening and a closing tag, and tags are nested to represent the
tree structure. Attributes of nodes are added to the opening tags. An opening tag
<x> has to be closed properly by its respective closing tag </x>. It can also be
self-closing: <x/>, which is the direct short-hand equivalent of the empty element
<x></x>.
A large advantage of XML is that it is highly legible by a human. Tag names
can be chosen to clarify meaning and the structure of the document itself can be
made to make sense as well. An XML document can be checked whether it is well-
formed (following the W3C recommendations) and can also be validated using a
predefined schema, which allows the creator of the document to force a user to
follow a certain set of rules. This makes sure that the structure of the contained
data is predictable and controlled.
The tree structure of an XML document lends itself well to queries on the data,
as typically each self-contained piece of information tends to be contained within
an XML element (if the document is well thought out). A small example illustrates
how an XML document can be constructed (see Figure 2.2). A header identifies
the file as an XML document, with version and character encoding given. The
contained elements represent the personal information of a person.
Schema When modelling data for an application in XML format, structural con-
straints are defined in a schema. An XML schema is used to define a class of XML
documents. When creating a document that conforms to such a schema one is in-
stantiating that schema. An XML schema presents a developer with the advantage
of being able to reuse that schema in another application. Evidently, it saves a lot
2-7
of time to think about an efficient way of representing complex data. However, it
also presents a problem with regards to naming conflicts and how to integrate the
schema in another data model. Different XML schema authors can have different
approaches to a problem, and a name is more often than not a non-unique identi-
fier for a concept. For these reasons, the concept of namespaces was introduced.
Names are expanded with an additional namespace, making it possible to avoid
name clashes with the direct advantage of modularity. A more in-depth explana-
tion of XML schemas is outside of the scope of this work but can be found in the
standard documentation [4].
Usage XML documents are used in a multitude of applications. As their struc-
ture is loosely defined, it is up to the user to give it purpose (within the bounds of
the XML standard, the document always needs to be XML valid or well-formed),
making it flexible in its application. XML files are used to store data (small
and large instances), to transfer data between various sources (database dumps,
website-to-user exports, address information . . . ), provide inter-program commu-
nication or used to store configuration files that are separated from program logic.
In this work, semi-structured documents take up a central role. They will be the
source of data that are being queried and they will mostly be described using XML.
Whenever we are faced with other documents formats it is often advantageous
to convert the data into an XML valid format, making whichever method used
easily applicable on many domains. Conversion to XML from various document
formats is often described and standardized (relational databases1, marshalling of
Java objects2 . . . ) or is straightforward, such as is the case with comma separated
files (the file is seen as a flattened tree structure, where each row and column of
the file is mapped to respectively an element and an attribute in the XML file).
2.4 HTML
In this Section HTML is explained with the purpose of using it within the context
of the presented research. As much of the remainder of the work is using HTML
as a source of data, a basis of it must be given for a full understanding of the
work. HTML is a language to describe the (visual) structure of web pages. An
HTML document contains text that is to be interpreted by a web browser with the
intention of displaying text, figures and other components to a user. HTML was
created around 1990 at CERN and changed a lot since then, growing organically
while trying to keep up with the evolution of the web. It always has been the go-to
mark-up language for web pages.
1w3.org/XML/RDB.html
2jaxb.java.net
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HTML was originally defined as an application of SGML (the latest version of
HTML, HTML5, takes a different approach and is not representable anymore by
SGML [6]). XHTML, a redefinition of HTML in the XML syntax, was introduced
to be more expressive. However, with the arrival of the latest version of HTML
(HTML5), XHTML is fading from current use in web platforms.
Structure An HTML document, very similar to XML, is built using tags that
open and close, describing elements. Each element can contain other elements and
can define attributes. Such HTML elements are for example table (which is used
for tabular structures), div (a container for other elements) and so on. Attributes
can define, for example, the color of a piece of text, or the width (in pixels) of a
div container. The following HTML extract is shown as an illustration:
<table width="400">
<tr>
<td>row 1, column 1</td>
<td>row 1, column 2</td>
</tr>
<tr>
<td>row 2, column 1</td>
</tr>
</table>
In the example, the web browser knows how to interpret a table tag and what
tr (table row) and td (table cell) tags mean. A width attribute is added to the table
tag to indicate that the browser needs to render it 400px wide.
HTML can not be defined as XML straight away, as there are some differ-
ences in syntax. HTML can, for example, have tags that are not closed. It is
not case sensitive for element and attribute names. Other differences exist, which
makes it impossible to express basic HTML in XML without information loss.
However, DOM (Document Object Model) offers a solution for this problem (see
Section 2.5), presenting a conversion of the HTML document to an XML based
format which can be interpreted by a browser.
W3C Standard The text contained within an HTML document has to conform
to the W3C recommendations (a number of versions are defined, such as HTML43,
HTML54, XHTML5 . . . ). HTML defines the basic representation of the data that
are displayed, while on top of the HTML document other languages (most notably,
Javascript) can be used to add functionality or interactivity to the website. The
standard HTML standard is less strict than XML, which led to a reformulation of
HTML in terms of XML, so-called XHTML.
3w3.org/TR/html4
4w3.org/TR/html5
5w3.org/TR/xhtml1
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Problems Browsers are supposed to implement the HTML standard to the letter
but due to a lot of reasons (legacy code, updates to the standard, different actors
implementing different parts of the standard in various ways, bugs, custom addi-
tions to the definitions . . . ) this is rarely the case. This means that, when faced
with extracting HTML code from existing web pages, a lot of syntax errors can
crop up that need to be dealt with. As a typical HTML page is known to be riddled
with erroneous code, browsers are often constructed to be very tolerant of mis-
takes, fixing and hiding problems behind the scenes. The fact that HTML has its
quirks is well known: the W3C recommendation itself [7] mentions that “it must
be admitted that many aspects of HTML appear at first glance to be nonsensical
and inconsistent”.
Within the context of data extraction from web pages the unpredictability of
the web page content and structure forms a problem as well. It is a lot easier
to extract information from a source when you know for a fact that the structure
of that source will never change and that an instance of a particular type of data
(such as an email address) can always be found by inspecting a certain location in
the source. In reality however, even identically looking web pages within the same
domain can show differences in their structures, which complicates data extraction.
Data on the web page themselves are typically updated frequently, which prob-
ably relocates or removes pieces of information, making it harder to keep track of
what is happening. When a website gets redesigned completely it is rare to see
anything remain of the original structure. This, however, occurs only rarely.
2.5 DOM
A Document Object Model (DOM) is a way of representing objects using a tree
structure. These objects typically originate from various other source documents.
This encompasses XML, HTML (web pages) and other documents. The DOM
is defined to be language and platform independent, allowing to access content,
structure and style of a document. It is also possible to modify the DOM and react
to events (user interaction, mouse clicks, form submissions, etc.), if applicable to
the source document. This is very useful in the case of web pages, for example.
Changes to the DOM can be translated back to the source document by the appli-
cation that is managing the DOM (that would be the web browser in the case of a
web page).
Structure The data structure of the DOM itself is represented by nodes that are
organised in a tree structure. Different kinds exist, each having a specific purpose.
A couple are mentioned here, as they are used throughout this work. The docu-
ment itself has a single document node at the root level. In turn, the document
node can contain element nodes that can have a set of attribute nodes. Text nodes
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<html>
<body>
<h1>Movie page</h1>
<div id="movieTitle">Dr.
Strangelove</div>
<div id="director">Stanley Kubrick</div>
</body>
</html>
(a) HTML snippet.
/ root node
html element node
body element node
h1 element node
"Movie Page" text node
div element node
id "movieTitle" attribute node
"Dr. Strangelove" text node
div element node
id "director" attribute node
"Stanley Kubrick" text node
(b) DOM tree structure of the HTML shown in Figure 2.3a
Figure 2.3: An HTML snippet with a corresponding DOM tree structure.
have no children but represent contained text values. Visible text in a web page
is represented by a text node. Only elements can have other nodes as children. In
summary,
• element nodes have attributes, can contain other elements and have a name.
• attribute nodes can be added to elements. They have a name and a value.
• text nodes only have a value, which is the text they represent.
A DOM can be represented by an XML document, disregarding things such as
DOM events and other metadata, resulting in a tree structure that is contained
within an XML format. Having this approach to the DOM available makes ac-
cessing the contained data easier as we can use all the tools available for XML
documents. This is exploited throughout this thesis. An example of an HTML
snippet and its corresponding DOM tree structure, as it could be interpreted by a
browser, is given in Figure 2.3.
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HTML and DOM When an HTML page is loaded by a browser, a DOM is built
(see Figure 2.3). An HTML document can be transformed into a DOM document
as described by the standard and also has additional support described by W3C
(adding convenience mechanisms and functions that specifically relate to HTML
documents [8]). The DOM tree of a web page can be used to quickly traverse the
web page document and to reliably query data from it. Any manipulation of the
structure and/or data (such as changing content, animations, styling . . . ) of the
displayed web page is typically done through the DOM document, due to the easy
accessibility of the desired elements. Any interaction such as listening to user
input (mouse, keyboard . . . ) can be handled through the DOM document using
DOM events as well.
As the DOM representation is more restrictive than the HTML document, it
safeguards against some, but not all, of the possible errors that can occur in an
HTML document. When an HTML document is parsed by a browser, a num-
ber of cleanup operations have to be performed (such as balancing (missing) tags,
cleaning up erroneous HTML code, fixing quotes . . . ). This means that different
browsers (or parsers in general) usually load the same page as different DOM doc-
uments, as the cleanup operations invariably tend to differ across different parsers.
This has a serious impact on any system that wants to reliably query data from
HTML documents, making it hard to be truly parser independent. The presented
work handles data from web pages a lot, which means that browser engine inde-
pendence of the system is an important aspect, taking into account peculiarities in
the conversion and creation of a DOM document.
A DOM can be transformed to an XML representation, disregarding some
functionality, which is advantageous when faced with querying. It allows to ap-
proach the DOM using XML tools, which are numerous.
2.6 XPath
XPath is a query language that enables retrieving data from XML documents,
while providing basic operations to manipulate strings, numbers and booleans [9].
A DOM tree can be represented in an XML format, which means that XPath can
be applied to DOM representations of web pages as well. The data handled by
the query language can range from text values to specific nodes, lists of nodes
and attributes. XPath offers a wide range of facilities comprising string functions,
comparison functions and mathematical operators. It is this ample feature set that
will be exploited in the remainder of the work. A summarised description of XPath
is provided in the following. For the full specifications, the reader is referred to the
W3C recommendation [9]. Within the scope of this work, XPath 1.0 is adopted
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without loss of generality6.
2.6.1 Structure
An XPath expression basically describes a query that selects specific parts of an
XML document. Most7 XPath expressions consist of a list of XPath location steps
(or steps, for short). A step consists of three parts (an axis, a nodetest and n ě 0
predicate(s)) and is written as follows:
axis::nodetest[predicate1][...][predicaten]
Each step describes an elementary navigation in a DOM tree and is always inter-
preted within the context of a node in the tree: the context node. The individual
elements of a step are briefly touched upon in the following paragraphs. To intu-
itively illustrate the base concept (for more detail, see the following paragraphs)
the following XPath is given:
/html/body/div[2]/text()
This XPath can be executed on the HTML snippet of Figure 2.3 and retrieves
the text “Stanley Kubrick” from the document. Note that text() extracts a piece of
literal text from the DOM tree, which is typically the text that is actually visible
on the corresponding HTML page.
Axis The axis dictates on which nodes (relative to the context node) the nodetest
of the step will be performed. For example, the axis child selects all child nodes
of the context node. Axes are directional (forward or reverse) and return their
nodes in a specific order. The default axis is child. Axes that are used frequently
throughout this work are self, child, parent and descendant-or-self. The names of
these axes indicate their purpose:
• self selects the context node.
• child selects all children of the context node.
• parent selects the parent node of the context node.
• descendant-or-self selects all descendants of the context node and the con-
text node itself. This includes children, grandchildren and so on.
Each axis has a principal node type, which is the node type that the axis can
contain.
6Each version of the XPath specification is a superset of its predecessor, e.g., XPath 2.0 is a superset
of XPath 1.0. In some special cases this is not true, but those are resolved by an additional compatibility
mode.
7An XPath expression can consist out of a single boolean (true is a valid XPath expression), but
this thesis focuses on XPath expressions that select part(s) of a document.
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• Axis’s principal node type is attribute.
• Namespace’s principal node type is namespace.
• All the other axes’s principal node types are element.
Nodetest The nodetest is a filter among all the nodes that are selected by the
axis. It can be a name test, node type test or processing instruction. Within the
remainder of the dissertation, only the name and node type tests are relevant, as
they suffice to identify nodes for our purposes. As an example of a name test,
retrieving all the children with name ‘div’ of a given context node, is done by the
step child::div. To illustrate this using the example of Figure 2.3, the following
XPath retrieves all ‘div’ nodes in the ‘body’ node:
/html/body/child::div
As an example of a node type test, retrieving all the sibling nodes that follow
the context node and are of type text is done by the step following-sibling::
text(). The node type node() serves as a wildcard and retrieves all the nodes from
the given axis, e.g., attributes, text nodes and element nodes. The shorthand “*”
retrieves only nodes from the specified axis corresponding to the principal node
type of that axis. As an example, child::* selects all child element nodes of the
context node. This means that child::* is not equivalent to child::node().
Predicates The predicates allow for additional filtering on top of the given node-
test. Predicates can take complex forms, going as far as including entire XPaths
in a recursive fashion. Within the remainder of this work, we restrict ourselves
to Boolean combinations of simple test functions. A common example of such a
simple test is the selection of the nth node, denoted as positionpq “ n or just n in
its abbreviated form. For example, two equivalent steps that retrieve the 4th child
text node of a given context node are the following:
child::text()[position()=4]
child::text()[4]
Note that the order of the nodes is determined by the axis. A forward axis counts
up from 1 while a reverse axis counts down to 1.
XPath expressions The different steps in an XPath expression are separated by
a “/” delimiter. An XPath “A/B” indicates that we execute B on all the nodes that
A produces as a result. An example is given below, which selects all ‘div’ children
of the ‘body’ context node:
self::body/child::div
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Every time a step is evaluated, the nodes resulting from the evaluation are passed
to the next step as context nodes. The next step, at its turn, evaluates itself using
each of the context nodes, and so on. At the end, a union is taken from all the
resulting nodes. That union is the final result of the whole XPath.
Throughout the work, a distinction is made between absolute and relative
XPaths. For an absolute XPath, the context node of the first step is the root node
of the DOM tree, whereas for a relative XPath, the context node of the first step
can be any node in the tree. To denote that an XPath is absolute, the corresponding
expression starts with “/”.
As an example, the following XPath evaluates against the root node (it starts
with “/”):
/html/descendant-or-self::node()/div[@class='c']/p/a[1]
It selects all ‘div’ nodes that can be found within all ‘html’ nodes directly under
the root node. These ‘div’ nodes need to have a class attribute with value “c”. We
go deeper by specifying that the ‘div’ element contains a ‘p’ element, for which
we request the first ‘a’ element we find. The result of this query is then a list of ‘a’
nodes that correspond to the requirements set out by the query.
Indexed XPath In this paragraph, a concept is introduced that is important within
the context of the presented work: an indexed XPath. It is defined in this thesis as
an absolute XPath where each axis is child, each nodetest is a name or nodetype
test and each predicate is a position predicate. Each step has exactly one predicate.
An important property of an indexed XPath is that it covers at most one node in
the DOM tree, which can be easily shown as follows. Each XPath step results in,
at most, one node (the required predicate position()=x makes sure that only
one can remain). Whenever a step of the XPath fails to retrieve a node, the whole
XPath will result in an empty node set. If each step of the XPath actually finds its
intended node, the whole XPath will result in a single node.
This property implies that each node in the DOM tree can be uniquely de-
scribed by one indexed XPath. The following practical example illustrates the
concept of an indexed XPath. Consider the DOM snippet shown below.
<html>
<body>
<table>
<tr><td>Name1</td><td>Email1</td></tr>
<tr><td>Name2</td><td>Email2</td></tr>
</table>
</body>
</html>
Take the text node containing “Email2” as an example. The indexed XPath
that can be used to retrieve that node is given by:
/html[1]/body[1]/table[1]/tr[2]/td[2]/text()[1]
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Abbreviated Full
// /descendant-or-self::node()/
. self::node()
.. parent::node()
attribute::* attribute::attribute()
/div /child::div
@name attribute::name
Table 2.1: XPath Abbreviations
Each XPath step consist of a node name test (html, body, div . . . ) or node type
test (illustrated by the text() step) along the child axis, with exactly one integer
position predicate. Each node test has to have the integer predicate (even if there is
only one possible option available and the predicate seems unnecessary), ensuring
that the XPath unequivocally points to one node (assuming it exists) when executed
on any given document.
Abbreviations Because the XPath syntax is rather verbose, a lot of abbreviated
syntax forms exist of which a number are especially useful within the scope of this
work. Table 2.1 shows the relevant shorthand notations that are used throughout
the following chapters. The wildcard “//” proves to be useful, as it represents a
wildcard that can transcend multiple (entire) steps. Another one that is often used
is the neutral step “.”. In this thesis it is especially useful, as it allows to expand
the XPath with extra location steps without changing the semantic meaning. To il-
lustrate this point, the following XPaths are given. They are semantically identical
to each other for all intents and purposes.
/html/div[2]/div
/./html/././div[2]/div
/self::node()/html/././div[2]/div
Being able to add steps is important when aligning XPaths, as it requires that
the XPaths are all of equal length, which means that they all have the same amount
of steps (as is explained in Chapter 4). Having the neutral XPath step at our dis-
posal means that, at each moment, it is possible to make an XPath longer without
changing its meaning, which means that the requirement of having XPaths of equal
length can be enforced.
2.6.2 Custom parser
Most of the experiments in this work were done in database environments through
programs written in the Java programming language. Standard XPath implemen-
tations and functions are available to developers, making it easy to protoype algo-
rithms that use XPath functionality. However, after a while it became apparent that
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a deeper introspection into the used XPaths was needed, allowing decisions to be
made depending on how the XPath was constructed. This is usually not possible
as that introspection is shielded by typical XPath implementations.
For the purpose of introspection, a custom XPath parser was written, follow-
ing the XPath 2.0 standard. Using a custom parser that makes use of version 2.0
(instead of 1.0) offers flexibility with regards to future capabilities of the system.
The jump to 2.0 introduced, among a host of other things, extra functions and ad-
ditional data-types. Additionally, 2.0 is mostly backwards compatible with 1.0,
which allows transparency with regards to experiments that used XPath 1.0 and
XPath libraries such as the one found in the Java libraries. The custom XPath
parser was introduced late in the process of developing the processes described in
this thesis, which means that its usefulness has yet to really prove itself. For most
results and tests reported in this work, XPath 1.0 queries were used. However,
with regards to future work and expansion possibilities of the current approach,
the parser will play an important role, which is why it is briefly introduced here
within the context of the presented approach.
Tokenizer Typically, an XPath in string format is processed by a tokenizer. This
analyses the XPath string and produces tokens. Each token is a specific word
that is part of the XPath language. In our custom implementation, the tokenizer
tries its best to create the longest token possible. However, sometimes multiple
token types are possible, which is reflected by having the tokenizer return fuzzy
tokens that can have multiple possible solutions (defined XPath terminals or string
values). This is defined in the W3C recommendation as a fuzzy token scanner
approach. Each fuzzy token should resolve to a specific solution, depending on its
context, allowing the XPath processor to generate and interpret the whole XPath
correctly. This is also illustrated in the following example.
The following XPath fetches all div elements under the root that contain the
text “Dr. Gonzo”:
/div[text()='Dr. Gonzo']
After tokenizing this XPath results in the following fuzzy tokens:
• ‘/’: terminal
• ‘div’: terminal or qname or ncname
• ‘[’: terminal
• ‘text’: terminal
• ‘(’: terminal
• ‘)’: terminal
• ‘=’: terminal
• ‘Dr. Gonzo’: string
• ‘]’: terminal
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s t e p e x p r[
a x i s : child
n a m e t e s t : 'div' (ncname)
p r e d i c a t e l i s t : {
compar i sonexpr[
s t a r t : {
s t e p e x p r[
a x i s=child
k i n d t e s t='text'
]
}
comparator : '='
end : {
s t r i n g l i t e r a l : 'Dr. Gonzo'
}
]
}
]
Figure 2.4: The structure of an XPath query.
The div token can have multiple meanings: it can be a terminal, which is a pre-
defined keyword in the XPath syntax. Or it can match either a qname or ncname,
which are two types of names that can be used for functions, nodes and other con-
cepts. At this point the tokenizer does not know which is the intended purpose, so
this has to be resolved at a later stage.
Parser After converting an XPath string to fuzzy tokens, the XPath grammar
(found in EBNF notation in the W3C recommendations) is used to parse them so
that each fuzzy token is resolved to a single known terminal that can be traced
back to an element in the XPath grammar. The parsing process is illustrated in the
following example.
The XPath used in the previous example (/div[text()=‘Dr. Gonzo’]) results,
after parsing it, in structure that is shown in Figure 2.4.
The step expression shown here contains a single predicate, which is a com-
parison expression (text() = ‘Dr. Gonzo’, with = as the comparison operator). That
comparison expression consists of the binary equality operator, with a step expres-
sion and a stringliteral as its input. A full declaration that describes each of the
structural elements can be found in the XPath 2.0 W3C standard [10]. This exam-
ple makes use of a very short XPath in order to still show the resulting structure
in a clear way. However, when more complex XPaths are analysed in such a way
it allows to easily select or compare portions of the XPath with further processing
in mind, which is not possible when simply considering the XPath in its string
format.
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Application Having the true meaning of each element of the XPath available at
processing time has numerous advantages. For example, it is possible to show
equivalence between expressions A1=A2 and B1=B2. Both expressions are a
ComparisonExpr in the XPath grammar. As the ‘=’ operator is commutative
each ComparisonExpr set up with the ‘=’ operator can be considered equivalent if
pA1 ” B1 ^ A2 ” B2q _ pA1 ” B2 ^ A2 ” B1q. The equivalence A1 ” B1
can then be inferred recursively. In this way, generic XPath expression can be
checked for equivalency, which is a powerful mechanism as XPaths are, in a lot of
cases, similarly structured but not exactly equal to each other. In the following, an
example is given of two equivalent XPath expressions:
• /body[1]/div[id='main' and class='container']
• /body[position()=1]/div[class='container' and id='main']
The predicate “1” is an abbreviated form of “position()=1”, making those two
predicates equivalent to each other. As the body steps are equal for the rest, they are
equivalent. For the div predicates, equivalence is first checked for the and operator.
That equivalency is true if and only if the id and class checks are equivalent to each
other (which are recursively checked). In this case they are equivalent (as they are
exactly the same), which means that both XPaths, in their totality, are equivalent
to each other.
2.6.3 Notes
XPath was used as a basis for a number of derivative query languages, such as OX-
Path [11], which additionally allows to define interaction and to extract data based
on visual information. Using these derivative query languages is not considered in
this work. However, the methods in this work can be easily adapted to use them,
which would give additional functionality, making it worth mentioning here.
2.7 Conclusion
This concludes Chapter 2, introducing general preliminary concepts. A number of
necessary document formats such as XML and HTML were explained, as well as
how HTML behaves when it is loaded by a browser and how its operational data
can be accessed through the DOM. XPath was introduced in detail so that the con-
cept is clear when used in Chapter 4. In Chapter 3 the practical framework called
SmartDocuments is explained, in order to correctly focus the mind on the intended
purpose and possible applications of the presented work. This framework, devel-
oped in the research group DDCM, already puts the concepts presented in this
2-19
thesis to work in a real-life environment. Afterwards, Chapters 4 to 6 handle the
introduction of new concepts, starting with the next chapter which explains the
basic approach of using multiple XPaths to construct a wrapper.
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Technical frame: SmartDocuments
“Sir, you can’t let him in here. He’ll see
everything. He’ll see the big board!”
— General Turgidson, Dr. Strangelove
This chapter illustrates a practical implementation of a data extraction plat-
form, named SmartDocuments, created within the research group DDCM. Smart-
Documents, at various stages of its development, has been deployed in a number
of real-life situations and has proven to be a useful tool. The work presented in this
thesis is a major component of the SmartDocuments platform, situated primarily
in the way SmartDocuments approaches documents and how it locates useful in-
formation within them. Chapters 4 and 5 specifically elaborate on techniques that
have been implemented within SmartDocuments towards those goals. As the plat-
form is a practical illustration of the presented work it is illustrated and explained
in this chapter, limited in scope to be relevant to this thesis, serving to frame the
following chapters. Besides work outlined in this thesis, the author has contributed
to the SmartDocuments platform in other areas as well, briefly highlighted in this
chapter.
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3.1 Introduction
To situate the research presented in this thesis it is important to put it in the per-
spective of work performed in the DDCM research group, where focus is, among
other topics, on data quality and aggregation of data. A data extraction framework
was constructed with the aim of collecting, processing and storing data from vari-
ous sources with the highest possible quality. These data sources range from CSV
files to relational databases and semi-structured sources such as HTML pages.
The constructed framework is named SmartDocuments, is supported by a number
of publications [1–5] and has been used in a number of real-world applications.
The remainder of Section 3.1 will introduce the concept of web scraping,
which handles the extraction of data from online sources. Afterwards, the Smart-
Documents platform is introduced, a data extraction framework developed by the
research group DDCM.
3.1.1 Web scraping
Automatically harvesting or collecting information from the web is often called
web scraping, an important component of the SmartDocuments platform. This
can be done by simulating a human interacting with a web page. Typically, a user
surfs to a web page using a browser, thereby downloading the page’s content (and
possibly dynamic content that is generated on-the-fly) in local memory. That local
view of the web page is interesting to a web scraper, as it contains all the data
required for data analysis and extraction.
The simulation’s purpose is to act as a user, which, besides simply surfing
to a URL (Uniform Resource Locator), can also comprise inputting information,
clicking buttons and changing URL by navigating through links. Of course, a
computer can handle this interaction much faster than a human would, making the
concept of a web scraper interesting and viable with regards to large scale data
harvesting. The biggest limitations of the process are mostly bandwidth and the
remote server’s tolerances (and processing power, depending on how much post-
processing of the web pages is required). The process of traversing these pages by
following links, is called web crawling.
Sometimes it is not necessary to analyse a web page to extract the desired
information. A computer-friendly interface could be made available by the web
page developer, besides the typical human-friendly visual representation, offer-
ing data in a readily available standardized format such as XML or JSON. In that
case, the web scraper has the easy task of simply fetching the data which is al-
ready presented in a properly structured fashion. However, more often than not, a
web scraper needs to deal with the semi-structured HTML pages that need post-
processing to extract parts of the actual content. In Section 3.2 a number of existing
web scraping platforms are listed to better situate SmartDocuments.
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Web scraping also has its merits when one website’s pages do not have enough
information available, while offering links to another website that does. In that
case, information of multiple websites combined offer the necessary data, which
a web scraper could potentially access and extract. In such cases, the sum of the
parts is worth more in terms of content, which is often desirable by the user.
3.1.2 Web pages as data sources
A website typically contains a number of web pages. Each web page can either
link to another page that is within the same website domain, or to another web
page on a different domain altogether. When scraping a website, a decision needs
to be made on where to start the scraping process (which web page is the entry
point?) and how deep the process can descend into the website structure (Which
links are followed on which pages? Are links on another domain followed?).
A number of problems exist when dealing with web pages as a data source. The
fact that the process can descend to a potentially very large number of web pages
means that any process that needs to post-process the crawled data needs to be able
to handle a large amount of data in order to prevent bottlenecks during execution.
Web pages can also change over time, with no control over the frequency:
• A website can be changed in its entirety. This means that a new version
is rolled out, which has an impact on the structure, layout and data of the
website. This generally means that a crawler needs to be reconfigured com-
pletely in order for it to keep functioning and returning fresh data.
• Web pages can be added to an existing website. Typically, an existing web
page is linking to the new web pages, which means that a new crawl on the
website will potentially pick up the new web pages. New pages typically
indicate new data, which implies that the new data have to be added to the
existing harvested data.
• The content of existing web pages can be modified, which does not touch
structure or layout and will typically only change the contained data. A new
crawl will typically need to pick up on the change and register it as either
a new piece of information or an updated version of existing information.
How the system treats the new data is up to the user and the intended purpose
of the system.
These update difficulties are essential to take into account when building a data
extraction framework that needs to run on a long term basis, continually detecting
updates to the data and warning whenever erroneous situations occur. It needs to
be able to deal with trivial situations automatically, while still allowing a user to
control and correct specific cases.
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3.1.3 SmartDocuments
In this chapter, the SmartDocuments platform is introduced in order to give a tech-
nical backdrop to the presented work. It also serves to highlight the practical rele-
vance of the work, being a good illustration of what the presented techniques can
be used for.
Briefly, SmartDocuments serves both as a data extraction and a data quality
platform. It enables a user to design a data extraction scheme (extractor) that de-
scribes how data should be extracted from various data sources. This includes
where the data can be found within the data source, how to take advantage of
relations between data sources (such as links between web pages) and taking ad-
vantage of properties of the data, such as formatting. During the design of the
extractor, a wide range of operators and transformations can be used to increase
the quality of data. The data sources can range from single files (e.g., XML files)
to web pages (e.g., HTML documents) and complete database systems (e.g., Post-
greSQL).
The name SmartDocuments was chosen to highlight the importance of semi-
structured data sources within the platform with a main focus on the processing
of documents, although it happens to be able to access large data sources such as
databases as well. For each project that is constructed within SmartDocuments, a
data extraction job is created. This job, at its turn, contains all the necessary infor-
mation to complete the required task, starting with the definition of the extractor
model.
Extractor model definition The design of a data extractor within the SmartDoc-
uments platform starts by defining which data have to be extracted, which sources
have to be used and how each part of the data relates to each other in order to de-
fine relations. This also includes all other aspects of the extraction process, such as
improving data quality and performing filtering. After the construction of the ex-
tractor model is finished, the SmartDocuments platform should know everything
there is to know in order to extract the desired information. More information
about defining the model is given in Section 3.3.2.
In order to avoid confusion, there is an important distinction to note between
the SmartDocuments approach and the concept of data mining. In the former,
a rule is built to extract data from a small amount of information (a single web
page or in any case, a small number of web pages), whereas in the latter, rules
are (semi-)automatically constructed based on the analysis of a large amount of
information. SmartDocuments aims to extract extra information, whereas data
mining typically aims to obtain data patterns or knowledge about the data.
Extractor management After defining the extractor model for the extraction
job, it has to be scheduled for execution. The first execution will encounter com-
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pletely new information, whereas each subsequent execution of the job will result
in either updates to the data or found duplicates. In each case, metadata concerning
the process is kept for later inspection and reporting.
Output to data store During the execution of the extractor job, the extracted
data needs to be written to a data store. This could be anything, from a single XML
file to a full fledged database or web service. In practice, currently, the system
is mostly used in tandem with a database, which offers some advantages with
regards to supported features, e.g., instant querying of online data and versioning
of the extracted data. In any case, SmartDocuments automatically manages the
translation of the extractor model to fitting data structures in the target data store.
Updates to the extractor model are also translated, keeping management of the
target database as simple as possible for the user.
Objectives Discovery of new desired data is one of the primary goals of the
SmartDocuments platform. It is constructed with professional users in mind,
which allows the assumption of knowledge of XPaths, for example. Focus is given
to data quality aspects through the whole platform. This is especially notice-
able during the extractor model definition, as that stage of the process offers a lot
of control with regards to data checks and manipulation. Data that are extracted
by the platform have to attain a high level of quality, minimising post-processing
(involving manual effort).
3.1.4 Remainder of the chapter
The remainder of this chapter is structured as follows. In Section 3.2 the state of the
art with regards to crawler tools and platforms is briefly touched upon. Following
that, Section 3.3 details how the SmartDocuments platform in its current state is
operating. A short overview of its capabilities is given, as well as how the platform
is actually used in order to form an idea of how the work presented in this thesis
can be applied to practical scenarios. Some concluding remarks to the situation
within SmartDocuments are given in Section 3.4.
3.2 State of the art
To situate the SmartDocuments framework, a number of existing solutions are pre-
sented in this section. First of all, existing tools are presented in Subsection 3.2.1.
These can be used to be incorporated in any other program and are most likely
conceived as a framework. Next, a set of full-featured platforms are presented in
Subsection 3.2.2. These are built with an end user in mind, offering high level con-
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trol over the web crawling process and extracted data, and are usually not suitable
to be incorporated in other toolsets.
3.2.1 Tools
Many tools are available these days to facilitate the building of a web scraper
platform. In what follows, a couple of the most high profile ones are given. The
presented software in this subsection is mostly meant to be used as a components
within other pieces of software, as opposed to the platforms presented in the next
subsection (which are conceived as total packages).
Scrapy Scrapy1 is an open source framework that allows to build web crawlers,
written in Python. Rules can be written to extract data. A number of starting URLs
are given to Scrapy after which it starts using the rules to extract the required data.
Scrapy is meant to be incorporated as a supporting framework in another program,
not to be used in a standalone fashion. The framework is used in a multitude of
implementations for educational and industrial purposes.
To define a crawl project in Scrapy the user first needs to define a model of the
data that is to be extracted. This is done in the form of a class with fields. After
this, a spider is defined by the user which controls the web of pages that will be
crawled over when Scrapy starts working on the project. This spider can crawl a
set of known URLs, can follow contained links and can be constrained to a (list of)
certain domain(s). Scrapy handles scheduling and rerunning crawls, can throttle
the number of requests and can output to a number of file formats.
In the end, Scrapy allows to define a spider with a minimal effort, but it requires
knowledge of Python and a low-level approach as a crawl project needs to be
written out in code. This is of course in line with it being a framework.
Apache Nutch Nutch is as well an open source project. Starting from Apache2
Lucene, it incorporates a number of Apache projects to offer a web crawler frame-
work. It promises scalability and extensibility and tries to be data storage indepen-
dent. Nutch keeps track of which pages have been crawled and when, and allows
users to inspect the crawler process. It is built with high scalability in mind, being
able to be deployed on clusters, applying the MapReduce [6] principle. Briefly
put, each MapReduce task is split into subtasks, which apply map functions to
convert and modify data, and reduce functions to aggregate multiple items. These
operations lend themselves perfectly to parallellisation.
A crawl process is set up by defining properties in an XML file. Subsequently,
a list of seed URLs are passed to the system in a text file. Filters can be set up to
1http://scrapy.org/
2The Apache software foundation supports a large community of open-source software projects.
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manage the crawler’s path through the websites. Nutch’s focus is on fetching and
indexing the content that is crawled. Entire websites can be fetched, stored and
versioned. Extracting the actual information is left to the user of the framework.
3.2.2 Platforms
Services that offer web scraping are plentiful online and it can be difficult to rec-
ognize the true value of each. Some support the manual creation of wrappers or
web scrapers, some allow the user to create a scraper within a platform or website
and others hide their potential behind a paywall.
Following is a non comprehensive list of some of the most prominent (at the
time of writing) web scraper platforms and services, sufficient to situate the Smart-
Documents platform. There are many services that can be used for web scraping,
but there does not seem to be an end-all solution yet, not least because the web
is ever-changing with rapidly evolving requirements and technologies. Focus is
given to free platforms, as it was primarily the intention to be able to compare it
with solutions that are useful in a research environment.
Import.io Import.io3 is an online platform that offers the capability to create
datasets with websites as a source. It offers an offline application to create the
crawl jobs, while making it possible to manage and schedule the jobs (in import.io
terminology, “Application Programming Interfaces”(API)) through an online web-
interface. It allows to use manual XPath queries and regular expression and it is
OS independent. It is also important to note that it can use the results of one crawl
job as input for another crawl job. This makes it possible to chain APIs.
The platform can export the extracted data in a number of formats (such as
JSON, CSV, XLS . . . ) and integrates with other services such as the Google
Sheet platform (an online spreadsheet tool). It also offers extraction of paginated
sources: web pages that have the same structure but contain different data.
Parsehub This is an online platform4 as well, and like import.io it offers limited
(number of calls per minute and number of pages scanned) free access. Parsehub
uses an installable application to create a project. Each project contains templates,
sets of instructions that extract data from web pages. Each template contains tools
to select text, interact with elements (such as clicking or hovering over them), and
so on. It is a graphical experience, hiding complexity from the user and making it
accessible.
Parsehub allows paginated sources too, using jumps between pages to extract
similar data. It allows navigating between sources, adding filters to data to disallow
3www.import.io
4www.parsehub.com
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certain values, manipulation of text and much more.
Lists can be extracted from pages, and they can be nested in each other. Among
other features, Javascript and AJAX calls are gracefully handled as well. The
platform offers a nice variety of tools that can handle most of the needs of a data
extraction platform.
Mozenda As another example of an online web scraper platform, Mozenda5
is briefly presented. As with the above platforms, the goal is to extract semi-
structured data from web pages into a relational format. Mozenda uses a point-
and-click system through a visual interface, which is installed locally. Agents
are configured which define, among other things, XPaths to extract relevant data.
The installed program then redirects to a web application for further configuration.
Managing and scheduling the crawler can be done through an online management
system.
Mozenda is only available on Windows systems. It allows the extraction of
lists and can chain APIs to each other, as is the case with Import.io. It also handles
scheduling of jobs. Predefined algorithms to identify tabular structures are offered
to the users as additional tools. Mozenda hides a lot of the complexity behind a
GUI and is non-free.
Scrapinghub As the last example mentioned, Scrapinghub6 bundles a number
of services into one platform:
• A system to build crawler spiders, based on Scrapy (see Subsection 3.2.1).
• A tool to visually create spiders, using websites as examples.
• An API to crawl from multiple IPs and locations, handling the complexity
of managing a network of multiple spiders.
• An incorporated headless browser, enabling interaction with web browsers,
screenshots and so on.
Most of the components in the Scrapinghub platform are open source, bundled
and offered to users as a service. Limited use is free, while intensive use and
professional support are non-free.
3.3 SmartDocuments at the present
SmartDocuments was built in an organic way, following the need for a web crawler
framework to support a generic data extraction process. It has grown from a proto-
type to fit a specific need, to a framework that supports the extraction of data from
5www.mozenda.com
6www.scrapinghub.com
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various sources (web pages, database, XML files . . . ) in a controlled fashion. Data
structures necessary to store the data are created when needed. SmartDocuments
supports many input formats, however, within the scope of this work, focus will
be limited to the extraction of data from web pages.
While there are a number of alternative platforms, tools and frameworks avail-
able to tackle various parts of the data extraction process, there are as well many
objectives and points of focus to be found. Many focus on user ease, e.g., a user
should be able to define a data extractor by simply clicking on a website, hiding a
lot of (complex) implementation details. Other frameworks aim for easy integra-
tion with other tools, leaving aspects such as data transformation and filtering to
be implemented by other parties.
SmartDocuments focuses strongly on data quality. A high degree of control is
given to expert users, allowing the system to tackle increasingly difficult situations
that can not be solved easily — or not at all — by systems that were conceived
to be used by a non-expert or recreational user. The SmartDocuments system was
developed within the research group DDCM, which means that a tight coupling to
other existing internal projects was possible, e.g., all the data quality frameworks
that were already present (e.g., for data deduplication, data fusion and advanced
data transformation). These could be coupled relatively easily, which was a nice
benefit of developing the in-house framework.
This section describes the SmartDocuments platform in its present form. When-
ever possible, historic reasons are given for design decisions. SmartDocuments is
a platform that has a number of objectives:
• Extraction of data from various data sources such as XML files, databases
and websites.
• Crawling web pages and harvesting the information contained within.
• Exposing the collected data with a focus on improving the quality of the data
as much as possible.
• Handle a potentially large amount of data.
• Efficiently manage changes in the data that occur over time.
To keep within the context of the research presented in this book, the current
chapter narrows the focus of the SmartDocuments on the extraction of data from
HTML web pages, although the platform is capable of handling different data
sources as well. Conceptually, a source web page is given as an entry point for the
process. Data can be present on that page or on any web page linked by it (which
is a recursive process). An extractor is built for the source data, specifying how
the data should be extracted from a page and how the data are inter-linked. The
capability of moving from page to page, even across domains, is a big advantage,
3-10
increasing the genericity of the possible data extraction. After defining the extrac-
tor, a data model is constructed in a data store of the user’s choosing, following the
constraints given by the extractor.
3.3.1 Extractor
There are two main components to the extractor system in SmartDocuments: the
page generator and the actual extractor. Each extraction starts with the page gen-
erator that outputs at least one page. On these pages, an extractor data model is
defined that extracts the required data. Besides the extracted data, the data model
also contains metadata such as links to other pages. These links are not output to
the resulting extracted data, but fed back to another page generator which fetches
the content of the pages behind those links. That content is then used at its turn
for further extraction. The process works iteratively, described by a limited set of
concepts, which makes the system comprehensible, functional and powerful. In
the following, a more detailed description is given of the most prevalent concepts
implemented in the extractor, also illustrated in Figure 3.1 for a visual reference.
3.3.1.1 Data model
The data model behind SmartDocuments is one that has evolved over time to be
more concise after each iteration. Initial versions, while interesting from a histori-
cal point of view, are not documented here as that discussion is out of the scope of
this work.
In its current form, the extractor model offers great flexibility while staying
almost minimal in its complexity. The model consists of anchors, with attributes
linked to them. An anchor represents an entity on a web page, with an XPath
assigned to it that results in a list of nodes (each node representing an instance
of the entity). Anchors can also serve to link through to other pages (usually the
equivalent of a user clicking on a link), which allows the system to iteratively
crawl through a large number of web pages. This works in conjunction with the
page generator, introduced in Section 3.3.1.2. A visual representation of the data
model can be seen in Figure 3.2.
To illustrate the data model, an example is given in the following (see Fig-
ure 3.3). It is a shortened version of a real life situation in which SmartDocuments
was used, extracting data from pharmaceutical websites regarding diseases. The
example is presented in a conceptual format, discarding the underlying XML for-
mat for purposes of clarity.
The configuration has a top level anchor. The key values that are associated
with the anchor can be found in the textual contents of the nodes described by the
contained Location’s XPath. Each anchor can have multiple attributes contained
within. These attributes too have XPaths associated with them. These XPaths are
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Figure 3.1: SmartDocuments process diagram.
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Figure 3.2: SmartDocuments extractor data model.
relative (to the currently considered anchor node). As a reminder: “.” is the current
node, which is equal to the context node.
Additional functionality is already defined within this configuration. The ex-
ample shown defines text data-types, which will result in actual data-type check-
ing in the target data store. The PassThrough directive describes that the data are
simply passed on without additional post processing. Additional features can be
enabled here by adding new directives (procedures) through code.
One Follow-link directive is given in the example, which indicates a page jump.
The URL can be found on the XPath set on the Follow-link directive. In this case,
“.”, which is again relative to the parent anchor. This means that the URL that
should be followed is actually contained within the XPath of the parent anchor.
After following the URL, the system can then find another anchor (trial). This
anchor contains, at its turn, multiple attributes, of which the locations can be found
through their respective stored XPaths.
Each attribute, taken from a real-life configuration used to harvest data from
a set of web pages, contains a text processing procedure. This can range from
a neutral pass through procedure which does not touch the text, to a complex
call that modifies the input text (e.g., text extraction by regular expressions or
casting to another data-type), depending on an external source such as a database
(external data can be used as input for, e.g., filters and transformations). This
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Anchor l o c a t i o n Ñ / / d i v [ @id = ' L o c a t i o n L i s t ' ] / u l / l i / a
A t t r i b u t e
Name Ñ l o c a t i o n _ n a m e
XPath Ñ .
Tex t p r o c e s s i n g Ñ PassThrough ( f l a g s =w)
D a t a t y p e Ñ t e x t
Follow´l i n k on XPa thPageGene ra to r { xPa th = . , o n l y F i r s t = f a l s e
}
Anchor t r i a l Ñ / / d i v [ @id = ' L o c a t i o n L i s t ' ] / d i v / d i v
/ d i v [ 1 ] / d i v [ 2 ] / d i v [ 1 ] / d i v [ 1 ] / p / a
A t t r i b u t e
Name Ñ summary
XPath Ñ p a r e n t : : p / f o l l o w i n g´s i b l i n g : : p [
s t a r t s ´wi th ( @id , ' L o c a t i o n I t e m s ' )
and c o n t a i n s ( @id , ' Detai lSummary ' )
] [ 1 ]
Text p r o c e s s i n g Ñ PassThrough ( f l a g s =w)
D a t a t y p e Ñ t e x t
A t t r i b u t e
Name Ñ s i t e
XPath Ñ .
Tex t p r o c e s s i n g Ñ PassThrough ( f l a g s =w)
D a t a t y p e Ñ t e x t
A t t r i b u t e
Name Ñ d i s e a s e
XPath Ñ a n c e s t o r : : d i v [ @class = ' pane l´body ' ]
/ p r e c e d i n g´s i b l i n g : : d i v [ @class = ' pane l´head ing ' ] / h3
Text p r o c e s s i n g Ñ PassThrough ( f l a g s =w)
D a t a t y p e Ñ t e x t
Figure 3.3: Shortened real-life example of an extractor model.
3-14
makes the system very flexible and potentially powerful. Any existing procedure
can be added as a text processing step to an attribute and custom procedures can
be easily defined in code.
3.3.1.2 Page generator
Before any actual data extraction can occur, potential data sources need to be spec-
ified for the system. As said before in the introduction of Section 3.3, this chapter
limits the scope to the extraction of data from web pages. Within that scope, the
source of data will always be a web page or a set of web pages.
Each web page that is examined by SmartDocuments has been produced by
a page generator. There are a number of options to feed the SmartDocuments
software with URLs, of which the most prevalent are briefly touched upon in the
following paragraphs.
Static input A single page can be fed to the system in a manual fashion. This
way, the page is denoted by a fixed, static, URL , given to the system by the user.
That page is then fed to the remainder of the system, using anchors to extract
information from it, in the form of attributes. The same can also be done for
multiple pages, with multiple static URLs as input. This method is typically used
to start a configuration: the main page of a domain is given to a system. Links
on that page are extracted by the extractor, which are then fed back to the page
generator system.
Database A database call can be used to feed URLs to the system. This can
be considered as an extended case of the static input described above, providing
additional flexibility. The call can be parameterized, which, for example, allows
the system to fetch URLs that are depending on data that was found previously.
Analogously, the list can be fed by a file as well (XML, text, CSV . . . ), with less
control over the input.
Template Templates are used to generate sets of URLs when there is a part of
the path (URL) that is clearly changing, while keeping everything else equal. The
parts that change are denoted as variables. The values for these variables can
originate from a number of locations: fed by the user, part of the extraction job,
pulled from a database, and so on. A template page generator is illustrated in the
following example.
For a typical online forum (for example phpBB, an open source forum pack-
age), the URL of one of its pages contains information about the forum and the
thread in the form of parameters. The following two URLs denote threads with id
8 and 9, located on the forum with id “ 3.
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https://forum/viewtopic.php?f=3&t=8
https://forum/viewtopic.php?f=3&t=9
These URLs each lead to a specific thread on the forum, containing posts of
users. When constructing a crawler that needs to harvest all the information of
those posts, it suffices to construct a page generator with a template URL:
https://forum/viewtopic.php?f=forumid&t=threadid
The parameters named forumid and threadid will then be swapped out (various
strategies are possible to achieve this) with actual numbers. In this case, depending
on the strategy, all the posts can be found using a simple template.
Form injection Sometimes user input is required to generate the page that holds
the desired information. Typically, that user input is processed by a form, contain-
ing a number of input fields or input controls. The values for those input fields can
be fed by SmartDocuments, using content originating from somewhere else (sepa-
rate input, values extracted on a different page . . . ). After submitting the form, the
website will dynamically generate a new page based on the user input, ready to be
processed by SmartDocuments in a further step. This functionality is often inter-
esting when dealing with incomplete information. In the following, an example is
given based on the IMDB (Internet Movie Database) website.
IMDB allows a user to search for information on things such as movies and
actors (see Figure 3.4), using a single input field. IMDB displays the result in a
new page, ready for data extraction by SmartDocuments. Note that, by using such
a form, IMDB’s own functionality of flexible searches allows finding results that
would otherwise not be found. If SmartDocuments only knows the incomplete
movie title dr. strangelove, IMDB helpfully returns the actual title in full. The link
to the movie can then be used as an entry point for further data extraction. Note
that the tools which the website offers to the user can aid the extraction platform
by auto-completing titles, helping to discover previously unknown information.
Forms do not necessarily have only textual input. Other controls exist, such as
sliders and numeric input. In those cases, feeding the website correct input is less
trivial, as each of the input mechanisms have to be correctly interpreted (which
might involve the execution of javascript, for example, as opposed to simply read-
ing a value from the DOM tree).
3.3.2 Defining the extractor model
The (extractor) data model which defines the structure that is eventually extracted
from the source web pages was originally (in the first versions of the framework)
defined in advance. While still possible, the current iteration of SmartDocuments
allows to make alterations to the extractor data model (such as the used XPaths, in
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6/10/2016 Find - IMDb
http://www.imdb.com/find?ref_=nv_sr_fn&q=dr.+strangelove&s=all 1/2
Results for "dr. strangelove"
Jump to: Titles | Characters | Names | Keywords
Titles
Dr. Strangelove or: How I Learned to Stop Worrying and Love the Bomb (1964)
Dr. Strangelove (2015) (TV Episode)  
­ Renegade Cut (2012) (TV Series)
Dr. Strangelove (2002) (TV Episode)  
­ Berlin, Berlin (2002) (TV Series)
Hen (1997) (TV Mini­Series)
Strange Love (2005) (TV Series)
Strange Love (2015) (TV Series)
Strange Love (I) (2015) (Short)
Strangelove (2016) (Short)
Strange Love (in development)
Strange Love (2014) (Short)
View:  More title matches  or  Exact title matches
Characters
Dr. Strangelove (Dr. Strangelove or: How I Learned to Stop Worrying and Love the Bomb (1964))
Dr. Strangelove (Dr. Strangelove or: How I Learned to Stop Worrying and Love the Bomb (1964))
View:  More character matches  or  Exact character matches
Names
DVD Dr. Strangelove
View:  More name matches
Keywords
strange­love (11 titles)
View:  More keyword matches
Manage your historyRecently Viewed
                 Fear an...
IMDb Everywhere
   
Find showtimes, watch trailers, browse photos, track your
Watchlist and rate your favorite movies and TV shows on your
phone or tablet!
 »IMDb Mobile site
Follow IMDb on
   
Home
Top Rated Movies
Box Office
TV
Coming Soon
Site Index
Search
In Theaters
Contact Us
Message Boards
Register
News
Press Room
Advertising
Jobs
IMDbPro
Box Office Mojo
Withoutabox
Conditions of Use
Privacy Policy
Interest­Based Ads
dr. strangelove All
Movies, TV 
& Showtimes
Celebs, Events 
& Photos
News & 
Community Watchlist Sign in
IMDb | Help    
Figure 3.4: Injection of values in a form
the case of a source that changes structure), impacting the data store (most likely a
database) containing it. To clarify, the resulting datastore contains structures suited
to the dat mod l as it was defined when the extractor did its work. To change the
extractor is to potentially change the resulting model (such as adding an attribute,
which would translate into adding a column to a relational datastore). SmartDoc-
uments was made to be robust to these changes. This means that extractors can
be updated after the initial definition (and after data have already been extracted),
making the system very flexible. This is necessary, as it occurs relatively often
that a data source needs to be updated, after which the extractor system needs an
update as well.
As explained before, XPath offers a large number of options to identify nodes
within a document, which makes using XPaths a flexible and powerful method to
accomplish the extraction of data from documents that are supported by it. Data on
a web page need to be specified using XPaths which locate the nodes containing
the desired data. These XPaths can be supplied by a human operator in a number
of ways.
• Manual approach They can be built by a human expert. Each carefully
crafted XPath results in a number of nodes containing the required data.
• Textual examples A user can give a number of examples of the data that he
or she requires. It is up to the system to generalize these examples to all the
data that are required. It is more intuitive than the first approach, but can
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<div id="outer container">
<div id="required div">
<div id="inner container, not necessary">
Text content
</div>
</div>
</div>
Figure 3.5: Example DOM snippet to illustrate difficulty of manually selecting the required
element by visual tools.
potentially introduce errors: the resulting XPath can result in nodes that are
not wanted.
• Code based A dataset of predetermined and required values can be looked
up in the source web pages. If more than one value is found, the system
can potentially generalize the corresponding nodes, potentially discovering
new values (values that are not known to the dataset yet). This is the most
error prone method: there is little control over the input and it is difficult
to determine which values should be generalized and which values (do not)
belong together.
Visual approach Having a graphical user interface has obvious advantages. The
first iteration relied only on a human operator that provided examples that the sys-
tem would need to generalize. It was easy to annotate a portion of the DOM by
clicking on it and retrieving the relevant example DOM nodes. However, some-
times it was difficult to differentiate between actual DOM nodes.
An example of a situation where examples prove to be difficult to be annotated
by a human operator is the following, using the DOM snippet of Figure 3.5. If the
user wants to annotate the second div (the required div) it is not straightforward to
do this using a graphical interface. Typically, a click by the user is registered and
the node deepest in the DOM will be returned as the one clicked on. Consider two
div containers, a and b. Div b is contained within div a and has, without additional
styling, the exact same dimensions as a. This means that a click of the user will
always register on b and not on a. In the example, the inner container will always
be clicked, it is not possible to select the required div.
The example is trivial to illustrate the point. Numerous situations exist where
it is very difficult for a user to use a graphical interface to select the correct node.
Expert approach After it became clear that there were a number of problems
with the visual approach, combined with the need to integrate various data quality
features, a different approach was taken to create an extractor job. A sacrifice with
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regards to user ease was made in favor of expert options and tools, allowing a user
of the system to define highly complex crawler scenarios.
The current expert approach allows the user to feed examples to the system in
the form of custom XPaths. This allows for quick and simple queries, bypasses
the problems described in the previous paragraph (visual approach) and also allows
the user to inject expert knowledge and experience into the crawler. For example,
if the user knows for a fact that a website will always use a certain structure to
indicate a list of items he or she can take advantage of the knowledge when build-
ing the relevant XPath. The user can also take into account future changes by
anticipating certain changes to the structure of a web page. These advantages were
crucial to the further development of the SmartDocuments platform.
3.3.3 Features
In the following, the most important features of the SmartDocuments platform are
briefly discussed.
Data-types The target datastore most likely offers extensive data-type support,
which means that the platform needs to be able to handle all sorts of data-types,
e.g., numerical data, booleans and dates. With web pages as data sources, input
data are always in text format (within the context of this thesis, no other data are
considered, e.g., audio, video or images), which means that a proper conversion
from the text to a relevant data-type needs to be considered during extraction. If
the data model defines an attribute to be of a certain data-type while the text found
in the page content cannot be transformed to that data-type, proper error handling
is also important.
As the platform needs to be able to deal with a lot of different sources, either
as input or output, it is imperative to be able to handle various data-types with the
necessary attention to detail. An internal set of data-types is used as an intermedi-
ary format. This enables the transformation of data from, for example, a MySQL
database to a PostgreSQL database. These two database systems have their own
set of data-types which are not fully equal (this is due to a deviation of the SQL
standard and multiple database specific extensions). The internal model of the
SmartDocuments platform attempts to make sure a mapping is possible, without
loss of precision.
Data-type conversion Some strings are easily identified and converted to their
proper data-type, such as integers and doubles (although many possible separa-
tors and commas present a localization challenge). Multiple ways of formatting
dates are an example of a more difficult conversion. Besides localization issues
(dd{mm{yyyy or mm{dd{yyyy, numbers or text . . . ) there are also aesthetic
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Input string Output data-type Output value
42 Integer 42
62,1 Double 62.1
600,123.50 Double 600123.50
12th of October, 1986 Date 12/10/1985
12/10/1985 Date 12/10/1985
true Boolean true
Table 3.1: Conversion of strings to intended data-types
choices to be identified or corrected (additional commas, spaces, abbreviations
. . . ). Some examples can be seen in Table 3.1, where the resulting data-types are
shown in their corresponding Java classes (the SmartDocuments platform consists
mostly of Java packages). Most of the frequently used data-types have been im-
plemented and can be copied or translated to another database system. Of course,
as there is typically a plethora of data-types available in a database system, some-
times specific to the system itself, there is not always an easy conversion, if there
is one available at all.
Data transformation Transformation operations are a necessity when dealing
with web data. Typically, these transformations are reasonably simple, as bigger
adjustments are probably better taken care of after the data has been stored (while
actually analysing the data). For example, this is the case when data are not neatly
presented in a consistent fashion, which means user interaction is still needed to
bring all text to a uniform format. However, the system can present the user with
text that is already as close as possible to the end result. This is in line with the
main goal of the SmartDocuments platform: data quality. New types of transfor-
mations can easily be added to the platform, while a number are predefined and
ready to use, e.g.,
• Whitespace trimming: remove any excess of whitespace of a string.
• Invisible characters: remove (usually) any invisible characters such as tabs
or newlines.
• Case adjustment: change upper- or lowercase configurations.
• Character filtering: reject data based on its contents or remove characters
before accepting it.
• Stopword removal: remove predefined stopwords before accepting the data.
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• Length filtering: do not accept strings which length is outside the predefined
boundaries.
A couple of practical examples are given below, typically used in data extraction
schemes:
Invisible characters
“string with tabs”ñ “string with tabs”
String trimming
“ string surrounded by spaces ”ñ “string surrounded by spaces”
Camel Case
“normal INPUT string”ñ “Normal Input String”
Another situation in which data transformation is important is when there is
a discrepancy among different data sources. The same data are often represented
in a slightly different fashion in various data sources. When faced with those
differences, assuming that the differences can be captured by a set of rules, it
is often advantegeous to clean up the differences before storing the data. In the
following example, a set of actors is given:
Original strings Result
“Actors: Jeff & John” “Jeff and John”
“Actors: Steve” “Steve”
In this case, the rules remove “Actors: ” from the beginning of the line and
swap out “&” for “and” are sufficient to come to a consistent representation (actor
names separated by the keyword and). The actors can be separated in a later stage
(see paragraph Advanced extraction, in this section).
Filters Filtering out unwanted data is an important aspect of the data extraction
platform. This basically means that a decision is made for each anchor and its
attributes whether the corresponding values are admitted into the system or not. If
any filter (mis)matches, meaning that the value is unwanted, the data are ignored.
Metadata regarding this filter process is kept for archival and introspection pur-
poses, always keeping the system as consistent as possible and ready for further
inspection. As with most of the features described, filtering can be used at vari-
ous stages in the extraction process. Sometimes it is advantageous to first perform
a transformation step before checking whether the data conforms to the defined
filters, for example.
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Advanced extraction A number of advanced features are introduced to deal
with situations that are not possible to solve with the standard tools provided and
described above. These advanced features can be stacked (execute before and af-
ter) with other features such as filters and data transforms, making the whole sys-
tem modular, increasing its usefulness. Each of the following features are executed
within the context of an anchor.
XPath can be used to perform additional processing and extraction within the
context of the anchor node. This is mostly used to designate and extract attributes,
but could also be used to leverage XPath features such as arithmetic and string
manipulation functions.
As XPath 1.0 does not support the full range of regular expression syntax (there
is at the time of writing only limited support for XPath 2.0 in SmartDocuments,
however, this is a feature that ranks high on the priority list) an additional layer is
built on top to enable the execution of regular expressions.
This is particularly useful for instances when the desired data are contained
within a single HTML node (in which case the extraction platform’s base algo-
rithm cannot proceed any deeper). Regular expressions can for example be used
to extract individual items from a list. A full introduction to regular expressions is
out of the scope of this work, however, an example is given here with enough ex-
planation to illustrate its usefulness within SmartDocuments. Given the following
input string:
“The Dude, Walter Sobchak, Maude Lebowski”
it is possible to extract the individual names from the string with the following
regular expression:
(([^,]+)(,|$))+?
This regular expression extracts every character that is not a comma ([^,]),
repeated (with the modifier +) at least once. Then either a comma or the end of the
string ($) is expected. This whole block is then repeated again as many times as
possible (the last +, while the final question mark indicates that the matches should
be as short as possible). The result will be the following list of names:
• The Dude
• Walter Sobchak
• Maude Lebowski
It is also possible to extract pieces of information using the capture group syn-
tax of regular expressions, again increasing the power of the extraction framework.
Another example, involving the concept of capture groups within regular expres-
sions, is given below. Take the following string as input:
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“Director: Terry Gilliam, Book writer: Hunter S. Thompson”
Using the regular expression:
Director: (.*), Book writer: (.*)
it is possible to extract both the names of Terry Gilliam and Hunter S. Thomp-
son. Surrounding a part of the regular expression with parentheses captures what-
ever matches that part into a capture group, after which it can be referenced or
retrieved. The subexpression (.*) captures (denoted by the parentheses) as many
characters as possible. Each capture group gets a numerical index, which means
that after execution of the regex, capture group 1 will contain Terry Gilliam and
capture group 2 will contain Hunter S. Thompson.
Work by Bronselaer et al. [2] explores the concept of using group expressions
to measure the consistency of data, which contributed to the capabilities of the
SmartDocuments platform with regards to data quality. This will not be expanded
upon further in this thesis, except for the following brief example.
Assume that a data source contains a number of dates in the text content. The
SmartDocuments platform has a pattern available to check for presence of a date
and to validate it: format f1 “ DD{MM{Y Y Y Y (day first). This date format
can be represented by the simple regex ([0-9]{2})/([0-9]{2})/([0-9]{4}) (2
decimals, a slash, 2 decimals, a slash, 4 decimals). If dates in the document are in-
deed in that format there is no extra processing step necessary, they can be trivially
converted from string to date. However, dates can be presented in many formats, of
which an easy example is f2 “ MM{DD{Y Y Y Y (month first). The difference
between f1 and f2 is not always clear when considering date instances, as they
can be ambiguous without further context, e.g., 12{10{1986 (month and day can
be switched). Being able to leverage the power of capture groups through regular
expressions becomes very useful here, as months that are written in the format f2
can be easily transformed to format f1 by the following regex:
([0-9]{2})/([0-9]{2})/([0-9]{4})
This regex captures each group of numbers (using the parentheses). If it is
known that a web page uses format f2 to display dates, a preprocessing step can
be added to replace the captured date with the following regex:
\2/\1/\3
Here, groups 1 and 2 are switched, while 3 stays in the same spot. They are
separated still by a forward slash. Now, the date is in the proper format, so the de-
fault text-to-date conversion of SmartDocuments can perform its work as it should.
Allowing advanced extraction, pattern matching and text replaces within text en-
ables a deeper reasoning with text and portions of text, increasing the power of
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the SmartDocuments platform. In this simple example, the replacement was triv-
ial, but when the technique is applied to a multitude of regex patterns and more
difficult situations it starts to show its strength.
Mapping to Entity-Relationship structures When defining the data crawler,
everything is modeled in terms of anchors and attributes. When the crawler en-
counters actual data that conforms to these definitions, it propagates that data to
the target data store. The platform automatically creates the necessary data struc-
tures in the target data store by mapping the crawler structure onto a data struc-
ture that conforms to ER (Entity-Relationship [7]) modeling (entities, relations,
multi-valued attributes . . . ). This has the great advantage of being portable: ER
structures are well researched, with mappings available to a multitude of storage
facilities, which means it is possible to implement a physical data store in a large
number of applications (relational database, XML file, noSQL database . . . ). Of
course, each of those target storage technologies have their own drawbacks and
advantages, which means it is up to the developer to choose the proper one.
Versioning The extracted data that eventually finds itself in the target data store
is versioned (SmartDocuments is already capable of doing this in SQL databases),
keeping track of when the data was found. This means that it is easy to find out
when a change occurred (when a data source was updated). For simple records
containing a couple of records this versioning is a simple process. However, when
dealing with intricate tree structures that contain hierarchical data it becomes a
non-trivial task. At its present state, the SmartDocuments platform is capable
of propagating changes, properly keeping track of versions across all stored data
structures, including hierarchical data.
Logging and operational metadata The SmartDocuments platform keeps track
of some metadata about the extraction process. Whenever an extraction process is
started, a name is assigned to it. The system keeps track of which pages have been
harvested and which data extractions have been successful or have failed. In the
current system, each separate web page is associated with a different extraction
process, enhancing traceability of the process. The origin of the extracted data is
kept (on which page it was found, in which context and on which location in the
page), as well as the associated URL and timestamp. Additionally it is possible
to retrieve the anchor that led to the result. This, again, increases the traceability,
which enables the developer to track down problems.
An average data extraction job is a complex task. It typically entails identi-
fying and fetching a number of records with accompanying attributes. These can
be found on a hierarchical structured collection of pages, sometimes crossing web
pages or domains. All the features described in this section can be active at one
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point, meaning that data can be transformed before it is written to the data store,
filtered out when it is deemed unwanted and post processed in various other ways
when required (in the case of a list of items in a single HTML element, for exam-
ple).
When an extraction job is not performing as expected it can be difficult to
troubleshoot the job and pinpoint the underlying cause of the problem. It might
be that the data source changed its structure, but it might also be that the defined
job was not generic or precise enough when defining the wanted data. The data
extraction also occurs over a large span of time (thousands of web pages have to
be crawled, at a reasonable pace so as to not hammer the target website), which
means that any problems are typically detected after the job has finished.
Therefore, it is crucial to be able to look back at the performed tasks and see
what has been done and what has failed. Each of the described features and tasks
is being logged in a metadata store. This allows the system to be continuously
monitored for proper performance and expected behaviour.
3.3.4 Supporting technologies
The way the extractor model is built has changed since the first prototype. A
number of iterations were worked through before settling on the current approach.
JavaFX The prototype of the platform was conceived to be exclusively con-
trolled through a graphical user interface. A first version used JavaFX, a Java
platform that allows to load a browser through code. This had some obvious ad-
vantages, such as direct access to the loaded DOM and direct control of the loaded
web page through the use of CSS (Cascading Style Sheets) which gave the option
to give visual feedback of the annotation process as an overlay on top of the web
page. However, JavaFX required to run on a dedicated thread, which was disad-
vantageous when considering the platform in a situation where a lot of parallel
activity took place. Running the platform in headless mode (without the graphical
interface visible) proved to be troublesome as well.
GWT A short spell in GWT (Google Web Toolkit) attempted to alleviate some
of the troubles of JavaFX. GWT is a open source system that allows to build a
website through the use of Java. The website’s pages are defined through building
blocks written in Java with the GWT packages which are subsequently translated
to Javascript which can be interpreted by the browser. The result was a website
that could be used to annotate web pages to build up the data model, using the
actual data model that the browser itself loaded.
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HTMLUnit As mentioned before, the SmartDocuments platform has changed
from being controlled in a visual way to an expert oriented approach. This was
partly driven by the fact that the previously described technologies deemed in-
sufficient to proceed with the project, creating the need for a more stable engine
capable of parsing web pages and interacting with them. Without the need of a
visual representation, the web engine can be entirely capable of loading a website
without actually rendering it. These web engines are so-called headless browsers,
and HTMLUnit is one of such.
SmartDocuments can make use of various headless browsers, however, it is
important to repeat the fact that each web engine or browser implements the HTML
standard (and other web technologies) in their own way. Although they are mostly
similar there are always small differences in the underlying generated tree structure
(DOM). As the SmartDocuments platform relies heavily on the generated DOM,
it is imperative to get a consistent view of a web page when visited multiple times.
Additional problems were alleviated by the switch to HTMLUnit as well.
Some arose when being faced with special HTML constructs that load external
pages in a special frame (an IFRAME tag). These iframes protect their contents
by design, which poses a problem when trying to extract information from them.
Javascript is parsed in a better way as well, which is important in current websites
as they rely heavily on Javascript or various Javascript frameworks to implement
interactivity of even basic page generation.
With HtmlUnit, processing HTML pages becomes more predictable. It espe-
cially gives a greater range of websites that could possibly be crawled. This is
mostly due to the ability to run Javascript, as a lot of contemporary websites use
Javascript to asynchronously load in data and to allow for dynamic content and
user interaction.
3.4 Conclusion
This chapter situated the thesis within the SmartDocuments platform, giving a
technical frame and practical context in which the remainder of the work can be
put. As explained in Chapter 1, a part of this work revolves around the alignment
and merging of XPaths, enabling the generation of a generalised XPath (see Chap-
ter 4) in order to extract data. This generalized XPath is used within the SmartDoc-
uments platform to, e.g., extract items from a list that is situated on a web page.
It is one of the principal ways the platform achieves the location of relevant data.
Work presented in Chapter 5 is also put into practice by SmartDocuments, enrich-
ing the generalized XPaths by using the content and context from the web pages
themselves to create more descriptive XPaths, increasing their resolving power.
SmartDocuments has contributed to the first two research questions posed in
Chapter 1, being whether a wrapper method can be constructed to identify new
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information, in a context and content aware way. The platform has shown in a
practical way that these questions can be answered by it in a satisfactory way,
clear by the fact that data was and is being extracted at the time of writing. The
data are used by various parties. As said before, Chapters 4 and 5 will elaborate in
detail with regards to the first two research questions.
The following chapter will explain how XPaths are generalised and how the
process can be parameterised. Tests are executed to validate performance.
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4
Aligning and merging of XPaths
“He saw nothing but colours – colors that
refused to form themselves into things.
Moreover, he knew nothing yet well enough
to see it: you cannot see things till you know
roughly what they are.”
— Out of the Silent Planet, C.S. Lewis
Chapter 2 has introduced the necessary preliminary concepts and Chapter 3
has offered a technical and practical framework to situate the remainder of the
thesis. Everything is in place to offer the main contributions of the presented work,
beginning with this chapter. It introduces a generalisation method for XPaths by
applying alignment methods (originating from edit distance metric calculations)
to them and merging the resulting aligned XPaths. The result of the generalisation
process is a generalised XPath, capable of describing more than its original XPaths
could. Limiting any redundantly retrieved data is important, keeping the quality
of the extracted data high. One of the objectives is to increase the precision at the
cost of lowering recall [1].
The generalised XPath can be used to extract data from sources, based on some
examples given by a user, making use of structural similarities in order to extrap-
olate other data that can be said to be similar to the user examples. This forms a
direct answer to the first research question posed in this thesis (see Chapter 1):
“Can a wrapper method be constructed to identify new pieces of information,
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based on user input, allowing for various degrees of precision depending on the
intended application of the method?” The work presented in this chapter is based
on publications in the Proceedings of the International Conference on Knowledge
Discovery and Information Retrieval [2] and Communications in Computer and
Information Science [3].
A comprehensive overview of similar work was already given in Chapter 1.
The closest work that was found at the time of writing the presented work used the
concept of aligning XPath elements using string edit distances as inspiration [4,5].
However, no further depth was added, which this chapter presents as novel re-
search. It is investigated what the impact is of several parameters to influence the
way the edit distance calculation is performed. Tests are performed on real-life
datasets, intending to see which precision and recall can be achieved by this ap-
proach. The problem of time complexity is also described and tested. Additionally,
the XPath is considered on a more precise level than other approaches are doing,
e.g., by considering the various syntactic components of an XPath step. This al-
lows more fine-grained control over the process and prepares the way for more
advanced usage.
This includes work presented in Chapter 5, where the approach presented in the
current chapter (described as the base approach) is taken and enriched by predi-
cates that offer additional control (see Figure 4.1 for a visual situation). These are
primarily used to limit the total number of nodes that are retrieved, while increas-
ing the ratio of the number of useful nodes to the number of total nodes.
Parts of this chapter were presented in the following publications:
• Joachim Nielandt, Antoon Bronselaer and Guy De Tré. Coreference detec-
tion of low quality objects. In Communications in Computer and Informa-
tion Science, volume 297, pages 450–459. Springer, 2012
• Joachim Nielandt, Robin De Mol, Antoon Bronselaer and Guy De Tré. Wrap-
per induction by XPath alignment. In Proceedings of the International Con-
ference on Knowledge Discovery and Information Retrieval, volume 6, pages
107:492–107:500. Science and Technology Publications, 2014
4.1 Introduction
In Chapter 3 an introduction was given to the SmartDocuments platform, which is
developed and used by the research group DDCM to support projects and execute
web data extraction jobs. The platform uses wrappers to identify desired data,
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add predicates
add automisation
Generalised XPath
Enriched XPath
Ontology expansion
Figure 4.1: Situation of Chapter 4.
after which these are captured in a predefined data model. The way the wrappers
are created is left to the user of the platform. They can be created manually, which
means that the user crafts their own XPaths which can extract, in a generic fashion,
the required data from the sources pages. The wrappers can also be constructed
based on samples that the user gives to the platform. These samples can simply be
the DOM elements in which the user is interested, on the same page or on different
pages with a similar structure, containing the same data attributes. The resulting
wrapper is then capable of extracting that same attribute from various other pages.
A small illustration is given in the following example.
Assume that a user wants to extract all the textually represented email ad-
dresses from a web page that lists a set of user profiles, containing images, user-
names and emails. By indicating two examples the system is capable of deducing
the rest of the emails. The situation is illustrated in Figure 4.2.
This chapter discusses a novel technique to support such functionality in a data
extraction framework: to create a wrapper [6] with user samples as input. The
way the user hands samples to the system can be solved in various ways [7–14].
The visual approach (using a graphical user interface) is easy and fast, typically
Walter
walter@sobchak.com
Donnie
theodore.d@kerabat.sos
Dude
jeffrey@lebow.ski
The Stranger
unknown
Walter
walter@sobchak.com
Donnie
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Dude
jeffrey@lebow.ski
The Stranger
unknown
Figure 4.2: Example of the extraction of emails from a web page.
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sufficient for the construction of a valid wrapper. The manual approach, on the
other hand, offers a more robust option: the person constructing the wrapper can
use his or her knowledge of the web page (and of HTML in general) to predict
possible errors or website updates. This increases the strength and robustness of
the wrapper, and by extension, the whole data extraction platform.
The actual construction of a wrapper based on examples is handled by a novel
technique that is based on the alignment of XPaths and subsequently merging
them. As mentioned in Chapter 2, at the moment of writing and to the knowl-
edge of the author, only a limited amount of research has been performed that uses
XPaths as input for a string alignment based technique [4, 5]. The merging of the
XPaths results in a generic XPath that is, in the optimal case, capable of retrieving
the original examples. Additionally and ideally, any pieces of related data are re-
trieved by it as well. The remainder of this chapter will explain the process with
the visual approach in mind: the user hands a number of examples to the system
by clicking on a web page, which often times contains a list of items contained
within a clear structure [15]. This serves to focus attention on the method itself
and simplifies the explanation. The manual approach is not considered here.
The remainder of the chapter is structured as follows. To start with, the concept
of edit distances is explained in Section 4.2. A preliminary overview is given of the
base method, how it is expanded upon and how it can be applied, with the context
of the thesis in mind. In Section 4.3, sample selection by the user is explained in
detail, making clear how a user feeds the data extraction system with example data
and what it is used for. Afterwards, Section 4.4 handles the alignment of the sam-
ple XPaths. After alignment to each other, the XPaths have equal lengths, meaning
they consist of the same number of XPath steps. At that point they are ready to be
processed further by merging them together, using similarities between the respec-
tive XPath steps or taking advantage of the absence of an XPath step. The process
of merging the aligned XPaths is explained in Section 4.5. This involves taking
the aligned XPaths and producing a single generalised XPath that should describe
the same functionality as the XPaths out of which the generalised XPath was dis-
tilled. This ensures that the original samples will still be retrieved while enabling
the extraction of additional data. As the source XPaths were aligned to each other
a number of prerequisite properties can be used to perform the merge operation
relatively easy. Datasets that have been used within the scope of this work are de-
scribed in Section 4.6. Finally, the chapter is concluded with Section 4.7, detailing
results of performed tests.
4.2 Edit distance
The concept of edit distances, to which this section provides a concise and prelim-
inary introduction, is essential to the presented work. Typically, an edit distance
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is calculated between two character strings as a certain number of edit operations
required to transform one string into the other. Possible edit operations are sub-
stitutions (one character morphs into another), insertions (a character is inserted)
and deletions (a character is deleted). The concept of edit distance is often re-
ferred [16] to as the Levenshtein distance [17], being one of the best known and
most used edit distance metrics. It is also at the basis of a large number of different
edit distance metrics. A close derivative of the Levenshtein edit distance is used in
this work.
To illustrate the calculation of the Levenshtein edit distance, the strings s1 “
“wraper” and s2 “ “raptor” are used:
s1 w r a p e r
s2 r a p t o r
Consider that the letter w can be removed from s1 and a t can be added to s1.
After substituting the e for an o, string s1 is then transformed in a string equal to
s2. It is not possible to achieve this equality in less operations, so the obtained
Levenshtein distance between the two strings is considered to be 3.
4.2.1 Alignment
A concept closely related to the edit distance is called the alignment of strings.
Spaces are inserted in the two strings so that they get the same length, allowing
them to be placed next to each other. Each character in s1 then has a counterpart
character in string s2. An example alignment is given below:
s1 w r a p * e r
s2 * r a p t o r
Insertions, deletions (whenever a character faces a counterpart space) and sub-
stitutions (whenever two different characters face each other) are clearly visible
and all represent an edit operation. When the number of edit operations equals the
edit distance we call the alignment to be optimal: it is one of the alignments in
which there is the least amount of tampering needed to achieve it. As we will see,
calculating the edit distance can aid in finding a desired alignment.
4.2.2 Calculation of edit distance using dynamic programming
A typical way of calculating the Levenshtein distance between two strings s1 and
s2 of respective lengths l1 and l2 is done by using a dynamic programming ap-
proach (described by Gusfield in various ways [16]). In it, an l1 ˆ l2 edit distance
matrix D is constructed in which the minimal edit distance can be read in cell
Dl1,l2 .
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The algorithm constructs this matrix recursively, by first filling in the first row
and column of the matrix: Di,0 “ i, 1 ď i ď l1 and D0,j “ j, 1 ď j ď l2. This
initial cost represents the cost of creating the considered substring out of thin air.
Consider the following example with strings s1 “ “teddy” and s2 “ “thedude”.
t h e d u d e
0 1 2 3 4 5 6 7
t 1
e 2
d 3
d 4
y 5
Denote the ith character of string s1 as s1ris. Then, after initialising D, the
rest of its cells are filled in by the following recursive equation [16]:
Di,j “ min
$&% Di´1,j ` 1Di,j´1 ` 1
Di´1,j´1 ` tpi, jq
with
tpi, jq “
"
tpi, jq “ 1 if s1ris ‰ s2rjs
tpi, jq “ 0 if s1ris “ s2rjs
The following table shows an intermediate state in which two cells (shown in
bold) are already filled in. The zero was placed because of the comparison between
the two t characters, which are equal. This does not add any cost to D. The 1 that
was placed is the result of the mismatch between t and h, meaning that the cost to
its left (the bold 0) was increased by one (which is the minimal cost option for that
cell).
t h e d u d e
0 1 2 3 4 5 6 7
t 1 0 1
e 2
d 3
d 4
y 5
In a similar fashion, the whole matrix is constructed.
t h e d u d e
0 1 2 3 4 5 6 7
t 1 0 1 2 3 4 5 6
e 2 1 1 1 2 3 4 5
d 3 2 2 2 1 2 3 4
d 4 3 3 3 2 2 2 3
y 5 4 4 4 3 3 3 3
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Here, considering the transformation of s2 “ “thedude” to s1 “ “teddy”, it is
clear that the character t was kept as there is a counterpart in s2, while an h was re-
moved (horizontal movement on the bold path through D, also see Section 4.2.3).
The e and d following again have their counterparts, instilling no additional cost.
A u is removed, and again a no-cost movement for the final d. Lastly, the y was
substituted for an e (diagonal movement). These operations add up to a cost of 3,
visible in the bottom right corner of D.
4.2.3 Using an edit distance matrix for alignment
As an applied illustration of aligning two strings, the matrix created in the previ-
ous section can be used to calculate a trace-back path (often, multiple options or
paths are possible, one is already shown in bold in the previous visualisation of the
distance matrix). During calculation we can keep track of which path results in the
minimal cost so we can trace back our steps to find out how the optimal result came
to be. Instead of just keeping track of the actions, the path can also be deduced
afterwards, if the rules are known according to which the edit distance matrix was
created. Start by initialising as1 and as2 as two empty strings. The process begins
at the end of the matrix: the value in cell Dl1,l2 . If the trace-back path moves to
the left in the matrix (moving from cell a to cell b along a trace-back path indicates
that the value in cell a was possibly calculated using a rule that depended on the
value in cell b), this means that the respective character of string s2 for that row is
added to the end of as2 and a space is added to the end of as1. If the path moves
upwards, the respective character of s1 for that column is added to the end of as1
and a space is added to the end of as2. If the path moves diagonally, both respec-
tive characters are added to the temporary buffers at the same time. At the end, the
two aligned strings as1 and as2, of equal length (including spaces), are the result
(keeping in mind the illustrated trace-back path from the last illustration of D):
as1 t e d d y
as2 t h e d u d e
In the next subsection it is shown how the calculation of D occurs for multiple
strings, however, the alignment and the concept of the traceback path is completely
analogous to the case of two strings. As mentioned before, multiple paths are pos-
sible, which raises the question of what the impact could be of choosing a specific
path. Of course, by choosing which path to follow through the matrix, some impli-
cations are immediately visible. If, for example, a preference is shown for inser-
tions of the first string over insertions of the second string, whenever possible, this
will introduce a certain bias, influencing which characters of the strings will face
each other as counterparts after alignment. Such biases can also be introduced by
modifying the costs involved in constructing the matrix, or by considering separate
treatments of certain characters.
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In all cases, the eventual application of the alignment needs to be taken into
consideration to see which scenario is most desired. For example, running ahead
to Section 4.4, in this thesis XPath steps are aligned instead of string characters.
Introducing wildcards (spaces) in the endings of an XPath has a different effect on
the functionality of the XPath than the introduction of wildcards in the beginning,
which can already be taken into account at construction time of the edit distance
matrix.
4.2.4 n-dimensional variation
The standard Levenshtein algorithm is the basis for the string alignment we need.
However, to accommodate the merge of more than two strings, a custom n-di-
mensional variant is proposed and implemented, based on the three-dimensional
alignment described in [16]. At the moment of implementation of the algorithm
that is presented in this section, execution speed was not yet important and would
later be optimised in an iterative fashion.
The algorithm that builds the edit distance matrix, in this case, focuses on the
alignment of strings, which means that it is biased by construction towards adding
spaces in order to bring balance, instead of removing characters, for example. To
illustrate this, consider the following three strings:
s1 G o n z o
s2 G o n z o
s3 G o n z o o
Minimising the amount of edit operations that are needed in order to transform
the three strings, such that they become equal to each other, is intuitively simple:
the third string needs to lose the last o. However, in the context of string alignment
it is more interesting to add a space to the end of the first two strings in order to
keep the strings of equal length and not lose any information.
As a generalisation of the case for two strings (see Section 4.2.2), an n-dimen-
sional distance matrix D of dimensions pl1 ` 1q ˆ pl2 ` 1q ˆ ¨ ¨ ¨ ˆ pln ` 1q is
constructed. A vector of length n is used to denote a cell in D. To ease notation, a
shorthand for the vector is defined, used when all its values are equal to 1, except
some that are explicitly defined (see Definition 4.1). To actually denote the cell in
D according to vector ~v, D~v is used.
Definition 4.1. Shorthand notation for the index of a cell in n-dimensional matrix
D. This notation represents the unity vector p1, 1, . . . , 1q of length n, where the
element at index y is equal to x.
p1, . . . , yx, . . . , 1q ” pyxq
If multiple deviations of the unity vector are needed they are denoted in an
equivalent fashion, e.g.,
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p1, . . . , yx, 1, . . . , 1, rs, . . . , 1q ” pyx, rsq
The n strings that are aligned with the algorithm are denoted as s1, s2, . . . , sn,
while the kth character of the lth string is denoted by slrks. The different penal-
ties that can be assigned are pmiss, pspace and pmatch (respectively the penalties to
have a character mismatch, to introduce a space in one of the strings and to have
a correct match between characters). Within the scope of this section we use re-
spectively 1, 1 and 0 as the values for these variables. The construction algorithm
is difficult to present completely in pseudo-code, which is why it will be explained
in the following paragraphs.
Initialisation of origin The process starts with the initialisation of D at position
p1, 1, . . . , 1q to value 0:
Dp1,1,...,1q Ð 0.
Axis cells Afterwards, the cells are initialised for which only one of the values
in their index vector is not equal to 1. These cells can be seen as the axes of the n-
dimensional matrix and are called as such in the following text (see Definition 4.2).
Definition 4.2. The axis cells of edit distance matrix D are defined as the cells
with indices
t pxkq | x “ 1 . . . n, k “ 2 . . . plx ` 1q u
The axis cells can also be seen as the cost of considering only one of the strings,
and keeping the other n´1 strings empty. That basically means that the characters
of the single string are added while being aligned with inserted spaces. In pseudo-
code, this is shown as follows:
for iÐ 1 to n do
for j Ð 1 to li do
Dpipj`1qq “ j
end
end
Now the axis cells are initialised, all values are in place in order to proceed with the
cells for which exactly two values in their index are not equal to one. Analogous to
the axis cells, they are called surface cells in the following text (see Definition 4.3).
Surface cells Now the axis cells of the matrix are filled in, the surfaces that
are spanned by those axis cells can be filled in with values (the surface cells, see
Definition 4.3), using the values that were previously initialised.
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Definition 4.3. The surface cells of edit distance matrix D are defined as the
cells with indices
t pxp, yqq | x “ 1 . . . n, y “ 1 . . . n, x ă y, p “ 2 . . . lx, q “ 2 . . . ly u
As was the case with the axis cells, surface cells are considered to be boundary
cells of the matrix. The process of filling in the surface cells is broadly equivalent
to the default Levenshtein algorithm, except that special care is taken with spaces
that are introduced in the n´2 unconsidered strings (these are the strings for which
the corresponding element in the matrix’s index is set to 1). See Algorithm 4.1.
for i1 Ð 1 to n´ 1 do
for i2 Ð i1 ` 1 to n do
for j1 Ð 1 to li1 do
for j2 Ð 1 to li2 do
v1 Ð Dpi1 pj1´1q,i2 pj2´1qq ` pmiss
v2 Ð Dpi1 pj1q,i2 pj2´1qq ` pspace
v3 Ð Dpi1 pj1´1q,i2 pj2qq ` pspace
Dpi1 pj1q,i2 pj2qq Ð minpv1, v2, v3q ` pj1 ` j2q ˚ pn ´ 2q ˚
pspace
end
end
end
end
Algorithm 4.1: Pseudo-code for filling surface cells of edit distance matrix D.
Inner cells All non-boundary cells of D that remain empty can now be filled in:
their prerequisite values are now present. This is done in a way that is not exactly
following the method described in [16]: the penalties are calculated differently
with clarity of code in mind, however, with no apparent impact on performance or
precision. This paragraph gives a textual description of the calculation method.
As was the case with the distance matrix for two strings, we have to iterate
over all combinations of the n dimensions in order to visit all the cells. However, a
variable number of nested loops is difficult to achieve in a programming language.
To circumvent this, vector ~v was used as a counter, at the same time pointing to
a specific cell in the matrix. A calculation is made for the value for that cell,
after which the counter is increased by one. This is done like any typical overflow
mechanism: the last dimension is increased first, if an overflow occurs (when the
value at index i becomes greater than li ` 1) the value is reset to 1 and the next
dimension is increased. This goes on iteratively, until the counter hits the value
ppl1`1q, pl2`1q, . . . , pln`1qq, indicating the last cell of the matrix. At that point
the algorithm stops.
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The value for a specific cell is thus dependent on all previous values from which
one step can be taken in the distance matrix to arrive at the current cell. There are
a large number of possible steps that can be taken, they are all combinations of the
indices of the matrix index:
nÿ
k“1
ˆ
n
k
˙
(4.1)
A combination p3, 5q, for example, denotes that we decrease (subtract 1) the
value found on indices 3 and 5 in the matrix index and keep the rest of the indices
the same. This is representative for a step in the matrix where only a change occurs
in strings 3 and 5. Now, considering each combination of indices, the optimal cost
is calculated to make this change happen (according to the characters that occur
the most before the step, and after the step). This intuitive calculation is kept out
of this thesis so as not to overload the reader with implementation details. In any
case, after calculating the cost for each of the combinations, the minimum cost
cmin is used to calculate the new value (for position with index ~v) in the matrix
(~v1 represents the subtraction of 1 from only the indices in the combination that
delivered the minimal cost):
D~v “ D~v1 ` cmin (4.2)
Eventually, all cells are filled in and Dppl1`1q,pl2`1q,...,pln`1qq denotes the re-
sulting edit distance between the n strings.
As was the case with the regular Levenshtein algorithm it is possible to use D
to calculate a trace-back path, in order to come to an alignment between n strings.
However, to keep implementation clearer, the trace-back path is kept in memory
during construction of D. In other words, when the value in cell c is calculated it
is based on the values of some previous cells. The value of cell c is dependent on
those values, together with a cost calculated based on the transformation needed
to go from the relevant cell to c. The eventual value in cell c is the minimum of
all those values (not necessarily unique) and the cells that led to that optimal value
dictate the trace-back path. A secondary data structure keeps track of which cells
contained the values that led to the minimum cost for that cell. The path can then
be trivially (analogous to the case of two strings) be used to construct an alignment
between the n considered strings, following the trace-back path in reverse.
4.3 Sample selection
A supervised wrapper induction method typically deals with multiple annotated
samples that serve as input for the remainder of the data extraction process, which
is one of the focus points of this work. The annotated samples can be created by a
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Figure 4.3: Extraction situation with samples encompassing multiple different documents.
User samples are highlighted (grey, dashed).
human supervisor that indicates some elements of an HTML document, containing
information of interest.
The annotation can be performed by designating a single, indexed, XPath to
each individual node (recall the definition of an indexed XPath from Section 2.6.1:
it is an XPath with only child steps containing name or node type node tests, point-
ing to, at most, one node in the DOM tree). Alternatively, a non-indexed XPath
(any XPath that does not conform to the definition of an indexed XPath given in
Section 2.6.1) can be manually constructed to point to the samples as reliably as
possible. Within the scope of this chapter, for purposes of brevity and clarity, the
scope is limited to using indexed XPaths.
Each set of samples typically contains values of a single attribute, e.g., users’
emails or articles’ titles. These samples can be located in various documents or
in one specific document (see Figure 4.3 for an example situation). For each of
the samples, an indexed XPath is built by looking up the corresponding nodes in
the DOM tree, before proceeding to the processes of aligning and merging. Recall
that an indexed XPath is unique for each node in the tree, meaning that an indexed
XPath can only ever point to a single node (as a reminder, see Section 2.6.1).
Problems A number of remarks should be made with regards to the sample se-
lection process. When dealing with a user that annotates singular nodes as sam-
ples through a graphical user interface, it is often difficult to have the user click
the required node with the necessary precision. This problem can be averted by
manually constructing XPaths. Typically, and most of all practically, this is done
by opening the required web page in a browser. The browser’s inspection tool can
then be used to inspect the DOM tree (Chrome’s Inspect, Firefox’s Inspect Element
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. . . ). Once the user has visual access to the DOM tree, the problem of not being
able to pinpoint parent containers becomes irrelevant, at the cost of sacrificing user
comfort that a GUI offers by rendering the page.
The following illustrates the problem with an example. Consider an email
address (textually) displayed on a web page, contained within a block having a
border:
raoul.duke@vegas.las
Even though the email address seems contiguously stored within a single field,
when viewed as rendered by a browser, it might actually be constructed out of
different HTML parts. These parts could be separately loaded into the web page
and are, in that case, most likely contained within separate elements. Assume that
the separate blocks are stored as follows:
raoul . duke @vegas.las
There is one single container around all the smaller ones, which contain the
separate elements of the email address (dashed lines in the figure above). Logically
speaking, if a user would want to select the email address, the user would want to
select the surrounding container. However, when registering clicks on a website
using a visual tool, each click always hits a leaf element (the element lowest in the
hierarchy). For this email example, the leaf elements take up all the space. With
the surrounding container tightly hugging them, leaving no margin or padding (in
the example a small amount of padding is used for illustration purposes), there
is no easy way to register a click on the parent container itself without adding
additional functionality that allows the user to navigate the DOM tree manually
in some way or that modifies the display of the web page at runtime in order to
expose the invisible containers.
4.4 XPath alignment
In Section 4.2, alignment of sequences over an item set U is explained, where
each item u P U is a string of characters. That alignment method is applied
in this section in the context of XPath queries by considering indexed XPaths as
sequences and the steps of indexed XPaths as items. When aligning XPaths, (mul-
tiple) gaps are possibly introduced in the individual XPaths. These gaps have to
be represented by an appropriate XPath step, which ideally is truly functionally
neutral. The wild card item that is used during XPath alignment is the neutral step
self::node() (abbreviated as “.”, see Table 2.1). In order to apply the methodology
given in Section 4.2, two aspects require specific attention.
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First, the basic definition of the metric d prescribes a fixed cost assigned to
each elementary operation. Because steps are a type of item that has multiple
components, a dynamic cost scheme is adopted that computes a cost based on
which of the parts of the step (i.e., axis, nodetest, predicate) differ. Recall that
an XPath step, e.g., child::html[1], consists of an axis (in this case the child
axis), nodetest (in this case the node name html) and a predicate (in this case the
predicate that indicates the first position). Choosing these dynamic costs influences
the way steps are compared to one another, which in turn influences which portions
of the XPaths are deemed similar or not. Tests [2] (see Section 4.7.1) indicate that
the following cost scheme provides good results:
• The axis differs: costa “ 1
• The node test differs (includes the axis being different, as this has an effect
on the node test): costn “ 2
• The predicate differs: costp “ 1
This seems intuitively logical: the node test provides a lot of structural infor-
mation that can be taken advantage of within the XPaths, warranting a higher cost.
Note that the predicate is assumed to be very simple at this point of the research.
Later on (see Chapter 5) complex predicates are taken into account. The costs
are cumulative, meaning that if all the location step elements differ, the individ-
ual costs are added up. This leads to the following costs for a total (un)equality
between two steps.
• Every element of the step is equal: cost‰ “ 0
• Every element of the steps is different: cost‰ “ costa` costn` costp “ 4
The costs are assumed to be static within the research presented in this chapter,
unless stated otherwise, making sure they are not affecting other aspects that are
tested.
Second, sequence alignment (as described in Section 4.2) is performed on two
sequences. The generalisation towards n sequences is possible, but computation-
ally complex. Therefore, an iterative approximation of n-dimensional alignment is
used (see Subsection 4.4.1), based on a description by Gusfield [16]. The resulting
aligned XPaths satisfy the following conditions:
• All XPaths have an equal number of steps.
• Each XPath remains absolute (to be evaluated starting from the root element
of the document) after alignment.
• If XPath xb is the aligned version of XPath xa, then executing xa needs to
result in the same node as executing xb on the same document. In such a
case, xa is considered to be equivalent to xb.
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An illustration is given in the following example, where three relatively simple
XPaths are given as input and three aligned XPaths emerge. Assume the three
following indexed XPaths as input:
/html[1]/body[1]/div[2]/div[1]/table[1]/tr[1]/td[1]
/html[1]/body[1]/div[2]/div[2]/table[1]/tr[3]/td[1]
/html[1]/div[2]/div[2]/table[1]/tr[3]/td[1]
A possible alignment can then be (in the same respective order, formatted with
tabs for clarity):
/html[1]/body[1]/div[2]/div[1]/table[1]/tr[1]/td[1]
/html[1]/body[1]/div[2]/div[2]/table[1]/tr[3]/td[1]
/html[1]/. /div[2]/div[2]/table[1]/tr[3]/td[1]
Note that other alignments are possible, if an equivalent trace-back path through
the edit distance matrix D is present. The example is the result based on one of
those possible paths. Also note the appearance of the self reference (“.” step)
in the third XPath to make up for the missing ‘body’ tag, and the fact that the
mismatching position() predicates are aligned to each other. The case where a
“.” step is merged with another step in order to generate a “//” wildcard is not
described above and is considered a special situation. This is also the reason why
merged XPaths can be shorter than the original example XPaths.
4.4.1 Iteratively aligning n XPaths
Typically [16], aligning more than two sequences is done in an iterative fashion,
because of the exponential complexity of an n-dimensional implementation of the
edit distance matrix. In this thesis, as well, an iterative approach is employed. For
all intents and purposes, unless it is explicitly mentioned, each alignment that is
done over the course of this work is done using the iterative approach explained
here.
For n XPaths as input, edit distances are calculated for each pair. The closest
pair is aligned. Next, the on-average closest (in terms of edit distances) XPath to
the aligned pair is taken and aligned in its turn. Alignment steps (insertions, dele-
tions, substitutions) are performed for each of the XPaths simultaneously, result-
ing in three XPaths that have the same length and are aligned to each other. This
process proceeds iteratively until all XPaths are aligned. Note that the algorithm
manages to cope with a reasonable amount of error. In practice, the described al-
gorithm performs well. While there is surely room for improvement with regards
to this iterative process, the choice was made to proceed research elsewhere as
performance was deemed more than sufficient for the purposes of the remainder
of the work.
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4.5 Merging of aligned XPaths
After aligning the XPaths that describe the examples, they are in a format that al-
lows merging them. This means that each of the XPaths is of the same length so
they can be laid down next to each other. The steps that the merged XPath con-
sists of reflect the commonalities between the corresponding steps of the aligned
example XPaths. Additionally, as was explained above, the proposed method is
limited to output indexed aligned XPaths only. This means only child axes have to
be taken into account in the merge process, simplifying it slightly.
To illustrate the concept of this merge process visually with the running exam-
ple of Figure 4.3 it suffices to see that the example has already generated indexed
XPaths for each sample, which were subsequently aligned to each other. They are
ready to be merged into one generalised XPath, capable of describing each of the
originals and including similar data as well.
In this section, a novel approach for the merging of aligned XPaths is explained
in detail. Although the proposed merge method is capable of complex merging
operations it is purposefully kept basic for now. As mentioned, input of the merge
step consists of n XPaths of length m (i.e., the XPaths each consist of m steps).
Each set of ith steps (i P t1, ...,mu) is combined into a single step. These steps
will then make up the eventual generalised XPath. Each merged step still needs
to offer the combined original functionality of the original steps, something that
needs to be kept in mind while reading the following paragraphs.
To merge a set of steps a couple of decisions are taken, following a reasoning
that is consistent with how HTML is used and what the importance is (or should
be) of XPath steps. These cases are described below, in order. As a reminder: the
case in which the axis differs is not included, as the axis is considered to be always
equal to child.
Case 1: Total equality When all steps in the set are equal (axis, nodetest and
predicate sets are exact copies) the merge process is trivial: take one of the original
steps as the resulting merged step. Neutral steps (self::node()) are discarded,
they do not add value to the resulting XPath.
Case 2: Nodetests differ If the nodetest differs among steps in the set, a wild
card nodetest (node()) is chosen for the resulting merged step. As predicates
are dependent on the preceding nodetest, the merge process is kept simple and all
predicates are removed, as shown in the following example. Consider the follow-
ing two aligned XPaths (trivial, as they are both of length 1).
child::html[1]
child::body[1]
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These will be merged in the XPath child::node(), where the predicate is
removed (regardless of the equality of the two input examples).
A special case is considered, where all involved nodetypes are of the element
type. In that case, the following predicate is added to the wild card step to indicate
that only element nodes are present:
[not(self::text()) and
not(self::comment()) and
not(self::processing-instruction())]
Case 3: Only predicates possibly differ In the case that all nodetests are equal,
a separate routine merges the predicate sets. As we limit ourselves to the merging
of aligned indexed XPaths, the considered original XPath location steps poi, i P
r1, ns will only contain one integer predicate or no predicates at all. The merged
predicate pm is then constructed as follows:
pm “
$&% ∅ if Di, poi “ ∅∅ if Dpi, jq, poi ‰ poj ^ i ‰ j
x if @i, poi “ x
(4.3)
An example of this case is given in the following. The aligned XPaths from
the example given in Section 4.4 are repeated here:
/html[1]/body[1]/div[2]/div[1]/table[1]/tr[1]/td[1]
/html[1]/body[1]/div[2]/div[2]/table[1]/tr[3]/td[1]
/html[1]/. /div[2]/div[2]/table[1]/tr[3]/td[1]
With these XPaths as input, a merged XPath can be constructed that reflects
the common properties:
/html[1]//div[2]/div/table[1]/tr/td[1]
Note the appearance of a “//” step (shorthand for descendant-or-self::node()), to
take into account that body[1] and the neutral step (the second location steps in
the original aligned XPaths) are properly handled. Mismatching predicates are
left out so the resulting step describes the same nodes as the original steps did
(and probably more, depending on the documents). Predicates are explained in the
paragraph about Case 3.
4.6 Dataset
A number of datasets have been used of the course of this thesis, most of which
have been used to illustrate examples and results in publications. They are intro-
duced in this section.
4-18
<div>
<div>x</div>
<div>x</div>
<div>x</div>
</div>
(a) Nested ‘div’ containers.
<ul>
<li>x</li>
<li>x</li>
<li>x</li>
</ul>
(b) HTML lists.
<table>
<tr>
<td>x</td>
<td>x</td>
</tr>
<tr><td>x</td><td>x</td></tr>
<tr><td>x</td><td>x</td></tr>
</table>
(c) HTML tables.
Figure 4.4: Three container templates used in the generation of random HTML data. Each
template wraps up target elements (denoted by x).
4.6.1 Randomly generated HTML
The first dataset revolves around the DOM tree and various changes that can occur
between web pages based on the same template. With that in mind, a method was
devised to generate random DOM documents. These DOM documents all have
target elements (annotated in the DOM with an attribute), representing the ground
truth that is to be extracted from the document.
There are two possible types of containers for these elements: either they are
contained within a single element, or they are part of a list. For this list type, we
defined three options that can be used to list items using HTML (see Figure 4.4): a
div containing a number of divs, a table containing rows and columns of data and
ul elements that represent unordered lists of li items.
Contents The contents of the DOM tree are determined in a random fashion.
The tree is created by generating a list e of items and lists, where items have a
higher chance of being generated (80%). An item is simply a container to contain
the next element in e, whereas a list expands into multiple containers, thus branch-
ing the DOM tree, where each container contains the next element in e. Each time
a list is generated one of the list container types is picked (see Figure 4.4) and its
template is used to generate a skeleton HTML snippet. Each template contains
possible locations for other data. Those locations can be filled up in an iterative
fashion, each time possibly containing an item or list.
At the end, the result of these operations is a DOM tree of varying depth,
containing at least one list (this is enforced, otherwise the tree is a simple and
4-19
singular path), with sub-steps represented by regular items. The leaf elements will
be the targets (annotated by the attribute mentioned above), containing a text node.
Impurities Perfectly similar or equivalent documents are easily processed, so
impurities are introduced by chance. So far, two types have been used. First,
there is a certain chance (20% for each item, for the reported results based on this
dataset) that, whenever an item is added to the DOM document, another element is
wrapped around it as a container. This makes the depth of each tree variable with
regards to each separate leaf. Second, there is a certain chance (5% per charac-
ter, for the reported results) that characters of each tag are morphed into another,
characterizing typo-like errors.
About the test data The way these test data are randomly generated represents
a number of errors that can occur in real-life test sets. Due to the fact that a lot
of possible configurations of items and lists are generated, it allows testing for
combinations that would occur only rarely in real life, making the test a rather
extensive one. For now though, the test data generation suits its intended purpose,
which is highlighting the viability of the generalisation of XPaths. However, it
can be easily expanded to accommodate different other scenarios and encountered
problems.
4.6.2 Extension of existing dataset
In order to experimentally evaluate both the basic approach and the refinement by
predicates (see Chapter 5), an extensive, real life dataset was used. This dataset is
originally due to Hao et al. [18] that have gathered over 120000 web pages, origi-
nating from 80 different websites. It contains list pages as well as detail pages and
covers a broad range of topics. Ground truth was assigned and noted in separate
files, giving for each document a number of records, attributes and corresponding
values. What is missing is the exact location in the DOM tree of these values.
As the intent is to try and find a suitable method for wrapper induction based
on XPath alignment, the original data as described in [18] requires some modifi-
cations. More specifically, a dataset is needed that contains ground truth coupled
with the exact coordinates within the DOM tree of the originating files. Such a
coupling allows to check the correspondence of supervisor input to actual posi-
tioning within the web page, as opposed to just extracting the correct text value.
As far as can be told at the point of writing, a decently sized dataset corre-
sponding to these needs does not exist. Therefore, the source dataset described
by Hao et al. [18] was analysed and annotated in a semi-automatic way to decide
which nodes were the actual ground truth nodes within each website. This is an
important step, as sometimes multiple occurrences of the same value of the same
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attribute are found within the same document. In such case, a choice needs to
be made, consistent with how a user would do it when annotating the document
manually. Due to the significant size of the original dataset, this semi-automatic
clean-up is limited to 21 of the 80 websites that are featured in the original dataset,
which still comprises over 39000 individual web pages. Further clean-up of the
original dataset is scheduled as future work.
The data for which ground truth was paired to exact positions in the DOM tree
was then stored into a PostgreSQL1 database, containing both the original data
and the modifications. Besides making sure the same ground truth can be reused
to reproduce experiments, it allows for easy access and portability across projects,
which we feel is crucial for reuse and dissemination, furthering the possibility of
straight comparisons of various wrapper induction methods. For that purpose, the
dataset used within this work (tagged with a version number) was made available
online, with permission of the original author [18] of the dataset2. The experiments
reported in this work are based on version 1.
Finally, some of the websites contained in the original dataset feature ground
truth with debatable quality, which arguably deteriorates average precision for
most of the tests. However, no modifications have been made to the original ground
truth so as to not bias the dataset towards the method presented in this work.
4.7 Results
Results specific to the alignment and merging of XPaths are described in the fol-
lowing.
4.7.1 Time complexity
An analysis of time complexity was performed with regards to the alignment of
XPaths (see Figure 4.5). Time was measured in function of the number of XPaths
involved in the alignment and how long the XPaths were in terms of the number
of steps. As evidenced, alignment of a small number of XPaths is fast, while
increasing the number quickly requires a substantial amount of time. However, in
typical situations there is no need to aggregate 10 XPaths or more, which means
that a sub 10ms is still very acceptable. This is based on practical experience with
real-life configurations to harvest data from websites, taking into account that each
situation is configured by hand, using examples given by a user. The results were
performed on consumer hardware, using a Java implementation.
1http://www.postgresql.org
2The dataset is provided both as a PostgreSQL dump file and as a dump contain-
ing SQL instructions on the following location: http://ddcm.ugent.be/hostedfiles/
wrapperinductiondb. Comments and instructions are contained within an accompanying text
file.
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Figure 4.5: Align times for a given number of example XPaths and merged path lengths (in
steps)
An analysis of the time complexity of the merge process was performed.
Whereas the alignments reported above took at most 3ms, the merge was apprecia-
bly faster, making this component to be negligible with regards to time consumed.
Figure 4.6 shows how the merge time is influenced by the length of the XPaths (in
terms of steps) and the number of XPaths involved.
4.7.2 Accuracy of the merged XPath
The following results were performed using the dataset discussed in Section 4.6.1
(randomly generated HTML). XPaths were aligned using an edit distance matrix
with the following default costs:
• costa “ 0
• costn “ 1
• costp “ 1
These costs bring the (un)equality cost to the following total:
• cost“ “ 0
• cost‰ “ 2
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Figure 4.6: Merge times for a given number of example XPaths and merged path lengths
(in steps)
Random DOM documents were generated and combinations of size n, 2 ď n ď 10
were allowed (2 is the lower limit for obvious reasons, and 10 seemed to be a
reasonable upper limit out of practical experience. Results for default settings
are shown in Table 4.1, which show a rise in average recall when the number of
XPaths is increased, to be expected as explained above. Precision remains stable at
˘100%, indicating no erroneous elements are introduced while parsing (in reality,
a number of stray undesired elements did get returned, but that number was in-
significant and got lost after rounding). It is clear that the number of input XPaths
has an appreciable impact on the quality of the resulting merged XPath.
To be clear, the 100% precision in this case is to be expected, as the artificial
dataset used contains randomly generated HTML snippets that are small (in com-
parison to real-life HTML pages). The test looks up the ground truth values that
were inserted in the HTML snippets, uses a number of them to generate a gener-
alised XPath and attempts to return as many as possible as a result. As the HTML
snippets are small, chances are very small that there are other non-ground truth el-
ements available with a similar structure, which means that precision will be very
close (if not equal) to 100%. Initial results on a real-life dataset are reported in
Section 4.7.4, highlighting the difference with the artificial dataset.
Optimizing the recall remains a question of which settings give the best result
for which type of document, which is investigated in the following section.
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# of input XPaths Precision Recall
2 100% 37%
3 100% 61%
4 100% 73%
5 100% 80%
6 100% 85%
7 100% 88%
8 100% 91%
9 100% 93%
10 100% 94%
Table 4.1: Results for default settings (see Section 4.7.2), illustrating the impact of
different numbers of input XPaths
4.7.3 Optimisation of accuracy
For the three costs (costa, costn, costp) defined for the edit distance matrix (see
Section 4.4) a new test was devised. With a high amount of repetition, random
DOM documents were generated, as described in Section 4.6.1. The value for
costa was kept at 0 (as only indexed XPaths are used, so only child axes are con-
sidered for now) and the other two parameters were varied between 0 and 10.
Best results were achieved with the following hierarchy between the two varied
costs (and costa “ 0):
costp ą costn
The spread between the best and the worst result in these tests was between 58%
and 69%, for a fixed number of example XPaths of 3. The test results indicate
that it is worthwhile to test specific values for the edit distance matrix costs when
confronted with a real-life application. However, these small scale tests on arti-
ficial data have to be expanded upon to provide further meaning. More complex
scenarios that take into account other axes might take advantage of these custom
costs better, which requires further development of the approach presented in this
chapter.
4.7.4 Accuracy on real-life dataset
The results described in Subsection 4.7.2 are based on an artificially generated
dataset (see Section 4.6.1). Those tests, by design, look for the impact of the
number of samples on the recall while expecting precision to be high. Running
ahead, tests described in Section 5.3.1 give a feeling for what can be achieved on
a real-life dataset (described in Section 4.6.2) which is far more complex than the
small artifical HTML snippets.
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Figure 4.7: Illustration of precision and recall on the extended dataset (see
Section 4.6.2) in function of the number of samples (k).
In order to put the 100% precision of the previous subsection in perspective,
the baseline results of the test described in Section 5.3.1 are already given here.
A number of samples k is taken, for which the ground truth is known. On the
HTML web pages, the fixed number of samples is used to generate a generalised
XPath. In Figure 4.7 is shown which precision and recall are attained. Here, it is
clear that there is still room for improvement with regards to the quality of the base
generalisation method. This is investigated in the following chapter by introducing
enrichment predicates in order to fine-tune the generalised XPath.
4.7.5 Discussion
The results presented in this chapter indicate that the iterative approach of gener-
alising a number of XPaths is practically feasible for a realistic number of XPaths.
This means that the technique can be pursued in further research, although there is
certainly still room for improvement with regards to execution complexity. Further
more, the technique is capable of producing a high recall coupled to a high preci-
sion, depending on the user’s input. This is crucial as a prerequisite to further any
research based on the presented technique, of which a start is made in Chapter 5.
A preliminary test was also performed with regards to the edit distance matrix
costs, which indicates that the influence of the choice of the costs used has an
impact on the recall of the produced data extraction technique. However, tests
performed in this chapter used a small and artificial data set which makes it difficult
to make well-founded predictions as to which values to use in real-life applications.
Certainly, the produced results warrant further investigation.
4.8 Conclusion
In this chapter, a method was explained to align and merge XPaths. Source XPaths
are manually annotated by indicating individual nodes from a document (in this
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chapter specifically, DOM documents were used). After aligning and merging the
source XPaths, a single generalised XPath is obtained. This generalised XPath
describes, as accurately as possible, the functionality of the source XPaths. Any
structural similarities in those original XPaths serve to potentially extract addi-
tional information as well.
Parameters to influence the process were described after which tests were per-
formed on large datasets. The tests show promise for the generalisation as a data
extraction method from semi-structured documents, utilising the power and flex-
ibility of the XPath language. The process described in this chapter forms a re-
sponse to the first research question formulated in this thesis (see Chapter 1): “Can
a wrapper method be constructed to identify new pieces of information, based on
user input, allowing for various degrees of precision depending on the intended
application of the method?”
In Chapter 5 additional functionality is added to the generalisation process in
the form of XPath predicates. These predicates are automatically discovered based
on the original examples, using both structural and content context from known
documents.
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Enrichment of generalised XPaths
“There is no wealth like knowledge, no
poverty like ignorance.”
— I. ËA£ ú
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In the previous chapter a generalisation method was established that takes var-
ious XPaths with common properties and structure, creating a generalised XPath
that retrieves at least the same nodes as the original XPaths. Additionally, the
method extrapolates common structure to achieve the extraction of previously un-
known data. However, in some cases, a generalised XPath is too wide in its cov-
erage, meaning that it retrieves too many nodes which are undesired. This chapter
builds further upon the basic idea of the generalisation of XPaths.
In order to make the scope of the generalised XPath more narrow and precise,
this chapter describes a novel way of enriching it with predicates. Still using the
XPath syntax, predicates are added by exploiting the context of user examples,
both with regards to content and structure. These predicates result in a higher pre-
cision when extracting data, while not affecting recall too much. This is beneficial
for the quality of the data extraction process that makes use of a generalised XPath.
A number of predicates are proposed and their impact is investigated using a well
established dataset.
This chapter answers the second of the research questions that were posed in
5-2
this thesis (see Chapter 1): “Can a wrapper method be made context and content
aware to enhance the quality of the extracted information?” The methods pro-
posed in this chapter are used in Chapter 6 to investigate whether automation can
be added to the data extraction process, making use of data present in ontologies
(see Figure 5.1 for a visual situation of the chapter within the thesis).
This chapter was (partly) published in the following publication:
• Joachim Nielandt, Antoon Bronselaer and Guy De Tré. Predicate enrich-
ment of aligned XPaths for wrapper induction. Expert Systems with Appli-
cations, 51:259–275, 2016
5.1 Introduction
In the previous chapters, the concepts of aligning XPaths and merging them into a
generalised XPath were explained (referring to this as the base approach), based
on input in the form of sample nodes. Typically, using the base approach, the
generalised XPath is capable of extracting the sample nodes, as it is a necessity to
at least retrieve the user’s samples. However, the nodes that the XPath is capable
to additionally extract are the most interesting ones. If they are too few, the con-
structed wrapper (based on the generalised XPath) will be too restrictive, meaning
that the user will miss out on relevant information, lowering recall. If there are too
many, erroneous data will creep into the result set, lowering precision. This chap-
ter continues to build upon the concept of these generalised XPaths to enhance
their capability of extracting relevant information by introducing the concept of
predicate enrichments, tackling this low precision problem [2].
add predicates
add automisation
Generalised XPath
Enriched XPath
Ontology expansion
Figure 5.1: Situation of Chapter 5.
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As was explained in Chapter 2, XPaths consist of multiple steps. Each step
is capable of including a list of predicates that function as filters on top of the
selection of nodes that the corresponding step performs (see [3, 4] for work that
uses traversal graphs combined with predicates). In this chapter, a new approach
is introduced to include information about the context of user examples and extra
structural information that can not be deduced by the node names alone. The added
predicates often have dedicated functions or serve to solve a specific problematic
situation. They are used to enhance the automated construction of XPath queries
by enriching them with predicates to approach the way humans would extract data.
A limitation of the baseline approach that was introduced in Chapter 4 is that
only structural information is taken into account when building the generalised
queries (XPaths), including, e.g., node names and parent-child relations. When a
human would build a generalised query manually other requirements would also
be taken into account. Styling, context and content all guide the eye towards struc-
ture that serves to visualise data in a consistent way. Extracting data based on this
visual structure can be done in an unsupervised way, which is researched in other
work [5–8]. In this work, building further on the methods presented in Chapter 4,
a supervised approach is presented, where the implicit (visual) structure is incor-
porated into the generalised XPath queries by adding extra predicates. Relations
between nodes can be exploited in a better way, the content of the nodes can be
checked and filtered and expert knowledge on HTML and specific websites can
be taken into account. Within the same domain, but based on different techniques
(traversal graphs), adding predicates to XPaths within the data extraction context
was also investigated by [3].
In this chapter, a number of automatically added predicates are presented that
allow a system to generalise user input in a generic and efficient way, enabling the
handling of different kinds of irregularities in the data sources, e.g., invalid syntax,
typos in the content, inconsistent use of HTML structures or missing attributes.
Experimental results support the claim that the enriched queries imply a higher
precision without a significant decrease in recall.
Remainder of the chapter In Section 5.2 strategies are introduced to add predi-
cates to generalised XPaths. This includes a preprocessing step to analyse the data,
and a set of proposed predicates that increase precision in a number of scenarios.
Following that, experimental results are reported in Section 5.3 to illustrate the
usefulness of the proposed predicates.
5.2 Refinement strategies for generalised XPaths
In the previous chapters, it was explained how a generalised XPath is constructed
as the result of a merge of a set of aligned XPaths (each being the result of su-
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pervised annotated examples). This generalised XPath covers the nodes of the
given examples and generalises them to a certain extent. A problem that exists
with that base approach, however, is that the generalised XPath is often not suf-
ficiently refined, causing a low precision. In this section, it is explained how the
low precision problem can be solved by adding additional predicates to the basic
generalised XPath. Before we proceed it is important to bear in mind which data
are available to us at the moment of enriching the XPath. A couple of elements are
present:
1. The source HTML documents (and their underlying DOM trees) on which
the supervisor annotates nodes.
2. The indexed XPaths that uniquely describe the annotated nodes.
3. The generalised XPath that is constructed by aligning the indexed XPaths to
each other and subsequently merging them.
These elements provide enough data to start enriching the generalised XPath, tak-
ing into account contextual data from the web pages, possible supervisor prefer-
ences that are given upon annotation and structural information contained within
the DOM documents and XPaths. Before being able to enrich the generalised
XPath a preprocessing step is necessary.
5.2.1 Preprocessing the data
A preprocessing step is necessary to be able to proceed to the execution of the
enrichment options described in the following sections. In this preprocessing step,
the original indexed XPaths are executed for each of the source documents. The
unique path of nodes that is traversed during the execution of a user’s original
indexed XPath results in a list of nodes called the indicated nodes (see Defini-
tion 5.1).
Definition 5.1. When an indexed XPath is executed on a document, assuming that
the XPath results in a node, each step of the XPath will match a specific node from
the document, starting from the root node and ending in the example node that was
indicated by the user. These nodes are called the indicated nodes.
Each step of the generalised XPath can be mapped to a step in the indexed
XPaths (and thus a node in the relevant document) and a truncated version of the
generalised XPath can be executed to see which nodes are considered besides the
restricted view offered by the indexed XPath. The corresponding nodes are called
the overflow nodes (see Definition 5.2).
Definition 5.2. A generalised XPath xgen potentially retrieves more than one node
for each of its steps. As xgen is built, indexed XPaths are used as input, which all
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Figure 5.2: Visualisation of an indexed XPath in a DOM structure.
produce a set of indicated nodes. Now, for each step of xgen, a set of nodes is
generated that the step can potentially pass. The set of overflow nodes is the union
of these sets, minus the indicated nodes.
The indicated nodes will typically be used to find common features that need
to be represented in the generalised enriched XPath, while the overflow nodes will
typically be used to see whether a proposed predicate is worth adding. The XPath
syntax can aid in building these node lists, as shown in the following paragraphs.
Input of the preprocessing Before the preprocessing step is undertaken, a cou-
ple of elements are required. First of all, the original n indexed XPaths xindj ,
j “ 1 . . . n represent the user samples. These are aligned (now, the aligned XPaths
are all of equal length) and merged to form the generalised XPath xgen consisting
of a number of steps ď maxptlengthpxindj q | j “ 1 . . . nuq.
Build up indicated and overflow node lists If we consider one of the indexed
XPaths xindj given by the user, it describes a clearly defined path through the DOM
tree. This is illustrated in the following example.
In Figure 5.2 the following indexed XPath is illustrated on an example DOM.
/body[1]/div[3]/table[1]/tr[1]/td[2]
Each step of the indexed XPath can be mapped to exactly one node in the
DOM and a uninterrupted path can be seen from the root node to the target node.
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html[1] body[1] table[2] tr[1] td[4]
index i “ 3
xgen,t xgen,r
Figure 5.3: Illustration of the XPath xgen, split at index i “ 3, resulting in the two parts
xgen,t and xgen,r.
Consider the ith step in xgen and truncate xgen by splitting it at index i, resulting
in two parts: the truncated XPath xgen,t and the rest part xgen,r (see Figure 5.3).
Now we want to determine two things, for each jth step of each of the XPaths
xindi , i “ 1 . . . n: the indicated node and the overflow nodes (see Definitions 5.1
and 5.2). There is only one indicated node for a specific XPath step, as a single
step of a single indexed XPath can only ever pass through one node in a docu-
ment (assuming the XPath results in a node when executed within the document).
The indicated node and overflow nodes can be identified by executing the trun-
cated part xgen,t on the document while specifying that we also want to be able to
reach our sampled node, which is described by xind. This is done in the following
way, where the truncated path is executed and a predicate is added in which the
remaining part xgen,r is used as a relative path to point towards the sampled node:
/xgen,t[./xgen,r = xindj ]
In other words, this XPath retrieves all nodes that can possibly be produced by
the ith step in xgen (which is the last step of xgen,t), keeping in mind that it is still
possible to visit the target node (the result of xindj ) by executing x
gen,r with the
results of xgen,t as context nodes. The nodes that are retrieved will contain, among
others, the indicated nodes, described by the indexed user XPaths xindj , j “ 1 . . . n.
Any retrieved nodes that are not indicated nodes are the overflow nodes. The
process of separating indicated from overflow nodes is not trivial, especially when
considering wild cards, as they can skip (multiple) nodes in the hierarchy of the
DOM by using the descendant wild card.
Some predicate enrichments are currently only added when a prerequisite num-
ber of indicated or overflow nodes are present. A concrete example situation is
given in the following paragraph, illustrating the concepts of indicated and over-
flow nodes.
Example situation To illustrate the preprocessing approach of identifying indi-
cated and overflow nodes, we use the following sample user XPaths:
/body[1]/div[1]/span[1]/b[1]
/body[1]/div[2]/div[1]/span[1]/b[1]
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They are aligned and merged into the following generalised XPath xgen (note the
descendant-or-self wild-card shorthand indicated by //):
/body[1]/div//span[1]/b[1]
When considering step span[1] in xgen and the first of the two user XPaths, we
can identify the indicated node with the following XPath:
/body[1]/div//span[1][./b[1]=/body[1]/div[1]/span[1]/b[1]]
This XPath was built using the previously given template:
/xgen,t[./xgen,r = xindj ]
Hence, in this case, the following assignments were made:
xgen,t Ñ /body[1]/div//span[1]
xgen,r Ñ ./b[1]
xindj Ñ /body[1]/div[1]/span[1]/b[1]
As can be seen, the truncated generalised XPath xgen,t is augmented with a
predicate that demands that the remainder xgen,r of xgen still points to our sample
node xind1 , when executing on the context nodes produced by x
gen,t. Executing
this full path will result in all nodes that are described by the third (disregarding
the descendant wild-card for brevity) step in xgen. Additionally, using those nodes
as context nodes to execute xgen,r on has to result in at least the sampled node,
i.e., the single node resulting from executing xind1 on the considered document.
Among all the nodes described by the third step there is a subset that is also part
of the indicated nodes which are passed by the indexed XPaths xindj , j “ 1 . . . n.
Every one of those that is not an indicated node will be classified as an overflow
node.
Figure 5.4 shows the situation when considering the step span[1] in the ex-
ample generalised XPath given above. Here, the circle nodes represent the target
nodes that the user has given as an example. The dotted nodes represent the consid-
ered indicated (dark fill) and overflow (light fill) nodes which result from executing
the truncated generalised XPath (/body[1]/div//span[1]). The overflow node
does not belong on either of the straight paths from the root to the example nodes
given by the user (the circle-shaped b elements in Figure 5.4), while the indicated
nodes do.
In the following, a number of predicate enrichments are presented, for which
tests were performed that are detailed in Section 5.3. Each enrichment is explained.
Figure 5.5 shows two example documents, redacted for clarity, used in the fol-
lowing sections to illustrate each of the predicate enrichments. As a reminder,
an XPath step containing a predicate can take the following simple form, where
predicate is a Boolean expression: nodename[predicate].
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Figure 5.4: Example situation while preprocessing step span[1] in the generalised
XPath /body[1]/div//span[1]/b[1]. The circle nodes represent the user
samples, while the dark dashed nodes are the indicated nodes and the light dashed node
represents the overflow node.
5.2.2 Predicate 1: Preceding sibling
The first enrichment considered here checks whether a preceding sibling can be
found for each of the indicated nodes that cannot be found for the overflow nodes.
When a match is found, a predicate is added to the considered step in the gener-
alised XPath. This predicate forces the existence of a certain preceding sibling,
enhancing the precision of the generalised XPath.
Predicate A valid situation in which this predicate can be applied is comprised
of indicated nodes that all have the same preceding sibling (they have the same
node name X). Upon encountering a valid situation, the following predicate is
added:
[preceding-sibling::X]
The predicate is not added when overflow nodes also match the predicate. In
such a case, adding the predicate would not add any beneficial effect to the eventual
generalised XPath, as the point of each added predicate is to say something about
the properties of the nodes in which we are interested in. If all nodes have the
same properties, no discriminating power is added by using a predicate that takes
advantage of those properties.
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<html>
<head>
</head>
<body>
<div id="people">
<h1>
<span>Personnel list</span>
</h1>
<span>------------</span>
<div class="person">
<div
class="name">Jeffrey</div>
<div class="loc">Los
Angeles</div>
</div>
<div class="person">
<div class="name">Duke</div>
<div class="loc">Las
Vegas</div>
</div>
</div>
<table><tr>
<td>Webmasters:</td>
<td>
em: webmaster1@domain.com
<br>
em: webmaster2@domain.com
<br>
em: webmaster3@domain.com
</td>
</tr></table>
</body>
</html>
<html>
<head>
</head>
<body>
<div id="people">
<div>
<span>Customer list</span>
</div>
<span>------------</span>
<div class="person">
<div
class="name">Donny</div>
<div class="loc">Los
Angeles</div>
</div>
<div class="person">
<div
class="name">Gonzo</div>
<a href="www.link">Click</a>
<div class="loc">Las
Vegas</div>
</div>
</div>
<table><tr>
<td>Webmasters:</td>
<td>
em: webmaster4@domain.com
<br>
em: webmaster5@domain.com
<br>
noise
</td>
</tr></table>
</body>
</html>
Figure 5.5: HTML snippet examples originating from a single website
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Imagine that the generalised XPath is prefixed by /html[1]/body and that
there are two ‘body’ elements present in the second HTML snippet (see Fig-
ure 5.5). In that case, when /html[1]/body is executed on the second document,
it results in two nodes. Both nodes have a preceding head element (indexed posi-
tions are not checked for presently), which means that adding the predicate would
not add resolving power with regards to the intent of the original user XPath. The
predicate is then not included in the final resulting generalised XPath.
Requirements This predicate can be added to any of the steps in the generalised
XPath, as long as there is at least one indicated node present.
Example In an HTML document, in almost all cases, a ‘head’ element precedes
the ‘body’ element. Consider the following indexed XPaths (derived from the
DOM trees shown in Figure 5.5):
/html[1]/body[1]/div[1]/div[1]
/html[1]/body[1]/div[1]/div[2]
The merge process would process these indexed XPaths into a generalised XPath
given by:
/html[1]/body[1]/div[1]/div
The body[1] step in the generalised XPath can however be enriched by adding the
predicate [preceding-sibling::head] as a constraint to indicate that the first
node with name “body” is only valid if it is preceded by a node with name “head”.
The adapted generalised XPath is then given by:
/html[1]/body[1][preceding-sibling::head]/div[1]/div
Here, the notation [.][.] indicates the concatenation of two predicates that are
checked in order (first the position predicate, then the preceding-sibling predicate).
The example of the ‘body’ and ‘html’ nodes is a simple one, for the sake of illus-
trating the principle. However, the use of this predicate becomes very useful when
the structure of the document takes a more complex form. For example, when only
‘div’ elements are desired (which are very common in an HTML document) that
are directly behind an ‘h1’ header tag, adding a predicate of this type is often the
only way to prevent the extraction of too many nodes by the generalised XPath.
5.2.3 Predicate 2: Similar attributes
Building this predicate relies on the premise that indicated nodes will have struc-
tural similarities, which are often reflected in the use of the same attributes, con-
taining the same values. Attributes can also contain visual cues, or values upon
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which visual cues are based (CSS1 classes / ids), which are a good indication of a
structural connection between the examples. Attribute presence and / or values are
both candidates for a new predicate.
Requirements As with the first predicate, there needs to be at least one indicated
node. Overflow nodes are not considered in this predicate. As attribute presence
is checked for, all considered nodes need to be of the element type. As a reminder
(see Section 2.5), there are several types of nodes in a DOM document, among
which is the element type. Only nodes of this type can have attribute child nodes,
which is why this restriction is given here.
Predicate The procedure involves checking the indicated nodes for equal at-
tribute sets. If, additionally, the values for those sets are equal as well, those
values are added to the predicate. If an attribute is found it is added as a predicate
to the corresponding location step in the following form: [@attributename].
This predicate demands the presence of an attribute with the name attributename.
An attribute can also be assigned a value. If such a value is present, the predi-
cate is expanded as follows: [@attributename='value']. As predicates can
contain Boolean logic, multiple attribute checks can be present, concatenated by
the keyword and: [@attr1='v1' and @attr2='v2']. As was the case with
the first predicate, using this predicate to check for the presence of any attributes
that set the indicated nodes apart from all other nodes adds resolving power to the
resulting generalised XPath.
Example Consider the example snippets given in Figure 5.5 and assume the text
values “Duke” and “Gonzo” are indicated as examples, then the indexed XPaths
are given by:
/html[1]/body[1]/div[1]/div[1]/div[1]
/html[1]/body[1]/div[1]/div[3]/div[1]
The resulting generalised XPath is then given by:
/html[1]/body[1]/div[1]/div/div[1]
When considering the last step with name test ‘div’ in the generalised XPath,
the indicated nodes will contain “Duke” and “Gonzo” as text values, while the
overflow nodes will contain “Jeffrey” and “Donny” as text values. Each of the
indicated nodes has a class attribute assigned to it with the same value, “name”,
which will be incorporated in a predicate. In this predicate addition, a counter
example is not considered to be counter productive: the predicate is always added
when the indicated nodes match equivocally. The resulting refined generalised
XPath then becomes the following:
1Cascading Style Sheets: style sheet language
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/html[1]/body[1]/div[1]/div[@class='name']/div[1]
5.2.4 Predicate 3: Node names
This predicate checks for similarities in the node names, be it that the names are
lexically similar or they exhibit similar properties. A couple of secondary tests are
performed that add a predicate to the resulting generalised XPath upon a positive
result. This predicate is primarily of use when dealing with wild cards, as in those
cases information about the node name would be lost without adding a predicate.
Requirements For this predicate enrichment, each of the considered nodes need
to be element nodes. There also needs to be enough context: if there are no over-
flow nodes an estimate cannot be made.
Predicate The constructed predicate will add to the considered location step a
restriction with regards to the node name. If all indicated nodes have the same node
name, and there are no similarly named overflow nodes, the following predicate is
added: [self::nodename]. When a limited set of possible names is found a
Boolean expression can be used to take all the names in the set into account, e.g.,
by using the Boolean operators and and or. A practical example, if a situation is
encountered where it is apparent that only ‘h1’ and ‘h2’ elements are necessary,
that situation can be described by the following predicate:
[ self::h1 or self::h2 ]
Having this capability enables, for example, the restriction of a wild-card step in
the generalised XPath, which helps to reduce the retrieval of undesired nodes. If no
unique set of nodenames is found, another option is made available, which is to use
the limited regular expression power of the XPath syntax to check for numbers (in
the current implementation, only integers). If all the indicated nodes only contain
integer values, and if this is not the case in any of the overflow nodes, a predicate
is added that requires the value to be an integer in the following way:
[ not(string-length(self::text())=0)
and
translate(self::text(), '0123456789', '') = '' ]
This expression translates all integer values to the empty string, which effec-
tively removes them from the original value. If the resulting string is empty in
itself it means that all original characters were integers.
5-13
Example A possible situation that can arise to justify this addition is when wild
cards appear in the generalised XPath. These wild cards make sure that the path
branches wide in the DOM document, which allows for a lot of possible wrong
paths to be taken. Adding a predicate that restricts these paths is then a logical
suggestion. Imagine that the user indicates two nodes in the example (see Fig-
ure 5.5): Personnel list and Customer list, leading to indexed XPaths . . .
/html[1]/body[1]/div[1]/h1[1]/span[1]
/html[1]/body[1]/div[1]/div[1]/span[1]
. . . that get merged into the following XPath:
/html[1]/body[1]/div[1]/*/span[1]
The wild card can then be refined to only include ‘h1’ and ‘div’ nodes in the
following way . . .
/html[1]/body[1]/div[1]/*[self::h1 or self::div]/span[1]
While the given example is trivial, more complicated situations have a clear benefit
when using this predicate, as multiple wild cards branch out very quickly in the
DOM tree. Limiting that amount is critical for a correct retrieval of data and speed
of the implementation.
5.2.5 Predicate 4: Close neighbours
This predicate is built on the assumption that some relative nodes contain a com-
mon text. A typical example is a table containing personal data, among which is
the surname. To indicate the meaning of the surname value, typically another con-
tainer is added that always contains the text “surname”. A logical conclusion to
this situation is to add a predicate that checks certain predefined relative paths to
see whether there is this static piece of content indicating the nature of the wanted
value. These predefined paths are a limited set in the current implementation, the
following uses a relative path that retrieves all nephews (children of the siblings of
the parent) of a node.
Requirements As for most of the other predicate implementations, at least two
indicated nodes are required to be able to make an assumption based on the content
of the nodes. At this moment, at least two overflow nodes are required as well for
this predicate to be added.
Predicate The current implementation of this method only checks for text value
of nephews (children of the siblings of the parent) of the indicated nodes. Other
fixed paths can be easily added or tested. The main advantage of having fixed paths
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is speed: there is no need to search the document space for appropriate matches
(see Section 5.2.7 for an approach that uses a more extensive search). It is also
best suited for manual intervention by a user.
Example A simple illustration of this case is given with the running example
seen in Figure 5.5. It concerns the portion of the HTML table, containing a list of
items (in this case, emails of webmasters). The emails are separated by br tags,
which implicates that in the DOM document these values will be contained within
separate text nodes. A possible predicate, when indicating two text nodes that
contain an email, could then be:
[./parent::node()/preceding-sibling::td[1]/text()[1]='Webmasters:']
In it, a requirement is stated that the value “Webmasters: ” needs to be present, in
a particular location.
5.2.6 Predicate 5: Common prefixes
Often text is found that starts with a common prefix. These occurrences can be
used as anchors to define the desired data. This enrichment is built using an option
given by the XPath syntax, being the function starts-with.
Requirements As with the other predicates, enough context needs to be present
to be able to make a decision (at least two indicated and two overflow nodes).
Additionally, all considered nodes need to be a text node. These requirements are
the result of practical experience with the test dataset, are taken as they are, and
are not further explored in this work. This is also the case for Predicate 6 (see
Subsection 5.2.7).
Predicate Text content of the indicated nodes is analysed for the occurrence of
common prefixes. If one is found it is minimally modified to be able to be used as a
parameter in an XPath function, meaning that single quotes are escaped and double
quotes are properly handled as well. Further manipulation of the data would result
in incorrect processing and false negatives. The escaped string is split in pieces
that are concatenated. The string Single’quote.Double"quote for example will be
escaped to the following strings: [Single], [’], [quote.Double], ["], [quote] and
concatenated in the following way: concat(‘Single’, “ ’ ”, ‘quote. Double’, ‘ " ’,
‘quote’).
Upon finding a common prefix that is unique to the indicated nodes (so there is
no example found among the overflow nodes) a predicate is constructed in the fol-
lowing form: starts-with(self::text(), ’prefix’). If the predicate is escaped, ‘prefix’
is replaced with the escaped version as shown above.
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Example A practical example for this predicate, using the running example of
Figure 5.5, is shown below. Here, the desired text contains a prefix “em: ”, de-
noting that an email address follows, for each of the documents. This allows us
to refine the merged path that points to this series of nodes, by adding a predi-
cate that defines the common prefix. Assuming that the generalised XPath for the
webmaster emails is given by:
/html[1]/body[1]/table[1]/td[2]/text()
then this generalised XPath can be enriched using the following predicate, indicat-
ing that our examples have a prefix in common:
/html[1]/body[1]/table[1]
/td[2]/text()[starts-with(self::text(), 'em: ')]
This way, any undesired nodes, not allowed into the result, are filtered out. An
example node is the one that contains the text “noise”.
5.2.7 Predicate 6: Neighbourhood search
Finally, a predicate enrichment is considered to attempt to look for similar text in
the surrounding neighbourhood of the indicated nodes. The neighbourhood is de-
fined by an number of possible steps taken, starting from an indicated node, which
leads to a big search space. An increase of the number of steps leads to an increase
of the neighbourhood space and within the scope of this thesis a naive strategy was
adopted. As one can imagine, efficiently looking through the neighbourhoods of a
set of nodes merits additional attention. This method can be seen as an automation
of the predicate described in Section 5.2.5, making it slower but more adaptive.
Requirements This predicate enrichment takes advantage of textual informa-
tion, which is only possible to deduce if all indicated nodes are text nodes. As was
the case with previous predicates, the build is only possible if at least two indicated
and two overflow nodes are present.
Predicate A predefined set of possible jumps in the DOM, with an indicated
node as context node, are defined by a list of axes. Currently, available axes are
child, preceding-sibling, following-sibling and parent. Combina-
tions of these axes of a given maximum size lmax are created out of which relative
XPaths are distilled. These relative paths are then executed with the indicated
nodes as a start. The greater lmax becomes, the further we can walk away from
the original indicated nodes, increasing the search space exponentially. For exam-
ple, a combination that moves up one time, landing at the grandparents, and then
considers, for each following siblings of theirs, the children:
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./parent::node()/following-sibling::node()/child::node()
The nodes that are retrieved by the relative XPaths are analysed. If each of
them contains the same textual content, a predicate can be constructed, to be added
to the generalised XPath. This predicate demands the presence of a certain text
within the vicinity of certain nodes, whenever executing the generalised XPath.
This results in a generalised XPath that is more precise. As is the case with the
previous predicate enrichments, this is done for each of the steps in the merged
path, allowing for intricate constructions.
Example An element was added to the running example of Figure 5.5 to high-
light the use of this predicate: the divider line denoted by the string “– – – – – –
–”, which is contained in a ‘span’ element. Assume that the user annotates person
names using the XPaths . . .
doc1 “Jeffrey” /html[1]/body[1]/div[1]/div[1]/div[1]
doc1 “Duke” /html[1]/body[1]/div[1]/div[2]/div[1]
doc2 “Donny” /html[1]/body[1]/div[1]/div[2]/div[1]
. . . then the generalised XPath for these nodes will be the following:
/html[1]/body[1]/div[1]/div/div[1]
Consider we are looking at the final location step of the generalised XPath to
check for possible predicate enrichments. For each of the indicated nodes it can
be noted that there is a unique path for each of the documents that resolves to an
element that contains one value: “– – – – – – –”. The relative XPath that looks up
this value, starting from the indicated nodes, is the following:
parent::div[1]/parent::div[1]/preceding-sibling::[span]/text()
The refined generalised XPath will then be:
/html[1]/body[1]/div[1]/div/div[1][
parent::div[1]/parent::div[1]/preceding-sibling::[span]
/text()[1]='------------']
5.2.8 Overview
In conclusion, Table 5.1 lists a number of properties of each predicate enrichment.
For the indicated nodes, @ means that all indicated nodes need to conform to the
requirements of the predicate enrichment. It is also indicated whether at least one
(or two) indicated nodes need to be present, as well as the node type of all indicated
nodes (element, text . . . ). For the overflow nodes, @ indicates that no overflow
node should conform to the prerequisite check of the predicate enrichment. If
one should conform, it means that a counter example is found, and the predicate
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Predicate Indicated Overflow Bool. ops.
Preceding sibling @,ě 1 @
Similar attributes @,ě 1, ntelement ? X
Node name @,ě 1, ntelement @, ntelement, ě 1 X
Close neighbours @, nttext, ą 1 @, ą 1
Common prefix @, nttext, ą 1 @, nttext, ą 1
Neighbourhood search @, nttext, ą 1 @, ą 1 X
Table 5.1: Properties of enrichment predicate options, where ntx denoted the node type x.
is no longer considered to be included. Node type and a prerequisite number of
overflow nodes is also given. Finally, the last column indicates whether Boolean
operations are supported, making the addition of multiple requirements possible
in a single predicate, either by conjunction or disjunction. Negation or other more
complicated Boolean expressions are left for future work.
5.3 Results
In this section, some experimental results regarding the baseline wrapper induc-
tion method and the refinements by predicates are reported. The goals of these
experiments are two-fold. On the one hand, a verification is sought that refining a
generalised query increases the precision without too much loss in recall. On the
other hand, the additional complexity of adding predicates is verified to be within
acceptable bounds. For brevity and simplicity of notation, the following shorthand
notations for the predicate options are used in the remainder of this section:
• PS (Preceding sibling, Section 5.2.2)
• SA (Similar attributes, Section 5.2.3)
• NN (Node names, Section 5.2.4)
• CN (Close neighbours, Section 5.2.5)
• CP (Common prefixes, Section 5.2.6)
• NS (Neighbourhood search, Section 5.2.7)
To measure the accuracy of the approach and to analyse the computational
cost in detail, a test framework was deployed. This framework allows to control
the following two important parameters of the experiment:
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• The first parameter, S Ď tPA,SA,NN,CN,CP,NSu specifies which of the
six predicates are allowed to be checked and added to the generalised query.
This way, several combinations can be tested and evaluated easily.
• The second parameter k determines how many examples are selected for
query generalisation. In a real-world application, a user would find examples
for the system to generalise. Here, possible examples are already known,
which makes it possible to select k ě 2 random ones for testing. When k
increases, more examples are selected, which allows the generalisation to be
based on more evidence. As such, higher values for k are expected to result
in better accuracy, at cost of more human supervision.
The test framework executes by checking a number of combinations of various
settings and situations. The execution logic is shown visually in Algorithm 5.1.
The system loops over different numbers of sample XPaths and all possible com-
binations of enabled predicate enrichments. It also loops over the various combi-
nations of websites and attributes (in these reported results, limited by 21 websites)
for which ground truth values (and their corresponding XPaths) and DOM trees are
retrieved from the database. Note that not all websites are suitable for all predicate
enrichments. Expanding the amount of cleaned up data will help future testing in
that regard. For each combination of test variables, the following is performed.
The relevant k sample XPaths are fetched, together with their associated doc-
uments. If each XPath is taken from a different document, there are k documents
involved. In the other extreme case, only one document is involved, on which k
samples were annotated. Multiple samples that are located on a single page indi-
cate the presence of multi-valued attributes.
The examples are subsequently aligned, merged and enriched. Afterwards,
a specified number of relevant documents is fetched to validate the generalised
XPath. The resulting values are checked with the known ground truth to produce
precision / recall values to evaluate how effective the method is in retrieving the
correct data, as it is known which nodes are expected to be fetched and which
nodes are actually fetched by the generalised XPath. The harmonic mean of preci-
sion and recall, also known as the f -value, is computed and reported. In addition
to these measurements of accuracy, performance statistics for each of the algorith-
mic components (i.e., alignment, merging and predicate refinement) are measured
to evaluate the computational complexity in general and the overhead caused by
predicate refinement in particular.
As there is a large number of possible combinations of test variables possible,
this leads to a long execution time of the test application. However, the test was
run as many times as possible to minimise sample bias error. For the reported test
results, typically 20 runs or more were performed. With the general test proce-
dure explained as above, results are reported for specific parameter instances in
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the following. First, the impact of the predicate refinements on the accuracy is
investigated. These results allow to assess to what extent the idea of predicate re-
finement can improve generalised XPaths. Second, a computational analysis of the
baseline method and the verification of predicates is presented.
repeat
foreach each example amount k do
foreach each predicate enrichment option combination do
foreach each website / attribute combination do
fetch k XPath samples
align / merge / enrich
fetch test documents
execute merged XPath on test documents
analyse for precision / recall / performance
end
end
end
until required number of test results obtained;
Algorithm 5.1: Overview of test framework
5.3.1 Accuracy of predicate refinement
In a first experiment, an evaluation is made to which extent the addition of pred-
icates to a generalised query increases the precision and decreases the recall. For
the comparison of all predicate combinations, parameter k (i.e., the number of ex-
amples) is assigned the fixed value 3. This value was chosen as it is small enough
to not overburden the test platform with large XPath merge operations, yet large
enough to produce meaningful generalised XPaths. In any case, k is fixed to see
the impact of the addition of predicates. Figure 5.6 shows a bar chart of the mean
precision and recall for all possible combinations of predicates. An overlay line
chart shows the corresponding f -values. Inspection of Figure 5.6 leads to some
important observations.
First, it can be seen that the baseline method, i.e., the generalised query without
any predicates, indeed leads to a very low precision (« 0.55) and a very high recall
(« 1).
Second, almost all combinations of predicates result in an increase in precision
and at the same time a decrease in recall. For a random combination of predicates,
the average increase in precision equals 0.1463 while the average decrease in recall
equals 0.1171. This indicates that the gain of adding predicates is larger than the
loss. The plot of the f -value, which measures a trade-off between precision and
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Figure 5.6: Plot of the mean precision and recall paired with the f -value for all
combinations of predicates and k “ 3.
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recall, supports this claim as typically significant higher f -values are observed for
scenarios where predicates are added.
Third, the scenario where all predicates are considered, results in a quasi-
maximal precision as compared to other scenarios (75.0%, whereas the maximum
attained precision in the test was 76.1%). However, the plot of the f -value shows
that this is not the optimal combination. This observation hints that adding predi-
cates does not always have a positive impact on a certain problem. To investigate
this further, results of adding predicates individually are reported. More specifi-
cally, Figure 5.7 shows the precision and recall of the six predicates individually,
limited to some dedicated problematic cases (i.e., websites, their database id is
shown on the x-axes) and limited to k “ 2. The cases were selected manually from
the test results to illustrate the varying impacts of the various predicates. Similar
cases were left out to increase readability. The plot illustrates indeed that the im-
pact of adding a predicate can vary strongly depending on the considered website.
Some websites seem to be more easily processed than others, but also seem to
receive more benefits from one predicate option than from another. An important
conclusion is therefore that the usability of predicate refinement is highly problem-
dependent. This calls for investigating a mechanism that can decide upon which
predicate option should be enabled in a given situation.
To gain more insight in the influence of predicates, it is important to know
whether or not a predicate is actually constructed. Figure 5.8 shows, for each of
the six predicates, how many times the predicate was actually added to the gen-
eralised query and how many times it failed to be added. Most predicates have
difficult prerequisite conditions that need to be fulfilled before they are cleared to
be used and this clearly results in large differences between the predicates with re-
spect to their actual applicability to the generalised query. The data shown was har-
vested from a large number of runs (overall, ˘120000 checks were made to check
the applicability of each predicate enrichment) of the test framework, through the
described websites, for k ranging from 2 to 5.
Figure 5.9 gives an idea of how precision and recall are affected when the
number of samples changes. In essence, recall rises when the number of sam-
ples is bigger, due to the fact that the underlying generalised XPath becomes more
generic. This leads to the retrieval of more nodes. Precision is overall relatively
unaffected. Results shown were obtained after 25 full iterations of the test frame-
work. Each merged XPath was tested on 15 documents, with sample number k
ranging from 2 to 5.
5.3.2 Performance analysis
In the previous section, tests were performed to see what performance could be ob-
tained with regards to precision and recall. In this section, tests are reported with
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Figure 5.7: Precision and recall for individual predicate additions and for dedicated
websites (of which the database id can be found on the x-axis, see Section 4.6.2) for k “ 2.
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execution time in mind, performed on the dataset introduced in Section 4.6.2. The
computational complexity of the presented wrapper induction method is evaluated.
Overall, three components can be distinguished that have an impact on the com-
plexity: (i) alignment of the indexed XPaths, (ii) merging of the aligned XPaths
and (iii) enrichment by addition of predicates. The first two components comprise
the baseline method, while the third component comprises the advanced method.
The baseline method was already tested in Chapter 4, on a different dataset.
The performance analysis of the alignment is repeated here, for the second dataset,
so subsequent test results can be related and compared more correctly. Thus, with
respect to the baseline method, the analysis is brief. Alignment of indexed XPaths
consists almost exclusively out of the calculation of the edit distance matrices. Fig-
ure 5.10 shows the average execution time in milliseconds to calculate the distance
matrix in terms of the number of examples k. As can be seen, the computational
effort rapidly increases with a higher value for k. Merging of indexed XPaths
has linear time complexity in terms of the number of examples (i.e., k) and can
therefore be ignored.
Each of the predicate options comes with an additional time complexity on top
of the time spent on the baseline approach. In the following, it is reported how
expensive each of the options is. Note that no attempt to optimise has been made
so far, making this more of an introspection to find out which method could benefit
the most of optimisation. In Figure 5.11 an average time is presented for k “ 2 and
a small number of test documents for each run. Options for the enrichment were
limited to using exactly one of the possible predicates every time. This way it is
possible to see what the performance impact of individual predicate enrichments.
In the figure it is clear that some of them (CP, SA and NN) are almost trivial to
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compute, as they do not rely on complex relations between nodes or their content.
The others (CN, NS and PS) require a significant amount of time, mostly due to
their inspection of the DOM tree.
Figure 5.12 shows the execution times (in milliseconds) for the different com-
ponents of the method. Note that the scale is logarithmic, making differences in,
for example, the alignment execution time insignificant compared to the time that
some of the predicates demand (most notably, NS and PS). Here it is crucial to
note that the sampling process already takes a certain amount of time to prepare
and check for the possibility of implementing a predicate option (see the expla-
nation about the preprocessing step, Section 5.2.1). This preprocessing step has
to be optimised but can be seen apart from the actual creation of the enrichment
predicates. Three of the predicate options (CN,NS,PS) are carrying a significant
expense, while the others (CP,SA,NN) are comparable to the alignment of the ex-
ample XPaths themselves. The baseline method can still be seen carrying a time
penalty, which is explained by checks that are performed by the test framework
even if no predicate enrichment option is used. The difference between the base
method and another with regards to enrichment time is of course still important.
5.4 Conclusion
In this chapter, the XPath generalisation method that was elaborated on in Chap-
ter 4 was further enhanced by adding XPath predicates. This increases the descrip-
tive power of the generalised XPaths, helping to filter out undesired data and to
improve data quality.
A test suite was implemented and the premise was tested using a well-described
dataset, modified to suit the needs of the presented problem. It is shown that au-
tomatically added predicates can add to the resolving power of the generalised
XPaths, increasing precision while not affecting recall too much. This makes it
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a worthwhile addition to the method, making it more widely applicable and an-
swering the second research question posed in this thesis (see Chapter 1): “Can a
wrapper method be made context and content aware to enhance the quality of the
extracted information?”
The last research question posed, “Instead of user examples, can an existing set
of data be used as input with the aim of extending that set automatically, making
use of a wrapper method that answers the first two questions?”, is answered in
the following chapter. There, the approaches presented in Chapter 4 and 5 are
used to build an automated system that is capable of using existing data in order
to find similar data in semi-structured documents. This aims to reduce human
involvement in the system.
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Automated set expansion
“Everything’s getting a little
. . . disconnected . . . ”
— Spider Jerusalem, Transmetropolitan
In the previous chapter an enhancement to the generalisation of XPaths was
introduced where predicates are added to the generalised XPath (see Chapter 4) in
an automatic fashion. The resulting enriched XPath can be used to more accurately
extract information from semi-structured documents, using examples – given by
the user – as a starting point.
However, even though the number of required examples is relatively small, as-
signing these examples manually becomes cumbersome if the number of attributes
that are to be extracted is large. In addition, if we must extract the same kind of
data from different sources (i.e., websites), it would be beneficial to use samples
of data extracted from one source as examples for another source. Hereby, we
exploit the assumption that data residing in different sources will probably over-
lap to some extent, allowing data from one source to be located in another source.
Clearly, in this scenario, numerous questions require closer investigation. How
much overlap between sources is required for this system to work? How much
data do we initially require? Is there a preferred order in which sources are ad-
dressed? How do we deal with slight differences between known data and data
available in a new source? How do we deal with attributes that are currently un-
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Figure 6.1: Situation of Chapter 6.
known? In this chapter, some of these questions will be addressed in a restricted
scope. More specifically, throughout the chapter, we consider the scenario where
we have to extract single attributes (i.e., no complex objects or records) that have
values with low semantic ambiguity. By this latter constraint, we mean that we are
considering terms that are highly specific, in the sense that the type of the terms is
relatively easy to determine. In this scope, we consider the following scenario in
which the generalisation procedure of Chapter 5 is used.
Instead of taking example nodes from a DOM document that are handed to the
system by a user, a different approach is taken. A predefined set of text values is
used, known to be desired values. These values can be the result of an extraction
process executed on a different source. The values are looked up in the target docu-
ments. When matches are found they are used as examples to produce an enriched
XPath. That enriched XPath can then be used to extract additional information
which is not yet known to the system. Because the system has now learned new
data, the entire process can be repeated iteratively until some stop condition is met.
This approach can be labelled as a set expansion technique, which is a part
of ontology learning, where an ontology is a way to structure domain knowledge
using entities and relationships between them. In this chapter, the presented set
expansion technique will be framed within the concept of ontology learning to
provide a further practical sense of application.
Real-life test data are used to validate the presented approach. The chapter
answers the third of the research questions posed in this thesis (see Chapter 1):
“Instead of user examples, can an existing set of data be used as input with the
aim of extending that set automatically, making use of a wrapper method that
answers the first two questions?” For a visual situation of this chapter within the
thesis, see Figure 6.1.
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6.1 Introduction
In the previous chapters a data extraction framework was introduced that is able
to take multiple (semi-)structured data sources (such as web pages), to let a user
designate examples of required attributes and to generalise these examples with
the intention of retrieving other relevant and / or similar information. This system
still relies on a user that either utilises a front-end application to click on samples
(thus generating indexed XPaths for each example), or generates a list of samples
by writing a custom XPath (which requires experience with XPath but allows for
powerful behaviour). Using a front-end is by far the most user-friendly option,
while writing a custom XPath is the more robust and powerful option. In both
cases though, (limited) user interaction is required.
In this chapter a system is proposed that utilises the framework introduced in
the previous chapters, to automatically discover new information based on data that
is already known. Adding the possibility of automation improves upon the previ-
ously introduced techniques by reducing user input and involvement, increasing
productivity. Finding data that complements a starting set of values is typically
called set expansion. In other words, “Set expansion refers to expanding a given
partial set of objects into a more complete set.” [1]. This chapter frames set expan-
sion within the larger problem of ontology learning, where knowledge contained
within an ontology is expanded upon.
An ontology contains (among other things) a tree structure of concepts (nodes),
where each child is more specific than its parent. By taking a node’s term and by
using this as a cold start of the system, a number of new elements can be found in
a set of web pages. These new elements can, in their turn, lead to the discovery of
new terms. In the end, the purpose of the proposed approach is to perform set ex-
pansion (which is directly applicable in ontology expansion) in an automatic fash-
ion, while keeping the power available of the align and merge strategy (described
in Chapter 4), combined with the enrichment system (described in Chapter 5). Spe-
cific concepts of the ontology are used to provide the initial set of values, which
is then expanded by the proposed method. While the approach can be executed or
implemented with a multitude of document types in mind, the work presented in
this thesis limits its scope to web pages. This focus is kept throughout the chapter.
Although the larger scope of ontology learning is not investigated within this
work, it is important as a frame in which the proposed techniques can be seen.
Future work is likely to be applicable to other disciplines and problems within
ontology learning. The use of ontologies to frame the proposed work in is also
inspired by the fact that ontology learning is an interesting problem, still not fully
solved. Future work can easily take advantage of additional information contained
within an ontology to improve the proposed work.
This chapter describes a framework that starts from values retrieved from the
6-4
concept hierarchy of an ontology. A specific concept is taken, together with all its
descendant concepts. These concepts form a set of values that are used as input
for the set expansion that is to follow. Then, web pages are used to find additional
information, possibly suitable to expand the input set. The web pages can be
manually input or can be retrieved automatically by a crawling process. The input
values are matched on the web pages and attempts are made to build enriched
generalised XPaths (see Chapter 5) to describe the matched input values. When
those generalised XPaths then retrieve additional information, they are considered
as new values for the process, expanding the input set. The proposed approach can
work accross domains or within a single web page.
More specifically, this chapter investigates whether the methods of Chapters 4
and 5 can be used successfully to accomodate set expansion within the context of
web data, keeping the focus on web pages that is kept throughout the thesis. A
data model is proposed to accomodate the extraction, keeping in mind how the
generalised XPath approach functions. Additionally, care is taken to make sure
that the resulting data can be monitored and corrected (validated), as data quality
is ever important within the context of ontologies.
6.2 Preliminaries
In this section a couple of concepts are introduced, necessary for the correct com-
prehension of the remainder of the chapter. First of all, ontologies are briefly
introduced in Section 6.2.1. Section 6.2.2 introduces the problem of how to deal
with the expansion of knowledge and data contained within an ontology, where
Section 6.2.3 focuses on the specific portion of ontology learning (called ontol-
ogy population) that deals with expanding the data (more specifically, the terms)
contained within an ontology.
6.2.1 Ontology
The concept of an ontology in the context of information retrieval is briefly ex-
plained in the following, based on the formal definition given by Faria et al. [2].
An ontology O is defined by the tuple:
O “ pC,H, I,R, P,Aq (6.1)
The subcomponents of the ontology are the following:
• C is the set of all entities described by O. An entity can be a class (e.g., an
Actor) or a class instance (e.g., Jeffrey Bridges, instance of the class Actor).
• H is the set of taxonomic relationships, describing the hierarchy of classes
in C, e.g., a Horror movie is a kind of Movie.
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• I is the set of instance relationships. This includes the link between classes
and their instances (see C), relationships between class instances (see R)
and links between instances and properties (see P ), e.g., Jeffrey Bridges acts
in The Big Lebowski.
• R is the set of relationships between classes that are not defined by the tax-
onomy hierarchy, e.g., Actor acts in Movie.
• P is the set of properties of entities (elements of C), including data-types,
e.g., actors have names of the data-type string and birth-dates of the data-
type date.
• A is a set of rules that can be used for consistency checks or inference of
knowledge, e.g., if an Actor acts in a Movie, then the Actor is part of the
Cast.
The previous definition describes the ontology in a formal way. Informally [3],
it is a view on how a certain domain is structured according to members of a com-
munity with the relevant know-how. Knowledge contained within an ontology is
defined declaratively, in an explicit manner, leaving no doubt to interpretation, and
provides a common vocabulary for anyone that has the need to share information
within a domain [4]. An ontology can have multiple intended purposes [4]. It
allows to share knowledge of the structure of information among people and pro-
grams and reuse it easily. It makes domain assumptions explicit and separates
domain knowledge from operational knowledge. In the words of Rothenfluh et
al. [5], illustrating this decoupling of domain knowledge, a method ontology (op-
erational knowledge) describes domain-independent method concepts, whereas a
domain ontology describes method-independent domain concepts. Finally, an on-
tology can be used to analyse the domain knowledge itself.
6.2.2 Ontology learning
Expanding and enriching ontologies (with, e.g., concepts previously unknown) is a
difficult problem with many facets. According to the types of input (data sources)
a multitude of possible approaches have been researched. It also concerns the
integration of multiple disciplines [6] such as ontology engineering and machine
learning. Ontology learning, a general concept that encompasses several disci-
plines in order to construct ontologies, consists out of three subcomponents, as
described by Petasis et al. [7]:
• Ontology enrichment extends an existing ontology, whereby new concepts
and relationships are added, changing the actual structure of the ontology.
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• Inconsistency resolution ensures that a given ontology is consistent, deal-
ing with problems in structure and data and describing how to resolve them.
• Ontology population deals with adding new instances of concepts that are
already present in an ontology.
Ontology learning as a whole is deemed to be exceptionally difficult, ensuring
that a human component in the form of a supervisor cannot yet be removed from
the picture [6]. Within the research presented in this work, ontology population is
the portion that will be the most interesting to the reader, as this chapter is primarily
focusing on finding extra terms (class instances) of an existing ontology. Modify-
ing the ontology, as an objective, is at this point of lesser importance, although it
could be interesting as further research. Inconsistency resolution is important but
is out of the scope of this thesis.
As a process, ontology learning is described as a layer cake of subtasks [7, 8],
where each is more complex than the previous (see Figure 6.2). The least com-
plex of the subtasks is object extraction, where instances of ontology concepts
are identified in (and extracted from) a given data source. When these instances
are extracted it is important to perform synonym detection. Hereby, objects that
refer to the same concept are identified, allowing additional processing, e.g., se-
lecting the most appropriate one. After terms are extracted, the next step is to
identify concepts. This actually concerns the structure of the ontology itself,
whereas the object extraction and synonym detection steps were solely concerned
with the associated data. More complex is to introduce concept hierarchies, ef-
fectively constructing the taxonomy. This represents the tree view of the ontology.
Next, relationships that go beyond what the taxonomy offers (also described as
non-taxonomic [2]) in terms of relationships are identified. This occurs during
the semantic relationship extraction step, adding actual semantic meaning to the
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taxonomy. Finally, rules can be inferred, producing a way to reason with the on-
tology. These rules are also used to check for consistency. For example, if an actor
plays in a movie, his or her birth-date should be always before the date at which
the movie was released in the cinemas.
The research presented in this chapter is primarily situated in the object extrac-
tion step, whereby synonym detection takes a secondary role. The actual structure
of the ontology itself is not touched. Now this overview is in place, we can proceed
to frame the presented research in its respective specific portion.
6.2.3 Ontology population
This particular subcomponent of ontology learning identifies instances of non-
taxonomic relationships and properties of an ontology [2]. The source data and
knowledge can be derived from various data sources such as texts, machine read-
able dictionaries, knowledge bases, semi-structured data and unstructured data [9].
A populated ontology is referred to as a knowledge base [10]. Disambiguation and
analysis of semi-structured data in general is described by Tekli [11], which might
as well be of interest to the reader, although mostly out of the scope of ontology
population. Closely related concepts are, among others, set expansion and named
entity recognition.
The subcomponent ontology population of the ontology learning problem mostly
concerns the object extraction task of the layer cake shown in Section 6.2.2. Here,
concept and relationship instances are identified that are deemed fit to be added to
the considered ontology [7]. This process is also described as mapping elements
of various sources to a mediated schema [12].
As the main focus of the research presented in this thesis is the extraction of
information from HTML documents, the main interest lies in ontology population
with semi-structured data originating from web pages as a data source. Extraction
of general text is interesting too, as sometimes text blocks are not defined in a
fine enough fashion, presenting the need for further natural language processing to
extract the desired data or meaning.
6.3 State of the art
Ontology learning as a whole is the focus of a lot of research effort [13]. Sources
range from dictionaries [14,15], Wikipedia [16], Web data [1,10,17,18], learning
resources [19] to plain text [18], among others. A comprehensive survey of work
on ontology learning can be found in [7, 9].
As specified in Section 6.2, the work presented in this chapter fits most neatly
within the field of ontology population. In the following, a number of approaches
6-8
are briefly explained that address the problem of ontology population in various
ways.
Faria et al. [2] This work describes a process that works domain-independent,
automatically populating ontologies from text. It applies NLP (Natural Language
Processing) and IE (Information Extraction) techniques to extract ontology in-
stances of, e.g., concepts and relationships.
Three phases make up their ontology population technique. The identification
of instance candidates phase annotates a corpus using an ontology, identifying
instances of non-taxonomic relationships and properties. The second phase, con-
struction of a classifier, uses a corpus and ontology as input. Using a set of
linguistic rules, it builds a classifier which is used in the next phase: the classifi-
cation of instances. Here, extracted instances are associated with classes already
present in the ontology.
Lima et al [20] This research uses an ILP (Inductive Logic Programming)-based
method [21] to automatically generate extraction rules to populate an existing on-
tology. The approach takes into account lexical-syntactic aspects due to a natural
language preprocessing task, and exploits semantic similarity between existing
classes and candidate class instances. The learned patterns are expressed in a sym-
bolic form, possible to be interpreted by a human operator, allowing infusion of
expert knowledge. ILP scales for large datasets, discovering rules that might be
missed by expert operators.
Patel et al. [22] Here, the effort of ontology population is reduced by construct-
ing rules using ILP programming techniques. Experiments are performed on In-
dian languages, which is less researched and supported than the English language,
and show a reduction in rule development time by a factor 240 when compared to
manually crafted rules. Source data are unstructured text.
Geleijnse et al. [23] This approach relies heavily on the Google search plat-
form. Patterns are hand-crafted to identify relationships of the ontology, which
can be partially created. Google queries are then formulated to check the previ-
ously defined patterns, looking for relevant data. When found, the returned data
are analysed for instances that can be mapped to classes of the ontology. The man-
ually input patterns are presented as a generalization of Hearst patterns [24], i.e.,
“X such as Y, and Z”, which are sentences of a specific structure that are often
used and that convey a lot of information. An instance of this pattern was given
by Hearst: “The bow lute, such as the Bambara ndang, is plucked and has an
individual curved neck for each string” [24].
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Cimiano et al. [13] Here, focus is on large sets of classes specified by an ontol-
ogy. The proposed approach is unsupervised, not needing any expert actions when
switching ontologies (open-domain). No labelled training data are required. The
approach is based on Harris’ distributional hypothesis [25] (“there is a correlation
between distributional similarity and meaning similarity, which allows us to uti-
lize the former in order to estimate the latter” [26]). In other words, the context
of a phrase is used to disambiguate its sense or class. The work refers to others
that used the same approach and continues to investigate the impact of various
measures, providing a good overview of what the technique is capable of.
SEAL [1] Set expansion is a problem where a couple of seed elements are given
as input and other related elements have to be retrieved from a data resource. This
is closely related to the problem of ontology population within the context of web
pages, making it relevant to mention it here. SEAL (Set Expander for Any Lan-
guage) allows giving a few seed instances of a concept as input, after which similar
instances are discovered from semi-structured documents. These sources are web
pages that contain lists of items. For each page that contains such lists, a wrapper
is automatically constructed, based on the left- and right-context of the keywords
within the surrounding text. The results are ranked using a graph, based on sim-
ilarity to the original seed items, after which the top ranked items are returned as
new elements for the set.
Gavankar et al. [10] Both structured and unstructured data resources are lever-
aged by the authors, with a focus on web pages. They also address extension of
existing ontologies, although their main focus is on ontology population. Data
sources such as intranet list pages (web pages that contain lists of data elements)
are processed by a rule-based approach, where custom annotators are written in
AQL (Annotator Query Language). Web pages are extracted using an implemen-
tation of SEAL (see paragraph above). Linked Open Data sources are discussed as
well, which are queried with custom SPARQL (SPARQL Protocol and RDF Query
Language) queries, returning a set of instances.
The presented approach As is clear, a large number of approaches exist that
address the problem of extraction of data from semi-structured data sources (some
recent are shown in this section). The research presented in this chapter builds
upon the specific application of XPaths to the problem, linking it to the concept
of generalization of examples. To our current knowledge this has not yet been
researched. Techniques such as the one presented by Gavankar et al. [10] are
closely related. However, although the concept is similar, the way the rules and
wrappers are built is not (generalization of XPaths versus AQL, in the case of [10]).
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A combination of efforts might yet lead to the optimal result, as a lot of dif-
ferent problems exist to which no single solution offers solace. The presented
approach allows to integrate other data extraction techniques easily, which is an
additional boon.
6.4 Proposed method
In this chapter, a method is proposed to address the problem of ontology popula-
tion. This builds upon the gathered knowledge and tools described in Chapters 4
and 5, using generalised and enriched XPaths as a basis to discover new informa-
tion to be used in an existing ontology. The method builds upon existing data and
is able to work iteratively. It also allows for introspection, making it possible to
monitor the process and correct mistakes when needed.
6.4.1 Terminology
A number of concepts are used in the following. A needle is a term that is known to
the data extraction system, from the start of the extraction process or otherwise. A
type is assigned to each needle, used to partition all the found information. A type
could for example be used to group all grandchildren nodes of an ontology term,
to be used as initial needles. These start needles bootstrap the system, after which
it can start looking for new needles (non-start needles). As mentioned before,
the assumption is made that desired terms in a document have a low semantic
ambiguity, meaning that the chance is low that a term fits multiple types.
A needle type is deduced from an ontology by taking a relevant concept c from
the ontology and gathering all descendants up in a set of terms. The progenitor
concept c is the identifier for that set. In Figure 6.3 a couple of instruments are
shown as an example, taken from the eagle-i1 resource ontology. When using
instrument as the needle type, all the terms mentioned in the example are used as a
search term. Whenever the system can generalise multiple hits (found occurrences)
of terms, any new concept that is the result of the generalisation will be linked to
the instrument type as a potential new concept. These new concepts can then be
integrated into the ontology at a later stage. This integration is outside of the
scope of the presented work, although effort is spent to support a user in efficiently
(in)validating the new data.
Apart from start needles, the system also needs a set of web pages to analyse.
This set of web pages can be built by any web crawler. Each crawled page is saved
in the system, with the original DOM document and reference to its URL.
As an example, imagine crawling the entire domain http://domain.be.
This could mean that the index file http://domain.be/index.html is re-
1http://www.ontobee.org/ontology/ERO
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Instrument
Photometer
plate luminometer
Robot arm MRI Scanner
3T MRI scanner preclinical MRI scanner dual MRI-PET scanner
Figure 6.3: Excerpt of instruments in the eagle-i ontology.
trieved. This file is part of the domain and serves as an entry point for browsers
(and, logically, crawlers). The index file probably contains a number of links to
other pages on the domain. These links are followed, each time saving the re-
trieved page into the system. The pages are processed recursively, meaning links
on them are followed as well. In the end, the crawler will stop (either due to the
fact that all pages have been traversed, or a predetermined cut-off point has been
reached). The result is a set of web pages, including their content, readily available
for the analysis framework.
Looking for evidence in pages is done by an inspector. These inspectors match
needles with potential matches. Whenever a match is found it is stored in the sys-
tem. As these matches are not necessarily carbon copies of the needles (e.g., the
inspector could match on lowercase-only equality, or disregard all numbers) they
could, at their turn, lead to the discovery of other matches in the set of available
pages. This is facilitated by creating needles that are not present yet, after the dis-
covery of a new match (in the following Subsection 6.4.2 more detail is provided).
The whole framework works in cycles, or iterations. Each iteration uses the
currently known needles as input to look for matches in the known pages. New
needles (designated as non-start needles) will be retrieved by the system when
looking through the known needles. The new needles will be picked up by the
next iteration and can potentially lead to other matches.
The previously introduced system of generalising XPaths is used here as well.
Whenever multiple hits are found on a page (potentially cross-page) they are grouped
according to a set of properties that make them likely inputs for the generalisation
algorithm. When they are generalised, the resulting XPath can, at its turn, lead to
a number of other matches on that same considered web page. These matches lead
as well to new needles, which will be picked up by the next iteration.
The system stops iterating whenever one of the following predetermined con-
ditions holds true:
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• No new needles were found in the last iteration.
• A predetermined set of iterations was successfully finished.
6.4.2 Finding potential matches
Whenever a term is attempted to be found by the system in a document an inspector
routine is called. Such a routine looks for any text node in the document, contained
within the visible portion (no text nodes originating from the header, style sheet,
scripts . . . ). Multiple inspectors can be active over the course of an iteration of the
system. This provides flexibility, as multiple restrictive inspectors can be added
for difficult cases, while a single general inspector can cover most other cases. In
the current setup of the system, as is used during the tests of which results are
reported in this chapter, the following inspectors are used.
• Cleanup inspector This inspector performs a cleanup function on the search
term and on any of the potential terms found in a document (such a potential
term is the content of a text node). This cleanup consists of two steps. First,
the terms are morphed into lower case. Second, any character that is not a
digit or letter is removed. If, after cleanup, the search term is an exact copy
of a found term in the document, the term is flagged as a match.
• Abbreviation inspector This inspector performs a more specific function,
not used in tests described in this chapter, yet shown here to illustrate the
flexibility of having multiple inspectors working in tandem. Two terms are
deemed equal if their contained words are matched exactly, ignoring case.
Additionally, the first words are either a single full word or an abbreviation
of that word, e.g., Emericella nidulans is considered the full version of E.
nidulans. If such a situation is found, the found (abbreviated) term is flagged
as a match.
6.4.3 Data structure and test process
The proposed ontology expansion framework has to be able to incorporate existing
knowledge of the ontology with new information found on web pages. It is also
crucial to be able to inspect the process during and after, to see which decisions
resulted in correct information and which resulted in erroneous data extraction,
making sure the system’s errors can be corrected. In the end, the system serves to
help a human supervisor to quickly go through a large amount of candidate infor-
mation, expanding the knowledge that is already contained in an existing ontology.
In Figure 6.4 an overview is given of the base EER [27,28] diagram of the database
currently in use to store test results. As the test process is tightly coupled to the
presented database structure, both are explained together in the following.
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Figure 6.4: A concise overview of the EER diagram used for the database of the ontology
test framework.
A page contains off-line information of harvested web pages, including the
DOM structure and the URL on which the data was originally found. Storing
the data off-line ensures consistent testing and no bandwidth limitations, although
future implementations should become on-line and take into account live data. In
any case, caching data sources will always be important for decisions regarding
the freshness of the data.
Whenever a test run is started, needles are added to a clean database, originat-
ing from the ontology’s relevant concepts. In other words, these are needles that
are already known to the system and are marked as start needles. The start needles
are also given a type, which is the top level concept in the ontology that encom-
passes all the start needles as a predecessor. After initialising the system with the
start needles, new needles are attempted to be found. These will be added to the
system, finishing an iteration. Each following iteration follows the same pattern,
until no new information is found. A test run can also be configured to resume a
previous test run, which just starts a new iteration using the previously discovered
information.
In each iteration of the test, all known needles are looked up in the text content
of known pages. Whenever one is found, a match is stored in the database, includ-
ing the location (which document node) of the match and what the text content of
the node was. This match is a potential new needle that can be used in the next
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iteration (hence, it is added as a needle, if it is not present yet). The lookup of
a needle is performed by a specific component, a so-called inspector, and can be
flexible, which means that matches are not necessarily equal to the needle. This
means that a match can, in its turn, be the origin of new needles.
On the other hand, matches that are found on the same page are analysed with
the generalisation approach, which clusters all XPaths of matches of the same type
(original needle’s type) that can be found on the same page. Each cluster of XPaths
is then generalised, which is stored as a merge. These merges can be executed on
relevant web pages, leading to new matches, inspiring another iteration.
Note that the procedure as described above will only find new instances of a
given type if at least two known instances of that type are matched with nodes
on the page. As a consequence, this means that the procedure exhibits type-
disambiguation, because it will decide that instances of a type are occurring only
if there are sufficient instances of that type (at least two, but higher thresholds are
also possible). At the same time, the approach will only work for those web pages
where multiple instances of a type are structurally represented in a similar manner.
Obviously, the described recurring process becomes less accurate with each
iteration. Sometimes a match is added at iteration xwhich is irrelevant with respect
to the desired data. However, that match will be used as a needle in iteration
x ` 1, potentially inspiring other information which has a higher chance of being
irrelevant at its turn. The difficulty of the approach is then to differentiate between
correct and incorrect matches, how to cluster matches (see Section 6.4.4) and how
to steer the generalisation process.
It is clear that for every piece of information stored in the framework it is
possible to retrieve the origin, whether it was copied from an ontology or it was
found on a web page. This is imperative to enable process introspection.
6.4.4 Clustering of potential matches
When several potential matches are found on a page it is not necessarily a correct
decision to merge all of them, with the intention of generalising the matches in or-
der to enhance their capability of extracting additional information from the page.
To minimise error and to make sure only matches that have some overlapping,
structural qualities are taken into account while generalising, a clustering process
is used to group matches before they are generalised. Of course, if a cluster only
has one element in it, no generalisation takes place.
The clustering technique currently used is basic and will be briefly detailed in
the following. A cluster is created for every potential match. A cluster of matches
contains a centroid XPath, with it being the XPath of the match at initialisation
time (when sizepclusterq “ 1). After initialisation, clusters are compared pair-
wise. Whenever the edit distance between two clusters’ centroids is lower than a
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Instrument name
. . .
Mettler Toledo XS205 Dualrange balance
Edinburgh Instruments FS920
GC-IRMS (Gas Chromatography - Isotope Ratio Mass Spectrometer)
Ocean Optics QE65000 and HR2000+
Fisons GC8000 with MD800 Mass Spectroscopy detector
. . .
Table 6.1: Selection of instruments used as ground truth while testing term discovery.
certain threshold, the clusters are merged and a new centroid is calculated based
on the contained matches. The process stops if no more candidates for a cluster
merge are found. In the context of data mining, this process is the agglomera-
tive (bottom-to-top) approach of hierarchic clustering with a centroid linkage cost
function.
At the end, clusters of matches that have similar XPaths are created. These
clusters can then be used as merges to discover new matches. Those new matches,
at their turn, will be the reason to create new needles, if they do not exist yet.
Finally, the new needles can be used in a new iteration of the process.
6.5 Testing the discovery of terms
To test the performance of the system with regards to the discovery of new terms
in a given set of websites, a small set of Ghent University web pages was used.
Fifty individual pages were selected and no crawling was done to find extra po-
tential candidates (in order to firmly control the test and to curb execution times).
The target of the search were technical instruments, e.g., scanners, analysers and
fotometers, among which a number of medical instruments. Each of the web pages
was checked manually for the occurrence of instruments (which indeed satisfy the
assumption of low semantic ambiguity), resulting in a ground truth consisting of
745 individual occurrences of an instrument. For examples of such instrument
instances, see Table 6.1. Note that an instrument name can have many forms or
alternative ways of writing. Coupled to this, an existing ontology (eagle-i) describ-
ing medical instruments was also used as input. Each of the instruments contained
within the ontology were used as search terms, representing the leaf nodes of the
hierarchy in the ontology that have instrument as a ancestor. All the intermediary
nodes (categories) are also included as search terms. To note, not all of the consid-
ered web pages had a medical focus, which limited the impact of the ontology, as
instruments had to be detected which were not yet present.
In the event of an overlap between terms from the ground truth and terms
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from the ontology, priority is given to the ground truth. If a term is found in
both ground truth and ontology, it is considered to be a ground truth value in the
following paragraphs. The goal of the described process is to find new instances
of instruments, previously unknown to the system.
Retrieval capacity A test was run to check how many terms could be retrieved
by simulating some manual user input to kick-start the process. A variable num-
ber of random terms were taken from the ground truth and added to the needles,
already containing the terms from the ontology. As said before, in the case of an
overlap, a term is considered a ground truth term. After initialising the needles,
tests were run as described in Section 6.4.3.
Tests were repeated a number of times (for the shown benchmark results, 166
times). Enrichment predicates were added as well, as described in Chapter 5. The
number of different types of possible enrichment predicates was varied for each
test. Results can be seen in Figure 6.5. The y-axis of the graph represents an
number of retrieved values. Three types of values are shown in the graph. First,
how many truth terms were present at the start of the test, which represents the
amount of ground truth initially known to the system. Second, how many of the
truth terms that were known at the start were actually matched and found by the
system. Third, how many of the truth terms were matched overall. The presented
amounts are averaged over all the test runs.
When no ground truth is fed to the system to begin with, only 27 ground truth
values are found on average. These are instruments that could be linked back to
the test ontology, which is showing an overlap of the ground truth values with the
ontology. The number of matches from the ontology, besides the overlap with the
ground truth, was negligible, indicating a mismatch of the websites’ content and
the ontology’s purpose. Future work should take into account changing either the
ontology to match the websites’ content, or vice versa.
When ground truth is added to the system at start time, most of it is actually
found (indicated by matches) in the page’s content. Ground truth values that cannot
be found are either malformed or erroneous, which approaches a real life scenario
as close as possible. Additionally, other elements of the ground truth are retrieved
(indicated in Figure 6.5 by matched truth). A low amount of initial ground truth is
already sufficient to produce a relatively large number of additional matches.
Precision and recall The test results displayed in Figure 6.5, as described in
the previous paragraph, iterated over a number of different predicate enrichment
options. In practice, the following three settings were checked (see Chapter 5 for
the full explanation of these options):
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Figure 6.5: Analysis of initial amount of ground truth needed as start needles.
• No predicates enabled.
• Similar attributes enabled.
• All enrichment options enabled.
In Figure 6.6 a precision / recall analysis is shown, separate for each of the
scenarios. Again, an increasing amount of the ground truth was randomly added
to show the impact of adding initial values, giving a different view on the test
results presented in Figure 6.5. In Figure 6.6 it is clear that recall rises, the more
ground truth is added at the start of the test. Enabling all enrichment options drops
the recall slightly, which is to be expected as more options restrict the framework,
making it more selective in its extraction process. On the other hand, precision
stays reasonable, always staying above 70%. To note, the web pages that were
used in this test did not contain overly complex structures. This potentially leads
to a lower precision, as the structure is less descriptive with regards to whether the
content is desired or not.
In a real-life application, the balance between the amount of manual effort
on the one hand, and high precision and recall on the other hand, is important.
Based on the presented test results, 20% to 30% seems to provide this balance,
offering the prospect of discovering new information while keeping manual effort
reasonable.
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Figure 6.6: Precision (p) and recall (r) analysis for the ontology enrichment process.
Three enrichment predicate scenarios are tested.
6.6 Validation
As the proposed ontology population method is intended to be used to comple-
ment human supervisors, it is imperative that the approach is easily monitored and
validated. In this section is explained how a human supervisor can approve or
disapprove any found terms (needles) or intermediate data structures (merges and
matches). The validity of any of the described data structures (recall Figure 6.4) is
represented by a numeric value v P r´1, 1szt0u. Modification of validity values
is called a validation action and can be started by a human supervisor (a manual
action) or can be the result of another action (an automated action), a distinction
that is important to make.
Initially, all validities are positive. Human supervisors can use a positive rein-
forcement to indicate a correct value or a negative value to indicate a mistake in
the system. A structure is said to be invalid if v ă 0. It is said to be valid if v ą 0.
The value v “ 0 does not occur for the moment, but if necessary it could be used
to indicate an absence of the validity value or an uncertainty thereabout. The value
v “ 1 is reserved for direct results of a positive validition actions, whereas v “ ´1
is reserved for direct results of a negative validation action. Any value in between
is used to indicate a lesser confidence and is always the result of automated actions.
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6.6.1 Initialisation
At first, needles, matches and merges do not have a validity assigned. While the
validity values could be computed when harvesting the data, they are currently
assigned in a separate step in the test framework. This improves separation of
concerns and allows for easy testing.
The initial value of validity v is recursively set, with possible values v P
r´1, 1szt0u. The value v “ 1 indicates an element which has been approved of,
whereas a value v “ ´1 indicates an element which has been disapproved of. The
recursion starts with the start needles, initialising their validity to v “ 1 (this value
can only be attained by direct manual interaction or in the case of start needles).
All other elements in the database do not yet have an assigned validity. After the
initialisation, other validity values will be recursively computed (as described in
the following), which will all be lower than 1, yet higher than 0, meaning that no
elements are disapproved of. Matches that result from matching a needle ne (hav-
ing validity vne) get a validity v “ vmod ˚ vne, with vmod Ps0, 1r a configurable
parameter of the system. This ensures that a match always has a lower validity
value than its origin needle, while a propagated validity can never reach the value
0. Merges get the following validity:
vme “ min
i“1...n vmai
where M “ tmai | i “ 1 . . . n u is the set of n matches out of which the merge is
composed, giving the merge a validity equal to the minimum validity of its origin
matches.
6.6.2 Manual (in-)validation
In this section, it is discussed how a user can influence the validity values in a given
test dataset, after the initial validity values were set as described in the previous
subsection. As validity v can be set to any value between ´1 or 1 (excluding
0) there is room for fine-grained control, however, the following is limited to the
cases of v “ ´1 and v “ 1. When the validity of any data is modified straight
away it has repercussions on the rest of the dataset. Depending on which element
was modified, recursive action is taken.
Direct result of manual interaction Whenever a user indicates a new validity
value for, e.g., a needle, the validity is always assigned. It allows the user full
control over the dataset. Assigning a value of 1 means that the value is to be
trusted, the equivalent of a user’s seal of approval. A value of ´1 indicates the
opposite: the value is undesired.
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Propagation of the validity Updating a validity value has consequences for the
rest of the dataset, which will be called propagation of the validity value in the
following. Whenever the validity of an element of the dataset is updated, its con-
sequences are possibly updated as well, which might trigger another propagation
in its turn.
6.6.3 Needle
A needle is the most basic element of the data structure, representing the equivalent
of a concept instance of the ontology. A needle can be a start needle, meaning it
originated from an ontology, which means we can trust it to be correct (v “ 1).
Manual validity update Manually setting a needle to v “ ´1 indicates that
the value of the needle is not wanted as a new concept for the ontology, whereas
explicitly setting the needle to v “ 1 indicates a user approval of the concept.
Setting the value to 1 can serve its purpose to reinforce a needle in the database that
had a validity lower than 1 up until that point. Or it can serve to correct a negative
validity which was incorrectly set for any reason. Additionally, setting the validity
to ´1 or 1 safeguards the needle’s validity value for updates by propagation.
Validity propagation Each needle possibly results in a couple of matches. When-
ever a needle ne’s validity is updated, its resulting matches ma P M are updated
by propagation as well. The new validity of the matches is vma “ vmod ˚vne. The
matches are only updated if vma is different from their current validity value.
Additionally, a needle’s origin matches are updated if the needle’s validity was
set manually. In other words, manually assigning a specific validity value to a
needle also implicitly assigns it to the originating matches. This is done because
a needle is the direct reflection of the matches that lead up to it. If matches are
updated due to this process, those validity changes propagate normally. However,
if a match ma already had validity vma P t´1, 1u it is not updated, as that would
negate a user’s direct preference. In that case, a user has indicated at one point that
the considered match is either desired or undesired, which can never be overruled
by validity propagation.
6.6.4 Match
A match can be created by a needle or a merge. The meaning given to a match is a
specific occurrence of a needle on a page. Invalidating a match does not necessarily
mean that the text content of the needle is undesired information, only that the
specific occurrence is deemed wrong or undesired (which could be for several
reasons). This distinction is important from an operational standpoint, influencing
the way the presented recursive approach of (in)validating the data works. This is
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also visible in the data structure of the set-up: a match is unique with regards to the
document, XPath and origin (merge or needle), meaning that a single location in a
document could be referenced to multiple times depending on how that reference
came into being.
6.6.4.1 Manual validity update
Setting a match’s validity to v “ ´1 means that that specific instance of text on a
given page, originating from a given needle or merge, is unwanted. This does not
mean that the text content of the match is unwanted as a concept for the ontology
(if the user wants to indicate this, it is possible through the invalidation of the
resulting needle). Having this de-duplication of matches built in the system gives
additional control over the validation process.
6.6.4.2 Validity propagation
Propagating the validity of a match is the most complex operation of the three
(propagating the validity for needles, matches or merges). As matches can result
in needles and matches, those have to be taken into account as well when the
match’s validity is changed.
Propagation to needles To prevent an infinite loop in the process, needles are
not updated as a result of the propagation of a match validity change whenever
the needle was responsible for the match validity change in the first place (see
Figure 6.7).
If the resulting needle already has a validity v P t´1, 1u, the propagation does
not continue and the needle’s validity is not updated in any case. If the needle does
not have a validity set yet, propagation continues and the needle’s validity is set to
v “ vorigin_match ˚ vmod.
In other cases, the needle already has a validity set. If faced with a new validity
vnew “ vorigin_match ˚ vmod and an original validity vold, propagation is then
decided according to the following cases:
• vnew ă 0^ vold ą 0 In this case, only propagate the validity if the nee-
dle does not have any positive support anymore (no matches with positive
validity result into the needle).
• vnew ă 0^ vold ă 0 Only update the validity if it is worse than the old
one ( |vnew| ą |vold| ). This propagates only opinions that are stronger.
• vnew ą 0^ vold ă 0Always propagate in this situation, unless vold “ ´1
(which would indicate that the value was set by the user).
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Figure 6.7: Preventing a short cycle of needle and match propagations
• vnew ą 0^ vold ą 0 Only propagate if the new validity is better than the
old one ( |vnew| ą |vold| ). This prevents unnecessary updates and lowers
propagation time.
Figure 6.7 illustrates the problem of the cycle that can exist between needle and
match propagations. If needle 1 is updated, propagations to its resulting matches
will occur. However, those will trigger propagations to their respective following
needles. If one of these needles is needle 1, the propagation is prevented.
Propagation to merges Propagating a validity value to a merge is simpler than
it is in the case of a needle. Merges always originate from a set of matches. When
a match’s validity changes, a resulting match will be updated only if the validity
of the merge is not set yet, or when the validity is worse than the new value. This
is done to keep a merge only as good as the matches on which it is depending on.
6.6.5 Merge
A merge is formed out of a set of matches (two or more) that have XPaths with
a similar structure. It represents an opportunity to discover other matches, that
have a similar position within the document (with regards to structure), previously
unknown to the system.
Manual validity update Setting the validity of a merge to a certain value indi-
cates that such a specific combination of matches is wanted or unwanted, respec-
tively for v ą 0 and v ă 0. As a location in a document can be used multiple
times as a match, depending on the origin of the match (be it a merge or a needle),
in essence, updating the validity of a merge merely remarks on the quality of the
generalised XPath.
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Validity propagation Whenever a merge’s validity is set to a certain value, each
resulting match is also modified through propagation. Again, the modifier vmod
is used to decrease the absolute value of the validity. Propagation does not con-
tinue in the case of a resulting match that has |v| “ 1, as that indicates a user-set
value. This process is done in the assumption that anything the merge produces is
(in)valid content. As a reminder (see Section 6.6.4.2), a needle that would result
out of such a match would only be invalidated by propagation if all origin matches
are invalid as well. This means the validity propagation of a merge can safely
propagate to any resulting matches.
Partial validation In some particular cases, a full (in)validation of the matches
resulting from a merge is not wished for. Extra control is given to clear up ambi-
guity and mostly to prevent the incorrect invalidation of valid data.
Sometimes merges produce a large amount of new data that is partially fine and
partially erroneous. When such a merge would be invalidated it would also lead
to the invalidation of all the resulting matches, including the ones that are actually
correct. Typically, this would also lead to the elimination of correct needles, e.g.,
when the incorrectly invalidated matches were the only evidence for such needles.
An extra manual invalidation method was introduced in the system to allow
custom predicates that dictate whether a resulting match should be invalidated or
not.
Consider a merge me that leads to n matches, mai P M, i “ 1 . . . n. A user
can partially invalidate me by specifying a set of m predicates pj , j “ 1 . . .m.
Each match needs to pass all the predicates, otherwise it gets invalidated (validity
is set to ´1). After invalidating each match mai, me is assigned a new validity,
reflecting the ratio of the number of matches that pass the predicates to the total
number of matches:
M “ tmai | i P t1, . . . , nuu (6.2)
v “ |t ma | pma PMq ^ p@j P t1, . . . ,mu : pjpmaqq u||M | (6.3)
The following illustrates this with a practical example. Assume a merge that
is constructed out of the following matches, constructed for the ontology type “or-
ganism”:
• Journal for Nature Conservation
• Journal of Evolutionary Biology
• Radopholus similis
• Pirata piraticus
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• Naturwissenschaften
• Animal Conservation
Only the 3rd and 4th match are actual organisms, the rest are journal names. In
this particular case, organism names were found in a bibliography list, resulting in
the extraction of journal names as if they were organisms. Completely invalidating
the merge would not be beneficial, as 33% of the organism names were correctly
found and identified in the list. However, additional filtering can limit the number
of false positives. The following naive set of predicates provides a perfect filter for
this specific situation:
• An organism name consists of two words.
• No English words can be present (if access to a dictionary is present).
• A number of predefined words cannot be present (e.g., “animal”, “journal”).
6.6.6 Putting it to use
The validation approach presented in this section was used on the test data that was
generated during the test described in Section 6.5. A web based tool was created
to inspect the test data and to apply the proposed validation approach. The data
that resulted from the test runs contained a number of superfluous and undesired
data. Initialising the validation approach on a test run already produces a given
ordering to the test results, according to when a text value is encountered. When it
is encountered in the first iteration it gets a higher validity than a text value found
at a later stage or iteration of the process.
The order already helps in discerning undesired terms. On top of that, ex-
tra invalidation of undesired terms is made possible by the presented validation
approach. When an undesired term is identified by a user that is performing a revi-
sion round it can be flagged as undesired by invalidating the term (more precisely,
an element in the data structure, be it a needle, match or merge). Its validity v is set
to -1 and the resulting validity change is propagated throughout the data structure.
Test results indicate that a small amount (in the order of 10 actions) of user inter-
action is already capable of filtering out a large amount of undesired data, while
keeping desired data flagged as valid (v ą 0).
In the end, the user is presented a list of needles that are deemed to be accept-
able results. Such results can be fed to an ontology in order to enrich it with new
information, which is eventually the goal of the presented technique. Further iter-
ations, which could serve to delve further into the data, or to include new websites
or updated versions, can be run starting from the results of a test run. These extra
iterations can then take into account the user-applied validity values when crawl-
ing new data: any undesired values can be instantly rejected and desired values
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can be solidified when new evidence is found. Using the validity values in a live
version of the data extraction framework has yet to be incorporated, which is kept
for future work.
6.7 Conclusion
In this chapter a method is proposed to utilise the approaches that were introduced
in Chapters 4 and 5 within the context of ontology enrichment. A test process
was created to investigate whether the approach was valid. Test results show that
the proposed method is indeed capable of generating proposals for new ontology
terms, based on an initial set of search terms to kick-start the process. As was
clear by practical use of the platform, it is necessary to offer a robust set of tools to
validate and process the resulting data. This was facilitated by building a prototype
on top of the database structure of the platform, which enables a user to quickly
navigate the results of an extraction job and manually indicate whether certain
results are desired or not. These changes propagate rapidly throughout the data
structure, allowing sizeable clean-up operations with a minimal amount of effort.
At present, the data extraction platform shows promise for ontology enrich-
ment. However, more research is needed to see what can be done and what the
limits of the system are. Performance can be improved, using a more intelligent
way of navigating pages and their contents. Additional enrichment predicates can
be developed to take advantage of knowledge contained within a given ontology
which would improve the quality of the results drastically. These aspects, among
others, are left for future work. In any case, the third research question that is
posed in this thesis (see Chapter 1) is sufficiently answered to be able to continue
further research within this topic: “Instead of using user examples, can an exist-
ing set of data be used as input with the aim of extending that set automatically.”
The following chapter ends the thesis with general conclusions and remarks with
regards to future work.
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Conclusion
“Sometimes you have to play a long time to
play like yourself.”
— Miles Davis *1926 †1991
This chapter concludes the thesis by presenting a discussion which touches
upon the strengths and drawbacks of the methods described in Chapters 4, 5 and 6.
Each of these chapters answers one of the research questions posed in this work
(see Chapter 1). These questions and answers are briefly revisited and summarized
in this chapter. To end the chapter, an indication of possible future work is given,
highlighting possible interesting avenues of research that can be based upon the
work presented in this thesis.
7.1 Discussion
A number of concepts that were touched upon in this work are still open for dis-
cussion or improvement. This section highlights a number of them in order to
promote fruitful discourse, focusing on the strengths and drawbacks of the pro-
posed methods.
Strengths The proposed methods use the query language XPath at their basis,
providing a rich syntax and a broad user and implementation base. If a user needs
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to provide examples as initial input, assuming a slight knowledge of the system,
it can be done in a simple way (one exact indexed XPath, generated by a GUI) or
in an extremely complex fashion (expert that denotes multiple targets in a precise
fashion with a difficult XPath), making full use of the potential expertise of the
user and fully exploiting the capacities of the system. The inner workings of the
system can be easily understood at each step of the process, assuming a familiarity
with XPath, as all the intermediate steps are represented by use of the XPath query
language. This also allows easy expansion and tweaking of the method at any mo-
ment. Full advantage can be taken by the numerous implementations of XPath:
the method can be implemented within existing frameworks and programs, rang-
ing from GUIs to low-level programming environments, using optimisations that
are already present. The XPaths can be used to extract simple structures, but also
complex ones that span multiple pages and show intricate parent-child relation-
ships.
By enriching the XPaths with simple and complex predicates alike, human rea-
soning is added to the system, enhancing the precision of the data extraction. The
method is flexible with regards to the XPath dialect used, making it future proof
and adaptable when taking other characteristics into account. It is broadly applica-
ble in the field of knowledge based systems, specifically considering information
extraction systems.
Finally, it has been shown that the combination of the XPath generalisation
process and the predicate enrichment system can be used in an automatic fashion,
providing that a well formed input set of data is present. Identifying data in a
number of documents in order to use it as input for the enrichment system can
be performed in a relatively easy way, or it can be implemented in very specific
and complex scenarios if necessary. Introspection into the decision process by a
human supervisor is possible and corrections can be easily made.
Drawbacks Each existing wrapper induction method has the typical drawback
that, at one point, human interaction is needed, which means that a reliance on
the quality of the user’s examples exists. This is especially true for the generalisa-
tion and enrichment based on user examples and less for the proposed automatic
identification of terms. For the latter, human interaction is restricted, however it
becomes imperative to error check and prune the results.
A minimal amount of knowledge of the method is necessary to optimally make
use of it. With regards to the possible predicate enrichment scenarios, most of
the typical situations have already been taken care of and generalise pretty well,
but in practice sometimes there are difficult problems requiring tweaking of the
method. Some situations only rarely occur, perhaps requiring a more generic ap-
proach, making better use of the calculated predicates. There is certainly room for
improvements to be made in that regard.
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XPath has its limitations as well, of course, especially the first version which
is the most prevalently used. Steps have been taken already to alleviate the restric-
tions of XPath 1.0 but they have not yet been implemented throughout the system.
Some parts of the system can be altered almost trivially to make use of another
(similar) query language, such as a new XPath version. However, some features
are not as easily ported onto another language, e.g., finding equivalency between
XPath queries (which requires introspection into the XPath standard itself).
When enriching an ontology (see Chapter 6) it is likely that the system iden-
tifies some terms erroneously, after which those are at their turn also used to feed
the system, which results in a loop that keeps finding bad information. Users can
identify these terms and mark them as faulty, however, it still requires some human
intervention and the identification of bad terms still takes a considerable amount
of processing power. Some investigation is still necessary to keep track of previ-
ous interventions during the extraction process to identify which paths will lead
to erroneous data, optimally limiting execution time of repeating data extraction
processes to a minimum.
7.2 Research questions
In Section 1.3 a number of research questions were posed which were tackled
throughout this work, briefly repeated here:
• Can a wrapper method be constructed to identify new pieces of information,
based on user input, allowing for various degrees of precision depending on
the intended application of the method?
• Can a wrapper method be made context and content aware to enhance the
quality of the extracted information?
• Instead of user examples, can an existing set of data be used as input with
the aim of extending that set automatically, making use of a wrapper method
that answers the first two questions?
Each question is answered in the following paragraphs, mostly corresponding to
respective Chapters 4, 5 and 6.
Question 1: Production of a wrapper method. Chapter 4 studies and answers
the first question by proposing the align and merge method for XPaths to be used
in a wrapper method. The wrapper uses user input in the form of elements that
are identified in a document. Each element results in a unique XPath. The XPaths
of the user’s input (user examples) can then be combined into a generalised form
which can retrieve the examples and, ideally, also other relevant and similar in-
formation. The generalisation process can be adjusted with various parameters to
7-4
steer how broad the wrapper works, allowing to adjust the precision. The wrap-
per method is exclusively taking advantage of structural information of the source
documents at this point.
Question 2: Context and content awareness After the previous question was
answered, the method was expanded to be made content and context aware (see
Chapter 5). By doing deep introspection of the source documents while gener-
alising it is possible to add predicates to the resulting generalised XPath. These
predicates have the specific purpose of increasing the precision of the wrapper
method and are created automatically, based on a certain set of rules. It is shown
that the predicates indeed help to increase precision and to eradicate erroneously
retrieved elements from the resultsets of the wrapper.
Question 3: Automatic discovery of new data As the first two questions tackle
the problem of retrieving data by taking advantage of respectively structure and
context, the next logical step was to investigate how to put these ideas into prac-
tice. As user input was still a limiting factor of the proposed systems, Chapter 6
investigates how to automatically discover new relevant data, starting with an al-
ready known set of terms, using the concepts introduced in Chapters 4 and 5. An
ontology was chosen as the framework from which the original terms were re-
trieved, as ontologies are an interesting concept to investigate in the context of
information extraction, certainly with future work in mind. However, as far as the
research in this work is concerned, it can be applied to any datastore that can bene-
fit from a set expansion technique. Chapter 6 shows that the generalisation method
can indeed be harnessed to perform such a task, while describing a data structure
that allows storing the retrieved data. An important feature to mention is the ability
to steer and correct the resulting data, as it is imperative that the enrichment of an
ontology can be validated by a domain expert.
7.3 Future work
In the following, a number of concepts are proposed that have not yet been (fully)
researched, but, given time, could be expanded upon using this work as a basis.
Generalisation process A number of possible avenues of research are still left
open with regards to the base generalisation process of XPaths. On the one hand,
the existing approach can be optimised with execution efficiency and accuracy
in mind. For example, the iterative approach used to merge multiple XPaths, al-
though not brute force, can very likely still be optimised further taking into account
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various properties of the source XPaths. Alternative multi sequence alignment al-
gorithms can be modified to perform the base alignment. The generalisation of the
XPaths could also be done in different ways, depending on the intended use.
The generalisation process, at this point in time, is also only done with indexed
XPaths at its basis. It might prove worthwhile to investigate how any set of XPaths
can be generalised and what the possible benefits might be. This also ties into
allowing multi-level complex data structures, e.g., attributes that link to another
page needing inter-page XPaths. While mostly already practically viable it is not
yet investigated on a theoretical level.
Predicate refinement When enriching the generalised XPaths with predicates
it often depends on the context in which the wrapper method is used and which
data are to be retrieved. At present, a number of generic predicate enrichments are
proposed that cover a number of scenarios, but they are not covering all possible
scenarios. One of the purposes of adding the predicate refinements is to approach
better how a human reasons when extracting relevant information. However, it is
not always clear which predicates have to be added or not (or what the impact is
of adding a certain predicate), while it is also imperative to retain legibility of the
resulting XPath. It stands to reason that adding a large number of predicates that
do not add anything valuable to an XPath query only serves to make the query
more complex to read or execute. Which predicates are the most useful in which
situation and how do you make a decision when faced with such a question? Inves-
tigating the dynamic assignment of predicates based on their need and to increase
their efficiency is a high priority. This is also relevant for a lot of utility code
which is not mentioned in this work, but which serves a crucial role throughout
the framework.
Set expansion The set expansion approach, framed within the concept of on-
tology learning, is introduced in this work but is not yet fully investigated. This
avenue of research is still wide open and one of the main focuses of current efforts
within the research group DDCM. Possible additions and research paths include:
improving the crawling process with the specific intention of data extraction in
mind, automatically detecting cutoff points for the process to prevent an explosion
of the search space, improving user friendliness of the method . . . Using feedback
that the user has already given on previous iterations of the data extraction process
has to be incorporated as well. The presented research laid bare an interesting
problem: is it possible to include negative examples in the generalisation process
as well? This additional functionality would improve the basic generalisation as
well.
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Source documents At present, XML based documents are used to query for
data, with most of the attention on HTML and their accompanying DOM docu-
ments. However, any document could be transformed into XML structures if some
relevant structure is present or can be introduced, which would increase the num-
ber of documents that can be queried by the method. One (very difficult) approach
that was already investigated in practice (not described in this work) is the analysis
of PDF documents, creating an intermediate XML data structure and querying that
with generalised XPaths. Results of this research avenue have been mixed (mostly
because correctly handling a PDF document is technically difficult), warranting
further investigation. An easier path (which does not require a pre-processing step
to extract the data, as is the case with PDF) could be to query Word documents,
which are already in an XML like structure. This has not yet been investigated.
Query languages Adding complexity and expression power to the process by
considering different query languages is another worthwhile avenue of investiga-
tion. The use of query languages such as XPath 2.0 or OXPath would open the
door for extraction based on attributes such as visual positioning and CSS styles
(narrowing the approach down to HTML) and other properties not yet considered.
It would also offer a richer set of expressions to be used to build more complex (or
easier to read) queries and wrappers.
7.4 Conclusions
In this work we have focused on developing a theoretical framework to extract in-
formation from semi-structured data sources. In the described framework, various
predicate enrichments enhance the precision of an XPath based system that gener-
alises queries to build a wrapper for data sources. This was developed and tested
on HTML DOM documents by enriching an established dataset, which was made
publicly available with permission of the original authors.
By giving XPath examples to the framework it extrapolates common features
and enriches the resulting generic XPath according to context data and structure.
The resulting enriched XPaths can be used on their own, providing an easy and
comprehensible method to extract similar data from web pages. Combined with
other XPaths they can be used to extract complicated data structures. Tests were
done to verify the precision and recall of the method with regards to extracting
simple attributes based on random examples. The impact of each of the proposed
enrichment features has been investigated.
Performance (execution time) was briefly analysed and the enhancement of
the addition of predicates was shown in precision / recall graphs. The impact of
various properties was investigated. All signs show promise for this method to be
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an effective and flexible way to enable wrapper induction and to facilitate a system
to extract information while leaving a lot of control in the user’s hands.
The framework was used in a practical scenario to investigate how it could be
used to perform ontology expansion. An existing ontology was taken as input data
which, together with a set of source documents (possibly automatically expanded
by a crawling process), are expanded with new relevant concepts that are automat-
ically found based on evidence found in structure and context. User interaction
was made possible to review the resulting data (new concepts), making sure that
the process can be inspected and checked upon.

