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The purpose of this thesis is to generalize Filippov’s operation, and to get more
useful results. It includes two main parts: The C-Filippov operation for the finite
and countable cases and the Filippov operation with different measures. In the first
chapter, we give brief information about the importance of Filippov’s operation,
our goal and the ideas behind our generalizations. In the second chapter, we give
some sufficient background notes. In the third chapter, we introduce the Filippov
operation, explain how to calculate the Filippov of a function and give some sufficient
properties of it. In the fourth chapter, we introduce a generalization of the Filippov
operation, the C-Filippov, and give some of its properties which we need for the next
chapter. In the fifth chapter, in the first main part, we discuss some properties of
the C-Filippov for special cases and observe the differences and common properties
between the Filippov and C-Filippov operations. Finally, in the sixth chapter, we
present the other generalization of the Filippov operation which is Filippov with
different measures. We observe the properties of the corresponding Filippovs when
we know the relationship between the measures. We finish the thesis by summarizing
our work and discussing future work.
vi
Chapter 1
INTRODUCTION
In a typical differential equation the rate of change or velocity is specified at each
value of the time t by some function f . In many applications in subjects such as
biology and physics it may be impossible to specify this rate of change in such a
deterministic manner. In these cases we deal with a generalized problem called a
differential inclusion in which we create a set-valued function depending on f and
merely assume that the velocity or rate of change lies somewhere in the specified set
almost all of the time. One way of thinking about this is to treat this set-valued
function as a set of switches and one does not know which switches are on at any given
time. The Filippov and the Krasovskij operations are presented in [6], in order to
find a solution to the ordinary differential equation x′(t) = f(t, x(t)), particularly in
the case in which f is discontinuous. They have been used in many applications such
as robot manipulators, mechatronic systems, optimal control problems, Coulumb
friction and genetic networks.
The Filippov and the Krasovskij’s operations both associates with f a set-
valued function F and a function x(t) is found such that x′(t) is in F (t, x(t)) almost
everywhere. We are determining whether it is possible to devise a new operation
which satisfies the following three requirements.
(1) The operation must contain Filippov’s and Krasovskij’s operations as special
cases.
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(2) The operation must retain many of the characteristic properties which Fil-
ippov’s and Krasovskij’s operations share.
(3) The operation must contain other new operations as special cases.
C-Filippov is defined in [4] by considering the requirements above. In this thesis, we
particularly work with the collection of finite sets and the collection of countable sets.
Then, we present a new generalized operation by considering the same requirements.
Our goal is to obtain an operation which might help to find a solution to the ordinary
differential equation x′(t) = f(t, x(t)) (when f is discontinuous) in an easier way.
2
Chapter 2
PRELIMINARIES
In this chapter, we give some sufficient definitions and some background notes.
We first want to note that throughout this thesis we denote the characteristic function
of a set A by XA.
2.0.1. Open map-Closed map. Let X and Y be topologic spaces. f ∶X → Y
is an open map, if for every open U ⊆X, f(U) is open in Y . Likewise, f is a closed
map, if for every closed set K ⊆X, f(K) is closed in Y .
2.0.2. Condensation Points. Let S be an uncountable subset of a topological
space. A point p is said to be a condensation point of S if and only every neighbor-
hood of p contains an uncountable number of points of S, i.e., for all >0, B(p) ∩ S
is uncountable.
Note that every uncountable set has a condensation point which does not nec-
essarily need to be an element of that set.
2.0.3. Preorder, Partial Order, Equivalence Relation. Consider some set
P and a binary relation “ ≤ ” on P. Then, ≤ is a preorder or quasiorder, if it is
reflexive and transitive.
A preorder is a binary relation “ ≤ ” over a set P which is reflexive and transitive.
If it is symmetric, then it is an equivalence relation. If a preorder is antisymmetric,
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then it is a partial order. A set with a partial order is called a partially ordered set
(or poset).
2.0.4. Dirac Measure. Let X be a nonempty set and let x ∈ X. The Dirac
measure concentrated at x is defined
δx(A) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, x ∉ A
1, x ∈ A,
where A ⊆X.
2.0.5. Point of Density. Let A be a subset of R which has positive Lebesgue
measure. The point x is a point of density of A, if
lim
→0 µ(B(x)∩A)µ(B(x)) = 1,
where µ is the Lebesgue measure. As a consequence of this definition we have the
following property.
Let A be a subset of R which has positive Lebesgue measure and let x be a
point of density of A. Then, B(x) ∩A has positive Lebesgue measure.
2.1. Set-Valued Analysis
A set-valued map F ∶X → Y associates with any x ∈X a subset F (x) ⊂ Y (which
may be the empty set). It is a single-valued map if for any x, F (x) is reduced to an
element y. The graph of a set-valued map F is the set of ordered pairs (x, y) ∈X ×Y
satisfying y ∈ F (x) and we denote it by Graph(F ) . If F is a single-valued map, it
coincides with the usual concept of the graph. The subset
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Dom(F )={x ∈X ∣F (x) ≠ ∅}
is called the domain of F. When A ⊂X, we denote by
F (A) = ⋃
x∈AF (x)
the image of A under F . The inverse of F is the set-valued map from Y to X defined
by
x ∈ F −1(y)⇔ y ∈ F (x)⇔ (x, y) ∈ Graph(F )
A set-valued function is said to be nontrivial if its graph is not empty, i.e., if
there exists at least one element x ∈ X such that F (x) is not empty.
We say that F is strict if all images F (x) are not empty.
Definition 2.1. We say that F ∶ X → Y is upper semi-continuous (u.s.c.) at
x ∈X if for any open set N containing F (x) there exists a neighborhood M of x such
that F (M) ⊂ N .
F ∶X → Y is upper semi-continuous if it is u.s.c. at every x ∈X.
Example 2.2. Consider the map F ∶ R→P(R) defined by
F (x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
{1}, x < 1
[1,2], x = 1{2}, x > 1.
Here, F (1) = [1,2]. Consider Bδ(1) for some δ > 0. Then for every u ∈ Bδ(1),
F (u) = {1}, F (u) = {2} or F (u) = [1,2]. Thus, F (Bδ(1)) is
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F (Bδ(1)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
{1}, x ∈ Bδ(1) ∩ {(−∞,1)}
[1,2], x ∈ Bδ(1) ∩ {1}{2}, Bδ(1) ∩ {(1,∞)}.
Now let V be an open set such that F (1) ⊂ V . We then have,
F (1) ⊂ F (Bδ(1)) ⊂ V .
Thus, F is upper semi-continuous at x=1.
Example 2.3. Let the set-valued map F (x) be defined by
F (x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
[1,4], x < 0
[2,3], x ≥ 0.
In this case, F(0)=[2,3]. Let V = (2−,3+) for  > 0. Consider Bδ(0). For every
y ∈ Bδ(0), F(y)=[1,4] or F(y)=[2,3]. Therefore, for  sufficiently small F (Bδ(0)) /⊂ V .
Hence, F is not u.s.c. at x=0.
2.2. Some Types of Sets
2.2.1. Compact Sets. A set S is compact if every open cover of S has a finite
subcover. S ⊆ R is compact if and only if it is closed and bounded. Single point sets
and closed intervals are quick examples of compact sets in R.
Note that finite union of compact sets and arbitrary intersection of compact
sets are also compact.
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2.2.2. Denumerable Sets. An infinite set is denumerable if it is equivalent to
natural numbers. Examples include the set of rational numbers, prime numbers and
integers.
2.2.3. Dense Sets. A subset A of a topological space X is dense in X if for
any point x in X, any neighborhood of x contains at least one point from A (i.e.,
A has non-empty intersection with every non-empty open subset of X). Informally,
for every point in X, the point is either in A or arbitrarily “close” to a member of
A. For instance, every real number is either a rational number or has one arbitrarily
close to it. In addition, the irrational numbers are also dense in R which shows that
a topological space may have several disjoint dense subsets, and they need not even
be of the same cardinality. Perhaps even more surprisingly, both the rationals and
the irrationals have empty interiors, showing that dense sets need not contain any
nonempty open set.
2.2.4. Nowhere Dense Sets. A set E is nowhere dense if the closure of E has
empty interior. Some examples of nowhere dense sets and sets that are not nowhere
dense are given below.
Z is nowhere dense in R.
S = { 1n ∶ n ∈ N} is nowhere dense in R. The closure of S is S ∪ {0} which has
empty interior.
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2.2.5. Meagre Sets. A subset E of a topological space X is meager if E can
be written as the countable union of subsets which are nowhere dense in X.
An example would be the set of all rational numbers which are meagre as a
subset of the reals and as a space. Another nice example is the Cantor set which
is meagre as a subset of the reals, but not as a space, since it is a complete metric
space.
2.2.6. Perfect Sets. A set S is perfect if it is closed and every point of S is a
limit point of S.
Note that every non-empty perfect set must be uncountable. The Cantor set is
perfect, for instance.
2.2.7. Totally Imperfect Sets. X is said to be totally imperfect in a set E, if
it contains no non-empty perfect subset of E.
2.2.8. Bernstein Sets. A set B ⊆ R is a Bernstein set, if it intersects all perfect
subsets of R but contains none of them.
2.2.9. Convex Sets. A set A ⊂ Rn is said to be convex if λx+(1−λ)y ∈ A when
x ∈ A, y ∈ A and λ ∈ [0,1]. By definition it follows that an intersection of any number
of convex sets is a convex set. In addition, if A ⊂ Rn and B ⊂ Rn are convex, then
for α,β ∈ R the set αA + βB is convex.
If A is convex, then intA and clA are also convex.
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Definition 2.4. Let A ⊂ Rn. The intersection of all convex sets containing A
is called the convex hull of A and is denoted by convA. The closed convex hull of
the set A is the intersection of all closed convex sets containing A. It will be denoted
by convA.
We will use the following well-known result.
Theorem 2.5. If A is bounded, then conv A is bounded.
2.3. L∞ Spaces
Let f be real valued and measurable on a set E of positive measure. The
essential supremum of f on E is defined by
if ∣{x ∈ E ∶ f(x) > α}∣ > 0 for all real α, then ess sup
E
f = +∞; otherwise,
ess sup
E
f =inf {α ∶ ∣{x ∈ E ∶ f(x) > α}∣ = 0}.
The essential supremum is the proper generalization to measurable functions of
the maximum. The technical difference is that the values of a function on a set of
measure zero do not affect the essential supremum. So, the essential supremum is
the smallest number alpha such that the set {x ∶ f(x) > α} has measure zero. If no
such number exists, as in the case of f(x)=1/x on (0,1), then the essential supremum
is +∞.
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Very similarly the essential infimum of f on E is the largest number β such that
the set {x ∶ f(x) < β} has measure zero. If no such number exists, then the essential
infimum is -∞.
A real-valued measurable f is said to be essentially bounded on E if essEsup
∣f ∣ is finite. The class of all functions that are essentially bounded on E is denoted
by L∞(E).
Example 2.6. On the real line consider the Lebesgue measure and define f by
f(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
4, x = 1
-3, x = -1
1, otherwise.
The supremum of this function is 4, and the infimum is -3. However, the
function takes these values only on the sets {1} and {-1} respectively, which are of
measure zero. Everywhere else, the function takes the value 1. Thus, the essential
supremum and the essential infimum of this function are both 1.
10
Chapter 3
FILIPPOV’S OPERATION
In this chapter, we introduce the definition of the Filippov’s operation and we
investigate some properties of it. More information about the Filippov operation can
be found in [1], [5], [6], [8], [10], [12].
3.1. Filippov’s Operation and Some Properties
Definition 3.1. [6] Let f ∶ R→R be given. The Filippov of f is defined as
follows:
F [f](x) = ⋂
ε>0 ⋂Z ∶µ(Z)=0 conv f(Bε(x) ∖Z)
where µ denotes Lebesgue measure, convA represents the closure of the convex hull
of the set A and Bε(x) represents the open ball of radius ε about the point x. Here
F is a mapping from real-valued functions into set-valued functions.
When Z = ∅ we get Krasovskij’s operation, which is
K[f](x) = ⋂
>0convf(B(x)).
There is an alternate definition of the Filippov (for f ∈ L∞), equivalent to the
previous one which represented in [6] :
F [f](x) = {y ∶ lim
→0 ess infB(x) f ≤ y ≤ lim→0 ess supB(x) f}.
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While choosing an appropriate domain, there can be a number of possibilities.
However, the functions in L∞ are precisely the ones which satisfy the classical local
existence theorem for Filippov solutions in the case of x′=f(x). Therefore, we choose
L∞ as the domain and B ≡ {F ∶ R→P(R) ∣ F is upper semicontinuous, F is closed-
interval valued and F is bounded} as the codomain for F , using ∥ ⋅ ∥ to denote the
usual norm on L∞.
The following examples might help us to understand the idea of taking the
Filippov of a function.
Example 3.2. Define the function f by
f(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
−(x − 2)2 + 3, x ≠ 1
6, x = 1.
In this case, F [f](x) = −(x − 2)2 + 3 for all x ∈ R.
Example 3.3.
If f(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2, if x ≥ 1−2, if x<1, then F [f](x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
2, x>1
[-2,2], x = 1−2, x<1.
Now let us observe the function above and its Filippov graphically.
Example 3.4. A function f , its Filippov, and their graphs are shown.
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Figure 2. The Filippov
f(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(x + 1)2, if x ≤ 1
1 − x, if x>1. F [f](x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(x + 1)2, if x>1
[0,4], if x = 1
1 − x, if x>1.
-2 -1 1 2
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Figure 3. Function
-2 -1 1 2
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Figure 4. The Filippov
Example 3.5. For
f(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x, x<3
3, x ≥ 3,
it is not difficult to see that F [f](x) is the same as f(x) for all x ∈ R.
Example 3.6. Let FC ⊆ R be the fat Cantor set. It has positive measure and its
characteristic function has infinitely many discontinuity points. Then F [XFC](x)
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is
F [XFC](x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
[0,1], x ∈ FC
{0}, x ∉ FC.
Notice that sometimesF [f](x) is a singleton, sometimes not. Besides,F [f](x)
and f(x) are sometimes equal and again sometimes not. Later on, we will observe
where they are equal, when is F [f](x) a singleton for a specific x and when it is a
singleton for all x ∈ R.
Proposition 3.7. [9] The property that a set-valued function F ∶ R →P(R)
with closed values is upper semi-continuous is equivalent to each of the following:
(1) F −1 is closed in R whenever A ⊂P(R) is closed;
(2) If {xi} and {vi} are sequences such that xi → x0, vi → v0 and vi ∈ F (xi),
then v0 ∈ F (x0).
Theorem 3.8. [9] Let f ∶ R → R be in L∞. Then, F [f ]: R →P(R) is upper
semi-continuous.
Proof. Assume xi → x0, vi → v0 where vi ∈ F [f](xi). Fix >0 and Z ⊂ R
with µ(Z) = 0. There exists i0 ∈ N such that for i ≥ i0, xi ∈ B(x0). Now, let
i = ∣xi − x0∣. So, vi ∈ convf(Bi(xi)∖Z) ⊆ convf(B(x0)∖Z). Since vi → v0, we have
v0 ∈ convf(B(x0) ∖Z). Thus, by Proposition 3.6, F [f] is upper semi-continuous.

Theorem 3.9. [8] Let f ∶ R→ R. F [f] satisfies the following properties:
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(i) For f ∈ L∞ and for almost all x ∈ R, f(x) ∈F [f](x).
(ii) F [f] is minimal in the following sense: If H ∶ R → P(R) satisfies (i)
and H is upper semi-continuous (with the obvious change of notation), then
F [f(x)] ⊂H(x).
Corollary 3.10. F [f](L∞) ⊆B.
Proof. We have showed that F [f] is upper semi-continuous for any f ∈ L∞.
Because of the way we define it, F [f] is also closed interval-valued and bounded.
Thus, F [f] ∈B for all f ∈ L∞, which gives us the proof.

The first definition of the Filippov can be modified to cover a more general case.
Let F ∶ R→P(R). Then the Filippov of F is defined by
F [F](x) = ⋂
ε>0 ⋂Z ∶µ(Z)=0 conv ⋃y∈B(x)∖ZF (y).
Theorem 3.11. [3] Let F: R → P(R). Then, there exists f ∈ L∞ such that
F [f ]=F if and only if F satisfies the following conditions:
1) F is upper semi-continuous
2) There exists M > 0 such that F (x) ⊆ [−M,M] for all x ∈ R,
3) F [F ] = F .
Notice that F [F ] ⊆ F for any upper semi-continuous F ∶ R → F (R) but the
converse is not always true. Define F by
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F (x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
[0,1], x = 0
0, x ∉ 0.
Here F [F ](x) = 0 for all x ∈ R. However, F (0) = [0,1].
Corollary 3.12. [3] F is not onto B.
Proof. Define F ∈B by
F (x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
[1,4], x = 0
[2,3], x ≠ 0.
Now F [F ] ≡ {[2,3]}. So, it is not equal to F . By Theorem 3.10 , there is no
f ∈ L∞ such that F [f] = F . Thus, F is not onto B.

Lemma 3.13. [8] If the set-valued map F is upper semi-continuous, then F [F ]
is upper semi-continuous.
Proof. Let F be upper semi-continuous at x. Then, for given >0, ∃δ>0 such
that F (Bδ(x)) ⊆ B(F (x)). So for all y ∈ Bδ(x), F (y) ⊆ B(F (x)).
Since F is upper semi-continuous, we have F [F ](y) ⊂ F (y) and F [F ](x) ⊂ F (x).
So, F [F ](y) ⊆ B(F [F ](x))forally ∈ B(x). Hence, F [F ](x) is upper semi-
continuous at x.

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Corollary 3.14. F [B] ⊆B.
Now we consider the question of whether or not F is one-to-one. Theorem 3.14
and 3.15, proven in [2] and [3] respectively, answer our question.
Theorem 3.15. Let f, g ∈ C ≡ {h ∈ L∞ : there exists a set Ah of full measure
such that A∣Ah is continuous}. If F [f] =F [g], then f=g (in L∞).
Theorem 3.16. Let f ∈ L∞ ∖ C . Then, there exists some g ∈ L∞ such that
F [f] =F [g] but f ≠ g (in L∞).
Theorem 3.17. [3] F is not an open map.
Proof. Let U ⊆ L∞ be an open ball containing the zero function in L∞ (call it
f). We will check whether F [U] is open or not. Define F ∈B by F (x) = {0} for all
x ∈ R. Note that F [f] = F so F ∈F [U]. Let >0. Define G ∈B by
G(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
{0}, x ∉ 0
[0, 2], x = 0.
It can be seen that G lies in the -ball centered at F . G cannot be in F [U]
since Filippovs which agree almost everywhere agree everywhere. So, B[F ] /⊂F [U].
In this case, F is not an interior point of F [U] which implies F [U] is not open.

Lemma 3.18. [8] Let A ⊆ R be Lebesgue measurable with µ(A)>0. Then, there
exist Lebesgue measurable sets D and E such that D∩E = ∅, D∪E = A and for all >0,
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for all x ∈ A with µ(B(x)∩A)>0, we have both µ(D∩B(x))>0 and µ(E∩B(x))>0.
(D and E are known as “metrically dense” subsets of A.)
Theorem 3.19. [3] F is not a closed map.
Proof. Let A and R∖ A be metrically dense in R. Let An and Bn, n=1,2,3,...
be metrically dense in [n,n + 1] ∖A with An ∪Bn = [n,n + 1] ∖A and An ∩Bn = ∅.
For each n ∈ N, define fn ∈ L∞ by
f(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1 + 1n)XA(x), x ∉ [n.n + 1](1 + 1n), x ∈ [n.n + 1] ∩A
1
2 , x ∈ An
0, x ∈ Bn.
Then, F [fn](x) ≡ [0,1 + 1n]. Define F ∈ B by F (x) = [0,1] for all x ∈ R.
One can say that F [fn] → F in (B,D) but F [fn] ≠ F for each n ∈ N. Let K ≡
{fn}n=1∞ ⊆ L∞. Recall that every convergent sequence is a Cauchy sequence. Here,
if n ≠m, ∥fn − fm∥ ≥ 12 . Thus, there can be no Cauchy sequences in K, which implies
there is no convergent sequence in K (except those which are eventually constant).
So, K is closed (since none of its elements is an interior point).
Now we have a closed set and our goal is to see that its Filippov is not closed.
We just mentioned above that F [fn]→ F in (B,D) but F [fn] ≠ F for each n ∈ N.
So, F ∈F [K] ∖F [K]. Therefore, F is not a closed map.

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3.2. Almost-Everywhere Singleton-Valued Filippovs
In this section, we consider the question “F [f] = F [g] if and only if f and g
relate in what way?”. Since the Filippov operator ignores sets of measure zero, it
is easy to say if f(x) = g(x) a.e., then F [f] = F [g] a.e. However, there are some
problems about the converse.
In [2] the authors considered the existence of a Lebesgue measurable set A ⊆ R
such that for all x ∈ R and  > 0, we have 0 < µ(A ∩ B(x)) ∖ µ(B(x) < 1. They
defined f, g ∶ R → R by f(x) = XA(x) and g(x) = XAc(x) to give an example for
the situation where the two functions which do not agree anywhere have the same
Filippov. In their example, clearly, F [f] = F [g] = [0,1] for each x ∈ R. However,
f and g do not agree anywhere. They showed a characterization of the relationship
between f and g in the case which F [f] = F [g] under some general assumptions.
We see in [2] that the characterization is obtained in the case the Filippovs of f and
g are singletons almost everywhere.
Lemma 3.20. [2] Let f ∶ R → R be given. If these exists a set A ⊆ R of full
measure such that f ∣A is continuous, then for each x ∈ A we have F [f](x) = {f(x)}.
Lemma 3.21. [2] Let f ∶ R → R be given. Then, F [f] is continuous when
restricted to the set A on which it is a singleton (treated as a real-valued function).
Proof. Assume the opposite. Then, there exists some x ∈ A at which F [f] is
discontinuous. Thus, there exists β>0 such that at least one of the following holds:
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(1) For every >0, there exists y ∈ A with ∣x−y∣< butF [f](y)−F [f](x) ≥ β.
(2) For every >0, there exists y ∈ A with ∣x−y∣< butF [f](y)−F [f](x) ≤ −β.
Without loss of generality, assume that first one holds. Choose >0 and take
a corresponding y ∈ A. We know for every γ>0 and every Z ⊆ R with µ(Z) = 0,
that F [f](y) ⊆ convf(Bγ(y) ∖ Z). Choose γ>0 so that Bγ(y) ⊆ B(x). Then for
each Z ⊆ R of measure zero we have Bγ(y) ∖Z ⊆ B(x) ∖Z and so f(Bγ(y) ∖Z) ⊆
f(B(x) ∖Z). Thus we have
F [f](y) ⊆ convf(Bγ(y) ∖Z) ⊆ convf(B(x) ∖Z).
We have shown that for every >0 and Z ⊆ R with µ(Z) = 0,
convf(B(x) ∖Z) ∩ {y ∶ y ≥ β +F [f](x)} ≠ ∅.
So, for every >0 and Z ⊆ R with µ(Z) = 0, we have
[F [f](x),F [f](x) + β] ⊆ convf(B(x) ∖Z).
Therefore,
[F [f](x),F [f](x) + β] ⊆ ⋂
ε>0 ⋂Z ∶µ(Z)=0 convf(Bε(x) ∖Z) =F [f](x),
which contradicts the fact that F [f] is a singleton on A.

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Lemma 3.22. [2] Let f ∶ R → R be given. If F [f] is a singleton almost every-
where, then F [f](x) = {f(x)} almost everywhere.
Proof. Assume the opposite. Then without loss of generality, it follows that
there exists an A ⊆ R such that µ(A)>0, F [f](x) is a singleton for every x ∈ A, and
F [f](x)<f(x) for every x ∈ A.
Claim 1. There exists δ > 0 such that µ({x ∈ A∣f(x)>F [f](x) + δ}) > 0.
Proof of Claim 1. Assume the opposite. Then for δ = 1/n, n=1,2,...,
µ({x ∈ A∣f(x)>F [f](x) + 1/n}) = 0. However,
A = ∞⋃
i=1{x ∈ A∣f(x)>F [f](x) + 1/n}
is a countable union of sets of measure zero. This implies µ(A) = 0, a contradiction.
Now let y be a point of density of B ≡ {x ∈ A∣f(x)>F [f](x) + δ} such that
y ∈ B.
Claim 2. There exists >0 such that
inf
x∈B(y)∩A {F [f](x) + δ −F [f](y)}>0.
Proof of Claim 2. Define g ∶ C → R by g(x) =F [f](x)+δ−F [f](y) where C is
the set on which F [f] is a singleton. By Lemma 3.20, F [f] is continuous restricted
to the set C, hence g is continuous.
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Now assume inf
x∈B(y)∩C {F [f](x)+δ−F [f](y)}>0 for any ¯>0. Then every other
lower bound is going to be less than 0. Thus, for some x ∈ B¯(y) ∩C, g(x)<0. Since
g is continuous ∣g(x) − g(y)∣< for all  > 0, we have g(x) − g(y) > −. This implies,
g(x) > − + g(y). Notice that g(y) = δ>0. So if we choose δ = , we get g(x)>0, a
contradiction. From the fact that A ⊆ C, the claim follows.
Because y is a point of density of B, we know that for all >0,
µ(B(y) ∩ {x ∈ A∣f(x)>F [f](x) + 1/n}) > 0.
Let p= inf
x∈B(y)∩A {F [f](x) + δ −F [f](y)}>0.
Claim 3. For all >0, µ(B(y) ∩ {x ∈ A∣f(x)>F [f](x) + p}) > 0.
Proof of Claim 3. Suppose the opposite. Then, there exists ˆ>0 such that
µ(B(y) ∩ {x ∈ A∣f(x)>F [f](x) + p}) = 0. Choose  = min{¯, ˆ} (where ¯ is chosen
as in Claim 2). Then,
B(y) ∩ {x ∈ A∣f(x)>F [f](x) + p} ⊆ Bˆ(y) ∩ {x ∈ A∣f(x)>F [f](x) + p}.
In addition, from Claim 2 we have,
B(y) ∩ {x ∈ A∣f(x)>F [f](x) + δ} ⊆ B(y) ∩ {x ∈ A∣f(x)>F [f](x) + p}.
From the Claim 1 we know that B(y)∩{x ∈ A∣f(x) >F [f](x)+δ} has positive
measure, which yields the contradiction.
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We have found that for each  > 0 and for every Z ⊆ R with µ(Z) = 0, we have
[F [f](y),F [f](y) + p] ⊆ convf(B(y) ∖Z).
Thus, [F [f](y),F [f](y)+p] ⊆F [f](y), which contradicts the fact thatF [f]
is a singleton on A.

The following theorems characterize f , depending on the properties of its Fil-
ippov. Theorem 3.22 characterizes f in the case in which it is its own Filippov.
Theorem 3.23. [2] Let f ∶ R → R be given. for each x ∈ R, F [f](x) = {f(x)}
if and only if f is continuous.
Proof. (⇒): By Lemma 3.20, F [f] is continuous. Thus f, being the same
function, has the same property.
(⇐): This follows from Lemma 3.19, letting A = R.

The following result characterizes f in the case in which its Filippov is always
a singleton.
Theorem 3.24. [2] Let f ∶ R → R be given. For each x ∈ R, F [f](x) is a
singleton if and only if f agrees a.e. with a continuous function g ∶ R→ R .
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The next theorem gives us a characterization of f if its Filippov is a singleton
almost everywhere. We will see the equivalence of these two conditions with a third
property, which is condition (ii) mentioned below.
Theorem 3.25. [2] Let f ∶ R → R be given. The following three properties are
equivalent:
(i) F [f](x) is a singleton almost everywhere.
(ii) F [f](x) = {f(x)} almost everywhere.
(iii) There exists a set A ⊆ R of full measure such that f ∣A is continuous.
Proof. (i)⇒(ii): This is precisely Lemma 3.21.
(ii)⇒(iii): F [f](x) is a singleton a.e., hence, by Lemma 3.20, F [f](x) is
continuous when restricted to a set of full measure, call it S1. By hypothesis,
F [f](x) = {f(x)} on a set of full measure, call it S2. Now let A = S1 ∩ S2. In
this case, F [f](x) is continuous on A and it equals to {f(x)}. Therefore, f ∣A is
continuous.
(iii)⇒(ii): Follows from Lemma 3.18.
(ii)⇒(i): Trivial, since for each x ∈ R, {f(x)} is a singleton.

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Remark 3.26. Notice that F [f](x) is a singleton almost everywhere does not
imply F [f](x) is a singleton everywhere. Define f ∶ R→ R by
f(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1, x<0
−1, x ≥ 0.
F [f](x) = {1} for x > 0 and F [f](x) = {−1} for x < 0, but F [f](x) = [−1,1]
for x=0.
Now the following theorem answers our question posed at the beginning of the
section: “F [f] = F [g] if and only if f and g relate in what way?” in case the
Filippovs are singletons almost everywhere. There is also a third property added,
which tells us it is impossible for the Filippovs to agree on a set of full measure, but
disagree on a set of zero measure (except for the null set).
Theorem 3.27. [2] Let f, g ∶ R → R be given such that both F [f](x) and
F [g](x) are singletons a.e.. Then, the following three properties are equivalent.
(i) For each x ∈ R, F [f](x) =F [g](x),
(ii) F [f](x) =F [f](x) almost everywhere,
(iii) f(x) = g(x) almost everywhere.
Proof. (i)⇒(ii): Trivial.
(ii)⇒(iii): Since F [f](x) is a singleton a.e., we have F [f](x) = {f(x)} a.e. by
Lemma 3.21. Similarly, F [g](x) = {g(x)} a.e.
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(iii)⇒(i): Clear, since the construction of the Filippov ignores sets of measure
zero.

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Chapter 4
A GENERALIZATION OF FILIPPOV’S AND
KRASOVSKIJ’S OPERATIONS
In this chapter we discuss a generalization of Filippov’s and Krasovskij’s oper-
ation. In order to do this we first give the definition of the “collection of small sets”
. Then we introduce the generalized operation which is called C-Filippov and we
work on it’s properties. We complete the chapter by discussing the selection of those
small sets and relations between the corresponding C-Filippovs.
4.1. C-Filippov and its Properties
Definition 4.1. [4] Let C be a collection of subsets of R. We say that C is a
collection of small sets if each of the following properties is satisfied:
(i) the interior of each set in C is empty,
(ii) any finite union of sets in C is also in C,
(iii) any subset of a set in C is also in C.
Throughout the rest of this thesis “C ” will always represent a collection of small
sets.
Definition 4.2. [4] Let f ∶ R→R be given and let C be the collection of small
sets which satisfies the conditions above. The C-Filippov of f is defined by
FC[f](x) = ⋂
ε>0 ⋂C1∈Cconvf(Bε(x) ∖C1)
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where f ∶ R→R. It can be easily seen that FC[f] contains Filippov’s and Krasovskij’s
operations as special cases, letting C be the sets of Lebesgue measure zero in the
Filippov case and the empty set in the Krasovskij’s case.
Definition 4.3. [4] Let f ∶ R→R . Given A ⊂ R, we say that f is C-bounded
on A if there exists a set C1 ∈ C such that f ∣A∖C is bounded. Also, we say that f
is locally C-bounded if for every x ∈ R there exists ε>0 such that f is C-bounded on
Bε(x).
Theorem 4.4. [4] Let f ∶ R→R be locally C-bounded. Then, for each x ∈ R,
FC[f](x) is a nonempty, compact interval.
Proof. Since f is locally C -bounded, there exists >0 and C ∈ C such that
K ≡ convf(B(x) ∖C) is compact. Since FC[f](x) ⊆ K, we can write FC[f](x) as
FC[f](x) =⋂
>0⋂C∈C{[convf(B(x) ∖C1)] ∩K}, (4.1)
and thus FC[f](x) is an intersection of compact sets.
Let A ≡ {[convf(B(x) ∖ C1)] ∩K ∶ >0,C1 ∈ C}. Let n ∈ N. For i=1,2,....,n,
choose i>0 and Ci ∈ C. Let ˆ =min{,min
i
i}. We then have
n⋂
i=1[convf(Bi(x) ∖Ci)⋂K]
=
n⋂
i=1[convf(Bi(x) ∖Ci)⋂ convf(B(x) ∖C)]
⊇ convf(Bˆ(x) ∖ [( n⋃
i=1Ci)⋃C]) ≠ ∅,
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since ( n⋃
i=1Ci) ∪ C ∈ C. Thus A satisfies the finite intersection property and hence
FC[f](x) = ⋂A ≠ ∅.
In (4.1), we wroteFC[f] as an intersection of compact intervals. Hence, FC[f]
is a compact interval.

Lemma 4.5. [4] Let Iγ, γ ∈ Γ, be a collection of intervals on R for which ⋂
γ∈ΓIγ ≠∅. Then, y ≤ supIγ for each γ ∈ Γ implies y ≤ sup⋂
γ∈ΓIγ.
Theorem 4.6. [4] Let f ∶ R→R be locally C-bounded. Then, FC[f] is upper
semicontinuous.
Proof. Let x ∈ R and let N be an open set containing FC[f](x). Choose δ>0
small enough so that FC[f](x) ⊆ [infFC[f](x) − δ, supFC[f](x) + δ] ⊆ N.
Let I = [infFC[f](x) − δ, supFC[f](x) + δ].
Claim: There exists >0 such that ⋂
C1∈Cconvf(B(x) ∖C1) ⊆ I
Proof of Claim: Suppose not. Then, for every >0, either
sup ⋂
C1∈Cconvf(B(x) ∖C1) > supFC[f] + δ (4.2)
or inf ⋂
C1∈Cconvf(B(x)∖C1) < infFC[f]− δ. Since ⋂C1∈Cconvf(B(x)∖C1) decreases
as >0, we can assume without loss of generality that (4.2) holds for >0. Then we
have,
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supFC[f](x) = sup ⋂
>0 ⋂C1∈Cconvf(B(x) ∖C1) ≥ supFC[f](x) + δ.
The last inequality comes from (4.2) and Lemma 4.5, noting that ⋂
>0 ⋂C∈Cconvf(B(x) ∖C)
is nonempty from Theorem 4.4. This is a contradiction, and thus the claim is estab-
lished.
Now choose M = B(x). Let z ∈ M and choose γ>0 such that Bγ(z) ⊆ B(x). We
thus have ⋂
C1∈Cconvf(Bγ(z) ∖C1) ⊆ ⋂C1∈Cconvf(B(x) ∖C) and therefore FC[f](z) =
sup ⋂
γ>>0 ⋂C1∈Cconvf(B(z) ∖C1) ⊆ ⋂C1∈Cconvf(B(x) ∖C1) ⊆ I ⊆ N.
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Definition 4.7. [4] Let f: R→R and let A ⊂ R. We then define
C- sup f
A
=inf{y: ∃ C1 ∈ C such that y ≥ f(x) for all x ∈ A ∖C1},
C- inf f
A
=sup{y: ∃ C1 ∈ C such that y ≤ f(x) for all x ∈ A ∖C1}.
Note that in the case of Filippov’s operation, C- sup f
A
=esssup
A
f , and in the case
of Krasovskij’s operation C- sup f
A
is just sup f
A
. Similar comments can be made for
C- inf f
A
.
In order to have an equivalent definition for C-Filippov we need the following
lemma.
Lemma 4.8. [3] Let f ∶ R → R be locally C-bounded and let x ∈ R be given.
Then,
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sup FC[f](x) = lim
→0 C- sup fBε(x) and inf FC[f](x) = lim→0 C- inf fBε(x)
Note that lim
→0 C- sup fBε(x) exists and is finite, because C- sup fBε(x) decreases as → 0
and is bounded for  > 0 sufficiently small.
Proof. Let y ∈FC[f](x) and choose  > 0 small enough so that f is C -bounded
on B(x). We note that for every C∗ ∈ C, we have y∈ convf(B(x) ∖C∗).
Claim: y ≤ C- sup
Bε(x) f .
Proof of Claim: Choose z such that C1 ≡ {r ∈ B(x) ∶ f(r) > z} ∈ C. Suppose
z< y. Choose δ > 0 such that z < y − δ < y. Define C2 ≡ {r ∈ B(x) ∶ f(r) > y − δ}.
Clearly, C2 ⊆ C1. Therefore, C2 ∈ C. However, y ∈ convf(B(x) ∖ C∗) for ev-
ery C∗ ∈ C. So, y ∈ convf(B(x) ∖ C2). This is impossible since f(r) ≤ y − δ for all
r ∈ B(x) ∖C2. Therefore, y ≤ z for all z for which {r ∈ B(x) ∶ f(r) > z} ∈C . We thus
have y ≤ inf{z ∶ {r ∈ B(x) ∶ f(r) > z} ∈ C}=C- sup
B(x) f for  > 0. Hence, supFC[f](x) ≤
C- sup
Bε(x) f for  > 0 sufficiently small. Thus,
sup FC[f](x) ≤ lim
→0 C- supBε(x) f .
Now let w=supFC[f](x) and choose δ>0. Then, w is finite and in FC[f](x)
by Theorem 4.4 but w + δ ∉FC[f](x). Hence, there exist >0 and C ′ ∈ C such that
w + δ ∉ convf(B(x) ∖C ′) but w ∈ convf(B(x) ∖C ′).
We then have Cδ ≡ {r ∈ B(x) ∶ f(r)>w + δ} ⊆ C ′ and thus Cδ ∈ C. Therefore,
inf{z ∶ there exists C3 ∈ C such that z ≥ f(r) for all r ∈ B(x) ∖ C3} ≤ w + δ, that
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is, C − sup
B(x) f ≤ w + δ. Hence, lim→0 C- supBε(x) f ≤ w and thus lim→0 C- infBε(x) f=lim→0 C- supBε(x) f=
supFC[f](x).

Now we have the following theorem by also considering that for each x ∈ R,
FC[f](x) is a nonempty, compact interval.
Theorem 4.9. [4] Let f ∶ R→R be locally C-bounded. Then, for each x ∈ R, we
have
FC[f](x)= [lim
→0 C- infBε(x) f , lim→0 C- supBε(x) f ].
Theorem 4.10. Let f ∶ R → R be given. If FC[f] is one-to-one, then f is
one-to-one.
Proof. SupposeFC[f] is one-to-one but f is not. Let f(B(x1) ∖C1) = f(B(x2) ∖C1)
for some x1, x2. Then, convf(B(x1)∖C1) = convf(B(x2)∖C1) for >0 and C1 ∈ C.
Since it is true for all >0 and C1 ∈ C, we get
⋂
ε>0 ⋂C1∈Cconvf(Bε(x1) ∖C1) = ⋂ε>0 ⋂C1∈Cconvf(Bε(x2) ∖C1),
which means FC[f](x1) =F [f](x2). Since FC[f] is one-to-one, x1 = x2. Therefore,
B(x1) ∖C1 = B(x2) ∖C1, and the proof follows.

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Theorem 4.11. Let C1 and C2 be two collections of small sets such that C1 ⊆ C2.
Then, FC2[f] ⊆FC1[f].
Proof. Let C1 ⊆ C2 and take y ∈FC2[f]. Then we have
y ∈ ⋂
ε>0 ⋂A∈C2convf(Bε(x) ∖A).
This implies y ∈ convf(Bε(x) ∖A) for any A ∈ C2 and ε>0. So, it is also true
for any B ∈ C1. Thus, y ∈ ⋂
ε>0 ⋂B∈C1convf(Bε(x) ∖B) =FC1[f].

4.2. Discussion and Counterexamples
In this section we first discuss the possible choices for the collection C . The
choice of C might depend on the application being studied. One can observe that if
C is the empty set, the resulting set-valued function is Krasovskij’s operation. And,
if the sets of Lebesgue measure zero are used, we end up with Filippov’s operation.
Now by considering the properties of C , we look for the other possible choices.
Let ε = {∅}. The collection of finite sets will be denoted by F , the countable
sets by C , the denumerable sets by D , the sets of Lebesgue measure zero by Z , the
nowhere dense sets by N and the first category sets by M . All of these sets satisfy
Definition 4.1. The following table [4] shows the relation between the sets obtained
by evaluating the corresponding set-valued functions.
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F FF FD FZ FN FM FC
F - /⊂ /⊂ /⊂ /⊂ /⊂ /⊂
FF ⊊ - /⊂ /⊂ /⊂ /⊂ /⊂
FD ⊊ ⊊ - /⊂ /⊂ /⊂ ⊆
FZ ⊊ ⊊ ⊊ - /⊂ /⊂ ⊆
FN ⊊ ⊊ /⊂ /⊂ - /⊂ /⊂
FM ⊊ ⊊ ⊊ /⊂ ⊊ - ⊊
FC ⊊ ⊂ /⊂ /⊂ /⊂ /⊂ -
Now we give the related counterexamples. We denote the Cantor Set by C and
the Fat Cantor Set by FC.
FD[XC] /⊂FZ[XC]
FD[XA] /⊂FN[XA], where A is a finite set .
FD[XC] /⊂FM[XC]
FN[XQ] /⊂FD[XQ]
FN[XQ] /⊂FZ[XQ]
FN[XQ] /⊂FM[XQ]
FF [XQ] /⊂FD[XQ]
FF [XQ] /⊂FZ[XQ]
FN[XQ] /⊂FC[XQ]
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FF [XC] /⊂FN[XC]
FF [XQ] /⊂FM[XQ]
FF [XQ] /⊂FC[XQ]
FZ[XFC] /⊂FN[XFC]
FZ[XFC] /⊂FM[XFC]
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Chapter 5
THE C-FILIPPOV FOR THE FINITE AND COUNTABLE
CASES
Throughout this chapter we denote the C-Filippov for the finite case by FCF ,
for the countable case by FCC . And, we assume f is locally C -bounded. Let us
start with mentioning that FCC [f] ⊆FCF [f] for any f . One can get this result by
Theorem 4.11 and by the fact that every finite set is countable. However, FCC [f]
and FCF [f] are the same for many functions. Moreover, the Filippov and the C-
Filippovs (both for the finite and countable cases) of many functions are the same.
The characteristic function of the rationals is an example where the C-Filippovs are
different: FCC [XQ] ≡ {0} but FCF [XQ] ≡ [0,1]. However, this time F [XQ] and
FCC [XQ] are the same.
Define f by
f(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1/2, x ∈ C
1, x ∈ Cc ∩Q
0, x ∈ Cc ∩Qc,
where C is the Cantor set.
Now the Filippov and the C-Filippovs are all different:
F [XQ] ≡ {0}, FCF [XQ] ≡ [0,1] and FCC [XQ](x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
[0,1/2], x ∈ C{0}, x ∉ C. .
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In this chapter, we first look at the common properties of FCF and FCC . Upon
doing this, we find the answer of the question “When are FCC [f],FCF [f], and
F [f] the same?” . Afterwards, we work on each of them separately. Throughout
this chapter, we assume FCF [f] and FCC [f] are locally C-bounded.
5.1. Common Properties of the C-Filippov for the Finite and Countable
Cases
Lemma 5.1. For a given f ∶ R → R, suppose there exist C1 ∈ C such that f ∣C1c
is continuous. Then, for each x ∈ C1c we have FC[f](x) = {f(x)}.
Proof. Claim: For each x ∈ C1c we have f(x) ∈FC[f](x).
Proof of Claim: Fix ε>0 and C2 ∈ C. For any n, there exists xn ∈ C1c ∩
(B1/n(x) ∖C2) for C2 ∈ C. Since xn → x and f ∣C1c is continuous, f(xn) → f(x). So,
f(x)∈ clf(B(x) ∖C2) ⊆ convf(B(x) ∖C2). Since the above statements hold for any
 > 0 and C2 ∈ C we have
f(x)∈ ⋂
ε>0 ⋂C2∈Cconvf(Bε(x) ∖C2) =FC[f](x).
Assume there exists x ∈ C1c such that FC[f](x) ≠ {f(x)}. This means there
exists y ∈FC[f](x) such that y ≠ f(x). Without loss of generality, assume y > f(x).
For each  > 0 we have y ∈ convf(B(x) ∖ C1). Let C2 ∈ C ∖ C1. For each  > 0
there exist l, u such that l ≤ u and l, u ∈ f(B(x) ∖ C2). For each  > 0 let
w ∈ B(x) ∖C2 = B(x) ∩C1c satisfy f(w) = u and let β = y − f(x). We have shown
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that there exists β > 0 such that for each  > 0, there exists w ∈ B(x) ∩ C1c with
f(w)−f(x) = u−f(x) ≥ y−f(x) = β which contradicts the continuity of f ∣C1c at x.

Lemma 5.2. Let f ∶ R→ R be given. Then FC[f] is continuous when restricted
to the set where it is a singleton ( treated as a real function).
Proof. Assume FC[f] is a singleton on a set A. Say that FC[f](x) =mx for x∈
A. Since FC[f] is upper semi continuous, for any open N with mx ∈N, there exists a
neighborhood M of x such that FC(M) ⊆ N. This implies that FC[f] is continuous
on A.

Theorem 5.3. FC[f]={f(x)} for each x ∈ R if and only if f is continuous
everywhere.
Proof. (⇒) ∶ By Lemma 5.2, FC[f] is continuous. Then f is continuous too.
(⇐) ∶ This follows from Lemma 5.1, letting C1 = ∅.

Theorem 5.4. Let f, g ∶ R → R be continuous. Then, the following properties
are equivalent:
(i) ∀x ∈ R, FC[f](x) =FC[g](x)
(ii) f(x) = g(x).
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Proof. (i) ⇒ (ii) Assume FC[f](x) = FC[g](x) and let f , g be continuous.
Then by Theorem 5.3, FC[f](x) = {f(x)} and FC[g](x) = {g(x)}. Hence, f(x) =
g(x) for all x.
(ii)⇒ (i) Trivial.

We define a partial order ≲ on the set of C-Filippovs by FC[f] ≲FC[g] iff
(i) lim
→0 C- supB(x) f ≤ lim→0 C- supB(x) g
(ii) lim
→0 C- infB(x) f ≤ lim→0 C- infB(x) g
First of all, let us show ≲ is really a partial order:
● Clearly it is reflexive.
● Let FC[f] ≲FC[g] and FC[g] ≲FC[f].
Then, since lim
→0 C- supB(x) f ≤ lim→0 C- supB(x) g and lim→0 C- supB(x) g ≤ lim→0 C- supB(x) f ,
we have
lim
→0 C- supB(x) f = lim→0 C- supB(x) g. (5.1)
Similarly, since lim
→0 C- infB(x) f ≤ lim→0 C- infB(x) g and lim→0 C- infB(x) g ≤ lim→0 C- infB(x) f ,
we have
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lim
→0 C- infB(x) f = lim→0 C- infB(x) g. (5.2)
From (5.1) and (5.2), ≲ is anti-symmetric.
● Let FC[f] ≲FC[g] and FC[g] ≲FC[h]. Then,
lim
→0 C- supB(x) f ≤ lim→0 C- supB(x) g and lim→0 C- supB(x) g ≤ lim→0 C- supB(x) h.
Therefore, lim
→0 C- supBε(x)f ≤ lim→0 C - supBε(x)h.
Similarly since
lim
→0 C- infB(x) f ≤ lim→0 C- infB(x) g and lim→0 C- infB(x) g ≤ lim→0 C- infB(x) h,
we have lim
→0 C- infBε(x)f ≤ lim→0 C - infBε(x)h.
We have found that FC[f] ≲FC[h], which means ≲ is transitive.
Let f, g ∶ R→ R and define f ≤∗ g by
(1) f ≤∗ g if and only if f(x) ≤ g(x) for all x ∈ R,
(2) f <∗ g if and only if f ≤∗ g and f(x) ≠ g(x) for some x.
Theorem 5.5. Let f, g ∶ R→ R. If f ≤∗ g, then FC[f] ≲FC[g].
Proof. Let f ≤∗ g. Then f(x) ≤ g(x) for all x.
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Recall
lim
→0 C- sup fB(x) =inf{y: there exists a C1 ∈ C such that y ≥ f(m) for all m ∈ B(x) ∖C1}
and
lim
→0 C- inf fB(x) =inf{y: there exists a C2 ∈ C such that y ≤ f(n) for all n ∈ B(x) ∖C2}.
Fix  > 0 and x ∈ R. Then we have C- sup
B(x) g = inf{ sup gB(x)∖C1}, for C1 ∈ C. Since
g(x) ≥ f(x) for all x, we obtain
C- sup
B(x) g = inf{ sup gB(x)∖C1} ≥ inf{ sup fB(x)∖C1} = C- supB(x) f .
Hence we have,
lim
→0 C- supB(x) g ≥ lim→0 C- supB(x) f .
The inequality lim
→0 C- infB(x) g ≥ lim→0 C- infB(x) f can be shown very similarly.
We have found that FC[f] ≲FC[g].

Theorem 5.6. FC is not strictly monotone.
Proof. Define f(x) by
f(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1, x ∈ Q ∖Z
1
2 , x ∈ Z
0, x ∉ Q
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and let g(x) =XQ.
Clearly f <∗ g. However, FCC [f]=0=FCC [g] and FCF [f] = FCF [g] = [0,1].
Thus, FC is not strictly monotone for both cases.

Theorem 5.7. Let f ∶ R → R be given and assume the set of discontinuity
points of f forms a C-set. Then, if f is one to one, FC[f] is one-to-one off of a
small set.
Proof. Let the set of all discontinuity points of f be C1 ∈ C. Then, f is continu-
ous on C1
c. By Lemma 5.1, FC[f](x) = {f(x)} on C1c. Thus, since f is one-to-one,
FC[f](x) is one-to-one on C1c.

Lemma 5.8. Let FC[f](x) ⊆ B(L) for L ∈ R. Then, for some  > 0 and C1 ∈ C
we have, convf(B(x) ∖C1) ⊆ B(L).
Proof. First of all, note that since f is C-bounded, for any δ > 0, C1 ∈ C and
x ∈ R, convf(Bδ(x) ∖ C1) is a compact interval. Now fix x and denote the above
collection of sets by Aα, α ∈ I where I is some index set.
Claim 1: For every α,β ∈ I, there exists γ in I such that Aγ ⊆ Aα ∩Aβ.
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Proof of the Claim 1: Let Aα = convf(Bδ1(x)∖C1) and Aβ = convf(Bδ2(x)∖C2)
where C1,C2 ∈ C. Define Aγ by Aγ = convf(Bδ(x) ∖C3) where δ = min{δ1, δ2} and
C3 = C1 ∪C2. Clearly, Aγ ⊆ Aα ∩Aβ.
Assume {L} = ⋂
α∈IAα and let  > 0.
Claim 2: There exists α1 ∈ I such that Aα1 ⊆ B(L).
Proof of the Claim 2: Since {L} = ⋂
α∈IAα, there exist Aα′ ,Aα′′ such that L− ∉ Aα′
and L+  ∉ Aα′′ . Then, neither L−  nor L+  is contained in Aα′ ∩Aα′′ . Now choose
Aγ ⊆ Aα′ ∩Aα′′ . In this case, Aγ is an interval which does not contain L−  and L+ .
However, we have L ∈ Aγ. Thus, Aγ ⊆ B(L).

5.2. The Finite Case
Theorem 5.9. Let CF be the collection of finite sets. Then, FCF [f] is a sin-
gleton at x if and only if f has at most a removable singularity at x, i.e., limt→x f(t)
exists.
Proof. (⇐) ∶ Assume limt→x f(t) exists and call it L. Let  > 0. Then ∃δ > 0
such that for 0 < ∣x − t∣ < δ, we have ∣L − f(t)∣ < . This means f(t) ∈ B(L). Now
take C1 ∈ CF such that x ∉ C1. So, f(Bδ(x) ∖C1) ⊆ B(L). This implies
⋂
δ1<δ ⋂C2∈CFconvf(Bδ1(x) ∖C1) ⊆ B(L).
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Hence, since the  is arbitrary, the C-Filippov is a singleton at x.
(⇒) ∶ Assume FC[f] is a singleton at x and let  > 0. Say that FC[f](x)=M.
Clearly, B(M) ⊇ FC[f](x). Then, by Lemma 5.8, there exist δ > 0 and C1 ∈ CF
such that B(M) ⊇ convf(Bδ(x)∖C1) ⊇ f(Bδ(x)∖C1). Then, for t ∈ Bδ(x)∖C1, f(t) ∈
B(M). Thus, limt→x f(t) exists.

Corollary 5.10. Let f ∶ R→ R be given such that FCF [f] is a singleton at x.
Then, FCF [f](x)={limt→x f(t)}.
Proof. Assume FCF [f] is singleton at x. Then, limt→x f(t) exists and
limt→x f(t) ∈ convf(Bε(x) ∖C1) for  > 0 and C1 ∈ CF .
Since this is true for all  > 0 and all C1 ∈ CF we have, limt→x f(t) ∈ ⋂
ε>0 ⋂C1∈CFconvf(Bε(x) ∖C1).
Thus, limt→x f(t) ∈FCF [f](x). Because of the singularity,FCF [f](x) = {limt→x f(t)}.

Remark 5.11. Assume f has finitely many discontinuity points. Then, notice
that if there exists a set C1
c where FCF [f] is a singleton, FCF [f](x) = {f(x)} on
C1
c for some C1 ∈ CF . (Since the set of all discontinuity points of f is finite, we can
call that set C1 ∈ CF . Then, f is continuous on C1c. By Lemma 5.1, FCF [f] = {f(x)}
on C1
c.)
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5.3. The Countable Case
Definition 5.12. Let f∶ R → R be given and let x∈ R. We say that f has at
most a C-removable singularity at x if and only if lim
t→x
t∉C1∈C
f(t) exists and is equal for all
C1 ∈ CC.
Theorem 5.13. Let f∶ R → R be given. FCC [f] is a singleton at x if and only
if f has a C-removable singularity at x.
Proof. (⇐) ∶ Assume f has a C-removable singularity at x . Then, lim
t→x
t∉C1∈C
f(t)
exists and equal for all C1 ∈ CC . Call this limit L. Let  > 0 and fix C1 ∈ C. Then,
there exists δ > 0 such that when ∣t−x∣ < δ, ∣f(t)−L∣ < , where t ∉ C1. This implies,
for t ∈ Bδ(x) ∖C1, f(t) ∈ B(L). Therefore, f(Bδ(x) ∖C1) ⊆ B(L). Since B(L) is
convex we have,
convf(Bδ(x) ∖C1) ⊆ B(L).
Hence, convf(Bδ(x) ∖ C1) ⊆ B(L). Since FCC [f](x) ⊆ convf(Bδ(x) ∖ C1),
we have FCC [f](x) ⊆ B(L). Because of the fact that this statement is true for an
arbitrary epsilon, we conclude that FCC [f] is a singleton at x.
(⇒) ∶ Assume FCC [f](x) = M , i.e., FCC [f] is a singleton at x and equals to
M. Let ε>0. Then, there exists δ>0 and C1 ∈ CC with x∉ C1 such that
Bε(L) ⊇ convf(Bδ(x) ∖C1) ⊇ f(Bδ(x) ∖C1).
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So, for t ∈ Bδ(x)∖C1, f(t) ∈ Bε(L). Thus, lim
t→x
t∉C1∈CC
f(t) exists, i.e, f has at most
a C-removable singularity at x.

Corollary 5.14. Let f ∶ R→ R be given such that FCC [f] is a singleton at x.
Then, FCC [f] = { limt→x
t∉C1∈CC
f(t)}.
Proof. The proof can be done very similarly with Corollary 5.10.

Theorem 5.15. Suppose FCC [f](x) is a singleton on some set A. Then,
C1 ≡ {x ∈ A ∣ FCC [f](x) ≠ f(x)} is a countable set.
Proof. Claim 1: For all n ∈ N, An = {x ∈ A ∣ f(x)<FCC [f](x) − 1/n} is count-
able.
Proof of Claim 1 Assume An is uncountable for some n∈ N. Let y∈ An be a
condensation point of An. Note that we are assuming y∈ An, which is not the case
for all condensation points. However, such a y must exist. By the continuity of the
C-Filippov on A,
∃δ>0 such that for x∈ Bδ(y) ∩An, ∣FCC [f](x) −FCC [f](y)∣ < 12n .
This will imply that f(x) <FCC [f](x) − 1n <FCC [f](y) − 12n .
Thus, the interval [FCC [f](y)-1/2n , FCC [f](y)] ∈ ⋂
C1∈CCconvf(Bδ(y)∖C1) (since
Bδ(y) ∩An is uncountable by the definition often condensation point).
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If δ′<δ, then Bδ′(y) ⊆ Bδ(y). Therefore,
[FCC [f](y)-1/2n, FC [f](y)]⊆ ⋂
C1∈CCconvf(Bδ′(y) ∖C1).
Thus, we have [FCC [f](y)-1/2n, FCC [f](y)]⊆ FCC [f](y) which contradicts the
fact that FCC [f](y) is a singleton and the claim fallows.
Claim 2: For all n ∈ N,An = {x ∈ A∣f(x)>FCC [f](x) − 1/n} is countable.
The proof is similar.
Let C′=A′∪ B′ where we define A′ and B′ as follows
A′≡ {x ∈ A ∣ FC[f](x)>f(x)}
B′≡ {x ∈ A ∣ FC[f](x)<f(x)}
Since A′= ∪
n∈NAn, B′= ∪n∈NBn and countable unions of countable sets are countable,
it fallows that A′, B′ and C′ are all countable.

Corollary 5.16. Let f ∶ R → R be given. If FCC [f ] is a singleton on C1c for
some C1 ∈ CC, then FCC [f](x) = {f(x)} on C2c for some C2 ∈ CC.
Proof. Let FC [f] be a singleton on C1
c for some C1 ∈ CC and assume for any
C2 ∈ CC , there exists x∈ C2 such that FC[f](x) ≠ {f(x)}. In this case it is also true
for C1. From the Lemma, {x∈ C1c∣FC[f](x) ≠ {f(x)} is countable. Which implies
{x∈ C1c∣FC[f](x) = {f(x)} is uncountable. We can call that set C3c for C3 ∈ CC .
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We have found that for some C3 ∈ C and for any x∈ C3 , FC[f](x) ≠ {f(x)} which
contradicts our assumption.

Theorem 5.17. FC[f] is a singleton on a set Ac where A ∈ CC if and only if
there exist B ∈ CC such that f ∣Bc is continuous.
Proof. (⇒) ∶ Assume FCC [f] is a singleton on a set Ac for some A ∈ C. Then,
by Corollary 5.16, FCC [f] = {f(x)} on Dc for some D ∈ C. In addition, by Lemma
5.2, FCC [f] is continuous on A
c and Dc. Say that Bc = Ac ∩Dc. We found that there
exists a B ∈ C such that f ∣Bc is continuous.
(⇐) ∶ This follows from Lemma 5.1.

Theorem 5.18. Let f,g: R → R be given such that FCC [f](x) and FCC [g](x)
are singletons off of a countable set.Then, the following are equivalent:
(i) For each x ∈ R, FCC [f](x) =FCC [g](x).
(ii) FCC [f](x) =FCC [g](x) off of a countable set.
(iii) f(x) = g(x) off of a countable set.
Proof. (i)⇒(ii) Trivial.
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(ii)⇒(iii) Assume F [f]CC(x) and FCC [g](x) are singletons off of a countable
set. Then, from the Corollary 3.2.4, F [f](x) = {f(x)} on C1c and FCC [g](x) =
{g(x)} on C2c for C1,C2 ∈ CC .
Choose C3 = C1 ∪C2. Then, C3c = C1c ∩C2c. Hence, {f(x)} = {g(x)} on C3c for
C3 ∈ CC .
(iii)⇒(i) Clear, since the construction of the C-Filippov for countable case ig-
nores countable sets.

Theorem 5.19. Let f ∶ R → R. For each x ∈ R, FCC [f](x) is a singleton if
and only if f agrees with a continuous function g ∶ R→ R off of a countable set.
Proof. (⇒) ∶We want to construct a g ∶ R→ R with the following properties:
(a) g is continuous everywhere
(b) f = g off of a countable set
Define g to be a function that satisfies FCC [f](x) = {g(x)} for all x ∈ R. Since
FCC [f](x) is singleton everywhere, by the Lemma 5.2 , it is continuous everywhere.
Therefore, g is continuous for all x in R.
For the (b) requirement we use Corollary 5.16. which implies FCC [f](x) =
{f(x)} on C1c for some C1 ∈ CC . Thus, f(x) = g(x) on C1c.
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(⇐) ∶ Let g ∶ R→ R be a function which is continuous for all x ∈ R and satisfies
the condition g(x) = f(x) off of a countable set. Then, FCC [g](x) = FCC [f](x)
from the Theorem 5.4. And, since g is a continuous function, FCC [g](x) = {g(x)}
for all x by Theorem 5.3. Hence, FCC [f](x) is a singleton everywhere.

Lemma 5.20. There exist totally imperfect A, B such that R = A∪B and A∩B =
∅. In addition, all x ∈ A is a condensation point of B and the all x ∈ B is a
condensation point of A. (The existence of totally imperfect sets A and B such that
A ∩B = ∅ and A ∪B = R comes from Bernstein sets.)
Theorem 5.21. If there exists a C1
c where C1 ∈ CC such that lim
→0 C- infB(x) f and
lim
→0 C- supB(x)∩ f are both continuous for all x ∈ C1c and not equal to each other, then
there exists a function g such that f(x)≠g(x) but FCC [f] =FCC [g] on C1c.
Proof. Call f¯(x) = lim
→0 C- supB(x)∩ f and f(x) = lim→0 C- infB(x) f . Let f¯ and f are both
continuous on C1
c and not equal to each other. Then f(x) < f¯(x) for all x ∈ C1c.
Let A and B the imperfect sets defined as in the previous Lemma. Define g(x) by
h1(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
f(x), x ∈ C1
f¯(x), x ∈ A ∩C1c
f(x), x ∈ B ∩C1c.
h2(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
f(x), x ∈ C1
f¯(x), x ∈ B ∩C1c
f(x), x ∈ A ∩C1c.
Clearly, h1 and h2 disagree on C1
c. Since we assume f¯ and f are not equal,
f ≠ h1 or f ≠ h2. Without loss of generality, assume f and h1 disagree on C1c. Let
g(x) = h1(x) for all x ∈ R. Then, f(x) ≠ g(x) on C1c.
50
Recall that FC[f](x)=[lim
→0 C- infB(x) f , lim→0 C- supB(x) f ]. Since f¯ is continuous on
C1
c, F [f¯](x) = {f¯(x)} on C1c. Therefore, we have
lim
→0 C- infB(x)∩C1cf¯ = f¯(x).
Furthermore, one can also say that,
lim
→0 C- supB(x)∩C1f ≤ lim→0 C- supB(x) f = f¯(x).
We will show that FCC [f](x) =FCC [g](x) on C1c. In order to do that, we will
first show lim
→0 C- supB(x) f = lim→0 C- supB(x) g.
lim
→0 C- supB(x) g = limε→0 max{ C- supB(x)∩C1cg, C-supB(x)∩C1g}
≤ lim
ε→0 max{ C- supB(x)∩C1cf¯ , C- supB(x)∩C1f }
= max{lim
→0 C- supB(x)∩C1cf¯ ,lim→0 C- supB(x)∩C1f}
= f(x)= lim
→0 C- supB(x) f .
Hence, lim
→0 C-supB(x) g ≤ lim→0 C- supB(x) f
On the other hand,
lim
→0 C-supB(x) g ≥ lim→0 C- supB(x)∩A∩C1cg = lim→0 C- supB(x)∩A∩C1cf¯ = f¯ .
lim
→0 C- supB(x) g ≤ lim→0 C- supB(x) f .
Now, we will show lim
→0 C- infB(x) f=lim→0 C- infB(x) g.
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Since f is continuous on C1
c, we have
lim
→0 C-infB(x)∩C1cf=f(x).
Moreover, it is not difficult to see that
lim
→0 C- infB(x)∩C1f ≥ lim→0 C- infB(x) f = f(x).
Now, lim
→0 C- infB(x) g = lim→0 min{ C- supB(x)∩C1cg, C- infB(x)∩C1g}
≥ lim
→0 min{ C- supB(x)∩C1cf , C- infB(x)∩C1f}
= min{ lim
→0 C- infB(x)∩C1cf , lim→0 C- infB(x)∩C1f}
= f(x) = lim
→0 C- infB(x) f .
We have shown that lim
→0 C- infB(x) g ≥ f(x) = lim→0 C- infB(x) f .
On the other hand,
lim
→0 C- infB(x) g ≤ lim→0 C- infB(x)∩B∩C1cg = lim→0 C- infB(x)∩B∩C1cf = f .
Hence, lim
→0 C- infB(x) g ≤ f(x)=lim→0 C- infB(x) f .
We have shown that FCC [f] =FCC [g] on C1c.

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Chapter 6
FILIPPOV WITH DIFFERENT MEASURES
In this chapter, we present an other generalization of the Filippov operation.
For this new generalized operation, we use the regular Filippov definition. However,
this time, instead of Lebesgue measure, we use different types of measures. For any
measure ν, we denote the corresponding Filippov by F ν[f], i.e.,
F ν[f](x) = ⋂
ε>0 ⋂Z ∶ν(Z)=0 conv f(Bε(x) ∖Z).
For instance, consider the counting measure µ. Then, for any measurable A ⊆ R,
µ(A) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∣A∣, A is finite∞, A is infinite.
Here, the only set of measure zero is the empty set. So for any f , F µ[f] will
coincide with the Krasovskij operation.
We are looking for the answer to the question “What kind of relation should
the measures have in order to let us decide the relation between the corresponding
Filippovs?”. We will see that sometimes the Filippovs are equal, sometimes one
includes the other, sometimes we could just say they do not agree at least one point.
First let us give some sufficient definitions and background notes which can be found
in many measure theory books (we used [11] and [13]). Then, we will give our results
with examples. Throughout this chapter, we assume f is essentially bounded w.r.t.
the measure that we are working with.
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Definition 6.1. Let µ and ν be two measures on the same measure space.
Then, µ is said to be absolutely continuous with respect to ν, or dominated by ν if
µ(A)=0 whenever ν(A)=0. This is written as “µ<<ν”.
Example 6.2. Let µ and ν be two measures on R. Define µ and ν by
µ(E) =⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if E is countable,∞ otherwise. ν(E) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∞, E ∩Cc uncountable
0, otherwise.
For every countable set E, ν(E) = 0. Therefore, whenever µ(A)=0, ν(A)=0.
Hence, ν<<µ.
Notice that the Lebesgue measure λ would be absolutely continuous w.r.t. both
µ and ν. ν(E) = 0 means E is countable, E is the Cantor set or E is the empty set.
For all cases, λ(E) = 0. Therefore, λ << ν. Showing λ << µ is straight forward from
the fact that every finite set has Lebesgue measure zero.
Lemma 6.3. Absolute continuity of measures is reflexive and transitive, but is
not antisymmetric.
Proof. Let µ and ν be two measures on the same measurable space. From the
definition of absolute continuity it is clear that µ<<µ. So << is reflexive. Now let
µ<<ν and ν<<β. Assume β(A) = 0. Then, ν(A) = 0 which implies µ(A) = 0. So,
µ(A) = 0 whenever β(A) = 0. Thus, << is transitive.
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Let µ be the Lebesgue measure and consider the Gaussian measure γ defined
on the real line by
γ(A)= 1√
2Π ∫A exp(-12 ∣∣x∣∣2)dλ(x)
for any measurable set A, where n ∈ N.
In this case, µ<<ν and ν<<µ. However, they are not same measures (Gaussian
measure is strictly positive). So, << is not antisymmetric.

Absolute continuity is a preorder rather than a partial order. Instead, if µ<<ν
and µ<<ν, the measures µ and ν are said to be equivalent (mutually absolute con-
tinuous). It can be easily shown that mutually absolute continuity is an equivalence
relation. Thus, absolute continuity induces a partial ordering of such equivalence
classes.
Precisely, a measure µ on Borel subsets of the real line is absolutely continuous
with respect to the Lebesgue measure λ if and only if it satisfies the Radon-Nikodym
Theorem for any measurable subset A ⊂X, i.e, ∃ f such that
µ<<λ⇔ µ(A) = ∫A fdλ.
Definition 6.4. Let µ and ν be two measures on the same measure space
(X,σ). They are mutually singular if there exists a measurable subset A ⊂X such
that µ(A)=0 and ν(X ∖A)=0. This is written as µ ⊥ ν.
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Example 6.5. Let δx be the Dirac measure and λ be the Lebesgue measure on
R. Recall
δx(A) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, x ∈ A
0, x ∉ A.
For some x ∈ R, consider the set A = B(x) ∖ {x}. Then, δx(A) = 0 and
λ(Ac) = 0. Hence, λ and δx are mutually singular measures.
Lemma 6.6. Let f ∶ R → R be given and let µ be any measure. F µ[f] is
continuous on the set which it is a singleton.
Proof. The proof is the same as Lemma 3.20.

Theorem 6.7. Let µ be any measure which has the property λ << µ where λ
is the Lebesgue measure. Then, if f ∶ R → R is continuous everywhere, F µ[f](x) =
{f(x)} for all x ∈ R.
Proof. Claim: f(x) ∈F µ[f](x) for all x ∈ R
Proof of Claim: Fix  > 0 and Z ⊆ R with µ(Z) = 0. Since λ << µ, we have
λ(Z) = 0. So, B1/n(x) ∖ Z has full Lebesgue measure in B1/n(x) where n ∈ N. This
implies B1/n(x)∖Z has full measure in B1/n w.r.t. µ. Thus for any n, xn ∈ B1/n(x)∖Z.
xn → x and continuity of f yields that f(xn)→ f(x). Thus, f(x) ∈ clf(B(x)∖Z) ⊆
convf(B(x)∖Z). This statement is true for all  > 0 and all Z ⊆ R of measure zero.
Hence,
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f(x) ∈ ⋂
>0 ⋂Z ∶µ(Z)=0conv f(B(x) ∖Z).
Assume there exists an x such thatF µ[f](x) ≠ {f(x)}. This means there exists
y ∈ R such that y ≠ f(x) and y ∈ F µ[f](x). Then, y > f(x) or y < f(x). Without
loss of generality, assume y > f(x). Since
y ∈F µ[f](x) = ⋂
>0 ⋂Z ∶µ(Z)=0conv f(B(x) ∖Z),
y ∈ convf(B(x)∖Z) for each  > 0 and Z with µ(Z) = 0. Let Z = ∅. Then for every
 > 0, y ∈ convf(B(x)). Thus, for every  > 0 there exists l, u ∈ f(B(x)) such that
l ≤ y ≤ u.
Let w ∈ B(x) such that f(w) = u and let δ = y − f(x). Continuity of f at x
implies for all δ > 0 there exists  > 0 such that for ∣x−w∣ <  we have ∣f(x)−f(w)∣ < δ.
However, we have found a δ > 0 such that for each  > 0 there exists w ∈ B(x) with
f(w) − f(x) = u − f(x) ≥ y − f(x) = δ, which gives a contradiction.
Hence, F µ[f](x) = ⋂
>0conv f(B(x)) = f(x).

The converse of the theorem works for any measure. Thus, we have the follow-
ing.
Theorem 6.8. Let µ be any measure. Then for given f ∶ R→ R if F µ[f](x) =
{f(x)} for all x ∈ R, then f is continuous everywhere.
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Proof. Let F µ[f](x) = {f(x)} for all x ∈ R. Then, F µ[f](x) is a singleton for
all x. By Lemma 6.6, F µ[f](x) is continuous everywhere. From the fact that f(x)
is the same as F µ[f](x), f is continuous everywhere.

Theorem 6.9. Let ν and µ be two measures. For given f ∶ R → R, if ν<<µ,
then F ν[f] ⊆F µ[f].
Proof. Let ν<<µ and let  > 0. For some x ∈ R, consider B(x). Upon calculat-
ing F µ(x), we throw out measure zero sets Zα from B(x). Since ν < µ, ν(Zα) = 0
for every Zα. Hence, we throw out each Zα upon calculating F ν , as well. However,
since our measures are not equivalent, there exists a Z∗ such that ν(Z∗) = 0 but
µ(Z∗) > 0. This implies, upon calculating F ν , in addition to the {Zα} we need to
throw out Z∗ from B(x). Thus, {B(x) ∖ Z : ν(Z) = 0} ⊆ {B(x) ∖ Z : µ(Z) = 0}.
Since this is true for every >0, we get
⋂
>0 ⋂Z ∶ν(Z)=0convf(B(x) ∖Z) ⊆ ⋂>0 ⋂Z ∶µ(Z)=0convf(B(x) ∖Z).
Thus, F ν[f](x) ⊆F µ[f](x).

Notice that in Theorem 6.9, since ν << µ, it is enough f to be essentially
bounded w.r.t just µ.
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Example 6.10. Define µ as
µ(E) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, E is countable∞, otherwise.
Let λ be the Lebesgue measure and let f ∶ R → R be given. Choose A ⊂ R such
that µ(A) = 0. Then, A is countable. We know that every countable set has Lebesgue
measure zero. Therefore, λ<<µ. By Theorem 6.9, F λ[f] ⊆F µ[f].
Let f be XQ. Then, F λ[f] and F µ[f] are both zero. Now, let f be XC where
C is the Cantor set. Then, F λ[f] ≡ {0} and F µ[f](x)=⎧⎪⎪⎪⎨⎪⎪⎪⎩
[0,1], x ∈ C
0, otherwise.
Corollary 6.11. Let ν and µ be equivalent (mutually absolute continuous)
measures. Then, F ν[f] =F µ[f] for any f .
Proof. Assume ν and µ are equivalent. This means ν << µ and µ << ν. Then
by Lemma 6.9,
F µ[f] ⊆F ν[f] and F µ[f] ⊆F ν[f].
Hence, F ν[f] =F µ[f].

Remark 6.12. Notice that the converse of the Corollary 6.11 is not always true.
Consider the measures µ and ν defined as in Example 6.2. We know that ν << µ but
µ is not absolutely continuous w.r.t. ν. Consider the function f defined by
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f(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, x ≥ 2−1, x < 2.
It is not difficult to see that
F µ[f](x) =F ν[f](x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
{1}, x > 2
[-1,1], x = 2{−1}, x < 2.
We have shown that the fact that corresponding Filippovs are the same does not
mean the measures are equivalent.
Corollary 6.13. Let µ be any measure equivalent to the counting measure.
Then, F ν[f] ⊆F µ[f] for any measure ν and any f .
Proof. Since µ is equivalent to the counting measure, by Corollary 6.11, F µ[f]
coincides with the Krasovskij operation. Therefore, F ν[f] ⊆F µ[f].

Theorem 6.14. Let f ∶ R → R be given and let C be a collection of small sets.
If C is closed under countable unions, then there exists a measure µ such that the
C-Filippov coincides with F µ[f], i.e., FC[f] =F µ[f].
Proof. Let C be a collection of small sets which is closed under countable unions.
Define the µ by
µ(A) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, A ∈ C∞, A ∉ C.
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Clearly µ(A) ≥ 0 for any measurable A. Since ∅ is a C-set, we have also µ(∅) = 0.
In order to see whether µ is a measure or not, we also need to check “countable
additivity”. We know that for any Ci ∈ C, µ(Ci) = 0. Therefore,
∑∞i=1 µ(Ci) = 0.
On the other hand, since C is closed under countable unions, we have ⋃∞i=1Ci ∈ C.
So, µ(⋃∞i=1Ci) = 0 as well. We have found that
µ(⋃∞i=1Ci) = ∑∞i=1 µ(Ci)
for Ci ∈ C
For any Ai ∉ C, µ(Ai) = ∞. Therefore, ∑∞i=1 µ(Ai) = ∞. One can also say
⋃∞i=1Ai ∉ C. Thus, µ(⋃∞i=1Ci) =∞. We have found that
µ(⋃∞i=1Ci) = ∑∞i=1 µ(Ci)
for Ai ∉ C, as well. Hence, µ is a measure. Now take any x ∈ R. Fix  > 0 and Ci ∈ C.
Then, (B(x) ∖Ci) = B(x) ∖ Zi where µ(Zi) = 0. Since this is true for all  > 0, all
C1 ∈ C and since every Ci corresponds to Zi with µ(Zi) = 0, we get
⋂
ε>0 ⋂Ci∶Ci∈Cconvf(Bε(x) ∖Ci) = ⋂ε>0 ⋂Z ∶µ(Z)=0convf(Bε(x) ∖Z).
Hence, FC[f](x) =F µ[f](x).

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Let us consider the C-sets that we mentioned in Chapter 4. In this case, our
theorem is applicable for countable sets, meagre sets and denumerable sets, since
they are closed under countable unions. However, we cannot have such a conclusion
from this theorem for the finite sets and nowhere dense sets. Thus, the converse of
the theorem is not always true. For instance, let µ be the Lebesgue measure and let
f be defined by
f(x) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
-x2, x ≠ 0
1, x = 0.
In this case, FCF [f](x) =F µ[f](x) for all x although finite sets are not closed
under countable unions. Moreover, recall, we have proven in Section 4.1 that if f
is continuous everywhere, then FCF [f](x) = {f(x)}. By Theorem 6.7, we also have
F µ[f](x) = {f(x)} for any continuous f and any µ such that λ << µ (here λ is
the Lebesgue measure). Thus, for every continuous function f and every µ with the
property λ << µ, we have FCF [f] =F µ[f].
One can observe that when we have a pair of measures, if at least one of them
is absolutely continuous w.r.t the other one, then one of the corresponding Fillipovs
will contain the other one. If they are mutually singular we can make a more general
statement like the following.
Theorem 6.15. Let µ and ν be mutually singular measures with µ(E) = ν(Ec) =
0. If there exists x ∈ R such that F ν[XE](x) ≠ ∅ and F µ[XE](x) ≠ ∅, then
F ν[XE](x) ≠F µ[XE](x).
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Proof. Consider the characteristic function of E which is
XE = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, x ∈ E
0, x ∉ E.
Then for any  > 0, f(B(x) ∖E) = 0. Therefore, convf(B(x) ∖E) = 0. Since
we have F µ[XE](x) ⊆ convf(B(x) ∖ E), F µ[XE](x) should be either {0} or ∅.
Because of our assumption, F µ[XE](x) ≡ {0}.
On the other hand, f(B(x) ∖Ec) ≡ {1}. Hence, convf(B(x) ∖E) ≡ {1}. For
the same reasons, we get F ν[XE](x) ≡ {1}. Thus, F ν[XE](x) ≠F µ[XE](x).

Theorem 6.16. F δx[f](x) = {f(x)} for any given f ∶ R→ R.
Proof. Let Z be a set of measure zero w.r.t δx and fix  > 0. Then, x ∉ Z. This
implies, x ∈ B(x) ∖ Z. Hence, f(x) ∈ convf(B(x) ∖ Z) for any Z with δx(Z) = 0.
Now consider Z1 = B(x) ∖ {x}. In this case, convf(B(x) ∖Z1) = {f(x)}. Hence,
⋂
Z ∶δx(Z)=0convf(Bε(x) ∖Z) = {f(x)}.
Since this is true for every  > 0, we have F δx[f](x) = {f(x)}.

Corollary 6.17. Let µ be any measure with f(x) ∈ F µ[f](x) for almost all
x ∈ R w.r.t. µ. Then, F δx[f](x) ⊆F µ[f](x) for almost all x (w.r.t. µ).
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Proof. Let m ∈ R.
Case 1: m ≠ x. Then, F δx[f](m) is just the empty set. Thus, F δx[f](m) ⊆
F µ[f](m).
Case 2: m=x and x ∉ A ⊆ R where µ(A) = 0. Then, F δx[f](m) = {f(m)} and
f(m) ∈F µ[f](m). Hence, F δx[f](m) ⊆F µ[f](m).

Corollary 6.18. Let f ∶ R → R be continuous and let µ be any measure that
satisfies the property λ << µ, where λ is the Lebesgue measure. Then, F µ[f](x) =
F δx[f](x).
Proof. The proof follows from Theorem 6.7 and Theorem 6.13. Notice also that
since F µ[f](x) = {f(x)} for all x, F δx[f](x) ⊆F µ[f](x) for all x.

Theorem 6.19. Let µ be a measure such that λ << µ, where λ is the Lebesgue
measure. Then, F δx[f](x) ⊆F µ[f](x) for almost all x.
Proof. We know that f(x) ∈F λ[f](x) for almost all x. Then, by the Corollary
6.18, we have F δx[f](x) ⊆ F λ[f](x) for almost all x. On the other hand, since
λ << µ, F λ[f](x) ⊆F µ[f](x). Thus, F δx[f](x) ⊆F µ[f](x) for almost all x.

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Remark 6.20. Notice that Theorem 6.19 implies that converse of Theorem
6.9 is not always true. For instance, consider the Lebesgue measure λ and the
Dirac measure δx. We now know that F δx[f](x) ⊆ F µ[f](x). However, λ and
δx are mutually singular measures.
Now, by using the properties of F λ[f] that we discussed in the third chapter,
we make some generalizations. We will assume ν is a measure with ν << λ and f
is essentially bounded w.r.t. λ in the rest of this chapter. This will guarantee that
F ν[f](x) is nonempty almost everywhere.
Lemma 6.21. Let f ∶ R→ R be given. If there exists a set A ⊆ R of full Lebesgue
measure such that f ∣A is continuous, then we have F ν[f](x) = {f(x)} on a set of
positive measure w.r.t. ν.
Proof. Since we have ν << λ, F ν[f](x) ⊆ F λ[f](x) for all x (Theorem 6.9).
Assume there exists a set A of full Lebesgue measure such that f ∣A is continuous.
Then, we have
F ν[f](x) ⊆F λ[f](x) = {f(x)}
for all x ∈ A. Let B ⊆ A be a set of positive measure with respect to ν. Then,
F ν[f](x) ⊆F λ[f](x) = {f(x)} for all x ∈ B. We know that F ν[f](x) is nonempty.
Hence, F ν[f](x) = {f(x)} on B.

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Theorem 6.22. Let f ∶ R→ R be given. If F ν[f](x) = {f(x)} a.e. with respect
to ν, then there exists a set A ⊆ R of full measure w.r.t ν such that f ∣A is continuous.
Proof. F ν[f](x) is a singleton almost everywhere. Then, by Lemma 6.6, it is
continuous when restricted to the set of full measure A1. By hypothesis F ν[f](x) =
{f(x)} on a set of full measure A2. Now, let A = A1 ∩A2. We have found a set of
full measure (w.r.t ν) such that f ∣A is continuous.

Remark 6.23. Recall, for the Lebesgue measure λ, we know that if F λ[f](x)
is a singleton a.e., then F λ[f](x) = {f(x)} a.e. Therefore, for any measure ν with
ν << λ, F ν[f](x) is a singleton and equals to {f(x)} a.e. with respect to ν.
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Chapter 7
Conclusion and Future Work
Upon working on the C-Filippov for the finite and countable cases, we had the
following questions.
(1) Can we find a function f such that F [f], FCC [f] and FCF [f] are all
different?
(2) When is FCC [f] (FCF [f]) a singleton for all x?
(3) When is FCC [f] (FCF [f]) a singleton at x?
We answered the first question with an example at the beginning of the fifth
chapter. Then, we showed that FCC [f](x) and FCF [f](x) are both equal to f(x)
for all x if and only if f is continuous everywhere. We obtained the answer to the
third question in the same chapter. We proved that FCF [f] is a singleton at x if and
only if lim
x→t f(x) exists. Moreover, we obtained that FCf [f](x) is equal to this limit.
We have almost the same results for the countable case. This time, we saw that
FCC [f] is a singleton at x if and only if limx→t
x∉C1∈C
f(x) exists and equal for all C1 ∈ C.
In addition, we obtained that FCC [f] = { limx→t
x∉C1∈C
f(x)}.
In the last part of the thesis, we worked with different measures. We observed
that we can obtain properties of the corresponding Filippovs if we know the relation-
ship between the measures. Some important results about this are the following.
(1) ν << µ implies F ν[f] ⊆F µ[f] for any function f .
(2) ν << µ and µ << ν imply F ν[f] =F µ[f].
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(3) For given f ∶ R → R and a collection of small sets C, if C is closed under
countable unions, then there exists a measure µ such that F µ[f] =FC[f].
Many things can be done as future work related to this thesis. As we mentioned
in the abstract, our goal was to obtain a better operation which would let us solve
the differential inclusions in an easier way. Therefore, the next task would be to try
to obtain solutions to such differential inclusions by using different classes of C-sets.
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