A new numerical method based on Bernstein polynomials expansion is proposed for solving onedimensional elliptic interface problems. Both Galerkin formulation and collocation formulation are constructed to determine the expansion coefficients. In Galerkin formulation, the flux jump condition can be imposed by the weak formulation naturally. In collocation formulation, the results obtained by B-polynomials expansion are compared with that obtained by Lagrange basis expansion. Numerical experiments show that B-polynomials expansion is superior to Lagrange expansion in both condition number and accuracy. Both methods can yield high accuracy even with small value of N.
Introduction
In this paper, we consider the following two-point boundary value problem: where a < α < b, δ x is the Dirac delta function and δ x is the dipole source term. The function β x is allowed to be discontinuous at x α. For simplicity here we assume that f x
ii The Galerkin formulation is constructed for this problem. Since the Bernstein polynomials are algebraic polynomials, the mass matrix and stiff matrices can be evaluated efficiently.
iii The B-polynomial-based collocation formulation is given collocated with both equidistant points and spectral points, respectively. Unlike Lagrange basis functions, the B-polynomial differential matrix can be computed easily and the condition number of resulting linear system is smaller than that of Lagrange basis, which is shown in the numerical examples.
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The rest of this paper is organized as follows. In Section 2, the Bernstein polynomials on interval a, b and its derivatives are given. The Galerkin formulation and B-polynomialbased collocation formulation are shown in Section 3. Two numerical examples are given and analyzed in Section 4 before the conclusions are made in Section 5.
Bernstein Polynomials Basis
The general form of Bernstein polynomials of nth degree on interval a, b is defined as 12
where the binomial coefficients are given by n i n!/i! n − i !, with n! 1 × 2 × · · · × n for n ≥ 1 and 0! 1. These n 1 B-polynomials of degree n form a complete basis over the interval a, b . It is easy to show that any given polynomial of degree n can be expressed in terms of linear combination of the B-polynomials basis functions. The B-polynomials can be generated by a recursive definition:
The derivatives of the nth degree B-polynomials are combinations of B-polynomials of degree n − 1, which can be formulated as
where we set B i,n 0 if i < 0 or i > n. In favor of these recursive relations, the differentiation matrix of Bernstein basis can be evaluated conveniently, while the computation of differentiation matrix of high-order Lagrange basis function may suffer from certain difficulties 15 .
Numerical Methods
In this section, we give the numerical method for solving interface problem 1.1 -1.3 . It includes Galerkin formulation and collocation formulation. Without loss of generality, we assume that only one interface x α exists in Ω and β is piecewise constant in each subdomain. The multiple interface can be handled analogously. Thus the entire domain is divided by α into two parts Ω 1 a, α and Ω 2 α, b .
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Suppose that the solutions in Ω 1 and Ω 2 are u 1 and u 2 , respectively, then the problem 1.1 -1.3 can be regarded as the following two smooth problems:
together with jump conditions 1.3 , which make 3.1 closed.
In each subdomain Ω k , k 1, 2, the solution u k x can be approximated by
where N k is the degree of B-polynomials on each subdomain. According to the interpolation property of B-polynomials at two endpoints, we can easily get C 1,0 u a and C 2,N 2 u b .
Galerkin Formulations
The variational formulation of 3.1 reads
where v k ∈ H 1 Ω k is arbitrary and satisfies certain boundary conditions. Plugging 3.2 into 3.3 and replacing v k with B-polynomials basis produce 
3.6
Let j N 1 in 3.5 and m 0 in 3.6 , we get
3.8
Adding 3.7 and 3.8 together, combined with jump condition βu x
3.9
Another jump condition u w implies
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Bernstein Collocation Methods
Substitution of 3.2 into 3.1 produces residuals
In each interval a, α and α, b , define the collocation points:
Here the points in X k can be equidistant points, Legendre-Gauss-Lobatto L-G-L points, or Chebyshev-Gauss-Lobatto C-G-L points. Note that C 1,0 and C 2,N 2 in 3.2 are known. Collocation of 3.12 at points X k yields
3.14 From 3.2 we can easily get
Jump condition u w and βu x v imply
3.16
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Equations 3.14 and 3.16 produce the linear systems of N 1 N 2 equations with N 1 N 2 unknowns
Numerical Experiments
In this section, we give two examples to verify the accuracy of proposed numerical method. The first example is the one in which v / 0 and w 0, while in the second example both w and v are not zeros. We compare our results B-polynomials-based with that of Shin and Jung's Lagrange-polynomials-based 5 . In all cases, we take N 1 N 2 N and the resulting linear systems are almost block diagonal and solved by BiCGStab algorithm. Both Galerkin formulation and collocation method are used to solve this problem numerically. The condition number Cond of the resulting linear system is given in each computation. Table 1 gives the convergence analysis of Galerkin formulation with different coefficients β 1 and β 2 , in which the L 2 and H 1 norms are shown. It can be seen that the error reduces rapidly as the order of the B-polynomials increases.
The convergence analysis of collocation formulation is shown in Tables points L-G-L or C-G-L points are more accurate than the equidistant collocation points. Comparing Table 2 with Table 3 , we can conclude that the condition number of linear systems derived from B-polynomials is much smaller than that derived from Lagrange polynomials. And the error from the former is smaller than the latter. Similar analysis can be got by comparing Table 4 with Table 5 .
Example 4.2.
In this example, the solution u has nonzero jump across α. The following interface problem is considered
The jump conditions are u w, βu x v. The exact solution is
where a 0, b 5, α 5/3, w 10, v 10, and C i s can be determined by boundary and jump conditions. The similar convergence analysis results can be obtained compared with Example 4.1. Since the nonzero jump w just affects the right-hand side of the resulting linear systems, the condition numbers in Tables 6, 7 , 8, 9, and 10 are unchanged compared with that in Tables 1-5, while the error in Tables 6-10 is much larger than that in Tables 1-5 . The regularity of the solution can affect the accuracy of the numerical algorithm enormously.
Conclusions
In this paper, a new numerical method based on B-polynomials expansion is proposed for solving one-dimensional interface problems. We give two methods to evaluate the expansion coefficients, the Galerkin formulation, and the collocation formulation. Both methods can yield highly accurate results with small number of B-polynomials. In collocation method, the Lagrange polynomials are used to compare with B-polynomials. It is shown by numerical examples that B-polynomials are superior to Lagrange polynomials in both condition number and accuracy, especially when collocated with equidistant points. In theoretical aspect, since the B-polynomials basis is equivalent to power basis or Lagrange basis under certain invertible transformations, theoretical analysis of the proposed method may be done similarly, which is a part of our future research plan. The method can be extended to problems with multiple interfaces easily.
