Map building and localization are two important abilities that autonomous mobile robots must develop. This way, much research has been carried out on these topics, and researchers have proposed many approaches to address these problems. This work presents a state of the art report on map building and localization using global appearance descriptors. In this approach, robots capture visual information from the environment and obtain, usually by means of a transformation, a global appearance descriptor for each image. Using these descriptors, the robot is able to estimate its location in a map previously built, which is also composed of a set of global appearance descriptors. Several previous investigations that have led to the approach of this research are summarized in this paper, such as researches that compare several methods of creating global appearance descriptors. In these works we observe how the continuous optimization of the algorithms has lead to better estimations of the robot position within the environment. Finally a number of future directions in which researches are currently working are listed. This work has been performed to gain access to TECNIT doctoral program at the University Miguel Hernández of Elche.
INTRODUCTION
In recent years the presence of robots in our society has increased considerably. These robots are used to resolve countless tasks that facilitate our work. There are many types of robots with different functions. At first they were designed to replace people in hazardous work but little by little they have started to be used to perform many other tasks thanks to their complexity or precision. It would be impossible for humans to carry out them without the help of robots. Many of these robots are autonomous and do not require the help of a human operator to run unless they suffer a breakdown or the software is programmed wrong and needs an update. Additionally, if they are mobile, they need to collect some information from the surroundings and have a vision of the environment so they can perform autonomously the tasks they have been designed for. To do this, they are equipped with different sensors that allow them to extract the necessary information from the environment. These sensors can be of different types such as touch sensors, encoders, laser or vision sensors. Using them the robot must be capable of extracting the information needed for its correct operation, such as knowing what state it is or knowing how to move around to arrive at a particular target point. Finally, an autonomous robot must be able to adapt its behavior to changing environments. The evolution of the techniques in these areas is documented in works such as [1] This work shows the progress in map building, localization and navigation using computer vision to mid-90s. And [2] supplements this work with the evolution of technology from the 90s to the present. The remainder of this paper is structured as follows. Section 2 introduces mapping and location with vision. Section 3 presents map building with visual marks. Section 4 shows how map building is carried out using global appearance. Section 5 presents mapping and localization in dynamic environments. Section 6 presents previous projects. At last section 7 outlines the conclusion and future lines of research .
MAPPING AND LOCALIZATION WITH VISION
To perform the mapping, localization and navigation of mobile robots it is necessary to use information perceived by the sensory systems of the robot. From the first works on mobile robots [3] , the designed control systems have used, to a greater or lesser extent, environmental information collected by the robot. One common type of information collected from the environment is the visual information.
This visual information may be obtained by different sensors. Such as single cameras [4] , stereo cameras [5] , configurations with three cameras [6] , and in recent years, vision systems that obtain omnidirectional images [7] which provide a large amount of information with a field of view of 360 degrees around the robot, a high stability of the features that appear in the image and low cost compared to other sensors (e.g. laser). The figure  1 shows an example of an omnidirectional image.
Many authors have studied the use of omnidirectional images in map building and localization tasks. Because of the large amount of information in these images it is usually necessary to extract the most important information, so that this information is helpful to solve these tasks. These solutions are divided into two kinds that depend on the methods used to extract this information: solutions based on the extraction of local features and solutions based on global appearance.
Approaches based on local features extraction consist in extracting several points, landmarks or regions from each omnidirectional image [8] . And the approaches based on the global appearance of the scenes work with images as a whole, without extracting any local information [9] .
Focusing on the problem of mapping, the research has traditionally focused on two approaches: metric and topological, but now the border between these approaches is somewhat diffuse and many maps are hybrid; these maps attempt to combine both types of information so that the map has the advantages of the two types of met-hods.
Firstly, metric maps try to model the environment with geometric precision. These maps represent some features of the environment, with respect to a reference system, with a degree of uncertainty that can be estimated [10] .
Secondly, topological maps are usually graphical models that collect information from several characteristic locations along the environment with the connectivity relationships between them, in a compact way [11] . The Figure 2 shows an example, which represents the construction of one map of an unknown environment.
MAP BUILDING WITH VISUAL MARKS
The problem of SLAM (Simultaneous Localization And Mapping) is considered one of the most complex in the field of mobile robotics, since the dependence between the map and the pose of the robot is a big inconvenient. An error in the calculation of the pose of the robot induces an error in the map and vice versa. Until recently, visual SLAM applications generally have consisted in extracting visual landmarks. Several research groups have dedicated their efforts to the creation of visual maps based on this approach [12, 13, 14, 15, 16] . In all of these solutions the SLAM algorithm is based on estimating the position of the robot and the three-dimensional position of these visual points, therefore the size of the state to estimate grows quickly as the robot navigates, captures new scenes and adds landmarks to the map. Consequently, the estimation of 3D maps of visual landmarks requires large amounts of memory and computing resources because of the increasing number of variables to be estimated. In some works, the estimation of 3D maps was made possible using a team of robots [17] .
To solve the computational problem described above, some variants were proposed to the general paradigm in the context of visual SLAM. For example, [18] does not estimate the position of any visual landmark. In this work the map is composed of a set of omnidirectional images and the poses from which they were captured. In contrast with the current general trend in the area of SLAM, the elements to estimate do not correspond to any physical element in the environment (e.g. a corner). In this case [18] , each landmark is constituted by an omnidirectional image captured from a pose and a set of points of interest extracted from the image together with their descriptors. Given a map image and an image captured by the robot at a given instant, the relative position and orientation between the two images can be calculated with the algorithm of the seven points [19] from a set of correspondences between points of interest in both images. Moreover, in [18] an architecture based on the extended Kalman filter was presented. It permitted the estimation of a visual map using a robot moving in a plane. The results showed that the computational cost and the amount of memory needed were greatly reduced with this new conception of map. In [20] 
MAP BUILDING BASED ON APPEARANCE
Methods based on the global appearance of the scenes constitute a robust alternative when creating topological maps and estimating the pose of a mobile robot within the maps, compared with the methods based on extraction of local points or landmarks. Their strength lies in their ability to represent the environment through high-level features that can be interpreted and handled easily. Previous studies demonstrate the viability of using this type of descriptors for the creation of dense topological maps in indoor environments [21, 22] and a posterior location on these maps using a probabilistic approach [23, 24] . Many comparative studies have been carried out between different global description methods. Thanks to these studies, the parameters of the methods have been tuned to optimize the computational cost and accuracy of the mapping and localization processes [25] . Several global appearance descriptors are described in [26] such as Discrete Fourier Transform (DFT), Principal Components Analysis (PCA), Histogram of Oriented Gradients (HOG), and Gist Descriptors. Also the performance of the methods based in global appearance and the methods based on feature extraction to estimate a visual odometry has been studied on equal terms [27, 28] .
Despite its relative simplicity, the application of techniques based on the global appearance has several unresolved challenges when used in real and large environments. First, we must work with optimal descriptors which contain most of the information of the scenes in the smallest possible size, as [29] , which uses a panoramic Gist descriptor for that purpose, and [30] , which presents a study of reduced visual information with several orders of magnitude that improves the computational cost at the expense of losing precision. Second, we must create highly compact maps, trying to store the minimum necessary information that subsequently permits precise robot location at intermediate points and path planning to take the robot to the desired destination points within the map, both in the case of dense maps and in the case of compact maps.
Also we must provide the highest possible robustness to the maps created. Some researchers have begun working on this subject using landmarks and have tried to solve the problem by recording the stability of the different characteristics of each node along time and extracting the most stable ones [31] or updating information of each node incrementally adding the information that is changing [32] . It is of great interest broaching the problem using information from global appearance and surpassing the concept of "dense static map" that has characterized so far these approaches of appearance, because of the high computational cost involved and the problems posed to the long term location, with changes in lighting, occlusion, moving objects, etc.
It is also interesting to study how localization with 6 degrees of freedom can be done, using only the information from the images captured by an omnidirectional camera. This means to estimate the position and orientation of the mobile robot in the space [33, 34, 35] .
MAPPING AND LOCALIZATION IN DYNAMIC ENVIRONMENTS
Exploration algorithms allow robots to explore optimally an unknown environment. They are usually designed to make robots return to known positions in order to reduce the uncertainty in their location. Some existing problems in dynamic environments are moving objects (e.g. people), changes in lighting conditions, etc. These problems require .a continuous update of the map. If the environment is large, this update process will be very costly.
Some researches have tried to approach the exploration problem with algorithms based on potential fields. They are able to direct the process of exploring by a team of robots. One of the main drawbacks of these techniques is the high probability of appearance of local minima where robot can get trapped. Thus, in [36] a hybrid algorithm is presented. It is based in several low-level reactive behaviors and the ability to detect any occurrence of local minima in the potential field. Finally, [37] presents a comparison of the existing main exploration algorithms so far.
One of the still open problems in this area is to extend these algorithms to the case where there are moving objects or persons in the environment while the robots build the map. These changes in the environment can be short-term changes or long-term changes.
Short-term changes appear when other mobile agents (e.g. people), whose movement is quick comparing to the robot, are present in the environment. This will affect both the mapping and the localization processes. It may be necessary to monitor the dynamic obstacles and predict their movements to plan paths that do not interfere.
One solution to this problem consists typically in identifying mobile agents in the readings of visual sensors or laser [38] and to monitor them, separating them from the static part of the environment. With the dynamic part the robot could build a dynamic map that permits predicting movements of mobile agents before path planning [39] . To make a good prediction of movements it is interesting that the robot has the ability to learn typical motion patterns [40] depending on the type of mobile agent detected.
Long-term changes include the occasional changes in the position of objects such as chairs, tables, etc. These changes may suppose a problem for the localization on a map previously created because the current appearance of the environment may be substantially different [41] . [42] proposes adding new information to the map to take into account long-term changes that have occurred in the environment. Some long-term changes in the environment can suppose a challenge not only in terms of SLAM but also in the planning of trajectories. These cases appear when such changes affect not only the appearance but also the environment topology [43] .
PREVIOUS ARCV (AUTOMATION, ROBOTICS AND COMPUTER VISION LAB) RESEARCH PROJECTS
The first contributions of our research team in this area arise within the DPI2007-61197 project. In the framework of this project many developments were carried out. They allowed us to achieve excellent results in the creation of visual maps. A comparative study of several detection methods and visual description of marks was made from the viewpoint of visual SLAM. This study demonstrated that the right combination of detector and descriptor is a critical factor for accurate results in obtaining visual maps. These studies permitted the creation of three-dimensional maps of the environment using one or more robots.
After that, in the DPI2010-15308 project, one SLAM architecture was developed to create a map of the environment from omnidirectional images while the robot moved along a path contained in a plane. Another line of research, conducted simultaneously to the two aforementioned projects was the use of global appearance descriptors of the scenes, as opposed to the extraction and description of a number of landmarks.
The results demonstrate that this alternative presents great robustness in creating topological maps and localizing a mobile robot within these maps. Its strength lies in the possibility of representing the environment through high-level features, which can be interpreted and handled easily.
CONCLUSION AND FUTURE LINES OF RESEARCH
The problems and improvements mentioned throughout this document open a whole field of research that can be structured in several lines, some of which are already under development in our research group. Among them, we consider most relevant:
A. It would be interesting to include the information in the color channels when working with images obtained from the environment. It is possible that these channels provide richer information to the descriptor and permit improving the construction process of the hierarchical map and subsequent location, even under severe lighting changes. B. The properties of the global appearance algorithms have allowed us to develop algorithms for mapping and localization; thanks to them the robot is able to build a model, which can be used to estimate its position and orientation in the ground plane. However, we believe these descriptors also contain sufficient information to estimate changes in the position and orientation of the robot in space (with 6 degrees of freedom). For this reason, another line of future research would be to study how such movements affect descriptors information to design an algorithm to estimate the position and orientation of the robot in space from the visual information. These algorithms would be applicable to localization in rough terrain and control of UAVs (Unmanned Aerial Vehicle). C. A natural evolution of mapping algorithms and hierarchical localization would be the development of methods for path planning and visual control. From the information contained in the map, knowing the current position of the robot and the destination points, we should develop: a) a deliberative algorithm that is responsible for calculating the optimal path, and b) a reactive algorithm that is able to avoid collisions with obstacles and to know if the robot if fulfilling the task correctly, using only the visual information to solve these tasks. This future work would be to solve the problem of topological visual control.
