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This paper analyzes the Euclidean algorithm and some variants of it for computing 
the greatest common divisor of two univariate polynomials over a finite field. The 
minimum, maximum and average number of arithmetic operations both on poly- 
nomials and in the ground field are derived. We consider five different algorithms 
to compute gcd(A1,A2) where A1,A2 ~ Z2[~] have degrees m > n > 0. Com- 
pared with the classical Euclidean algorithm that needs on average 89 n + 1 poly- 
nomial divisions, two algorithms involving divisions need on average 89 n q- O(1) 
and 88 n + O(1) polynomial divisions; two other algorithms use an average of 
89 m + 89 n + O(1) and 88 m + ~ n + O(1) polynomial subtractions and no divisions. 
1. In t roduct ion  
The polynomial gcd problem is to compute the greatest common divisor of any two non- 
zero polynomials over a unique factorization domain. Many sequential and parallel al- 
gorithms for this problem--al l  based on the Euclidean algorithm--are well known in the 
literature (e.g. Collins 1967; Brown 1971; Brown & Traub 1971; Aho et aL 1975~ ch. 8; 
Knuth 1981~ ch. 4; Borodin et el. 1982; Strassen 1983; von zur Gathen 1984). 
The classical Euclidean algorithm for integers has been investigated in considerable 
depth. Lam~ (1844) established an upper bound on the number of divisions. A_ much 
more complex analysis on the average number of divisions in the Euclidean algorithm was 
carried out by Heilbronn (1968) and Dixon (1970). Collins (1974) analyzed the computing 
time of the Euclidean algorithm on multiple-precision i tegers. We refer the reader to 
Knuth (1981, ch. 4) for an excellent review. 
Stele (1967) discovered an interesting algorithm called the binary Euclidean algorithm 
for computing the gcd of two integers (Knuth 1981, p. 321). Unlike the classical Euclidean 
algorithm, this algorithm does not use divisions, but requires the arithmetic operations 
of subtraction and right shifting (division by 2), and hence is faster than the classical 
algorithm in each iteration. I-[owever, an exact analysis of this algorithm seems to be 
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very difficult to obtain. To date, there has been a discrete model and a continuous model 
which describe the average behavior of the algorithm under some reasonable assumptions, 
proposed by Knuth (1981, pp. 330-336) and Brent (1976) respectively. 
In this paper we examine the classical Euclidean algorithm and some variants analo- 
gous to the binary Euclidean algorithm for computing the gcd of two polynomials over a 
finite field. The Euclidean algorithm for polynomials i  essential to symbolic and algebraic 
computing (Collins 1967; Brown 1971; Knuth 1981, ch. 4). In Section 2, we determine 
precisely the minimum, maximum and average number of polynomial divisions and arith- 
metic operations in the ground field used in the Euclidean algorithm, depending on three 
parameters: the degrees of two input polynomials mid the size of the ground field. We 
assume that "synthetic" polynomial division is used. 
For the average-case analysis of algorithms, a difficulty is often to find an undisputed 
meaning of what the "average input" is. In our case, this is quite simple: up to a fixed 
degree, there is only a finite number of polynomials, and we consider each of them to be 
equally likely. All algorithms in Sections 3 to 6 require an "initialization" step, and we 
consider only inputs for which this step is irrelevant. 
In Section 3 we analyze one va~iant of the Euclidean algorithm called the indetermi- 
nate shift Euclidean algorithm for an arbitrary finite field. The main feature of the new 
algorithm is to use indeterminate shifting (divisions by x) to speed up computing time; 
that is, one removes all factors z from the resulting polynomial remainder after each divi- 
sion. A careful analysis shows that the algorithm runs on average faster than the classical 
Euclidean Mgorithm. In Section 4 we consider the linear factor shift Euclidean algorithm 
which performs linear factor shifting so that all linear factors are removed from the result- 
ing polynomial remainder after each division. The two new algorithms in Sections 5 and 6 
are the polynomial analogs of the binary Euclidean algorithm for integers. The subtractive 
indeterminate shift algorithm in Section 5 uses only polynomial subtractions, but requires 
indeterminate shifting after each subtraction. The subtractive linear factor shift algorithm 
in Section 6 uses polynomial subtractions and performs linear factor shifting after each 
subtraction. 
Exact average-case as well as best-case and worst-case analyses are performed for all 
algorithms in Sections 4 to 6 over the finite field 72. In comparison with the classical 
Euclidean algorithm for computing polynomial gcd's over Z2, we show that the linear 
factor shift Euclidean algorithm runs twice as fast as the Euclidean algorithm in the sense 
of average number of polynomial divisions used, and the subtractive linear factor shift 
algorithm uses less polynomial subtractions than the Euclidean algorithm uses polynomial 
divisions. 
Sections 2 through 6 all follow the same pattern. We first describe an algorithm, then 
state several theorems about its average cost, followed by a few remarks. After this, a 
lemma states the distribution of results of one basic step in the algorithm on random 
inputs, and a corollary expresses this as transition probability in a "lattice" (as explained 
in Section 3), and finally proofs of theorems. Out of space considerations, some theorems 
are left unproven; detailed proofs are in Ma (1987). At the end, we discuss the best and 
worst cases. 
For many applications, uch as inversion in a finite non-prime field, (rational, ttermite) 
interpolation, Padfi approximation (see yon zur Gathen 1986), and the decoder implemen- 
tation of a variety of error-correcting codes (MacWilliams & Sloane 1977), one needs the 
"Extended Euclidean Algorithm" for (A1, A2), which also calculates polynomials S~ and 
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Ti for every remainder Ai with S~ A1 + T~ A2 = A~. It is easy to "extend" our algorithms 
in this sense; we do not do this here. 
The main purpose of this paper is to show that we can determine xactly the average- 
case behavior of nontrivial algorithms. 
2. The Classical Euclidean Algorithm 
Let F be a finite field with p elements (so that p is a power of a prime), and let F[x] be 
the polynomial ring over F in the indeterminate z. For 0 < n < m, let P,~ = {A 6 F[x] I 
deg A = m} and P,~,,~ = P,n x P,~. Then #Pm,,= (P - 1)2p m+n. Applying the polynomial 
Euclidean algorithm to an input (A1, A2) 6 Pro,n, we obtain a unique polynomial quotient 
sequence (Q1,. . . ,  Qt-1) and a unique polynomial remainder sequence (As, . . . ,  At) such 
that 
A1 = Q1A2 +As, 
A~. = Q2A3 + A4, 
: : : 
A t -2  = Qt-2At -1  + At,  
A t -1  = Q~_IA~, 
(1) 
where Ai • 0, degAi+l < degA~ for 1 < i < t. If a 6 F is the leading coefficient of At, 
then gcd(A1, A2) = At/a is the monic scalar multiple of At. 
Let n~ = degQ/for  1 < i < t and nt = degAt. Then (n l , . . .~nt)  has the following 
properties: nl m-n ,  nt >_ 0, n~ > 0 (1 < i < t), = ~ i=2n/=n,  2<t_<n+2-nt .  Each 
polynomial pair (A~, A2) has an associated extended quotient sequence (Q1,. . . ,  Qt-~, At), 
which is called by Knuth (1970) the Euclidean representation f (A1, A2), and (h i , . . . ,  nt) 
is the Euclidean representation pattern of (A1, A2). 
The Euclidean algorithm establishes a bijection between the set of polynomial pairs 
(A1, A2) in Prn,,~ whose Euclidean representation is (n l , . . . ,  nt) and the set of finite se- 
quences of t > 2 polynomials (Q1,. 9 Qt-~, At). There are precisely (p -  1) t pm polynomial 
pairs (A1, A2) in Pm,, whose Euclidean representation pattern is (n l , . . . ,  nt). 
Let0 < n < m, (u,v) 6 P,~,,~, andv ~ 0. For any operation w 6 {+, - ,  x},let d~(u,v) 
denote the number of operations u; used in the "synthetic" polynomlal division algorithm 
for the division of u by v (Knuth 1981, p. 402). Then 
d+(u ,v )=m-n+l ,  d - '•  (2) 
In particular, all inputs (u, v) 6 Pr~,~ uss the same number of arithmetic operations in 
F. For any operation w 6 {§ - ,  • the computing time t ~ of the Euclidean algorithm is a 
function from Pm,,~ to b4 such that for any input (A~, A2) 6 P~n,~, t~(A~, A2) is the number 
of operations w performed in the Euclidean algorithm where each polynomial division is 
carried out by the "synthetic" polynomial division algorithm. Furthermore, tallY(A1, A2) 
denotes the number of polynomial divisions used. 
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THEOREM 2.1. For 0 < n < m and w E {d iv ,+, - ,  • the average number t~ve(m, n,p ) 
of operations w performed on (uniformly distributed) inputs from Pm,r~ satisfies 
dlv t~v~(m ,n,p) = (1 -1 /p )  n+l ,  
= (1 - 1 /p )n  + 1 --  (1 - p - " ) / (p -  1),  
= - ( )lp - n lCp  - 1) +p(1  - p - ' ) / (p -  1) ' .  
I:~.BMARK 2.2. Knuth (1981, Ex. 4.6.1--4) obtains a similar result on tave(m,n,p ). The 
&stest known algorithms to compute the Euclidean representation are based on a divide- 
and-conquer technique (Lehmer 1938) and use O(m log2n log log n) arithmetic operations 
(Knuth 1970; SchSnh~ge 1971; Moenck 1973). Strassen (1983) gives a detaJ.led worst-case 
analysis and proves amazingly precise matching lower bounds. 
AVERAGE CASE ANALYSIS OF THE EUCLIDEAN ALGORITHM 
For 0 < n < m, let r : Pm,n --* 2 @'a'''''n-1) be the mapping such that r(Ax,A2) = {degA; [ 
3 < i < t}, where (A3, . . . ,  At) is the resulting polynomial remainder sequence of (A1, A2) 
in the Euclidean algorithm. For any subset S of {0,1, . . . ,  n - 1} of size t - 2, say S = 
{s3, . . . ,  st} with s3 > s4 > "." > st, we have #T- I (S)  = (p -1) tp  m. Ifv(A1,A2) = S, then 
(A1, A2) has the Euclidean representation pattern (m - n, n - s3, s3 - s4,. 9 st-1 - st, st). 
LEMMA 2.3. For 1 g n < m, let (A1,A2) be uniformly distributed in Pm,n and S = 
r(At,A2).  Then the n events Uk E S" (0 <_ k <. n -  1) are independent, and each occurs 
with probability 1 - 1/p. 
PROOF. Let P~m,n = ((A1, A2) E Pm,n ] k E r(A1, A2)}. For any S C (0 , . . . ,  n - 1} with 
k ~ S, we have #r - l (SU{k})  = (p -  1) #r - l (S ) .  Thus #P~m,n = (1-1 /p)#Pm,n .  O 
Since Pr[0 e S] = Pr[gcd(A1, A2) = 1], we obtain the following important proposition 
(see Knuth 1981, Ex. 4.6.1--5). 
PROPOSITION 2.4. For 1 <_ n < m, let (A1,A2) be uniformly distributed in Pra,n. Then 
A1 and A2 are relatively prime with probability 1 - 1/p. 
PROPOSITION 2.5. For 0 < k < n < rn, let (A1,A2) be uniformly distributed in Pm.n. 
Then 
Pr[deggcd(A1,A2) = k] = { (1 -  1/p)p -k, i l k  < n, 
p-k, i l k  = n. 
PRoof .  For 0 _< k < n, it follows from Lemma 2.3 that 
Pr[deggcd(A1, A2) = k] = Pr[k E S ,k -  1 ~ S , . . . ,0  6 S] = (1 -  1/p)p -k, 
Pr[deggcd(A1,A2) = n] = Pr [n -  1 ~ S , . . . ,0  ~ S] = p-n. [] 
COa.OLr, ARY 2.6. For 0 < n < m, let (A1, A2) be uniformly distributed in Pm,n. Then the 
average degree of ged(A1,A2) is (1 -  p-n) / (p_  1) < 1. 
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PROOF. E[deg gcd(At, A2)] = E~=0 k x Pr[deg gcd(A1, A2) = k]. [] 
PROOF OF THEOREM 2.1. For w 6 {div, +, - ,  x} and (At,A2) 6 Pm,n with resulting 
remainder sequence (A3,...,A~) and S -- r(A1,A2) = {degAi ] 3 < i < t} C {0,1,. . . ,  
n - 1}, we have defined the following functions t ~ : Pm,n "* N: 
t~(A1,A2)-- ~ d~(degAi,degA~+l)= d~~ ~_, a~(degA~,degA~+l), 
1_<i<t 2<i<t 
where ddlv(j,k) = 1, d+(j,k) = j -  k + 1, and d-.• = k ( j  - k + 1) for 0 < k < j _< 
m. Thus tdlv(A1,A2) equals the number of polynomial divisions used in the Euclidean 
algorithm, t+(A1,A2) equals the number of operations + used in the ground field, and 
t -'x (AI~ A2) equals the number of operations - ,  x used. 
In order to derive t~%~(m, n p), the average value of t~(A1, A2) with (At, A2) uniformly 
distributed in Pra,n, we define the following random variables d~' and ek (0 < k < n - 1): 
{d ~(degAi,degA~+l), if degAi+t = k 6 5' for some i, d~ = 0, i f k~tS ,  
degAs, if deg Ai+] = k 6 5" for some i, 
ek = 0, if k ~ S. 
By Lemma 2.3, the events "k 6 $" (0 < k < n - 1) are independent and each occurs 
with probability 1 - 1/p. Therefore, for k + 1 _< j < n - 1, 
Pr[ek = j] = Pr[j 6 S, j -  l q~ S , j -  2 q~ S , . . . , k  + l q~ S I k E S] 
= (1 -1 /p )p  k+~-j, 
Pr[~k = ~] = Prb  - ~ ~ S ,~ - 2 r s , . . . ,  k + 1 r s I k e s]  = p~+t- , .  
These expressions depend only on j -k  and n-k ,  and thus for fixed k and k+l  _< j _< n, 
the probability that ek = j equals the probability that deggcd(u, v) = j - k -  1 with (u, v) 
uniformly distributed in Pm,~-k-1. By Corollary 2.6, 
Pr[e~ = j] x (j - k - 1) = (1 - pk+~-~) / (p_  1). (a) 
k<j<_n 
By definition, E[d~'] = Y~k<d<~ Pr[ek ---- j] X d~(j, k), and hence 
G0(m,,~,p) = d~(-~,~) + ~ Pdk e S] x E[~] 
O<k<n 
= d~(m,n)+(1-1 /p )  ~_~ E Pr [ek=j lxd~( j ,k ) .  
o<~<~ k<d<~ 
We distinguish the following three cases for w 6 {div, +, - ,  x}. 
Case I: w = div. Then E[d~ v] = 1, and t~'vV(m, n p) ~ 1 + (1 - 1/p) n. 
Case 2: w = +. Then 
Go( ,~,  ~,v)  = -~ - ~ + ~ + (1 - 1/~) ~ ~ Pr[e~ = j] x (j - ~ + 1) 
O~_k<n k<j~n 
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Case 3: w = - ,  • Then 
t'~ x (m,n ,p )  = n(m-nW1)  T (1 -1 /p )  
m - ,  + 1 + (1 - l /p )  ~ [2 + ~ P,[e~ = y] x (~ - k - 1)] 
ONk<n k<j<n 
m-n+l+(1-1 /p )  ~ [2 + (1-- pk+l-n)/(p -1 ) ] ,  by (3) 
o<k<n 
,~+(1  - 1/p)~+1-  (1 -p - " ) / (p -1 ) .  
E k E P r [ek=j ]•  
0_<k<n k<j.<n 
n(m-n+l )+(1-1 /p )  ~ k[2+(1-pk+l -n ) / (p - -1 ) ] ,  by (3) 
o<k<n 
mn (2) / -n / (p  1 )+p(1-p - '~) / (p -1 )  2. [] 
BEST AND WORST CASE OF THE EUCLIDEAN ALGORITHM 
TtIBOlC~.M 2.7. ]For O < n < m andw E {d iv , - , - ,  X}, let t~n(m,n ,p  ) and t~ax(m,n,p ) 
be the minimum and maximum number, respectively, of operations w used on inputs from 
Pm,n. Then 
div tmi~(m, n,p) = 1, 
t~in(m, rt,p ) = m -- ~ -{- 1, 
t~  (m, ,~,p) = ,~(.~ - ,~ + 1), 
t~Am,  ~, p) = ~ + 1, 
tmax(m , n, p) = m + n + 1, 
t; . ,~(m, n, p) = m n. 
PXOOF. For w e {div, + , - ,  x} and (A1,A2) e P,~,~, recall the definition of t~(A1,A2) in 
the proof of Theorem 2.1. For 0 < k < n - i and any S _C {0, . . . ,  n - 1} with k ~ S, it is 
easy to see that tW(A1, A2) < t~(B1, B2), where r(A1, A2) = S and r(B1, B2) -- S U {k}. 
This reveals that t~'(A1, A2) is minimal if r(A1, A2) = 0 and maximal if r(A1, A2) = 
{0 , . . . ,  n - 1}. The claims follow immediately from a simple calculation. [] 
The minimum computing time occurs in the Euclidean algorithm for the input (A1, A2) 
where A2 divides AI. The maximum computing time occurs, e.g., for the input (A1, A2) = 
X-~[n/2J n--i Xn--2i ntk (x m-n fn + fn-1, fn), where fn = z_.,~=0 ( i ) is the Fibonacci polynomial sat- 
isfying the recurrence relation f,~ = x fn-1 + f,~-2 with fo = 1 and f l  = x. [If gn is the 
n fh Chebyshev polynomial of the second kind, then fn = (-vfL--1)ngn(x/L'Tx) .] This is 
similar to the fact that the maximum computing time occurs in the integer Euclidean 
algorithm for two consecutive Fibonacci numbers fn+l(1) and fn(1). 
Collins (1974) shows that the maximum and average computing times of the integer 
Euclidean algorithm are of the same order. This is also true for the polynomial Euclidean 
algorithm in the sense that for fixed m, n and w E {div, + , - ,  • (see Theorem 2.1), 
lira ta~ve(m'n'P) - I. 
~-~oo t~,~x(m, n, p) 
A similar scenario occurs when the "degree size" m and n are of the same order of 
magnitude as the "coefficient size" logp, since then: 
lim ta%e(m'n'P) _ 1. 
~-~ t~.~x(m, ~, p) 
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3. The  Indeterminate  Sh i f t  Euc l idean  A lgor i thm 
For q,r E F[x] and i E N with q r F and r ~ 0, let ql [I r denote that ql divides r but 
qi+l does not. Define ~= r /x  i for x i l[ r i f t  #.0,  and 0 = 0. For0 < n < m, also 
let /Sm = {A E Pm [ x { A) and /Sm,n = P,~ X Pr,. The indeterminate shift Euclidean 
algorithm is formulated as follows. 
ALGORITHM 3.1. For 1 < n < m and the input (At,A2) E P,m,~, thls algorithm computes 
gcd(Ai, A2). 
1. [Laitialization] For z h II At and x h II A~, let u +- A1/x t~ , v +- A2/x 12, l +- rain(/l, 12). 
If deg u < deg v then swap u and v. 
2. [Division and shifting] Find the remainder such that u = q v + r and compute f. If 
= 0 then stop and return gcd(At, A~) = zl v. 
3. [Kesetting] Set u ~ v, v ~ f, and go to step 2. 
We shall prove the following results: 
THEOREM 3.2. Let 1 < n < m and (u, v) be uniformly distributed in Pm,n. Then 
fit- i/(p+ i)] (i- > n, Pr[gcd(u, v) = 1]= 
~[1 1/(p+ 1)] [1 -2p~-~/ (p  - ~)1, iy.~ = n. 
I~EMARK 3.3. For (u, v) uniformly distributed in/3re,n, 
lim Pr[gcd(u, v) = 1] = 1 - 1/(p + 1) > 1 - 1/p. 
Here 1 - 1/p is the probability that gcd(u, v) = 1 with (u, v) uniformly distributed 
in Pm,n. In fact, the probability that gcd(u, v) = 1 with (u, v) uniformly distributed in 
/5,,~ is strictly greater than the same probability with (u, v) uniformly distributed in Pm,n 
when n > 3. 
dJv THEOREM 3.4. Let 1 < n < m. The average number tave(m,n,p ) of polynomial divisions 
used in Algorithm 3.1 on inputs from Pm,n is [1 - 2 / (p+ 1)] n + 1 + a(m,n,p) ,  where 
~(.~,n,p) < 1 with nm ~(m,n,p)  = 0 is given by 
p-'*OO 
(p _ pl-2n)/(p + 1)2, /f m > n, 
a(m,n,p)  = (p2 _ 2p-  1 - 2p2-2n)/[(p- 1) (P-I- 1)2], i fm -- n. 
~v I~EMARK 3.5. By Theorem 2.1, the average number eave(m, n,p) of polynomial divisions 
used in the classical Euclidean algorithm with a uniformly distributed input from Pm,n is 
(1 -1 /p )n+l .  For2 < n < div 9 m, t~ o(m, n,p) Is strictly smaller than div e~ ~(m, n p). However, 
for fixed m, n and large p, both algorithms require n + 1 polynomial divisions for almost 
every input in the sense that 
lim div plilnoo div p_ t~vo(.~,~,p)= e~vo(~, n,p) = n+ I. 
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For a fair comparison of the two algorithms, we should consider the average cost of 
Algorithm 3.1 on inputs (A1, A2) from Pm,~, which by definition equals 
t~w(m - 11, n - 12 ,p )  E Pr[xll  II A1]Pr[x tl II A2] div 
0<11 <m 
with div div ta e(m -- 11, n --/2, P) = tave(n -- 12, m -- 11, p) if m -- ll < n -- 12. However, a calculation 
shows that this quantity equals [1 - 2 / (p+ 1)]n + 1 -b f l (m,n,p),  where ~(m,n,p)  < 
a(m,  n,p) < 1 with limp--,oo fl(m, n,p) = 0. Therefore, the average computing time of 
Algorithm 3.1 with inputs from Pm,n is dominated by the computation for those inputs 
from P~,,,. 
THBORP.M 3.6. Let 1 ~_ n <_ m. The average number of arithmetic operations used in 
Algorithm 3.1 on inputs from P,~,n is 
t:~,~ (,~, ~,p) = m ~ - n~/(p + 1) - [(V ~ + 4p + 1)/(p - 1) (V + 1) 5] ~ + ~('~, ~,P), 
ffvo(.~, ~,v)  = .~ + [1 - 2 / (p  + 1)] ~ + 1 + 4 .% ~,p),  
where 7(m,n,p)  < 4 and e(m,n,p) < 1 are given by 
- p2-2 n ~ (p3+3 p2+2 p+l) 
--2 ~ "~- 2 (p_l)2 (p~.l) a Ar 2 {p_l)2 (p+l)3 , if m > n,  
7(m,n ,p)  = 1 1-, 4 n3-2" (p+1)3 (p-1)3 , - p--ri-y_l n -b ~ (n - 2) -b (p+l)a (p-1)~ q- 2 P(P4+2~ -2V2-2P-1) 
pl-2n io 2 p 1 
2 00+1)2 (p-l) ~- 2 (p+i~ (~-i)' if m > n, 
e(m, n,p) = _l-, e2-2. 2?~_3?_3 
-~-U~ + 4 (p+l)~(p_~)~ + Cp+l)~(p-1), / f ro  = n. 
P~EMA~ti< 3.7. For w ~ {- ,  • :--}, let e~ve(m , n,p) be the average number of operations w 
used in the classical Euclidean algorithm with a uniformly distributed input from P,~,~, 
Then Theorems 2.1 and 3.6 revea~ that for fixed m, n and large p, both algorithms need 
the same number of arithmetic operations in the ground field for almost every input, i.e., 
m n for operations - ,  • and m + n + 1 for operations - ,  in the sense that 
lJm V~jX(m,n,p) -- an ,  
p --+ oo 
~" llm t~ve(ra, n,p) = mTn+ l. lira ei~ve(rn, p) = ~-~o 
Consequently~ Algorithms 3.1 does not attain a significant reduction in computing 
time unless p is quite small. For the finite field F = Z2 with only two elements, however, 
the average computing time of Algorithm 3.1 is significantly smaller than that of the 
classical Euclidean algorithm, as demonstrated in the following two facts (derived from 
Proposition 2.4, Theorems 2.1, 3.2, 3.4 and 3.6 by letting p = 2). 
FACT 3.8. Let F = 72, and the input (A~,A=) be uniformly distributed in Pm,~ with 
degrees m > n >_ 1 respectively. Then the probability that gcd(A~,A2) = 1 is 89 the 
average number of polynomial divisions used in the Euclidean algorithm is 89 n + 1; the 
average number of operations - ,  • used is m n -  88 n 2 - 43- n + O(1); the average number 
of operations + used is m + 89 n + O(1). 
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FACT 3.9. Let F = i[9., and the input (A1, A2) be uniformly distributed in _/bm,,~ with 
degrees m > n > 1 respectively. Then the probability that gcd(A1, A2) = i is ~ + 0(4-~);  
the average number of polynomial divisions used in the indeterminate shift Euclidean 
algorithm is 89 n + O(1); the average number of operations - ,  X used is m n -  89 n 2 - ~ n + 
0(1)  fOr ~7% > n,  aald r)% n - 1 ~%2 _ ~ n+O(1)  for m = n; the average number of operations 
+ used is m + 89 n + O(1). 
AVERAGE CASE ANALYSIS OF ALGORITHM 3.1 
In order to analyze Algorithm 3.1, we use the lattice model suggested by Knuth (1981, 
pp. 330-336) for examining the binary Euclidean Mgorithm for integers. Assuming that 
(A1, A2) is uniformly distributed in/5,n,n, we consider Algorithm 3.1 with input (A~, A2). 
To every pass through step 2, we associate with (u,v) the point (degu, degv) 6 N 2 and 
trace the passage of the algorithm through points of the lattice N 2. Throughout the 
algorithm, we have x { u and x Jf v. If (u,v) is uniformly distributed in/bi,j and deg f = k, 
then (v,~) is uniformly distributed in Pj, k. Thus art analysis of Algorithm 3.1 can be 
performed by solving the following recurrence relation: 
Star, = a + ~ Pr[deg ~ = k] Snk, m > n > 1. (4) 
O<_k<n 
This recurrence relation is quite informative about the indeterminate shift Euclidean 
algorithm. It will follow from Corollary 3.12 that for Sno = 1, Stun is the average number 
of polynomial divisions used for computing gcd(A1,A2) if a = 1; Stun is the probability 
that gcd(A1, A2) = 1 if a = 0. Assuming the "synthetic" polynomial division algorithm 
and free indeterminate shifting, Sm,~ is the average number of operations - ,  x performed 
in Algorithm 3.1 if a = n (m-n+1)  and Sno = 0; San is the average number of operations 
+ i fa  = m-  n+ 1 and Sno = n+ 1. 
Let R,, = {A e F[ . ]  I deg A < n}, ~,, = {A e R,, I A(0) # o}, ~d R~. = R .  - k . ,  
For k > 0, v e P. and r e ~. ,  ~so let Qk(,,,r) = {q e Pk I q(0),,(0) + r(0) # 0}. Then 
#Qk(v , r )  = IP -2 '  i l k  =0, 
( (p -1 )2p  ~-1, if k>__l. (5) 
For w e {+,x}  and F1, F2 C_ F[~], let FlwF2 = {flWf2 I A E Fl , f2 e F2}. The 
following leman expresses in our notation the unique existence of quotients and remainders 
in polynomial divisions. 
LEMMA 3.10. Let 1 < n < m and v E i'~. Then 
({ v} x/brn-~ + t2~ ( U [{v}xQm-'~(v'r)  + {r}]/ is adisjoint union, 
/ 
COROI~LARY 3.11. For 1 <_ n <<_ m and uniformly distributed (u, v) E P,~,n, let r be the 
remainder of u divided by v. Then for f ~ R~, 
p-n, if m > n and f E Rn, 
Pr  [r = f] = pl- ,~/(p_ 1), if m = n and f 6 R ~ 
(p - 2) p l - . / (p  _ 1)5, i f  m -- n ane f e ~.. 
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P l toov.  Applying Lemma 3.10, we have 
#O~_.(v,f)/#P,~, 
P~[~ =/]  = #g/#&, 
#Qo(v,f)/#~m, 
if m > n and f E R~ 
if m > n and f E ~n, 
if m = n and f e R~ 
if m = n and f E ]~n. 
Since #JSm = (p - 1) = pro-1 and #iS0 = p - 1, we complete the proof using (5). [] 
COROLLARY 3.12. Let m,n ,u ,v , r  be as above, and let ~ = r/x i where x i H r / f r  # 0, and 
0=0.  Then, for l < k < n -1 ,  
p-n, / fm > n, 
Pr [ f  0] / pl-"/(p-1), ifm=~, 
Pr [degf  = 0] = I (p -  1)np-n'  i fm > n, 
[ (v -  i)~- l l p l - " / (p -  1), i / '~  = ~, 
=k]  = ~ (p -  1 )2(n -k )pk -n - l '  if re>n,  
Pr[deg [ [(v - 1) (~ - k) - 11 pk-. ,  i f .~ = ~. 
PROOF. By definition, P r [ f  = 0] = Pr [ r  = 0]. Also, for 1 < k < n - 1, 
Pr [deg~ = 01 = ~ ~ Pr [ r  = wxi], Pr [degf  = k] = y~. ~ Pr [ r  = xif]. 
,~eF\{o) o_<i<,, /e& o_<~<,~-~ 
The claims follow from a straightforward calculation using Corollary 3.11. [] 
PROOF OF Tav.OREt~S 3.2 AND 3.4. Let Sno = 1 in (4). Applying Corollary 3.12, we 
obtain the following set of double recurrence relations: 
s~.  = a + (p -  1) ~ (p - 1) 2 (~ - k) 
p~ + ~ 7zi-:-_k &k, -~ > - _> 1, (6) 
l<k<n 
(v - 1) ,~ - 1 (v - 1) (,, - k) - i 
= + (-7- F )7  --r + m = >_ 1. (r) 
l<k<n 
Note that ~'rnn = 6"n+l,n for m > n. Let Sn = Sn+l,n and S~ = S,m. This substitution 
into (6) and (7) gives 
& = ~+(P-1)~ (v -1 )~ p~ + p~+---~ ~ (n -k )pk&,  ~>1,  
l<_k<n 
,.ql n = a+ (P -1 )n -1  1 
(v -  1) p--~ + 7 ~ [(p - 1) (~ - k) - 1] p~ &,  
l<_k<n 
n_>l .  
(8) 
The above recurrences can be solved directly via generating functions; however, we 
prefer an alternative approach (see Knuth 1981, p. 332) which transform them first into 
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linear recurrence relations through the following manipulation: 
s . - ! s . _ l  = (1- ),~+v-_.2+ .+----i- ~ vks~, ,~>2, p pn l_<k<n 
' P Sn = 1 1 i S. p -1  p_------~a (p_ l )pn_  ~ pn ~ pkSlr n i l .  
l<k<n 
!Sn_ l ) _p(SrL_  1 1 1 2 1 2 _ - - ;S . - -2 )  = (1--;) a-l-('l--;) Sr~- - l .  It follows that for n > 3, (Sn - v 
Note that for n > 2, 
p'~ E pkSk-- Sn- -Sn- l - (1 -  a -  . ~<k<. (p 1)2 v ~,) 
A straightforw~d calculation yields 
Sn = ( l+~-~)Sn-1 - -  Sn -2+(1-  )2a, n :>3,  
(v - 2)p i 
s" = ):~s.+(p_~)-----zs~-~, ,~>_2. 
Solving these linear recurrence relations with the initial values S 1 = a "Jc 1 -- 1/p and 
$2 = 2a+ 1-  [ (2a+ 1)p 2 -  (a+ 1)p+ 1]/p 3 from (8), we obtain 
p2+(2 a+l)  p+a Sn = (1 - v'~) a n + pl-2n + (p+1)2 , if n > 1, 
(a -1 )p -1  p2-2n q_ p3+2ap~-(2a+l),p-2a if n > 2. s" = ( I -~)~+2( ,+ i )~( , _ i )  (,+i)~,-i) , - 
We observe that the above formula for S~ also holds for n = 1. Let a = 0. Then the 
probability that gcd(A1,A2) = 1 is Sn for m > n and S~ for m = n. This completes the 
proof of Theorem 3.2. The same argument with a = 1 proves Theorem 3.4. [] 
The proof of Theorem 3.6 is similar and can be found in Ma (1987, pp. 43-51). 
BEST AND WORST CASE OF ALGORITHM 3.1 
Let 1 < n < m and (A1,A2) 6/Sm,n. For F ~ Z2, the indeterminate shift Euclidean algo- 
r i thm has the same minimum and maximum computing times as the classical Euclidean 
algorithm (see Theorem 2.7). The minimum computing time occurs for the lnput (A1, A~) 
where A2 divides A1. The maximum computing time occurs, e.g., for the following input 
(A1,A2): A1 = axm-~f~ +f'n-1 and A2 = fn', where a 6 F \{0 , -1}  and 
0</<n 
with the initial values f~ = 1 and f~ = x + 1. It is easy to see that ]~ -- f,~ + fn-1, where 
fn is the n th Fibonacci polynomial defined in Remark 2.2. 
The situation with F = 72 (i.e., p = 2) is slightly different. Clearly, both algorithms 
still have the same minimum computing time for all 1 __< n < m. However, the two 
algorithms have the same maximum computing time only for ra > n, which occurs, for 
! ! ! example, when the input (A1, A2) in Algorithm 3.1 is A1 = z m-n f~ + f~-i  and A2 = f ' .  
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the case m = n, Algorithm 3.1 uses at most n polynomial divisions rather than 
n + 1 in the Euclidean algorithm. As an example, we can construct he following worst- 
case input for m -- n > 3 :A1  = x 2 fnt_2 q- fin_ 3 -[" X fnt_2 and A2 = x 2 fn/_2 -~ ftn--3. Th is  
gives 
= 
-,• tm x(n, n ,p)  = 
1 + 2,p) = l+n+(n-  2 )+ =2n,  
n + t~k~(n,n - 2,p) = n + n (n - 2) = n 2 - n, 
which are just slightly better than em,,x(n,n,p ) = 2n + 1 and e~,,,Xx(n,n,p) = n 2 in the 
classical Euclidean algorithm. 
4. The Linear Factor Shift Euc l idean A lgor i thm 
The indeterminate shift Euclidean algorithm in Section 3 can be extended to perform 
linear factor shifting, namely, to remove all linear factors from the resulting polynomial 
remainder after each division. We have not been able to give a complete and exact analysis 
for this new algorithm over an arbitrary finite field, but we do so for F = Z2. Polynomial 
arithmetic over Z2 has a strong analogy to binary arithmetic. In this case, subtractions and 
additions in the ground field are the same operations, and each - ,  • operation amounts 
to just one bit operation. Also, the computation of a polynomial remainder is equivalent 
to a sequence of conditional polynomial subtractions. Therefore, there is no need to count 
arithmetic operations like +, x for our Euclidean algorithms over Z2. 
The following proposition gives an estimate on linear factors in a uniformly distributed 
polynomial over any finite field F with p > 2 elements (Knuth 1981, Ex. 4.6.2--1; Ma 
1987, pp. 53-55). 
PROPOSITION 4.1. Let n > 2 and f be a uniformly distributed polynomial from Pn. Then 
the probability that f has a linear factor is 1 - ~=o( -1 )  i (7) p - i  > 1 - e -1 > 1/2; the 
average number of linear factors in f is p(1 -p -n ) / (p  ~ 1) > 1. 
In particular, for F = Z2 the probability that f has a linear factor is 3/4, and the 
average number of linear factors in f is 2 (1 - 2-'~). 
Let f = x '~k + z "~k-~ + . . .  + x ~1 E Z2[~], n : ~'$k > i nk -1  > 9 "" > ml  >_ O. if k is 
odd then f has no factor x + 1. Otherwise, the following holds: 
f _ xrnk-1 + mrnk-2 + . . .  + xrn~-~ 
~+1 
.~_ ,Trnk_2--1 .~_ Zm~_2- -2  + . . . 71_ zmk_z  
: 
+ x'~2 - I  + x~2 -2 + . . .  + z '~ .  
This suggests that we can remove the factor x + i from a polynomial over Z2 through 
some shifting and copying operations, and the cost of doing this is O(n) bit operations. 
For the convenience of analysis, we will assume that  this removal is free of charge. The 
skeptical reader might argue that the savings reported for the new algorithms in Sections 
4 and 6 are due to this admittedly optimistic assumption. However, one can imagine 
fine-tuned fast subroutines (or maybe even hardware) to perform these shifts very quickly; 
they would not be of (asymptotic) help in the standard Euclidean algorithm. It should 
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be pointed out that for an arbitrary finite field with p > 2 elements, the cost of removing 
linear factors cannot be ignored. 
The linear factor shift Euclidean algorithm in the following is formulated only for ~2, 
but can be easily extended for any finite field. 
For 2 < n < m, let Pr = PCm •162 where Pm r is the set of linear factor free polynomials 
of degree m. For r e 12[x] and r # 0, let ~ = r/[z k~(x+l )  k2] where mk~ 11 r and 
(~ + ~)~ II r, and ~ = 0. 
ALGORITHM 4.2. Given the input (A~, A2) ~ Pm,n (m > n > 2), this algorithm outputs 
gcd(A~, A2). 
1. [Initialization] For x ka I[ A1, xk2 II A=, (= § 1)~ II Ax, and (x q- 1) 12 I[ A2, let 
u ~ A1/[x k~ (z + 1)1~], v ~- A2/[x k2 (z + 1)~:], k ~ min(k~, k2), and l ~ min(l~, 12). 
If deg v > deg u then swap u aztd v. 
2. [Division and shifting] Find the remainder r E Rn such that u = q v + r and compute 
~. If ~ = 0, then stop and return gcd(A1, A:) = x k (z + 1) t v. 
3. [Resetting] Set u *-- v, v ~ ~. Go to step 2. 
TrIEORBM 4.3. Let 2 <_ njg m and (A~,A2) be uniformly distributed in P~,,,. Then the 
probability that god(A1, A2) = 1 equals 8 + a(m, n), where ~(m, n) < ~ with ~rn g(m, n) 
= 0 is given by 
I 
~(3n-11)4  l-n, i fm>nq-1 ,  
~(,~,n)= ~(3n-5)4~-" ,  i f .~=n+l ,  
-~(3n-2)4  2-", i fm=n.  
THEOREM 4.4. Let 2 < n < m, and ~ = 88 if n = 2, and 6n = 0 otherwise. Then the 
average number tdlv(m n) of polynomial divisions used in Algorithm 4.2 on inputs from 
P~,.  is 88 ~ + ~(.~, ~), where ~(.~, n) < 2 is giwn 6y 
[ ~-~(3n-17)4'-"-~., Jim> n+1, 
,~(m, r~) = 4~ ~-~(3n-11)  42-n-dn,  i fm=n-F1 ,  
~+ ~(an- s)4~-"+ 8~, i fm=~. 
THEOREM 4.5. Let 2 < n < m, and ~n as above. Then the average number t~-ve(m , n) of 
operations - used in Algorithm 4.2 on inputs from PCm,n is m n - ~ n 2 - 49 n +/z(m, n), 
where #(m, n) < 5 is given by 
1 
73 2_ ~i2-n ,~ 
~z(m,  n )  = 85 - - \  -3 -n  2 A3-n  
i fm>n+l  , 
i fm=n+l ,  
i fm~n.  
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I~EMARK 4.6. Theorem 4.4 indicates that the linear factor shift Euclidean algorithm runs 
on average twice as fast as the classical Euclidean algorithm in the sense of number of 
polynomial divisions used (divisions by x and x + 1 are not counted). In comp~ison with 
the Euclidean algorithm and the indeterminate shift Euclidean algorithm (see Facts 3.8 
and 3.9), the linear factor shift Euclidean algorithm uses on average the fewest arithmetic 
operations in Z2, while the Euclidean algorithm uses the most arithmetic operations. 
Our results are stated for inputs from P0m,n, for which the initialization step is trivial. 
It is then easy to obtain the corresponding results for average inputs from Prn,n (see 
t~emark 3.5). 
AVERAGE CASE ANALYSIS OF ALGOttlTHM 4.2 
As in Section 3, we can analyze the linear factor shift Euclidean algorithm by solving the 
following recurrence relation: 
Stun=a+ ~ Pr[deg~=k]oVnk, re>n>2.  (9) 
o</r 
Assuming that (A1, A2) is uniformly distributed in P~,n, Corollary 4.9 below yields 
that for Sno = 1, Stun is the average number of polynomial divisions used in Algorithm 4.2 
for computing cd(A~, A2) if a = 1; Sm,~ is the probability that gcd(A1, A2) = 1 if a = 0. 
If the "synthetic" polynomial division algorithm is used, then Sm~ is the average number 
of operations - used in Algorithm 4.2 for a = n (m - n + 1) and ~q~o = 0. 
Forn  > 2andz  E2 z2,1et {P~,P~,r o p~,p~l 01} and {R~,oo ~1 ~ol l  be the following 
partitions of Pn and Rn: 
P~ = { f  e P~ l Va e Z2 f(a) = O ~=~ a e z}, 
_~z = ( feRn lVaeZ2f (a )=O ~ aez} .  
It is easy to see that each of the eight sets P~ and R~ contains exactly 2 n-2 polynom/als. 
The following lemma expresses in our notation the unique existence of quotients and 
remainders of polynomial divisions. 
LEMMA4.7. [et2 < n < m andve  P~. ThenP~ =({v} • , 
ol disjoint union. u ({v} x + u ( (v}  x + is a 
COROLLARY 4.8. For 2 <_ n <_ m and uniformly distributed (u, v) E P~,n, let r be the 
remainder of u divided by v. Then r is uniformly distributed in Rn if m > n + 1; r is 
uniformly distributed in R ~ U R~ if m = n + 1; r is uniformly distributed in ~m if m = n. 
COKOLLARY 4.9. Let m,n ,u ,v , r  be as above, and let ~ = r/[zkl(x + 1)k2], where x kl [I r 
and (x + l) k2 l it if r # O, and O = O. Then Pr[deg~ = l] = O, and for 2 < k < n -1 ,  
Pr[~ = 0] 
2 n, i fm>n+l ,  
= 0, i fm=n+l ,  
22-n, if re=n,  
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Pr[deg ~ = 0] 
Pr[deg ~ = k] 
n(n  + l )2  -" -1 ,  / f ro>n+1,  
(n - 1) 2 2-n, / fm = n + 1, 
(~ - 2) (~ - 1) 2 ' - - ,  i / .~  = ~, 
(n -  k) (n -  k + 1) 2 k-n-3, /fro > n + 1, 
(n - k - 1) 2 k-n, if m = n Jr 1, 
(,~ - k - 2)  (,~ - k - 1) 2 k - ' -~ ,  i /m = . .  
Pr~OOF. By definition, Pr[deg ~ = 1] = O, and Pr[~ = 0] = Pr[r = 0]. Also, 
P r [degg=0]  = ~ ~ Pr [ r=x  ~'(x+l)k2],  
O_<4<n kl+k2={ 
Pr [deg~=k]  = ~ ~ ~ Pr [ r=x  k~(x+l )  k2f]. 
f EP~ O<i <n-k kl +k2=i 
A simple calculation using Corollary 4.8 completes the proof. [] 
PROOF OF TtlI~OREMS 4.3 AND 4.4. Let Sn0 = I in (9). Applying Corollary 4.9, we obtain 
the following set of triple recurrence relations for n > 2: 
(~ + 1) (~ - k) ( .  - k + 1) 
San : a -{- 2n+l n u ~ 2n_k+3 S,~k, if ra > n + 1, 
2<_k<n 
n - i (n -  k - 1) 
Sr~, = a+ 2--fs-f_2 + ~ 2,~_ k S,k, if m = n + l, 
2<_k<n 
Stun = a+ (n -2) (n -1)  (n -k -2 ) (n -k -1 )  
2n_ 1 q- ~ 2~_k+ ~ Snk, if m = n. 
2<_k<n 
Note that Star, = Sn+2,n for rn > n + 2. Let Sn = Sn+2,n, 5" = Sn+l,~ and S~ = gn~. 
This substitution i to the above recurrence relations gives 
Sn = aq -n (nq-1)  1 1 , 2-+~---r- + 2.+3 ~ (~ - k) (~ - k + z) 2 k s~ + ~ s._, ,  
2<_k<n-2 
s" = a+ ( '~-1)  1 2.----T+~ F_, ("-k-1)2~S~, 
2<_k<n-2 
S~ = a-F  (n -2 ) (n -1 )  1 
2n-1 + 2r~+"'-'Y 2 (n - k - 2) (n - k - 1) 2 k Sk. 
2<k_<,~-2 
( i0)  
(11) 
By a manipulation similar to the one used in the proof of Theorems 3.2 and 3.4, we 
can transform the above recurrence relations into the following: 
S" t = - S~_I + 88 l Sn_ 2 88 88 if n___ 5, 
S~=S._2+}S._3 1 , - ~ S,~_3, i f  n > 5. 
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Solving these linear recurrence relations with the initial values $3 = s g a + ~, Sa = 
~a+ s7 19.~. a + 5r is ~ ,  Ss = x28 ~,  5'~ = a + 1 and S~ = s a + i~ from (10) and (11), we obtain 
11 Sn = 1anT 89  i fn>3,  
~a+~,  i fn_> 3, 
We observe that the above formula for S~ also holds for n = 3, 4. Let a = 0. Then 
the probability is Sn for m > u T 1, S~ for m = n +~1, and S;~ for m = n. Since S2 = ~, 
S~ = 1 and S~' = 0, this completes the proof of Theorem 4.3. The same argument with 
a = 1 proves Theorem 4.4. [] 
The proof of Theorem 4.5 is similar and is omitted here (see Ma 1987, pp. 67-72). 
BEST AND WORST CASE OF ALGOILITHM 4.2 
For a, b ~ Z with b _ 1 we denote by aremb the remainder of a on division by b, i .e, 
e = aremb if and only if 0 < c < b and e-= amod b. 
THEOREM 4.10. For 2 < n < m and w e {div , -} ,  let t~fin(m , n) and ~nax(m, n) be the 
minimum and maximum number of operations w performed on inputs from POre, n. Then 
we have 
dlv I i, i fm~n+ l, 
tmjn(m ,n) = 2, i fm=n+ l, 
k 
tS . (m,  ~) = . (m - .  + 1), i /m > n, 
~" / [(2 n + 1)/3], i f  m > n + 1, 
~=(m,  ~) = p2 ~/31, / /m = n + 1, ( [(2 ~ - 2)/3], i / ,~ = n, 
+ n)/6]- (-nrem3), i fm>n+l ,  
L(5n 2 + 3n-  2)/6J - ( -n  - l rem3) ,  i fm = n+ 1, 
t~nax(m, n) = L(5 n 2 -- 7 n)/6J -- 1 -- (--n rem 3), /f m = n > 5, 
n, /f2_< re=n<4.  
LEMMA 4.11. For 2 < n < m and w E {div, -} ,  ~m~x ~ is monotonically increasing in both 
arguments: 
t~,~(m + 1, n) _> t~,~(m, n) i /m >_ n + 1, (12) 
~x(m,  ~ + 1) _> t~,~(m, ~) if m _> ~ + 2. (13) 
Pttoo~. Let (AI, A~) E Pmr with cost t~ax(m ,n),  and write A1 = Q1 A2 + A3 with 
degA3 < degAs. To prove (12), let 
B1 = A1 + x~-~(z + 1)A2 = (Q1 + xm-~( x + 1)) A2 + A3. 
Then (B1,A2) E P,~n+~,n a d the computation of Algorithm 4.2 after the first step is 
the same for (A1, A2) and (B1, A2). It follows that 
t~(,~ + 1, n) > t~(B~, A:) > ~(A1,  A:) = t~x(m,  ~). 
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As for (13), it is easy to check for n = 2, 3, and we now assume n >__ 4. Then As ~ 0. 
We write A2 = Q2-~3 + A4 with degA4 < degAs. We have to consider three cases. First 
assume that re3 = deg A3 = n - 1, and let 
If A4 = 0, we use B2 --- (~2 + ~ + 1)As. Then (B~,B~) E P~,n+l and the algorithm 
proceeds through (B1, B2) --+ (B~, ft.3) --+ (-~3, -~4). For w G {div, -} ,  recall the definition 
of d ~ in (2). We have 
~( .~,~ + ~) > t~(~l ,~)  
CO = d~(m, n + 1) + d~(n + 1, n - 1) -}- t (As , -~)  
> d~(m, n) + d~(n, n - 1) + t (As, A4) 
= t~(A~,A2) = t~x(m,n) ,  
with strict inequality for w = - .  So now we may assume that n3 _< n - 2. We first tdeal 
with the case that  m > n + 3. Let 
B2=zA~+(x+l ) / l s ,  B~=xm-n-~(x+I )B~+A2.  
Then (B~, B2) e P~m,n+~, and (B~, B~) ~ (B2, A2) --+ (A2, As). It  follows that t~(B~, B~) 
> t~(A1,A~). 
We now come to the last case, where n3 <_ n - 2 and m = n + 2. Take any (C2, C3) E 
-P~,,~-2 with cost t~,~x(n, n - 2), and write C2 = P2 03 + C4, with degC4 < deg 03. I, et 
If 04 - 0, we use B2 = (x s + x + 1)Ca. Then (B1,B2) E P~+2,n+l, and (B1,B2) -'* 
(B2, 03) -~ (03, 04). We have t~( . , .  - 2) > t~x( . ,  ha) >_ "~vt (A~, Xs); this is clear i~ 
n3 ----- re -- 2, and follows from the previous cases if n3 _< n - 3 (provided that n3 :> 2, 
otherwise it is trivial). It follows that  
t~nax(n + 2, n + 1) >_ t~(B1,B2) 
= d~(n + 2, ~ + t) + d~(n + 1, ~-  2) + ,~(5~, 04) 
= d~(n + 2, n) + d~(n, n - 2) + t~(C'3, C'4) 
= d~(~ + 2, ~) + t~x(~,~-  2) 
t w > d~(~ + 2, ~) + (A~,As) 
= tW(A1, A2) = tr~ax(n + 2, n). [] 
PROOF OF THEOREM 4.10. By Corollary 4.8, we have dlv tmln(m,n) -- 1 for m • n+ 1, since 
there exists (A1, A~) E Pm0,n such that  A2 divides AI. For rn -- n ~- 1, we have tmindlV _ 2, 
since there exists (A1, A2) E Pm0,,~ such that A1 = (z + 1) A2 + x. The minimum number 
t~n(m, n) of operations - performed is clearly n (m - n + 1) for all m > n > 2. 
Intuitively, for m > We first prove that the stated values are upper bounds on tma x. 
n + 2 Algorithm 4.2 has the worst behavior if for every pass through step 2, the associated 
"lattice point" (deg u, deg v) changes according to the following pattern: 
(m, n) --+ (n, n - 1) -+ (n - 1, n - 3) -+ (n - 3, n - 4) --+ (n - 4, n - 6) -+ . . . .  
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More formally, we have the following inequalities for n > 5 by Corollary 4.8 and (13): 
mv div dlv - 3), ~max(n + 2, n) < 1 + traax(n, n - 1) < 2 + traax(n - 1, n 
t~x(n  + 2, n) <_ 3 n + tma~(n, n - 1) _< 5 n - 2 + t~a~x(n - 1, n - 3). 
Note that ~x(4 ,  2) _< 2, ~max(5,div 3) <: 3, tm,x(6 ,d iv  4) _< 3, and t~nax(4, 2) _< 6, tmax(5 , 3) -< 
13, t~a~x(6, 4) _< 18. We obtain, for n > 2, 
~u~ 2, ~) _< t= (~+ F(2~+1)/31, t~x(n+2,n)< [ (5n2+l ln ) /6 ]  ( -n rem3) .  (14) 
By Corollary 4.8 and (13), the following holds for m >__ n + 2: 
d iv  d iv  tm~(~,n 1), tmax(m , n) < I + 
- -  tmax(~2 , T~ - -  
d lv  d iv  ~..~.(~, .) < 1 + tn.~.(n,- - 3), 
t~.~(.~, ~) <.  (.~ - .  + 1) + ~; . .x( - , -  - 1), 
t~.x(n + 1, n) _< 2 n + t~.~(n, n - 2), 
t~.~(n, n) < n + t~.~(n, n - 3). 
0l Note that tmax(n , n) = n for 2 < n < 4, tmax(m , 1) = 0 since P~ = 0, and tmm~Vx(m , 0) = 
w follow from a straightforward 1, t~nax(rn, 0) = 0. The claimed upper bounds on ti,,x 
calculation using (14). 
To prove that these are also lower bounds, we exhibit the following (A1, A2) E PC,n, for 
which the bounds are attained. This property is checked by verifying that one application 
of steps 2 and 3 of Algorithm 4.2 transforms any such pair into another pair on the list, 
and that all of the given inequalities are actually equalities in this case. 
9 A l=X(x+l )  m-n- l tn+sn_ l  andA2=tn  fo rm>n+2>4,  
* A1 = tn+l and A2 -- 8n for m = n -k 1 _> 3, 
9 A1 "- z(x + 1) 2tn_3 + x (m + 1) t,~_3 + sn-4 and A2 = x(z  + 1) 2tn-3 + sn-4 for 
re=n>__5. 
Here sn,t n E P~ for n >_ 4 are defined by an = x(x+ 1)tn-2 +sn-3  and t,~ = 
(x + 1) s,~_l + xt,~_a with the initial values Sl = tl = 1, s2 = t2 = m2 + x + 1, and 
83 = t3 = X3 + X + 1. [] 
5. The  Subt ract ive  Indeterminate  Sh i f t  A lgor i thm 
Analogous to the binary shift Euclidean algorithm for computing integer god's, the inde- 
terminate shift algorithm computes polynomial gcd's using only polynomial subtractions 
and divisions by x. The algorithm works for any finite field, but we formulate and analyze 
it only for 12. 
ALGORITHM 5.1. Given the input (A1, A2) E Pm,n (m > n > 1), this algorithm computes 
god(A1, A2). 
1. [Initialization] For $kl ][ A1 and x k2 II A2, let u ~ Az/x ~,  v *- A2/x k2' and k 
rain(k1, k2). If degv > deg u, then swap u and v. Stop and return gcd(A1, A2) = x k 
if deg v = 0. 
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2. [Subtraction and shifting] Let r = u - v and compute ~, as defined in Section 3. If 
= 0 or ~ = 1, then stop and return gcd(A1, A2) -- xkv or gcd(A1,A2) --- x ~, 
respectively. 
3. [I~esetting] If deg ~ > deg v, then u *- ~; otherwise, u ~ v, v *-- ~. Go to step 2. 
THEOREM 5.2. Let 1 < n < m. The average number pub(,, n) of polynomial subtractions 
used in Algorithm 5.1 on inputs from P~,~ is 89 + ~ n + ~(m, n), ~here Kin, n) < i is 
given by 
{ _~4-.~ + 21- . _  7 i fm > n, 9' 
u(m,n)= _~4, -~_(n_4)2 - ,~_Lo9 ,  i fm=n.  
We assume that a subtraction u - v needs exactly 1 + deg v operations - in Z~, if 
deg u k deg v. 
TItBOREM 5.3. Let 1 <_ n <_ m. The average number t~'w(m, n) of operations - used 
in Algorithm 5.1 on inputs from P~., is i ron -  5n~ + 89 - ~n + ,(m,n), ~hore 
v(m, n) < 2 is given by 
{ al 1 41-,~ if ra > n, ~-~ 
~r(m, n) = 
16  89  ~-~, i f ,~=n. 
AVERAGE CASE ANALYSIS OF ALGORITHM 5.1 
Assuming that (A1, A2) is uniformly distributed in/Lm,n, we can analyze this algorithm 
by solving the following recurrence relation: 
Sm~=a+ ~ Pr[deg~=k]S~k, Smn=S~m, m>n>l .  (15) 
0<~<m 
Corollary 5.5 below implies that for a = 1 and Sn0 = 0, Sm,~ is the average number 
6ub t~ve(m, n) of polynomial subtractions used in Algorithm 5.1 for computing cd(A1, A2). 
Sra,~ is the average number tDe(m , n) of operations - used in Algorithm 5.1 for a = n + 1 
and Sno = O. 
LEMMA 5.4. For 1 < n <_ m, let (u, v) be uniformly distributed in t)m,n and r = u - v. 
Then r is uniformly distributed in {x} • Pra-1 if m > n; r is uniformly distributed in 
{z}  x R~-I/f m = n. 
COROLLARY 5.5. Let m, n, u, v, r be as above, and let ~ = r/x i where x ~ ]lr if r # O, and 
=0. Then, for l < k < m-1 ,  
Pr[~--0] = I 0, if re>n,  
2 I-~, if m---n, 
% 
{2 1-'~, i fm > n, Pr[deg~=O] --- (n - l )  21-", if re=n,  
2 k-m, if re>n,  
Pr [deg~=k]  = (n -k - l )  2 k-", i fm=n.  
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PI~OOF. We distinguish two cases. 
Case 1: rn > n. Since r is uniformly distributed in {x} • Pro-l,  Pr[~ = 0] = 0, and 
Pr [deg~ = 0] = Pr [ r  -- x m] = 2 l -m, Pr[deg~ = k] -- E Pr [ r  -- x m-k ]] = 2 k-re. 
fe~k 
Case 2: m = n. Since r is uniformly distributed in {x} x R,~-I, Pr[~ = 0] = 21-'~, 
Pr[deg ~ = 0] = ~ Pr[~ = x ~+1] = (~ - 1) 21-~, 
o<~_<n-2 
Pr[deg ~ = k] = ~ ~ Pr[ r  ~--- X{+I f ]  = (V* --  k - 1) ~k-n. [] 
] eP~ o<_i<_,~-k- 2 
P1OOF OF THEOREM 5.2. Let a = 1 and Sn0 = 0 in (15). App]ying Corollary 5.5, we 
obtain the following set of double recurrence relations: 
Stun = 1+ E 2k-rng'~k, if re>n>_ 1, 
l _<k<m 
Stun = i+  ~ (n - ]c -1 )  2k-nSnk, ifm=n>_l. 
l<_k<n 
Note that S~. - 89 S~_~,~ = 89 + 89 S.,.~_~ for .~ > ~ + I; that is, S.~ = S~_~,~ + ~. 
By induction on m - n, we have 
Let Sn = Sn+l,,~ and S~ -- Snn. This substitution into the above recurrence relations 
gives 
i l (n_k_ l ) ]+  i ~q~ = l+2--~y ~ 2k[Sk+~ ~S~, i fn>l ,  (17) 
l<k<n 
- -  1 i (n  - } - i ) ] ,  i f  n > i .  ( i s )  s" = I+~ E:(~-k-i) 2 ~[s~+~ 
l_<k<n 
As in the proof of Theorems 3.2 and 3.4, we can use a similar transformation to obtain 
the following llneaz recurrence relations from (17) and (18): 
S.  -- }Sn- -1  @ 88 = } - -  2 -n ,  i f?z ~ > 3, 
S" ' i , =i  - S,~-I + i S,~-2 ~ S,~-2 + ~ - 2 - ( ' - I ) ,  i f  n >_ 3. 
Solving these linear recurrence relations with the initial values S1 3 = ~, $2 --- ~ and 
S~ ---- S~ = 1 from (17) and (18), we obtain 
S,~ g ~ n + 21-'~ _9~ 4-r~ _ _5 if n > 1, = 18 ~ -- 
S' n = ~ (n 4) 2 -n -~4 i -n lo n -  - - 'V ,  i fn_> 1. 
The claim then follows from (16). [] 
The proof of Theorem 5.3 is similar axtd can be found in Ma (1987, pp. 75-80). 
Euclidean Algorithms 449 
BEST AND WORST CASE OF ALGORITHM 5.1 
THEOREM 5.6. For 1 <_ n <_ m and w 6 {sub, -} ,  let t~dn(m , n) and t~nax(m ,n)  be the 
minimum and maximum number of operations w used in Algorithm 5.1 on inputs from 
Pm,,~. Then, except hat sub tr~ax(~, 2) = 1 ~.d  ~x(2 ,  2) = 3, we ha ,e  
sub sub t=a~(m, n) 1, = tmax(m,n)  = m + Fn/21 1, 
~n(m,n)  = n+l ,  t~ax(m,n)  = mn-  [n2/4] +m-  1+ nrem2.  
PI~OOF. Using Lemma 5.4, we have sub tmln(m, n) = 1 and t~an(m , n) = n + 1 for all 1 < n < 
m, since there exists (Ax,A2) 6 P,~,,~ such that A1-A~ =mm for m > n, and Ax -A2  --- 0 
for m= n. 
The estimate of the maximum cost follows the lines of the proof of Theorem 4.10; we 
omit some details. It is easy to see that ~max~-,~ub to 2) = 1 and tmax(2, 2) = 3. For the other 
cases, we first prove the claimed upper bound on t~a X. Intuitively, the algorithm has the 
worst behavior if the "lattice point" (deg u, deg v) associated at each pass through step 2 
changes in the following pattern: 
(re, l) --* (m-  1, 1 ) . . . -~  (1,1), for m >_ n = 1, 
(m, 2) --+ (m - 1, 2 ) . . .  --* (3, 2) --* (2, 1) -+ (1, 1), for m > n = 2, 
(3, 3) ~ (3, 1) --+ (2, 1) --+ (1, 1), for m = n -- 3, 
(4, 4) --~ (4, 2) ~ (3, 2) --+ (2, 1) ~ (1, 1), for m = n = 4, 
(n, n) --+ (n, n - 2) --+ (n -- l, n - 2) --+ (n - 2, n -2 ) - - * . . . ,  fo rm- - - -n>_5,  
(,~, n) -~ (,~ - 1, n) -+ . . . -~  (n, n), for ,~ > n > 3. 
in the sense that Formally, one proves monotonicity of traax 
02 - -  O2 ~m,x(m+l ,n )  > t=ax(m,n) if re>n> 1, 
t~ .x (m,  n + 1) ___ t~%a,,(m, n) i f  m >__ r~ + 1 :> 2 
except that t~ax(2 , 2) < tmax(2 , 1), and the following inequalities for n > 5: 
rub .  n) < 3 + tmax(~ -- 2, ~ -- 2), ~max(~, n) < 3 ~ -- I + t~ax(n -- 2, n -- 2). max[n, sub  
Note that tsub (.~ 3) < 4, sub tmax(4 ,4) < 5, and tmax(3, 3) < 10, tmax(4 , 4) < 15. We obtain ~maxk-~ . . . .  
the following for n > 3: 
tsub[~ n)<n+ [n /2 ] - - l ,  t~ax(n ,n )< [3n2/4]q -n - - l - Fnrem2.  maxk .~, _ 
Since 
sub t~ax(m , 1) < m and tmax(m, 1) < 2 m, for m > 1, 
sub tmax(m , 2) _< m and tmax(m , 2) _< 3 (m - 2) q- 4, for m >_ 3, 
sub t~a~(m,n)  < m n + s~b - ~max(n, n), for m > n > 3, 
ta~(m,  ~) _< (m - n) (n + 1) + taax(~, n), for m > n > 3, 
the claimed upper bounds follow immediately. 
For the corresponding lower bounds, we construct explicit examples. Let hn,gn E Pn 
for n > 1 be defined as hx = gl = x+l ,  ]%2 = x2q-m+ 1, 92 = :~2+ 1, h3 = xS+xs+z+ 1, 
g3 = x3 + 1, h4 = x 4 + z 3+x 2 + 1, ga = z 4 +x  2 +x+ 1, and gn = x 2h~-2 + (x+ 1) gn_2, 
h~ = g~ + x g,~-2 for n >_ 5. Then the stated bonnds are attained for the following input 
(A1,A2) 6/3m,,~ for m > n > 1: 
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9 A1 = x m-3 g3 Jr g2 ~o<i<m-s  xi and A2 = g2, for m > n = 2, 
9 A1  = x "~-n hn + g~ ~o<i<m-,~ zi and A2 = g,~, otherwise. [] 
6. The Subtract ive Linear Factor Shift A lgor i thm 
The subtract ive indeterminate shift algorithm in Section 5 can be easily extended to do 
l inear factor  shifting, namely, to remove all linear factors from the resulting polynomial  
after each subtraction. The subtract ive linear factor shift algorithm works for any finite 
field, but we formulate and analyze it only for 2'2. 
ALGORITHM 6.1. Given the input (A1, A2) 6 Pm,n (m > n > 2), this algorithm outputs 
gcd(A1, A2). 
. 
2. 
[Initialization] For z ~ ]] An, x k2 [[ A2, (x + 1) h H A1, and (x + 1) h ]l A2, let 
u ~ A1/[x ka (~ + 1)h], v *-- A2/[z k2 (x + 1)12], k ~- rain(k1, k2), and I +-- min(l l ,  12). 
If deg v > degu,  then swap u and v. Stop and return gcd(A1,A2) = x k (x + 1) l if 
deg v = 0. 
[Subtraction and shifting] Let r = u - v and compute G as defined in Section 4. If  
= 0 or ~ = 1, then stop and return gcd(A1, A2) = x k (x + 1) I v or gcd(A1, A2) = 
x k (x + 1) z, respectively. 
3. [P~esetting] I f deg ~ k deg v, then u *-- ~; otherwise, u ~ v, v *-- ~. Go to step 2. 
THI~OI~M 6.2. Let 2 < n < m. The average number_~,t'ubr~,w.., n) of polynomial subtractions 
used in Algorithm 6.1 on inputs from P~,n is 88 rn + ~ n + p(m, n), where p(m, n) < 1 is 
given by 
{ ~ (15 .  - 47) 41- -  + 3 .2 - -  - ~, p(m, n) = ~7 (15 n - 17) 4 2-n + (n 2 - 5 n + 6) 2 -~-1 ~3 108 ' 
--s/4 (15 n - 2) 4 3-'~ + ( -3  n 2 + 13 n + 12) 2 -~-1 -- - -  
i fm> n+l, 
i fm=n+l ,  
121 
108 '  i f  m = n .  
P~EMAP~K 6.3. If  m -- n is constant and n is large, then Algor ithm 6.1 needs an average 
of 5~n+17 O(1) polynomial  subtract ions to compute gcd(A1,A2). This shows that the 
subtract ive linear factor shift algorithm uses on average less polynomial  subtractions than 
the classical Euclidean algorithm uses polynomial divisions. 
THEOI~EM 6.4. Let 2 < n < m. The average number tave(m,n ) of operations - used 
1 in Algorithm 6.1 on inputs from PCm,n is i ron -  ~n 2 + }m + 2-~-6 n + a(m,n) ,  where 
cr(rn, n) < 1 is given by 
[ ~4--}n+~(5n-17)41-n+3.2 -n, 
~(.~, n) = ~ + ~ (5 n -  ~) 4~-~ + (.~ - 9 n + 10) 2-"% 
-~ - ~" -  h (5 . -  2) 43-" + (-Sn~ + 25.  + 4) 2-"-1, 
i fm>n+l ,  
i fm=n+ l, 
i f~=n.  
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AVER.AGE CASE ANALYSIS OF ALGORITHM 6.1 
LEMMA 6.5. For 2 < n <_ m, let (u,v)  be uniformly distributed in Pr and r = u - v. 
Then r is uniformly distributed in {x (xq-1)}• when m > n; r is uniformly distributed 
in {x(x  + 1)} X ~-2  when m = n. 
COROLLARY 6.6. Letm,  n, u, v , r  be as above, and let ~ = r/[mi (x + 1)J], where m ~ II r and 
(x+l )  j i l t / / r#O,  and D = O. Then Pr[degq = l] = O, and for  2 < k < m-1 ,  
o] = { o, / / re>n,  Pr[~ 22-n~ if m = n,  
'K  
(m- l )2  2-rn, 
Pr[deg ~ = 0] = (n -  2 ) (n -  1)21-'~, 
{(m - / ~  - i )2  k-m, Pr[deg ~ = k] = (n - k - 2) (n - k - 1) 
i f reT> n~ 
if m= n~ 
if f~ > n, 
2 k-r~-l, i fm=n.  
PR-OO~. By definition, Pr[deg ~ = 1] = 0. We distinguish two cases. 
Case I: m > n. Since r is uniformly distributed in {x (z + 1)} x Prn-2, Pr[~ = 0] = 0, 
Pr[deg F = O] = E Pr[r  = x/~l+i (x + 1) k~+i] 
kl q-k2 =m- 2 
Pr[deg~ = k] = ~ ~]  Pr[r = x k*+l (z + 
IEP~ kl Tka=m-2-k 
= (~ - i )  2 ~- ' ' ,  
1) k=+lf] = ( ra -k -1 )  2 k-re. 
Case 2: m = n. Since r is uniformly distributed in {m (x + 1)} • Rn-2 = R ~ the same 
probabilities have been derived in Corollary 4.9. 
PROOF Or THEOR-•M 6.2. Let 2 < n < m and (A1,A2) be uniformly distributed in Pm~,n. 
Corollary 6.6 reveals that the average number sub t~ve(m, n)of  polynomial subtractions used 
in Algorithm 6.1 is the solution Stun to the following recurrence relation (with S~0 = 0 
and a = 1): 
Stun=a+ ~ Pr[deg~=k]S~k, 
O<_k<m 
Applying Corollary 6.6, we  obtain the following 
Stun=Shin ,  m>n>2.  
(~-k -1 )  
s.,. = 1+ ~]  2,~_ k Snk, if m > n > 2, 
2<k<m-2 
(n -  k -2 ) ( ,~-k -  1) 
&.  = i+ 2,~+i_ k S,~k, if m = n _> 2. 
2~k~_n--2 
Note that s,~,~ 89 s.,_~,. 89 + ~ ~-,~-2 S 2 k - = Z~k=2 n~ for m > n + i. Therefore, 
i i 1 
for m > n + 2; that is, Stun = Sm-l,n + 88 An easy induction on m - n yields 
Sm,=S,+2m+ 88  i fm >__n+2. 
(19) 
(20)  
(21) 
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Let Sn = S,~+=,n, St  = Sn+~,n and 5"~ = S.,~. This substitution into (19) and (20) 
gives 
1 
S,~ = i+  2n+~ 
1(~_~_2) ]+ ~ , s" = 1+~+~ ~ (n-~)2 ~[&+~. . .  7s~-~' 
,, 1 1 (n -  ~ - 2)1. s:; = 1+~-~ ~ (n -~-2) (n -~-~)2  ~[&+ 
2<k<n-2  
Applying a similar manceuvre as in the proof of Theorems 3.2 and 3.4, we can transform 
the above recnrrence relations into the 
-gS ,~_a+~Sr~_4=~--~-3 .2  -'~-a, if n>_6, 
l (n_k_2) ]+ 1 , I ,, (22) (n -  ~ + ~) ~* [& + ~ ~ s._~ + 7 s. ,  
(2~) 
(24) 
P s" ~s._~+89 ' - s - _~ ~'  = - S'_3  88  ~S, , -3+ 21 ~-2 -'~, i fn>5,  
/I 3 ~I I  S,~ - ~ "n-~ + 88 S" 1 c ,  n-2 ~ "~,~-a = 1 S,~-a + 88 - 3 .2  -'~, if n >_ 5. 
Solving these linear recurrence relations with the initial values S~. = ~, S3 = 3, $4 = 
11M64, S~ = 16-~, S~ = 1, S~ = ~, S$ = ls~ and S~' = S~' = S$ t = 1 from (22), (23) and (24), 
we obtain 
'-q,~ = ~n+~(15n-47)  41- "+3"2-n  10831, i fn>~2,  
~,  = 17 _36n&l(15n_17)42-n+(n2_5nT6)2-n-]_~,~3 if n>2,  
~-~ n -- ~ (15 n - 2) 43-n + ( -3  n 2 + 13 n + 12) 2-n-1 lO81~1, if n >_ 2. 
The claim follows from (21). [] 
The proof of Theorem 6.4 is similar and can be found in Ma (1987, pp. 82-90). 
BBST AND WORST CASE OF ALGORITa~ 6.1 
Ta~OR~M 6.7. For 2 <_ n < m and ~ e (sub,-},  let t~(m,n)  and t~(m,n)  be the 
minimum and maximum number of operations w used in Algorithm 6.1 on inputs from 
P~,n" Let dm,~ = (m - n)rem 2. Then we have 
t.ttb , n) i, rain(m, = 
t ;~n(m, n) = ~ + 1, 
ub. ( (m- -n ) /2+1,  i fm=n- -4 ,  o rd ,n ,n=Oand2<n<3,  
~x~,~, ~) = r(,~ + ,0/2] - 2, othe~ise, 
k 
(m-n+2) (n+l ) /2 ,  i fm=n=4,  ordm,n=O and2<n<3,  
t~x(m,  n) = (m + d,..,~) (n + 1)/2 - 3, otherwise. 
PROOf. By Lemma 6.5, we have -rmn~"',t'su'b lm n) = 1 and t~in(m , n) = n+ 1 for all 2 < n < m, 
since there exists (A~, An) e POm,n such that A1 - A2 = x m-1 (x + 1) for m > n, and 
A1 - A2 = 0 for m = n. 
0) As usual, we first prove an upper bound on tma~, following the lines of the proof of 
Theorem 4.10. Intuitively, the algorithm has the worst behavior if the "lattice point" 
(deg u, deg v) associated at each pass through step 2 changes in the following pattern: 
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(n+l ,n ) - -~  (n ,n - -1 )~ ( n - l ,n -2 ) - - -~- . .~  (3, 2), if rn ---- n + l >_ 3, 
(n, n) ~ (n, n - 3) -~ (n - 2, n - 3) ---* 9 9 9 ---* (3, 2), if rn = n > 5, 
(m, 4) ~ (m - 2, 4) ~ (m - 4, 4) ~ . . .  ~ (5, 4), if m > n = 4 and din,4 = 1, 
(m,4)  ~ (m-  2,4) --+ . . .  ~ (6, 4) -.--r (4, 3) ~ (3,2), if m > n = 4 azad 
din.4 = O, 
(m, n) --+ (m - 2, n) ---> (m - 4, n) --+ . . .  --+ (n + dm.~, n), if m > n + 2 and 
Formally, one proves monotonicity of t~aax in the sense that 
+ 1, >__ if m > > 2, 
tL,x(m,,  + 1) >__ if >__ + 1 _> 3, 
except that t~max(4,4) < tr~ax(4, 3). Defining dsUb(n) = i and d- (n )  = n q- 1, we have the 
following inequalities: 
l , n )  < 
ffub. n) < 
m&x~ ~& ,
tmax(n , n) < 
_< 
_< 
d~ + t~a~x(n,n - 1), if n + 1 >_ 4, (25) 
- ,ub,  3), if n > 5, (26) 2 + ~xtn  - 2, n - 
2 n - 1 + t~ax(n - 2, n - 3), if n > 5, (27) 
[ (m-4) /2 Jd~(4)+t~.x(5 ,4 ) ,  i fm > n = 4 and am,4 = 1, (29) 
(m - 6)d~(4)/2 + t~ax(6 , 4), if m > n = 4 and d.~,4 = O, (30) 
t aub (~-n rt) < Since ~sub {2 2) < 1 and tmax(3 , 2) < 3, it follows from (25) to (27) that -m.x "-, ~III&X \ v , - -  __ 
m -  2 and t~x(m ,n) < (mq-3) (m-  2)/2 for 2 < n _< m < n + 1, with the exception 
that  t~x(n  , n) = d~ for 2 < n _< 4. Plugging this into (28) and (29) and noting that  
~lxb ~m,x(6,4) < 3 and tm~x(6, 4) < 12 in (30), we obtain the upper bounds as claimed. 
For the lower bounds, we again construct explicit examples. Let q = x 2 + x, and 
un E P~ for n > 4 be defined by u,~ = u, -1  + qu,~-2 with Uz = z 2 q- x + 1 and u3 = 
x 3 q- x 2 + 1. Furthermore, let vn = qun_~ q- qun-3 q- un-3 and wn = qun-2 Jr un-3 for 
n ~> 5 ,  ~32 = lO 2 = U2,  "/33 = U3,  ~/)3 = X3"~ Ig "~ ] , V4 = X4 ll- X3 "~ 1 ,  and w4 = x4-~xh"  1. 
Then,  for n > 2, un, vn, wn E P~n, and the stated bounds axe attained for the following 
input (A1, A2) e P~m.n: 
9 A l=un+l  andA2=u,~, fo rm=n+l ;  
Al  = vn and A2 = wn, for m = n; 
A1 = q(m-~-l) l~ un+l + u~ Y']~o<_i<(m-~-3)12 qi and A2 = u,~, for m > n + 2 and 
dm,n : 1; 
A1 = q(~-~)/2 v~ + w,~ ~o<i<(,~-~-2)/2 qi and A2 = wn, for m >_ n q- 2, n ~ 4 and 
dm,n = 0, 
A1 = z qCm-4)/2 u3 + u4 ~0<i<(rn-6)/2 qi and A2 = ud, for m > n + 2, n = 4 and 
d~,,~ = 0. [] 
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7. Conc lus ion 
We have given exact  average-case analyses for several  variants of Eucl id 's  a lgor i thm for 
po lynomia ls  over a finite field. It  would be nice to extend the results of Sections 4 to 6 from 
Z2 to  an arb i t ra ry  finite field. More important ly,  i t  would be desirable to have analogous 
results for various algor ithms for factor ing polynomials,  say in Z~[x], to determine the 
opt ima]  sequence of the usual operat ions of extract ing square roots (resp. p th  roots) ,  
d iv id ing out  gcd(A,  A~), and the various factoring algorithms for squarefree polynomials  
(e .g ,  Ber lekamp 1970; tLabin 1980; Ben-Or 1981; Cantor  & Zassenhaus 1981). 
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