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Resumen
Los sistemas distribuidos federados constituyen
actualmente uno de los escenarios de co´mputo
y/o de almacenamiento de informacio´n ma´s usua-
les, especialmente los sistemas basados en compu-
tacio´n grid, cloud y peer-to-peer.
En esta l´ınea de investigacio´n se explorara´ la
problema´tica de seguridad (todav´ıa abierta) en es-
te tipo de sistemas distribuidos de gran escala.
Palabras clave: seguridad, sistemas distribuidos,
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Contexto
El trabajo objeto del presente art´ıculo se desa-
rrolla en el Laboratorio de Investigacio´n en Sis-
temas Distribuidos (LISiDi) del Departamento de
Ciencias e Ingenier´ıa de la Computacio´n de la Uni-
versidad Nacional del Sur.
La l´ınea de investigacio´n presentada es parte
de los Proyectos “Automatizacio´n de la Deteccio´n
de Intrusos a partir de Pol´ıticas de Seguridad”
(24/ZN14) dirigido por el Mag. Lic. Javier Echaiz,
y “Computacio´n Distribuida de Alto Rendimiento
y Disponibilidad” (24/N024) dirigido por el Mag.
Ing. Jorge Ardenghi. Ambos proyectos son finan-
ciados por la Secretaria General de Ciencia y Tec-
nolog´ıa de la Universidad Nacional del Sur, y se
encuentran acreditados por la Universidad Nacio-
nal del Sur, Bah´ıa Blanca.
*Becario de la Comisio´n de Investigaciones Cient´ıficas
(CIC) de la Provincia de Buenos Aires.
Introduccio´n
Un Sistema Distribuido Federado (SDF) cons-
tituye una gran estructura de nodos, donde los
administratores de sistemas (distribuidos geogra´fi-
camente) esta´n motivados por distintos intereses.
Los modelos actuales de arquitecturas y de seguri-
dad para este tipo de sistemas no explicitan quie´n
es confiable para hacer que´ y por ello estas re-
laciones de confianza impl´ıcitas son generalmente
insuficientes.
Los resource brokers son entidades que actu´an
de parte del usuario, empleando para ello creden-
ciales delegadas por e´stos para descubrir y utilizar
servicios afines a los requerimientos del usuario. Si
bien dichos brokers necesariamente avanzan el es-
tado del arte en cuanto a usabilidad y potencial en
los SDF, tambie´n ocupan una posicio´n estrate´gica
importante para comprometer la seguridad de los
usuarios que intentan proteger.
Los resource brokers utilizan servicios de regis-
tro/directorios, donde se suscriben tanto brokers
como proveedores de servicios. Los brokers conf´ıan
en que los servicios de registro se mantienen ac-
tualizados y que contienen informacio´n precisa, y
a su vez los servicios de registro conf´ıan en que los
proveedores de servicio describen en forma precisa
los detalles de los servicios, como por ejemplo su
pol´ıtica de seguridad. Es por ello que creemos que
los SDF deben evolucionar al igual que lo hizo la
web, donde en sus or´ıgenes se trataba simplemente
de un medio de intercambio de informacio´n para
volverse un lugar donde los fraudes son moneda
corriente.
En estos u´ltimos an˜os el foco de atencio´n de
la seguridad en este sentido fue para la autenti-
cacio´n de usuarios, especialmente en los u´ltimos
tiempos, para los equemas de autorizacio´n distri-
buida y combinacio´n de pol´ıticas para soportar los
diferentes tipos de credenciales [25, 30]. Tı´pica-
mente las credenciales esta´n basadas en certifica-
dos X.509 para autenticarse principalmente frente
a usuarios. Para mejorar esta arquitectura, en [4]
se propone una etapa de negociacio´n de la confian-
za como parte del SLA, donde ambas partes pre-
sentan un conjunto de CAs en las que conf´ıan y la
autenticacio´n basada en X.509 es exitosa siempre
y cuando exista al menos una CA en la intersec-
cio´n de estos dos conjuntos.
Los protocolos involucrados en la autenticacio´n
basada en X.509 implican una relacio´n de confian-
za sime´trica, esto es, si el usuario o el sistema de
SDF no esta´ satisfecho, entonces la autenticacio´n
no prospera. Sin embargo, existe una relacio´n de
confianza asime´trica detra´s de los sistemas de au-
tenticacio´n y del software que corre sobre ellos y
su estudio formara´ parte de los objetivos de esta
l´ınea de investigacio´n.
La infraestructura que soporta los SDF (usual-
mente un middleware) es necesariamente “pesada’
’ y por ello inevitablemente contendra´ mu´ltiples
vulnerabilidades. Dada su naturaleza distribuida
propone un escenario atractivo para un atacante,
independientemente de su motivacio´n. Por ejem-
plo, un atacante podr´ıa explotar una vulnerabili-
dad en la plataforma BOINC [2] y ejecutar co´digo
arbitrario en la computadora de un participante.
El problema del middleware complejo se agrava
au´n ma´s si consideramos la integracio´n de tecno-
log´ıas. Por ejemplo, actualmente MPI [20, 32, 10]
se encuentra integrado con globus [11], permi-
tiendo que jobs fuertemente acoplados se puedan
comunicar entre si [11, 10] pero incrementando
tambie´n el riesgo de ejecucio´n de jobs maliciosos
que env´ıen datos confidenciales a terceras partes.
Ma´s au´n, la tendencia de los SDF actuales es el
empleo de Web Services, tecnolog´ıa que suele pro-
mocionarse como “amigable’ ’ a los firewalls, pero
que al mismo tiempo claramente contribuye con el
problema.
Ma´s au´n, las arquitecturas de los SDF hacen
transparente la eleccio´n de los sistemas subyacen-
tes: los recursos son commodities; y si por ejemplo
pudieran diferenciarse los sistemas componentes
con los diversos grados de confianza de sus admi-
nistradores entonces esta abstraccio´n falllar´ıa.
Los nodos de co´mputo de un sistema con estas
caracter´ısticas suelen obedecer un contrato mutuo:
existe la expectativa de que los nodos lleven a cabo
correctamente las tareas solicitadas (o devuelvan
el correspondiente error), y a cambio los nodos es-
peran que las tareas solicitadas no les ocasionen
dan˜os o comprometan la seguridad de su informa-
cio´n. Esta es una dualidad cla´sica en seguridad
distribuida: co´digo confiable en un nodo no con-
fiable (en un sentido) y co´digo no confiable en un
nodo confiable (en el otro sentido).
Creemos entonces que para muchas aplicacio-
nes existen problemas de seguridad que hacen que
el deployment no sea actualmente posible en am-
bients distribuidos de gran escala y por ello surge
la pregunta natural de do´nde deber´ıamos invertir
esfuerzos de investigacio´n y desarrollo para obte-
ner los mayores beneficios.
L´ınea de Investigacio´n y Desarro-
llo
Esta l´ınea de investigacio´n y desarrollo explora
uno de los requerimientos fundamentales relacio-
nadas con la seguridad en sistemas distribuidos
federados, la necesidad de establecer las bases de
confianza necesaria para los usuarios del sistema.
Es necesario entonces que el subsistema de se-
guridad incluya las siguientes caracter´ısticas:
Durante su inicializacio´n poder verificar su
propia integridad (mediante algoritmos de
hash) y en consecuencia poder garantizar la
integridad de cualquier (combinacio´n) com-
ponente de software.
Poseer una o ma´s identidades criptogra´fica-
mente fuerte, capaz de probar dicha identidad
de software a un tercero.
Soportar el almacenamiento seguro de la je-
rarqu´ıa completa de claves.
La confianza en el sentido planteado por es-
ta l´ınea significa simplemente la asercio´n de que
una plataforma se encuentra en una dada configu-
racio´n espec´ıfica. Si esta configuracio´n constituye
o no una configuracio´n confiable para el sistema
tambie´n conforma un to´pico de intere´s para nues-
tra investigacio´n. Para lograr esta asevercio´n es
necesario sellar (mediante criptograf´ıa asime´trica)
los datos, esto significa encriptarlos de forma tal
de que so´lo puedan ser accedidos por una entidad
en un estado particular (bajo el software apropia-
do).
A su vez, esta l´ınea de investigacio´n contempla
no como alternativa sino como complemento, el
empleo de plataformas confiables implementadas
mediante virtualizacio´n. La posibilidad de correr
mu´ltiples ma´quinas virtuales sobre una platafor-
ma f´ısica manejada por un hypervisor o un VMM
(Virtual Machine Monitor), indudablemente su-
ma beneficios de seguridad en sistemas federados
al incluir aislamiento de procesos (e.g. [12, 31]),
pero por otro lado tambie´n plantea nuevos desaf´ıos
interesantes.
Figura 1: Virtualizacio´n.
Resultados y Objetivos
Esta l´ınea de I+D espera conseguir resultados
que tiendan a solucionar los problemas de segu-
ridad actuales en los sistemas distribuidos fede-
rados. Muchos de estos sistemas, por ejemplo los
sistemas grid, proponen la abstraccio´n de transpa-
rencia (los usuarios no saben do´nde se almacenan
sus datos ni do´nde se efectuaron sus co´mputos)
pero plantean nuevos desaf´ıos de seguridad.
Es claro que adoptar nuevas tenolog´ıas en esta
materia presenta el potencial de mover el proble-
ma, pues por ejemplo sigue siendo necesario el uso
de claves para firmar digitalmente: cambia el foco
del atacante, pues pasa de tratar de extraer claves
a tratar de lograr que la entidad firmante convali-
de algo cuando deber´ıa no hacerlo.
De todas formas parece prometedor el uso de
nuevas tecnolog´ıas que extiendan y expandan la
seguridad bajo diferentes escenarios, aportando
mejoras no so´lo en lo relacionado con seguridad
sino como un resultado, facilitando arquitecturas
y modos de trabajo que previamente no fueron
posibles.
Los objetivos de esta l´ınea incluyen entonces el
disen˜o de susbsistemas de seguridad que cumplan
con las necesidades planteadas en la seccio´n ante-
rior y sean potencialmente adaptables a distintas
necesidades SDF. Inicialmente se espera una im-
plementacio´n exitosa en globus.
Formacio´n de Recursos Humanos
Este trabajo corresponde a una de las principa-
les l´ıneas de investigacio´n del Laboratorio de In-
vestigacio´n en Sistemas Distribuidos (LISiDi) de la
Universidad Nacional del Sur. La misma sera´ obje-
to de estudio de diversas tesinas de grado de las ca-
rreras de Ingenier´ıa en Sistemas de Computacio´n y
Licenciatura en Ciencias de la Computacio´n, am-
bas dictadas por el Departamento de Ciencias e In-
genier´ıa de la Computacio´n de la Universidad Na-
cional del Sur y posiblemente se extienda a varios
trabajos de postgrado (actualmente forma parte
del trabajo de una tesis de Magister).
A su vez, el LISiDi cuenta con recursos propios,
sobre los cuales se despliegan los distintos compo-
nentes que permiten trabajar con los sistemas ob-
jetos de este estudio. Si bien es posible trabajar en
cuestiones de seguridad distribuida sin la necesi-
dad de contar con sistemas distribuidos de gran es-
cala (que se encuentren dispersos geogra´ficamente)
es cierto que para validar los modelos propuestos
es interesante que los entornos sean efectivamente
distribuidos, permitiendo probar los sistemas bajo
diferentes dominios organizativos, diferentes CAs
(con cadenas de certificacio´n no triviales), atra-
vesando firewalls, etc. Para ello se trabajara´ en
forma colaborativa con otras Universidades, espe-
cialmente con el LIDI de la Facultad de Informa´ti-
ca de la Universidad Nacional de La Plata, junto
con quienes se ha trabajado exitosamente en cues-
tiones de computacio´n grid.
A continuacio´n se mencionan los cursos de pre-
grado relacionados con la l´ınea de investigacio´n
presentada, dictados por los integrantes del grupo
de investigacio´n:
Sistemas Operativos. Materia obligatoria pa-
ra los estudiantes de la carrera Ingenier´ıa en
Sistemas de Computacio´n, Universidad Na-
cional del Sur.
Sistemas Distribuidos. Materia obligatoria
para los estudiantes de la carrera Ingenier´ıa
en Sistemas de Computacio´n, Universidad
Nacional del Sur.
Sistemas Operativos y Distribuidos. Materia
obligatoria para los estudiantes de la carrera
Licenciatura en Ciencias de la Computacio´n,
Universidad Nacional del Sur.
Sistemas Distribuidos I. Materia obligatoria
para los estudiantes de la carrera Ingenier´ıa
en Sistemas, Facultad de Ingenier´ıa, Univer-
sidad Nacional de la Pampa. Esta materia ac-
tualmente se dicta por docentes de la propia
Facultad de la UNLPam.
Sistemas Distribuidos II. Materia obligatoria
para los estudiantes de la carrera Ingenier´ıa
en Sistemas, Facultad de Ingenier´ıa, Univer-
sidad Nacional de la Pampa. Esta materia ac-
tualmente se dicta por docentes de la propia
Facultad de la UNLPam.
Seguridad en Sistemas. Materia obligatoria
para los estudiantes de la carrera de Inge-
nier´ıa en Sistemas de Computacio´n, y optati-
va para los de Licenciatura en Ciencias de la
Computacio´n, Universidad Nacional del Sur.
Asimismo se han dictado cursos de posgrado re-
lacionados con Seguridad de la Informacio´n y Sis-
temas Distribuidos (especialmente referidos al pa-
radigma grid y peer-to-peer) en varias Universida-
des Nacionales del pa´ıs.
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