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Enumeration of Hypergraphs
TORU ISHIHARA†
In this paper, we will study enumeration of hypergraphs. Let Sp be a symmetric group acting on
a p-setX . It induces the permutation group S∗p acting on the set of all subsets of X . Our problem
is reduced to finding a good formula for the cycle index of S∗p . A crucial point is to calculate the
cycle inventory of the permutation induced by a single cycle. Their formulas are given inductively.
We will give the cycle index of S∗p explicitly and concretely. We will find a relation between the cycle
inventory of the induced permutation and the number of convex k-gons of a given regular p-gon and
obtain the formula for its cycle inventory.
c© 2001 Academic Press
1. INTRODUCTION
Let X = {x1, . . . , x p} be a finite set. Let X (k) be the set of all k-subsets of X for 1 ≤ k ≤ p
and X (0) = ∅. Put P(X) = ∪pk=0 X (k). Then each subset of P(X) represents a hypergraph,
which may have loops and the empty edge, but which does not have multiple edges [1]. Let Sp
be the symmetric group acting on X . For each k with 0 ≤ k ≤ p, Sp induces the permutation
group acting on X (k), which is denoted S(k)p . We also denote by S∗p the induced permutation
group acting on P(X). The number of hypergraphs of order p is the number of S∗p-equivalent
classes. An element σ ∗ ∈ S∗p splits into cycles. Let c(σ ∗, i) denote the number of i-cycles of
σ ∗. The cycle index of the permutation group S∗p is defined to be
Z(S∗p, a1, a2, a3, . . .) =| S∗p |−1
∑
σ ∗∈S∗p
a
c(σ ∗,1)
1 a
c(σ ∗,2)
2 a
c(σ ∗,3)
3 . . . ,
where | S∗p | is the number of elements in S∗p. Let gp(x) be the generating function for hy-
pergraphs with p vertices, so that the coefficient of xq is the number of hypergraphs with q
edges. Then we have, as an application of Polya’s enumeration theorem (see [2, 4, 7])
gp(x) = Z(S∗p, 1+ x) = Z(S∗p, 1+ x, 1+ x2, 1+ x3, . . .).
Enumeration of hypergraphs has been studied by several authors. The fundamental work
was done by N. G. de Bruijn and D. A. Klarner [2]. A formula for Z(S∗p) was first given by
S. Y. Wu [7], but his formula is rather complicated and it is not easy to compute for large p.
We will give a more compact formula for Z(S∗p) in the next section.
The generating function for hypergraphs with multiple edges is also given by
gˆp(x) = Z(S∗p, 1+ x + x2 + x3 + · · ·).
The number of hypergraphs with multiple edges has already been given by I. T. Skibenko [6]
by another method. Let Y be a set of q edges. The incident matrix of a hypergraph with p
vertices and q edges is represented as a mapping f : X × Y → {0, 1}. Let the permutation
group Sp act on X and the permutation group Sq act on Y . Isomorphisms of hypergraphs
with multiple edges are given by permutations of the group Sp × Sq acting on the Cartesian
product X × Y . He showed that the number of hypergraphs with p vertices and q edges
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(multiple edges) is equal to Z(Sp × Sq , 2, 2, . . .), where Z(Sp × Sq) is the cycle index of
Sp × Sq .
Denote by S¯∗p the group acting on ∪pk=1 X (k) = P(X)− {∅}, induced by the action of Sp on
X . If Z(S∗p) is expressed in terms of variables a1, a2, . . . , since S
(0)
p consists of a one-cycle,
Z(S∗p) = a1 Z(S¯∗p). The generating function g¯p(x) for hypergraphs without an empty edge is
given by
g¯p(x) = Z(S¯∗p, 1+ x).
2. ENUMERATION OF HYPERGRAPHS
For a permutation σ in Sr , the symmetric group of degree r , let c(σ, i) denote the number
of i-cycles in the disjoint cycle decomposition of σ and
r∏
i=1
a
c(σ,i)
i
the cycle inventory of σ . We use the Cartesian product × introduced by Harary [3], i.e.
a
ci
i × a
d j
j = a
(i, j)ci d j
[i, j] ,
where (i, j) and [i, j] denote g.c.d of i, j and l.c.m of i, j respectively. Now,we define
r∏
i=1
a
ci
i ×
s∏
j=1
a
d j
j =
r∏
i=1
s∏
j=1
a
ci
i × a
d j
j .
For a positive integer p > 1, let p = ∏ni=1 pαii be the prime factorizations, where 1 ≤
αi (1 ≤ i ≤ n). Then, we define a function for 1 < p,
µ(p) = 1
p
∑
β
(−1)|β|2
∏n
i=1 p
αi−βi
i ,
where the sum is taken over all β = (β1, β2, . . . , βn) such that βi = 0 or 1, and |β| =∑n
i=1 βi . We also put µ(1) = 2. In the next section, we shall show the following.
THEOREM 1. Let σ ∈ Sr be an r-cycle and σ ∗ ∈ S∗r the permutation induced by σ . The
cycle inventory of σ ∗ is given by
Z(σ ∗) =
∏
p|r
a
µ(p)
p ,
where the product is taken over all factors of r .
In the following, for a single cycle σ of length r , we denote the cycle inventory of the
induced permutation σ ∗ by zr = Z(σ ∗). For example, from the above theorem, we obtain
z pq = a21a(2
p−1)/p
p a
(2q−1)/q
q a
(2pq−2p−2q+1)/pq
pq , p, q : primes,
z pn =
n∏
i=0
a
µ(pi )
pi , µ(p
i ) = 2
pi − 2pi−1
pi
, p : prime, i ≥ 1.
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LEMMA 1. Let X1 = {x1, x2, . . . , xr } and X2 = {y1, y2, . . . , ys} be finite sets such that
X1 ∩ X2 = ∅. Let Sr (respectively Ss) be the symmetric group acting on X1 (respectively
X2). Put X = X1 ∪ X2. Let Sr+s be the symmetric group acting on X. For any σ1 ∈ Sr and
σ2 ∈ Ss , σ1σ2 acts on X and σ1σ2 ∈ Sr+s . Now we have
Z((σ1σ2)∗) = Z(σ ∗1 )× Z(σ ∗2 ).
PROOF. Let τ1 (respectively τ2) be an `1-cycle (respectively `2-cycle) in the disjoint cy-
cle decomposition of σ ∗1 (respectively σ ∗2 ); τ1 (respectively τ2) may be expressed as τ1 =
(U1,U2, . . . ,U`1) (respectively τ2 = (V1, V2, . . . , V`2)), where Ui (1 ≤ i ≤ `1) (respectively
V j (1 ≤ j ≤ `2)) are k1-subsets of X1 (respectively k2-subsets of X2 ). The `1`2 (k1 + k2)-
subsets Ui ∪ V j , 1 ≤ i ≤ `1, 1 ≤ j ≤ `2 form (`1, `2) [`1, `2]-cycles under the action
of σ1σ2. In this manner, each pair of a cycle τ1 in the disjoint cycle decomposition of σ ∗1 and
a cycle τ2 in the disjoint cycle decomposition of σ ∗2 constructs cycles in the disjoint cycle
decomposition of (σ1σ2)∗; we obtain the result. 2
Moreover, if σ1, σ2, . . . , σm act on different finite sets X1, X2, . . . , Xm respectively, then
we have
Z((σ1σ2 · · · σm)∗) = Z(σ ∗1 )× Z(σ ∗2 )× · · · × Z(σ ∗m).
For σ ∈ Sp, let σ = ∏mi=1 σi be the disjoint cycle decomposition. Then, we have Z(σ ∗) =∏m
i=1×Z(σ ∗i ). If all σi are r -cycles, we set z×mr =
∏m
i=1×Z(σ ∗i ). The cycle index Z(Sp) in
terms of variables b1, b2, . . . , is given by
Z(Sp) = 1p!
∑
( j)
h( j)
p∏
r=1
b jrr ,
where the sum is over all partitions ( j) = ( j1, j2, . . . , jp) such that p = ∑pr=1 r jr , and
h( j) = p!/∏pr=1 r jr jr !. Hence, we obtain the following.
THEOREM 2. The cycle index of S∗p is given by
Z(S∗p) =
1
p!
∑
( j)
h( j)
p∏
r=1
×z× jrr ,
where the sum is taken over all partitions ( j) = ( j1, . . . , jp) of p such that ∑pr=1 r jr = p,
h( j) = p!/∏pr=1 r jr jr !, and zr is given by Theorem 1.
Using Theorem 1, we can easily calculate the cycle inventories zr ; for instance
z1 = a21, z2 = a21a2, z3 = a21a23, z4 = a21a2a34, z5 = a21a65, z6 = a21a2a23a96,
z7 = a21a187 , z8 = a21a2a34a308 , z9 = a21a23a569 , z10 = a21a2a65a9910 .
Applying Lemma 1, we obtain
z×n1 = a2
n
1 , z
×2
2 = a41a62, z×32 = a81a282 , z×23 = a41a203 , z1 × z2 = a41a22,
z×21 × z2 = a81a42,
z×31 × z2 = a161 a82, z1 × z3 = a41a43, z2 × z3 = a41a22a43a26, z2 × z4 = a41a62a124 ,
z×21 × z×22 = a161 a242
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and so on. Hence, it follows from Theorem 2, for example, that
Z(S∗1 ) = a21, Z(S∗2 ) = (a41 + a21a2)/2, Z(S∗3 ) = (a81 + 3a41a22 + 2a21a33)/3!,
Z(S∗4 ) = (a161 + 8a41a43 + 3a41a62 + 6a21a2a34 + 6a81a42)/4!,
Z(S∗5 ) = (a321 + 10a161 a82 + 15a81a122 + 20a81a83 + 20a41a22a43a26 + 30a41a22a64 + 24a21a65)/5!,
Z(S∗6 ) = (a641 + 15a321 a162 + 45a161 a242 + 15a81a282 + 40a161 a163 + 120a81a42a83a46 + 40a41a203
+90a81a42a124 + 90a41a62a124 + 144a41a125 + 120a21a2a23a96)/6!,
Z(S∗7 ) = (a1281 + 21a641 a322 + 105a321 a482 + 105a161 a562 + 70a321 a323 + 420a161 a82a163 a86
+210a81a122 a83a126 + 280a81a403 + 210a161 a82a244 + 630a81a122 a244 + 420a41a22a43a64a612
+504a81a245 + 504a41a22a125 a610 + 840a41a22a43a186 + 720a21a187 )/7!.
The above formulas for Z(S∗1 ), Z(S∗2 ), Z(S∗3 ) and Z(S∗4 ), have already been given by S. Y. Wu
[7]. He also gave gp(x), for p = 1, 2, 3, 4. We can obtain easily
g5(x) = 1+ 6x + 28x2 + 134x3 + 625x4 + 2674x5 + 10195x6 + 34230x7 + 100577x8
+ 258092x9 + 579208x10 + 1140090x11 + 1974438x12 + 3016994x13
+ 4077077x14 + 4881092x15 + 5182326x16 + 4881092x17 + 4077077x18
+ 3016994x19 + 1974438x20 + 1140090x21 + 579208x22 + 258092x23
+ 100577x24 + 34230x25 + 10195x26 + 2674x27 + 625x28 + 134x29
+ 28x30 + 6x31 + x32.
3. PROOF OF THEOREM 1
Let σ ∈ Sp be a p-cycle acting on X . We denote by σk ∈ S(k)p the restriction to X (k) of the
permutation σ ∗ ∈ S∗p induced by σ . Then we have
Z(σ ∗) =
p∏
k=0
Z(σk).
In order to calculate Z(σk), we investigate convex k-gons formed from the vertices of a
regular p-gon. A one-gon means a vertex and a two-gon means an edge joining a pair of
vertices. A zero-gon is also an empty set. An element in X (k) can be represented by a p-tuple
in the product {0, 1}p. We represent a subset {xi1 , . . . , xik } by a = (a1, . . . , ap), where ai1 =
1, . . . , aik = 1 and all other ai s are zeros. We may assume σ = (1, 2, . . . , p). Then σ induces
the rotation of angle 2pi/p, σ(a1, . . . , ap) = σ ∗(a1, . . . , ap) = (ap, a1, . . . , ap−1). We take a
regular p-gon whose i th vertex represents ai . Then, we may consider that an element in X (k)p is
a convex k-gon formed from the vertices of the regular p-gon. Then the rotation σ transforms
a convex k-gon to a convex k-gon and is naturally considered as a permutation σk acting on
X (k). For each m, 1 ≤ m ≤ p, the permutation σm induces the rotation of angle 2pim/p. Let
a represent a convex k-gon. If there is some m, (1 ≤ m ≤ p) such that σmk a = a and there is
no n(1 ≤ n < m) such that σ nk a = 1, we call a an essentially σmk -invariant convex k-gon. For
1 ≤ k ≤ p, two k-gons are considered essentially different when they do not arise from each
other by rotation. In other words, the set of all k-gons is split into classes, where each class
contains k-gons arising by rotation from each other. Each class represents a different k-gon.
Let A(p, k) be the number of essentially different convex k-gons formed from the vertices of a
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regular p-gon. Then it is well known (see the solution of Problem 23(a), Section 3, in [5]) that
A(p, k) = 1
p
∑
m|(p,k)
( p
m
k
m
)
φ(m), (1)
where φ(m) is the Euler function. We show the following.
THEOREM 3. Let σ ∈ Sp be a p-cycle acting on X. For 1 ≤ k ≤ p, let σk be the permuta-
tion acting on X (k) induced by σ . Then we have
A(p, k) =
p∑
m=1
c(σk,m), (2)
where c(σk,m) is the number of m-cycles in the disjoint cycle decomposition of σk . Take
1 ≤ k ≤ p. Then c(σk,m) do not vanish if and only if we can put m = p/d, where d|(p, k).
Moreover, c(σk,m)m is the number of essentially σmk -invariant k-gons. For m = p/d, let
σ(m) ∈ Sm be an m-cycle. Then for any factor m′ of m, it holds that
c(σk,m
′) = c(σ (m)k/d ,m′).
PROOF. When k = 0, it holds that A(p, 0) = ∑ c(σ0, i) = 1. From now on, we as-
sume 1 ≤ k ≤ p. Take m, 1 ≤ m ≤ p. If a ∈ X (k) represents an essentially
σmk -invariant k-gon, then m k-gons a, σka, σ 2k a, . . . , σ
m−1
k a are different from each other.
Hence (a, σka, σ 2k a, . . . , σ
m−1
k a) is regarded as an m-cycle of σk . Conversely, every m-cycle
of σk is given in this way. On the other hand, the set {a, σka, σ 2k , . . . , σm−1k } defines an equiv-
alent class which gives an essentially different k-gon a. Conversely, every equivalent class
consisting of m k-gons gives an m-cycle of σk . Now, we obtain Eqn (2) and that c(σk,m)m is
the number of essentially σmk -invariant k-gons.
Let a ∈ X (k) be an essentially σmk -invariant k-gon for some 1 ≤ m ≤ p. As σ pk a = a, m
is a factor of p. Hence, we can put m = p/d. Now we split the regular p-gon containing the
k-gon a into d arcs A1, A2, . . . , Ad which have m vertices. Since a is σmk -invariant, each Ai
for 2 ≤ i ≤ d is a copy of A1. Hence, each Ai contains k/d vertices of a. Thus, d is a factor
of (p, k). If we can not put m = p/d for some d|(p, k), c(σk,m) = 0. Conversely, if d is
a factor of (p, k), we can select a k/d vertices from m = p/d vertices and make an arc A1
whose copies construct an essentially σmk -invariant k-gon. We consider A1 as a regular m-gon.
Let σ(m) be the rotation of angle 2pi/m acting on A1. Take an essentially σ(m)mk/d -invariant
k/d-gon. Then its copies construct an essentially σmk -invariant k-gon. Conversely, each es-
sentially σmk -invariant k/d-gon is given in this manner. Similarly, for any factor m′ of m,
an essentially σm′k -invariant k-gon corresponds to an essentially σ(m)
m′
k/d -invariant k/d-gon.
Now we obtain the last identity. 2
For any k with 1 ≤ k ≤ p, we put
p = p0qα11 · · · qα`` , k = k0qα11 · · · qα`` ,
where (p0, k0) = 1 and the qi are distinct primes, αi ≥ 1. If β = (β1, . . . , β`) satisfies
0 ≤ βi ≤ αi for 1 ≤ i ≤ `, we simply write 0 ≤ β ≤ α. Put
[pβ ] = p0qβ = p0qβ11 · · · qβ`` , [kβ ] = k0qβ = k0qβ11 · · · qβ``
and
|β |=
∑`
i=1
βi , C(β) =
([pβ ]
[kβ ]
)
.
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LEMMA 2. Let σ ∈ Sp be a p-cycle. Assume 1 ≤ k ≤ p − 1. Let σk be the restriction of
the induced permutation σ ∗ ∈ S∗p to X (k). For any δ with 0 ≤ δ ≤ α, let σ([pδ])[kδ] ∈ S[pδ]
be a [pδ]-cycle acting on convex [kδ]-gons in a regular [pδ]-gon. Then we have, for any
0 ≤ β ≤ δ ≤ α,
c(σk, [pβ ]) = c(σ ([pδ])[kδ], [pβ ]) =
1
[pβ ]
(∑
γ
(−1)|γ |C(β − γ )
)
, (3)
where β − γ = (β1 − γ1, . . . , β` − γ`) and the sum is taken over all γ = (γ1, . . . , γ`) such
that 0 ≤ γi ≤ min(1, βi ) for 1 ≤ i ≤ `. If we can not put m = [pβ ] for some 0 ≤ β ≤ α,
c(σk,m) = 0.
For k = 1 or k = p, c(σk, 1) = 1 and c(σk,m) = 0, 1 < m ≤ p.
PROOF. When k = 1 or k = p, the result is evident. Assume 1 ≤ k ≤ p − 1. Put
A(β) = A([pβ ], [kβ ]) and B(0) = A(p0, k0) = 1p0
(p0
k0
)
. From the above theorem, we have
c(σk, [pβ ]) = c(σ ([pδ])[kδ], [pβ ]). Hence we can put
B(β) = c(σk, [pβ ]) = c(σ ([pδ])[kδ], [pβ ]).
Now, we obtain from Eqn (2), for any 0 < β ≤ α,
B(β) = A(β)−
∑
0<η≤β
B(β − η), (4)
where the sum is taken over all η with 0 < η ≤ β.
Using induction for |β |, we will show Eqn (3). If |β |= 0, it is true. Now assume the equation
is true when |β |≤ N . Let |β |= N + 1. Since it holds that
φ(qδ) =
∑
0≤γi≤min(δi ,1)
(−1)|γ |qδ−γ ,
from (1), we obtain
[pβ ]A(β) = C(β)+
∑
0<δ≤β
C(β − δ)
∑
0≤γi≤min(δi ,1)
(−1)|γ |qδ−γ .
Using this, the inductive hypothesis and the equalities [pβ ]/[pβ−η] = (p0qβ)/(p0qβ−η) =
qη, we have from (4)
[pβ ]B(β) = C(β)+
∑
0<δ≤β
∑
0≤γi≤min(δi ,1)
(−1)|γ |C(β − δ)qδ−γ
−
∑
0<η≤β
∑
0≤γi≤min(βi−ηi ,1)
(−1)|γ |C(β − η − γ )qη.
We put δ∗i = ηi + γi , for 1 ≤ i ≤ `. Then it holds that 0 ≤ δ∗i ≤ βi and 1 ≤ |η | = |δ∗ | − |γ |.
This implies that it does not happen that δ∗ = γ . Thus, we obtain
[pβ ]B(β) = C(β)+
∑
0<δ≤β
∑
0≤γi≤min(δi ,1)
(−1)|γ |C(β − δ)qδ−γ
−
∑
0<δ∗≤β
∑
0≤γi≤min(δ∗i ,1),δ∗ 6=γ
(−1)|γ |C(β − δ∗)qδ∗−γ
= C(β)+ (−1)|γ |
∑
0≤γi≤min(1,βi ),1≤|γ |
C(β − γ ).
Thus, we show Eqn (3). 2
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In the above proof of Theorem 3, for a factor m of p, let m′ be a factor of m. Then any
σm
′
k -invariant k-gons are also σ
m
k invariant. Hence, the set of σ
m
k -invariant k-gons consists of
all essential σm′k -invariant k-gons for all factors of m. For a proper factor m of p, put p = md.
Let d ′, 1 < d ′ < d be not a factor of d . Then the set of all σmd ′k -invariant k-gons is equal to
that of all σmk -invariant k-gons.
PROOF OF THEOREM 1. Let r =∏ni=1 rαii be the prime factorization, where 1 ≤ αi , 1 ≤
i ≤ n. For any γ = (γ1, γ2, . . . , γn) with 0 ≤ γi ≤ αi , set rγ = ∏ni=1 rγii . From Theorem 3,
it follows that σ ∗ has only rγ -cycles for 0 < γ ≤ α. Hence, we can set
Z(σ ∗) =
r∏
k=0
Z(σk) = a21
r−1∏
k=1
∏
0<γ≤α
a
c(σk ,rγ )
rγ = a21
∏
0<γ≤α
a
∑r−1
k=1 c(σk ,rγ )
rγ .
Now, c(σk, rγ ) does not vanish only if we can put k = rα−γ k′ for some 1 ≤ k′ ≤ rγ . Let
σ(rγ ) be a rγ -cycle acting on a regular rγ -gon. Then we have
r−1∑
k=1
c(σk, r
γ ) =
rγ−1∑
k′=1
c(σk′rα−γ , r
γ ) =
rγ−1∑
k′=1
c(σ (rγ )k′ , r
γ ).
Now, if we put µ(r) =∑r−1k=1 c(σk, r), we obtain
Z(σ ∗) = a21
∏
0<γ≤α
a
µ(rγ )
rγ .
We obtain, for 1 < r ,
µ(r) =
r−1∑
k=1
c(σk, r) = 1
r
r−1∑
k=1
∑
β
(−1)|β|C(α − β) = 1
r
∑
β
(−1)|β|
rα−β−1∑
k′=1
(
rα−β
k′
)
= 1
r
∑
β
(−1)|β|(2rα−β − 2) = 1
r
∑
β
(−1)|β|2rα−β − 2
r
(1− 1)n = 1
r
∑
β
(−1)|β|2rα−β ,
where the sum is taken over all β = (β1, β2, . . . , βn) such that βi = 0 or 1. 2
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