Acoustic transmissions from Pioneer Seamount off California to a vertical array near Hawaii are analyzed using a technique which we call a turning-point filter. The observables, travel time and axial inclination, are interpreted in terms of the ocean sound-speed field. The method permits a uniform treatment of the arrival pattern, from the early ray-like arrivals to the late mode-like arrivals, including peak arrivals which cannot be identified as either rays or modes. An adiabatic range dependence is assumed, and Wentzel-Kramers-Brillouin-Jeffreys formalism is applied.
I. INTRODUCTION
In July 1996, a 28 Hz signal was transmitted from a source near Pioneer Seamount off California to a vertical receiving array off Hawaii at a range of 3500 km. It was widely believed that the internal wave field in the ocean would lead to short vertical coherence lengths and thus prevent phase-coherent beamforming at very large ranges. At this low frequency however, the transmissions were strongly coherent across a broad vertical aperture, which came as a pleasant surprise. In this article we describe an attempt to take advantage of the favorable coherence environment.
One of the purposes of the experiment was to evaluate ultralow-frequency transmissions for ocean acoustic tomography. An account of tomographic methods is given by Munk, Worcester, and Wunsch ͑1995͒, to be referred to as MWW. The underlying principles are simple: the speed of sound increases with increasing temperature ͑by roughly 5 m/s per°C͒, so the travel time between a fixed source and receiver is predominantly a measure of the temperature of the intervening water. Sound in the ocean is trapped in the water column and travels along distinct ray paths. The resolution and identification of separate ray arrivals, from early steep rays which span the entire water column, to late flat rays which remain near the sound-speed axis, permit an inversion of the ray travel times (t) to the range-averaged sound-speed profile C(z).
Most of the travel-time record is remarkably well represented by the ray archetype and thus tomography has relied nearly exclusively on the ray model. A large portion of the arrival energy is in the final crescendo though where the observed pattern of arrivals is more easily interpreted by a mode construction. The modes produce an interference pattern which lacks easily identifiable observable features ͑such as a travel time͒ with which to compare data and models. Furthermore the interference pattern is very sensitive to scattering induced by ocean internal gravity waves. The ineffectual use of the late arriving energy in an inverse solution for ocean properties is the motivatation for this article.
It has been customary to separate ray-based and modebased analyses; here we introduce the turning-point filter in an attempt to find a unified procedure which makes effective use of all the received energy. The method can be viewed either as an extension to linear beamforming, by accounting for ray curvature, or as modal horizontal wave number filtering with a vertical array.
As mentioned above, the recent experiment near Pioneer Seamount at low frequency ͑28 Hz͒ revealed that scattering from internal waves was relatively small compared to previous higher frequency experiments at similar ranges ͑for example, see Worcester et al. ͑1999͔͒ . There is no attempt to quantify the scattering here, instead the acoustic propagation is assumed to be coherent. Similarly, since the acoustic path crosses no strong fronts and does not interact with any bottom features the propagation is assumed to be adiabatic. Any extension of this work to higher frequency will need to consider the effects of increased scattering, such as biased arrival times or broadened late arriving energy, but these aspects are beyond the scope of this article.
The presentation is as follows: first the experimental setup is described. Then a heuristic derivation of the turningpoint filter is given. A more formal derivation of the sound pressure field by a mode expansion follows. Experimental results detailing the application of the turning-point filter are shown. Finally an analysis of the variation of the observable quantities is presented which permits the application of inverse methods to deduce ocean properties.
Previous work has greatly influenced the ideas presented here. Guthrie and Tindle ͑1976͒ gave an early account of ray/mode equivalence. In their work, rays are represented as the sum of modes of the equivalent angle. Cox, Zeskind, and Myers ͑1990͒ analyzed a similar ocean acoustics problem, that of source localization. Their analysis was based on a ray angle-depth diagram, and they approximated the turningpoint filter by a collection of linear beamformers. Since the turning-point filter can viewed as a generalization of the Cox et al. approach , there may be application to the source localization problem.
II. EXPERIMENT
The experiment took place in the eastern North Pacific Ocean ͑Fig. 1͒. A low-frequency, broadband acoustic source ͑HLF-6A͒ was deployed by the M/V INDEPENDENCE at 35°17.508Ј N, 123°35.000Ј W, 7 nm west-southwest of the Acoustic Thermometry of Ocean Climate ͑ATOC͒ source on Pioneer Seamount ͓see ATOC Consortium ͑1998͔͒. The source depth was 652 m.
The source transmitted a phase-modulated signal at a center frequency of 28 29/682 Hz. The phase modulation was derived from a linear maximal-length shift-register sequence containing 255 digits. The signal was modulated at a rate of three carrier cycles per sequence digit. Thus each digit was 106.980 ms long, and each sequence period was 27.28 s in duration. Forty transmissions of 20 min duration were separated by a minimum of 4 h. The source power level was 130 W ͑192 dB re 1 Pa at 1 m͒.
A moored vertical line array ͑VLA͒ near Hawaii (20°10.592Ј N,154°00.917Ј W) acted as a receiver. Source and receiver locations were determined with the global positioning system ͑GPS͒ in differential mode. The unrefracted geodesic range could then be determined to within a few meters. The range in WGS-84 coordinates to the Hawaii VLA was 3 501 582 m.
The Hawaiian VLA consisted of 20 hydrophones, spaced at 35 m, spanning the depths from 300 to 1000 m. The sound pressure signals were amplified, bandpass filtered, and sampled at 300 Hz by 16-bit analog-to-digital converters. The data quantity was reduced by forming four-period ͑27.28 s͒ block averages according to
where Nϭ f s T, f s ϭ300 Hz, and Tϭ27.28 s. Details of the geodesic slice from the source to the Hawaiian VLA are shown in Fig. 2 . The eastern North Pacific Ocean is not as oceanographically complex as western boundary current areas. The ocean sound channel deepens from the source to the VLA.
Intensities at adjacent hydrophones of the VLAs are closely correlated, so that an intensity contour map in time, depth space can be drawn ͑Fig. 3͒. The lower panel shows the computed arrival pattern for the range-dependent environment in Fig. 2 using adiabatic mode theory ͑see Sec. IV C for details͒. The measured pattern lags the computed ray pattern by about 0.25 s. This suggests colder than climatological mean temperatures, but part of the difference between the measured and computed patterns is likely due to an error in the sound-speed equation at high pressures ͓Worcester et al.
͑1999͔͒.
A series of clearly defined ridges sweep across the receiver array. The simplest interpretation is in terms of ray FIG. 1. Geodesic path from a source near Pioneer Seamount to a vertical receiving array near Hawaii, at a range of 3502 km. Range in megameters (1 Mmϭ1000 km) is indicated along the path. Mean flow and major ocean boundaries are adapted from the work by Roden ͑1975͒. Cold currents are indicated by solid arrows; warm currents by outlined arrows.
FIG. 2. July field of sound-speed anomaly C(x,z)ϪC (z) along the geodesic from Pioneer Seamount to Hawaii according to Levitus ͑1994͒ and to . The rangeaveraged sound-speed profile, C (z), is shown at the left. The bathymetry, shown in gray, is according to Smith and Sandwell ͑1997͒. theory. Each of the recorded ridges can be identified with a ray front and the observables, travel time and axial inclination, can be measured. For the later arrivals, the mode structure is demonstrated by the null in the measured reception. The null crosses 500 m depth at travel time ϭ2364 s, and deepens with increasing , closely corresponding to the adiabatic mode prediction. This is a remarkably clean data set. There is very little of the scattering from internal waves that has been seen in data sets at higher frequency at this range. For example, compare the time front shown here with that of Colosi et al. ͑1999͒ .
The question of how to extract useful observables from the later portion of the arrival pattern is the main focus of this article. This would provide important information about the vertical sound-speed structure near the sound-channel axis.
III. TURNING-POINT FILTER
Ocean acoustic tomography experiments have relied almost exclusively on the measurement of ray travel times, which are robust, stable, and identifiable features of the recorded data that may easily be compared to predictions derived from climatology. Furthermore, differences between measurements and predictions of ray travel times can be interpreted to first order in terms of the integrated sound-speed anomaly along the unperturbed ray path ͑MWW, pp. 52-56͒.
Not all of the received energy can be identified with ray arrivals ͑Fig. 3͒. Near the final crescendo, the data are better modeled by acoustic modes with modal group delays ͑or, equivalently, modal travel times͒, a potential observable. The experiment design can be difficult since the signals must simultaneously have a wide bandwidth to produce sharp ray travel-time peaks and a narrow bandwidth so that modal frequency dispersion is not a factor.
Here we describe an alternate approach based on the Wentzel-Kramers-Brillouin-Jeffreys ͑WKBJ͒ approximation for extracting observable from the final crescendo. We have called this approach a turning-point filter. The turningpoint filter offers a unified approach to underwater acoustics, joining what are often separate procedures for ray and mode analysis. Implicit in our analysis is that the acoustic propagation is adiabatic and that internal wave scattering is much weaker than in higher frequency experiments ͓see Colosi and the ATOC Group ͑1999͔͒ leading to strong vertical coherence.
As motivation for what follows, consider the vertical angle, depth diagram shown in Fig. 4 . The diagram describes the state of rays that have propagated from a point source at a depth of 652 m to a range of 100 km through a rangeindependent ocean acoustic channel corresponding to C (z) in Fig. 2 . At the initial range, all rays leaving a point sound source are located at the source depth but span all vertical angles ͑represented by the dashed horizontal line͒. As the rays propagate, the horizontal line twists itself into the spiral, shown by the heavy black line representing the state of the rays at 100 km. Any particular ray is represented by a point on the line, for illustration the Ϫ12, 0, ϩ10, and ϩ12 degree rays have been indicated. As a particular ray propagates, it traces an orbit in the angle, depth diagram. For example, the ϩ10 degree ray traces the orbit shown by the thin line AЈ -BЈ -CЈ -AЈ, as it propagates from the source to a receiver at the 100 km range.
A single hydrophone receives arrivals from all angles, corresponding to the multiple intersections of the ray state with any fixed depth. An array of hydrophones has a vertical extent and thus has angular resolution. Linear beamforming assumes a plane wave arrival for each ray path, and thus amounts to fitting the ray state by a vertical line in angle, depth space. In Fig. 4 , linear beamforming by a vertical line array is represented by the heavy black vertical line A -B. The length of the line is the length of the array and the horizontal spacing between the parallel vertical dotted lines represents the array angular resolution. Thus for this particular example, most of the energy in the ray arrivals tangent to the line A -B easily fits within the angular resolution. This is not the case for rays with small inclination.
A better approximation than linear beamforming accounts for wave front curvature across the array. We define the turning-point filter as using the ray orbit AЈ -BЈ as an approximation to the ray state. The improvement over linear beamforming is especially pronounced for long arrays ͑nar-row angular resolution͒ and small ray inclinations ͑strong curvatures͒. Our reason for calling this approximation a turning-point filter will become clearer in Sec. IV.
Matched field processing attempts to account for the entire measured ray state. The turning-point filter is an intermediate step between linear beamforming and the full matched field processor. The successive improvements are at the cost of increased requirements.
The mechanics of the turning-point filter are quite simple. It consists of beamforming with delays that allow for the curvature of the ray time front. Although we have been motivated by ray models, we interpret the turning point filter in mode language using the WKBJ approximation. In order to keep the discussion focused on essentials, the following is limited to a range-independent sound-speed profile.
Ocean sound waves produce a complicated spatial pattern that can be decomposed into the sum of horizontally propagating modes. A mode can be thought of as a ͑verti-cally͒ standing wave resulting from the interference pattern of up-and down-going waves,
where m is the mode index number. Typically the amplitude A m is a slowly varying function of depth, whereas the phase m varies rapidly with depth. In the WKBJ approximation, A m is taken as a constant between depths, z Ϫ ϽzϽz ϩ ͑called turning-point depths͒, and zero outside of those depths.
Many modes m can have the same turning depths provided they have the appropriate frequency m . Modes with the same turning depths ensonify the same ocean layer z Ϫ ϽzϽz ϩ , and thus, as shown later, sample the ocean in a similar manner ͓see Brekhovskikh and Lysanov ͑1991͔͒. They can be combined to give a robust observable, hence the name turning-point filter. A vertical array is required to accomplish this.
Let C(z) designate the sound speed, and S(z)ϭ1/C(z) the sound slowness. The up-and down-going waves in Eq. ͑2͒ have a wave number k(z)ϭS(z) tilted in a direction (z) with respect to the horizontal. The horizontal projection of the wave number is then
with the right-hand side following from Snell's law. Here k 0 ϭS 0 is a reference wave number ͑usually taken at the sound axis where the slowness is a maximum͒, so 0 is the axial tilt of the modal wave number. It is convenient to define a local vertical wave number,
The vertical wave number changes from a real to an imaginary value at depths z ͑the turning-point depths͒ defined by
The phase difference between a hydrophone at depth z i and depth z 0 ,
is associated with a time delay
For any chosen axial tilt 0 , ͑7͒ defines a time-delay beamformer for hydrophones between depths z Ϫ and z ϩ . An important consideration is that the time delays are not a func- tion of frequency . So adding the delayed hydrophone outputs selects all modes m and frequencies m associated with turning points at z Ϯ . There is no need for mode separation and frequency filtering. For a constant sound slowness SϭS 0 , the previous expression reduces to a linear beamformer with
We represent the source signal by
where c is the carrier frequency. ͓Here we have ignored all m-sequence processing and demodulations; see Metzger ͑1983͒ or MWW, pp. 183-197 for details.͔ The signal received at time t at the hydrophone i at depth z i can be written
where ␤ i (t) allows for the propagation loss and random phase changes, and
is the travel time to hydrophone i, with 0 designating the travel time to the axial hydrophone at z 0 . A beamformed signal is obtained by summing the recorded pressures each lagged by an amount ⌬ i :
IV. MODE ANALYSIS
In Sec. III we made the assertion that modes with the same turning-point depths sample the ocean in the same way. It is necessary to put this statement on firmer ground. Although Sec. IV is long and mathematically tedious, the reward is a set of formulas relating observable acoustic quantities such as travel time and inclination to ocean parameters.
We omit all features not crucial to the present application. The notation follows MWW. The wave equation,
with sound slowness S(z), has a separable solution for the pressure,
At long ranges
The vertical wave function P(z) must satisfy
Equation ͑16͒ together with boundary conditions then determines the values of the integration constant k H (m, f ). We recognize S(z)ϭk(z) as the scalar wave number, and the separation constant k H as a horizontal wave number, so that
is the local vertical wave number. As the slowness varies with depth, k V (z;m, f ) changes from a real to an imaginary value at depths z, called the turning depths, where the phase slowness is given by
An important modal parameter ͑corresponding to the axial ray inclination͒ is the inclination, 0 , of the wave number at the axis:
We consider only ''trapped'' modes, with turning points well beneath the surface and above the bottom. Solutions P m (z; f ) to ͑16͒ are the wave functions at frequency f ϭ/2 for modes mϭ1,2,..., with m extrema between the turning depths. Figure 5 shows P 2 (z;23 Hz) and P 3 (z;32 Hz), which have identical turning depths at 460 and 1430 m. In general, modes with the same value of (mϪ1/2)/ f have the same turning-point depths ͑MWW, p. 64͒. For large m, the many overlapping modes interfere constructively to form rays with ray turning-points at the modal turning-points. 
A. Dispersion
It can be shown ͑MWW, Eq. 2.10.8͒ that the group slowness is given by
where
is a mode-weighted sound slowness. The WKBJ approximation ͓e.g., see Brekhovskikh and Lysanov ͑1991͒, Sec. 6.7͔ leads to an important simplification. The group slowness is still given by Eq. ͑20͒, but with a new formula for S 2 :
The result is
With S(z) given and 0 specified, Eq. ͑24͒ determines S ϭS(z) and hence z Ϯ , and the integrations can be performed. Thus the travel time, ϭs g x, depends only on a single parameter 0 (m, f ), rather than on m and f separately. This implies that modes with the same turning points will have a travel time that is dependent on the same function of sound slowness.
We now go back to the ''exact'' solution ͑20͒. For a range-independent environment, the travel time at range x is given by ϭs g x. In an adiabatically range-dependent environment, the sound-speed profile is assumed to vary slowly with range, i.e., the energy within each mode is conserved. The group slowness is then interpreted locally, and the travel time is given by
The relation holds for the modal case s g (x;m, f ) as given by Eq. ͑20͒, or in the WKBJ approximation s g (x; 0 ) as given by Eq. ͑23͒. In the adiabatic approximation the energy within each mode is conserved ͑see Brekhovskikh and Lysanov, ͑1991͒, p. 132 for the WKBJ assumptions͒. In fact, propagation across ocean fronts and over bottom ridges leads to very significant mode-to-mode scattering and coupling as demonstrated by McDonald et al. ͑1994͒ and by Shang et al. ͑1994͒ ͑see also MWW, p. 335, Figs. 8.10-8.13͒ . The transmission path was chosen to avoid sharp frontal and bathymetric features ͑Figs. 1 and 2͒; still the neglect of range-dependent scattering especially from internal waves ͓see Colosi et al. ͑1994͔͒ is a serious shortcoming of our analysis. Figure 6 shows the dispersion relations computed according to Eq. ͑25͒ for the transmission to Hawaii ͑Fig. 1͒, with C(x,z) shown in Fig. 2 . It will be shown that computed and observed arrival patterns are in excellent agreement, and we consider the measured dispersion conditions to be fairly represented by Fig. 6 . The panels show the ''exact'' modal solutions m ( f ) for given mode numbers m and frequencies f. In the upper panel, the group velocity c g and associated travel time m is plotted over the transmitted bandwidth of the 28 Hz signal, f ϭ18-38 Hz, for modes mϭ1,2,...,30. In the middle panel, the corresponding dispersion curves are shown as a function of the axial ray inclination 0 ϭ(z 0 ) at the receiver. In the lower panel, the curves are shown in m , 0 space. The important point is that all nonsurface interacting modes ͑except mϭ1͒ and all frequencies coalesce onto a single curve ( 0 ) in accordance with WKBJ theory to within 25 ms.
There is no point extracting separate modes from the array records. All combinations of modes and frequencies having the same value of 0 (m, f ) also have the same values of
and sample the ocean column in a similar manner ͑the action, A, will be defined later͒. Although the main goal of the turning-point filter is to obtain robust observables for the entire arrival pattern, another aim can be fulfilled: gaining statistical precision by combining all hydrophone records associated with a fixed 0 , or equivalently with fixed turningpoint depths z Ϯ ( 0 ), or fixed turning-point slownesses S Ϯ ( 0 ). For the early, steep arrivals many modes interact and this ''constructive interference'' is equivalent to the ray beamforming previously discussed. For late, near-axial arrivals only a few modes interact constructively ͑see Fig. 7͒ , and the ray representation is no longer useful. Still there is a moderate statistical gain from combining late modal arrivals, and there is a further advantage in a uniform procedure for interpreting the early ray-like and late mode-like arrivals.
B. RayÕmode duality
In order to derive expressions for observable quantities and to perform the perturbation analysis in Sec. VI, it is necessary to endure a bit of algebra concerning the duality of ray and mode expressions. By observable quantities, we mean travel time and inclination for any of three types of observations: rays, modes, and turning-point filters. The method will be to use stationary phase arguments to find the locations of peaks in travel-time, inclination space.
The complete solution to Eq. ͑13͒ can be written as a mode superposition integrated over the source bandwidth,
Each mode is excited in proportion to the value P m (z S ) of the mode function at the source depth; the receiver amplitude is proportional to P m (z R ), so ͑writing x,z for
We are concerned with solutions that are trapped in an interior sound channel, i.e., solutions that decay exponen-tially beneath the lower turning depth z Ϫ and above z ϩ , and are oscillatory for z Ϫ ϽzϽz ϩ . Using WKBJ theory, solutions can be written as
͑29͒
The 1 4 term is required to match solutions and derivatives at the turning points. The phase integral m (z), written previously as ͑16͒, measures the phase changes from z Ϫ upward. The total phase change between the two turning points,
defines the ''action'' A. It can be shown ͓Brekhovskikh ͑1980͒, Sec. 24͔ that the patching of solutions at the turning points requires
The mode number m equals the number of extrema in P m (z). Using ͑29͒ we can write the triple product in ͑28͒ as the sum of four terms
These represent a group of four ray arrivals, as we shall see, with 
and similarly for p b , p c , and p d . In the above, we have used k H ϭS , and the delays
. ͑35c͒
From ͑30͒ and ͑31͒ ϭ 2
and we can rewrite Eq. ͑34͒ as an integral over the action ͑dropping subscripts a, b, c, d͒,
The m summation is between limits m L and m U that depend on the action and the source bandwidth from L ϭ2 f L to U ϭ2 f U according to ͑36a͒:
serves as a basis for demonstrating ray/ mode duality. For a fixed receiver location at x,z, the pressure time series p(x,z,t) is written as a sum of contributions from all excited modes m, and from all possible actions A( 0 ). Examination of Eq. ͑37͒ reveals that, in order for constructive interference to occur, the phasor exponent,
must fulfill two conditions. The phase must be stationary for some value of A and must point in the same direction for different values of m. Thus
where n is an integer. We will examine these conditions in more detail. Let us assume that the source depth and receiver depth are the same so that S and R are eliminated from ͑39͒. ͑This will result in considerably easier algebra; more general geometries are dealt with in MWW, p. 46.͒ From ͑40a͒ and ͑35a͒, interference can only occur when
͑41͒
which can be recognized as the modal group velocity ͑23͒ times range. Similarly, ͑40b͒ leads to
which is known as the Chapman equation. Since both conditions are functions of S and remembering that S ϭS 0 cos( 0 ), we plot ͑41͒ and ͑42͒ as a function of 0 in Fig.  8 ͑left panel͒. Intersection points mark locations of interference peaks for various values of n. The travel-time minima correspond to eigenrays and occur along the mode traveltime curve m ( 0 ). This sketch can be seen as an illustration of the Fermat principle that eigenrays are a minimum traveltime solution. The locus defined by ͑41͒ is just that of the bottom panel of Fig. 6 with the WKBJ approximation. The sharpness of the peaks in Fig. 8 ͑left͒ is a function of the number of constructively interacting modes M ϭm U Ϫm L ϭA(S )( f U Ϫ f L ) in the inner sum of ͑37͒. To illustrate this point, the inner summation of ͑37͒ is plotted in Fig. 8 ͑right͒ against ϭ(tϪ x )/A which, for fixed x and S , can be regarded as a plot against time. As the number of modes FIG. 7 . Number of modes, M, summed to form the arrival pattern as a function of arrival axial inclination. Note that at low angles there are no modes available in the sum.
FIG. 8. ͑Left͒:
The Chapman function ͑42͒ in a sound channel corresponding to C (z) in Fig. 2 for nϭ36ϮM Ϫ1 and nϭ37ϮM Ϫ1 at a range of 1 Mm. These are constructive interference peaks for M ϭ10 modes. The minima correspond to the eigenrays with 36 and 37 downward loops and occur along the mode travel-time curve m ( 0 ). ͑Right͒: Summation of modes 1-5 ͑solid͒ and 1-10 ͑dashed͒ according to the absolute value of the inner sum of ͑37͒. For fixed x and 0 , the ordinate is a time axis proportional to t/A( 0 ). Constructive interference pulses occur at intervals of the action integral A ͑corresponding to integer values of ͒. These pulses become increasingly sharper with an increasing number M of interacting modes.
increases the sum becomes higher and narrower. Either increased source bandwidth or increased inclination can result in a larger M. In the limit of infinite bandwidth the signal consists of delta functions corresponding to ray arrivals. Early arrivals correspond to large 0 and large A, have a large number of constructively interfering modes, and give sharp ray-like arrivals. For later arrivals, 0 and A both diminish and in the limit the arrivals lose their ray-like character. The factor A Ϫ3/2 in the integrand ͑37͒ is associated with the high intensity of the final cutoff.
To complete the comparison with rays, define
͑44͒ so that at the stationary point, xϭnR, n ϭnT. ͑45͒
These definitions have a simple ray-geometric interpretation ͑MWW, p. 44͒: R is the double ͑upper plus lower͒ loop range and T is the double loop travel time. These are precisely the results for ray arrivals, and we can identify the integer n with the number of ray double loops for a ray with axial inclination 0 . As an aside, note that ͑44͒ is the Hamiltonian for ray acoustics ͓see Miller ͑1986͔͒ and will be used extensively in Sec. VI in the discussion on perturbation analysis. Returning to the four ray arrivals described by ͑32͒, we have written p(t) for the four constituents p a , p b , p c , p d of a wave group ͑MWW, p. 49͒. A group is characterized by the number n of double ͑upper and lower͒ loops. A group with n double loops always has n Ϫ ϭn lower loops, and has n ϩ ϭn,n,nϪ1,nϩ1 upper loops. The first two constituents have the same number of upper loops as lower loops, but correspond to an upward and a downward launch angle. For an axial source and receiver they have the same travel time, n . The last two constituents have one less and one more upper loop than lower loop and correspond to downward and upward launch angles, respectively.
C. Synthetic arrival pattern
The synthetic arrival pattern previously shown in Fig. 3 ͑lower panel͒ was computed for the experimental conditions described in Sec. II. The a priori sound-speed field was derived using the Del Grosso equation from temperatures and salinities in the WOA-94 July climatology. Mode shapes and wave numbers were calculated by a spectral approximation method with Chebyshev polynomials as basis functions ͓Dzieciuch ͑1993͔͒. Mode amplitudes and phases were computed over the entire aperture of the array at 1 Hz intervals across the transmission bandwidth. Since the results ͑ampli-tudes and group velocities͒ vary slowly with frequency, they can be accurately interpolated onto a finer grid ͑necessary to span the entire arrival time, since ␦ f ϭ1/T͒, increasing computational efficiency. The arrival pattern was then synthesized with the Fourier components across the bandwidth. The pattern was computed assuming adiabatic propagation.
The synthetic arrival pattern shown in Fig. 3 ͑lower panel͒ for the 28 Hz signal as received in Hawaii contains time fronts that correspond to rays in the early portion of the pattern. Mode arrivals are clearly recognized in the later portion by the null pattern which delineates the nodes of individual modes in depth.
In the subsequent analysis the following procedure was used. For a selected axial inclination 0 , form the beam given by Eq. ͑12͒ with time delays for each hydrophone given by ͑7͒ for the turning-point filter or by ͑8͒ for the linear beamformer. For the linear beamformer all hydrophones were delayed and then summed. For the turning-point filter, only the hydrophones within turning-point depths corresponding to the axial inclination were included. As the inclination approaches zero, the turning-point depths converge towards the sound-speed axis and fewer hydrophones are therefore included in the sum. Figure 9 compares the performance of the linear beamformer ͑upper panel͒ with that of the turning-point filter ͑middle panel͒; the bottom panel will be considered in Sec. V. The gap in the turning-point filter at zero axial inclination is real and is associated with the fact that modes are standing waves composed of upward-going and downward-going waves. Overlaid on both panels is the expected travel-time versus axial-inclination dispersion curve from the bottom panel of Fig. 6 . Ideally, peaks in both the linear beamformer and the turning-point filter outputs should lie along the dispersion curve.
The peaks in the linear beamformer output do not lie exactly along the dispersion curve. This bias is greater for the late arrivals at low inclination as predicted by the angle, depth diagram of Fig. 4 . Although the peaks of the linear beamformer output are biased with respect to the dispersion curve, the root mean square ͑rms͒ travel-time error for peaks identified as ray arrivals is only 6.5 ms with respect to the ray travel times computed from the synthetic wave front. For travel times exceeding 2361 s, energy leaks towards small 0 , resulting in sidelobes. These are the result of the mismatched linear lags and are not present for the turning-point filter ͑middle panel͒.
The peaks of the turning-point filter output lie along the travel-time, inclination curve as they should. Inspecting the panel, one can identify ray arrivals as the pairs of peaks arriving before 2363.5 s. The rms differences between the ray peaks in the turning-point filter output and the ray travel times computed from the synthetic wave front are 4.7 ms for this particular experimental geometry.
Looking toward the latest arriving energy, peaks associated with modes one and two are identifiable. The traveltime difference between the turning-point filter output associated with mode one and the mode one travel time computed from the synthetic wave front is 4 ms.
In the transition zone, between rays and modes, there is energy in the turning-point filter output that cannot be identified with a particular ray or mode. The interference pattern still produces peaks though and these can be compared to the predicted dispersion curve. This simple interpretation allows analysis of nonidentifiable shallow axial-inclination data, providing additional information on the sound-speed profile near the axis. Hence, the turning-point filter contains information on rays, modes, and the transition zone.
V. EXPERIMENTAL RESULTS
In Sec. IV, we analyzed a synthetic ͑but realistic͒ time, depth arrival pattern. Now we compare the measured and predicted arrival patterns ͑Fig. 3͒. The measured data are the incoherent average of 40 transmissions at 28 Hz. The close resemblance in the overall structure, the number of wave fronts and the spacing between them, allows a detailed comparison of features.
As previously noted, the most important difference between the measured and computed patterns is the time shift.
This of course is the basis for acoustic thermometry. The measurements lag the expected pattern by about 0.25 s, implying that the temperature of the ocean water along the path is colder than the climatology would indicate. But some of this difference might be due to an error in the sound-speed equation at high pressure.
The second most important difference is that the measured pattern is noticeably diffuse compared to the predicted. Ocean internal waves are responsible for this effect ͓see Colosi et al. ͑1994͔͒.
One can easily identify the ray fronts in both the measured and computed patterns on the left side ͑earlier arrival times͒ of Fig. 3 . At some point later in the arrival pattern the ability to identify ray fronts is lost. The latest arriving energy can be identified with low modes ͑or shallow inclinations͒ in the computed pattern. In the measured pattern this is not possible except perhaps for the gravest mode.
To extract observables from the later portion of the arrival pattern, turning-point filtering has been applied. The actual data ͑Fig. 9, lower panel͒ compares favorably to the synthetic data ͑middle panel͒. The measurements are delayed relative to the prediction, and internal wave scattering has diffused the energy. The scattered energy broadens the pulses and generates sidelobes, increasing the measured variance in travel time and inclination. The scattering increases for the late-arriving, low-angle arrivals.
Several observables can be extracted from these data. Early arrivals can be identified with particular rays, and thus travel time and inclination can be measured for a particular ray. The large final peak is the lowest mode, so its travel time and inclination can be measured as well. Between the early rays and late modes there is a ridge of energy that cannot be distinctly identified with any particular ray or mode. Peaks located along this ridge can be used as observables without identification as a particular ray or mode. The distance of the data peaks from the overlaid expected dispersion curve of Fig. 6 can be measured in both travel time and inclination.
VI. PERTURBATION ANALYSIS
In the Sec. IV, we have considered how to calculate the location of peaks in travel-time, inclination space. In an experimental situation the peak locations are the observables that are measured. Differences between the observations and the predictions in both travel time and inclination are the information used in the tomographic inverse problem to infer ocean parameters, heat content, for example. In the following analysis, we relate the perturbations in travel time and inclination to perturbations in ocean sound-speed.
Suppose the ocean along our experimental path characterized by climatological data ͑Fig. 2͒ has been perturbed by a warming, decaying exponentially down from the surface ͑Fig. 10͒. After applying the turning-point filter to both the unperturbed and perturbed cases, the travel-time/inclination data are displayed in Fig. 11 . The curve itself is not readily observable but peaks that lie along it are. The peaks can be classified into three sets: ray peaks, mode peaks, and ͑non-identifiable͒ transition peaks that lie in between.
For each of the three types of peaks, there are two measurable quantities, the travel time and the inclination. Inverse methods require expressions for the relationship between these measurements and the ocean properties to be inferred. We derive the first order terms of the Taylor expansion for range-independent perturbations to a range-independent ocean. Adiabatic extensions to the theory could be derived like those in other work ͓Miller ͑1986͒ or Wunsch ͑1987͔͒. An important point is that perturbations in travel time and inclination are a function only of 0 ͑Fig. 11͒ and it is appropriate to use WKBJ theory.
We consider travel-time changes for ray peaks, transition peaks, and mode peaks in turn. We then consider inclination changes for each case ͑Fig. 12͒. Although travel time has historically been the most useful tool for tomographic experiments, measurements of inclination could in principle also provide useful tomographic information. In practice, the usefulness of inclination measurements is problematic, since the precision of such measurements depends on both the array length and on the signal-to-noise ratio. We will proceed as if the inclination measurements are meaningful, but the cautious experimenter will give the noise field detailed consideration to guarantee that the travel-time and inclination measurements are independent. 
A. Travel time

Ray peaks
The travel-time perturbation of a ray is measured relative to its predicted travel time as in Fig. 12 ͑upper panel͒. From Eq. ͑45͒, at a fixed receiver range, for a particular ray with n double loops,
⌬xϭn⌬RϩR⌬nϭ0. ͑47͒
Since the ray has an unchanging n,
͑49͒
Using ⌬Rϭ0 and the action definition,
͑49͒ can be expanded as
and because ‫ץ‬A/‫ץ‬S ϭϪR, simplified to
The ␦ notation denotes a functional perturbation so
It is convenient to parameterize sound-slowness perturbations by writing the slowness as the finite-dimensional sum of a reference and a perturbation.
Thus sound-slowness perturbations,
are characterized by the set of ⌬l i . Equations ͑52͒, ͑53͒, and ͑55͒ are then combined in the matrix equation,
with weighting function
This parameterization is the basis of an inverse solution.
The integrand in ͑57͒ is singular at the endpoints so care is needed in its evaluation; nonetheless for physically reasonable choices of F i (z) the integral converges. This is the standard equation found in the work of MWW ͑p. 51͒ and has a simple interpretation that the ray travel time observable is the integral of the sound-slowness change along the unperturbed ray path.
Given the data ⌬ n , solving the inverse problem ͑56͒ is covered in great detail in MWW and will not be repeated here. The solution requires specification of the noise covariance and the a priori variation of the sound-speed field, which would require a more oceanographic focus than intended.
Transition peaks
In this case, the travel time observable is defined to be the difference in travel time between the transition peak and the reference dispersion curve at constant 0 ͑or equivalently S ͒ ͓see The first term is the same as that for rays ͑52͒, but because a ray has not been identified, R is not fixed, and thus further simplification is not possible. The second term contains the functional perturbation of R,
As in ͑57͒, the integrand in ͑60͒ is singular at the endpoints but for reasonable choices of ␦S it converges.
Mode peaks
Finally consider a mode travel time observable as in Fig.  12 ͑lower panel͒. In this instance, measure the perturbation in the mode peak travel time from the expected. We will assume that the source bandwidth is large enough so that there is a mode travel-time peak and that it can be resolved from other modes. In practice this may require a modeinverse filter ͑see Sutton et al. ͑1994͔͒. For certain ocean sound-speed profiles and ranges this may not be possible ͓see Brown et al. ͑1996͒ for further discussion of these issues͔.
In this first-order analysis, the travel-time perturbation of the mode peak due to environmental perturbations is characterized by the group-slowness perturbation at the carrier frequency f c of a broadband source. Differentiating ͑36͒ gives
͑61͒
So for a particular mode, at carrier frequency c ϭ2 f c , ⌬mϭ0, ⌬ c ϭ0⇒⌬Aϭ0, ͑62͒
and thus the differential of the travel-time equation ͑49͒ can be written as
͑63͒
Using the fact that the total derivative of ͑50͒ can be written as
the mode travel-time perturbation is therefore
This result is the same as ͑59͒ with the addition of a third term. With a modern computer and reasonable choices for ␦S it can be easily evaluated. As an aside, note that if the source is continuous wave ͑cw͒, then mode phase can be used as an observable via ⌬ m ϭ2 f c ⌬ m .
B. Inclination angle "turning-point slowness…
Now consider inclination measurements. The travel-time equation ͑46͒ and its constituents A and R are functions of S , which is related to 0 through the axial sound-slowness by S ϭS 0 cos( 0 ). All figures in this paper drawn with a 0 ordinate could have ͑and perhaps should have͒ been drawn with an S ordinate. Thus the observable is ⌬S .
Again consider in turn the measurable changes in S for ray, transition, and mode peaks. We do not attempt to address the issue of the signal-to-noise ratio of such measurements, i.e., the size of ⌬S for a typical ocean variation compared to the array angular resolution. As far as the authors know, the following expressions relating inclination changes to ocean sound-slowness changes have not appeared in the literature previously.
Ray peaks
The change in the ray-peak inclination observable is measured as in Fig. 12 ͑upper panel͒. The turning-point slowness observable would then be defined as ⌬S ϵϪS 0 sin( 0 )⌬ 0 . For ray peaks with a constant n, ͑48͒ gives ⌬Rϭ0, so differentiating ͑44͒ gives
Since T is a function of S and S, both sides of ͑66͒ can be expanded as
The last two terms cancel so ͑67͒ can be rearranged as 
͑68͒
͑71͒
This expression relates the measured change in ray turningpoint slowness to changes in the ocean environment using the functional perturbation of R as in ͑60͒.
Transition peaks
The difference in inclination ͑or, more correctly, S ͒ between the nonidentified transition peak and the expected dispersion curve at a constant travel time ͑the travel time of the peak͒ can be measured as shown in Fig. 12 ͑middle panel͒ and also used as an observable.
Once again, an expression relating ⌬S to ␦S is needed, so using ⌬ϭ0 and ͑49͒ gives 
͑74͒
This result contains the first term of ͑71͒ with the addition of a second term containing the functional perturbation of A ͑53͒.
Mode peaks
For a mode peak as shown in Fig. 12 and again it is expressed in terms of a functional perturbation of A ͑53͒. This is a most interesting result. It asserts that the perturbation in mode turning-point slowness is nearly equivalent to the perturbation in travel time for an equivalent ray ͑52͒: the integral of the sound-slowness perturbation along an unperturbed ray path with an S equal to the modal S divided by range equals the perturbation in mode turningpoint slowness! Implicit in this broadband analysis is the framework appropriate for a single frequency experiment. In such an instance, mode travel time would not be resolvable, but mode turning-point slowness ͑i.e., inclination͒ would still be measurable. Turning-point slowness resolution ͑almost the same as inclination resolution͒ would likely become an issue, and high resolution methods could be necessary. Nonetheless, perhaps the experimental focus should not be on measuring mode travel time, or modal phase perturbations at a single frequency ͓see Shang ͑1989͒, for example͔, but on mode turning-point slowness.
At this point, it is perhaps worthwhile to remember that all the above analysis has been for the first-order term of the range-independent sound-slowness perturbation. No attempt has been made to characterize higher-order terms in the range-independent expansion or for range-dependent cases.
VII. DISCUSSION
Using a turning-point filter it is possible to extract robust observables from the entire arrival pattern. The observables are peaks in 0 , 0 space identified with particular rays or modes, as well as nonidentifiable transition peaks. The turning-point filter is not biased and all peaks lie on the travel-time, inclination dispersion curve.
The turning-point filter approaches a linear beamformer when the time front curvature is small. The linear beamformer pattern is poorly focused for the late arrivals when the time front curvature is large, thus it is hard to separate observed scattering from the expected diffraction. For the turning-point filter the pattern is much better focused so scattering can be attributed to real ocean processes ͑such as internal waves͒.
The measurable properties of the observables can be expressed in terms of variable ocean properties, so using inverse theory, travel time and inclination can be used to investigate those ocean properties. The inclusion of nonidentifiable peaks in the set of observables increases the amount of information that can be extracted from tomographic experiments, particularly at small inclinations where there is a lack of identifiable rays. At present, the only assumption is that the propagation can be modeled as adiabatic and thus acoustic energy is not exchanged between modes traveling with different wave numbers. This appears to be a reasonable assumption for the low-frequency ͑28 Hz͒ data presented here, but may not hold for higher frequencies.
The turning-point filter implicitly includes modal dispersion and unambiguously provides an observable for broadband modal arrivals. There is no need to separate modes since those with the same turning-point slowness carry the same information about the ocean and an inverse solution would recombine them anyway. The turning-point filter includes single frequency mode experiments as a special case. As far as the authors know the turning-point filter results, particularly those regarding the inclination observable, have not previously appeared in the literature.
