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A LOCAL-GLOBAL THEOREM FOR p-ADIC
SUPERCONGRUENCES
HAO PAN, ROBERTO TAURASO, AND CHEN WANG
Abstract. Let Zp denote the ring of all p-adic integers and call
U = {(x1, . . . , xn) : a1x1 + . . .+ anxn + b = 0}
a hyperplane over Zn
p
, where at least one of a1, . . . , an is not divisible by p. We
prove that if a sufficiently regular n-variable function is zero modulo pr over some
suitable collection of r hyperplanes, then it is zero modulo pr over the whole Zn
p
.
We provide various applications of this general criterion by establishing several
p-adic analogues of hypergeometric identities.
1. Introduction
Among special functions, the classical hypergeometric series r+1Fr have a long
history of investigation in mathematical analysis. They are defined as
r+1Fr
[
α0 α1 · · · αr
β1 · · · βr
∣∣∣∣ z
]
:=
∞∑
k=0
(α0)k · · · (αr)k
(β1)k · · · (βr)k ·
zk
k!
, (1.1)
where
(α)k :=
{
α(α + 1) · · · (α + k − 1), if k ≥ 1,
1, if k = 0,
is the so-called k-th rising power of α, or Pochhammer’s symbol.
In the last decade, there is a rising interest in studying the arithmetic proper-
ties of truncated hypergeometric series, that we denote by the following subscript
notation
r+1Fr
[
α0 α1 · · · αr
β1 · · · βr
∣∣∣∣ z
]
n
:=
n∑
k=0
(α0)k · · · (αr)k
(β1)k · · · (βr)k ·
zk
k!
. (1.2)
In 1996, van Hamme [52] gave a list of conjectures concerning p-adic analogs of
several formulas of Ramanujan. Later, Rodriguez-Villegas [39] studying hyperge-
ometric families of Calabi-Yau manifolds, discovered (numerically) a number of
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other supercongruences. Some of them have been proved in [27, 28] where Morten-
son, with the help of the Gross-Koblitz formula, determined 2F1
[
α 1− α
1
∣∣∣∣ 1
]
p−1
modulo p2 for α ∈ {1/2, 1/3, 1/4, 1/6}. For instance, he showed that for any prime
p ≥ 5,
2F1
[
1
2
1
2
1
∣∣∣∣ 1
]
p−1
≡
(−1
p
)
(mod p2), (1.3)
where
(
·
·
)
denotes the Legendre symbol.
Afterwards, Z.-H. Sun [43] extended Mortenson’s result to the general p-adic
integer α. Let Zp denote the ring of all p-adic integers and Z
×
p := {x ∈ Z×p : p ∤ x}.
Z.-H. Sun proved that for each odd prime p and α ∈ Z×p ,
2F1
[
α 1− α
1
∣∣∣∣ 1
]
p−1
≡ (−1)〈−α〉p (mod p2), (1.4)
where 〈x〉p is the least non-negative residue of x modulo p, i.e., 〈x〉p ∈ {0, 1, . . . , p−
1} and x ≡ 〈x〉p (mod p).
Further results involve the Morita’s p-adic gamma function Γp which is the p-adic
analogue of the classic gamma function Γ: we set Γp(0) = 1 and, for any integer
n ≥ 1,
Γp(n) := (−1)n
∏
1≤k<n
k 6≡0 (mod p)
k.
Since N is a dense subset of the p-adic integers Zp with respect to the p-adic norm
| · |p, for each x ∈ Zp, we may extend the definition of Γp as
Γp(x) :=
∏
n∈N
|x−n|p→0
Γp(n).
It follows that
Γp(x+ 1)
Γp(x)
=
{
−x, if p ∤ x,
−1, if p | x. (1.5)
Furthermore, the classic Euler’s reflection formula has the following counterpart
Γp(x)Γp(1− x) = (−1)〈−x〉p−1. (1.6)
Recently, in [24], Mao and Pan obtained many congruences modulo p2 involving
truncated hypergeometric series and p-adic gamma functions. For example, they
proved that if 〈−α〉p is even, 〈−α〉p ≤ 〈−β〉p < (p− 〈−α〉p)/2 and (α− β + 1)p−1
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is not divisible by p2, then
3F2
[
α α β
1 α− β + 1
∣∣∣∣ 1
]
p−1
≡ − 2Γp(1 +
1
2
α)Γp(1 + α− β)Γp(1− 12α− β)
Γp(1 + α)Γp(1− 12α)Γp(1− β)Γp(1 + 12α− β)
(mod p2). (1.7)
Clearly (1.7) is the p-adic analogue of the following special case of Dixon well-poised
sum formula (cf. [3, Theorem 3.4.1]):
3F2
[
α α β
1 α− β + 1
∣∣∣∣ 1
]
=
Γ(1 + 1
2
α)Γ(1 + α− β)Γ(1− 1
2
α− β)
Γ(α + 1)Γ(1− 1
2
α)Γ(1− β)Γ(1 + 1
2
α− β) .
It is worth noting that most of the congruences concerning truncated hypergeomet-
ric series modulo p2, such as (1.7), can be reduced to some complicated congruences
modulo p involving the harmonic numbers. Mao and Pan found that those con-
gruences modulo p can be proved in a unified way by considering the derivatives
of original hypergeometric series.
Keeping in mind this approach, we shall investigate the p-adic analogues of
various classical hypergeometric identities modulo higher powers of p. For example,
setting β = α in (1.7), we get
3F2
[
α α α
1 1
∣∣∣∣ 1
]
p−1
≡ 2Γp(1 +
1
2
α)Γp(1− 32α)
Γp(1 + α)Γp(1− α)Γp(1− 12α)2
(mod p2). (1.8)
As we shall see later, (1.8) is also valid for modulo p3, i.e.,
3F2
[
α α α
1 1
∣∣∣∣ 1
]
p−1
≡ 2Γp(1 +
1
2
α)Γp(1− 32α)
Γp(1 + α)Γp(1− α)Γp(1− 12α)2
(mod p3). (1.9)
However, in order to obtain a congruence modulo pr+1, we should evaluate the
r-th derivatives of p-adic gamma functions and such computations become quite
complicated while the order increases. Here to avoid this tedious task, we managed
to establish a general result which has some geometric flavour and is interesting in
its own right.
Before giving the statement we introduce a few notions. First, we need to con-
sider the Taylor expansion of function over Zp (cf. [37, Section 5.3]). Suppose that
0 ≤ r ≤ p − 1 and f(x) : Zp → Zp. We say that f has the Taylor expansion of
order r at x = α, if there exist A1(α), . . . , Ar(α) ∈ Zp such that
f(α + tp) ≡ f(α) + A1(α) · tp
1!
+
A2(α) · (tp)2
2!
+ · · ·+ Ar(α) · (tp)
r
r!
(mod pr+1)
for any t ∈ Zp. As we shall see later, since r ≤ p − 1, the coefficient Ai(α) is
uniquely determined by its modulo pr+1−i for each 1 ≤ i ≤ r. Furthermore, it is
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not difficult to check that for each s0 ∈ Zp, we have the Taylor expansion
f(α+s0p+tp) ≡ f(α+s0p)+A1(α+ s0p) · tp
1!
+· · ·+Ar(α + s0p) · (tp)
r
r!
(mod pr+1),
where
Ai(α + s0p) =
r−i∑
k=0
Ak+i(α)
k!
· (s0p)k.
This means that if f has the Taylor expansion at x = α, then it also has at
x = α+ sp for each s ∈ Zp.
Similarly, for a function of several variables f(x1, . . . , xn) over Z
n
p , we say that
f has the Taylor expansion of order r at the point (α1, . . . , αn), provided that
f(α1+t1p, . . . , αn+tnp) ≡ f(α1, . . . , αn)+
∑
k1,...,kn≥0
1≤k1+···+kn≤r
Ak1,...,kn
k1! · · · kn!
n∏
i=1
(tip)
ki (mod pr+1)
for any t1, . . . , tn ∈ Zp, where those Ak1,...,kn ∈ Zp.
Next, let us introduce the definition of hyperplane in the finite field with p
elements Fp. For convenience, we identify Fp as {0, 1, . . . , p − 1}. Let Fnp denote
the n-dimensional vector space over Fp. Suppose that
L(x1, . . . , xn) = a1x1 + · · ·+ anxn + b
is a linear function over Fnp with a1, . . . , an are not all zero. Let
UL := {(x1, . . . , xn) ∈ Fnp : L(x1, . . . , xn) = 0}.
We call UL a hyperplane over F
n
p . For example, Ux+y−1 = {(x, 1− x) : x ∈ Fp} is
a hyperplane over F2p.
Going back to Znp , let τp be the natural homomorphism from Zp to Fp, i.e.,
τp(x) := 〈x〉p
for each x ∈ Zp. Suppose that
L(x1, . . . , xn) = a1x1 + · · ·+ a1xn + b
is a linear function over Znp with τp(aj) 6= 0 for some 1 ≤ j ≤ n. Let
UL := {(x1, . . . , xn) ∈ Znp : L(x1, . . . , xn) = 0}
and we write
τp(UL) := {(τp(x1), . . . , τp(xn)) : (x1, . . . , xn) ∈ UL}.
Clearly
τp(UL) = UτpL
forms a hyperplane over Fnp , where
τpL(x1, . . . , xn) := τp(a1)x1 + · · ·+ τp(a1)xn + τp(b) (1.10)
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can be viewed as a linear function over Fnp . So we also call UL a hyperplane over Znp .
For some hyperplanes UL1 , . . . ,ULm , we say {UL1 , . . . ,ULm} is admissible provided
that
τp(ULi) 6= τp(ULj )
for each 1 ≤ i < j ≤ r. For example, for p = 3, {Ux−1,Uy−1,Ux+y−1,Ux−y−1} is
admissible, but {Ux+y−1,U4x−2y−4} is not.
Below, for convenience, we always use UL and UL to represent the hyperplanes
over Fnp and Z
n
p respectively.
The main result of this paper is the following theorem.
Theorem 1.1. Suppose that n, r ≥ 1 and p is a prime with
p >
(
r + 1
2
)
. (1.11)
Let UL1 , . . . ,ULr be some hyperplanes over Znp such that {UL1 , . . . ,ULr} is admissi-
ble. Assume that the function Ψ(x1, . . . , xn) over Z
n
p has the Taylor expansion of
order r at the point (0, . . . , 0), and
Ψ(s1p, . . . , snp) ≡ 0 (mod pr)
for each
(s1, . . . , sn) ∈
r⋃
i=1
ULi .
Then
Ψ(s1p, . . . , snp) ≡ 0 (mod pr) (1.12)
for each (s1, . . . , sn) ∈ Znp .
In other words, Theorem 1.1 says that if a congruence modulo pr holds over
some r hyperplanes of Znp , then it is also valid over the whole Z
n
p . So the above
statement can be read as: if a congruence is true locally, then it is true globally.
A minor disadvantage of Theorem 1.1 is the requirement (1.11). Actually, mo-
tivated by Theorem 2.1, we conjecture that the requirement p >
(
r+1
2
)
might be
weakened to p > r. Of course we can always verify each congruence for those
primes p ≤ (r+1
2
)
via numerical computations.
Let us briefly describe our strategy to prove congruence (1.9) by using Theorem
1.1. First, we construct a function ψ(x, y, z), which is 3-differentiable over (pZp)
3,
such that (1.9) is equivalent to
ψ(s0p, s0p, s0p) ≡ 0 (mod p3),
where s0 = (α + 〈−α〉)/p. Next, by applying Dixon well-poised sum formula, we
can show that
ψ(0, sp, tp) = ψ(rp, 0, tp) = ψ(rp, sp, 0) = 0
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for each r, s, t ∈ Zp. Since {Ux,Uy,Uz} is admissible over Z3p, in view of Theorem
1.1, we get the desired result.
The paper is organized as follows. In the next section, we will discuss a prelim-
inary result for one-variable functions. Then, in the third section, with the help
of Schwartz-Zippel lemma, we prove Theorem 1.1 which involves multi-varibale
functions. Since the existence of the Taylor expansion in Zp is crucial tool to en-
sure the successful application of Theorem 1.1, in Section 4 we discuss the Taylor
expansions of rational functions and of the p-adic gamma functions. In the remain-
ing sections, we will provide various applications of Theorem 1.1 by establishing
several p-adic analogues of hypergeometric identities.
2. The one-variable case
Theorem 2.1. Let p be a prime. Assume that 1 ≤ r ≤ p and ψ(x) is a function
over Zp with the following Taylor expansion of order r − 1 at x = 0:
ψ(tp) := ψ(0) +
r−1∑
k=1
Ak
k!
· (tp)k (mod pr).
Let a1, . . . , ar ∈ Zp with τp(ai) 6= τp(aj) for any 1 ≤ i < j ≤ r. Suppose that
ψ(aip) ≡ 0 (mod pr)
for each 1 ≤ i ≤ r. Then
ψ(sp) ≡ 0 (mod pr) (2.1)
for every s ∈ Zp. Furthermore, for each 1 ≤ k ≤ r − 1, we have
Ak ≡ 0 (mod pr−k). (2.2)
Proof. According to the Taylor expansion of ψ(x),

0 ≡ ψ(a1p) ≡ ψ(0) + A11! · a1p+ A22! · a21p2 + · · ·+ Ar−1(r−1)! · ar−11 pr−1 (mod pr),
0 ≡ ψ(a2p) ≡ ψ(0) + A11! · a2p+ A22! · a22p2 + · · ·+ Ar−1(r−1)! · ar−12 pr−1 (mod pr),
...
0 ≡ ψ(arp) ≡ ψ(0) + A11! · arp+ A22! · a2rp2 + · · ·+ Ar−1(r−1)! · ar−1r pr−1 (mod pr).
Since the Vandermonde determinant is∣∣∣∣∣∣∣∣
1 a1 a
2
1 · · · ar−11
1 a2 a
2
2 · · · ar−12
...
...
...
. . .
...
1 ar a
2
r · · · ar−1r
∣∣∣∣∣∣∣∣
=
∏
1≤i<j≤r
(aj − ai) 6≡ 0 (mod p),
we find that
ψ(0) ≡ 0 (mod pr) (2.3)
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and, for each 1 ≤ k ≤ r − 1,
Ak
k!
· pk ≡ 0 (mod pr). (2.4)
Thus (2.1) immediately follows from (2.3), (2.4) and the Taylor expansion of ψ. 
According to Theorem 2.1, the p-adic Taylor expansion of a function over Zp is
unique in the following sense.
Corollary 2.1. Let p be a prime and 1 ≤ r < p. Suppose that the function ψ(x)
over Zp has two forms of Taylor expansion at x = α:
ψ(α + tp) ≡ψ(α) +
r∑
k=1
Ak
k!
· (tp)k (mod pr+1)
≡ψ(α) +
r∑
k=1
Bk
k!
· (tp)k (mod pr+1).
Then for 1 ≤ k ≤ r,
Ak ≡ Bk (mod pr+1−k).
Proof. Now the zero function has the Taylor expansion
0 ≡ 0 +
r∑
k=1
Ak − Bk
k!
· (tp)k (mod pr+1).
So by (2.2),
Ak −Bk ≡ 0 (mod pr+1−k).

With help of Theorem 2.1, we now present a short proof of (1.4). Assume
that f(x) is a polynomial over Zp. It is straightforward to verify that for each
1 ≤ r ≤ p− 1 and a ∈ Zp, f(x) has the Taylor expansion
f(a+ tp) ≡ f(a) +
r∑
k=1
f (k)(a)
k!
· (tp)k (mod pr+1),
where f (k) denotes the formal derivative of order k of f(x).
Let a = 〈−α〉p and let
ψ(x) := 2F1
[−a + x 1 + a− x
1
∣∣∣∣ 1
]
p−1
− (−1)a. (2.5)
Clearly ψ is a polynomial over Zp, and, by the Chu-Vandemonde identity, it is easy
to show that
ψ(0) = ψ(p) = 0. (2.6)
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According to Theorem 2.1 with a1 = 0 and a1 = 1, we have
ψ(sp) ≡ 0 (mod p2)
for each s ∈ Zp. In particular, setting s = (α + a)/p, we get (1.4).
Furthermore, by (2.2), for each s ∈ Zp we have
ψ′(sp) ≡ ψ′(0) ≡ 0 (mod p). (2.7)
Note that, for each k ≥ 1,
d((x)k)
dx
= (x)k
k−1∑
j=0
1
x+ j
. (2.8)
It follows from (2.7) that
p−1∑
k=1
(α)k(1− α)k
(k!)2
k−1∑
j=0
(
1
α + j
− 1
1− α + j
)
≡ 0 (mod p).
In particular, for d ∈ {3, 4, 6}, and for each prime p > 3, we have
p−1∑
k=1
(1
d
)k(
d−1
d
)k
(k!)2
·Hdk,χd ≡ 0 (mod p),
where χd denotes the unique non-trivial character modulo d, and
Hk,χ =
k∑
j=1
χ(j)
j
.
3. The multi-variable case and the proof of Theorem 1.1
In order to prove Theorem 1.1, we need to reduce the multi-variables function
to a one-variable function.
Suppose that v1, . . . , vn, c1, . . . , cn ∈ Fp and at least one of v1, . . . , vn is non-zero.
Write
l(~v, c) := {(v1t+ c1, . . . , vnt + cn) : t ∈ Fp},
where ~v = (v1, . . . , vn) and c = (c1, . . . , cn). Clearly l(~v, c) forms a line over F
n
p .
Lemma 3.1. Suppose that UL1 , . . . ,ULr are distinct hyperplanes over F
n
p and let
c ∈ Fnp . If p >
(
r+1
2
)
and
c 6∈
⋃
1≤i<j≤r
(ULi ∩ULi),
then there exists ~v ∈ Fnp \ {(0, . . . , 0)} such that
|l(~v, c) ∩ULi | = 1
for each 1 ≤ i ≤ r, and
l(~v, c) ∩ULi 6= l(~v, c) ∩ULj
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for each 1 ≤ i < j ≤ r.
Proof. For each 1 ≤ i ≤ r, let
λi(x1, . . . , xn) := Li(x1, . . . , xn)− Li(0, . . . , 0)
and
µi := Li(c1, . . . , cn).
Since Li is linear, it is easy to see that
Li(v1t+ c1, . . . , vnt + cn) = t · λi(v1, . . . , vn) + µi.
For 1 ≤ i < j ≤ n, c 6∈ ULi ∩ULj and ULi 6= ULj imply that
µj · λi(x1, . . . , xn)− µi · λj(x1, . . . , xn)
is a polynomial of degree 1. Let
f(x1, . . . , xn) :=
r∏
i=1
λi(x1, . . . , xn) ·
∏
1≤i<j≤r
(
µj ·λi(x1, . . . , xn)−µi ·λj(x1, . . . , xn)
)
.
Evidently f is a polynomial over Fp of degree r +
(
r
2
)
=
(
r+1
2
)
.
We need the Schwartz-Zippel lemma as follows (cf. [17, Theorem 6.13]):
Let f(x1, . . . , xn) be a polynomial over Fp of degree d ≥ 0. Then the set of zeros
of f in Fnp , i. e. Zf := {(a1, . . . , an) ∈ Fnp : f(a1, . . . , an) = 0}, contains at most
d · pn−1 elements.
Hence, since p >
(
r+1
2
)
, by the Schwartz-Zippel lemma, it follows that
|Zf | ≤
(
r + 1
2
)
· pn−1 < pn − 1
and we find that there exists (v1, . . . , vn) ∈ Fnp \ {(0, . . . , 0)} such that
f(v1, . . . , vn) 6= 0.
Then λi(v1, . . . , vn) 6= 0, and the line l(~v, c) intersects ULi at the unique point
(v1ti + c1, . . . , vnti + cn),
where
ti = − µi
λi(v1, . . . , vn)
.
Clearly, for each 1 ≤ i < j ≤ r
µj · λi(v1, . . . , vn) 6= µi · λj(v1, . . . , vn)
imply that ti 6= tj and therefore the intersection points are distinct and we are
done. 
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Proof of Theorem 1.1. Recall that τp(x) = 〈x〉p is the natural homomorphism from
Zp to Fp. For each 1 ≤ i ≤ r, let Li = τpLi be a linear function over Fnp . Since
{UL1 , . . . ,ULr} is admissible, UL1 , . . . ,ULr are distinct hyperplanes over Fnp , where
ULi = τp(ULi). Let
V :=
⋃
1≤i<j≤r
(ULi ∩ULj ).
Our first claim is the following: if (s1, . . . , sn) ∈ Znp is such that
c := (τp(s1), . . . , τp(sn)) 6∈ V ,
then Ψ(s1p, . . . , snp) ≡ 0 (mod pr).
According to Lemma 3.1, there exists
~v = (v1, . . . , vn) ∈ Fnp \ {(0, . . . , 0)},
such that, for 1 ≤ i ≤ r,
l(~v, c) ∩ULi = {(v1ti + c1, . . . , vnti + cn)},
where t1, . . . , tr ∈ Fp are distinct. Without loss of generality, we may assume that
v1, . . . , vn ∈ {0, 1, . . . , p− 1}. Then
L := {(v1t + s1, . . . , vnt+ sn) : t ∈ Zp}
forms a line over Znp , too. Now for each 1 ≤ i ≤ r, L intersects with ULi at the
single point
(v1ai + s1, . . . , vnai + sn),
where ai ∈ Zp and τp(ai) = ti. Let
Ω(x) := Ψ(v1x+ s1p, . . . , vnx+ snp).
Since (v1ai + s1, . . . , vnai + sn) ∈ ULi , it follows
Ω(aip) = Ψ(v1aip+ s1p, . . . , vnaip+ snp) ≡ 0 (mod pr)
for each 1 ≤ i ≤ r, and by applying Theorem 2.1, we find that
Ω(tp) ≡ 0 (mod pr)
for any t ∈ Zp. In particular,
Ψ(s1p, . . . , snp) = Ω(0) ≡ 0 (mod pr)
and our claim is proved.
It remains to show that if (s1, . . . , sn) ∈ Znp is such that
c := (τp(s1), . . . , τp(sn)) ∈ V ,
then Ψ(s1p, . . . , snp) ≡ 0 (mod pr).
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We arbitrarily choose ~v := (v1, . . . , vn) ∈ Fnp , where vi ∈ {0, 1, . . . , p−1}, such that
l(~v, c) is not parallel to any of UL1 , . . . ,ULr . Note that
V =
⋃
1≤i<j≤r
(ULi ∩ULj) ⊆
r⋃
i=1
ULi.
So we must have
|l(~v, c) ∩ V | ≤ r − 1.
Since p ≥ 2r − 1, we may find distinct t1, . . . , tr ∈ Fp so that, for each 1 ≤ i ≤ r,
(v1ti + c1, . . . , vnti + cn) 6∈ V .
By the previous claim, for 1 ≤ i ≤ r, if ai ∈ Zp is such that τp(ai) = ti, then
Ψ((v1ai + s1)p, . . . , (vnai + sn)p) ≡ 0 (mod pr).
Let
Ω(x) := Ψ(v1x+ s1p, . . . , vnx+ snp).
Then Ω(aip) ≡ 0 (mod pr) for 1 ≤ i ≤ r, and, again by Theorem 2.1,
Ω(tp) ≡ 0 (mod pr)
for any t ∈ Zp. In particular
Ψ(s1p, . . . , snp) = Ω(0) ≡ 0 (mod pr).

4. The Taylor expansions of rational functions and of the p-adic
gamma function
Let Zp[x] denote the ring of all polynomials whose coefficients lie in Zp. The
next lemma shows the existence of the Taylor expansions of rational functions.
Lemma 4.1. Suppose that P (x), Q(x) ∈ Zp[x] and α ∈ Zp. If Q(α) 6≡ 0 (mod p).
Then the rational function P (x)/Q(x) has the Taylor expansion of order r at x = α
for each r ≥ 1.
Proof. It suffices to prove that 1/Q(x) has the Taylor expansion of order r at x = α.
Let H(x) = (Q(α + x)−Q(α))/x. Then
1
Q(α + tp)
=
1
Q(α) + tp ·H(tp) ≡
1
Q(α)r+1
· Q(a)
r+1 − (tp)r+1 · (−H(tp))r+1
Q(α) + tp ·H(tp)
=
r∑
k=0
(−1)kH(tp)k
Q(α)k+1
· (tp)k (mod pr+1).

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Remark. In fact, if Q(α) 6≡ 0 (mod p), then it is not hard to verify that f(x) =
P (x)/Q(x) has the Taylor expansion at x = α,
f(α + tp) = f(α) +
r∑
k=1
dkf(α)
dxk
· (tp)
k
k!
(mod pr+1).
The Taylor expansion of p-adic gamma function is a little bit more involved.
First, let us expand Γp(x) at x = 0.
Lemma 4.2. The p-adic gamma function has the Taylor expansion of order p− 3
at x = 0.
Proof. We define the p-adic exponent function expp and logarithm function logp by
expp(tp) :=
∞∑
k=0
1
k!
· (tp)k
and
logp(1 + tp) :=
∞∑
k=1
(−1)k−1
k
· (tp)k
for each t ∈ Zp. By a straightforward calculation, we verify that
expp
(
logp(1 + tp)
)
= 1 + tp.
On the other hand, by [37, Theorem, p. 376]), for any t ∈ Zp,
logp Γp(tp) = λ0 · tp−
∞∑
k=1
λk
2k(2k + 1)
· (tp)2k+1,
where pλk ∈ Zp for each k ≥ 0. In fact, it is known (cf. [37, Lemma, p. 378]) that
λn ∈ Zp unless 2n > 0 is divisible by p− 1. Hence, it follows that
Γp(tp) ≡ expp
(
λ0 · tp−
1
2
(p−3)∑
k=1
λk · (tp)2k+1
2k(2k + 1)
)
≡1 +
p−3∑
k=1
Gk(0)
k!
· (tp)k (mod pp−2), (4.1)
where G1(0), . . . , Gp−3(0) ∈ Zp. In particular, set G0(0) = 0. 
Let
H(s)n (p) :=
∑
1≤k≤n
p∤k
1
ks
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and
H
(s)
n (p) :=
∑
1≤k1<k2<···<ks≤n
p∤k1k2···ks
1
k1k2 · · · ks .
In particular, we set H
(0)
n (p) = 1. Clearly H
(1)
n (p) = H
(1)
n (p).
Lemma 4.3. Let p be prime and r ≥ 1. Suppose that n,m are positive integers
with n ≡ m (mod pr). Then for any 1 ≤ s ≤ p− 2,
H(s)n (p) ≡ H(s)m (p) (mod pr) (4.2)
and
H
(s)
n (p) ≡ H(s)m (p) (mod pr). (4.3)
Proof. Without loss of generality, we may assume that m ∈ {1, 2, . . . , pr}, i.e.,
m = pr − 〈−n〉pr . Let g be a primitive root of pr. Then
∑
1≤k≤pr
p∤k
1
ks
≡
pr−1(p−1)∑
k=0
1
gks
=
gp
r−1(p−1)s − 1
gs − 1 ≡ 0 (mod p
r). (4.4)
Hence, by letting l = (n−m)/pr, we find
H(s)n (p) =
l−1∑
j=0
∑
1≤k≤pr
p∤k
1
(jpr + k)s
+
∑
1≤k≤m
p∤k
1
(lpr + k)s
≡
∑
1≤k≤m
p∤k
1
ks
≡ H(s)m (p) (mod pr).
We need a few more notations. For each non-negative integer h, the elementary
symmetric polynomial is defined as
Es(x1, . . . , xh) :=
∑
1≤j1<j2<...<js≤h
xj1xj2 · · ·xjs,
and the power sum symmetric polynomial is
Ps(x1, . . . , xh) := x
s
1 + x
s
2 + · · ·+ xsh.
We set Es(x1, . . . , xh) = 0 when h < s. Then
H(s)n (p) = Ps
({
1
k
: 1 ≤ k ≤ n, p ∤ k
})
,
and
H
(s)
n (p) = Es
({
1
k
: 1 ≤ k ≤ n, p ∤ k
})
.
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Finally, (4.3) is obtained from (4.2) by applying the classical Newton-Girard for-
mula
Es(x1, . . . , xh) = (−1)s
∑
j1+2j2+···+sjs=s
j1,j2,...,js≥0
s∏
i=1
1
ji!
·
(
− Pi(x1, . . . , xh)
i
)ji
.

Lemma 4.4. Let p be prime and r ≥ 1. Suppose that n,m are positive integers
with n+m+ 1 ≡ 0 (mod pr). Then for each odd 1 ≤ s ≤ p− 2,
H(s)n (p) ≡ H(s)m (p) (mod pr). (4.5)
Proof. Assume that n+m+ 1 = hpr. According to (4.4) and (4.2), we have
H
(s)
hpr(p) ≡ 0 (mod pr).
Since s is odd,
H(s)m (p) =
∑
1≤k≤hpr−1−n
p∤k
1
ks
=
∑
n+1≤k≤hpr−1
p∤k
1
(hpr − k)s
≡−
∑
n+1≤k≤hpr
p∤k
1
ks
= H(s)n (p)−H(s)hpr(p) ≡ H(s)n (p) (mod pr).

We conclude this section by showing the existence of the Taylor expansions of
the p-adic gamma function.
Theorem 4.1. For each α ∈ Zp and 1 ≤ r ≤ p − 3, the p-adic gamma function
has the Taylor expansion of order r at x = α. In particular, we have
Γp(α+ tp) = Γp(α) + Γp(α)
r∑
k=1
(tp)k
k∑
j=0
Gj(0)
j!
· H(k−j)ak+1−j−1(p) (mod pr+1), (4.6)
where ai = p
r+1−i − 〈−α〉pr+1−i and G0(0), G1(0), . . . , Gr(0) are given in (4.1).
Proof. Recall that Γp(x) ≡ Γp(y) (mod pr) if x ≡ y (mod pr). Let
a0 = p
r+1 − 〈−α〉pr+1 and t0 = pr+1 − 〈−t〉pr+1.
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Then a0 ≡ α (mod pr+1), t0 ≡ t (mod pr+1) and a0, t0 ∈ {1, 2, . . . , pr+1}. It follows
that
Γp(a0 + t0p)
Γp(a0)
=Γp(t0p)
∏
1≤k<a0
p∤k
k + t0p
k
= Γp(t0p)
∏
1≤k<a0
p∤k
(
1 +
t0p
k
)
≡Γp(t0p) ·
(
1 +
r∑
j=1
H
(j)
a0−1
(p) · (t0p)j
)
(mod pr+1).
Therefore, by (4.3),
Γp(α + tp)
Γp(α)
≡ Γp(tp) ·
(
1 +
r∑
j=1
H
(j)
a0−1(p) · (t0p)j
)
≡
( r∑
k=0
Gk(0)
k!
· (tp)k
)
·
(
1 +
r∑
j=1
H
(j)
pr−j−〈−α〉
pr−j
−1
(p) · (tp)j
)
≡1 +
r∑
k=1
(tp)k
k∑
j=0
Gj(0)
j!
· H(k−j)
pr−k+j−〈−α〉
pr−k+j
−1
(p) (mod pr+1)
and we are done. 
5. The Dixon type 3F2 supercongruence modulo p
3
The Dixon well-poised sum formula [3, Theorem 3.4.1] asserts that
3F2
[
α β γ
α− β + 1 α− γ + 1
∣∣∣∣ 1
]
=
Γ(1
2
α + 1)Γ(α− β + 1)Γ(α− γ + 1)Γ(1
2
α− β − γ + 1)
Γ(α+ 1)Γ(1
2
α− β + 1)Γ(1
2
α− γ + 1)Γ(α− β − γ + 1) , (5.1)
where ℜ(α− 2β − 2γ) > −2 or α ≤ 0 is an integer. Setting α = β = γ in (5.1), we
get
3F2
[
α α α
1 1
∣∣∣∣ 1
]
=
Γ(1 + 1
2
α)Γ(1− 3
2
α)
Γ(1 + α)Γ(1− α)Γ(1− 1
2
α)2
. (5.2)
The next theorem is a p-adic analogue of (5.2).
Theorem 5.1. Suppose that p is an odd prime and α ∈ Z×p . Let s = (α+〈−α〉p)/p,
and
gp(α) =
Γp(1 +
1
2
α)Γp(1− 32α)
Γp(1 + α)Γp(1− α)Γp(1− 12α)2
.
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Then the following congruence holds modulo p3,
3F2
[
α α α
1 1
∣∣∣∣ 1
]
p−1
≡


2gp(α) if 〈−α〉p is even and 〈−α〉p < 2p/3,
p(2− 3s)gp(α) if 〈−α〉p is even and 〈−α〉p ≥ 2p/3,
psgp(α) if 〈−α〉p is odd and 〈−α〉p < p/3,
p2s(1− 3s)gp(α)
2
if 〈−α〉p is odd and 〈−α〉p ≥ p/3.
Here we only prove the first case where 〈−α〉p is even and 〈−α〉p < 2p/3, since
the proofs of the other cases are very similar. Clearly it can be verified for p ≤ 5
and for each 1 ≤ α ≤ p3 via some numerical computations. So below we assume
that p ≥ 7.
Let a = 〈−α〉p. According to our assumptions, a is even and a < 2p/3. Let
Ψ(x, y, z) :=3F2
[−a + x −a+ y −a + z
1 + x− y 1 + x− z
∣∣∣∣ 1
]
p−1
− 2Γp(1−
1
2
a+ 1
2
x)Γp(1 + x− y)Γp(1 + x− z)Γp(1 + 32a + 12x− y − z)
Γp(1− a+ x)Γp(1 + 12a + 12x− y)Γp(1 + 12a+ 12x− y)Γp(1 + a + x− y − z)
.
Clearly the congruence
3F2
[
α α α
1 1
∣∣∣∣ 1
]
p−1
≡ 2gp(α) (mod p3)
is equivalent to
Ψ(s0p, s0p, s0p) ≡ 0 (mod p3), (5.3)
where s0 = (α + a)/p. By Theorem 1.1, it suffices to prove the following lemma.
Lemma 5.1. Suppose that r, s, t ∈ Zp. Then
Ψ(rp, sp, tp) = 0 (5.4)
provided that at least one of r, s, t is zero.
Proof. First, we shall prove that
Ψ(0, sp, tp) = 0 (5.5)
for each s, t ∈ Zp. In fact, we may assume that sp, tp ∈ Q \ Z, i.e., both s and t
are non-integral rational number. For each m ≥ 1 and x ∈ Zp, let
xm = 〈x〉pm − 1 + 1
1 + pm
. (5.6)
Clearly xmp ∈ Q \ Z and xm ≡ x (mod pm). Then in the sense of p-adic norm,
lim
m→∞
xm = x.
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So
Ψ(0, sp, tp) = lim
m→∞
Ψ(0, smp, tmp).
Thus it suffices to show that Ψ(0, smp, tmp) = 0 for each m ≥ 1. Of course,
1/(1+pm) in (5.6) can be replaced by c/(c+dpm) for arbitrary c, d ∈ Z with p ∤ cd.
Below assume that sp, tp ∈ Q \ Z. Furthermore, in view of (5.6), we also may
assume that sp+ tp ∈ Q \ Z. By (5.1), we have
3F2
[−a −a + sp −a + tp
1− sp 1− tp
∣∣∣∣ 1
]
= lim
z→0
3F2
[−a + z −a+ sp −a + tp
1 + z − sp 1 + z − tp
∣∣∣∣ 1
]
=
Γ(1− sp)
Γ(1 + 1
2
a− sp) ·
Γ(1− tp)
Γ(1 + 1
2
a− tp) ·
Γ(1 + 3
2
a− sp− tp)
Γ(1 + a− sp− tp) · limz→0
Γ(1− 1
2
a+ 1
2
z)
Γ(1− a+ z) .
Since a is even and a < 2p/3,
Γ(1 + 3
2
a− sp− tp)
Γ(1 + a− sp− tp) =
1
2
a−1∏
j=0
(1 + a− sp− tp + j) = (−1) 12a · Γp(1 +
3
2
a− sp− tp)
Γp(1 + a− sp− tp) .
Similarly, we have
Γ(1− sp)
Γ(1 + 1
2
a− sp) =
(−1) 12a · Γp(1− sp)
Γp(1 +
1
2
a− sp) ,
Γ(1− tp)
Γ(1 + 1
2
a− tp) =
(−1) 12a · Γp(1− tp)
Γp(1 +
1
2
a− tp) .
Furthermore, recall that for each non-negative integer n, Γ(z) has a simple pole at
z = −n with the residue
lim
z→−n
(z + n)Γ(z) =
(−1)n
n!
.
So
lim
z→0
Γ(1− 1
2
a+ 1
2
z)
Γ(1− a+ z) = limz→0
(−1) 12a−1(1
2
a− 1)!
(−1)a−1(a− 1)! ·
z
1
2
z
=
2Γp(
1
2
a)
Γp(a)
= (−1) 12a·2Γp(1−
1
2
a)
Γp(1− a) .
Thus
3F2
[−a −a + sp −a+ tp
1− sp 1− tp
∣∣∣∣ 1
]
p−1
= 3F2
[−a −a + sp −a + tp
1− sp 1− tp
∣∣∣∣ 1
]
=
Γp(1− sp)
Γp(1 +
1
2
a− sp) ·
Γp(1− tp)
Γp(1 +
1
2
a− tp) ·
Γp(1 +
3
2
a− sp− tp)
Γp(1 + a− sp− tp) ·
2Γp(1− 12a)
Γp(1− a) .
(5.5) is concluded.
Similarly, noting that
Γ(1 + b1 + rp)
Γ(−b2 + rp) = (−1)
b1+b2+1rp · Γp(1 + b1 + rp)
Γp(−b2 + rp)
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for each 0 ≤ b1, b2 ≤ p− 1, we can obtain that
3F2
[−a + rp −a −a + tp
1 + rp 1 + rp− tp
∣∣∣∣ 1
]
p−1
= 3F2
[−a + rp −a −a + tp
1 + rp 1 + rp− tp
∣∣∣∣ 1
]
=
Γ(1 + rp)
Γ(1− a + rp) ·
Γ(1− 1
2
a+ 1
2
rp)
Γ(1 + 1
2
a+ 1
2
rp)
· Γ(1 + rp− tp)
Γ(1 + a+ rp− tp) ·
Γ(1 + 3
2
a + 1
2
rp− tp)
Γ(1 + 1
2
a + 1
2
rp− tp)
=
rp · Γp(1 + rp)
Γp(1− a+ rp) ·
Γp(1− 12a+ 12rp)
1
2
rp · Γp(1 + 12a + 12rp)
· Γp(1 + rp− tp)
Γp(1 + a+ rp− tp) ·
Γp(1 +
3
2
a + 1
2
rp− tp)
Γp(1 +
1
2
a + 1
2
rp− tp) ,
which evidently implies
Ψ(rp, 0, tp) = 0.
Symmetrically, we also have Ψ(rp, sp, 0) = 0. 
6. The Watson-Whipple type 3F2 supercongruence modulo p
3
Let us consider the Watson identity [3, Theorem 3.5.5 (i)]
3F2
[
α β γ
1
2
(α+ β + 1) 2γ
∣∣∣∣ 1
]
=
Γ(1
2
)Γ(1
2
+ γ)Γ(1
2
(α + β + 1))Γ(1
2
(1− α− β) + γ)
Γ(1
2
(1 + α))Γ(1
2
(1 + β))Γ(1
2
(1− α) + γ)Γ(1
2
(1− β) + γ) ,
(6.1)
where ℜ(2γ − α − β) > −1 or α ≤ 0 is an integer. Setting β = α and γ = 1/2 in
(6.1), we obtain that
3F2
[
α 1− α 1
2
1 1
∣∣∣∣ 1
]
=
Γ(1
2
)2
Γ(1− 1
2
α)2Γ(1
2
+ 1
2
α)2
. (6.2)
Then we also have a p-adic analogue of (6.2) as follows.
Theorem 6.1. Let p be an odd prime and let α ∈ Zp. If 〈−α〉p is even, then
3F2
[
α 1− α 1
2
1 1
∣∣∣∣ 1
]
p−1
≡ Γp(
1
2
)2
Γp(1− 12α)2Γp(12 + 12α)2
(mod p3). (6.3)
On the other hand, if 〈−α〉p is odd, then
3F2
[
α 1− α 1
2
1 1
∣∣∣∣ 1
]
p−1
≡ s(s− 1)p
2
4
· Γp(
1
2
)2
Γp(1− 12α)2Γp(12 + 12α)2
(mod p3), (6.4)
where s = (α + 〈−α〉p)/p.
We mention that (6.3) was conjectured by Liu in [20].
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Here we only give the proof of (6.3), too. Verify (6.3) for p = 3, 5 directly and
assume that p ≥ 7. Let a denote 〈−α〉p and let s0 = (α + a)/p. Let
Ω(x, y, z) :=3F2
[−a+ x 1 + a− x 1
2
(1− y)
1 + z 1− y − z
∣∣∣∣ 1
]
p−1
− Γp(
1+z
2
)Γp(1 +
z
2
)Γp(
1−y−z
2
)Γp(1− y+z2 )
Γp(
1−a
2
+ x+z
2
)Γp(
1−a
2
+ x−y−z
2
)Γp(1 +
a
2
+ z−x
2
)Γp(1 +
a
2
− x+y+z
2
)
.
Then (6.3) is equivalent to
Ω(s0p, 0, 0) ≡ 0 (mod p3).
In view of Theorem 2.1, it suffices to show that the next lemma.
Lemma 6.1.
Ω(rp, p, tp) = Ω(0, sp, tp) = Ω(p, sp, tp) = 0
for each r, s, t ∈ Zp.
Proof. First, we shall prove
Ω(rp, p, tp) = 0. (6.5)
Note that for each m ≥ 0, we may choose 1 ≤ rm ≤ 2pm with 2 | r such that
rm ≡ r (mod pm), i.e.,
lim
m→∞
Ω(rmp, p, tp) = Ω(rp, p, tp).
So without loss of generality, we may assume that r is a positive even integer.
Furthermore, assume that tp ∈ Q \ Z.
However, the Watson identity is not suitable to prove (6.5). We need another
formula due to Whipple [3, Theorem 3.5.5 (ii)]:
3F2
[
α 1− α β
γ 2β − γ + 1
∣∣∣∣ 1
]
=
21−2βπΓ(γ)Γ(2β − γ + 1)
Γ(β + 1
2
(α− γ + 1))Γ(β + 1− 1
2
(α + γ))Γ(1
2
(α+ γ))Γ(1
2
(γ − α + 1)) , (6.6)
where ℜ(β) > 0. Clearly Whipple’s identity (6.6) also implies (6.2) by setting
β = 1/2 and γ = 1.
Now according to the duplication formula
Γ(z)Γ
(
z +
1
2
)
= 21−2z
√
πΓ(2z),
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(6.6) can be rewritten as
3F2
[
α 1− α β
γ 2β − γ + 1
∣∣∣∣ 1
]
=
Γ(γ)Γ(1
2
+ γ)Γ(1
2
+ β − 1
2
γ)Γ(1 + β − 1
2
γ)
Γ(β + 1
2
(α− γ + 1))Γ(β + 1− 1
2
(α + γ))Γ(1
2
(α+ γ))Γ(1
2
(γ − α + 1)) . (6.7)
Applying (6.7), we have
3F2
[−a + rp 1 + a− rp 1
2
(1− p)
1 + tp 1− p− tp
∣∣∣∣ 1
]
=
Γ(1
2
+ tp
2
)Γ(1 + tp
2
)Γ(1
2
− p
2
− tp
2
)Γ(1− p
2
− tp
2
)
Γ(1
2
− a
2
+ rp
2
− p
2
− tp
2
)Γ(1 + a
2
− p
2
− rp
2
− tp
2
)Γ(1
2
− a
2
+ rp
2
+ tp
2
)Γ(1 + a
2
− rp
2
+ tp
2
)
.
Since both a and r are positive even integers and a < p,
Γ(1 + a
2
+ tp
2
)
Γ(1 + a
2
− rp
2
+ tp
2
)
=
1
2
rp−1∏
j=0
(
1 +
a
2
+
tp
2
+ j
)
=(−1) 12 rp · Γp(1 +
a
2
+ tp
2
)
Γp(1 +
a
2
− rp
2
+ tp
2
)
·
1
2
r∏
j=1
(
jp− rp
2
+
tp
2
)
.
So
Γ(1 + tp
2
)
Γ(1 + a
2
− rp
2
+ tp)
=
Γ(1 + tp
2
)
Γ(1 + a
2
+ tp)
· Γ(1 +
a
2
+ tp
2
)
Γ(1 + a
2
− rp
2
+ tp
2
)
=(−1) 12a · Γp(1 +
tp
2
)
Γp(1 +
a
2
+ tp
2
)
· (−1) 12 rp 12 r · Γp(1 +
a
2
+ tp
2
)
Γp(1 +
a
2
− rp
2
+ tp
2
)
·
1
2
r∏
j=1
(
j − r
2
+
t
2
)
=(−1) 12 (a+r)p 12 r · Γp(1 +
tp
2
)
Γp(1 +
a
2
− rp
2
+ tp
2
)
·
1
2
r∏
j=1
(
j − r
2
+
t
2
)
.
Similarly, we have
Γ(1− p
2
− tp
2
)
Γ(1 + a
2
− p
2
− rp
2
− tp
2
)
= (−1) 12 (a+r)p 12 r· Γp(1−
p
2
− tp
2
)
Γp(1 +
a
2
− p
2
− rp
2
− tp
2
)
1
2
r∏
j=1
(
j−1
2
−r
2
− t
2
)
,
Γ(1
2
− p
2
− tp
2
)
Γ(1
2
+ a
2
− p
2
+ rp
2
− tp
2
)
=
(−1) 12 (a+r)
p
1
2
r
· Γp(
1
2
− p
2
− tp
2
)
Γp(
1
2
+ a
2
− p
2
+ rp
2
− tp
2
)
1
2
r∏
j=1
1
r
2
− t
2
− j ,
Γ(1
2
+ tp
2
)
Γ(1
2
+ a
2
+ rp
2
+ tp
2
)
=
(−1) 12 (a+r)
p
1
2
r
· Γp(
1
2
+ tp
2
)
Γp(
1
2
+ a
2
+ rp
2
+ tp
2
)
1
2
r∏
j=1
1
r
2
+ t
2
+ 1
2
− j .
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Hence
3F2
[−a + rp 1 + a− rp 1
2
(1− p)
1 + tp 1− p− tp
∣∣∣∣ 1
]
p−1
=
Γp(
1
2
+ tp
2
)Γp(1 +
tp
2
)Γp(
1
2
− p
2
− tp
2
)Γp(1− p2 − tp2 )
Γp(
1
2
− a
2
+ rp
2
− p
2
− tp
2
)Γp(1 +
a
2
− p
2
− rp
2
− tp
2
)Γp(
1
2
− a
2
+ rp
2
+ tp
2
)Γp(1 +
a
2
− rp
2
+ tp
2
)
,
i.e., (6.5) is valid.
Next, assume that sp, tp, (s+ t)p ∈ Q \ Z. With help of (6.7), it is not difficult
to check that
3F2
[−a 1 + a 1
2
(1− sp)
1 + tp 1− sp− tp
∣∣∣∣ 1
]
p−1
=
Γ(1
2
+ tp
2
)
Γ(1
2
− a
2
+ tp
2
)
· Γ(1 +
tp
2
)
Γ(1 + a
2
+ tp
2
)
· Γ(
1
2
− sp
2
− tp
2
)
Γ(1
2
− a
2
− sp
2
− tp
2
)
· Γ(1−
sp
2
− tp
2
)
Γ(1 + a
2
− sp
2
− tp
2
)
=
Γp(
1
2
+ tp
2
)
Γp(
1
2
− a
2
+ tp
2
)
· Γp(1 +
tp
2
)
Γp(1 +
a
2
+ tp
2
)
· Γp(
1
2
− sp
2
− tp
2
)
Γp(
1
2
− a
2
− sp
2
− tp
2
)
· Γp(1−
sp
2
− tp
2
)
Γp(1 +
a
2
− sp
2
− tp
2
)
,
i.e., Ω(0, sp, tp) = 0. Similarly, we may get Ω(p, sp, tp) = 0. 
7. The Pfaff-Saalschu¨tz type 3F2 supercongruence modulo p
3
If n = α+ β + 1− γ − δ is a non-negative integer, we have the Pfaff-Saalschu¨tz
balanced sum formula [8, (1.7.1)]
3F2
[
α β −n
γ δ
∣∣∣∣ 1
]
=
(γ − α)n(γ − β)n
(γ)n(γ − α− β)n . (7.1)
Setting γ = δ = 1 in (7.1), we get
3F2
[
α β 1− α− β
1 1
∣∣∣∣ 1
]
=
(1− α)n(1− β)n
(1)n(1− α− β)n , (7.2)
where n = α + β − 1 is a non-negative integer. As a p-adic analogue of (7.2), we
have the next result.
Theorem 7.1. Let p be an odd prime and let α, β ∈ Zp. If 〈−α〉p+ 〈−β〉p ≤ p−1,
then
3F2
[
α β 1− α− β
1 1
∣∣∣∣ 1
]
p−1
≡ Γp(1− α− β)
2
Γp(1− α)2Γp(1− β)2 (mod p
3). (7.3)
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And if 〈−α〉p + 〈−β〉p ≥ p, then
3F2
[
α β 1− α− β
1 1
∣∣∣∣ 1
]
p−1
≡((s− 1)2 + (t− 1)2 + st− 1) · p2 · Γp(1− α− β)
2
Γp(1− α)2Γp(1− β)2 (mod p
3), (7.4)
where s = (α + 〈−α〉p)/p and t = (β + 〈−β〉p)/p.
Assume that p ≥ 7. Let a = 〈−α〉p and b = 〈−β〉. Assume that a + b ≤ p− 1.
Define
Ψ(x, y) :=3F2
[−a + x −b+ y 1 + a+ b− x− y
1 1
∣∣∣∣ 1
]
p−1
− Γp(1 + a + b− x− y)
2
Γp(1 + a− x)2Γp(1 + b− y)2 .
Evidently (7.3) is equivalent to
Ψ(s0p, t0p) ≡ 0 (mod p3), (7.5)
where s0 = (α+ a)/p and t0 = (β + b)/p. In view of Theorem 1.1, we only need to
show that the following lemma.
Lemma 7.1.
Ψ(sp, tp) = 0
provided that s = 0, or t = 0, or s+ t = 1.
Proof. Assume that sp ∈ Q \ Z. According to (7.2), since 1 + a+ b ≤ p,
3F2
[−a + sp −b+ (1− s)p 1 + a+ b− p
1 1
∣∣∣∣ 1
]
=
(1 + a− sp)p−a−b−1(1 + b− (1− s)p)p−a−b−1
(1)p−a−b−1(1 + a + b− p)p−a−b−1 .
It is easy to check that
(1 + a− sp)p−a−b−1 = (−1)p−a−b−1 · Γp(−b+ (1− s)p)
Γp(1 + a− sp) ,
(1 + b− (1− s)p)p−a−b−1 = (−1)p−a−b−1 · Γp(−a + sp)
Γp(1 + b− (1− s)p) ,
(1)p−a−b−1 = (−1)p−a−b−1 · Γp(p− a− b)
Γp(1)
,
(1 + a + b− p)p−a−b−1 = (−1)p−a−b−1 · Γp(0)
Γp(1 + a+ b− p) .
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It follows that
3F2
[−a + sp −b + (1− s)p 1 + a+ b− p
1 1
∣∣∣∣ 1
]
p−1
=− Γp(−b+ (1− s)p)Γp(−a + sp)Γp(1 + a+ b− p)
Γp(1 + a− sp)Γp(1 + b− (1− s)p)Γp(p− a− b)
=
Γp(1 + a + b− p)2
Γp(1 + a− sp)2Γp(1 + b− (1− s)p)2 ,
where the formula (1.6) is used in the second equality. Thus Ψ(sp, tp) = 0 for each
(s, t) ∈ Ux+y−1.
Similarly, assuming that tp 6∈ Q \ Z, we obtain that
3F2
[−a −b+ tp 1 + a+ b− tp
1 1
∣∣∣∣ 1
]
=
(1 + b− tp)a(−a− b+ tp)a
(1)a(−a)a
=− Γp(1 + a+ b− tp)Γp(−b+ tp)Γp(−a)
Γp(1 + b− tp)Γp(−a− b+ tp)Γp(1 + a)
=
Γp(1 + a+ b− tp)2
Γp(1 + b− tp)2Γp(1 + a)2 ,
i.e., Ψ(0, tp) = 0. Symmetrically, we also have Ψ(sp, 0) = 0. 
Assume that a + b ≥ p. Let
Ω(x, y) :=3F2
[−a + x −b+ y 1 + a+ b− x− y
1 1
∣∣∣∣ 1
]
p−1
− ((x− 1)2 + (y − 1)2 + xy − 1) · Γp(1 + a+ b− x− y)
2
Γp(1 + a− x)2Γp(1 + b− y)2 .
Then (7.4) follows from the following lemma, whose proof is left to the reader as
an exercise.
Lemma 7.2.
Ω(sp, tp) = 0
provided that s = 0, or t = 0, or s+ t = 1.
8. A mod p3 transformation
In [44, Conjecture A36], Sun conjectured that for each prime p ≡ 1, 3 (mod 8),
p−1∑
k=0
(
2k
k
)3
(−64)k ≡
(−1
p
) p−1∑
k=0
(
4k
k,k,k,k
)
256k
(mod p3), (8.1)
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where the multinomial coefficient
(
4k
k,k,k,k
)
= (4k)!/(k!)4. In fact, as we shall see
soon, (8.1) is valid for every odd prime p. Clearly (8.1) can be rewritten as
3F2
[
1
2
1
2
1
2
1 1
∣∣∣∣− 1
]
p−1
≡ − 1
Γp(
1
2
)2
· 3F2
[
1
2
1
4
3
4
1 1
∣∣∣∣ 1
]
p−1
(mod p3) (8.2)
and (8.1) is the special case α = 1/2 of the following theorem.
Theorem 8.1. Suppose that p is an odd prime and α ∈ Z×p with 〈−α〉p < p/2.
Then
3F2
[
α α α
1 1
∣∣∣∣− 1
]
p−1
≡ −Γp(1− 2α)
Γp(1− α)2 · 3F2
[
α 1
2
α 1
2
+ 1
2
α
1 1
2
+ α
∣∣∣∣1
]
M
(mod p3), (8.3)
where
M =
p− 1
2
+ 〈−α〉p.
Proof. In order to prove (8.3), we need the following identity [40, p. 65, (2.4.2.1)]:
3F2
[
α α β
1 1
∣∣∣∣− 1
]
=
Γ(1− α− β)
Γ(1− α)Γ(1− β) · 4F3
[
α β α
2
1+α
2
1 α+β
2
1+α+β
2
∣∣∣∣ 1
]
, (8.4)
where either α or β is a negative integer.
Let a = 〈−α〉p. Set
Ψ(x, y) := 3F2
[−a + x+ y −a+ x+ y −a + y
1 1
∣∣∣∣− 1
]
p−1
+
Γp(1 + 2a− x− 2y)
Γp(1 + a− x− y)Γp(1 + a− y) · 4F3
[−a + x+ y −a + y −a+x+y
2
1−a+x+y
2
1 −2a+x+2y
2
1−2a+x+2y
2
∣∣∣∣ 1
]
M
.
Then (8.3) is equivalent to
Ψ(0, s0p) ≡ 0 (mod p3),
where s0 = (α + a)/p. Note that neither (−a)M nor (1/2 − a)M is divisible by
p. So Ψ(x, y) has the Taylor expansion of arbitrary order at (0, 0). According to
Theorem 1.1, it suffices to show that
Ψ(rp, sp) ≡ 0 (mod p3),
provided that either s = 0, or r + s = 0, or 2r + s+ 1 = 0.
First, we shall prove
Ψ(rp, 0) = 0 (8.5)
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for each r ∈ Zp. Without loss of generality, we may assume that rp ∈ Q \ Z. By
(8.4), we have
3F2
[−a + rp −a + rp −a
1 1
∣∣∣∣− 1
]
p−1
= 3F2
[−a+ rp −a + rp −a
1 1
∣∣∣∣− 1
]
=
Γ(1 + 2a− rp)
Γ(1 + a− rp)Γ(1 + a) · 4F3
[−a + rp −a −a+rp
2
1−a+rp
2
1 −2a+rp
2
1−2a+rp
2
∣∣∣∣ 1
]
M
.
Since 2a ≤ p− 1, it is easy to check that
Γ(1 + 2a− rp)
Γ(1 + a− rp)Γ(1 + a) = −
Γp(1 + 2a− rp)
Γp(1 + a− rp)Γp(1 + a) . (8.6)
Thus Ψ(rp, 0) = 0.
Next, we need to show
Ψ(rp,−rp) = 0 (8.7)
for each r ∈ Zp. Assume that rp ∈ Q \ Z. Using (8.4) and (8.6), we get
3F2
[−a −a −a− rp
1 1
∣∣∣∣− 1
]
p−1
=
Γ(1 + 2a+ rp)
Γ(1 + a)Γ(1 + a+ rp)
· 4F3
[−a −a− rp −a
2
1−a
2
1 −2a−rp
2
1−2a−rp
2
∣∣∣∣ 1
]
= − Γp(1 + 2a+ rp)
Γp(1 + a)Γp(1 + a+ rp)
· 4F3
[−a −a− rp −a
2
1−a
2
1 −2a−rp
2
1−2a−rp
2
∣∣∣∣ 1
]
M
,
i.e., Ψ(rp,−rp) = 0.
Third, we verify that
Ψ(0,−p) ≡ 0 (mod p3). (8.8)
By (8.4),
3F2
[−a− p −a− p −a− p
1 1
∣∣∣∣− 1
]
=
Γ(1 + 2a+ 2p)
Γ(1 + a + p)Γ(1 + a + p)
· 4F3
[−a− p −a− p −a−p
2
1−a−p
2
1 −a− p 1−2a−p
2
∣∣∣∣ 1
]
=
Γ(1 + 2a+ 2p)
Γ(1 + a + p)Γ(1 + a + p)
· 4F3
[−a− p −a− p −a−p
2
1−a−p
2
1 −a− p 1−2a−p
2
∣∣∣∣ 1
]
M
,
where the last step is due to the fact that either (a + p)/2 or (a + p − 1)/2 ∈
{1, 2, . . . ,M}. Note that
1
Γ(1 + a + p)
= −(−1)
a
p
· 1
Γp(1 + a + p)
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and
Γ(1 + 2a+ 2p)
Γ(1 + a+ p)
= (−1)a · 2p · Γp(1 + 2a+ 2p)
Γp(1 + a+ p)
.
It remains to show that
3F2
[−a− p −a− p −a− p
1 1
∣∣∣∣− 1
]
≡ 2 · 3F2
[−a− p −a− p −a− p
1 1
∣∣∣∣− 1
]
p−1
(mod p3). (8.9)
Clearly, p | (−a− p)k for each a+ 1 ≤ k ≤ p− 1. And we have
(−a)k
(1)k
= (−1)k
(
a
k
)
= (−1)k
(
a
a− k
)
= (−1)a · (−a)a−k
(1)a−k
for any 0 ≤ k ≤ a. Therefore
3F2
[−a− p −a− p −a− p
1 1
∣∣∣∣− 1
]
≡
a∑
k=0
(−a− p)3k
(1)3k
· (−1)k +
a∑
k=0
(−a− p)3p+k
(1)3p+k
· (−1)p+k
=
a∑
k=0
(−a− p)3k
(1)3k
· (−1)k +
a∑
k=0
(−a− p)3a−k
(1)3a−k
· (−1)a+k
= 2
p−1∑
k=0
(−a− p)3k
(1)3k
· (−1)k (mod p3).
and the proof of (8.9) is complete.
Finally, note that the hyperplane 2x+ y + 1 = 0 over Z2p coincides with the line
L := {(t,−1− 2t) : t ∈ Zp}.
Clearly L contains three points (0,−1), (−1, 1) and (−1/2, 0). By (8.5), (8.7) and
(8.8), we have
Ψ
(
−p
2
, 0
)
≡ Ψ(−p, p) ≡ Ψ(0,−p) ≡ 0 (mod p3).
So, according to Theorem 2.1,
Ψ(rp, sp) ≡ 0 (mod p3)
for each (r, s) ∈ L, i.e.,
Ψ(rp,−(2r + 1)p) ≡ 0 (mod p3) (8.10)
for each r ∈ Zp ans we are done. 
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Applying Theorem 6.1 with α = 1/4, we get
3F2
[
1
2
1
4
3
4
1 1
∣∣∣∣ 1
]
p−1
≡ Γp(
1
2
)2
Γp(
5
8
)2Γp(
7
8
)2
(mod p3) (8.11)
provided that p ≡ 1, 3 (mod 8) and
3F2
[
1
2
1
4
3
4
1 1
∣∣∣∣ 1
]
p−1
≡ −3p
2
64
· Γp(
1
2
)2
Γp(
5
8
)2Γp(
7
8
)2
(mod p3) (8.12)
when p ≡ 5, 7 (mod 8).
Thus by combining (8.2) with (8.11) and (8.12), we find the next result.
Corollary 8.1. If prime p ≡ 1, 3 (mod 8), then
3F2
[
1
2
1
2
1
2
1 1
∣∣∣∣− 1
]
p−1
≡ −Γp
(
1
8
)2
Γp
(
3
8
)2
(mod p3). (8.13)
If prime p ≡ 5, 7 (mod 8), then
3F2
[
1
2
1
2
1
2
1 1
∣∣∣∣− 1
]
p−1
≡ 3p
2
64
· Γp
(
1
8
)2
Γp
(
3
8
)2
(mod p3). (8.14)
9. The Dougall type supercongruence for 7F6 truncated
hypergeometric series
A formula of Dougall concerning 7F6 hypergeometric series [3, Theorem 3.5.1]
says that
7F6
[
α 1 + 1
2
α β γ δ ǫ −n
1
2
α α− β + 1 α− γ + 1 α− δ + 1 α− ǫ+ 1 α + n+ 1
∣∣∣∣ 1
]
=
(α + 1)n(α− β − γ + 1)n(α− β − δ + 1)n(α− γ − δ + 1)n
(α− β + 1)n(α− γ + 1)n(α− δ + 1)n(α− β − γ − δ + 1)n , (9.1)
where n = β + γ + δ + ǫ− 2α− 1 is a non-negative integer. Setting ǫ = α in (9.1),
we have
7F6
[
α α 1 + 1
2
α β γ δ −n
1 1
2
α α− β + 1 α− γ + 1 α− δ + 1 α + n + 1
∣∣∣∣ 1
]
=
(α + 1)n(α− β − γ + 1)n(α− β − δ + 1)n(α− γ − δ + 1)n
(α− β + 1)n(α− γ + 1)n(α− δ + 1)n(α− β − γ − δ + 1)n , (9.2)
where n = β + γ + δ − α − 1. In [24], Mao and Pan obtained several mod p2
congruences concerning the p-adic analogues of (9.2). For example, if α, β, γ, δ ∈ Zp
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satisfy α/β = 〈−α〉p/〈−β〉p and some additional assumptions, then
7F6
[
α α 1 + 1
2
α β γ δ ǫ
1 1
2
α α− β + 1 α− γ + 1 α− δ + 1 α− ǫ+ 1
∣∣∣∣ 1
]
p−1
= − α
α− β ·
Γp(1− β − γ)Γp(1− β − δ)Γp(1− γ − δ)
Γp(1− β)Γp(1− γ)Γp(1− δ)Γp(1− β − γ − δ)
· Γp(α− β + 1)Γp(α− γ + 1)Γp(α− δ + 1)Γp(α− β − γ − δ + 1)
Γp(α + 1)Γp(α− β − γ + 1)Γp(α− β − δ + 1)Γp(α− γ − δ + 1) (mod p
2),
(9.3)
where ǫ = 1 + α− β − γ − δ.
In a special case, we have the following mod p5 extension of (9.3).
Theorem 9.1. Suppose that d ≥ 5, d/3 < r < d/2 and (r, d) = 1. Let α = r/d.
Then for each prime p ≡ 1 (mod d),
7F6
[
α α α α α 1 + 1
2
α 1− 2α
1 1 1 1 1
2
α 3α
∣∣∣∣ 1
]
p−1
≡ (−1)
p−1
d
3α− 1 ·
Γp(α)
5Γp(3α)
Γp(2α)4
(mod p5).
(9.4)
For example, setting α = 3/8 in (9.4), we have
7F6
[
3
8
3
8
3
8
3
8
3
8
19
16
1
4
1 1 1 1 3
16
9
8
∣∣∣∣ 1
]
p−1
≡ 8 · (−1) p−18 · Γp(
3
8
)5Γp(
9
8
)
Γp(
3
4
)4
(mod p5) (9.5)
for each prime p ≡ 1 (mod 8). Also, by setting α = 2/5 in (9.4), for each prime
p ≡ 1 (mod 5), we get
5F4
[
2
5
2
5
2
5
2
5
2
5
1 1 1 1
∣∣∣∣ 1
]
p−1
≡ −Γp
(
1
5
)5
Γp
(
2
5
)5
(mod p5), (9.6)
since 5Γp(
6
5
) = −Γp(15) by (1.5) and Γp(15)Γp(45) = 1 by (1.6). We note that (9.6)
was conjectured by Deines, Fuselier, Long, Swisher and Tu in [7, (7.4)].
In fact, Theorem 9.1 is a consequence of the following stronger result by letting
β = 1− 2α.
Theorem 9.2. Let p ≥ 3 be prime and α, β ∈ Zp. Suppose that
(i) 〈−β〉p < 〈−α〉p; (ii) 2〈−α〉p + 〈−β〉p ≤ p− 1 ≤ 3〈−α〉p + 2〈−β〉p;
(iii) 〈−α〉p/α = 〈−β〉p/β; (iv) (α− β + 1)p−1 are not divisible by p2.
Then
7F6
[
α α α α 1 + 1
2
α β 1− α− β
1 1 1 1
2
α α− β + 1 2α + β
∣∣∣∣ 1
]
M
≡ − α
α− β ·
Γp(1− α− β)3Γp(1− 2α)Γp(1 + α− β)
Γp(1− β)3Γp(1− α)3Γp(1 + α)Γp(1− 2α− β) (mod p
5), (9.7)
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where
M = 2〈−α〉p + 〈−β〉p.
Let us explain why Theorem 9.2 implies Theorem 9.1. Substituting β = 1− 2α
in Theorem 9.2, we get M = p− 1 and it follows from (9.7) that
7F6
[
α α α α 1 + 1
2
α 1− 2α α
1 1 1 1
2
α 3α 1
∣∣∣∣ 1
]
p−1
≡ − α
3α− 1 ·
Γp(α)
3Γp(1− 2α)Γp(3α)
Γp(2α)3Γp(1− α)3Γp(1 + α)Γp(0)
≡ (−1)
〈−α〉p
3α− 1 ·
Γp(α)
5Γp(3α)
Γp(2α)4
(mod p5),
where it is easy to check that (−1)〈−α〉p = (−1) (p−1)rd = (−1) p−1d .
Let
Ψ(x, y, z, w) := 7F6
[
α 1 + 1
2
α β γ δ ǫ ρ
1
2
α α− β + 1 α− γ + 1 α− δ + 1 α− ǫ+ 1 α− ρ+ 1
∣∣∣∣ 1
]
M
,
where
α = −a + ax, β = −b+ bx, γ = −a + y, δ = −a + z, ǫ = −a + w,
and
ρ = β + γ + δ + ǫ− 2α− 1 = −1− a− b− 2ax+ bx+ y + z + w.
Furthermore, let
Ψ∗(x, y, z, w) := 7F6
[
α 1 + 1
2
α β γ δ ǫ ρ
1
2
α α− β + 1 α− γ + 1 α− δ + 1 α− ǫ+ 1 α− ρ+ 1
∣∣∣∣ 1
]
.
Lemma 9.1.
Ψ(x, y, z, w) =
P (x, y, z, w)
Q(x)
,
where both P (x, y, z, w) and Q(x) are polynomials over Zp and p ∤ Q(0).
Proof. This lemma can be proved in the same way as [24, Lemma 13.1]. 
Lemma 9.1 shows that Ψ(x, y, z, w) is differentiable at each (x, y, z, w) ∈ (pZp)4.
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Let
Ω(x, y, z, w) =
−a + ax
−a + b+ ax− bx ·
Γp(−2a− b− ax+ bx+ y + z + w)
Γp(1− a+ ax)
· Γp(−a− ax+ z + w)
Γp(1 + b− bx+ ax− y) ·
Γp(−a− ax+ y + w)
Γp(1 + b− bx+ ax− z) ·
Γp(−b− ax+ bx+ w)
Γp(1 + a+ ax− y − z)
· Γp(1− a+ b+ ax− bx)
Γp(−2a− ax+ y + z + w) ·
Γp(1 + ax− y)
Γp(−a− b− ax+ bx+ z + w)
· Γp(1 + ax− z)
Γp(−a− b− ax+ bx+ y + w) ·
Γp(1 + a+ b+ ax− bx− y − z)
Γp(−ax + w) .
By Theorem 1.1, we only need to show the next result.
Lemma 9.2.
Ψ(rp, sp, tp, up) = Ω(rp, sp, tp, up)
provided that either one of r, s, t, u is zero, or (2a− b)r = s+ t + u− 1.
Proof. First, assume that (2a− b)r = s + t + u− 1. Let n = p− 1 − a− b. Since
p− 1 ≤ 3a+ b, we have n ≤M . According to (5.1),
Ψ(rp, sp, tp, up)
=
(1− a + arp)n(1 + b+ arp− brp− sp)n(1 + b+ arp− brp− tp)n(1 + a+ arp− sp− tp)n
(1− a + b+ arp− brp)n(1 + arp− sp)n(1 + arp− tp)n(1 + a+ b+ arp− brp− sp− tp)n .
It is easy to verify that
(1 + b+ arp− brp− sp)n(1 + b+ arp− brp− tp)n(1 + a+ arp− sp− tp)n
(1 + arp− sp)n(1 + arp− tp)n(1 + a+ b+ arp− brp− sp− tp)n
=
Γp(1 + b+ arp− brp− sp+ n)Γp(1 + b+ arp− brp− tp + n)Γp(1 + a + arp− sp− tp+ n)
Γp(1 + b+ arp− brp− sp)Γp(1 + b+ arp− brp− tp)Γp(1 + a+ arp− sp− tp)
· Γp(1 + arp− sp)Γp(1 + arp− tp)Γp(1 + a+ b+ arp− brp− sp− tp)
Γp(1 + arp− sp+ n)Γp(1 + arp− tp+ n)Γp(1 + a+ b+ arp− brp− sp− tp+ n) .
Furthermore, since 2a+ b ≤ p− 1, we also have n ≥ a. So
(1− a+ arp)n
(1− a + b+ arp− brp)n =
arp · Γp(1− a+ arp+ n) · Γp(1− a + b+ arp− brp)
Γp(1− a+ arp) · (arp− brp) · Γp(1− a + b+ arp− brp+ n)
=
a
a− b ·
Γp(1− a+ arp+ n)Γp(1− a+ b+ arp− brp)
Γp(1− a+ arp)Γp(1− a + b+ arp− brp+ n) .
It follows that Ψ(rp, sp, tp, up) = Ω(rp, sp, tp, up).
Next, assume that r = 0. Without loss of generality, we may suppose that s is a
positive integer and tp, up ∈ Q\Z. Note that (−a + ax)k(−b+ bx)k is divisible by
A LOCAL-GLOBAL THEOREM FOR p-ADIC SUPERCONGRUENCES 31
x2 for each k ≥ a and the denominator of Ψ(x, sp, tp, up) has a non-zero constant
term. Since −a− sp is a negative integer,
Ψ(0, sp, tp, up) = lim
x→0
Ψ(x, sp, tp, up) = lim
x→0
Ψ∗(x, sp, tp, up)
=
a
a− b ·
(1− a)b(1 + a− sp− tp)b(1 + a− sp− up)b(1 + a− tp− up)b
(1− sp)b(1− tp)b(1− up)b(1 + 2a− sp− tp− up)b .
Clearly,
(1− a)b(1 + a− sp− tp)b(1 + a− sp− up)b(1 + a− tp− up)b
(1− sp)b(1− tp)b(1− up)b(1 + 2a− sp− tp− up)b
=
Γp(1− a+ b)Γp(1 + a + b− sp− tp)Γp(1 + a+ b− sp− up)Γp(1 + a + b− tp− up)
Γp(1− a)Γp(1 + a− sp− tp)Γp(1 + a− sp− up)Γp(1 + a− tp− up)
· Γp(1− sp)Γp(1− tp)Γp(1− up)Γp(1 + 2a− sp− tp− up)
Γp(1 + b− sp)Γp(1 + b− tp)Γp(1 + b− up)Γp(1 + 2a+ b− sp− tp− up) .
This concludes that Ψ(rp, sp, tp, up) = Ω(rp, sp, tp, up).
Now we assume that s = 0. Assume that rp, tp, up ∈ Q\Z. Then
Ψ(rp, 0, tp, up)
=
(1− a+ arp)a(1 + b+ arp− brp− tp)a(1 + b+ arp− brp− up)a(1 + a+ arp− tp− up)a
(1− a+ b+ arp− brp)a(1 + arp− tp)a(1 + arp− up)a(1 + a+ b+ arp− brp− tp− up)a .
It is easy to check that
(1 + b+ arp− brp− tp)a(1 + b+ arp− brp− up)a(1 + a+ arp− tp− up)a
(1 + arp− tp)a(1 + arp− up)a(1 + a+ b+ arp− brp− tp− up)a
=
Γp(1 + a+ b+ arp− brp− tp)Γp(1 + a+ b+ arp− brp− up)Γp(1 + 2a+ arp− tp− up)
Γp(1 + b+ arp− brp− tp)Γp(1 + b+ arp− brp− up)Γp(1 + a+ arp− tp− up)
· Γp(1 + arp− tp)Γp(1 + arp− up)Γp(1 + a+ b+ arp− brp− tp− up)
Γp(1 + a+ arp− tp)Γp(1 + a+ arp− up)Γp(1 + 2a+ b+ arp− brp− tp− up) .
Also, we have
(1− a+ arp)a
(1− a + b+ arp− brp)a =
a
a− b ·
Γp(1 + arp)Γp(1− a + b+ arp− brp)
Γp(1− a+ arp)Γp(1 + b+ arp− brp) .
Thus Ψ(rp, sp, tp, up) = Ω(rp, sp, tp, up) also holds.
Finally, assume that u = 0. Then
Ψ(rp, sp, tp, 0)
=
(1− a+ arp)a(1 + b+ arp− brp− sp)a(1 + b+ arp− brp− tp)a(1 + a + arp− sp− tp)a
(1− a+ b+ arp− brp)a(1 + arp− sp)a(1 + arp− tp)a(1 + a+ b+ arp− brp− sp− tp)a .
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Similarly to the above, we may check that
(1 + b+ arp− brp− sp)a(1 + b+ arp− brp− tp)a(1 + a+ arp− sp− tp)a
(1 + arp− sp)a(1 + arp− tp)a(1 + a + b+ arp− brp− sp− tp)a
=
Γp(1 + a+ b+ arp− brp− sp)Γp(1 + a + b+ arp− brp− tp)Γp(1 + 2a+ arp− sp− tp)
Γp(1 + b+ arp− brp− sp)Γp(1 + b+ arp− brp− tp)Γp(1 + a+ arp− sp− tp)
· Γp(1 + arp− sp)Γp(1 + arp− tp)Γp(1 + a+ b+ arp− brp− sp− tp)
Γp(1 + a+ arp− sp)Γp(1 + a + arp− tp)Γp(1 + 2a+ b+ arp− brp− sp− tp)
and
(1− a+ arp)a
(1− a + b+ arp− brp)a =
a
a− b ·
Γp(1 + arp)Γp(1− a + b+ arp− brp)
Γp(1− a+ arp)Γp(1 + b+ arp− brp) .
Thus Ψ(rp, sp, tp, up) = Ω(rp, sp, tp, up) holds again.
Combining all the above equalities we are done. 
10. The congruences involving harmonic numbers
The following lemma will help us to find some congruences involving harmonic
numbers.
Lemma 10.1. Under the assumptions of Theorem 1.1, additionally assume that
Ψ(x1, . . . , xn) has the Taylor expansion of order r − 1
Ψ(t1p, . . . , tnp) ≡ Ψ(0, . . . , 0) +
∑
k1,...,kn≥0
1≤k1+···+kn≤r−1
Ak1,...,kn
k1! · · · kn!
n∏
i=1
(tip)
ki (mod pr).
Then we have
Ak1,...,kn ≡ 0 (mod pr−k1−···−kn)
for any k1, . . . , kn ≥ 0 with 1 ≤ k1 + · · ·+ kn ≤ r − 1.
Proof. We proceed by induction on n. The case n = 1 follows from Theorem
2.1. Assume that n > 1 and that the statement holds for any smaller value of n.
According to Theorem 1.1, we know that
Ψ(t1p, . . . , tnp) ≡ 0 (mod pr)
for each t1, . . . , tn ∈ Zp. Let
Ω(x1, . . . , xn) := Ψ(0, . . . , 0) +
∑
k1,...,kn≥0
1≤k1+···+kn≤r−1
Ak1,...,kn
k1! · · · kn!
n∏
i=1
xkii .
Moreover, we also have
Ω(t1p, . . . , tnp) ≡ 0 (mod pr).
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For each a ∈ Zp, let
Φa(x1, . . . , xn−1) := Ω(x1, . . . , xn−1, a).
Then
Φa(t1p, . . . , tn−1p)
=
r−1∑
h=0
A0,...,0,h
h!
· (ap)h +
r−2∑
h=0
(ap)h
h!
∑
k1,...,kn−1≥0
1≤k1+···+kn−1≤r−1−h
Ak1,...,kn−1,h
k1! · · · kn−1!
n−1∏
i=1
(tip)
ki,
where we set A0,...,0 = Ψ(0, . . . , 0). It follows from the induction hypothesis that
r−1−k1−···−kn−1∑
h=0
Ak1,...,kn−1,h
h!
· (ap)h ≡ 0 (mod pr−k1−···−kn−1) (10.1)
for any k1, . . . , kn−1 ≥ 0 with k1+ · · ·+ kn−1 ≤ r− 1. Since (10.1) is valid for each
a ∈ Zp, by Theorem 2.1, we finally obtain
Ak1,...,kn−1,h ≡ 0 (mod pr−k1−···−kn−1−h)
for each 0 ≤ h ≤ r − 1− k1 − · · · − kn−1. 
Let us see an application of Lemma 10.1. Recall that
Hn(p) =
∑
1≤k≤n
p∤k
1
k
.
Theorem 10.1. Suppose that p > 3 is prime and α ∈ Z×p . Let s = (α+ 〈−α〉p)/p,
gp(α) =
Γp(1 +
1
2
α)Γp(1− 32α)
Γp(1 + α)Γp(1− α)Γp(1− 12α)2
and
hp(α) = H〈−α〉
p2
(p) +
1
2
H〈−α/2〉
p2
(p)− 1
2
H〈−3α/2〉
p2
(p).
Then the following congruence holds modulo p2,
p−1∑
k=1
(α)3k
(1)3k
·Hk ≡


2gp(α)hp(α) if 〈−α〉p is even and 〈−α〉p < 2p/3,
gp(α)(−1 + p(2− 3s)hp(α)) if 〈−α〉p is even and 〈−α〉p ≥ 2p/3,
gp(α)
(
−1
3
+ pshp(α)
)
if 〈−α〉p is odd and 〈−α〉p < p/3,
−pgp(α)
6
if 〈−α〉p is odd and 〈−α〉p ≥ p/3.
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Proof. Here we only prove the first case where 〈−α〉p is even and 〈−α〉p < 2p/3,
since the proofs of the other cases are very similar. If f(x1, . . . , xn) has the Taylor
expansion of order r − 1 at (a1, . . . , an)
f(t1p, . . . , tnp) ≡ f(a1, . . . , an) +
∑
k1,...,kn≥0
1≤k1+···+kn≤r−1
Ak1,...,kn
k1! · · · kn!
n∏
i=1
(tip− ai)ki (mod pr),
then for convenience we write
f
[r]
k1,...,kn
(a1, . . . , an) = Ak1,...,kn.
It is easy to check that
(f · g)[r]1 (a) ≡ f [r]1 (a) · g(a) + g[r]1 (a) · f(a) (mod pr−1)
and (
f
g
)[r]
1
(a) ≡ f
[r]
1 (a) · g(a)− g[r]1 (a) · f(a)
g(a)2
(mod pr−1).
Let
Ψ(x, y) := 3F2
[
α + x α + y α
1 + x− y 1 + x
∣∣∣∣ 1
]
p−1
.
Then
Ψ
[3]
1,0(0, 0) ≡
∂Ψ(0, 0)
∂x
=
p−1∑
k=0
∂
∂x
(
(α + x)k(α)
2
k
(1 + x)2k(1)k
)∣∣∣∣
x=0
=
p−1∑
k=0
(α)3k
(1)3k
( k−1∑
j=0
1
α + j
− 2Hk
)
(mod p2).
Similarly,
Ψ
[3]
0,1(0, 0) ≡
∂Ψ(0, 0)
∂y
=
p−1∑
k=0
(α)3k
(1)3k
( k−1∑
j=0
1
α+ j
+Hk
)
(mod p2).
On the other hand, let
Ω(x, y) :=
2Γp(1 +
1
2
α + 1
2
x)Γp(1 + x− y)Γp(1 + x)Γp(1− 32α + 12x− y)
Γp(1 + α + x)Γp(1− 12α + 12x− y)Γp(1− 12α + 12x)Γp(1− α + x− y)
.
For k ≥ 0 and α ∈ Zp, define
Gk(α) := k!
k∑
j=0
Gj(0)
j!
·H(k−j)
pr−k+j−〈−α〉
pr−k+j
−1
(p),
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where Gj(0) and Hj(p) are defined in Section 4. Then by Theorem 4.1,
Ω
[3]
1,0(0, 0)
Ω(0, 0)
≡1
2
G1
(
1 +
1
2
α
)
+ 2G1(1) +
1
2
G1
(
1− 3
2
α
)
−G1(1 + α)−G1(1− α)−G1
(
1− 1
2
α
)
≡
H
(1)
〈 1
2
α〉
p2
(p)
2
+
H
(1)
〈− 3
2
α〉
p2
(p)
2
− H(1)〈α〉
p2
(p)− H(1)〈−α〉
p2
(p)− H(1)
〈− 1
2
α〉
p2
(p) (mod p2).
Similarly,
Ω
[3]
0,1(0, 0)
Ω(0, 0)
≡−G1(1)−G1
(
1− 3
2
α
)
+G1(1− α) +G1
(
1− 1
2
α
)
≡− H(1)
〈− 3
2
α〉
p2
(p) + H
(1)
〈−α〉
p2
(p) + H
(1)
〈− 1
2
α〉
p2
(p) (mod p2).
Note that by Lemma 5.1, we have
Ψ(rp, 0) ≡ Ω(rp, 0) (mod p3), Ψ(0, sp) ≡ Ω(0, sp) (mod p3)
for any r, s ∈ Zp. Thus by Theorem 1.1,
Ψ(rp, sp) ≡ Ω(rp, sp) (mod p3)
for any r, s ∈ Zp. Applying Lemma 10.1, we get
Ψ
[3]
0,1(0, 0)−Ψ[3]1,0(0, 0) ≡ Ω[3]0,1(0, 0)− Ω[3]1,0(0, 0) (mod p2).
Recall that H
(1)
k (p) = Hk(p) for each k ≥ 0. Hence
3
Ω(0, 0)
p−1∑
k=0
(α)3k
(1)3k
·Hk ≡ H〈α〉
p2
(p) + 2H〈−α〉
p2
(p) + 2H〈− 1
2
α〉
p2
(p)
− 1
2
H〈 1
2
α〉
p2
(p)− 3
2
H〈− 3
2
α〉
p2
(p) (mod p2).
By Lemma 4.4,
H〈α〉
p2
(p) ≡ H〈−α〉
p2−1
(p) = H〈−α〉
p2
(p) +
1
α
(mod p2)
and
H〈 1
2
α〉
p2
(p) ≡ H〈− 1
2
α〉
p2−1
(p) = H〈− 1
2
α〉
p2
(p) +
2
α
(mod p2).
So
3
Ω(0, 0)
p−1∑
k=0
(α)3k
(1)3k
·Hk ≡3H〈−α〉
p2
(p) +
3
2
H〈− 1
2
α〉
p2
(p)− 3
2
H〈− 3
2
α〉
p2
(p) (mod p2)
and we are done. 
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As special cases, by letting α = 1/2 (which appears in [51, (5.1)]) and α = 1/3
in Theorem 10.1 we obtain the next result.
Corollary 10.1. Suppose that p > 3 is prime and qp(x) = (x
p−1 − 1)/p. Then
these two congruences hold modulo p2,
p−1∑
k=1
(1/2)3k
(1)3k
·Hk ≡


2Γp(1/4)
4(2qp(2)− pqp(2)2) if p ≡ 1 (mod 4),
−pΓp(1/4)
4
12
if p ≡ 3 (mod 4),
and
p−1∑
k=1
(1/3)3k
(1)3k
·Hk ≡


9
8
Γp(1/6)
3Γp(1/2)(2qp(3)− pqp(3)2) if p ≡ 1 (mod 3),
−pΓp(1/6)
3Γp(1/2)
12
if p ≡ 2 (mod 3).
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