We describe the English-Turkish and Turkish-English translation systems submitted by Yandex School of Data Analysis team to WMT16 news translation task. We successfully applied hand-crafted morphological (de-)segmentation of Turkish, syntax-based pre-ordering of English in English-Turkish and post-ordering of English in Turkish-English. We perform desegmentation using SMT and propose a simple yet efficient modification of postordering. We also show that Turkish morphology and word order can be handled in a fully-automatic manner with only a small loss of BLEU.
Introduction
Yandex School of Data Analysis participated in WMT16 shared task "Machine Translation of News" in Turkish-English language pair.
Machine translation between English and Turkish is a challenging task, due to the strong differences between languages. In particular, Turkish has rich agglutinative morphology, and the word order differs between languages (SOV in Turkish, SVO in English).
To deal with these dissimilarities, we preprocess both source and target parts of the parallel corpus before training: we perform morphological segmentation of Turkish and reordering of English into Turkish word order, aiming to achieve a monotonous one-to-one correspondence between tokens to aid SMT.
Since we changed the target side of the parallel corpus, at runtime we had to do post-processing: desegmentation of Turkish for EN-TR and postordering of English words for TR-EN. We employ additional SMT decoders to solve both tasks, which results in two-stage translation.
For morphological segmentation and English-to-Turkish reordering we tried both rule-based/supervised and fully unsupervised approaches.
Data & common system components
In our two systems (Turkish-English and EnglishTurkish) we used several common components described below.
The specific application of these tools varies for Turkish-English and English-Turkish systems, so we discuss it separately in Sections 4 and 3.
Phrase-based translator
We used an in-house implementation of phrasebased MT (Koehn et al., 2003) with Berkeley Aligner (Liang et al., 2006) and MERT tuning (Och, 2003) .
English syntactic parser
We used an in-house transition-based English dependency parser similar to (Zhang and Nivre, 2011) .
English-to-Turkish reorderers
We used two different reorderers that put English words in Turkish order. Both reorderers need an English dependency parse tree as input.
Rule-based reorderer modifies parse trees using rules similar to Tregex (Levy and Andrew, 2006) , adapted to dependency trees 1 . We used a set of about 70 hand-crafted rules, an example of a rule is given in Figure 1. w1 role 'PMOD'
and .--> (w2 not role 'CONJ') :: move group w1 before node w2;
Figure 1: Sample dependency tree reordering rule Automatic reorderer uses word alignments on a parallel corpus to construct reference reorderings, and then trains a feedforward neural-network classifier which makes node-swapping decisions (de Gispert et al., 2015) .
Turkish morphological analyzers
We used an in-house finite state transducer similar to (Oflazer, 1994) for Turkish morphological tagging, and structured perceptron similar to (Sak et al., 2007) for morphological disambiguation.
As an alternative, we trained our implementation of unsupervised morphology model, following (Soricut and Och, 2015) , with a single distinctive feature: in each connected component C of the morphological graph, we select the lemma as argmax C (log f (w) − α · l(w)), where l(w) is word length and f (w) is word frequency 2 . This is a heuristic, justified by the facts, that (1) lemma tends to be shorter than other surface forms of a word, and (2) log f (w) is proportional to l(w) (Strauss et al., 2007) . We also make use of morphology induction for unseen words, as described in the original paper. The automatic method requires no disambiguation and yields no part-ofspeech tags or morphological features.
Turkish morphological segmenter
We used three strategies for segmenting Turkish words into less-sparse units. The "simple" strategy splits a word into lemma and chain of affixes. The latter is chosen as suffix of the surface form, starting from (l + 1)-th letter, where l is lemma's length. The "rule-based" strategy uses hand-crafted rules similar to (Oflazer and El-Kahlout, 2007) , (Yeniterzi and Oflazer, 2010) or (Bisazza and Federico, 2009 ) to split word into lemma and groups of morphological features, some of which might be attached to lemma. Rules are designed to achieve a better correspondence between Turkish and English words. This strategy requires morphological analyzer to output features as well as lemma.
arkadaşlarına to his friends arkadaş+a3pl +p3sg +dat to his friends 2 We used α = 0.6 throughout our experiments.
The "aggressive rule-based" strategy, in addition, forcefully splits all features attached to the lemma into a separate group. arkadaşlarına to his friends arkadaş +a3pl +p3sg +dat to his friends
NMT reranker
Finally, we used a sequence-to-sequence neural network with attention (Bahdanau et al., 2014) as a feature for 100-best reranking. We used hidden layer and embedding sizes of 100, and vocabulary sizes of 40000 (the Turkish side was morphologically segmented).
Data
For training translation model, language models, and NMT reranker, we used only the provided constrained data (SETIMES 2 parallel TurkishEnglish corpus, and monolingual Turkish and English Common Crawl corpora).
Throughout our experiments, we used the BLEU (Papineni et al., 2002) on provided devset (news-dev2016) to estimate the performance of our systems, tuning MERT on a random sample of 1000 sentences from the SETIMES corpus (these sentences, to which we refer as "the SE-TIMES subsample", were excluded from training data). For the final submissions, we tuned MERT directly on news-dev2016.
Due to our setup, we provide BLEU scores on news-dev2016 for our intermediate experiments and on news-test2016 for our final systems.
3 Turkish-English system
Baseline
For a baseline, we trained a standard phrase-based system: Berkeley Aligner (IBM Model 1 and HMM, both for 5 iterations); phrase table with up to 5 tokens per phrase, 40-best translation options per source phrase, and Good-Turing smoothing; 5-gram lowercased LM with stupid backoff and pruning of singleton n-grams due to memory constraints; MERT on the SETIMES subsample; simple reordering model, penalized only by movement distance, with distortion limit set to 16.
We lowercased both the training and development corpora, taking into account Turkish specifics: I → ı,İ → i.
Baseline system achieves 10.84 uncased BLEU on news-dev2016 (here and on, we ignore case in BLEU computation). Table 1 : Our TR-EN setups on news-dev2016 and news-test2016 (submitted system in bold)
Morphological segmentation
In Turkish-to-English translator we directly applied Turkish morphological segmenters (see Section 2.5) as an initial step in the pipeline (Oflazer and El-Kahlout, 2007; Bisazza and Federico, 2009) . The effect of different morphological tagging and segmentation methods is shown in Table 1. FST/perceptron analyzer with aggressive rulebased segmentation (run #5) turned out to be the most successful method, bringing +2.60 BLEU.
Our segmenters split Turkish words into lemmas and auxiliary tokens like $ini or +a3sg. To account for the increased number of tokens on Turkish side, we increased the length of a target phrase from 5 to 10 (but still allowing only up to 5 non-auxiliary tokens in a phrase). In order to further decrease sparsity we also removed all diacritics from the intermediate segmented Turkish. Possible ambiguity in translations, caused by this, is handled by English LM.
For a rule-based segmentation we note that it is beneficial to aggressively separate away lemma and morphological features that would normally be attached to it (that is, if we acted according to the rules). We think the reason for this is the presence of errors and non-optimal decisions in our segmentation rules, but we still consider the extra split helpful:
• If we do the extra split, a wordform is segmented into a lemma and several auxiliary tokens, so if we have seen just the lemma, we might still translate the unseen wordform correctly.
• An excessive segmentation does not really hurt a phrase-based system, as shown by (Chang et al., 2008) .
Post-ordering
It is not possible to directly apply English-toTurkish reorderer as a preprocessing step in this translation direction, and we also counld not construct a Turkish-to-English reorderer (due to the absence of Turkish parser). Instead, we reordered the target side of the parallel corpus on the training phase using the rulebased reorderer described in Section 2.3, and employed a second-stage translator to restore English word order at runtime, following (Sudoh et al., 2011) .
As shown in Figure 2 , the first, "monotonous translation" stage is trained to translate from Turkish to English that was reordered to the Turkish order 4 , and the second, "reordering" stage is trained to translate from reordered English to normal English, relying on the LM and baseline reordering inside the phrase-based decoder. The two decoders have two sets of MERT coefficients. We tune them jointly and iteratively: first, we tune the first-stage decoder (with secondstage coefficients fixed), optimizing BLEU of the whole-system output, then we tune the secondstage decoder (with first-stage coefficients fixed), again optimizing the whole-system BLEU, and so on.
As shown in Table 1 , the best results are achieved using "translated Turkish" for training the second-stage translator, yielding an additional +1.60 BLEU.
NMT reranking
Finally, we enhanced the first-stage translator with a 100-best reranking which uses decoder features and a neural sequence-to-sequence network described in Section 2.6. To train the network, we used the same corpus used to train the first-stage PBMT translator (incorporating Turkish segmentation and English reordering).
NMT reranking yields an additional +0.47 BLEU score.
Final system
The complete pipeline of our submitted system is shown in Figure 5 .
We selected the setup that performed best during experiments (#9 in Table 1 ), and re-tuned it on the development set; for contrastive runs we also re-tuned baseline and "fully automatic" systems (#1 and #8 respectively). See Table 1 for results.
Our best setup reaches 15.17 BLEU, which is a +3.17 BLEU improvement over the baseline.
The system without the hand-crafted rules achieves a lower improvement of +1.89 BLEU, which is a nice gain nevertheless. Comparing runs #2 and #3, we see that the decrease in BLEU is not due to the quality of morphological analysis; comparing runs #3 and #5, we see that the difference in quality is purely due to the segmentation scheme.
4 English-Turkish system
Baseline
As a baseline, we trained the same phrase-based system as in Section 3.1 (except we did not prune singleton n-grams in the Turkish language model).
Baseline system achieves 8.51 uncased BLEU on news-dev2016.
Pre-ordering
We directly apply English-to-Turkish reorderers described in Section 2.3 as a pre-processing step in the phrase-based MT pipeline, like e.g. (Xia and McCord, 2004; Collins et al., 2005) . Results are shown in Table 2 The rule-based reorderer earns +1.65 BLEU against the baseline (run #2), so we selected it as a # System description BLEU (uncased), dev 3 BLEU (uncased), test 3 1 Baseline, phrase-based 8.51 9.26 2 (1) + rule-based preordering 10.16 -3 (1) + automatic preordering 9.79 -4 (2) + deseg. from FST/perceptron morph.
& rule-based seg.
11.32 11.10 5 (3) + deseg. from automatic morph. & simple seg.
10.41 11.03 Table 2 : Our EN-TR setups on news-dev2016 and news-test2016 (submitted system in bold)
base for further improvements. The automatic reorderer performs almost as well as the rule-based (-0.37 BLEU).
Desegmentation
We decided to battle data sparsity on target side using morphological desegmentation: translate from English to segmented Turkish, then desegment the output. After experiments in Section 3.2 we decided to use an aggressive rule-based segmenter. Firststage translator makes mistakes, sometimes producing wrong morphemes and/or morphemes in an incorrect order. To manage that, we decided to make desegmentation using machine translation (conceptually similar to post-ordering).
For training MT desegmenter we need only a monolingual corpus, so we can use more data than we used for training the first-stage translator. We concatenated the Turkish part of SETIMES parallel corpus with a random sample of 2 million sentences from Common Crawl monolingual Turkish corpus for training the MT desegmenter.
Like for segmentation, we increased the phrase length on the segmented Turkish side for both translation stages (see Section 3.2). We also removed diacritics from the segmented Turkish; natural Turkish language model employed on the desegmentation stage works like a context-aware restorer of diacritics. Like for post-ordering, we tune MERT coefficients of our two-stage translator jointly (see Secion 3.3).
Our desegmentation scheme yielded +1.16 BLEU (run #4).
Final system
The complete pipeline of our submitted system is shown in Figure 6 .
For the submission, we re-tuned our best run #4 on news-dev2016; for contrastive runs we also retuned baseline and "fully-automatic" systems (#1 and #5 respectively). See Table 2 for results.
Our best setup reaches 11.10 BLEU on the testset, which is a +1.84 BLEU improvement over the baseline.
An almost equal BLEU improvement of +1.77 can still be achieved even if we do not use handcrafted rules for reordering or segmentation.
Conclusions
We successfully applied data preprocessing for improving MT quality, which resulted in +1.84 BLEU improvement on English-Turkish and +3.17 BLEU on Turkish-English. Handling Turkish morphology via segmentation/desegmentation and handling Turkish SOV word order via preordering/post-ordering both yield improvements of comparable importance.
We were able to avoid the manual construction of a desegmenter. We also proposed an efficient modification of post-ordering: to train the "postordering" stage by using the translations of the first stage. We believe that is benefitial due to a better between-stage consistency: what secondstage translator sees during training, it sees at runtime.
We also show that unsupervised methods for segmentation and reordering yield a comparable gain of +1.77 BLEU on English-Turkish and a lower gain +1.89 BLEU on Turkish-English. We believe that the lower gain on Turkish-English is due to the simpler segmentation scheme (not due to the lower quality of unsupervised morphology), but a further analysis is needed to understand why such scheme is sufficient for translating in reverse direction.
Our system turned out to be a quite long segmentation/translation/reordering pipeline. That suggests 3 different directions for the future work:
• Further improve the components of the pipeline.
• Replace "translation" components of the pipeline with another kind of decoder (e.g. NMT).
• Abandon the pipeline and consider joint methods, in order to beat error propagation. Figure 6 : Pipeline of the submitted English-Turkish system
