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Abstract
In the paper Bally and Pag+es (2000) an algorithm based on an optimal discrete quantization
tree is designed to compute the solution of multi-dimensional obstacle problems for homogeneous
Rd-valued Markov chains (Xk)06k6n. This tree is made up with the (optimal) quantization grids
of every Xk . Then a dynamic programming formula is naturally designed on it. The pricing of
multi-asset American style vanilla options is a typical example of such problems. The 5rst part
of this paper is devoted to the analysis of the Lp-error induced by the quantization procedure. A
second part deals with the analysis of the statistical error induced by the Monte Carlo estimation
of the transition weights of the quantization tree.
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1. Introduction
In Bally and Pag+es (2000) an algorithm is designed in order to approximate the
solution of an obstacle problem for homogeneous Rd-valued Markov chains. Com-
bined with an appropriate time discretization procedure of Brownian di=usion pro-
cesses, this makes up a method (see Bally and Pag+es, 2000) to solve obstacle problems
for semi-linear PDEs in d-dimension, d¿ 1. This procedure simultaneously yields a
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discretization scheme for the corresponding re<ected backward stochastic di=erential
equation (RBSDE). The aim of this paper is to complete the evaluation of the Lp-error
of these two continuous time nonlinear problems. In 1-dimension, algorithms based
on binomial trees provide a satisfactory solution to such problems. They have been
originally introduced by Cox–Ross–Rubinstein (see Cox et al., 1979 or Lamberton
and Lapeyre, 1996) for pricing 1-dimensional American style vanilla options but they
no longer work in higher dimension—d¿ 3—because the speci5cation of their state
space becomes intractable. The aim of the quantization procedure is to prevent this
phenomenon.
On the other hand, Optimal Stopping problems can be modeled by means of vari-
ational inequalities (see Bensoussan and Lions, 1982) which in turn can be solved
by standard analytical methods (5nite di=erences, 5nite elements, etc.). However, it
is widely known that the practical implementation of these methods in higher dimen-
sions, say d¿ 4, becomes unrealistic. This limitation is purely dimensional and occur
for linear problems as well, like linear PDEs. Historically, it motivated the use of the
celebrated Monte Carlo (MC) method (see e.g. Lapeyre et al., 1998). The MC method
turns out to be too slow in low dimension (d=1 or 2) but, its algorithmic complexity
and its rate of convergence being dimension free, it becomes rapidly competitive and
remains without rival as the dimension d increases. Unfortunately, all this holds true
only for linear problems: the “regular” Monte Carlo method is typically ine=ective for
nonlinear problems such as those we wish to deal with (semi-linear PDE with obstacle).
The quantization method is in between these two approaches. The 5rst phase is prob-
abilistic: one builds up by simulation a time-space grid and computes its “transition”
weights using a MC simulation of the Markov chain. This phase admits several variants
(optimal or random quantization, see Bally and Pag+es, 2000) which all rely on some
projection on the grid following some nearest neighbor rules. Whatsoever, the whole
object (grid+weights) makes up the quantization tree that approximates the Markov
chain. An algorithm using projections of random trajectories on grids has already been
devised and successfully implemented by Chevance (1997) to produce discretization
schemes for 1-dimensional BSDEs (without re<ection). Our approach is di=erent and
seems more suitable for multi-dimensional problems as it takes into account some
natural regularity properties of functions (Lipschitz continuity, semi-convexity, etc.).
Once this estimation phase is completed, one gets an approximate solution of the
original problem by simply processing a backward dynamic programming formula. Note
that this quantization approach prevents the size of the tree from exploding. On the
other hand, we loose the Markov property of the underlying discrete time probabilistic
model. The 5nal error depends upon the dimension in the same way analytical methods
do. Actually, once designed the grid and computed the weights, the quantization method
becomes an analytical method with a similar quality of approximation as others, like
5nite elements or 5nite di=erences. Its main advantage is that it can practically be
processed in higher dimension (say 16d6 10).
Let us be more speci5c on the approximation error. Let n + 1 denote the number
of time discretization epochs of the underlying di=usion (including time 0), let Nk be
the size—i.e. number of points of Rd—used to make up the space grid at the kth
discretization step, 06 k6 n. Set N := N0 + · · ·+Nn the total number of used points
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(N0=1 if the di=usion starts at some deterministic point). Let u(t; x) be the function that
we want to approximate, say the solution of the variational inequality which models
the problem. For some appropriate grids, we can produce a function un(t; x) such that
sup
|x|6R
|u(t; x)− un(t; x)|6CR
(
1
n
+
n
(N=n)1=d
)
:
where  = 12 or 1 according to some regularity and simulability properties. So we
have here a deterministic result (these bounds are poor but seem rather pessimistic
given the numerical tests). On the other hand, we do not approximate u at one 5xed
point (t; x) only (as it is the case for the classical MC method) but on the whole
space. In particular, this permits to approximate the optimal stopping time. This is
maybe the most striking fact about our algorithm: being a deterministic algorithm which
gives the same quality of approximation as analytical ones, but (almost) keeping the
implementation facility of the classical MC algorithm.
Let us present now the objects we will work with. First of all we consider the
RBSDE
Yt = h(T; XT ) +
∫ T
t
f(s; Xs; Ys) ds+ KT − Kt −
q∑
j=1
∫ T
t
Zjs dB
j
s;
Yt¿ h(t; Xt) and
∫ T
0
(Yt − h(t; Xt)) dKt = 0;
Xt = x0 +
∫ t
0
b(Xt) dt +
∫ t
0
(Xt) dBt: (1)
where b :Rd → Rd;  :Rd →M(d × q;R) are Lipschitz continuous and (Bt)t∈[0;T ] is
a standard q-dimensional Brownian Motion. The underlying 5ltration F := (Ft)t∈[0;T ]
is the (completed) natural 5ltration of B. A solution of such an equation is a triplet
(Y; Z; K) of F-progressively measurable square integrable processes. The process K is
continuous, nondecreasing, K0 = 0 (and grows exclusively on {t=Yt = h(t; Xt)}). Under
some Lipschitz continuity assumptions on h and f, Eq. (1) has a unique solution
(see El Karoui et al., 1997a, b). This solution is related to the Snell envelope (and
consequently to optimal stopping problems) by
Yt = esssup
∈Tt
E
(∫ 
t
f(s; Xs; Ys) ds+ h(; X)=Ft
)
; (2)
where Tt denotes the set of [t; T ]-valued stopping times. At the same time, Y provides
a probabilistic interpretation (known as the generalized Feynman–Kac formula) for the
solution of the obstacle problem on [0; T ]× Rd,
max((@t + L)u(t; x) + f(t; x; u); h(t; x)− u(t; x)) = 0; uT = h(T; : ); (3)
where L is the in5nitesimal operator of the di=usion process X . The solution of the
above problem (3) has to be understood in a weak sense: either in the viscosity sense
(see El Karoui et al., 1997a, b or in a variational sense, see Bally et al., 2002a, b and
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Bensoussan and Lions, 1982 for the analytical approach to optimal stopping problems
by means of variational inequalities). The connection between the solution Y of the
RBSDE and the solution u of (3) is given by Yt = u(t; Xt) (see Section 3.1 below).
In Section 2 is described an approximation algorithm for Y . In the general case, the
exact simulation of the di=usion Xt at every time t is not possible, so one considers the
Euler scheme QX of the di=usion process X with step T=n. Namely, setting tk := kT=n
for every k ∈{0; : : : ; n− 1},
QX tk+1 = QX tk + b( QX tk )
T
n
+ ( QX tk )(Btk+1 − Btk ); QX 0 = x0:
Having in mind the Snell envelope and (2), one de5nes
QUk = esssup

E

T
n
∑
k6i6[ n QT ]
f(ti; QX ti ; QUi) + h( Q; QX Q)=Ftk

 ; Q∈!tk

 ;
where !tk denotes the set of {tk ; : : : ; tn}-valued F-stopping times. One shows that the
sequence ( QUk)06k6n obeys a dynamic programming principle
QUn := h(T; QX T );
QUk := max
(
h(tk ; QX tk ); E
(
QUk+1 +
T
n
f(tk+1; QX tk+1 ; QUk+1)= QX tk
))
:
When samples (Xt1 ; : : : ; Xtn) of the di=usion X are simulatable, one simply considers
the counterpart of QU for the di=usion, that is U := (Uk)06k6n de5ned by
Uk = esssup

E

T
n
∑
k6i6[n Q=T ]
f(ti; Xti ; Ui) + h( Q; X Q)=Xtk

 ; Q∈!tk


which in turn satis5es
Un := h(T; XT );
Uk := max
(
h(tk ; Xtk ); E
(
Uk+1 +
T
n
f(tk+1; Xtk+1 ; Uk+1)=Xtk
))
:
An important example of this situation is the multi-dimensional Black and Scholes
model in which the di=usion Xt is made up with correlated positive geometric Brownian
Motions.
In fact, both above quantities are still not computable (because of the conditional
expectations) so one needs to spatially discretize the random vectors QX tk ’s or Xtk ’s,
that is to replace them by some random vectors taking 5nitely many values in Rd:
this is the quantization procedure. One replaces the Euler scheme ( QX tk )06k6n (or the
di=usion (Xtk )06k6n itself) by the process (Xˆ k)06k6n given by
Xˆ k := Projk( QX tk ) or Xˆ k := Projk(Xtk ); (4)
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where Projk denotes the projection on a given grid "k = {xk1 ; : : : ; xkNk} following the
closest neighbor rule. The choice between QX k and Xtk is essentially motivated by the
ability to simulate Xtk on a computer. So, the approximation scheme eventually reads
Uˆn = h(T; Xˆ T );
Uˆk =max
(
h(tk ; Xˆ k); E
(
Uˆk+1 +
T
n
f (tk+1; Xˆ tk+1 ; Uˆk+1)=Xˆ k
))
:
Assume that we can compute the transition vectors
#kij :=P(Xˆ k+1 = xk+1j =Xˆ k = xki ) 16 i6Nk; 16 j6Nk+1;
06 k6 n− 1
(see below). Then, one can compute recursively the functions
uˆ n(xni ) = h(tn; x
n
i ) (with tn = T ); 16 i6Nn;
uˆ k(xki ) =max

h(tk ; xki );
Nk+1∑
j=1
#kij
(
uˆ k+1(xk+1j )
+
T
n
f(tk+1; xk+1j ; uˆ k+1(x
k+1
j ))
) ; 16 i6Nk: (5)
One easily checks that Uˆk = uˆ k(Xˆ k). In particular, if x0 is the starting point of the
di=usion process, then Uˆ0 = uˆ 0(x0). This backward descent is called quantization tree
algorithm in Bally and Pag+es (2000).
As mentioned above, there is an optimal choice for the grids "k ’s and the theoretical
error analysis of the method is achieved for these grids. The key fact about these
optimal grids is that they can be recursively computed by a simulation of the underlying
Markov chain (either (Xtk )k or ( QX tk )k). This is achieved by the extended Competitive
Learning Vector Quantization algorithm for Markov chains developed in full details in
Bally and Pag+es (2000). One can simultaneously estimate the transition weights #kij’s
and the quantization errors at every time step. However, several simulations (e.g. in
Bally et al., 2001) suggested that more accurate results are obtained when computing all
these “companion parameters” after the grid optimization procedure, using a regular MC
simulation. That means replacing the theoretical true weights #kij by their MC estimates
#˜kij (idem for the quantization error). The induced “statistical” error is analyzed in the
last part of the paper.
First, we will assume that the transition weights #kij’s are known and we focus
on the analytical or “structural” error |u(t; x) − uˆ k(Projk(x))|. This error is made of
three types of errors. The 5rst one is the time discretization error induced by the
approximation of the integral
∫ 
t : : : ds using a discrete sum and by the use of discrete
stopping times. The second type of error follows from the replacement of the di=usion
process (Xt)t∈[0;T ] by its Euler scheme ( QX tk )06k6n (this step vanishes when the di=usion
itself can be simulated). The third one is the space discretization error induced by the
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space discretization of QX tk (or Xtk ) by their quantizations Xˆ k . This error the induced
quantization error.
The time discretization error ‖Ytk − Uk‖p is O(n−), with  = 12 if both h and f
are Lipschitz continuous and  = 1 if, furthermore, f∈C1;2;2b and h is semi-convex
uniformly in t (see (25) in Proposition 2 or see Bally and Pag+es (2000) for a de5nition
of semi-convexity; the subscript b in C
1;2;2
b means that the existing derivatives are
bounded). The approximation scheme error term ‖Uk − QUk‖p induced by the use of
the Euler scheme QX tk instead of Xtk always is O(n
−1=2). Then, for optimal grids "k , it
is established in Bally and Pag+es (2000) under some further smoothness assumptions
on the coeUcients b and  of the di=usion X that the induced quantization error—i.e.
‖ QUk − Uˆk‖p or ‖Uk − Uˆk‖p—is O(n1+1=dN−1=d), where d is the dimension of the state
space of the di=usion X and N := N0 + N1 + · · · + Nn is the total number of points
used to make up the n + 1 grids "k; 06 k6 n (Nk is the size of grid "k ; note that
if X0 = x; N0 = 1 and "0 = {x}). Finally, one gets
max
06k6n
‖Ytk − Uˆk‖p6C
(
1
n
+
n1+1=d
N 1=d
)
(6)
with = 12 if h and f are simply Lipschitz continuous (whatever the quantized process
is) and =1 if h is semi-convex, f∈C1;2;2b and the quantized process is the di=usion
(Xtk )06k6n (this understands for applications that Xt is simulatable). Note that the error
is minimal when N ˙ nd(1+)+1.
Section 3 is devoted to the global approximation on compact sets of the solution u of
the obstacle problem (3) by uˆ. At this stage, we know that uˆ k(Projk(x)) approximates
u(tk ; x) in the following probabilistic sense: let A%k := {x=|uˆ k(Projk(x))− u(tk ; x)|¿%}:
Since Ytk = u(tk ; Xtk ) and Uˆk = uˆ k(Projk( QX tk )), (6) and Chebyshev’s inequality ensures
that P(Xtk ∈A%k)6 (C=%)( 1n + n
1+1=d
N 1=d ). So one controls the probability that the di=usion
process visits some “bad” region. In order to establish a deterministic result, one con-
siders a safety grid which includes the uniform grid of step 1=n of the closed ball
B(0;R), so that |x − Projk(x)|6 1=n. If we assume that N is large enough (at least
˙ nd(1+)+1), then
sup
|x|6R
|uˆ k(Projk(x))− u(t; x)|6
C
n
; (7)
still with  = 12 or  = 1 according to the setting. So the value of the solution is not
available at one point only, but a whole table describing the evolution of the solution.
In particular, if one is concerned with the premium of an American Option, the method
provides its value not only at time t = 0, but at any given time t ∈ [0; T ] for every
possible evolution of the prices of the stocks: it suUces to insert the price of the
stocks at time t in the table. Of course, such an approach is limited to low-dimensional
problems (say d6 3) because of the use of the safety grid.
As a second step, the approximation procedure of the (lowest) optimal stopping time
∗ is designed.
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Section 4 is entirely devoted to the statistical error. This error is induced by replacing
the true transition weights #ij’s by their empirical counterparts,
#˜kij =
∑M
‘=1 1{Xˆ ‘k+1=xk+1j }1{Xˆ ‘k = xki }∑M
‘=1 1{Xˆ ‘k=xki }
obtained by the simulation of M independent copies ( QX ‘tk )06k6n; 16 ‘6M of the
Euler Scheme ( QX tk )06k6n (or the di=usion itself when possible). One must have in
mind that, a di=usion process being set, this phase has to be processed only once.
Changing the obstacle h needs no updating of this estimation phase. Thus, when pricing
American Put options, all the premia corresponding to any selection of strike prices
can be computed using the same estimates #˜kij. On the other hand, less than 10 mn of
CPU time on a 1 GHz PC computer are necessary to complete the above estimation
procedure on M := 106 trajectories. This result illustrates the way a “statistical” MC
error is propagated in a nonlinear problem. Let us mention that the Least Squares
Regression Method introduced by Longsta= and Schwartz (2001) for pricing American
style options has also been investigated from that point of view in ClVement et al.
(2002).
Let u˜ denote the function obtained by “mimicking” (5) with the #˜kij instead of the
#kij. One needs to estimate u˜ 0− uˆ 0 some way or another as a function of the number M
of simulations. The rate of these approximation highly depends on the structure of the
nonlinearity. Thus it is straightforward that in the completely linear case (no re<ection
and f ≡ 0), the error obeys a standard CLT so that the error behaves like O(1=√M)
in Lp. The result still holds as long as there is no re<ection provided that f is twice
di=erentiable. Here we look at the dual problem which corresponds to the pricing of
American options: the optimal stopping problem with f ≡ 0 and we prove that
E|u˜ 0(x0)− uˆ 0(x0)|6Cb;;h;T
√
nN
∑n
k=1 ‖Xk − Xˆ k‖2 + )n;N;M√
M
:
(put Xk= QX tk or Xk=Xtk and Xˆ 0=X0=x0). The value of )n;N;M depends on the regularity
of the obstacle: if h is simply Lipschitz continuous and bounded, then )n;N;M := n
3
4 +
N 2=
√
nM and if h is more regular—namely semi-convex—, then )n;N;M :=
√
n +
N 2=
√
M . Note that in the above error bound the quantization needs not being optimal
(i.e. n, the Nk ’s and the quadratic quantization errors ‖Xk − Xˆ k‖2 need not being
optimal).
The paper is organized as follows. In Section 2, the error analysis of the discretization
scheme for RBSDEs is completed: one combines some time discretization results with
those about quantization of discrete time homogeneous Markov chains obtained in Bally
and Pag+es (2000), either for the di=usion or its Euler scheme. The 5nal evaluation is
given by (50) in Theorem 3. In Section 3, the global approximation of the solution
of the associated variational inequality is discussed, introducing a safety grid (see
Theorem 4). Finally, Section 4 is devoted to the evaluation of the statistical error
(Theorem 5) when dealing with a bounded obstacle h in some regular (f ≡ 0) Optimal
Stopping problem.
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Notations
• | : | will denote the canonical Euclidean norm on Rd and 〈:|:〉 the corresponding inner
product.
• For every matrix A (with d rows and q columns), set ‖A‖2 := Tr(AA∗) (which
corresponds to its Euclidean norm as an element of Rd×q).
• C1;2;2b := {f : [0; T ] × Rd × R → R such that ∇t; x;yf and D2x;yf continuously exist
and are bounded}. (The function f itself needs not to be bounded.)
• Let [f]1 := supx =y |f(x) − f(y)|=|x − y| denote the Lipschitz ratio of a Lipschitz
continuous function f :Rd → R.
• For every x∈R, set x := min{k¿ x; k ∈Z} and [x] := max{k6 x; k ∈Z}.
2. A discretization scheme for RBSDEs
2.1. Preliminaries
We will work with the following generic RBSDE:
Yt = h(T; XT ) +
∫ T
t
f(s; Xs; Ys) ds+ KT − Kt −
∫ T
t
〈Zs| dBs〉; (8)
Yt¿ h(t; Xt) and
∫ T
0
(Yt − h(t; Xt)) dKt = 0: (9)
where (Bt)t∈[0;T ] is a standard q-dimensional Brownian Motion living on some prob-
ability space (,;F;P). We consider the right-continuous 5ltration F := (Ft)t∈[0;T ]
associated to B, i.e. the completion of ((Bs; 06 s6 t))t∈[0;T ] with respect to (F;P).
The process X is the di=usion process solution of the stochastic di=erential equation
Xt = x +
∫ t
0
b(Xs) ds+
∫ t
0
(Xs) dBs; x∈Rd; (10)
where b :Rd → Rd and  : Rd →M(d× q;R) are Lipschitz continuous. The functions
coming on in the above equations satisfy the following hypothesis:
(H1) ≡ ‖(x)− (x′)‖+ |b(x)− b(x′)|6 -0|x − x′|; (11)
(H2) ≡ |f(t; x; y)− f(t′; x′; y′)|6 -0(|t − t′|+ |x − x′|+ |y − y′|) (12)
(H3) ≡ |h(t; x)− h(t′; x′)|6 -0(|t − t′|+ |x − x′|): (13)
Note that ; b; f and h and b have at most linear growth. We will assume for
notational convenience that this real constant -0 also satis5es
sup
t∈[0;T ]
max{|f(t; x; y)|; |h(t; x)|; ‖(x)‖; |b(x)|}6 -0(1 + |x|+ |y|): (14)
A solution of the above RBSDE is a triplet (Yt; Zt ; Kt)t∈[0;T ] of progressively mea-
surable square integrable processes, K being nondecreasing with continuous paths and
K0 = 0, which satisfy Eq. (8) and constraints (9).
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About the real constants: There will be a lot of real constants coming on, depending
upon T; p; -0 and x. We need to control their dependency since we will integrate some
of them with respect to the starting value of the di=usion x in Section 3. When the
computations become intractable, we will simply introduce some purely numeric real
constant C (that may vary from line to line).
For every p¿ 1, we will denote by Dp := p=(p − 1) the real constant in Doob’s
Lp-maximal inequality and by Bp the constant in Burkholder–Davis–Gundy’s Lp-
maximal inequality (Bp =O(
√
p)).
Finally, if (X xt )t∈[0;T ] denotes the di=usion starting at x de5ned in (10), set
-1;p(x) :=
∥∥∥∥∥ supt∈[0;T ] |X xt |
∥∥∥∥∥
p
so that -1;p(x)6Bpe2-0T (1 + |x|)
6C
√
pe2-0T (1 + |x|): (15)
The intuition underlying the above de5nition is as follows: we want to solve a BSDE
but we want also to keep Y larger than the obstacle h(t; Xt): Then we have to use a
nondecreasing process K which pushes Y upwards. K is itself an unknown process
(so it appears as one of the terms of the solution) but we require the action to be
minimal in the sense that K pushes in the critical situation Yt = h(t; Xt) only. The
process Z appears as the strategy to be used, starting from Y0, in order to reach the
target h(T; XT ) at time T . The fact that we may choose Z makes possible to obtain
nonanticipative solutions despite the target h(T; XT ) depends on all the information up
to T . Our main reference for RBSDEs will be El Karoui et al. (1997a, b). Thus, they
prove the following
Theorem 1. Assume (H1); (H2) and (H3). Then the RBSDE (8) has a unique solution.
Actually, there is also a classical analytical counterpart for RBSDEs: it is known
(see El Karoui et al., 1997a, b) that the process (Yt)t∈[0;T ] can be written as Yt=u(t; x)
where u is a continuous function which is the unique solution in a viscosity sense of
a PDE with obstacle h. An approach in a variational sense is developed in Bally et al.
(2002a, b): the function u solves in a variational sense of a PDE with obstacle h and
u is the minimal solution for the corresponding variational inequality. We come back
on u and its approximation in Section 3.
The important point in this paper is that the solution does exist and that, furthermore,
it may be represented by means of a “rVeduite”.
Proposition 1. If (Yt)t∈[0;T ] solves RBSDE (8), then
Yt = esssup
∈Tt
E
(∫ 
t
f(s; Xs; Ys) ds+ h(; X)=Ft
)
; (16)
where Tt is the family of (t; T ]-valued stopping times. (Note that when the function
f does not depend upon Yt , Eq. (16) can be taken as a deDnition for (Yt)t∈[0;T ].)
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In particular, when f ≡ 0, then (Yt)t∈[0;T ] is the regular continuous time Snell
envelope that solves the regular Optimal Stopping problem for the adapted process
(h(t; Xt))t∈[0;T ].
Proof (Sketch): Let ∈Tt . Writing RBSDE (8) between t and  and taking the con-
ditional expectation yields
Yt = E
(
Y +
∫ 
t
f(s; Xs; Ys) ds+ K − Kt=Ft
)
¿ E
(
h(; X) +
∫ 
t
f(s; Xs; Ys) ds=Ft
)
:
The inequality follows from the facts that Y¿ h(; X) and that K is nondecreasing.
Let us prove now the converse inequality. Actually, we produce an optimal stopping
time which realizes the esssup:
∗ = inf{s¿ t=Ys = h(s; Xs)}:
Note that K does not increase up to ∗ so that K∗ = Kt Then, taking conditional
expectation in the RBSDE yields
Yt = E
(
Y∗ +
∫ ∗
t
f(s; Xs; Ys) ds=Ft
)
= E
(
h(∗; X∗) +
∫ ∗
t
f(s; Xs; Ys) ds=Ft
)
:
Notation. In order to simplify the notation we denote by Et the conditional expectation
with respect to Ft that is
Et . := E(.=Ft) ∀.∈L1:
Finally, we give an evaluation which is essentially contained in Proposition 3.2 of
El Karoui et al. (1997a, b), except that we specify the constants. The detailed proof
is postponed to the Appendix.
Proposition 2. (a) For every p¿ 1,∥∥∥∥∥ supt∈[0;T ] |Yt |
∥∥∥∥∥
2p
∨
(
E sup
t∈[0;T ]
Et
(∫ T
t
|Zs|2 ds
)p)1=2p
∨ ‖KT‖2p6 -2;p(x) (17)
with -2;p(x) := D2p
√
-0 e3-0T
√
’(-0; T ) (1 + -1;2p(x)) (18)
’(-0; T ) :=max(8(4-0(2 + -0T )4 + (1 + -0 + T )
×(2 + -0T )2e−3-0T + -0(1 + T )2e−6-0T );
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8-0(2 + -0T )2 + e−3-0T (1 + -0
+T + (5-0 + T + 2-0T + 2)2=4)); (19)
where -1;2p(x) is the constant deDned by (15). Note that -2;p(x)6CeC-0T
√
p (1+|x|).
(b) Let Qf (respectively, Qh) be another coeFcient which has the same properties as
f (respectively, as h) and let ( QY ; QZ; QK) be the solution of the RBSDE with coeFcient
Qf, obstacle Qh(t; Xt) and Dnal condition h(T; XT ). Then
P-a:s:; ∀t ∈ [0; T ]; |Yt− QY t |6 e-0(T−t)(‖h− Qh‖∞ + (T − t)‖f− Qf‖∞): (20)
2.2. Time discretization and approximation scheme
Time discretization consists in approximating the continuous time di=usion (Xt)t∈[0;T ]
by an homogeneous discrete time (Ftk )06k6n-Markov chain with tk := kT=n; 06 k6 n.
In several classical models, some paths of the di=usion at discrete times tk ’s can be
directly simulated on a computer at a reasonable cost from a sequence of (pseudo-)
random numbers. This happens for instance when Xt =’(t; Bt) for an explicit function
’ like in the multi-dimensional Black and Scholes model. Then, the di=usion itself
becomes the object of interest for numerical purpose since it may lead to more accurate
error bounds and one uses (Xtk )06k6n as the approximating Markov chain. Then it
becomes natural to consider the (h; f)-Snell envelope (Uk)06k6n of (Xtk )06k6n de5ned
by
Un := h(tn; Xtn) = h(T; XT );
Uk := max
(
h(tk ; Xtk ); Etk
(
Uk+1 +
T
n
f(tk ; Xtk+1 ; Uk+1)
))
; 06 k6 n− 1:
Classical arguments from Optimal Stopping Theory show (see, e.g., Bally and Pag+es,
2000, Proposition 1) that (Uk)06k6n satis5es
Uk = esssup
∈!k
Etk
(
h(; X) +
T
n
Q∑
i=k+1
f(ti; Xti ; Ui)
)
; (21)
where !k denotes the set of {tk ; : : : ; tn}-valued F-stopping times and Q= (n=T ).
In a general framework, one cannot assume that the di=usion itself can be simulated
at times tk ; 06 k6 n. So one introduces the (Gaussian) Euler scheme with step T=n of
the di=usion, denoted ( QX tk )06k6n, as the approximating (homogeneous) Markov chain.
It is de5ned by
QX 0 := x and QX tk+1 := QX tk + b( QX tk )
T
n
+ ( QX tk )(Btk+1 − Btk ) (22)
(when necessary, one sets QX t := QX tk ; t ∈ [tk ; tk+1)). The Euler scheme QX tk is an F kT
n
-
Markov chain, easy to simulate as soon as b and  are explicit.
We will make use below of the following classical Lp-error bounds for the Euler
scheme∥∥∥∥ max06k6n |Xtk − QX tk |
∥∥∥∥
p
6C0(x)
1√
n
with C0(x) :=
√
pC eC-0T (1 + |x|): (23)
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One associates to ( QX tk )06k6n its (h; f)-Snell envelope ( QUk)06k6n de5ned by the
following dynamic programming formula:
QUn := h(tn; QX tn) = h(T; QX T );
QUk := max
(
h(tk ; QX tk ); Etk
(
QUk+1 +
T
n
f(tk+1; QX tk+1 ; QUk+1)
))
: (24)
It satis5es as well QUk = esssup∈!k Etk (h(; QX ) +
T
n
∑ Q
i=k+1 f(ti; QX ti ; QUi)).
Let us pass now to the main result of this section. We will consider two possible
approximations of Yt by a (h; f)-Snell envelope: that of the Euler scheme under some
standard “Lipschitz” assumptions, namely (H1); (H2); (H3) and that of the di=usion
itself discretized at times tk , under some additional “smooth” assumption. For that
purpose we need a de5nition
Denition 1. A function h : [0; T ]× Rd → R is semi-convex if
∀ x; y∈Rd; ∀ t ∈R+; h(t; y)− h(t; x)¿ (%h(t; x)|y − x)− )|x − y|2; (25)
where %h is a bounded function on R+ × Rd and )¿ 0.
Examples.
• The semi-convexity assumption is ful5lled by a wide class of functions:
• If h(t; :) is C1 for every t ∈R+ and (@h=@x)(t; x) is bounded )-Lipschitz in x, uni-
formly in t, then h is semi-convex (with %h(t; x) := (@h=@x)(t; x)).
• If h(t; :) is convex for every t ∈R+ with a derivative %h(t; :) (in the distribution
sense) which is a bounded function in (t; x), then h is semi-convex.
This class of functions embodies most usual pay-oG functions used in mathemati-
cal Finance for pricing American style vanilla options, especially those involving the
positive part of linear combination or extrema of the coordinates of the variable x∈Rd.
The notion of semi-convex function seems to have been introduced in Caverhill and
Webber (1990) for pricing one-dimensional American options. See also Lamberton
(2002) or Lamberton (1998) for recent developments in a similar setting.
Theorem 2.
(a) Snell envelope of the Euler scheme: Assume that (H1); (H2), (H3) hold. Then,
for every p¿ 1,
max
06k6n
‖Ytk − QUk‖p6
-4;p(x)√
n
with -4;p(x) := -0Te-0T ((1 + T )C0(x) + 2T (C1(x) + C2(x)));
where C0(x); C1(x) and C2(x) are, respectively, speciDed in (23), Lemmas 5 and
2 below.
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(b) Snell envelope of the di=usion (Xtk )06k6n: Assume that (H1); (H2), (H3) hold
and that, furthermore, f is C1;2;2b and h is semi-convex. Then, for every p¿ 1,
max
06k6n
‖Ytk − Uk‖p6
-˜4;p(x)
n
with -˜4;p(x) := (1 + -0Te-0T )(C˜1(x) + C˜2(x)); (26)
where C˜1(x) and C˜2(x) are, respectively, speciDed in Lemmas 4 and 2 below.
Remarks.
• In fact, the above theorem still holds true with the max inside the Lp-norm, provided
that p¿ 2 (which is not a true restriction since the Lp-norm is nondecreasing as a
function of p). Namely, under the other assumptions of the above theorem,
(a′) For every p¿ 2; ‖max06k6n|Ytk − QUk‖|p6
-max4; p (x)√
n with
-max4;p (x) := -0Te
-0T ((1 + T )DpC0(x) + 2T (Cmax1 (x) + C
max
2 (x)));
where Cmax1 (x) and C
max
2 (x) are speci5ed in Lemmas 5 and 2 below, respec-
tively.
(b′) For every p¿ 2; ‖max06k6n|Ytk − Uk‖|p6
-˜max4; p (x)
n with
-˜max4;p (x) := (1 + -0Te
-0T )(C˜max1 (x) + C˜
max
2 (x));
where C˜max1 (x) and C˜
max
2 (x) are speci5ed in Lemmas 5 and 2 below, respec-
tively.
• Note that all the real constants -4;p(x); -max4;p (x); -˜4;p(x) and -˜max4;p (x) can be written
C eC-0T
√
p (1 + |x|).
Proof. In order to prove this theorem, we need to temporarily introduce two quantities
that will help us passing from the continuous time processes X and Y to their time
discretization QX and QU . So, one de5nes the sequences (Lk)06k6n and (Rk)06k6n by
Rk := esssup
∈!k
Etk
(
h(; X) +
T
n
Q∑
i=k+1
f(ti; Xti ; Yti)
)
and
Lk := esssup
∈!k
Etk
(
h(; X) +
∫ 
tk
f(s; Xs; Ys) ds
)
:
Now, to estimate, | QUk − Ytk | we will use the obvious inequality
| QUk − Ytk |6 | QUk − Uk |+ |Uk − Rk |+ |Rk − Lk |+ |Lk − Ytk |:
Note that, if the function f does not depend on the space variable u, then Uk = Rk ;
furthermore, if the function f is identically 0, then Uk =Rk =Lk . The rest of the proof
is divided in several lemmas.
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Lemma 1. For every k ∈{0; : : : ; n}; |Uk − QUk |6 -0(1 + T − tk)e-0(T−tk )Etkmaxk6i6n
|Xti − QX ti | so that, for every p¿ 1,
max
06k6n
‖Uk − QUk‖p6 -0(1 + T )e-0T
∥∥∥∥ max06i6n |Xti − QX ti |
∥∥∥∥
p
;
and for every p¿ 1,∥∥∥∥ max06k6n |Uk − QUk |
∥∥∥∥
p
6 -0(1 + T )e-0TDp
∥∥∥∥ max06i6n |Xti − QX ti |
∥∥∥∥
p
:
Proof. Let ∈!k and Q := (n=T ),∣∣∣∣∣Etk
(
h(; X) +
T
n
Q∑
i=k+1
f(ti; Xti ; Ui)
)
− Etk
(
h(; QX ) +
T
n
Q∑
i=k+1
f(ti; QX ti ; QUi)
)∣∣∣∣∣
6 -0
(
Etk |X − QX |+
T
n
n∑
i=k+1
Etk (|Xti − QX ti |+ |Ui − QUi|)
)
6 -0
((
1 + T
(
1− k
n
))
Etk maxk6i6n |Xti − QX ti |+
T
n
n∑
i=k+1
Etk |Ui − QUi|
)
;
which yields
|Uk − QUk |6 -0
(
(1 + T − tk)Etk maxk6i6n |Xti − QX ti |+
T
n
n∑
i=k+1
Etk |Ui − QUi|
)
:
It follows that, for every k ∈{0; : : : ; n} and every ‘∈{k; : : : ; n},
Etk |U‘ − QU‘|6 -0(1 + T − tk)Etk maxk6i6n |Xti − QX ti |+
-0T
n
n∑
i=‘+1
Etk |Ui − QUi|:
A backward induction then yields
|Uk − QUk |= Etk |Uk − QUk |
6 -0(1 + T − tk)
(
1 +
-0T
n
)n−k
Etk maxk6i6n |Xti − QX ti |
6 -0(1 + T − tk)e-0(T−tk )Etk max06i6n |Xti − QX ti |:
Lemma 2. (a) For every p¿ 1 and every k ∈{0; : : : ; n}; ‖Ytk−Lk‖p6C2(x)=
√
n, with
C2(x) := -0
√
T (2
√
T +
√
T (-1;p(x) +
√
-2;p(x))
+ -0(1 +
√
T )(1 + -1;2p(x))): (27)
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Furthermore, if p¿ 2,∥∥∥∥ max06k6n |Ytk − Lk |
∥∥∥∥
p
6
Cmax2 (x)√
n
(28)
with
Cmax2 (x) := -0
√
T (2
√
T +
√
TDp(-1;p(x) +
√
-2;p(x))
+(1 +
√
T )-0
√
Dp
2
(1 + -1;p(x))):
(b) If h is semi-convex, then, for every p¿ 1 and k ∈{0; : : : ; n}; ‖Ytk−Lk‖p6 C˜2(x)n ,
with
C˜2(x) := -0T ((1 + ‖%h‖∞)(1 + -1;p(x)) + 1 + -1;2p(x)
+4)-0(1 + -1;2p(x))2): (29)
Furthermore, if p¿ 2,∥∥∥∥ max06k6n|Ytk − Lk |
∥∥∥∥
p
6
C˜max2 (x)
n
(30)
with
C˜max2 (x) := -0T ((1 + ‖%h‖∞)(1 + Dp-1;p(x)) + 1 + Dp-1;2p(x)
+4)-0Dp(1 + -1;2p(x))2):
Remark. Note that if f ≡ 0 this second step completes the proof of the Theorem 2.
Furthermore, if f does not depend upon Yt , the proof needs no a priori estimates on
Y .
Proof of Lemma 2. Let ∈Ttk . We put
˜ :=
⌈n
T
⌉
=
n−1∑
i=0
(i + 1)T
n
1{ iTn ¡6
(i+1)T
n }
:
The random variable ˜ is a F-stopping time lying in !tk+1 such that 6 ˜. The very
de5nitions of Ytk and Lk yield
06Ytk − Lk6 esssup
∈Ttk
Etk
(
h(; X)− h(˜; X˜) +
∫ ˜

|f(s; Xs; Ys)| ds
)
: (31)
(a) h being Lipschitz continuous, it follows that
06Ytk − Lk6 2-0
T
n
+ -0Etk |X − X˜|+ -0
T
n
Etk
(
sup
s∈[0;T ]
(|Xs|+ |Ys|)
)
:
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Some standard computations, using conditional Minkowski inequality and assumption
(14) lead to
√
Etk |X − X˜|26
√√√√Etk
∣∣∣∣∣
∫ ˜

b(Xs) ds
∣∣∣∣∣
2
+
√√√√Etk
∣∣∣∣∣
∫ ˜

(Xs) dBs
∣∣∣∣∣
2
6
√√√√Etk
∣∣∣∣∣
∫ ˜

b(Xs) ds
∣∣∣∣∣
2
+
√
Etk
∫ ˜

Tr(∗)(Xs) ds
6 -0
T
n
√
Etk sup
s∈[0;T ]
(1 + |Xs|)2 + -0
√
T
n
√
Etk sup
s∈[0;T ]
(1 + |Xs|)2
since ‖‖2 = Tr(∗). It follows that
Etk |X − X˜|6 -0
√
T
n
(
1 +
√
T
n
)√
Etk sup
s∈[0;T ]
(1 + |Xs|)2:
Plugging this inequality into (31) and using that conditional expectation is a L2p-
contraction yield
‖Ytk − Lk‖p
6 2-0
T
n
+ -0
T
n


∥∥∥∥∥ sups∈[0;T ] |Ys|
∥∥∥∥∥
p
+
∥∥∥∥∥ sups∈[0;T ]|Xs|
∥∥∥∥∥
p


+ -20
√
T
n
(
1 +
√
T
n
)∥∥∥∥∥
√
Etk sup
s∈[0;T ]
(1 + |Xs|)2
∥∥∥∥∥
p
6 2-0
T
n
+ -0
T
n
(-1;p(x) + -2;p(x)) + -20
√
T
n
(
1 +
√
T
n
)
(1 + -1;2p(x)):
This 5nally yields (27) once the real constant C2(x) set at the appropriate value.
If p¿ 2, one checks using Doob’s maximal inequality that
E
(
max
06k6n
√
Etk sup
s∈[0;T ]
(1 + |Xs|)2
)p
= E max
06k6n
(
Etk sup
s∈[0;T ]
(1 + |Xs|)2
)p=2
6Dp=2p=2E
(
sup
s∈[0;T ]
(1 + |Xs|)p
)
so that∥∥∥∥∥ max06k6n
√
Etk sup
s∈[0;T ]
(1 + |Xs|)2
∥∥∥∥∥
p
6
√
Dp=2 (1 + -1;p(x)):
The rest of the proof is obvious.
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(b) Assume now that the function h is semi-convex. Then
h(; X)− h(˜; X˜)6 -0 Tn + h(; X)− h(; X˜)
6 -0
T
n
+ 〈%h(; X)|X − X˜〉+ )|X − X˜|2
so that
Etk (h(; X)− h(˜; X˜))6 -0
T
n
+ Etk
(〈
%h(; X)| E
(∫ ˜

b(Xs) ds=F
)〉)
+2)
(
Etk
∫ ˜

|b(Xs)|2 + Tr(∗)(Xs) ds
)
6 -0
T
n
+ ‖%h‖∞Etk
(∫ ˜

|b(Xs)| ds
)
+2)
(
Etk
∫ ˜

|b(Xs)|2 + ‖‖2(Xs) ds
)
6 -0
T
n
+ ‖%h‖∞-0 Tn
(
1 + Etk sup
s∈[0;T ]
|Xs|
)
+4)-20
T
n
Etk
(
1 + sup
s∈[0;T ]
|Xs|
)2
:
Plugging this inequality in (31) yields for every p¿ 1,
‖Ytk − Lk‖p6 -0
T
n
(2 + -1;p(x) + -2;p(x)) + -0
T
n
‖%h‖∞(1 + -1;p(x))
+4)-20
T
n
(1 + -1;2p(x))2;
which completes the proof of (29). The adaptation to establish (30) is
straightforward.
Lemma 3. Let p¿ 1. For every k ∈{0; : : : ; n− 1},
‖Rk − Uk‖p6 -0 Te-0(T−tk ) max
k+16‘6n
‖R‘ − Yt‘‖p: (32)
Furthermore, if p¿ 1,∥∥∥∥ max06k6n |Rk − Uk |
∥∥∥∥
p
6 -0 Te-0TDp
∥∥∥∥ max16k6n |Rk − Ytk |
∥∥∥∥
p
: (33)
Remark. This lemma is trivial if f does not depend on the variable Y .
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Proof of Lemma 3. First, one has for every k ∈{0; : : : ; n},
|Rk − Uk |6 Tn
n∑
i=k+1
Etk |f(ti; Xti ; Ui)− f(ti; Xti ; Yti)|6
-0T
n
n∑
i=k+1
Etk |Ui − Yti |
6
-0T
n
n∑
i=k+1
(Etk |Ui − Ri|+ Etk |Ri − Yti |):
Let k0 ∈{0; : : : ; k} and take Etk0 . Discrete time Gronwall’s Lemma yields
Etk0 |Rk − Uk |6
(
1 +
-0T
n
)n−k
e-0(T−tk0 )
-0T
n
n∑
i=k+1
Etk0 |Ri − Yti |:
This inequality holds for k = k0 so that
|Rk0 − Uk0 |6 e-0(T−tk0 )
-0T
n
n∑
‘=k0+1
Etk0 |Ri − Yti |:
This yields directly that ‖Rk0 − Uk0‖p6 e-0(T−tk0 )-0(T − tk0 )maxk0+16‘6n ‖R‘ − Yt‘‖p.
The maximal version of the inequality follows from Doob’s inequality applied to
|Rk0 − Uk0 |6 e-0T -0T Etk0 max16i6n |Ri − Yti |:
Lemma 4. If f satisDes (H2) and f∈C1;2;2b then, for every p¿ 1,
max
06k6n
‖Rk − Lk‖p6 C˜1(x)n with C˜1(x) := C˜
′
1(x) + fC˜′′1(x); (34)
C˜′1(x) := T 2-0(1 + 2-0(1 + -1;p(x) + -2;p(x)=2) + -2;p(x)=T )
C˜′′1(x) :=
-22;p(x)
T
+
-20
2
(1 + -1;2p(x))2T 2
and
f := sup
(t;x;y)∈[0;T ]×Rd×R
sup{|u∗D2xyf(t; x; y) u|; u∈Rd+1; |u|= 1}: (35)
(D2xyf denotes the Hessian of f(t; :; :) and -1;p(x) and -2;p(x) are deDned by (15) and
(17) respectively.) Furthermore, for every p¿ 1,∥∥∥∥ max06k6n |Rk − Lk |
∥∥∥∥
p
6
C˜max1 (x)
n
with C˜max1 (x) := C˜′
max
1 (x) + fC˜′′
max
1 (x) (36)
C˜′max1 (x) := T
2-0(1 + 2-0(1 + Dp-1;p(x) + Dp-2;p(x)=2) + Dp-2;p(x)=T )
C˜′′max1 (x) := Dp
(
-22;p(x)
T
+
-20
2
(1 + -1;2p(x))2T 2
)
:
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Proof. Set
2i :=
∫ ti+1
ti
(f(s; Xs; Ys)− f(ti+1; Xti+1 ; Yti+1)) ds:
Let ∈!k and its integral counterpart Q := (T=n). One has∣∣∣∣∣Etk
(
Q−1∑
i=k
2i
)∣∣∣∣∣=
∣∣∣∣∣
n−1∑
i=k
Etk (1{i¡ Q}2i)
∣∣∣∣∣=
∣∣∣∣∣
n−1∑
i=k
Etk (1{i¡ Q}Eti(2i))
∣∣∣∣∣6 Etk
n−1∑
i=k
|Eti(2i)|
so that |Rk − Lk |6 Etk (
∑n−1
i=k |Eti(2i)|).
First, note that assumption (H3) implies that ‖@yf‖∞; ‖@xf‖∞ and ‖@tf‖∞6 -0.
Combining Itoˆ’s formula and Fubini’s Theorem yields (dropping the dependency in
(r; Xr; Yr) in the computations below),
Eti(2i) =−Eti
∫ ti+1
ti
ds
(∫ ti+1
s
dr((@r + Lx)f + (@yf)f + 12(@
2
yf)|Zr|2
+
∑
k;‘
@2xkyf(r; Xr; Yr)k‘(Xr)Z
‘
r )

+ Eti
∫ ti+1
ti
∫ ti+1
s
@yf dKr ds
= Eti
∫ ti+1
ti
dr(r − ti)
(
(@r + Lx)f + (@yf)f + 12(@
2
yf)|Zr|2
+
∑
k;‘
@2xkyf(r; Xr; Yr)k‘(Xr)Z
‘
r

+ Eti
∫ ti+1
ti
(r − ti)@yf dKr
so that
|Eti(2i)|6
T
n
Eti
∫ ti+1
ti
dr(-0 + -20(1 + |Xr|+ |Yr|)
+ -20(1 + |Xr|) +
f
2
(‖(Xr)‖2 + |Zr|2)) + -0Tn Eti(Kti+1 − Kti)
6
T
n
Eti
∫ ti+1
ti
ddr(-0 + 2-20(1 + |Xr|) +
f-20
2
(1 + |Xr|)2
+f|Zr|2 + -20|Yr|) +
-0T
n
Eti(Kti+1 − Kti): (37)
This leads to
|Rk − Lk |6 T
2
n

-0 + 2-20
(
1 + Etk sup
s∈[0;T ]
|Xs|
)
+
f-20
2
Etk
(
1 + sup
s∈[0;T ]
|Xs|
)2
+-20 Etk sup
s∈[0;T ]
|Ys|+ fT Etk
∫ T
0
|Zs|2 ds
)
-0T
n
Etk (KT ): (38)
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Finally, using that ‖Z‖p6 ‖Z‖2p, yields
‖Rk − Lk‖p6 T
2
n
(
-0 + 2-20(1 + -1;p(x) + -2;p(x)=2) (39)
+
f-20
2
(1 + -1;2p(x))2 +
f
T
-22;p(x)
)
+
-0T
n
-2;p(x): (40)
The maximal counterpart follows from (37) the same way round using Lp and L2p-
Doob’s maximal inequalities.
Now it remains to remove the regularity assumption on f in the above Lemma 4.
Lemma 5. If the function f (only) satisDes assumption (H2), then, for every p¿ 1,
max
06k6n
‖Rk − Lk‖p6 C1(x)√n
with C1(x) := 2T-0(1 + -0Te-0T ) + 2c’-0C˜′′1(x) + C˜′1(x): (41)
For every p¿ 1,∥∥∥∥ max06k6n |Rk − Lk |
∥∥∥∥
p
6
Cmax1 (x)√
n
(42)
with
Cmax1 (x) := 2T-0(1 + -0Te
-0T ) + 2c’-0C˜′′max1 (x) + C˜′
max
1 (x):
Proof. Let (fm)m∈N∗ be the regularization of f with respect to t ∈R+; x∈Rd and
y∈R de5ned by
fm(t; x; y) :=
∫
Rd+2
’m(t − s; x − u; y − v)f(s; u; v) du dv ds;
’m(t; x; y) := md+2 ’(m(t; x; y));
where ’ is a compactly supported smooth probability density function on Rd+2 sat-
isfying
∫
Rd+2 ’(u) du = 1 and f(t; :; :) := f(0; :; :) if t6 0. The function fm is clearly
C1;2;2b and since f is -0-Lipschitz continuous,
‖f − fm‖∞6 -0m ; and supt∈[0;T ] ‖D
2
x;yfm(t; :; :)‖∞6 c’-0m:
Consequently, up to an appropriate choice of c’, one has that the real parameter fm
introduced in Lemma 4 satis5es
fm6 c’-0m:
Let Ym be the solution of the RBSDE with obstacle h(t; Xt), 5nal condition h(T; XT )
and coeUcient fm. Using (20)∥∥∥∥∥ supt∈[0;T ] |Yt − Ymt |
∥∥∥∥∥
p
6 e-0TT‖f − fm‖∞6 -0Te
-0T
m
:
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We de5ne Rmk ; L
m
k in the same way as Rk; Lk ; with fm instead of f. Then
|Lmk − Lk |6 Etk
∫ T
tk
|f(t; Xt ; Yt)− fm(t; Xt ; Y mt )| dt
6
-0(T − tk)
m
+ -0Etk
∫ T
tk
|Yt − Ymt | dt:
It follows that
max
06k6n
‖Lk − Lmk ‖p6
T-0
m
+ -0
∥∥∥∥
∫ T
tk
|Yt − Ymt | dt
∥∥∥∥
p
6
T-0
m
+ -0T
-0Te-0T
m
6
L
m
:
One gets the same way round max06k6n ‖Rk − Rmk ‖p6L=m.
Using C˜′1(x) and C˜′′1(x) as introduced in Lemma 4, one gets by (34) that
max
06k6n
‖Rk − Lk‖p6 2Lm + max06k6n ‖R
m
k − Lmk ‖p6
2L
m
+
C˜′1(x) + c’-0 mC˜′′1(x)
n
:
Setting m := [
√
n] yields
max
06k6n
‖Rk − Lk‖p6
(
2L+ (c’-0)C˜′′1(x)
) 1√
n
+
C˜
′
1(x) + (c’-0)C˜′′1(x)
n
:
The maximal version of the inequality works the same way round when p¿ 1.
End of the proof of Theorem 2. (a) One starts from the obvious inequality
| QUk − Ytk |6 | QUk − Uk |+ |Uk − Rk |+ |Rk − Lk |+ |Lk − Ytk |:
It follows from Lemmas 3, 5 and 2(a) that
‖Uk − Rk‖p6 -0 Te-0 T max
k+16‘6n
‖R‘ − Yt‘‖p
6 -0 Te-0 T
(
max
k+16‘6n
‖R‘ − L‘‖p + max
k+16‘6n
‖L‘ − Yt‘‖p
)
6 -0 Te-0 T (C1(x) + C2(x))
1√
n
:
Finally, Lemma 1 and the error bound (23) yield
‖ QUk − Ytk‖p6 -0(1 + T )e-0T
∥∥∥∥ max06k6n|Xtk − QX tk |
∥∥∥∥
p
+2-0Te-0T (C1(x)+C2(x))
1√
n
6 -0e-0 T ((1 + T )C0(x) + 2T (C1(x) + C2(x)))
1√
n
:
The maximal version follows the same way round, using appropriate inequalities.
(b) From a technical point of view, the proof of item (b) is quite similar. The main
di=erence is that the term Uk − QUk no longer appears in that setting, so that Lemma 1
is useless here. For the other terms, the error behaves like O(1=n) due to the regularity
assumption on f and h.
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2.3. Space discretization by optimal quantization
In this section we will apply some results about optimal quantization of a Markov
chain as they were established in Bally and Pag+es (2000). In our setting, the Markov
chain will be either the di=usion at times tk i.e. (Xtk )06k6n or its (Gaussian) Euler
scheme ( QX tk )06k6n. It will be denoted from now on (Xk)06k6n. Let us recall the con-
struction. For each 06 k6 n a grid "k = {xk1 ; : : : ; xkNk} is given, assumed to be an
optimal quantization grid for Xk (in Section 2.2.2 of the paper Bally and Pag+es (2000)
a stochastic recursive algorithm which produces these optimal grids by simulation is
described: it is called extended CLVQ). It turns out that if we set the number of time
steps at n and if we a priori decide to employ a total number N of elementary quan-
tizers, then the optimal choice of Nk is (approximately) given by Nk=N := (3=2n)
√
k=n
(see Bally and Pag+es, 2000, Section 5.1, Theorem 3 or formula (48) below: the true
formula depends on the dimension d of the state space but this dependency becomes
weaker and weaker as d increases).
We still de5ne the quantization Xˆ k =Projk(Xk) of Xk where Projk denotes a closest
neighbour projection on "k . Moreover we compute by simulation the weights
#kij := P(Xˆ k+1 = xk+1j =Xˆ k = xki ) = P(Xk+1 ∈C(xk+1j )=Xk ∈C(xki ))
where C(xki )=Proj
−1
k (x
k
i ) ⊂ {x=|x−xki |=min16j6Nk |x−xkj |} is the Voronoi tessel of xki .
This means that we compute some weights #˜kij which approximate the “true” #
k
ij. This
can be done either on line during the grid optimization phase (see Bally and Pag+es,
2000, Section 2.2) or by a regular MC simulation once the grids "k are settled. For
the time being, we assume that the true #kij’s are known (the statistical error induced
by replacing #kij by #˜
k
ij is evaluated in Section 4). Set
Pˆk’(xki ) :=
N∑
j=1
#kij ’(x
k+1
j ) = E(’(Xˆ k+1)=Xˆ k = xki ): (43)
One de5nes by induction the sequence of functions uˆ k :"k → R by the following
quantized dynamic programming formula, called quantization tree algorithm in Bally
and Pag+es (2000):
uˆ n(xni ) = h(tn; x
n
i ); (tn = T );
uˆ k(xki ) = max
(
h(tk ; xki ); Pˆk
(
uˆ k+1 +
T
n
f(tk+1; :; uˆ k+1( · ))
)
(xki )
)
: (44)
Let us come now to what is known about the error. It follows from (43) and (44) that
Uˆk := uˆ k(Xˆ k) is given by
Uˆn = h(T; Xˆ n);
Uˆk =max
(
h(tk ; Xˆ k); E
(
Uˆk+1 +
T
n
f(tk+1; Xˆ k+1; Uˆk+1)=Xˆ k
))
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and so Uˆk is but the Snell envelope of h(tk ; Xˆ k); 06 k6 n. Moreover, it is proved in
Bally and Pag+es (2000) (Theorem 1, Section 1.2.2) that, for any p¿ 1,
‖ QUk − Uˆk‖p6
n∑
i=k
dni ‖ QX i − Xˆ i‖p: (45)
The dni ’s are some explicit real coeUcients depending upon the maturity T , di=usion
coeUcients b and , the obstacle h and function f. Whatsoever, the key fact is that,
when b; ; h and f are Lipschitz continuous functions, one has
sup
n∈N∗
max
16i6n
dni ¡+∞:
We sum up now the results concerning the error ‖ QUk − Uˆk‖p presented in Bally and
Pag+es (2000).
2.3.1. Optimal quantization of a random vector: some background
In order to have some insight on ‖Xi − Xˆ i‖p when the grid "i is optimal, let us
5rst focus on the quantization of a single random vector X ∈Lp using a plain grid
" := {x1; : : : ; xN}. Then, if one denotes by Proj" a closest neighbor projection on "
and set Xˆ " = Proj"(X )
‖X − Xˆ "‖p =
(∫
Rd
min
16i6N
|xi − u|pPX (du)
)1=p
This de5nes a function of the grid " onto R+, called Lp-quantization error. This
function is continuous and one shows by induction on N the existence of (at least)
one optimal grid that minimizes the Lp-quantization error (see Pag+es, 1997 or Graf
and Luschgy, 2000) among all grids with size |"|= N . The key result about optimal
quantization that we will need further on is the so-called Zador Theorem: if PX (du)=
f(u)2d(du) + 8(du); 8 ⊥ 2d (2d for Lebesgue measure), then
min
"; |"|6N
‖X − Xˆ "‖pp ∼
Jp;d‖f‖d=(d+p)
Np=d
as N → +∞:
The real constant Jp;d corresponds to the case of the uniform distribution over [0; 1]d.
Except for the dimension d = 1 and 2, the true value of Jp;d is unknown, although
its asymptotics as d → +∞ has been elucidated: thus, Jp;d ∼ d=2#e (see Graf and
Luschgy, 2000).
Several procedures can be implemented to compute by simulation an optimal N -grid.
Among them, the Competitive Learning Vector Quantization algorithm or the (random-
ized) Lloyd’s methods I seem to be the more eUcient (see, e.g., Bally and Pag+es, 2000;
Bouton and Pag+es, 1997; or Pag+es and Printems, 2003).
2.3.2. Optimization of the space-time grid
Let us come back to the optimization of the global space-time grid. For the sake of
simplicity, one assumes from now on that the di=usion and its Euler scheme start from
a deterministic value X0 = QX 0 = x which is perfectly quantized by itself i.e. Xˆ 0 = x.
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Suppose that one wishes to use a total amount of N points (or elementary Rd-valued
vector quantizers) to build up the whole “space-time” grid. First one has to settle the
number n of time steps, then, one has to dispatch the N elementary quantizers i.e. to
settle the size Nk of the grid "k for the kth time step.
In all the results below, one assumes that the grids "k are Lp-optimal, i.e., produce
a minimal Lp-quantization error ‖Xk − Xˆ "kk ‖p.
In the case of a uniformly elliptic di=usion with bounded Lipschitz or smooth enough
coeUcients b and , it is possible to optimize simultaneously n and the Nk ’s using the
structure of the global error and the information provided by the Zador Theorem. This
is achieved in Bally and Pag+es (2000), Section 5.1 by Theorem 3 and Corollary 1.
Actually, the optimal choice of n depends on the space regularity of the obstacle h
and of the coeUcient f and on the ability to simulate the di=usion X . Let us de5ne
two settings
• Lipschitz setting (L): Functions b; , h and f satisfy the Lipschitz continuity as-
sumptions (H1)–(H3), (Xˆ k)06k6n is the optimal quantization of the Euler scheme
( QX tk )06k6n or the di=usion (Xtk )06k6n,
n ≈
(
2d
d+ 1
Cp(x)
)2=(3d+2)
N 2=(3d+2): (46)
• Smooth setting (S): If furthermore, h is semi-convex and f is C1;2;2b and (Xˆ k)06k6n
is the optimal quantization of the di=usion (Xtk )06k6n. Then
n ≈
(
d
d+ 1
Cp(x)
)1=(2d+1)
N 1=(2d+1) (47)
In both settings Cp(x)6CpeCpT (1 + |x|) although the true value of Cp(x) depends
on the setting. Once n is 5xed, the optimal size of the grids "k; 06 k6 n, is given
in both settings by N0 = 1 and
Nk =
[
3d+ 1
2(d+ 1)
(
k
n
)d=(2(d+1)) N
n
]
; 16 k6 n: (48)
(Of course the true expression of Nk as a function of N does depend on the setting).
Then, it is proved in Section 5.1 of Bally and Pag+es (2000) that
∀ k ∈{0; : : : ; n}; ‖ QUk − Uˆk‖p6 Cpe
CpT (1 + |x|)
n
: (49)
with = 1 in the smooth setting (S) and = 12 in the Lipschitz setting (L).
This bound, combined with the above Theorem 2, 5nally yields
Theorem 3 (see Bally and Pag+es, 2000, Section 5.1). Assume that (H1)–(H3) hold
and that b and  are bounded or lie in C∞b (Rd). Assume furthermore  is uniformly
elliptic. Assume that n is settled according to (46) in setting (L) or (47) in setting
(S). Assume that the Nk ’s, 06 k6 n, are chosen according to (48) and that all the
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grids "k are Lp-optimal. Then,
∀p¿ 1; max
06k6n
‖Ytk − Uˆk‖p6
CpeCpT (1 + |x|)
n
(50)
with = 1 in the smooth setting (S) and = 12 in Lipschitz setting (L).
Remark. The assumptions on b and  are here to grant the existence of a probability
density function for the di=usion Xt , “dominated” by a 5xed probability density function
up to an appropriate scaling. Other assumptions on b and  entail such a property (see
Bally et al., 2002a, b for the case of an extended Black and Scholes model with local
volatility which depends upon the asset price).
3. Obstacle problems for PDEs
3.1. The problem
In this section we consider the solution u(t; x) of the obstacle problem associated
to our RBSDE and we prove that uˆ k(Projk(x)) (keep in mind that Projk is a closest
neighbor projection on the grid "k) provides a uniform approximation for u. Let us
be more precise. We introduce the di=usion <ow (X t;xs )t6s6T starting from x at time t
and satisfying
X t;xs = x +
∫ s
t
b(X t;xr ) du+
∫ s
t
(X t;xr ) dBr
and its associated RBSDE (Y t;xs ; Z
t;x
s ; K
t;x
s )t6s6T which satis5es
Y t;xs = h(T; X
t;x
T ) +
∫ T
s
f(r; X t;xr ; Y
t;x
r ) dr + (K
t;x
T − Kt;xs )−
∫ T
s
〈Zt;xr | dBr〉;
Y t; xs ¿ h(s; X
t;x
s ) and
∫ T
t
(Y t;xr − h(r; X t;xr )) dKt;xr = 0:
The process Y t;xs is adapted to the (completed) 5ltration of (Bt+r−Bt)r¿0. Hence Y t;xt is
deterministic and (see El Karoui et al., 1997a, b) one may set u(t; x) := Y t;xt . Then one
shows that Y t;xs = u(s; X
t;x
s ). In particular, the solution Y = Y
0; x
s of our initial RBSDE
satis5es Ys = u(s; X 0; xs ). On the other hand u is the unique solution of the obstacle
problem
max((@t + L)u(t; x) + f(t; x; u); h(t; x)− u(t; x)) = 0; u(T; x) = h(T; x): (51)
Under assumptions (H1); (H2); (H3) the above problem does not admit a classical
solution but a weak one. Two types of weak formulation for this problem are possible.
First, see El Karoui et al. (1997a, b), one proves that if u is de5ned as above then u
is the unique solution of the obstacle problem formulated in a viscosity sense. In Bally
et al. (2002a, b), a variational formulation for the same problem is given which proves
that u is the unique solution in the variational sense. Furthermore, u turns out to be the
minimal solution of the associated variational inequality (see Bensoussan and Lions,
1982).
26 V. Bally, G. Pag0es / Stochastic Processes and their Applications 106 (2003) 1–40
As a consequence of (50), we already have an evaluation of the error |u(tk ; x)−
uˆ k(Projk(x))| in a probabilistic sense. Let %¿ 0 and let
Ak% := {x=|u(tk ; x)− uˆ k(Projk(x))|¿ %}:
A straightforward application of Markov inequality yields
Proposition 3. Assume that all the assumptions of Theorem 3 hold and that n; N; Nk
and the grids "k are settled accordingly. Then, for every p¿ 1,
max
06k6n
P(Xtk ∈Ak%)6
CpeCpT (1 + |x|)
%n
(52)
with = 1 in setting (S) and = 12 in setting (L).
3.2. Uniform approximation in low dimension using a safety grid
In this short subsection, we show how to produce a deterministic and uniform ap-
proximation on compact sets for u. To obtain such a uniform approximation we simply
need that |Projk(x)− x|6 1=n for every x lying in a compact set, say B(0;R); R¿ 1.
This property is possibly not ful5lled by the optimal grid constructed in Bally and
Pag+es (2000). Thus, if the di=usion process does not visit certain regions then there
will be no point of the grid in that region. This problem admits a simple and natural
solution from a theoretical point of view. However, from a practical point of view, the
number of elementary quantizer required in this approach restricts its application to low
dimensional problems (say d = 1; 2 or 3). From now on, for the sake of simplicity,
we will only deal with the Lipschitz setting (L) relying on the Euler scheme. Similar
results hold in the smooth setting (S) with di=usion itself.
One considers N elementary quantizers and processes as usual: computing the num-
ber n of time layers, dispatching these N points among the n layers following the
formulae given in Section 2.3.2 and then producing the optimal grids "k ’s. At this
stage, one simply combines the optimized grid "k of the kth layer with a uniform grid
U (1=
√
n;R) := {i=√n; i∈Z; |i|6R√n}⊗d of step 1=√n. The optimal grid "k becomes
a safety grid "safek de5ned by
"safek := "k ⊕ U (1=
√
n;R): (53)
The Lp-quantization error induced by the grid "safek is always lower than that induced
by "k and "sk satis5es |Projk(x)− x|6 1=
√
n for every x∈B(0;R).
In that case, the computation of the transition weights #safe; kij ’s of the grid "
s
k can
no longer be processed “on line” during the grid optimization phase like in the ex-
tended CLVQ algorithm designed in Bally and Pag+es (2000). One needs to process
this estimation afterwards, once the grids are settled. One simply processes a standard
MC simulation of the di=usion at times tk (or the Euler scheme) and uses the original
de5nition i.e.
#safe; kij := P
(
Xtk+1 ∈C(xsafe; k+1j )=Xtk ∈C(xsafe; ki )
)
:
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Things work the same way round in the (S) setting (with  = 1). Finally, this
leads to
Theorem 4. Assume that (H1)–(H3) hold. Let R¿ 1; assume that uˆ is constructed
using the safety grids "sk ; 06 k6 n given by (53). Then, for every %¿ 0,
max
06k6n
sup
|x|6R
|uˆ k(Projk(x))− u(tk ; x)|6
CpeCpT (1 + |x|)
n
(54)
with = 1 in the smooth setting (S) and = 12 in the Lipschitz setting (L).
Proof. Let us denote by uT;h;f(t; x); (t; x)∈ [0; T ] × Rq, the solution of problem (51)
with data h; f: We take t0 =n0T=n and we de5ne ht0 (t; x)=h(t0 + t; x) and ft0 (t; x; y)=
f(t0 + t; x; y). As a consequence of the uniqueness property of problem (51) we have
uT−t0 ;ht0 ;ft0 (0; x)= uT;h;f(t0; x). We turn now to the algorithm. The scheme for uT;h;f is
given in (44) and, using the same algorithm, we de5ne the scheme for uT−t0 ;ht0 ;ft0
uˆt0n0 (x
n
i ) = g(x
n0
i );
uˆt0k (x
k
i ) = max
(
ht0 (tk ; xki ); Pˆk
(
uˆt0k+1 +
T
n
ft0 (tk+1; : ; uˆ k+1(:))
)
(xki )
)
:
Since ht0 (tk−n0 ; x)= h(tk ; x) and f
t0 (tk−n0 ; x; y)=ftk ; x; y) one easily checks that uˆ
t0
k−n0
(xk−n0i )=uˆ k(x
k
i ) and in particular uˆ
t0
0(x
0
i )=uˆ n0 (x
n0
i ). Then, as a consequence of Theorem
3 (see (50) with k = 0)
|uˆ n0 (Projn0 (x))− u(tn0 ; x)| = |uˆt00(Proj0(x))− ut0 (0; x)|
6
CpeCpT (1 + |x|)
n
:
3.3. Optimal stopping time
In the PDE terminology the complementary of the set
== {(t; x)∈ [0; T ]× Rq=u(t; x)6 h(t; x)}
is called the continuation set. The 5rst optimal stopping time is the 5rst time one hits
=, so, as long as we are in =c we continue (but there may be greater optimal stopping
times). Our aim here is to give approximations of this set and to use them in order to
obtain approximations for the optimal stopping time. We introduce 5rst
=−% = {(t; x)∈ [0; T ]× Rq=u(t; x)− %6 h(t; x)};
=+% = {(t; x)∈ [0; T ]× Rq=u(t; x) + %6 h(t; x)}:
Clearly =+% ⊂ =% ⊂ =−% . We consider now the function uˆ(tk ; x)= : uˆ k(Projk(x)) and
de5ne
=˜−% = {(tk ; x)∈ [0; T ]× Rq=uˆ(tk ; x)− %6 h(tk ; x)};
=˜+% = {(tk ; x)∈ [0; T ]× Rq=uˆ(tk ; x) + %6 h(tk ; x)}:
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Then as an immediate consequence of (54) we get
Proposition 4. Let p¿ 1 and R¿ 0 be Dxed and let Cp;R := CpeCpT (1 + R), where
Cp comes from (54). Then for every %¿ 2Cp;Rn−p=2(p+1),
=˜−2% ⊂ =−% ⊂ =˜−%=2; =˜+%=2 ⊂ =+% ⊂ =˜+2%; =+% ⊂ = ⊂ =−% : (55)
De5ne now ∗f := inf{t=(t; Xt)∈=} the 5rst optimal stopping time and ∗‘ :=
sup{t=(t; Xt)∈=} the last time when one may exercise in an optimal way (of course
∗‘ is no more a stopping time). The discrete versions of this times are given by
−f;% := inf{t=(t; Xt)∈ =˜−% }; +f;% := inf{t=(t; Xt)∈ =˜+% };
−l;% := sup{t=(t; Xt)∈ =˜−% }; +l;% = sup{t=(t; Xt)∈ =˜+% }:
Then, as an immediate consequence of the above proposition we have
Proposition 5. Under the hypothesis of the above proposition
−f;%6 
∗
f6 
+
f;% and 
+
‘;%6 
∗
‘6 
−
‘;%: (56)
4. About the statistical error
In the previous sections, we assumed that the true values of the weights
#kij =
P(Xˆ k+1 = xk+1j ; Xˆ k = xki )
P(Xˆ k = xki )
were available. In practice, an analytical computation of the #kij is out of reach. One
eUcient way as mentioned before is to computed them by a MC simulation. From a
mathematical point of view, this means that the #kij’s are replaced by
#˜kij =
∑M
‘=1 1{Xˆ ‘k+1=xk+1j }1{Xˆ ‘k=xki }∑M
‘=1 1{Xˆ ‘k=xki }
;
where (X ‘k )06k6n; 16 ‘6M are M independent “copies” either of the di=usion
(Xtk )06k6n or of its Euler scheme ( QX tk )06k6n. (From now on, we will use the no-
tation Xk in both settings to unify the notations.) On the other hand, Xˆ ‘k still denotes
the projection of X ‘k on the grid "k={xki ; i=1; : : : ; Nk}. We introduce the natural 5ltra-
tion (Gk)06k6n of the “original” Markov chain X and its M “copies” X ‘; 16 ‘6M
i.e.
Gk := (X ‘p; Xp; 16p6 k; 16 ‘6M); 06 k6 n:
In this section, we evaluate the error obtained by replacing the weights #kij’s by the
#˜kij’s in the case of a linear PDE with re<ection, i.e. f(t; x; y) ≡ 0 (the general case
is more technical and is postponed for a forthcoming paper). Here, we essentially
investigate the problem corresponding to the pricing of (bounded) American style
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vanilla options like American Puts on a basket of traded assets. The approximation
scheme is now
uˆ n(xni ) := hn(x
n
i ); 16 i6Nn;
uˆ k(xki ) := max

hk(xki );
Nk+1∑
j=1
#kij uˆ k+1(x
k+1
j )

 ; 16 i6Nk; 06 k6 n− 1:
The algorithm based on the estimators #˜kij’s is
u˜ n(xni ) := hn(x
n
i ); 16 i6Nn;
u˜ k(xki ) := max

hk(xki );
Nk+1∑
j=1
#˜kiju˜ k+1(x
k+1
j )

 ; 16 i6Nk; 06 k6 n− 1:
The main result of this section is the following.
Theorem 5. Assume that assumptions (H1); (H2); (H3) hold, that h is Lipschitz con-
tinuous and bounded and that X0 = Xˆ 0 = x0. Then
E|uˆ 0(x0)− u˜ 0(x0)|6C(-0; T )
√
nN
∑n
k=1 ‖Xk − Xˆ k‖2 + )n;N;M√
M
(57)
with )n;N;M =
√
n+ N 2=
√
M if h is semi-convex and )n;N;M = n3=4 + N 2=
√
nM if h is
simply Lipschitz continuous.
Remarks.
• In the case of an optimized framework as described above in Section 2.3.2—which
is not an assumption of the above theorem—the induced quantization error term∑n
k=1 ‖Xk − Xˆ k‖2 goes to 0 at a rate O(n−) with = 12 when h is simply Lipschitz
continuous and  = 1 when h is semi-convex and Xk = Xtk is the true di=usion. So√
nN
∑n
k=1 ‖Xk − Xˆ k‖2 is either O(
√
N ) = O(n3=4+1=2) or O(
√
N=n) = O(nd).
• A careful reading of the proof of Lemma 6 shows that, when h is simply bounded,
Cb;;T;‖h‖∞(
√
nN + )n;N;M )=
√
M holds as an error bound.
Let us start by some notational preliminaries, before proving two technical lemmas.
First, one may extend u˜ k and uˆ k on the whole space Rd by taking them constant on
each Voronoi tessel C(xki ). Let Eki be the expectation with respect to the probability
measure (#kij)16j6Nk+1 on {xk+1j ; 16 j6Nk+1} i.e.
Eki ’ :=
∑
16j6Nk+1
’(xk+1j )#
k
ij:
Then set for every k; k ′ ∈{0; : : : ; n− 1}; k ¡ k ′,
Ek;k
′
:= EkEk+1 · · · Ek′−1 (with Ek;k = Id)
30 V. Bally, G. Pag0es / Stochastic Processes and their Applications 106 (2003) 1–40
and (#k;k
′
ij )16i6Nk ; 16j6Nk′ the corresponding density satisfying
Ek;k
′
i ’ :=
∑
16j6Nk′
’(xk
′
j )#
k;k′
ij :
Then, one de5nes the (nonlinear) mappings
Ekh; i ’ := Eki (hk+1 ∨ ’) and Ek;k
′
h := E
k
h Ek+1h · · · Ek
′−1
h :
We de5ne accordingly E˜k , E˜k;k′ ; #˜k; k′ , E˜kh and E˜
k;p
h using the #˜
k
ij’s instead of the #
k
ij’s.
The operators Ek;k′ and E˜k;k′ satisfy obviously the Chapman–Kolmogorov equations
Ek;k
′
Ek
′ ; k′′ = Ek;k
′′
and E˜k;k
′
E˜k
′ ; k′′ = E˜k;k
′′
:
Let us list some basic facts about # and #˜. One checks that, if the starting point of
the di=usion process X0 = x, then
#˜0; k1i =
1
M
M∑
‘=1
1{Xˆ ‘k=xki }= :
sik
M
;
so that
E˜0; k1 ’=
Nk∑
i=1
sik
M
’(xki ): (58)
Moreover
E˜ki ’− Eki ’=
1
sik
M∑
‘=1
(’(Xˆ ‘k+1)− Eki ’)1{Xˆ ‘k=xki } (59)
and
E
(
’(Xˆ ‘k+1)1{Xˆ ‘k=xki }=Xˆ
‘
k
)
= Eki (’) 1{Xˆ ‘k=xki }: (60)
It follows from the inequality |max(h; a)−max(h; b)|6 |a− b| that for every kk ′,
|E˜k;k′h ’− E˜k;k
′
h  |6 E˜k;k
′ |’−  |: (61)
Finally, set for every ‘∈{1; : : : ; M},
-‘k := uˆ k+1(Xˆ
‘
k+1)− E(uˆ k+1(Xˆ ‘k+1)=Gk) (62)
%‘k := E(uˆ k+1(Xˆ ‘k+1)=Gk)− E(uˆ k+1(Xˆ ‘k+1)=Xˆ ‘k)
= E(uˆ k+1(Xˆ ‘k+1)=X ‘k )− E(uˆ k+1(Xˆ ‘k+1)=Xˆ ‘k): (63)
The second equality follows from the Markov property. Recall that (Xˆ ‘k)06k6n is not
a Markov chain so %‘k appears as a “Markovian error”. As a consequence of (60), one
has the following decomposition
(uˆ k+1(Xˆ ‘k+1)− Eki uˆ k+1)1{Xˆ ‘k=xki } = (-
‘
k + %
‘
k)1{Xˆ ‘k=xki }:
One de5nes the same way round -k and %k related to Xk . They satisfy a similar
decomposition.
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Lemma 6. Under the assumptions of Theorem 5 it holds
E|u˜ 0(x0)− uˆ 0(x0)|6 1M
n−1∑
k=0
Nk∑
i=1
E
∣∣∣∣∣
M∑
‘=1
-‘k1{Xˆ ‘k=xki }
∣∣∣∣∣
+C(-0; T )
√
nN
M
n∑
k=1
‖Xk − Xˆ k‖2; (64)
where C(-0; T ) is a real constant depending on T and -0.
Proof. We denote vˆp := Epuˆp+1 and v˜p := E˜pu˜p+1. One checks by induction that
vˆn−1 = En−1hn; vˆp = Eph vˆp+1 = E
p (hp+1 ∨ vˆp+1);
v˜n−1 = E˜n−1 hn; v˜p = E˜ph v˜p+1 = E˜
p (hp+1 ∨ v˜p+1)
which gives
vˆp = Ep;nh hn; v˜p = E˜
p;n
h hn:
It follows that
v˜p− vˆp =
n−1∑
k=p
E˜p;k+1h vˆk+1− E˜p;kh vˆk =
n−1∑
k=p
E˜p;kh E˜
k(hk+1 ∨ vˆk+1)− E˜p;kh Ek(hk+1 ∨ vˆk+1)
=
n−1∑
k=p
E˜p;kh E˜
k uˆ k+1 − E˜p;kh Ek uˆ k+1:
Using the inequality |a ∨ %− b ∨ %|6 |a− b|,
|uˆ 0(x)− u˜ 0(x)|6
∣∣∣∣∣∣
N1∑
j=1
#01juˆ 1(x
1
j )− #˜01ju˜ 1(x1j )
∣∣∣∣∣∣= |E0uˆ 1 − E˜0u˜ 1|= |vˆ0 − v˜0|:
Then using (58)–(61) leads to
E|uˆ 0(x)− u˜ 0(x)|6 E|vˆ0(x)− v˜0(x)|6
n−1∑
k=0
E|E˜0; kh E˜k uˆ k+1 − E˜0; kh Ek uˆ k+1|
6
n−1∑
k=0
EE˜0; k |E˜k uˆ k+1 − Ek uˆ k+1|
=
n−1∑
k=0
E
Nk∑
i=1
sik
M
|E˜ki uˆ k+1 − Eki uˆ k+1|
=
n−1∑
k=0
E
Nk∑
i=1
1
M
∣∣∣∣∣
M∑
‘=1
(uˆ k+1(Xˆ ‘k+1)− Eki uˆ k+1)1{Xˆ ‘k=xki }
∣∣∣∣∣
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=
n−1∑
k=0
E
Nk∑
i=1
1
M
∣∣∣∣∣
M∑
‘=1
(-‘k + %
‘
k)1{Xˆ ‘k=xki }
∣∣∣∣∣
6
n−1∑
k=0
E
Nk∑
i=1
1
M
∣∣∣∣∣
M∑
‘=1
-‘k1{Xˆ ‘k=xki }
∣∣∣∣∣+
n−1∑
k=0
E
Nk∑
i=1
1
M
∣∣∣∣∣
M∑
‘=1
%‘k1{Xˆ ‘k=xki }
∣∣∣∣∣ :
The M copies (X ‘k )06k6n; ‘ = 1; : : : ; M being independent,
E
∣∣∣∣∣
M∑
‘=1
%‘k1{Xˆ ‘k=xki }
∣∣∣∣∣
2
=ME((%k)21{Xˆ k=xki }):
Hence
Nk∑
i=1
1
M
E
∣∣∣∣∣
M∑
‘=1
%‘k1{Xˆ ‘k=xki }
∣∣∣∣∣6
Nk∑
i=1
1
M
∥∥∥∥∥
M∑
‘=1
%‘k1{Xˆ ‘k=xki }
∥∥∥∥∥
2
6
1√
M
Nk∑
i=1
‖%k1{Xˆ k=xki }‖2
6
1√
M
√
Nk
(
Nk∑
i=1
‖%k1{Xˆ k=xki }‖
2
2
)1=2
=
√
Nk
M
‖%k‖2
6
√
Nk
M
‖E(uˆ k+1(Xˆ k+1)=Xk)− E(uˆ k+1(Xˆ k+1)=Xˆ k)‖2:
Now introducing Uk = uk(Xk) (the Snell envelope of (Xk)06k6n) and using that con-
ditional expectation is a L2-contraction, yields
‖E(uˆ k+1(Xk+1)=Xk)− E(uˆ k+1(Xk+1)=Xˆ k)‖2
6 2‖Uˆk+1 − Uk+1‖2 + ‖E(uk+1(Xk+1)=Xk)− E(uk+1(Xk+1)=Xˆ k)‖2:
One notices on one hand that E(uk+1(Xk+1)=Xk)=Puk+1(Xk) where P(x; dy) denotes
the transition of the Markov chain (Xk)06k6n and on the other hand that E(uk+1(Xk+1)=
Xˆ k) = E(Puk+1(Xk)=Xˆ k) since Xˆ k is (Xk)-measurable. But the very de5nition of con-
ditional expectation as a L2-projection yields
‖Puk+1(Xk)− E(Puk+1(Xk)=Xˆ k)‖26 ‖Puk+1(Xk)− Puk+1(Xˆ k)‖2:
Following Proposition 4, Section I.2.2, in Bally and Pag+es (2000), the function Puk+1
is Lipschitz continuous with Lipschitz constant [Puk+1]Lip6C(-0; T ) and so
‖Puk+1(Xk)− E(Puk+1(Xk)=Xˆ k)‖26C(-0; T )‖Xk − Xˆ k‖2:
Combining all these results leads to
n−1∑
k=0
E
Nk∑
i=1
1
M
∣∣∣∣∣
M∑
‘=1
%‘k1{Xˆ ‘k=xki }
∣∣∣∣∣
6C(-0; T )
1√
M
n−1∑
k=0
√
Nk(‖Uˆk+1 − Uk+1‖2 + ‖Xˆ k − Xk‖2):
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Relying now on Theorem 1, still in Section I.2.2 of Bally and Pag+es (2000), one knows
that,
‖Uˆk − Uk‖26C(-0; T )
n∑
r=k
‖Xˆ r − Xr‖2; k ∈{0; : : : ; n}:
Then, keeping in mind that N = N0 + N1 + · · ·+ Nn, one obtains
n−1∑
k=0
E
Nk∑
i=1
1
M
∣∣∣∣∣
M∑
‘=1
%‘k1{Xˆ ‘k=xki }
∣∣∣∣∣6C(-0; T ) 1√M
(
n∑
k=0
√
Nk
)(
n∑
k=0
‖Xk − Xˆ k‖2
)
6C(-0; T )
√
nN
M
n∑
k=1
‖Xk − Xˆ k‖2
by a direct application of the Cauchy-Schwarz inequality. This completes the proof.
In order to evaluate the 5rst sum in the right-hand side of (64) we need a Berry–
Essen type evaluation.
We denote Z‘k; i := -
‘
k1{Xˆ ‘k :=xki }, 
‘
k; i=E((Z‘k; i)2=Gk)=1{Xˆ ‘k=xki }E
(
(-‘k)
2=Gk
)
, ‘=1; : : : ; M
and Zk; i := -k1{Xˆ k :=xki }, k; i = E((Zk; i)
2=Gk) = 1{Xˆ k=xki }E
(
(-k)2=Gk
)
. Assuming that h
is bounded, we have ‖uˆ k+1‖∞6 ‖h‖∞; |-‘k |6 2‖h‖∞. Consequently, E(|Z‘k; i|3=Gk)6
8‖h‖3∞1{Xˆ ‘k=xki } and 
‘
k; i6 4‖h‖2∞1{Xˆ ‘k=xki }. We consider now some auxiliary i.i.d. ran-
dom variables with standard normal distribution Bk; i; 16 k6 n; 16 i6Nk , indepen-
dent of Gn. Set k; i :=
√
k; i Bk; i = 1{Xˆ k=xki }(E((-k)
2=Gk))1=2Bk; i.
Lemma 7. Let ’∈C3b(R). Then
P-a:s:
∣∣∣∣∣E
(
’
(
1√
M
M∑
‘=1
Z‘k; i
))
− E(’(k; i))
∣∣∣∣∣6 4‖’
(3)‖∞√
M
‖h‖3∞P(Xˆ k = xki ):
Proof. Let (B1k; i); : : : ; (B
M
k; i) be M independent copies of (Bk; i); assumed as independent
of Gk+1. Set ‘k; i :=
√
k; iB‘k; i and we de5ne
Sr :=
1√
M
r∑
‘=1
Z‘k; i +
1√
M
M∑
‘=r+1
‘k; i; r = 0; : : : ; M;
Sˆr :=
1√
M
r−1∑
‘=1
Z‘k; i +
1√
M
M∑
‘=r+1
‘k; i = Sr −
1√
M
Zrk; i
= Sr−1 − 1√
M
rk; i; r = 1; : : : ; M:
Since Zrk; i and 
r
k; i are independent of Sˆr and {Xˆ rk = xki }∈Gk , one has
E(’′(Sˆr)Zrk; i) = E(’′(Sˆr)rk; i) = 0 (65)
E(’′′(Sˆr)(Zrk; i)2) = E(’′′(Sˆr)(rk; i)2) = E(’′′(Sˆr)) E k; i: (66)
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It follows from the independence properties of the B‘k; i that k; i and (1=
√
M)
∑M
‘=1 
‘
k; i
have the same distribution. Hence∣∣∣∣∣E’
(
1√
M
M∑
‘=1
Z‘k; i
)
− E’(k; i)
∣∣∣∣∣
=
∣∣∣∣∣E’
(
1√
M
M∑
‘=1
Z‘k; i
)
− E’
(
1√
M
M∑
‘=1
 ‘k; i
)∣∣∣∣∣
=|E(’(S0))− E(’(SM ))|=
∣∣∣∣∣
M∑
r=1
E(’(Sr)− ’(Sr−1))
∣∣∣∣∣ :
Now we use a Taylor expansion of order three of both Sr and Sr−1 at Sˆr to get∣∣∣∣’(Sr)−
(
’(Sˆr) +
1√
M
’′(Sˆr)Zrk; i +
1
2M
’′′(Sˆr)(Zrk; i)
2
)∣∣∣∣6 ‖’(3)‖∞6M 3=2 |Zrk; i|3;∣∣∣∣’(Sr−1)−
(
’(Sˆr) +
1√
M
’′(Sˆr) rk; i +
1
2M
’′′(Sˆr)( rk; i)
2
)∣∣∣∣6 ‖’(3)‖∞6M 3=2 | rk; i|3:
Now, taking expectations, it follows from (65) and (66) that
|E’(Sr)− E’(Sr−1)|6 ‖’
(3)‖∞
6M 3=2
(E(|Zrk; i|3 + | rk; i|3)
6
‖’(3)‖∞
6M 3=2
8‖h‖3∞P(Xˆ k = xki )
(
1 +
4√
2#
)
6 4
‖’(3)‖∞
M 3=2
‖h‖3∞ P(Xˆ k = xki )
Summing over r completes the proof.
Proof of Theorem 5. Let C¿ 0 and let ’C(x) := E|x − C D|; D ∼N(0; 1) be a regular-
ization of order C of ’(x) := |x|. One easily checks that
06’C − ’6 C and ‖’(3)C ‖∞6
1
C2
:
Then the above Lemma 7 applied to ’C yields
1√
M
n−1∑
k=0
Nk∑
i=1
E
∣∣∣∣∣ 1√M
M∑
‘=1
-‘k1{Xˆ ‘k=xik}
∣∣∣∣∣
6
1√
M
n−1∑
k=0
Nk∑
i=1
E’C
(
1√
M
M∑
‘=1
-‘k1{Xˆ ‘k=xki }
)
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6
1√
M
n−1∑
k=0
Nk∑
i=1
E’C(k; i) +
4
C2M
n−1∑
k=0
Nk∑
i=1
‖h‖3∞P(Xˆ k = xki )
6
1√
M
n−1∑
k=0
Nk∑
i=1
E |k; i|+ C√
M
n−1∑
k=1
Nk +
4‖h‖3∞n
C2M
:
Setting C := n2=
∑n−1
k=1 Nk , one obtains
1√
M
n−1∑
k=0
Nk∑
i=1
E
∣∣∣∣∣ 1√M
M∑
‘=1
-‘k1{Xˆ ‘k=xki }
∣∣∣∣∣
6
n2 +
∑n−1
k=0
∑Nk
i=1 E |k; i|√
M
+
4‖h‖3∞n1−22(
∑n−1
k=1 Nk)
2
M
: (67)
Let us now evaluate the second term on the right-hand side of the above inequality:
E|k; i|= E(√k; i|Bk; i|) = E(√k; i) E(|Bk; i|)6 E(√k; i)
since Bk; i has a standard normal distribution independent of k; i. Now, recall that
k; i = 1{Xˆ k=xki }E(|uˆ k+1(Xk+1)− E(uˆ k+1(Xk+1)=Gk)|
2=Gk)
= 1{Xˆ k=xki }E(|uˆ k+1(Xk+1)|
2 − |E(uˆ k+1(Xk+1)=Gk)|2=Gk):
We temporarily denote uˆ k := uˆ k(Xk); bk := E(uˆ k+1(Xk+1)=Gk) and hk := hk(Xk).
Then
Nk∑
i=1
E |k; i|6
Nk∑
i=1
E(1{Xˆ k=xki }
√
E(|uˆ k+1|2=Gk)− |bk |2)
6 E
√
E(|uˆ k+1|2=Gk)− |bk |26
√
E(E(|uˆ k+1|2=Gk)− |bk |2):
It follows from uˆ k = hk ∨ bk = bk + (hk − bk)1{hk¿bk} that bk = uˆ k − (hk − bk)1{hk¿bk},
so
E
(|uˆ k+1|2=Gk)− |bk |2 = E(uˆ2k+1=Gk)− (uˆ2k − 2uˆ k(hk − bk)1{hk¿bk}
+(hk − bk)21{hk¿bk})
6 E(uˆ2k+1=Gk)− uˆ2k + 2‖uˆ k‖∞(hk − bk)1{hk¿bk}:
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Using Cauchy–Schwarz inequality we obtain
n−1∑
k=0
Nk∑
i=1
E |k; i|6
n−1∑
k=0
√
E uˆ2k+1 − E uˆ2k + 2||uˆ k ||∞E(hk − bk)1{hk¿bk}
6
√
n
(
n−1∑
k=0
E uˆ2k+1 − Euˆ2k + 2‖uˆ k‖∞E(hk − bk)1{hk¿bk}
)1=2
=
√
n
(
Eh2n(Xn)− uˆ20(x) +
n−1∑
k=0
2‖uˆ k‖∞E(hk − bk)1{hk¿bk}
)1=2
:
Since uˆ k+1¿ hk+1 it follows that bk¿ E(hk+1=Xk) so that hk ¿bk ⇒ hk ¿ E(hk+1=Xk).
It follows that
06 E((hk − bk)1{hk¿bk})6 E((hk − E(hk+1=Xk))1{hk¿E(hk+1=Xk )}):
Now comes on the regularity of the obstacle. If h is just Lipschitz continuous, one
dominates the above expectation by E((hk−hk+1)+)6C=
√
n. If h is semi-convex, then
06 E((hk − E(hk+1=Xk))1{hk¿E(hk+1=Xk )}) = E((hk − hk+1)1{hk¿E(hk+1=Xk )})
= E((hk(Xk+1)− hk+1(Xk+1))1{hk¿E(hk+1=Xk )})
+ E((hk(Xk)− hk(Xk+1))1{hk¿E(hk+1=Xk )})
6
C
n
+ E(〈%h(tk ; Xk)|Xk − Xk+1〉1{hk¿E(hk+1=Xk )})
+ ) E((Xk − Xk+1)21{hk¿E(hk+1=Xk )})
6
C
n
:
Finally (1=
√
M)
∑n−1
k=0
∑Nk
i=1 E |k; i|6C)n=
√
M where )n=
√
n if h is semi-convex and
)n = n3=4 if h is simply Lipschitz continuous. This completes the proof after setting 2
at the appropriate value in (67).
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Appendix A. Proof of Proposition 2
(a) Recall that K only increases on {s∈ [0; T ]=Ys = h(s; Xs)} so that
∫
Ys dKs =∫
h(s; Xs) dKs. Let t ∈ [t0; T ]. Applying Itoˆ’s formula to Y 2s between t and T
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yields
Et0
(
Y 2t +
∫ T
t
|Zs|2 ds
)
= Et0
(
|h(T; XT )|2 + 2
∫ T
t
Ysf(s; Xs; Ys) ds+ 2
∫ T
t
h(s; Xs) dKs
)
:
Set =t := 1+ supt6s6T |Xs| (note that =t is nonincreasing). Then, for every t ∈ [t0; T ],
Et0
(
Y 2t +
∫ T
t
|Zs|2 ds
)
6 Et0
(
-20=
2
T + 2-0
∫ T
t
|Ys|(1 + |Xs|+ |Ys|) ds+ 2 sup
t6s6T
|h(s; Xs)|(KT − Kt)
)
6 Et0
(
-20=
2
T + -0
∫ T
t
((1 + |Xs|)2 + 3Y 2s ) ds+ 2-0 =t (KT − Kt)
)
:
Let ¿ 0 (to be speci5ed later). One has 2=t(KT −Kt)6  −1=2t + (KT −Kt)2. Then
Et0
(
Y 2t +
∫ T
t
|Zs|2 ds
)
6E(t) + 3-0
∫ T
t
Et0Y 2s ds
where
E(t) := -0((-0 + T − t +  −1) Et0 (=2t ) +  Et0 (KT − Kt)2): (68)
Then, Gronwall’s Lemma yields
Et0
(
Y 2t +
∫ T
t
|Zs|2 ds
)
6 e3-0(T−t)E(t): (69)
Let us now evaluate Et0 (KT − Kt)2. We write the RBSDE in the form
KT − Kt = Yt − h(T; XT )−
∫ T
t
f(s; Xs; Ys) ds−
∫ T
t
〈Zs| dBs〉:
We denote ‖’‖t0 ;2 := (Et0’2)1=2 and
‖KT − Kt‖t0 ;2
6
∥∥∥∥Yt −
∫ T
t
〈Zs| dBs〉
∥∥∥∥
t0 ;2
+ ‖h(T; XT )‖t0 ;2 +
∥∥∥∥
∫ T
t
|f(s; Xs; Ys)| ds
∥∥∥∥
t0 ;2
6 ‖Yt‖t0 ;2 +
(
Et0
∫ T
t
|Zs|2 ds
)1=2
+ -0‖=T‖t0 ;2 + -0(T − t)‖=t‖t0 ;2
+-0‖
∫ T
t
|Ys| ds‖t0 ;2
6 ‖Yt‖t0 ;2+
(
Et0
∫ T
t
|Zs|2ds
)1=2
+-0(1 + T − t)‖=t‖t0 ;2 +-0(T − t) sup
s∈[t;T ]
‖Ys‖t0 ;2
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6 (1+-0(T − t)) sup
s∈[t;T ]
‖Ys‖t0 ;2 +
(
Et0
∫ T
t
|Zs|2 ds
)1=2
+ -0(1+T − t)‖=t‖t0 ;2
6 (2 + -0(T − t))e(3=2)-0(T−t)
√
E(t) + -0(1 + T − t)‖=t‖t0 ;2
6 (A(-0 + T +  −1)1=2 + -0(1 + T ))‖=t‖t0 ;2 + A
√
‖KT − Kt‖t0 ;2
with A :=
√
-0(2 + -0T )e(3=2)-0T :
Hence setting A′ := A ∨ 1=2 and = (4A′2)−1, one gets for every t ∈ [t0; T ],
‖KT − Kt‖t0 ;26B‖=t‖t0 ;2 with B := 2(A
√
-0 + T + 4A
′2 + -0(1 + T )):
One easily derives from the obvious inequalities
√
1 + u6 1 + u=2 and 2A′¿ 1 that
B6B′ := 4A
′2 + C′ with C′ :=
5-0 + T + 2-0T
2
so that
B26
(
B′
2A′
)2
6 4A′2 − 1 + (C′ + 1)2:
Now, plugging the above inequality and (69) in (68) and setting t := t0 lead to
Y 2t0 + Et0
(∫ T
t0
|Zs|2 ds
)
6C2‖=t0‖2t0 ;2
with
C :=
√
-0e3-0T
(
8-0(2+-0T )2+e−3-0T
(
1+-0 +T +
(5-0 +T +2-0T +2)2
4
))1=2
:
The above inequality holds for every t0 ∈ [0; T ], consequently, for every p¿ 1,
sup
t∈[0;T ]
Y 2pt 6C
2p sup
t∈[0;T ]
‖=t‖2pt;2 = C2p E
(
sup
t∈[0;T ]
(Et=2t )p
)
6C2pE
(
sup
t∈[0;T ]
Et(=2p0 )
)
6D2p2pC
2p E(=2p0 )
so that∥∥∥∥∥ supt∈[0;T ]|Yt |
∥∥∥∥∥
2p
6CD2p‖=0‖2p:
Idem for (Et
∫ T
t |Zs|2 ds)1=2. The term KT can be handled exactly the same way round
using the constant B so that∥∥∥∥∥ supt∈[0;T ] |Yt |
∥∥∥∥∥
2p
∨
(
E sup
t∈[0;T ]
Et
(∫ T
t
|Zs|2 ds
)p)1=2p
∨ ‖KT‖2p
6D2pmax(B; C) ‖=0‖2p:
This completes the proof of item (a).
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(b) Let t ∈ [t0; T ]; ∈Tt . One has∣∣∣∣Et0 (h(; X) +
∫ 
t
f(s; Xs; Ys) ds)− Et0 ( Qh(; X) +
∫ 
t
Qf(s; Xs; QY s) ds)
∣∣∣∣
6 ‖h− Qh‖∞ + (T − t0)‖f − Qf‖∞ + -0
∫ T
t0
Et0 |Ys − QY s| ds
so that, using the representation given in (16),
Et0 |Yt − QY t |6 (T − t0)‖f − Qf‖∞ + -0
∫ T
t0
Et0 |Ys − QY s| ds:
Then, Gronwall’s Lemma yields
Et0 |Yt − QY t |6 e-0(T−t0)(T − t0)‖f − Qf‖∞:
Taking t = t0 we get (20) and the proof is complete.
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