We consider finite horizon stochastic mean field games in which the state space is a network. They are described by a system coupling a backward in time Hamilton-JacobiBellman equation and a forward in time Fokker-Planck equation. The value function u is continuous and satisfies general Kirchhoff conditions at the vertices. The density m of the distribution of states satisfies dual transmission conditions: in particular, m is generally discontinuous across the vertices, and the values of m on each side of the vertices satisfy special compatibility conditions. The stress is put on the case when the Hamiltonian is Lipschitz continuous. Existence and uniqueness are proven.
Introduction and main results
This work is the continuation of [2] which was devoted to mean field games on networks in the case of an infinite time horizon. The topic of mean field games (MFGs for short) is more and more investigated since the pioneering works [14, 15, 16] of Lasry and Lions: it aims at studying the asymptotic behavior of stochastic differential games (Nash equilibria) as the number N of agents tends to infinity. We refer to [2] for a more extended discussion on MFGs and for additional references on the analysis of the system of PDEs that stem from the model when there is no common noise.
A network (or a graph) is a set of items, referred to as vertices (or nodes or crosspoints), with connections between them referred to as edges. In the recent years, there has been an increasing interest in the investigation of dynamical systems and differential equations on networks, in particular in connection with problems of data transmission and traffic management. The literature on optimal control in which the state variable takes its values on a network is recent: deterministic control problems and related Hamilton-Jacobi equations were studied in [1, 3, 11, 12, 20, 21] . Stochastic processes on networks and related Kirchhoff conditions at the vertices were studied in [8, 9] .
The present work is devoted to finite horizon stochastic mean field games (MFGs) taking place on networks. The most important difficulty will be to deal with the transition conditions at the vertices. The latter are obtained from the theory of stochastic control in [9, 8] , see Section 1.3 below. In [6] , the first article on MFGs on networks, Camilli and Marchi consider a particular type of Kirchhoff condition at the vertices for the value function: this condition comes from an assumption which can be informally stated as follows: consider a vertex ν of the
Networks and function spaces

The geometry
A bounded network Γ (or a bounded connected graph) is a connected subset of R n made of a finite number of bounded non-intersecting straight segments, referred to as edges, which connect nodes referred to as vertices. The finite collection of vertices and the finite set of closed edges are respectively denoted by V :" tν i , i P Iu and E :" tΓ α , α P Au, where I and A are finite sets of indices contained in N. We assume that for α, β P A, if α " β, then Γ α X Γ β is either empty or made of a single vertex. The length of Γ α is denoted by ℓ α . Given ν i P V, the set of indices of edges that are adjacent to the vertex ν i is denoted by A i " tα P A : ν i P Γ α u. A vertex ν i is named a boundary vertex if 7 pA i q " 1, otherwise it is named a transition vertex. The set containing all the boundary vertices is named the boundary of the network and is denoted by BΓ hereafter.
The edges Γ α P E are oriented in an arbitrary manner. In most of what follows, we shall make the following arbitrary choice that an edge Γ α P E connecting two vertices ν i and ν j , with i ă j is oriented from ν i toward ν j : this induces a natural parametrization π α : r0, ℓ α s Ñ Γ α " rν i , ν j s:
π α pyq " pℓ α´y qν i`y ν j for y P r0, ℓ α s.
(1.1)
For a function v : Γ Ñ R and α P A, we define v α : p0, ℓ α q Ñ R by v α pyq :" v˝π α pyq, for all y P p0, ℓ α q.
The function v α is a priori defined only in p0, ℓ α q. When it is possible, we extend it by continuity at the boundary by setting In that latter case, we can define
(1.2)
Notice that v| Γα does not coincide with the original function v at the vertices in general when v is not continuous.
Remark 1.
1. In what precedes, the edges have been arbitrarily oriented from the vertex with the smaller index toward the vertex with the larger one. Other choices are of course possible. In particular, by possibly dividing a single edge into two, adding thereby new artificial vertices, it is always possible to assume that for all vertices ν i P V, either π α p0q " ν i , for all α P A i or π α pℓ α q " ν i , for all α P A i . (1.3) This idea was used by Von Below in [24] : some edges of Γ are cut into two by adding artificial vertices so that the new oriented network Γ has the property (1.3), see Figure 1 for an example. 
Function spaces related to the space variable
The set of continuous functions on Γ is denoted by CpΓq and we set P C pΓq " # v : Γ Ñ R : for all α P A,ˇˇˇˇv α P Cp0, ℓ α q v α can be extended by continuity to r0, ℓ α s.
+
.
By the definition of piecewise continuous functions v P P CpΓq, for all α P A, it is possible to define v| Γα by (1.2) and we have v| Γα P CpΓ α q, v α P Cpr0, ℓ α sq.
For m P N, the space of m-times continuously differentiable functions on Γ is defined by C m pΓq :" tv P C pΓq : v α P C m pr0, ℓ α sq for all α P Au .
Notice that v P C m pΓq is assumed to be continuous on Γ, and that its restriction v |Γα to each edge Γ α belongs to C m pΓ α q. The space C m pΓq is endowed with the norm }v} C m pΓq :" ř
. For σ P p0, 1q, the space C m,σ pΓq, contains the functions v P C m pΓq such that B m v α P C 0,σ pr0, ℓ α sq for all α P A; it is endowed with the norm }v} C m,σ pΓq :" }v} C m pΓq`s up For a positive integer m and a function v P C m pΓq, we set for k ď m,
For a vertex ν, we define B α v pνq as the outward directional derivative of v| Γα at ν as follows:
(1.5)
For all i P I and α P A i , setting
Remark 1.2. Changing the orientation of the edge does not change the value of B α vpνq in (1.5).
We say that v is Lebesgue-integrable on Γ α if v α is Lebesgue-integrable on p0, ℓ α q. In this case, for all x 1 , x 2 P Γ α ,
(1.8)
When v is Lebesgue-integrable on Γ α for all α P A, we say that v is Lebesgue-integrable on Γ and we define ż
The space L p pΓq " tv : v| Γα P L p pΓ α q for all α P Au, p P r1, 8s, is endowed with the norm 
For s P Nzt0u, we also set
Finally, when dealing with probability distributions in mean field games, we will often use the set M of probability densities, i.e., m P L 1 pΓq, m ě 0 and ş Γ mpxqdx " 1.
Some space-time function spaces
The space of continuous real valued functions on Γˆr0, T s is denoted by CpΓˆr0, T sq. Let P CpΓˆr0, T sq be the space of the functions v : Γˆr0, T s Ñ R such that 1. for all t P r0, T s, vp¨, tq belongs to P CpΓq 2. for all α P A, v| Γαˆr0,T s is continuous on Γ αˆr 0, T s;
For a function v P P CpΓˆr0, T sq, α P A, we set v α py, tq " v| Γαˆr0,ts pπ α pyq, tq for all py, tq P r0, ℓ α sˆr0, T s. For two nonnegative integers m and n, let C m,n pΓˆr0, T sq be the space of continuous real valued functions v on Γˆr0, T s such that for all α P A, v| Γαˆr0,T s P C m,n pΓ αˆr 0, T sq. For σ P p0, 1q, τ P p0, 1q, we define in the same manner C m`σ,n`τ pΓˆr0, T sq Useful results on continuous and compact embeddings of space-time function spaces are given in Appendix A.
A class of stochastic processes on Γ
After rescaling the edges, it may be assumed that ℓ α " 1 for all α P A. Let µ α , α P A and p iα , i P I, α P A i be positive constants such that ř
Consider also a real valued function a P P CpΓˆr0, T sq, such that, for all α P A, t P r0, T s, a| Γα p¨, tq belongs to C 1 pΓ α q.
As in Remark 1.1, we make the assumption (1.3) by possibly adding artificial nodes: if ν i is such an artificial node, then 7pA i q " 2, and we assume that p iα " 1{2 for α P A i . The diffusion parameter µ has the same value on the two sides of an artificial vertex. Similarly, the function a does not have jumps across an artificial vertex.
Consider a Brownian motion pW t q defined on the real line. Following Freidlin and Sheu ( [8] ), we know that there exists a unique Markov process on Γ with continuous sample paths that can be written pX t , α t q where X t P Γ αt (if X t " ν i , i P I, α t is arbitrarily chosen as the smallest index in A i ) such that, defining the process x t " π αt pX t q with values in r0, 1s,
• we have
• ℓ i,t is continuous non-decreasing process (measurable with respect to the σ-field generated by pX t , α t q) which increases only when X t " ν i and x t " 0,
• h i,t is continuous non-increasing process (measurable with respect to the σ-field generated by pX t , α t q) which decreases only when X t " ν i and x t " 1, and for all function v P C 2,1 pΓˆr0, T sq such that ÿ is a martingale, i.e.,
For what follows, it will be convenient to set
Remark 1.4. Note that in (1.10), the condition at boundary vertices boils down to a Neumann condition.
Remark 1.5. The assumption that all the edges have unit length is not restrictive, because we can always rescale the constants µ α and the piecewise continuous function a.
The goal is to derive the boundary value problem satisfied by the law of the stochastic process X t . Since the derivation here is formal, we assume that the law of the stochastic process X t is a measure which is absolutely continuous with respect to the Lebesgue measure on Γ and regular enough so that the following computations make sense. Let mpx, tq be its density. We have
for all v P P CpΓˆr0, T sq.
(1.14)
Consider u P C 2,1 pΓˆr0, T sq such that for all t P r0, T s, up¨, tq P D. Then, from (1.11)-(1.12), we see that where n iα is defined in (1.6). We choose first, for every α P A, a smooth function u which is compactly supported in pΓ α zVqˆr0, T s. Hence u| Γ β pν i , tq " 0 and B β upν i , tq " 0 for all i P I, β P A i . Notice that up¨, tq P D. It follows that m satisfies
For a smooth function χ : r0, T s Ñ R compactly supported in p0, T q, we may choose for every i P I, a smooth function u such that upν j , tq " χptqδ i,j for all t P r0, T s, j P I and B α upν j , tq " 0 for all t P r0, T s, j P I and α P A j , we infer a condition for m at the vertices, ÿ
This condition is called a transmission condition if ν i is a transition vertex and reduces to a Robin boundary condition when ν i is a boundary vertex. Finally, for a smooth function χ : r0, T s Ñ R compactly supported in p0, T q, for every transition vertex ν i P VzBΓ and α, β P A i , we choose u such that
• The directional derivatives of u at the vertices ν " ν i are 0.
Using such a test-function in (1.17) yields a jump condition for m,
Summarizing, we get the following boundary value problem for m (recall that the coefficients n iα are defined in (1.6)):
(1.21)
Formal derivation of the MFG system on Γ
Here we aim at obtaining the MFG system of forward-backward partial differential equations on the network, at least formally. The assumptions that we are going to make below on the optimal control problem are a little restrictive, for two reasons: first, we wish to avoid some technicalities linked to the measurability of the control process; second, the assumptions on the costs must be consistent with the assumptions that we shall make on the Hamiltonian, see Section 1.4.2 below. In particular, we shall impose that the Hamiltonian is globally Lipschitz continuous. More general and difficult cases, e.g., quadratic Hamiltonians, will be the subject of a future work. Consider a continuum of indistinguishable agents moving on the network Γ. The state of a representative agent at time t is a time-continuous controlled stochastic process X t as defined in Section 1.2, where the control is the drift a t , supposed to be in the form a t " apX t , tq. Let mp¨, tq be the probability measure on Γ that describes the distribution of states at time t.
For a representative agent, the optimal control problem is of the form 22) where E xt stands for the expectation conditioned by the event X t " x.
We discuss the ingredients appearing in (1.22):
• We assume that the control is in a feeback form a t " apX t , tq where the function a, defined on Γˆr0, T s, is sufficiently regular in the edges of the network. Then, almost surely if
An informal way to describe the behavior of the process at the vertices is as follows: if X t hits ν i P V, then it enters Γ α , α P A i with probability p iα ą 0 (p iα was introduced in Section 1.2). We assume that there is an optimal feedback law a ‹ .
• We assume that for all α P A, a α maps r0, ℓ α sˆr0, T s to a compact interval A α " ra α , a α s.
• The contribution of the control to the running cost involves the Lagrangian L, i.e., a real valued function defined on Y αPA pΓ α zVˆA α q. If x P Γ α zV and a P A α , then Lpx, aq " L α pπ´1 α pxq, aq, where L α is a continuous real valued function defined on r0, ℓ α sˆA α . We assume that L α px,¨q is strictly convex on A α .
• The contribution of the distribution of states to the running ccost involves the coupling cost operator, which can either be nonlocal, i.e., V : P pΓq Ñ C 2 pΓq (where P pΓq is the set of Borel probability measures on Γ), or local, i.e., V rmspxq " F pmpxqq for a continuous function F : R`Ñ R, assuming that m is absolutely continuous with respect to the Lebesgue measure and identifying with its density.
• The last term is the terminal cost v T , which depends only on the state variable for simplicity.
Under suitable additional assumptions, Ito calculus as in [8, 9] and the dynamic programming principle lead to the following HJB equation on Γ, more precisely the following boundary value
(1.23)
We refer to [14, 15, 16] for the interpretation of the value function v. Let us comment the different equations in (1.23):
1. The first equation is a HJB equation the Hamiltonian H of which is a real valued function defined on pY αPA Γ α zVqˆR given by
We assume that L is such that the Hamiltonians H| ΓαˆR are Lipschitz continuous with respect to p and C 1 . If (1.23) has a smooth solution, then it provides a feedback law for the optimal control problem, i.e., a ‹ px, tq "´B p H px, Bv px, tqq .
At the MFG equilibrium, m is the density of the invariant measure associated with the optimal feedback law, so, according to Section 1.2, it satisfies (1.21), where a is replaced by a ‹ "´B p H px, Bv px, tqq. We end up with the following system:
25) where H α :" H| ΓαˆR . At a vertex ν i , i P I, the transmission conditions for both v and m consist of d ν i " 7pA i q linear relations, which is the appropriate number of relations to have a well posed problem. If ν i P BΓ, there is of course only one Neumann like condition for v and for m.
Assumptions and main results
Before giving the precise definition of solutions of the MFG system (1.25) and stating our result, we need to introduce some suitable functions spaces.
Function spaces related to the Kirchhoff conditions
The following function spaces will be the key ingredients in order to build weak solutions of (1.25). Definition 1.6. We define two Sobolev spaces: V :" H 1 pΓq, and
which is a subspace of H 1 b pΓq.
Definition 1.7. Let the function ϕ P W be defined as follows:
ϕ is constant on the edges Γ α which touch the boundary of Γ.
(1.27)
Note that ϕ is positive and bounded. We set ϕ " max Γ ϕ, ϕ " min Γ ϕ.
Remark 1.8. One can see that v P V Þ ÝÑ vϕ is an isomorphism from V onto W and w P W Þ ÝÑ wϕ´1 is the inverse isomorphism.
Definition 1.9. Let the function space W Ă W be defined as follows:
(1.28)
Running assumptions (H)
(Diffusion constants) pµ α q αPA is a family of positive numbers.
(Jump coefficients) pγ iα q αPA i is a family of positive numbers such that ÿ
The Hamiltonian H is defined by the collection H α :" H| ΓαˆR , α P A: we assume that
for a constant C 0 independent of α.
Note that such an assumption is satisfied by local operators of the form V rmspxq " F pmpxqq where F is a Lipschitz-continuous function.
(Initial and terminal data) m 0 P L 2 pΓq X M and v T P H 1 pΓq.
The above set of assumptions, referred to as (H), will be the running assumptions hereafter. We will use the following notation: µ :" min αPA µ α ą 0 and µ :" max αPA µ α .
Strictly increasing coupling
We will also say that the coupling V is strictly increasing if, for any
and equality implies m 1 " m 2 .
Stronger assumptions on the coupling operator
We will sometimes need to strengthen the assumptions on the coupling operator, namely that V has the following smoothing properties: V maps the topological dual of W to H 1 b pΓq; more precisely, V defines a Lipschitz map from W 1 to H 1 b pΓq. Note that such an assumption is not satisfied by local operators. 
where V and W are introduced in Definition 1.6.
We are ready to state the main result: Theorem 1.11. Under assumptions (H), (i) (Existence) There exists a weak solution pv, mq of (1.25).
(ii) (Uniqueness) If V is strictly increasing (see 1.4.3) , then the solution is unique.
(iii) (Regularity) If V satisfies furthermore the stronger assumptions made in Section 1.4.4 and if v T P C 2`η pΓq X D for some η P p0, 1q (D is given in (1.13)), then v P C 2,1 pΓˆr0, T sq.
Moreover, if for all α P A, B p H α px, pq is a Lipschitz function defined in Γ αˆR , and if
Preliminary: a modified heat equation on the network with general Kirchhoff conditions
This section contains results on the solvability of some linear boundary value problems with terminal condition, that will be useful in what follows. Consider
where h P L 2 p0, T ; W 1 q and v T P L 2 pΓq. 
2) where B : VˆW Ñ R is the bilinear form defined as follows:
We use the Galerkin's method (see [7] ), i.e., we construct solutions of some finite-dimensional approximations to (2.1).
Recall that ϕ has been defined in Definition 1.7. We notice first that the symmetric bilinear form p Bpu, vq :" ş Γ µϕBuBv is such that pu, vq Þ Ñ pu, vq L 2 pΓq`p Bpu, vq is an inner product in V equivalent to the standard inner product in V , namely pu, vq V " pu, vq L 2 pΓq`ş Γ BuBv. Therefore, by standard Fredholm's theory, there exist
• a non decreasing sequence of nonnegative real numbers pλ k q 8 k"1 , that tends to`8 as k Ñ 8
• A Hilbert basis pv k q 8 k"1 of L 2 pΓq , which is also a a total sequence of V (and orthogonal if V is endowed with the scalar product pu, vq L 2 pΓq`p Bpu, vq),
Note also that v k is a weak solution of 4) which implies that v k P C 2 pΓq. Finally, by Remark 1.8, the sequence pϕv k q 8 k"1 is a total family in W (but is not orthogonal if W is endowed with the standard inner product).
Lemma 2.2. For any positive integer n, there exist n absolutely continuous functions y n k : r0, T s Ñ R , k " 1, . . . , n, and a function v n : r0, T s Ñ L 2 pΓq of the form
Proof of Lemma 2.2. For n ě 1, we consider the symmetric n by n matrix M n defined by
Since ϕ is positive and pv k q 8 k"1 is a Hilbert basis of L 2 pΓq, we can check that M n is a positive definite matrix and there exist two constants c, C independent of n such that
Looking for v n of the form (2.5), and setting Y " py n 1 , . . . , y n n q T , 9
dt y n n˘T , (2.7) implies that we have to solve the following system of differential equationś
where B kℓ " B pv ℓ , v k ϕq and F n ptq " pxhptq, v 1 ϕy, . . . , xhptq, v n ϕyq T . Since the matrix M n is invertible, the ODE system has a unique absolutely continuous solution. The lemma is proved.
We propose to send n to`8 and show that a subsequence of tv n u converges to a solution of (2.1). Hence, we need some uniform estimates for tv n u. Lemma 2.3. There exists a constant C depending only on Γ, pµ α q αPA , T and ϕ such that
Proof of Lemma 2.3. Multiplying (2.7) by y n k ptq e λt for a positive constant λ to be chosen later, summing for k " 1, . . . , n and using the formula (2.5) for v n , we get ż
Integrating both sides from s to T , we obtain ż
where C is positive constant depending on ϕ, because of Remark 1.8. Therefore,
Choosing λ ě 1{2`µ`2µ||Bϕ|| 2 L 8 pΓq {ϕ 2 and noticing that
, it is straightforward to see that
for some constant C depending only on pµ α q αPA , ϕ and T .
Estimate
. It has a finite co-dimension equal to n. Consider also the n-dimensional subspace G 2 " span tv 1 ϕ, . . . , v n ϕu of W . The invertibility of the matrix M n introduced in the proof of Lemma 2.2 implies that G 1 XG 2 " t0u. This implies that W " G 1 'G 2 . For w P W , we can write w of the form w " w n`ŵn , where w n P G 2 andŵ n P G 1 . Hence, for a.e. t P r0, T s, from (2.5) and (2.7), one gets
(2.11) Since there exists a constant C independent of n such that }w n } W ď C }w} W , it follows that
for almost every t, and therefore, from (2.10), we obtain
for a constant C independent of n.
Theorem 2.4. There exists a unique solution v of (2.1), which satisfies
where C is a constant that depends only on Γ, pµ α q αPA , T and ϕ.
Proof of Theorem 2.4. From Lemma 2.3, the sequence pv n q nPN is bounded in L 2 p0, T ; V q and the sequence pB t v n q nPN is bounded in L 2 p0, T ; W 1 q. Hence, up to the extraction of a subsequence, there exists a function v such that v P L 2 p0,
Fix an integer N and choose a function v P C 1 pr0, T s ; V q having the form
where d 1 , . . . , d N are given real valued C 1 functions defined in r0, T s. For all n ě N , multiplying (2.7) by d k ptq, summing for k " 1, . . . , n and integrating over p0, T q leads tó
Letting n Ñ`8, we obtain from (2.13) that
Since the functions of the form (2.14) are dense in L 2 p0, T ; V q, (2.16) holds for all test function v P L 2 p0, T ; V q. Recalling the isomorphism v P V Þ Ñ vϕ P W (see Remark 1.8), we obtain that, for all w P W and ψ P C 1 c p0, T q,
We are now going to prove v pT q " v T . For all v P C 1 pr0, T s ; V q of the form (2.14) and such that v p0q " 0, we deduce from (2.15) and (2.16) that
We know that v n pT q Ñ v T in L 2 pΓq. Then, using (2.13), we obtain ż
Since the functions of the form ř N k"1 d k pT q v k are dense in L 2 pΓq, we conclude that v pT q " v T . In order to prove the energy estimate (2.12), we use ve λt ϕ as a test function in (2.2) and apply similar arguments as in the proof of Lemma 2.3 for λ large enough, we get (2.12).
Finally, if h " 0 and v T " 0, by the energy estimate for v in (2.12), we deduce that v " 0. Uniqueness is proved.
for a positive constant C that depends only on Γ, pµ α q αPA , T and ϕ.
Proof of Theorem 2.5. It is enough to prove estimate (2.17) for v n . Multiplying (2.7) by´d dt y n k , summing for k " 1, . . . , n and using (2.5) leads to ż
Multiplying by e λt where λ will chosen later, and taking the integral from s to T , we obtain
or some constant C depending only on Γ, µ, T and ϕ.
Estimate of B 2 v n in L 2 pΓˆp0, T qq. Finally, using the PDE in (2.1), we can see that B 2 v n belongs to L 2 pΓˆp0, Tand is bounded by C´}h} L 2 pΓˆp0,T qq`} v T } V¯, hence v n is bounded in L 2`0 , T ; H 2 pΓq˘by the same quantity. The Kirchhoff conditions (which boil down to Neumann conditions at BΓ) are therefore satisfied in a strong sense for almost all t.
Using [19, Theorem 3.1] (or a similar argument as [7, pages 287-288]), we see that v in Cpr0, T s; V q.
The Fokker-Planck equation
This paragraph is devoted to a boundary value problem including a Fokker-Planck equation
where b P P C pΓˆr0, T sq and m 0 P L 2 pΓq. Definition 3.1. A weak solution of (3.1) is a function m P L 2 p0, T ; W q X Cpr0, T s; L 2 pΓqq such that B t m P L 2 p0, T ; V 1 q and $ & % xB t m, vy V 1 ,V`A pm, vq " 0 for all v P V and a.e. t P p0, T q,
where A : WˆV Ñ R is the bilinear form
Using similar arguments as in Section 2, in particular a Galerkin method, we obtain the following result, the proof of which is omitted. Theorem 3.2. If b P L 8 pΓˆp0, Tand m 0 P L 2 pΓq, there exists a unique function m P L 2 p0, T ; W q X Cpr0, T s; L 2 pΓqq such that B t m P L 2 p0, T ; V 1 q and (3.2). Moreover, there exists a constant C which depends on pµ α q αPA , }b} 8 , T and ϕ, such that
Remark 3.3. If m 0 P M, which will be the case when solving the MFG system (1.25), then mp¨, tq P M for all t P r0, T s. Indeed, we use v " 1 P V as a test-function for (3.1). Since Bv " 0, integrating (3.2) from 0 to t, we get
Setting m´"´1 tmă0u m, we can also use v " ϕ´1m´e´λ t as a test-function for λ P R`. Indeed, the latter function belongs to L 2 p0, T ; V q. Taking λ large enough and using similar arguments as for the energy estimate (3.3) yield that m´" 0, i.e., m ě 0.
We end this section by stating a stability result, which will be useful in the proof of the main Theorem. 
and for some positive number K independent of ε, }b}
Let m ε (respectively m) be the solution of (3.2) corresponding to the datum m 0ε (resp. m 0 ) and the coefficient b ε (resp. b). The sequence pm ε q converges to m in L 2 p0, T ; W qX L 8`0 , T ; L 2 pΓq˘, and the sequence pB t m ε q converges to pB t mq in L 2 p0, T ; V 1 q. The assumptions on the coefficents b ε and b imply in fact that b ε Ñ b in L p pΓˆp0, Tfor all 1 ď p ă 8. On the other hand, we know that m P L q pΓˆp0, Tfor all 1 ď q ă 8. From the latter observation with p " q " 4, we see that the quantity
tends to 0 as ε Ñ 0 uniformly in λ ą 0. We write
Choosing λ large enough and integrating the latter inequality from 0 to t P r0, T s, we obtain
Subtracting the two versions of (3.2) and using the latter estimate also yields
which achieves the proof.
The Hamilton-Jacobi equation
This section is devoted to the following boundary value problem including a Hamilton-Jacobi equation
where f P L 2 pΓˆp0, T qq, v T P V and the Hamiltonian H : ΓˆR Ñ R satisfies the running assumptions (H).
Definition 4.1. For f P L 2 pΓˆp0, Tand v T P V , a weak solution of (4.1) is a function v P L 2`0 , T ; H 2 pΓq˘X Cpr0, T s; V q such that B t v P L 2 pΓˆp0, Tand
We start by proving existence and uniqueness of a weak solution for (4.1). Next, further regularity for the solution will be obtained under stronger assumptions.
Existence and uniqueness for the Hamilton-Jacobi equation
Theorem 4.2. Under the running assumptions (H), if f P L 2 pΓˆp0, T qq, then the boundary value problem (4.1) has a unique weak solution.
Uniqueness is a direct consequence of the following proposition. 
for all w P W, w ě 0, a.a. t P p0, T q , v px, T q ď v T pxq ďv px, T q for a.a. x P Γ.
Then v ďv in Γˆp0, T q.
Proof of Proposition 4.3. Setting v " v´v, we have, for all w P W such that w ě 0 and for a.a t P p0, T q: ż Γ´B t vw`µBvBw`pH px, Bvq´H px, Bvqq wdx ď 0, and v px, T q ď 0 for all x P Γ. Set v`" v 1 tvą0u and w " v`e λt ϕ. We havé
Integrating from 0 to T , we get
From (1.32), |H px, Bvq´H px, Bvq| ď C 0 |Bv|. Hence, since v`pT q " 0 and |Bv|v`" |Bv`|và lmost everywhere, we get
For λ large enough, the first term in the left hand side is not smaller than the second term. This implies that v`" 0.
Now we prove Theorem 4.2. We start with a bounded Hamiltonian H.
Proof of existence in Theorem 4.2 when H is bounded by C H . Take v P L 2 p0, T ; V q and f P L 2 pΓˆp0, T qq. From Theorem 2.4 and Theorem 2.5 with h " f´H px, Bvq and v T P V , the following boundary value problem
has a unique weak solution v P L 2`0 , T ; H 2 pΓq˘X Cpr0, T s; V q X W 1,2`0 , T ; L 2 pΓq˘. This allows us to define the map T :
Using again Theorem 2.5, we have that T is continuous from L 2 p0, T ; V q to L 2 p0, T ; V q. Moreover, there exists a constant C depending only on C H ,Γ,pµ α q αPA , f , T , ϕ and v T such that
Therefore, from Aubin-Lions theorem (see Lemma A.1), we obtain that T`L 2 p0, T ; V q˘is relatively compact in L 2 p0, T ; V q. By Schauder fixed point theorem, see [10, Corollary 11.2] , T admits a fixed point which is a weak solution of (4.1).
Proof of existence in Theorem 4.2 in the general case. Now we truncate the Hamiltonian as follows
Hˆx, p |p| n˙if |p| ą n.
From the previous proof for bounded Hamiltonians, for all n, there exists a solution v n P L 2`0 , T ; H 2 pΓq˘X Cpr0, T s; V q X W 1,2`0 , T ; L 2 pΓq˘of (4.1), where H is replaced by H n . We propose to send n to`8 and to show a subsequence of tv n u converges to a solution of (4.1). Hence, we need some uniform estimates for tv n u. As in the proof of Proposition 4.3, usinǵ v n e λt ϕ as a test-function, integrating from 0 to T and noticing that H is sublinear, see (1.31), we obtain ż
In the following lines, the constant C above will vary from line to line and will depend only on pµ α q αPA , C H , T and ϕ. Taking λ large enough leads to the following estimate: 6) and thus, from (1.31) again, we also obtain
Therefore, tH n px, Bv n q´f u is uniformly bounded in L 2`0 , T ; L 2 pΓq˘. From Theorem 2.5, we obtain that pv n q nPN is uniformly bounded in L 2`0 , T ; H 2 pΓq˘XCpr0, T s; V qXW 1,2`0 , T ; L 2 pΓq˘. By the Aubin-Lions theorem (see Lemma A.1), pv n q n is relatively compact in L 2 p0, T ; V q (and bounded in C pr0, T s; V q). Hence, up to the extraction of a subsequence, there exists v P
Hence, H n px, Bv n q Ñ H px, Bvq a.e. in Γˆp0, T q. Note also that we can apply Lebesgue dominated convergence theorem to H n px, Bv n q because H n px, Bv n q ď H px, Bv n q ď C 0 p1`|Bv n |q. Therefore, H n px, Bv n q Ñ H px, Bvq in L 2 pΓˆp0, T qq. Thus, it is possible to pass to the limit in the weak formulation satisfied by v n and obtain that for all w P W , χ P C c p0, T q,
Therefore, v satisfies the first line in (4.2). From Theorem 2.4, v n pT q " v T for all n. Since for all α P A, pv n q n tends to v in L 2 pΓ αp 0, Tstrongly and in W 1,2 pΓ αˆp 0, Tweakly, v n | Γαˆtt"T u converges to v| Γαˆtt"T u in L 2 pΓ α q strongly. Passing to the limit in the latter identity, we get the second condition in (4.2). We have proven that v is a weak solution of (4.1).
We end the section with a stability result for the Hamilton-Jacobi equation.
Lemma 4.4. Let pv T ε q ε , pf ε q ε be sequences of functions satisfying
Let v ε be the weak solution of (4.1) with data v T ε , f ε , then pv ε q ε converges in L 2`0 , T ; H 2 pΓq˘X Cpr0, T s; V q X W 1,2`0 , T ; L 2 pΓq˘to the weak solution v of (4.1) with data v T , f .
Proof of Lemma 4.4. Subtracting the two PDEs for v ε and v, multiplying by pv ε´v q e λt ϕ´1, taking the integral on Γˆp0, T q and using similar computations as in the proof of Proposition 4.3, we obtain
for λ large enough and C independent of ε. This proves the convergence of v ǫ to v in L 2 p0, T ; V q. Then, the convergence in L 2`0 , T ; H 2 pΓq˘X Cpr0, T s; V q X W 1,2`0 , T ; L 2 pΓq˘results from the assumption that H is Lipschitz with respect to its second argument, and from stability results for the linear boundary value problem (2.1) which are obtained with similar arguments as in the proof of Theorem 2.5.
Regularity for the Hamilton-Jacobi equation
In this section, we prove further regularity for the solution of (4.1).
Theorem 4.5. We suppose that the assumptions of Theorem 4.2 hold and that, in addition, v T P H 2 pΓq satisfies the Kirchhoff conditions given by the third equation in (4.1), f P P CpΓr 0, T sq X L 2 p0, T ; H 1 b pΩqq and B t f P L 2 p0, T ; H 1 b pΓqq. Then, the unique solution v of (4.1) satisfies v P L 2`0 , T ; H 3 pΓq˘and B t v P L 2`0 , T ; H 1 pΓq˘. Moreover, there exists a constant C depending only on }v T } H 2 pΓq , pµ α q αPA , H and f such that
If, in addition, there exists η P p0, 1q such that v T P C 2`η pΓq then there exists τ P p0, 1q such v P C 2`τ,1`τ 2 pΓˆr0, T sq, and v is a classical solution of (4.1).
The main idea to prove Theorem 4.5 is to differentiate (4.1) with respect to the space variable and to prove some regularity properties for the derived equation. Let us explain formally our method. Assuming the solution v of (4.1) is in C 2,1 pΓˆp0, Tand taking the space-derivative of (4.1) on pΓ α zVqˆp0, T q, we havé
Therefore, u " Bv satisfies the following PDÉ
with terminal condition upx, T q " Bv T pxq. From the Kirchhoff conditions in (4.1) and Remark 1.1, we obtain a condition for u of Dirichlet type, namely ÿ
Note that the latter condition is an homogeneous Dirichlet condition at the boundary vertices of Γ. Now, by extending continuously the PDEs in (4.1) until the vertex ν i in the branchs Γ α and Γ β , α, β P A i , and using the continuity condition in (4.1), one getś
This gives a second transmission condition for u at ν i P VzBΓ of Robin type, namely 9) which is equivalent to
Hence, we shall study the following nonlinear boundary value problem for u " Bv,
11) where Bf P L 2 pΓˆp0, Tand u T P F defined in (4.12) below. Theorem 4.5 will follow by choosing u T " Bv T .
In order to define the weak solutions of (4.11), we need the following subspaces of H 1 b pΓq. Definition 4.6. We define the Sobolev spaces
12)
E :"
Definition 4.7. Let the function ψ be defined as follows:
ψ is constant on the edges Γ α which touch the boundary of Γ.
(4.14)
Note that ψ is positive and bounded. The map f Þ ÝÑ f ψ is an isomorphism from F onto E.
Bedx, for all e P E, a.a t P p0, T q,
(4.15)
Remark 4.9. Note that if u is regular enough, then (4.15) can also be writteń
pBf qedx for all e P E, a.a t P p0, T q. Remark 4.10. To explain formally the definition of weak solutions, let us use e P E as a testfunction in the PDE in (4.11). After an integration by parts, we get ż
where n iα is defined in (1.6). On the one hand, from the second transmission condition, there exists a function c i :
because e P E. Then we may use the Remark 4.9 and obtain (4.15).
We start by proving the following result about (4.11) and then give the proof of Theorem 4.5.
Theorem 4.11. Under the running assumptions, if
b pΓqq, then (4.11) has a unique weak solution u. Moreover, there exists a constant C depending only on Γ,
Remark 4.12. Theorem 4.11 implies that up¨, tq P C 1 pΓ α q for all α P A for a.e. t. Hence, the transmission conditions for u hold in a classical sense for a.e. t P r0, T s.
We use the Galerkin's method to construct solutions of certain finite-dimension approximations to (4.11) .
We notice first that the symmetric bilinear form q Bpu, vq :" ş Γ µψ´1BuBv is such that pu, vq Þ Ñ pu, vq L 2 pΓq`q Bpu, vq is an inner product in E equivalent to the standard inner product in E, namely pu, vq E " pu, vq L 2 pΓq`ş Γ BuBv. Therefore, by standard Fredholm's theory, there exist
• A Hilbert basis pe k q 8 k"1 of L 2 pΓq, which is also a a total sequence of E (and orthogonal if E is endowed with the scalar product pu, vq L 2 pΓq`q Bpu, vq),
Note also that e k is a weak solution of 19) which implies that e k | Γα P C 2 pΓ α q for all α P A. Finally, the sequence pf k q 8 k"1 given by f k " ψ´1e k is a total family in F (but is not orthogonal).
Lemma 4.13. Under the assumptions made in Theorem 4.11, for any positive integer n, there exist n absolutely continuous functions y n k : r0, T s Ñ R , k " 1, . . . , n, and a function u n : r0, T s Ñ L 2 pΓq of the form 20) such that for all k " 1, . . . , n,
Proof of Lemma 4.13. The proof follows the same lines as the one of Lemma 2.2 but it is more technical since we obtain a system of nonlinear differential equations. For n ě 1, we consider the symmetric n by n matrix M n defined by
Since ψ is positive and bounded and since pψf k q 8 k"1 is a Hilbert basis of L 2 pΓq, we can check that M n is a positive definite matrix and there exist two constants c, C independent of n such that
Looking for u n of the form (4.20) and setting Y " py n 1 , . . . , y n n q T , 9
dt y n n˘T , (2.7) implies that we have to solve the following a system of ODEs:
where
Since the matrix M is invertible and the function H is Lipschitz continuous by (1.32), the system (4.24) has a unique global solution. This ends the proof of the lemma.
We start by giving some estimates for the approximation u n .
Lemma 4.14. Under the assumptions made in Theorem 4.11, there exists a constant C depending only on Γ,
Proof of Lemma 4.14. We divide the proof into two steps:
Step 1: Uniform estimates of u n in L 8 p0, T ; L 2 pΓqq, L 2 p0, T ; F q and W 1,2 p0, T ; E 1 q. Multiplying (4.22) by y n k ptq f k e λt ψ where λ is a positive constant to be chosen later, summing for k " 1, . . . , n and using (4.20), we get ż Γ B t u n u n e λt ψdx`ż
Γ´µ
Bu n´H px, u n q¯B´u n e λt ψ¯dx "´ż Γ f Bpu n ψe λt qdx.
In the following lines, C will be a constant that may vary from lines to lines. Since H satisfies (1.31) and f is bounded, there exists a constant C such that ż
The desired estimate on u n is obtained from the previous inequality in a similar way as in the proof of Lemma 2.3, by taking λ large enough.
Step 2: Uniform estimates of u n in L 8 p0, T ; F q X L 2 p0, T ; H 2 b pΓqq and of B t u n in L 2 pΓp 0, T qq. Multiplying (4.22) by B t y n k ptq f k e λt ψ where λ is a positive constant to be chosen later, integrating by part the term containing H and f (all the integration by parts are justified) summing for k " 1, . . . , n and using (4.20) , we obtain that ż
Note that from (1.32) and (1.33), |B pH px, u n qq| ď C 0 p1`|u n |`|Bu n |q (4.27) so, from Step 1, this function is bounded in L 2 pΓˆp0, Tby a constant. Moreover,
and we can also estimate the term ş Γ µBu n B`B t u n e λt ψ˘dx as in the proof of Theorem 2.5. Therefore, the only new difficulty with respect to the proof of Theorem 2.5 consists of obtaining a bound for the term ÿ
Let J iα ppq be the primitive function of p Þ Ñ H α pν i , pq such that J iα p0q " 0:
We can then writé Proof of Theorem 4.11. From Lemma 4.14, up to the extraction of a subsequence, there exists 
so up to the extraction of a subsequence, we may assume that u n Ñ u in L 2 p0, T ; F q and almost everywhere. Moreover, from the compactness of the trace operator from W 1,2 pΓ αˆp 0, Tto L 2 pBΓ αˆp 0, T qq, u n | BΓαˆp0,T q Ñ u| BΓαˆp0,T q in L 2 pBΓ αˆp 0, Tand for almost every t P p0, T q. Similarly, u n | Γαˆtt"T u Ñ u| Γαˆtt"T u in L 2 pΓ α q and almost everywhere in Γ α . Then, using the Lipschitz continuity of H with respect to its second argument, and similar arguments as in the proof of Theorem 2.4, we obtain the existence of a solution of (4.11) satisfying (4.17) by letting n Ñ`8. Since H 2 pΓ α q Ă C 1`σ pΓ α q for some σ P p0, 1{2q, up¨, tq P C 1`σ pΓ α q for all α P A and a.a. t. Finally, the proof of uniqueness is a consequence of the energy estimate (4.17) for u.
Next, we want to prove that, if u is the solution of (4.11) and v is the solution (4.1), then Bu " v. It means that we have to define a primitive function on the network Γ.
We denote the set of paths joining from x to y by Ý Ñ xy. More precisely, if L P Ý Ñ xy, we can write L under the form
recalling that the integrals on a segment are defined in (1.8).
Lemma 4.16. Let u be the unique solution of (4.11) with u T " Bv T . Then for all x, y P Γ and a.e. t P r0, T s, ż
This means that the integral of u from x to y does not depend on the path. Hence, for any L P Ý Ñ xy, we can define ż
Proof of Lemma 4.16. First, it is sufficient to prove ş L u pζ, tq dζ " 0 for all L P Ý Ñ xx. Secondly, if a given edge is browsed twice in opposite senses, the two related contributions to the integral sum to zero. It follows that, without loss of generality, we only need to consider loops in Ý Ñ xx such that all the complete edges that it contains are browsed once only. It is also easy to see that we can focus on the case when x P V. To summarize, we only need to prove that ż L u pζ, tq dζ " 0
The following conditions 
Then, using Definition 4.8, Remark 4.9 and Remark 4.10 yields that
where we have set i m`1 " i 0 . Now using (4.9) (which is satisfied for a.e. t from the regularity of u) and the fact that e P E, we conclude that
where the last identity comes from the assumption that v T P V (the continuity of v T ).
Lemma 4.17. If u T " Bv T P F , then the weak solution u of (4.11) satisfies u " Bv where v is the unique solution of (4.1).
Proof of Lemma 4.17. For simplicity, we write the proof in the case when BΓ " H. The proof is similar in the other case. Let us fix some vertex ν k P BΓ. From standard regularity results for Hamilton-Jacobi equation with homogeneous Neumann condition, we know that that there exists ω, a closed neighborhood of tν k u in Γ made of a single straigt line segment and containing no other vertices of Γ than ν k , such that v| ωˆp0,T q P L 2 p0, T ; H 3 pωqq X Cpr0, T s; H 2 pωq X W 1,2 p0, T ; H 1 pωqq. Hence, v satisfies the Hamilton-Jacobi equation at almost every point of ωˆp0, T q. Moreover the equation
holds for almost every t P p0, T q and in L 2 p0, T q.
For every x P Γ and t P r0, T s, we definê
Remark 4.18. If BΓ " H, then the proof should be modified by replacing ν k by a point ν P ΓzV and by using local regularity results for the HJB equation in (4.1).
We claim thatv is a solution of (4.1). First,v p¨, tq is continuous on Γ. Indeed,vpy, tq´vpx, tq " ş Ý Ñ xy upζ, tqdζ. On the other hand, u P Cpr0, T s; F q Ă L 8 pΓˆr0, T sq. It follows that |vpy, tq´vpx, tq| ď ||u|| L 8 pΓˆr0,T sq distpx, yq which implies thatv p¨, tq is continuous on Γ.
Next, from the terminal conditions for u, v px, T q " v pν k , T q`ż ÝÑ ν k x u pζ, T q dζ " v T pν k q`ż ÝÑ ν k x Bv T pζq dζ " v T pxq , where the last identity follows from the continuity of v T on Γ. Let us check the Kirchhoff condition forv. Take ν i P V and α P A i . From (1.7), for a.e. t P p0, T q, B αv pν i , tq " n iα Bv| Γα pν i , tq and from (4.36), Bv| Γα pν i , tq " u| Γα pν i , tq. Since up¨, tq P F , we get ÿ αPA i γ iα µ α B αv pν i , tq " ÿ αPA i γ iα µ α n iα u| Γα pν i , tq " 0, which is exactly the Kirchhoff condition forv at ν i . There remains to provev solves the Hamilton-Jacobi equation in ΓzV: Take x P Γ α zV for some α P A and consider a path ÝÑ ν k x Q L " ν i 0 Ñ¨¨¨Ñ ν im Ñ x, where i 0 " k and ν im P Γ α . Let ν i m`1 be the other endpoint of Γ α . We proceed as in the proof of Lemma 4.16: the following conditions 1. e| Γα " 0 on each edge Γ α not contained in L 2. for all j " 0, . . . m, e| Γ j " 1 i j ăi j`1´1 i j ąi j`1 if Γ j is the edge joining ν i j and ν i j`1 define a unique piecewise constant function e which takes at most two values on L, namely˘1. Note that e does not belong to E because epν k q " 0, but that e satisfies ř αPA i n iα e| Γα pν i q " 0 for all ν i P VzBΓ.
Using this function, a similar computation as in the proof of Lemma 4.16 implies that, for almost every t P p0, T q, B tv px, tq´B t vpν k , tq "´µ α Bu| Γα px, tq`H px, u| Γα px, tqq´f px, tq µ α B 2 v pν k , tq´H pν k , 0q`f pν k , tq .
Then, using (4.35) and the fact that Bv " u, the latter identity yields that for almost every px, tq P p0, T qˆΓ, B tv px, tq`µ α B 2v px, tq´H px, Bv px, tqq`f px, tq " 0.
We have proven thatv is a solution of (4.1). Since v is the unique solution of (4.1), we conclude that v "v and Bv " u.
We are now ready to give the proof of Theorem 4.5.
Proof of Theorem 4.5. Since Bv " u by Lemma 4.17 and u satisfies (4.17) by Theorem 4.11, we obtain that v P L 2`0 , T ; H 3 pΓq˘and B t v P L 2`0 , T ; H 1 pΓq˘and (4.8) holds. Therefore, using an interpolation result combined with Sobolev embeddings, see [4] or Lemma A.2 in the Appendix, v P C 1`σ,σ{2 pΓˆr0, T sq for some 0 ă σ ă 1.
Finally, we know that since f P W 1,2 p0, T, H 1 b pΓqq, f | Γαˆr0,T s P C η,η pΓ αˆr 0, T sq for all η P p0, 1{2q. If f P C η, η 2 pΓ αˆr 0, T sq for some η P p0, 1{2q, we claim that v P C 2,1 pΓˆr0, T sq. This is a direct consequence of a theorem of Von Below, see the main theorem in [24] , for the (modified) heat equation´B t w´µ α B 2 w " gpx, tq in pΓ α zVqˆp0, T q, (4.37)
with the same Kirchhoff conditions as in (4.1): Note that if the terminal Cauchy condition for w is wp¨, t " T q " v T and if g " f´Hpx, Bvq, then w " v. Now g " f´Hpx, Bvq P C τ, τ 2 pΓ αˆr 0, T sq, where 1{2 ą τ " minpσ, ηq ą 0. Using the result in [24] , we obtain that v " w P C 2`τ,1`τ {2 pΓ αˆr 0, T sq, then that v is a classical solution of (4.1).
5 Existence, uniqueness and regularity for the MFG system (Proof of Theorem 1.11)
Proof of existence in Theorem 1.11. Given m 0 and v T , let us construct the map T : L 2 p0, T ; V q Ñ L 2 p0, T ; V q as follows. Given v P L 2 p0, T ; V q, we first define m as the weak solution of (3.1) with initial data m 0 and b " H p px, Bvq. We know that m P L 2 p0, T ; W q X Cpr0, T s; L 2 pΓqq X W 1,2 p0, T ; V 1 q.
We claim that if v n Ñ v in L 2 p0, T ; V q then H p p¨, Bv n q tends to H p p¨, Bvq in L 2 pΓˆp0, T qq. To prove the claim, we argue by contradiction: assume that there exist a positive number ǫ and a subsequence v φpnq such that }H p p¨, Bv φpnq q´H p p¨, Bvq} L 2 pΓˆp0,Tą ǫ. Then since Bv φpnq tends to Bv in L 2 pΓˆp0, T qq, we can extract another subsequence v ψpnq from v φpnq such that Bv ψpnq tends to Bv almost every where in Γˆp0, T q. From the continuity of H p , we deduce that H p p¨, Bv ψpntends to H p p¨, Bvq almost everywhere in Γˆp0, T q. Since there exists a positive constant C 0 such that }H p p¨, Bv ψpnq q} 8 ď C 0 , }H p p¨, Bvq} 8 ď C 0 , Lebesgue dominated convergence theorem ensures that H p p¨, Bv ψpntends to H p p¨, Bvq in L 2 pΓˆp0, T qq, which is the desired contradiction.
To summarize, H p p¨, Bv n q tends to H p p¨, Bvq in L 2 pΓˆp0, Ton the one hand, and for a positive constant C 0 , }H p p¨, Bv n q} 8 ď C 0 , }H p p¨, Bvq} 8 ď C 0 . Using Lemma 3.4, we see that m n , the weak solution of (3.1) with initial data m 0 and b " H p px, Bv n q converges to m in L 2 p0, T ; W q X L 8`0 , T ; L 2 pΓq˘X W 1,2 p0, T ; V 1 q. Hence, the map v Þ Ñ m is continuous from L 2 p0, T ; V q to L 2 p0, T ; W q X L 8`0 , T ; L 2 pΓq˘X W 1,2 p0, T ; V 1 q. Moreover, the a priori estimate (3.3) holds uniformly with respect to v.
Then, knowing m, we construct T pvq " r v as the unique weak solution of (4.1) with f px, tq " V rmp¨, tqspxq. Note that m Þ Ñ f is continuous and locally bounded from L 2 pΓˆp0, Tto L 2 pΓˆp0, T qq. Then Lemma 4.4 ensures that the map m Ñṽ is continuous from L 2 pΓˆp0, Tto L 2`0 , T ; H 2 pΓq˘X L 8 p0, T ; V qX W 1,2 p0, T ; L 2 pΓqq. From Aubin-Lions theorem, see Lemma A.1, m Ñṽ maps bounded sets of L 2 pΓˆp0, Tto relatively compact sets of L 2 p0, T ; V q. Therefore, the map T : v Þ Ñṽ is continuous from L 2 p0, T ; V q to L 2 p0, T ; V q and has a relatively compact image. Finally, we apply Schauder fixed point theorem [10, Corollary 11.2] and conclude that the map T admits a fixed point v. We know that v P L 2`0 , T ; H 2 pΓq˘X L 8 p0, T ; V q X W 1,2 p0, T ; L 2 pΓqq and m P L 2 p0, T ; W q X L 8`0 , T ; L 2 pΓq˘X W 1,2 p0, T ; V 1 pΓqq.
Hence, there exists a weak solution pv, mq to the mean field games system (1.25).
Proof of uniqueness in Theorem 1.11. We assume that there exist two solutions pv 1 , m 1 q and pv 2 , m 2 q of (1.25). We set v " v 1´v2 and m " m 1´m2 and write the system for v, m
