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In this paper we prove that the sum of two independent multivariate ARMA 
processes is also ARMA under certain regularity conditions. 0 1988 Academic 
Press, Inc. 
1. IN-~R~DucTI~N 
The general m-variate autoregressive moving average process of order 
( p, q), which we shall abbreviate to ARMA( p, q), is defined by a stochastic 
sequence, {X,}, satisfying 
where 
(1) 
(i) X, = (X,,, X2,, . . . . Xm,)T, e, = (e,,, e,,, . . . . em,)T are m-dimensional 
random vectors such that E(X,XT) is uniformly bounded and 
E(e,e,T) = ~5,~ V, respectively, T stands for the transpose operation, 6,, is the 
Kronecker delta, and V is a positive definite matrix of order m, 
(ii) @(B)=I-4,B- ... -dpBp, O(B)=I-O,B- ... -8,Bq are 
the stationary AR and invertible MA operators (m x m matrix), respec- 
tively, and B stands for the backshift operator. 
In this paper, we will be concerned with the sum of two independent 
m-variate ARMA processes and obtain some properties of the resulting 
process. Granger and Morris [4] have shown that the sum of uncorrelated 
(univariate) ARMA processes is also an ARMA and obtains the bounds for 
the orders of the resulting process. In his recent paper Engel [3] has repor- 
ted some interesting and mathematically elegant work on this topic. 
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Especially be considered the product of two independent Gaussian ARMA 
processes and gave a necessary and sufticient condition for the product to 
be ARMA. But more often in practice we meet multivariate processes. 
Hence the main aim of this article is to generalize some of the existing 
results for the multivariate case. 
For the sake of convenience, in Sections 3 and 4 we consider a particular 
case V= I and the succeeding section investigates the general case. 
2. SOME BASIC RESULTS 
The stationarity of the process ensures the one-sided moving average 
representation 
where a(B) = Q-‘(B) O(B) and a0 = I. Similarly, the invertibility 
assumption ensures the one-sided autoregressive representation of the form 
where P(B) = W’(B) Q(B) and PO = I. Let Y2( .) be the Hilbert space of 
all random variables with mean zero and finite second-order moments. 
Suppose that {II,; t E H) is a process in which each u, is an m-dimensional 
random vector with each component in Y2( .). Define two closed linear 
subspaces Z2(u; t) and 92(u) of P2( .) spanned by {uis; s G t; 
j= 1, 2, . ..) m} and {ujs; SE Z; j= 1, 2, . . . . m}, respectively. The process 
{uI ; t E Z } is said to be purely nondeterministic iff 
lim Z2(u; t) = (0). (4) I-t -cc 
Obviously, 
Y2(u; -co) c P(u; t) c 22(u) c P( .) (5a) 
and 
,$-I, Y2(e; t) = {0}, (5b) 
where 
Y*(u; - 00) = lim g2(u; t), 
I- --03 
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Since (1) satisfies stationarity and invertibility conditions, then 
T2(X; t) = P(e; t). (6) 
From (2) and (6) the matrices elk can straightforwardly be interpreted as 
the cross covariances between X, and e, _ k. That is, 
CoWL ermk) =E(X,ef-,) 
= a,; k 20. (7) 
Postmultiplying both sides of (1) by XT.. k and taking expectations (using 
(6)) we have 
I-t?,af- ..’ -e,a,T; k=O @a) 
@(B)T,(k)= -ek-ek+laf- ... -04cC;-k; l<k<q (8b) 




= f. ak + i”T, (9) 
Similar expressions can be written for autocorrelations and the standard 
errors being obtained by letting k = 0 in (9). 
3. THE MAIN RESULTS 
In this section we state and prove the following theorems. 
THEOREM 1. Suppose that (X, ; t E B } is a mean zero purely nondeter- 
ministic process in .Y2( .). Then a necessary and sufficient condition for 
{X,; t E Z} to be m-variate ARMA(p, q) is that there exists a matrix 
polynomial y(B) of degree p, with roots outside the unit circle, such that 
y(B) T,(k) = ;#O’ 
k=q 
3 k > q. 
(10) 
Proof: The necessary condition follows from (8). For sufficiency let 
Y, = y(B)X, and we show that if T,(k) = 0; k > q and TV(q) #O, then 
(YI; TV E) is an m-variate MA(q) process. Since X,E~‘( .) and 
FUNCTIONOF m-VARIATEARMAPROCESES 149 
9*(X; t) = Y2(e; t), we have Y, E L?*( .) and Z*(Y; t) = 5C*(e; t). 
Obviously, {Y ,; t E Z} is purely nondeterministic. Then Y, can be repre- 
sented as 
Y,= f (jet-j, 
j=O 
(11) 
where (di)j a o is a sequence of square summable matrices with d, = 1. 
Now, 
Then (8) gives 
Y(B) TX(k) = E(Y(B) xx k) 
= E(Y ,x:- k). 
k=q 
k > q. 
(12) 
Substituting for Y, from (11) and considering (12) produces d, # 0 and 
dk = 0; k > q. Hence (Yt; t E Z} is an MA(q) process. 
Remark. From ( 12) we have 
Y, 19*(X; t-k); k’q 
and hence 
Y, 1 Y*(e; t - k). 
This gives 
E(Y,eLk) = 0; k > q. 
THEOREM 2. Let X, and Y, be two independent m-variate MA processes 
of order q, and q2, respectively. Then X, + Y, - MA(q) with q 6 max(q,, q2). 
Proof. X, - MA(q,). Then X, I diP*(e; t-k,); k, > q,. Similarly, since 
Y,- MA(q1), 
Y, 1 cY*(q; t - k2); k,7q,. 
Hence 
X, + Y t 1 cY*(u; t - k); k 7 max(qly q2), (13) 
where y*(u; I) is a subspace of Z’*(.) spanned by e,, e,-, , . . . and 
n,, II- 1, . . . . 
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Obviously, lim, _ _ m .9*(u; t-k) = (0) and hence the process {u,; t E Zj 
is purely nondeterministic. Hence X, + Y I - MA(q); q < max(q,, q2). 
THEOREM 3. Let X, and Y, be two independent AR processes of order p, 
and p2, respectively. Then X, + Y, - ARMA( p, q) with p $ p, + p2; 
q’-<max(p,, pz), if the matrix a,(B) a,(B) is symmetric for all B. 
Proof: X, N AR(p,), satisfying a,(B)X1=e,, and Y,-AR(p,), satisfy- 
ing a2(B)Y, = %, 
a2(B) a,(B)X, + a,(B) a2(B)Y, = a2(B)e, + a,(B)%. (14) 
Let $(B) =a,(B) a*(B)= a,(B) a,(B), then the order of the matrix 
polynomial $(B) is not more than p + q. Now, 
a2(B)e, - MN p2) and a,(B)tl, - MA(p,). 
Hence by Theorem 2, the r.h.s. of (14) is MA(q) and q < max( p, , p2). Let 
Z,=X,+Y,. Then 
Z, ‘v ARMA(p, 4); PdP1+P2;4dmax(p,,p2). 
THEOREM 4. Let X,-ARMA(p,, ql) and Y,-ARMA(p,, q2) be two 
independent ARMA processes such that a,(B)X,=fl,(B)e, and a2(B)Y,= 
p2(B)q1,. Then the process X, + Y, is also an ARMA( p, q) process with 
p6pl+p2; q<max(p,+q,, p2+q,); if the matrix a,(B)a,(B) is sym- 
metric for all B. 
Proof. X, - ARMA(p,, ql) gives 
a*(B) a,(BPL = a2(B)Bl(B)e,, 
and Y, - ARMA(p,, q2) gives 
a,(B) a2(B)Yt = a,(B) LMBh 
Hence 
+(B)Z, = a,(B) B,(B)et + a,(B) P2CBht, (15) 
where J/(B)=a,(B)a,(B)=a,(B)a,(B) and Z,=X,+Y,. Since 
a*(B) P,(B) e, - MA(pz+q,) and al(B)P2(B)rlt*MA(~l+q2), by 
Theorem 2, the r.h.s. of (15) is MA(q) and q d max(p, + ql, p, + q2). 
Obviously, the order of I+?(B) cannot be greater than p, + p2. Hence the 
theorem. 
The results of this section mainly generalize the results of Granger and 
Morris [4] to multivariate ARMA processes. It is interesting to note 
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that the bounds for the resulting process are similar, if some additional 
conditions on the matrix polynomials are imposed. 
Remark. The main results in Theorems 3 and 4 do not hold without the 
very restrictive assumption on LX,(B) a*(B) as stated. If the matrix 
a,(B) U*(B) is not symmetric for all B, then it is clear that each component 
of the sum of the vectors a,(B)X, + a,(B)Y, is univariate ARMA with the 
respective bounds as given in the theorems. 
4. THE GENERAL CASE 
This section investigates the general results with V# I. The main con- 
siderable effect of V reflects on Eq. (7) and the new result is 
CovW,, trek) =E(X,eZ,) 
= Lxk v; k20. (16) 
As V is a general positive definite matrix (i.e., det( V) > 0), this inclusion of 
V obviously does not affect the results of Theorems l-4 in Section 3. 
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