Abstract Views on RDF datasets have been discussed in several works, nevertheless there is no consensus on their definition nor the requirements they should fulfill. In traditional data management systems, views have proved to be useful in different application scenarios such as data integration, query answering, data security, and query modularization.
Introduction
With the advent of initiatives like Open Data 1 and new data publication paradigms as Linked Data [14] , the volume of data available as RDF [34] 
as the Linking Open Data community (LOD)
2 encourage the publication of Open Data using the Linked Data principles which recommend using RDF as data publication format. By September 2010 (last update of the LOD diagram), more than 200 datasets were available at the LOD site, which consisted of over 25 billion RDF triples. This massive amount of semi-structured, interlinked and distributed data publicly at hand, faces the database community with new challenges and opportunities: published data need to be loaded, updated, and queried efficiently. One question that immediately arises is: could traditional data management techniques be adapted to this new context, and help us deal with problems such as data integration from heterogeneous and autonomous data sources, query rewriting and optimization, control access, data security, etc.? In particular, in this paper we address the issue of view definition mechanisms over RDF datasets. RDF datasets are formed by triples, where each triple (s,p,o) represents that subject s is related to object o through the property p. Usually, triples representing schema and instance data coexist in RDF datasets (these are denoted TBox and ABox, respectively in Description Logics ontologies). A set of reserved words defined in RDF Schema (called the rdfs-vocabulary) [17] is used to define classes, properties, and to represent hierarchical relationships between them. For example, the triple (s, rdf:type, c) explicitly states that s is an instance of c but it also implicitly states that object c is an instance of rdf:Class since there exists at least one resource that is an instance of c (see Section 2.1 for further details on RDF). The standard query language for RDF data is SPARQL [46] , which is based on the evaluation of graph patterns (see below for examples on SPARQL queries).
Although view definition mechanisms for RDF have been discussed in the literature, there is no consensus on what a view over RDF should be, and the requirements it should fulfill. Moreover, although we could expect views to be useful over the web of linked data, as they have proved to be in many traditional data management application scenarios (e.g., data integration, query answering) there is no evidence so far that this will be the case in the near future. In this work we discuss the usage of views in those scenarios, and study current RDF view definition mechanisms, with focus on key issues such as expressiveness, scalability, RDFs inference support and the integration of views into existent tools and platforms.
Problem Statement and Motivation
The DBTune project 3 gathers more than 14 billion triples from different music-related websites. Figure 1 presents a LOD diagram that represents DBTune datasets (purple nodes), their inter-relationships and the relationships with other LOD datasets (white nodes).
Each of the datasets included in the DBTune project has its own particularities. For instance, their structures or schemas differ from each other. This is because although DBTune datasets are described in terms of concepts and relationships defined in the Music Ontology (MO) 4 , they do not strictly adhere to it, producing semantic and syntactic heterogeneities among them. We have selected three datasets from the DBTune project: BBC John Peel sessions dataset 5 , the Jamendo website dataset 6 and the Magnatune record label dataset 7 (Section 5.2.1 presents detailed information on this selection process, and explains the rationale behind this decision). Information about the 'schema' of the datasets can be extracted by means of SPARQL queries. Figure  2 presents a graphical representation of this information. In these graphs, light grey nodes represent classes for which at least one instance is found in the dataset (we denote them used classes), dark grey nodes represent classes from the MO that are related to used classes (either as subClasses or superClasses), solid arcs represent predicates between used classes, and dashed arcs represent the rdfs:subClassOf predicate. Predicates that relate classes with untyped URIs are represented 3 http://dbtune.org/ 4 http://musicontology.com/ 5 http://dbtune.org/bbc/peel/ 6 http://dbtune.org/jamendo 7 http://dbtune.org/magnatune in italics. Appendix B describes how these graphs have been constructed. Figure 2 shows that there are differences between the schemas of each data source. Let us consider, for example, the representation of the authoring relationship between MusicArtists and Records. In the Jamendo dataset this relationship is represented using the foaf:made predicate (Figure 2b ) that connects artists with their records but also using its inverse relationship, namely the foaf:maker predicate between Records and MusicArtists. Although these two relationships are the inverse of each other, no assumption can be made on the consistency of data, namely that the existence of a triple (jam:artist1 foaf:made jam:record1 ) does not enforce the existence of another triple of the form (jam:record1 foaf:maker jam:artist1 ). In the Magnatune dataset MusicArtists and Records are related using the foaf:maker predicate ( Figure 2c) .
We next present some use cases over the selected datasets that show how the notion of view (in the traditional sense) could be applied.
Use Case 1: Retrieving artists and their records.
A user needs to collect information about artists and their records. To fulfill this simple requirement, a not trivial SPARQL query must be written. This query must take into consideration all the different representations of the relationship between artists and records in each dataset. Example 1 presents a SPARQL query that returns the expected answer. SPARQL queries are too complex to be written by an end user, and require a precise knowledge of the schema. Therefore, it would be desirable to somehow provide a uniform representation of this relationship in order to simplify querying the integrated information. Several strategies could be used to provide a uniform view of all datasets. One possibility would be to materialize the missing triples, which in this case leads to the creation of new triples in the Magnatune and Jamendo datasets. For each (record, foaf:maker, artist) triple that relates a Record record with an Artist artist, a new triple (artist, foaf:made, record) must be added to the dataset. This strategy would be hard to maintain and could also interfere with the independence of the sources.
To avoid maintenance issues, approaches that dynamically generate virtual triples are needed. Some of them use reasoning and rules to create mappings between concepts and infer knowledge that is not explicitly stated [33] . Another approach could be to build new graphs that encapsulate underlying heterogeneities. For instance, SPARQL CONSTRUCT queries return graphs dynamically created from existent ones and allow the creation of new triples as the next example shows.
Example 2
The following SPARQL CONSTRUCT query returns a graph that contains all the (artist, foaf:made, record) triples from the Jamendo dataset but also generates new triples. That is, for each (record, foaf:maker, artist) triple in the Magnatune and Jamendo datasets it creates a (artist, foaf:made, record) triple) (i.e, the query of Example 1). Let us suppose that now our user wants to reutilize this query to retrieve the title of each record made by an artist. Although the query in Example 2 generates a new graph, SPARQL does not provide mechanisms to pose queries against dynamically generated graphs (e.g., using graphs as sub-queries in the FROM clause). To answer this query in SPARQL 1.0 existent queries The SPARQL 1.1 proposal [29] (see Section 2) partially supports sub-queries, allowing only SELECT queries to be part of the WHERE clause. Existent CONSTRUCT queries cannot be reused either in the FROM clause (e.g.: as datasets) nor in the WHERE clause (e.g.: as graph patterns). Example 4 presents a SPARQL 1.1 SELECT query that retrieves artists, their records and their titles. It shows that, in order to reuse the query presented in Example 1, the code must be 'copy-pasted', which is hard to maintain, error-prone, and limits the use of optimization strategies based on view materialization.
Example 4 A SPARQL 1.1 SELECT query that retrieves artists, records and record titles. In light of the above, SPARQL extensions have been proposed to allow CONSTRUCT queries to be used as subqueries. For instance, Networked Graphs (NG) [48] allow defining and storing graphs for later use in other queries. Example 5 shows, using RDF TriG syntax 8 , how the graph in Example 1 can be implemented using NGs. An NG is defined by means of an RDF triple whose subject is the URI that identifies the graph, its predicate is denoted ng:definedBy, and its object is a string that represents the CONSTRUCT query that will be evaluated at runtime, and whose results will populate the graph. Once defined, the NG can be reused in further queries. Example 6 presents a SPARQL query that uses the previously defined NG, encapsulating the different representations of the relationship between artists and their records. Let us now consider that the user wants to retrieve information about all musical manifestations stored in the datasets. Figure 2 shows that there are no instances of the MusicalManifestation class in the datasets but there are instances of two of their sub-classes: Record and Track. SPARQL supports different entailment regimes, in particular RDF, RDFS, and OWL 9 . Under RDFS entailment the application of inference rules generates results that are not explicitly stated in the datasets. For example, one of such rules allows inferring that, since Record and Track are sub-classes of MusicalManifestation all the instances of Record and Track are also instances of MusicalManifestation. We take a closer look at inference mechanisms in Section 2.1 Example 7 shows a SPARQL CONSTRUCT query that creates a graph that contains all the Musical Manifestation instances and for each instance its author, in case available. Since Record and Track are sub-classes of MusicalManifestation, all instances of the former two are also instances of the latter. Thus, they should appear in the resulting graph. This query can be stored using NGs or implemented using SPARQL++ [45] . We discuss SPARQL++ later in this paper.
Example 7 Musical manifestations and their authors.
CONSTRUCT { ?mm r d f : t y p e mo : M u s i c a l M a n i f e s t a t i o n . ?mm f o a f : maker ? a r t i s t } WHERE { ?mm r d f : t y p e mo : M u s i c a l M a n i f e s t a t i o n .
OPTIONAL{ ?mm f o a f : maker ? a r t i s t } .
OPTIONAL{
?mm a mo : Track .
? r e c o r d mo : t r a c k ? m m a n i f e s t a t i o n .
? r e c o r d f o a f : maker ? a r t i s t } . }
This use case exemplifies a problem orthogonal to the one stated in Use Case 1: the need of support entailment regimes in SPARQL implementations and in view definition mechanisms. Although these mechanisms, at first sight, seem to solve the problems above, little information can be found in the literature regarding how to use them, the volume of data they can handle and also on the restrictions that may apply to the queries they support.
The purpose of this work is two-fold. First, study different application scenarios in which views over RDF datasets could be useful; second, discuss to what extent existent view definition mechanisms can be used on the described scenarios.
Contributions and Paper Organization
This paper is aimed at providing an analysis of the state-of-the-art in view definition mechanisms over RDF datasets, and identifying open research problems in the 9 http://www.w3.org/TR/owl-features/ field. We first introduce the basic concepts on RDF, RDFS and SPARQL (Section 2). In Section 3, to give a framework to our study, we propose a definition of views over RDF datasets, along with four scenarios in which views have been traditionally applied in relational database systems. In Section 4 we study current view definition mechanisms, with a focus on the three ones that fulfill most of the conditions of our definition of views, and support the scenarios mentioned above. These proposals are SPARQL++, Networked Graphs, and vSPARQL. We also provide a wider view, discussing other proposals in the field. In Section 5 we analyze the three selected proposals with respect to four goals: SPARQL 1.0 support, inference support, scalability, and facility for integration with existent platforms. We also perform experiments over the current a Networked Graphs implementation. Finally, in Section 6 we present our conclusions and analyze open research directions.
Preliminaries
To make this paper self-contained in this section we present a brief review of basic concepts on RDF, RDFS and SPARQL [3, 5, 26, 32] .
RDF and RDFS
The Resource Description Framework (RDF) [34] is a data model for expressing assertions over resources identified by an universal resource identifier (URI). Assertions are expressed as subject-predicate-object triples, where subject are always resources, and predicate and object could be resources or strings. Blank nodes (bnodes) are used to represent anonymous resources or resources without an URI, typically with a structural function, e.g., to group a set of statements. Data values in RDF are called literals and can only be objects in triples. A set of RDF triples or RDF dataset can be seen as a directed graph where subject and object are nodes, and predicates are arcs. Formally: Definition 1 (RDF Graphs) Consider the following sets U (URI references); B = {N j ∈ N} (blank nodes); and L (RDF literals). A triple
is called an RDF triple. We denote UBL the union U ∪ B ∪ L. An RDF graph is a set of RDF triples. A subgraph is a subset of a graph. A graph is ground if it has no blank nodes.
Although the standard RDF serialization format is RDF/XML [10] , several formats coexist in the web such as NTriples [8] , Turtle [9] , N3 [11] , Trig [13] , and several serialization formats over JSON [52] .
RDF Schema (RDFS) [17] is a particular RDF vocabulary supporting inheritance of classes and properties, as well as typing, among other features. In this work we restrict ourselves to a fragment of this vocabulary which includes the most used features of RDF, contains the essential semantics, and is computationally more efficient than the complete RDFS vocabulary [39] Group A (Subproperty)
SPARQL is a query language for RDF graphs, which became a W3C standard in 2008 [46] . The query evaluation mechanism of SPARQL is based on subgraph matching: RDF triples in the queried data and a query pattern are interpreted as nodes and edges of directed graphs, and the query graph is matched to the data graph, instantiating the variables in the query graph definition [26] . The selection criteria is expressed as a graph pattern in the WHERE clause, and it is composed of basic graph patterns defined as follows: Definition 2 (Queries) SPARQL queries are built using an infinite set V of variables disjoint from UBL. A variable v ∈ V is denoted using either ? or $ as a prefix. A triple pattern is member of the set
, that binds variables in V to RDF Terms in the graph. A basic graph pattern (BGP) is a set of triple patterns connected by the '.' operator.
Complex graph patterns can be built starting from BGPs, which include:
-group graph patterns, a graph pattern containing multiple graph patterns that must all match, -optional graph patterns, a graph pattern that may match and extend the solution, but will not cause the query to fail, -union graph patterns, a set of graph patterns that are tried to match independently, and -patterns on named graphs, a graph pattern that is matched against named graphs.
SPARQL queries have four query forms. These query forms use variable bindings to create the results of the query. The query forms are:
-SELECT, which returns a set of the variables bound in the query pattern, -CONSTRUCT, which returns an RDF graph constructed by substituting variables in a set of triple templates, -ASK , which returns a boolean value indicating whether a query pattern matches or not, and -DESCRIBE, which returns an RDF graph that describes resources found. Table 1 presents a summary of the structure of queries in SPARQL 1.0 10 where every part of the query is optional, except for the results format clause.
SPARQL 1.1
The SPARQL 1.1 specification [29] , with status of working draft at the moment of writing this paper, includes several functionalities that extend the query language power. We next summarize the most relevant ones. Views over RDF datasets have been discussed in several works, although there is not yet a consensus about their definition and characterization. Some of these works are not based on SPARQL, but provide useful insight on the problem at hand. In particular, in [38] the authors propose RVL, a view definition language based on RQL query language. RVL views enforce the separation between schema and data, specifying a virtual schema with new RDFS classes and properties and a set of graph patterns that allow the computation of instances. RVL view definitions can be stored and used in other queries. In [51] the authors claim that, from the perspective of classical databases, views can be considered as arbitrary stored queries, but no conceptual description of views is provided. On the other hand, they state that views in the Semantic Web must have a precise semantics described by an ontology, which should also embed the view in its appropriate location within the inheritance hierarchies. Recent work based on SPARQL lacks of a clear definition of views [45, 48, 50] . Even some of these proposals actually extend SPARQL query capabilities, not giving an adequate argumentation about why those new features are required in a view definition language.
In our approach, an RDF view must meet the following requirements: 1. Should be specified using SPARQL; 2. The result of the evaluation of an RDF view over an RDF graph should be an RDF graph, obtained using SPARQL semantics; 3. The result of the evaluation of an RDF view should consider RDF and RDFS entailment regimes; 4. It should be possible to store RDF views for later use as sub-queries;
According to these requirements, we provide the following definition:
Definition 3 (RDF Views) An RDF view V is a pair V = (n; Q v ), where n is a URI denoting the name of the view, and Q v is a SPARQL CONSTRUCT query that defines the structure and the contents of the view V.
Application Scenarios
Although Semantic Web based data management systems seem to pose new problems and challenges to the research community, we believe that some ideas can be brought from traditional database systems to solve known problems in this new context. In particular, views, and more specifically relational database views, play an important role in different application scenarios in traditional data management systems. Within relational databases, view definition languages make it possible to select and (with some limitations) modify the data needed by an application without materializing it; then queries are written using the defined view and evaluated against the original dataset. View specification in SQL allows defining the schema of the view and the instances that will populate it, based not only on the underlying schema and its instances but also allowing the creation of new columns and instances, using built-in transformation functions (e.g., concatenate) or aggregate functions. As stated in [28] much of the work on relational views has focused on Select-ProjectJoin (SPJ) queries, but numerous extensions have been proposed for queries including grouping, aggregation and multiple SQL blocks, recursive queries, views with access-pattern limitations, queries over object-oriented databases and queries over semi-structured data. We now define four classic application scenarios where views have been proved useful in relational databases, analyze those scenarios in the Semantic Web context, and study how views characterized by Definition 3 can be applied to them. In Section 4 we study how existing proposals are suitable to solve the problems that arise in these described scenarios.
Scenario 1: Views and data integration. Traditionally, data integration systems make extensive use of views to provide a reconciled and integrated vision of the underlying data sources. Well-known approaches, based on virtual data integration, use the idea of creating a global or mediated schema and either expressing local data sources as views over the mediated schema (Local As View LAV), expressing global schema as views over local data sources (Global As View GAV) or hybrid approaches such as GLAV [35] . Data warehouses and federated database systems are examples of traditional data integration systems. Schema matching and resolving mappings between the global schema and the sources are key issues in this scenario. Dealing with inconsistencies between sources, semantic heterogeneity and query optimization are also interesting problems in data integration systems.
Semantic web data integration is an active area of research that faces important challenges and also presents several research opportunities as data on the web is inherently heterogeneous, either semantically and syntactically, messy, inconsistent, volatile and big. At least three different approaches can be distinguished: virtual integration, materialized integration and hybrid. Within the virtual integration approach the idea is the same as in traditional data management systems: to transform the source datasets to a common schema or representation without materializing those triples. Networked Graphs [48] (which we comment below) allows performing this kind of virtual data integration and use case 1 presented in Section 1.1 is an example of its application to a simple data integration task. The approach presented [33] can be seen as an hybrid one, since on the one hand transformation or views are specified using rules but inferred triples are materialized for later user. By doing time-consuming reasoning tasks off-line the authors improve the performance, one of the big issues related to web-scale reasoning techniques. Some authors argue on the applicability of traditional data integration techniques to this context. For instance, Dataspace Support Platforms (DSSP) propose an evolving data integration system which tries to distribute over time the modeling costs inherent to data integration problems in a pay-as-you-go fashion [47] .
Scenario 2: Query answering using views. Materialized views or indexes can be used to optimize query computation. For this, queries must be completely or partially rewritten in terms of existent views. In traditional data management systems the problem of finding rewritings, highly related to the problem of query containment, has been widely studied. In [28, 36] the authors define the problems of finding a rewriting of a query in terms of views, finding a minimal rewriting and completely resolving a query using views, also analyzing the complexity of those problems. They prove that the problem of finding a minimal rewriting for conjunctive queries with no built-in predicates is NP-complete.
The problem of query answering using views has also been translated into the Semantic Web context. This problem can be decomposed in two sub-problems: centralized query answering and distributed query answering. With respect to the former, several works support query answering using views in a centralized context through the notion of indexing [18, 23, 40] . We comment on them in Section 4.3.2. On the other hand, current implementations of Semantic Web search engines, tend to reduce the problem of distributed query answering to centralized query answering. They apply ideas from relational data warehouses and search engines, crawling RDF datasets for materialization and indexing in a centralized data store [19, 21, 37, 41] . In [30] the authors propose an hybrid approach. They designed a mechanism to perform the selection of relevant sources for a certain query in distributed query processing. They build and maintain data summaries for each source, which are used in the selection process, and then retrieve the RDF data from the selected sources into main memory in order to perform join operations.
Regarding SPARQL query optimization a thoughtful analysis of complexity and strategies has been made in [49] .
Scenario 3: Views and data security. In traditional data management systems views have been used to implement security policies and restrictions over data access [22] . Also in the context of XML data, views as XPath queries have been used to implement control access policies [20] A direct application of views to this problem can be found in [24] , where the authors present an access control specification language that allows to define triplelevel authorisation permissions. Their work is based on the specification of control access permissions as sets of triples that satisfy certain graph pattern. These sets are either annotated as included or excluded from result sets. Control access permissions are implemented as named graphs and queries are performed over them. Several works can be found in the literature regarding RDF data access control policies and trust management [1, 6, 25, 27] . Scenario 4: Views and query modularization. Views and subqueries are also used to make complex queries easier to understand. However, these improvements in readability may lead to downgrades in performance if rewriting tasks are not performed adequately.
In the case of SPARQL queries, the ability to include queries in the FROM and FROM NAMED clauses leads to query composition and modularization, also allowing the optimization of queries since selection and projection can be pushed down in the evaluation tree of a query [4] . The next example illustrates this issue. ? p1 e v e n t : p l a c e ? p l 1 .
? p2 e v e n t : p l a c e ? p l 1 .
r t i s t 1 d e f : c o l e a g u e s ? a r t i s t 2 .
? a r t i s t 1 f o a f : name ? name1 . ? a r t i s t 2 f o a f : name ? name2 } Provided that the query language supports it, the inner query could be replaced by a view that could either be executed at runtime, or by a materialized view. We study languages supporting this feature in Section 4.
Existing Proposals for RDF Views
In the following we discuss different approaches related to the notion of view, and how they address the scenarios defined in Section 3. From these approaches, we then select and discuss the ones that are closest to our vision of what a view in RDF should be (Definiton 3), namely SPARQL++ [45] , Networked Graphs (NG) [48] , and vSPARQL [50] . Other proposals, not so closely related to our definition, are also briefly commented.
SPARQL++
Polleres et al. [45] propose extensions to SPARQL 1.0 that not only include the capability of using nested CONSTRUCT queries in FROM clauses but also allow to define built-in and aggregation functions and function calls in the CONSTRUCT clause. The implementation is based on the translation of SPARQL++ queries into HEX-programs, an extension of logic programs under answer-set semantics [43] . The translated queries are then processed using dlvhex, an HEX-program solver based on DLV 11 which is a disjunctive Datalog system. The source code is available online 12 . SPARQL++ queries cannot be stored for use in other queries. In order to reuse the queries must be 'copy-pasted'. With respect to the scenarios defined in Section 3, and due to its inability to store views definitions, SPARQL++ partially supports scenarios 1 (view integration), and 4 (query modularization). Moreover, the query in Example 8 is compliant with SPARQL++ syntax. In the following example we show how to apply SPARQL++ to use case 1. 
Networked Graphs
Schenck et al. [48] propose Networked Graphs, a declarative mechanism to define RDF graphs as CONSTRUCT queries and named graphs. Networked Graphs (NG) support negation, as available in SPARQL 1.0 (negation by failure) and also queries that use NGs distributed over different endpoints. The semantics of NGs is an adaptation of the well founded semantics (WFS) for logic programs and the algorithm that performs the evaluation uses a variation of the alternating fixpoint algorithm for computing WFS. NGs implementation supports cycles.
An NG is defined by means of an RDF triple whose subject is the URI that identifies the graph, its predicate is denoted ng:definedBy, and its object is a string that represents the CONSTRUCT query that will be evaluated on runtime, and whose results will populate the graph.
The implementation of NGs is based on Sesame 2 RDF Storage And Inference Layer API (SAIL). The source code is available online 13 . In order to understand how does NG interacts with Sesame a closer look must be taken at Sesame's architecture, which is depicted in Figure 3 Sesame's Storage And Inference Layer (SAIL) is an internal API that abstracts from the storage format used (e.g., data stored in an RDBMS, in memory, or in files -see below), and provides reasoning support over RDF triples. SAIL implementations can also be stacked on top of each other to provide other functionalities such as caching or concurrent access handling. Extensions to Sesame should be implemented as SAILs, which is the case of NG. Sesame's functional modules, such as query engines, the admin module, and RDF export, use the SAIL to perform its tasks. These functional modules can be accessed through a different API called Access API, which is composed by the Repository API and the Graph API. The Repository API provides high-level access to Sesame repositories, such as querying, storing of RDF files, extracting RDF, etc. The Graph API provides more fine-grained support for RDF manipulation (e.g., adding and removing individual statements). The two APIs complement each other in functionality, 13 http://www.uni-koblenz-landau.de/koblenz/fb4/ AGStaab/Research/systeme/NetworkedGraphs and are in practice often used together 14 . Sesame 2.3 supports three different storage formats for its repositories: in memory, in files (also called native storage), and RDBMS. Each of these formats support different maximum sizes which are not clearly defined in the documentation. For each of these storage formats there also exists the possibility of enabling either RDF entailment (by default) or RDFS entailment regime, which must be explicitly stated by the time the repository is created.
With respect to the scenarios defined in Section 3, NGs are appropriate for supporting scenarios 1 (view integration), and 4 (query modularization). In Section 1 we have already discussed on the applicability of NGs to a view integration scenario. Example 10 below shows how the query in Example 8 reads in NGs syntax: ? a2 mo : p e r f o r m e d ? p2 .
? p1 e v e n t : p l a c e ? p l 1 .
? p2 e v e n t : p l a c e ? p l 1 . FILTER ( ! ( ? a1 = ? a2 ) ) } ' 'ˆˆng : q u e r y } # u s i n g t h e vie w i n a q u e r y SELECT ? name1 ? name2 18 . With respect to the scenarios defined in Section 3, and due to its inability to store views definitions, vS-PARQL partially supports scenarios 1 (view integration), and 4 (query modularization 
Partial Support of RDF Views
In the following we comment on other proposals that partially comply with our definition of RDF views, namely sub-queries in SPARQL, RDF indexing mechanisms, and exposing RDF views of relational databases.
Support of Subqueries in SPARQL
The current working draft of SPARQL 1.1 [29] includes partial support to subqueries allowing a sub-set of SELECT queries as part of the WHERE clause. These queries cannot include FROM or FROM NAMED clauses. Although SPARQL 1.1 is yet to be completed several endpoints and RDF libraries claim to support some of its incorporations, mainly subqueries. That is the case of 4store 20 , Jena ARQ's Fuseki 21 , OWLIM 22 , and Sesame 23 among others. Some authors argue on the design decisions that have been made so far, regarding subqueries, in SPARQL 1.1. In [4] the authors analyze the feasibility of using sub-queries, not only as graph patterns (within WHERE clause), but also as dataset clauses and as filter constraints, focusing on the definition of precise semantics and also discussing on the issues that arise related to the scope of correlated variables.
RDF Indexing Mechanisms
Several proposals exist aimed at enhancing SPARQL query performance using view materialization mechanisms. The three approaches below support the second scenario in Section 3 (answering queries using views).
RDF-3x [40] is an RDF triple store that implements several indexing mechanisms that lead to better query performance. It is based on a column-store persistence layer and creates in-memory indexes for each permutation of SPO objects in the datasets. They also propose a compact representation of triples.
RDFMatView [18] proposes to build indexes over the relational representation of RDF datasets and also defines a query rewriting algorithm that allows the exploitation of this indexes by SPARQL queries. The query rewriting process is guided by a cost model that chooses between all the existent indexes, the combination that leads to the best query execution plan. Instead of building indexes over every attribute this work proposes to carefully select which views should be materialized, but it does not provide mechanisms that assist in choosing which are the indexes that should be created.
In [23] the authors define materialized views as the combination of simple path expressions over RDF graphs or shortcuts. They also propose a shortcut selection algorithm, based on linear programming, that optimizes the trade off between the expected benefit of reducing query processing cost and the space required for storing the indexes, taking into account the datasets and the query workload.
Relational Data as RDF
Several works focus on the transformation of relational data into RDF graphs 24 , and in particular several tools allow exposing and querying relational data as virtual RDF graphs. This proliferation of tools led to a W3C working group (RDB2RDF) with the purpose of standardizing the mapping of relational data and relational database schemas into RDF and OWL. This group has so far produced several working drafts 25 . D2RQ platform [12, 15] includes a declarative language to describe mappings between relational database schema and OWL/RDFS ontologies (D2RQ), a plug-in for the Jena and Sesame Semantic Web toolkits which translate SPARQL queries into SQL queries (D2RQ Engine) and an HTTP server that provides an SPARQL endpoint over the database (D2R Server).
Virtuoso RDF Views [16] maps relational data into RDF and it provides a language to specify the mappings. These mappings are dynamically evaluated to create RDF graphs; consequently changes to the underlying data are reflected immediately in the RDF representation.
Triplify [7] is another tool that focuses on publishing relational data as RDF. It uses SQL as mapping language between relational data and RDF graphs and does not provide an SPARQL endpoint. as part of the tool.
Discussion and Experiments
In Section 4 we have presented several RDF view specification mechanisms and study them in light of our definition of RDF views (Definition 3). From this study, 24 http://www.w3.org/wiki/Rdb2RdfXG/StateOfTheArt 25 http://www.w3.org/2001/sw/rdb2rdf/ it follows that the specification mechanisms closest to our definition are Networked Graphs, SPARQL++ and vSPARQL. We now discuss them in more detail, and show the results of experimental tests performed over Networked Graphs (the only implementation available at the time of writing this work).
Goals
Our discussion is based on the following goals: 
Goal 1: SPARQL Support
Each of the selected RDF view specification mechanisms propose extensions to SPARQL. We want to assess to what extent they support the SPARQL 1.0 specification. Since there are differences among the SPARQL 1.0 support among different query engines and SPARQL endpoints, and some of the RDF view specification mechanisms are based on existent tools, different degrees of support could arise. NGs are implemented over Sesame. Therefore, the support to SPARQL is tightly coupled to the Sesame's SPARQL interpreter. vSPARQL also extends an existent interpreter: Jena ARQ; thus, it should be able then to, at least, support the same kind of SPARQL queries supported by ARQ. SPARQL++, on the contrary, implements its own SPARQL interpreter based on the translation of queries into HEX-programs. The authors prove [43, 45] that SPARQL++ is semantically equivalent to SPARQL, as defined in [42] .
To evaluate the support of SPARQL 1.0 specification we can design a set of queries that include the most common SPARQL expressions, and use them to test the syntactic and semantic behavior of each of the mechanisms. The semantic behavior is assessed comparing the obtained results of each query, under a controlled dataset, with the expected results according to SPARQL semantics [42] . This is the approach we follow in our experiments over Networked Graphs ( Section 5.2).
Goal 2: Inference Support under RDFs Entailment
SPARQL inference support under RDFs entailment, varies according with the different tools and implementations. Sesame supports RDFS entailment regime as defined in the RDFS model-theoretic semantics [31] . Thus, this behavior should be preserved by NGs since they are implemented as a Sesame SAIL. ARQ also supports RDFs entailment regime, therefore vSPARQL should also support it. Finally, SPARQL++ does not implement RDFS entailment natively, but the inference rules presented in Section 2 can be represented using CONSTRUCT queries. As an example, Figure 4 shows the suggested representation for the subClass rule presented in Section 2.1. 
Goal 3: Scalability
This goal has two sub-goals: (1) Assessing size limitations for each of the evaluated mechanisms; and (2) Evaluating the impact of the dataset size over performance.
Although Sesame supports different types of repositories (see Section 4.2), NGs cannot be used on repositories based on RDBMS, since it only supports inmemory and (file based) native storage. This imposes a restriction on the size of the datasets that can be used to create views. On the contrary, vSPARQL storage is implemented as patches over Jena SDB (see Section 4.2.1); thus, it uses relational repositories.
SPARQL++ uses DLV as its storage mechanism (see Section 4.1), which supports in-memory and relational storage via ODBC 26 . However, no precise information could be found regarding the maximum size of the datasets supported by each proposal. For checking sub-goal (1) we propose to locally perform load tests over different kinds of repositories. For checking subgoal (2) we propose to locally create repositories with different sizes, and pose a set of selected queries to measure performance. We do this for NGs in Section 5.2. 
Goal 4: Integration with other Platforms
This goal refers to the feasibility of integrating RDF view definition mechanisms with existent Semantic Web platforms and tools. This integrations should be easy in the case of NGs and vSPARQL, since they are based on well-known platforms as Sesame and Jena. Both platforms implement a Java API that is widely used, and other tools as Virtuoso already provides connectors to interact with them 27 Even though, the integration of NGs to an existing Semantic Web application depends on its ability to use Sesame via its Java API. We believe that this restriction could be too strong in some contexts, mostly given that Sesame has been outperformed by other triple stores 28 . Regarding SPARQL++, the fact that it is not based on an existent Semantic Web platform suggest that its integration with other solutions is not that straightforward. Its actual C++ implementation is intended to be used from command line, and the source code should be wrapped to give programmatic access to its functionalities.
Experiments
We now describe a collection of tests aimed at evaluating Networked Graphs with respect to Goals G 1 through G 4 . From the three proposals under study in this section, NGs is the only one whose implementation is fully available for installation, compiling, and testing. Therefore, although the design of the experiments is valid (with slight variations) for the three proposals, we only report the results obtained for NGs. We present the dataset selection and preparation procedure, the results obtained from the tests, and a discussion of these results.
Data Selection and Preparation
Dataset Selection Starting from the list of datasets published in the W3C catalogue 29 a selection process was performed, taking into consideration the following requirements, closely related to our experimental goals: In Appendix C we present detailed information on the datasets published by W3C and also the results of the evaluation of each requirement R i for each dataset D j . Table 2 presents the results of the requirement evaluation, only for those datasets that fulfill most of them. The Billion Triple Challenge (BTC) dataset is actually a collection of datasets expressed as NQuads
30
(triple plus the name of the graph) obtained by crawling Linked Data from the web. It contains data from different domains 31 , including biosciences domain data, which usually requires extra knowledge to pose meaningful queries over it. Therefore, we consider that the BTC dataset does not completely fulfill R 1 : domain understandability. The YAGO dataset contains geographic data from different sources 32 , but it actually is the result of a consolidation and enrichment process of that 30 http://sw.deri.org/2008/07/n-quads/ 31 http://gromgull.net/2010/10/btc/explore.html 32 http://www.mpi-inf.mpg.de/yago-naga/yago/index. html data, so it does not fulfill R 2 since it does not reflect a real data integration scenario. The datasets from the DBTune project (BBC, Jamendo and Magnatune) were the only ones that fulfilled requirements R 1 to R 4 . Regarding R 5 they do not contain RDFS information inside them but refer to classes and properties defined in the MusicOntology, which is written in OWL. However, we have extracted useful RDF schema information from the ontology using SPARQL queries based on OWL semantics 33 . Figure 5 shows the SPARQL queries used to extract schema information. Table 3 we give details about the datasets that we have used in this work. To evaluate the effects of the number of triples over performance, original datasets were split into smaller files 34 and three different datasets DT i were created. Table 4 reports the size of each dataset. The datasets were loaded in different Sesame repositories. We have created 8 repositories with the following characteristics:
-In-memory storage without RDFS entailment support (M EM i i=1 to 3) -Sesame native storage without RDFS entailment support (N AT i i=1 to 3) -Sesame native storage with RDFS entailment support (N AT R and N AT R 1 ) Each of the repositories described above has been loaded with its correspondent set of triples DT i , except N AT R which used in Test 2. For instance, we have the M EM 1 , N AT 1 and N AT R 1 repositories populated with dataset DT 1 . The contents of repository N AT R will be described later, in Section 5.2.2
Experimentation Details
Our tests were run on a desktop PC ( 2.53 GHz Intel Core 2 Duo, 2 Gb RAM) under the Ubuntu 10 operating system. Sesame 2.3 server was installed under Apache Tomcat server (version 6.0.32).Default Tomcat settings have been changed to increase heap size to 1Gb. We now describe the tests performed, aimed at evaluating NG's compliance with goals G 1 through G 4 . For each one of them we provide the queries and details on the datasets and repositories, and report the results of the experiments. Table 5 summarizes the queries in each group for further referencing them in the remainder of this section. Results The results obtained show that only query q 10 (which contains a FILTER expression combined with GRAPH expressions) does not retrieve the expected results, neither as a CONSTRUCT query in Sesame, nor as a view definition using NGs. Due to this observation these kinds of queries were not included in groups C and D. Table 7 )
Datasets We built a very simple dataset that provided us with a controlled environment for checking RDFS entailment rules. The triples contained in this simple dataset are the following (prefix clauses are omitted for the sake of readability): Table 7 .
Test 3: Scalability The purpose of this test is two-fold: (1) To asses size-limitations for each of the repositories supported by NG; and (2) To evaluate the impact that datasets size has over performance. To asses sizelimitations for in-memory and native repositories we have loaded triples incrementally until errors where obtained. To evaluate the impact of datasets size over performance we have gone through the following steps: Datasets We used the datasets described in Table 4 .
Queries The queries used in this test are the same queries presented in Test 1.
Results Regarding size limitations our tests show that, with our configuration, in-memory repositories support loading at most 400Mb in RDF-XML format, which represents 7 million triples approximately. Under the same conditions we were able to load up to 1Gb into a Sesame native repository, which represents 20 million triples approximately.
Before presenting results on performance tests we want to point out that queries that use UNION graph pattern show a very poor performance under our configuration (i.e: query q 4 was still running after 1 hour on repository M EM 2 ). Due to this, we have excluded these kinds of queries from our tests. Table 8 presents, for each of the N G i defined, its execution time over Sesame native repositories N AT 1 , N AT 2 , N AT 3 and N AT R 1 . The last one has RDFS inference capabilities. Table 9 presents, for each of the N G i defined, its execution time over Sesame in-memory repositories M EM 1 , M EM 2 and M EM 3 . Tables 10 and 11 present the results in Tables 8  and 9 , respectively, aggregated by the query groups presented in Section 5.2.2. Tables 12 and 13 present the results shown in Tables 8 and 9, respectively, aggregated according to the kind of graph pattern used in each query (see Table  5 ). Figure 6 presents the graphs corresponding to the results in Tables10,11,12 and 13. 
Results discussion
The results obtained in test 1 allow us to state, regarding goal G 1 , that NGs support of SPARQL 1.0 specification is actually restrained to Sesame's support of this query language. It allows to build quite complex queries, although we have noticed that CONSTRUCT queries that combine FILTER and GRAPH expressions do not behave as expected. For example, the query presented in Example 13 returns an empty graph, although the query in Example 14 returns several triples and there are artists whose name contains the string "the".
Example 13
CONSTRUCT {?name f o a f : made ? work } FROM NAMED <h t t p : / / dbtune . o r g / magnatune> WHERE { GRAPH <h t t p : / / dbtune . o r g / magnatune> { ? work f o a f : maker ? a r t i s t . ? a r t i s t f o a f : name ?name . FILTER (REGEX( s t r ( ? name ) , ' 'ˆThe ' ' , ' ' i ' ' ) ) } }
Example 14
CONSTRUCT {?name f o a f : made ? work } FROM NAMED <h t t p : / / dbtune . o r g / magnatune> WHERE { GRAPH <h t t p : / / dbtune . o r g / magnatune> { ? work f o a f : maker ? a r t i s t . ? a r t i s t f o a f : name ?name } } Regarding goal G 2 , our tests show that NGs behaviour is consistent with RDFS entailment regime, supporting all the rules presented in Section 2.1.
Regarding goal G 3 , according to our tests, NGs have strong restrictions regarding the maximum size of repositories. Performance tests show that some queries (those that contain UNION expressions like N G 4 ), although supported by NG, are impractical since we obtained response times of several hours for rather small datasets. The comparison of overall performance of in-memory vs native repositories shows that, as expected, in-memory repositories have better response times (see Figure 6) . Results also show that performance degrades with the size of the datasets, in a way such that the degradation rate observed in native repositories is higher than in memory repositories. The experiments performed over a native repository with RDFS inference capabilities shows that enabling this feature also degrades performance. The comparison of the results obtained over different repositories shows that the degradation in performance leads repository N AT R 1 to behave similarly to repository N AT 2 , which has twice the amount of data loaded. Furthermore, in Table 8 we can see that response time in N AT R 1 is, on average, 4 times grater than response time in N AT 1 .
Conclusions and Open Research Directions
In this work we have reviewed existent work on views over RDF datasets, and discussed the application of existent view definition mechanisms to four scenarios in which views have proved to be useful in traditional (relational) data management systems. To give a framework for the discussion we provided a definition of views over RDF datasets, an issue over which there is no consensus so far. We finally chose the three proposals closer to this definition, and analyzed them with respect to four selected goals.
Let us recall the four scenarios presented in Section 3: virtual data integration, query answering using views, data security, and query modularization. From our study, it follows that for each of these scenarios, the ability to support views over RDF datasets as stated in Definition 3 could be relevant in the context of Semantic Web. Let us further comment on this. Regarding virtual data integration, the ability to dynamically define, store and reuse RDF graphs provided by Networked Graphs [48] , allows us to query heterogeneous data sources, as the examples in Section 1 (illustrating the application of NGs to this scenario) show. We also showed that in the Semantic Web context, existent work on the query answering using views scenario, is mostly related to indexing and query optimization. Some approaches focus on optimizing access to "Subject,Predicate,Object" permutations, like RDF-3x [40] , whereas other works are aimed at materializing specific queries (e.g., RDFMatView [18] ) or path expressions (e.g., [23] ). These materialized queries and path expressions are then used by the query evaluation system to optimize user queries. However, no mechanisms are provided to allow the user to define and store those views. We also commented in Section 3 that named graphs have been proved useful to specify data access policies and data security by means of specifying control access permisions [24] . This suggests that the capability to define views proposed in the present work could be relevant in this scenario (since a named graphs is actually a kind of view). Finally, regarding query modularization, in Sections 3 and 4 we have also presented examples on the usefulness of views in this context, by showing how the former can be implemented to enhance query modularization in the proposals we have studied. Again, these proposals however, do not fully implement our approach to what a view over RDF data should be.
We performed tests over Networked Graphs since, by the time of writing this work, it was the only tool that could be fully downloaded, compiled, installed and used. However, the tests can be performed to evaluate other proposals. The experimental results, presented in Section 5.2.2, show that is feasible to use NGs, although, some issues arise. The more relevant of them are: (1) Restrictions apply to the kinds of queries that can be answered within a real user-compatible time (UNION queries have very bad performance compared with other queries); (2) Query performance degrades on average more than 10 times when comparing datasets of 500 K triples vs datasets of 2000 K triples; and (3) Query performance degrades on average 4 times when comparing datasets of 500 K triples with and without RDFS inference support.
Open Issues
A question that arises from our study refers to whether or not a mechanism to explicitly define RDF views in the SPARQL specification is needed. Even though there is no sign that this issue is currently under consideration, we believe that including such mechanism like, for instance, a CREATE VIEW statement, would allow to simplify queries, and also facilitate producing a welldefined semantics to tackle other issues (for instance query rewriting). Although under a different data model, this and other several issues on views have been already discussed during the early stages of XML [2] .
Other open issues are those related to the optimization of query execution plans when the query includes one or more views. As stated in [49] JOIN operations implemented as AND are among the main source of complexity in SPARQL fragments without OPTIONAL clauses. Actual implementations of views, like NGs, do not provide mechanisms to optimize the execution plan for queries including views. If a query uses an NG, the query that defines this NG is first posed to retrieve triples and then, these triples are used in the outer query. Mechanisms for explicitly defining views may allow query rewriting techniques to be applied, as it has been traditionally done in database systems. These rewriting techniques should aim at minimizing query execution costs, both in terms of size and time, for instance: optimizing join operations and filtering triples as soon as possible.
Finally, and regarding materialized views, none of the existing approaches deals with RDF materialized views update and maintenance. These issues, particularly important in the Semantic Web setting due to the dynamic nature of web data, requires the attention of the research community. 
A Queries
In this appendix we give details on the queries presented in Section 5.2.2. For each one of them we present the SPARQL CONSTRUCT query used to define the NG and also provide a description of the query results. Prefix clauses are omitted in order to facilitate the reading.
Group A: queries only with WHERE clauses ? a r t i s t 2 f o a f : name ? name2 . FILTER (REGEX( s t r ( ? name2 ) , ' 'ˆt h e ' ' , ' ' i ' ' ) ) } } Group C: queries in Group B plus negation Query 11 -Artists and the records they have made, only for artists which name begins with "the" and for which no biographical information is stated. FILTER ( !BOUND( ? a r t i s t 2 ) ) } . OPTIONAL { ? a r t i s t f o a f : b a s e d n e a r ?p .
FILTER ( ! i s I R I ( ? p ) ) } } Query 14 -Artist and records, where the artist has made the record and its location is not USA or the record was made by the artist but it is not available in any kind of support. 
B Schema Information Extraction
In this appendix we present the queries performed to extract schema information from the selected datasets. The extracted information was used to produce the graphical representation depicted in Figure 2 . First, let define some sets of triples:
Definition 4 (Notation) Let BT , M T and JT be the sets of triples from the BBC, Magnatune and Jamendo datasets, respectively. Let M O be the set of triples resulting of the extraction of RDFS data from the OWL MusicOntology. Let D = BT ∪ M T ∪ JT We begin by retrieving all the classes used in D. In order to do so we formulate the following SPARQL query, which retrieves all the elements of B ∪U ∪L (as defined in Section 2.1) which appear as object in any triple that uses rdf:type as predicate. Let us call C the resulting collection. For each c ∈ C we create a light grey node labeled c. Light grey nodes represent classes used in the dataset D. Let us now retrieve predicates that are used to relate class instances. For this we formulate the following query and store its results in the graph P 1. For each triple (c1, p, c2) ∈ P 1 we create an arc labeled p from node labeled c1 to node labeled c2. Directed arcs represent properties used in the dataset D. We must now retrieve all the sub-classes and super-classes in the M O of classes in C. We formulate the following query, storing its results in C . For each c ∈ C we create a dark grey node labeled c . Dark grey nodes represent classes from the MusicOntology hierarchically related to classes in D. To generate the arcs between classes from the MusicOntology and classes in D we formulate the following query, storing its results in graph P 2. For each triple (c1, rdf s : subClassOf, c2) ∈ P 2 we create a dashed arc from node labeled c1 to node labeled c2. Dashed arcs represent rdfs:subClassOf properties. Finally we want to retrieve used predicates that have literals as objects. To do so we formulate the following query, storing its results in P 3. For each pair (p, c) ∈ P 3 we create a label p next to node c. Labels next to nodes represents properties whose range is not a class. 
C Datasets Selection
In this appendix we provide insight about the selection process of datasets. Table 15 presents the results of the evaluation of the requirements stated in Section 5.2.1 for each dataset in Table 14 . Information regarding requirement 5 is only stated if available or if the other requirements are fulfilled, otherwise it is stated as N/A (not available).
