Abstract-With the rapid growth of medical imaging research, there is a great interest in the automated detection of skin lesions with computer algorithms. The state-of-the-art datasets for skin lesions are often accompanied with very limited amount of ground truth labeling as it is laborious and expensive. The region of interest (ROI) detection is vital to locate the lesion accurately and robust to subtle features of different skin lesion types. In this work, we propose the use of two object localization meta-architectures for end-to-end ROI skin lesion detection in dermoscopic images. We trained the Faster-RCNN-InceptionV2 and SSD-InceptionV2 on ISBI-2017 training dataset and evaluate the performances on ISBI-2017 testing set, PH2 and HAM10000 datasets. Since there was no earlier work in ROI detection for skin lesion with CNNs, we compare the performance of skin localization methods with the state-of-the-art segmentation method. The localization methods proved superiority over the segmentation method in ROI detection on skin lesion datasets. In addition, based on the detected ROI, an automated natural dataaugmentation method is proposed. To demonstrate the potential of our work, we developed a real-time mobile application for automated skin lesions detection. The codes and mobile application will be made available for further research purposes.
I. INTRODUCTION AND BACKGROUND
A CCORDING to skin cancer foundation [1] , the incidence of skin cancers is more than the combined new cancer cases for breast, lung, colon, and prostate over the past three decades. In current medical practice, dermatologists primarily examine the patients on visual inspection with manual measurements tools called dermatoscope to determine the condition of skin lesions. Relying on self-vigilance and medical examination by human vision risk life and survival rate as it is difficult to identify the type of skin lesions by naked eyes. Dermoscopy is non-invasive imaging that allows visualization of skin surface by the light magnifying device and immersion fluid [2] . It is one of the most widely used imaging techniques in dermatology, and it has increased the diagnosis rate [3] .
The majority of the state-of-the-art computer-aided diagnosis on dermoscopic images composed of multi-stages, which include image pre-processing, image segmentation, features extraction and classification [4] [5] . Deep learning has gained popularity in medical imaging research including classification of skin lesions [6] . In 2017, International Skin Imaging Collaboration conducted the ISBI challenge to get the best M. Goyal performance measures for skin lesion segmentation in which Yading Yuan won the competition with a score of 0.765 in Jaccard Similarity Index [7] . However, the focuses of the existing challenges are on segmentation and classification. ROI detection was proved importance in medical image analysis [8] [9] , where it is defined as a bounding box circumscribed the lesion. This paper focuses on the automatic detection of the ROI in dermoscopic images. There are different types of skin lesions such as are naevus, melanoma, and seborrhoeic keratoses which have huge intra-class variations in terms of color, size, place, and appearance for each class and high inter-class visual similarities [10] . Hence, the detected ROI can help the algorithms to understand more precise features of different lesion types. In addition, researchers augmented the data by using image manipulation techniques to overcome data deficiency in deep learning. Tschandl et al. [11] used laborious different magnifications and angles to produce natural data-augmentation for HAM10000 dataset. However, it means laborious and redundant data for a same skin lesion. With the aid of our ROI detection, this can be done automatically. Hence, automated ROI detection in skin lesions has great potential in improving the quality of the dataset, the accuracy of lesion localization and reducing the laborious process in the manual annotation. The key contributions of this paper include: 1) We propose the use of CNNs for ROI detection on dermoscopic images of ISIC Challenge 2017 dataset. Then, we test the robustness of trained algorithms on other completely unseen publicly available datasets, i.e. PH2 and HAM10000 datasets. 2) We demonstrate the use of localization algorithm to produce natural data-augmentation. 3) We demonstrate the practical application of this work by developing an android camera app, which utilizes these models in mobile devices for real-time detection and localization of skin lesions.
II. METHODOLOGY
This section discusses the publicly available skin lesion datasets, the preparation of the ground truth, network hyperparameters and the performance measures to validate our results. 160 images are naevus (atypical naevus and common naevus), and 40 images are of melanoma [12] . ISBI-2017 is a subset of ISIC Archive dataset [7] . In segmentation category, it consists of 2750 images with 2000 images in training set, 150 in validation set and 600 in the testing set. Since the ground truths for the challenges only included the segmentation mask, to produce the ground truth for ROI, we circumscribed a rectangle bounding box on the segmentation mask as shown in the Fig. 1 .. We solely used ISBI-2017 to train the models. HAM10000 is a collection of 11,788 dermoscopic images of different skin lesions collected from the multiple sources around the world [11] . We resized all the images to 500 × 375 to improve the performance and reduce the computational costs.
A. Publicly Available Skin-Lesion Datasets

B. Deep Learning Methods for ROI Detection
We used the Tensorflow object detection API [13] that provides an open source framework which makes very convenient to design and build various object localization models.
The Faster RCNN [14] is a region proposal network with three steps to provide faster and accurate box proposals and classify them as an object or not. Firstly, CNN is used to extract the convolutional features from the input image. Secondly, box proposals of different aspects are generated based on the features. Finally, box proposals are fed to the CNN for classification and regression. The classification task predicts whether the box proposals contains an object or not and regression further improves the location of box proposals.
Single Shot Multibox Detector (SSD) [15] is a recent metaarchitecture for the object localization which uses a single stage convolutional neural network to predict classes directly and anchor offsets without the need of third stage used in Faster-RCNN [14] . The SSD meta-architecture can produce anchors much faster than other object localization networks which makes it more suitable for the mobile platforms which have lower hardware configurations than computers.
For this work, we propose the use of InceptionV2 as a base network for feature extractor and classification of anchor boxes with all meta-architectures as mentioned above for the ROI lesions detection. In general, object localization network consists of three stages to produce ROI detection [14] . These stages are briefly explained below:
1) CNN as Feature Extractor: In the first step, the input image goes through a convolution network which output a set of convlutional feature maps on the last convolutional layer as shown in the Fig. 2 . We used Inception-V2 which is a lightweight CNN with new features such as improvement in normalization and factorizing the large convolution to smaller convolutions to reduce computations. The other added features are using the depth-wise convolution layers rather than normal convolution layers to further improve the processing time and batch normalization layer which can decrease internal covariate shift, also combat the gradient vanishing problem to improve the convergence during training [16] .
2) Generation of proposals: In second stage, a sliding window of 3×3 is run spatially on these feature maps. For each sliding window, number of proposals are generated which all have the same centerbut with different aspect ratios and scales as shown in Fig. 3 . Then, IoU of each proposal is compared with Ground Truth (GT) of that image to select the proposal for next stage.
3) Proposals Classification and Regression: The selected proposals from the second stage are classified as object or background by the CNN and refined further with the help of regression as shown in the Fig. 4 .
Due to there is no existing ROI detection CNN algorithm for skin lesion research, we compare our results with segmentation algorithm. We implement DeepLabV3 [17] , which is one of the best semantic segmentation networks. Similar to the way that we generated ground truth, the circumscribed rectangle bounding boxes are generated from the resulted segmentation mask. We evaluate the performance of the proposed methods using three metrics, i.e. Precision, Recall and Mean IoU. The Precision is calculated by number of TP divided by the sum of number of TP and FP. The Recall is the number of TP divided by sum of number of TP and FP. We also report the Mean IoU, which is the average of the overlap percentage of the TP cases (detected lesions).
III. EXPERIMENT AND RESULTS
We used ISBI-2017 dataset to train all the networks on a GPU machine with the following specification: (1) Hardware: CPU -Intel i7-6700 @ 4.00Ghz, GPU -NVIDIA TITAN X 12Gb, RAM -32GB DDR5 (2) Software: Tensor-flow.
We trained SSD-InceptionV2 for 100 epochs with a batch size of 24, optimizer as RMS_Prop with a learning rate of 0.004 and decay factor of 0.95. For transfer-learning, we used the pre-trained model that is trained on the MS-COCO dataset which consists of more than 80000 images of 90 classes [13] , [18] . For training of Faster-RCNN-InceptionV2, we used a batch size of 2, Momentum optimizer with manual step learning rate with an initial rate as 0.0002 with step-down rate of 10% after every 33 epochs. In Fig. 5 , we reported the examples of inference produced by the skin localization models. The majority of FN cases has very subtle features or similar skin tone or covered with lots of hair. For multidetection cases, we used the bounding box with the highest confidence for final results. In the case of equal confidence scores, we select the bounding box with largest area. For each test image, we generate a single bounding box as the detected ROI.
In Table I , we reported the performance of each trained models on ISBI-2017 testing dataset. Overall, Faster-RCNNInceptionV2 performed best in regards to the ROI localization, with a precision of 0.945 (94.5%), recall of 0.943 (94.3%) for IoU > 0.5. It excelled throughout the performance indices used for IoU > 0.75. The DeepLabV3 scored first position in mean IoU(0.5) performance index due to low score of 0.887 in precision(0.5) and recall(0.5) . Comparing the SSDInceptionV2 and DeepLabV3 performances, SSD-InceptionV2 outperformed DeepLabV3 in precision(0.5) and recall(0.5) whereas DeepLabV3 performed better in precision(0.5), recall(0.5) and mean IoU(0.5&0.75).
A. Performance Evaluation on PH2 Dataset and HAM10000 Dataset
In ISBI-2017, the skin lesion types are benign nevi, melanoma and seborrhoeic keratosis. We randomly selected a subset of HAM10000 by picking 50 images each from four categories of skin lesions that are actinic keratosis, basal cell carcinoma, dermatofibroma, vascular lesion other than original categories of skin lesions. We further investigate the performance of these models on PH2 and a subset of HAM10000. Again, Faster-RCNN-InceptionV2 performed better than the other models on these completely unseen datasets as shown in Table II and Table III . Faster-RCNNInceptionV2 performed immaculately on PH2 dataset in terms of precision(0.5) and recall(0.5). Moreover, SSD-InceptionV2 performance was better in most of the performance measures than DeepLabV3 on these datasets. We reported the curves of performance measures of all proposed methods for the skin lesion localization task in the Fig. 6 .
IV. NATURAL DATA-AUGMENTATION
In publicly available dataset of skin lesions, the size of images vary between 540 × 722 and 4499 × 6748. Especially, dermoscopic images have high resolution images as they are captured with professional camera. On the other hand, most of the deep learning algorithms use smaller image size such as 224×224. For natural data-augmentation, multiple copies of a same skin lesion images are captured with different magnification and angles. Our proposed method can provide natural data-augmentation technique for dermoscopic images as shown in the Fig. 7 without capturing the redundant data and any loss of quality. The number of natural data-augmentation with localization methods depends upon the input image size for algorithm and the ratio between size of ROI and size of image. In addition, our methods were able to remove other unwanted artefacts which can confuse the algorithm as illustrated in Fig. 7(a) . In the Fig. 8 , we demonstrated natural data-augmentation with different angles using our proposed methods.
V. SMART-PHONE APPLICATION FOR LESION DETECTION
For real-time inference on mobile devices, it is important to consider lightweight models (low latency) in terms of size of the model and inference speed. We deployed SSDInceptionV2 for real-time ROI detection on smart-phone using android studio and tensorflow-mobile library. Since these models were trained on dermoscopic images, we used MoleScope attachment for Samsung A5 smart-phone that provides highresolution, detailed view of the moles through magnification and specialized lighting as shown in Fig. 9 . We tested 50 moles on 25 different people with this smart-phone application. This application was able to provide accurate real-time detection and localisation of skin lesions. It can be useful for data capturing of dermoscopic images on mobile devices. In this work, we proposed the use of deep learning methods to detect and localize the skin lesions that are trained and tested on the ISBI-2017 challenge dataset. We evaluated the performance of these models on PH2 and a subset of HAM10000 with high accuracy. It is a very challenging task as there are high intra-class variations and inter-class similarities in terms of visual, size, color and appearance in the various skin lesion classes. ROI detection and data augmentation are two important aspects for medical image analysis. This is the first attempt to detect and localize the skin lesions using deep learning methods for natural data-augmentation. Faster-RCNN-InceptionV2 outperformed the state-of-the-art segmentation model for this task. We demonstrated a real-time smart- phone application in ROI detection using the light-weight model (SSD-InceptionV2) on an android device attached with a MoleScope. In the future, this work can be extended to train deep learning models to combine both classification and localization ground truths for multi-class skin lesion detection to detect different types of skin lesions. The real-time inference video and additional cases are included in the supplementary material. 
