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In Bioinformatics, finding conserved regions in genomic sequences remains to be a challenge
not just because of the increasing size of genomic data collected but because of the hardness
of the combinatorial model of the problem. One problem formulation is called the Consensus
Pattern Problem (CPP). Given a set of t n-length strings S = {S1,..., St} defined over some
constant size alphabet Σ and an integer l, where l ≤ n, the objective of CPP is to find an l-length
string v and a set of l-length substrings si of each Si in S such that the total sum of d(si, v) is
minimized for all 1 ≤ i ≤ t. Here d(x, y) denotes the Hamming distance between the two strings
x and y. It is known that CPP is NP-hard i.e., unless P = NP, there is no polynomial-time
algorithm that produces an optimal solution for CPP. In this study, we investigate a
combinatorial setting called reoptimization in finding an approximate solution for this
problem. We seek to identify whether a specific additional information can help in solving
CPP. Specifically, we deal with the following reoptimization scenario. Suppose we have an
optimal l-length consensus substring of a given set of sequences S. How can this information
be beneficial in obtaining an (l + k)-length and (l – k)-length consensus for S? In this paper,
we show that the reoptimization variant of the problem is still computationally hard even with
k = 1. In response, we present four algorithms that make use of the given optimal solution –
we prove that the first three algorithms produce solutions with quality that is bounded from
above by an additive error that grows as the parameter k increases, while the fourth algorithm
achieves a guaranteed approximation ratio. It has been shown that there is no efficient
polynomial-time approximation scheme for CPP (Boucher 2015). In this paper, we show that
𝒕(𝒍 + 𝟐𝒌))
we can save 𝒕(𝒏 − (𝒍 + 𝒌) + 𝟏) (
steps in computation from the original running
𝒓
time of the known polynomial-time approximation scheme for CPP.
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INTRODUCTION
Transcription factor binding sites in genomic sequences are conserved segments in the DNA that are known to regulate
the expression of one or more genes. Identifying these conserved segments is modelled as a substring selection problem
in Computer Science. One formulation of the problem is called the Consensus Pattern Problem, abbreviated as CPP.
Formally – given a set of t n-length strings S = {S1,..., St} defined over some constant size alphabet Σ and an integer l,
where l ≤ n – the objective of CPP is to find an l-length string v and a set of l-length substrings si of each Si in S such
that the total sum of d(si, v) is minimized for all 1 ≤ i ≤ t. Here d(x, y) denotes the Hamming distance between the two
strings x and y. Algorithms for CPP have been applied to a variety of pattern identification – ranging from biological
sequences to text mining. The general formulation of the problem can be applied to other discrete structures such as
graphs and time-series datasets.
CPP is NP-hard (Li et al. 1999) i.e., unless P = NP, there is no efficient algorithm for the problem. Therefore, approaches
such as finding near-optimal solutions have been widely used to address the intractability of the problem (Garey and
Johnson 1979). Approximation is one of these approaches. An approximation algorithm computes a solution with
guaranteed solution quality instead of an optimal solution. The solution quality is measured by the approximation ratio.
The approximation ratio (for minimization problems) is an upper bound on the cost of the algorithmic solution divided
by the cost of an optimal solution, over all valid instances. In this paper, we are interested in approximation algorithms
where the approximation ratio is a constant c. In this study, we investigate whether a particular additional information
can address the hardness of CPP through reoptimization.
Reoptimization was first mentioned by Schäffter (1997). The main idea of reoptimization is “Do not start from scratch
when confronted with a problem but try to make good use of prior knowledge about similar problem instances whenever
they are available” (Böckenhauer et al. 2008). Formally, reoptimization can be viewed as a problem formulation with an
input defined by the triple (I, I’, opt) – where I is an input instance, I’ is a modified version of I, and an opt which is an
optimal solution for I. The goal of reoptimization is to provide a solution for the input instance I’.
There are two lines of research in reoptimization, and these are motivated by two things. The first one is the application
of reoptimization in computational problems that are defined over instances that change over time (Shachnai et al. 2012).
The second motivation is to address the hardness of a problem in incorporating additional information in computation
(Böckenhauer et al. 2008).
To illustrate the concept of reoptimization in a real-world setting, consider a railway system with an optimal scheduling
of trains. As part of the development, new stations are added to the existing railway system. Thus, as a consequence, a
new scheduling for the updated railway system is required. In reoptimization, we can transform the previous scheduling
to provide a schedule for the new railway system.
Reoptimization can be applied to problems arising from dynamic environments since previously computed solution may
help in providing new solution to a slightly modified version of the input instance. Say, for dynamic graphs,
reoptimization can be applied to finding the shortest path (Nardelli et al. 2003), the minimum spanning tree (Thorup
2000), and some of its variants with edge weights (Ribeiro and Toso 2007, Cattaneo et al. 2010).
Several efforts have been made into looking at different reoptimization settings for dynamic graphs. Some examples
include the minimum spanning tree (Boria and Paschos 2010), the vehicle routing problem (Secomandi and Margot
2009), and the facility location problem (Shachnai et al. 2012).
Several studies have investigated the benefit of reoptimization when applied to computationally hard problems. For some
problems, the given optimal solution provides a good approximate solution to the new instance. Moreover, it has been
shown that reoptimization can help to improve the approximability and even provide a PTAS for some problems that are
APX-hard (Böckenhauer et al. 2008, Zych 2012). Reoptimization has been investigated in the metric-traveling salesman
problem (Böckenhauer et al. 2008), the Steiner tree problem (Hromkovič 2009, Bilò and Zych 2012, Böckenhauer et al.
2012, Bilò 2018, Goyal and Mömke 2018); the common superstring problem (Biló et al. 2011); and hereditary graph
problems (Boria et al. 2012a, 2012b).
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The first application of reoptimization for the CPP has been shown in our initial works in Clemente et al. (2014, 2016).
Initial findings in Clemente et al. (2016) focused on the reoptimization variant characterized by adding a new sequence
in S. We investigated whether we can have an advantage in the computation if we have an optimal solution for a subset
of sequences given at the onset. Equivalently, we have an additional information that is the optimal consensus pattern for
a subset of r ≤ t sequences. It was shown that even if we add one sequence to the set S i.e., r = t – 1, the problem remains
to be NP-hard. Furthermore, we also presented an algorithm that accumulates an error as the number of additional
sequences increases. On the other hand, it was shown that the additional information can be used to obtain an algorithm
with the same approximation ratio of the PTAS (Li et al. 2002), but with an improved time complexity of O(ltn((t –
r)n)r) from O(l(tn)r+1).

PRELIMINARIES
Consensus Pattern Problem
We adapt the original definition of CPP from Li et al. (1999). The problem is stated as follows.
Definition 1. CPP.
INPUT: A set of sequences S = {S1, S2, …, St} defined over some alphabet Σ, where each |Si| = n, and an integer l,
where l ≤ n
FEASIBLE SOLUTION: A string v ∈ Σl and a set Y = {y1, y2, …, yt}, where each yi is an l-length substring of Si ∈ S
OBJECTIVE FUNCTION: cost(Y, v) = ∑𝑡𝑖=1 𝑑(𝑦𝑖 , 𝑣)
GOAL: minimization
The function d(v,w) is the Hamming distance between two substrings v and w with equal lengths. The Hamming
distance between two strings of the same length is the total number of mismatches incurred when aligned.
Naïvely, we can exhaust all possible solutions by checking all v ∈ Σl and all possible substring occurrences Y in S. We
argue in the following claims that if we have a given set Y, we can compute the consensus v and vice versa in
polynomial-time.
Definition 2. (consensus(Y)). A pattern v is a consensus of a set Y, denoted by consensus(Y), if and only if the cost(Y,v)
≤ cost(Y,w) for all w ∈ Σl.

Claim 1. Let Y be a feasible set of occurrences in S. A pattern consensus(Y) is computable in O(tl) time.
Proof. Given the set of occurrences Y, we can compute consensus(Y) = v in O(tl) by aligning all yi ∈ Y and
concatenating all the most frequently occurring symbol per column. The resulting pattern v satisfies cost(Y,v) ≤
cost(Y,w) for all w ∈ Σl. □
Note that in the above claim, we can have multiple v with the same cost. This scenario happens when we can arbitrarily
choose between more than one symbol in a column of the alignment made by all yi ∈ Y.
On the other hand, given an optimal consensus pattern, we can also obtain a set of occurrences Y in polynomial-time.
Definition 3. (closest_substrings(v,S)). Given a pattern v ∈ Σ l and a set of sequences S, a closest substrings of v in S,
closest_substrings(v,S), is a set Y = {y1,y2,…,yt} such that for 1 ≤ i ≤ t, d(yi,v) is minimum over every substring yi in Si.
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Claim 2. Let v ∈ Σl be an arbitrary l-length pattern and Y = {y1, y2, …, yt} be a closest_substrings(v,S). A pattern w =
consensus(Y) has cost(Y,w) ≤ cost(Y,v).
Proof. The proof follows directly from Claim 1. The consensus w of any set Y minimizes the cost for any arbitrary
substring v of the same length.
Reoptimization of the Consensus Pattern Problem
In practice, the pattern length of the consensus pattern is unknown for most of the domain-specific applications of
CPP. For instance, the length of the transcription binding sites is variable and – most of the time – unknown for a
given set of biological sequences. Thus, to address the lack of information about the pattern length, solutions such as
implementing an iterative algorithm with increasing or decreasing value of the input parameter l – within some
acceptable range – is commonly employed i.e., solving multiple instances of the same problem with slight
modifications in the input parameter. This practical challenge is the motivation of this study to explore reoptimization
techniques for CPP. We seek to answer whether a previously computed solution can be utilized to improve either the
running time or the quality of solution of an algorithm solving the CPP. Specifically, we explore the corresponding
reoptimization variants of CPP. Formally, we have the following definition for CPPM(l+k).
Definition 4. (CPPM(l+k)).
INPUT: A set of sequences S = {S1, S2, …, St}, an optimal consensus pattern v of length l, some positive constant k
≤ n-l, and the corresponding set of occurrences Y = {y1, y2, …, yt} of v in S,
FEASIBLE SOLUTION: A consensus pattern v′ of length l + k, and a corresponding set of occurrences Y′ = {y1′, y2′,
…, yt′} of v′ in S
OBJECTIVE FUNCTION: cost(Y’, v’) = ∑𝑡𝑖=1 𝑑(𝑦𝑖 ′, 𝑣′)
GOAL: minimization
We also consider the opposite case CPPM(l-k), where, given an optimal l-length pattern and S, we have to find a
consensus pattern of length l – k. Formally,
Definition 5. (CPPM(l-k)).
INPUT: A set of sequences S = {S1, S2, …, St}, an optimal consensus pattern v of length l, some positive constant k
≤ l-1 and a corresponding occurrences Y = {y1, y2, …, yt} of v in S
FEASIBLE SOLUTION: A consensus pattern v′ of length l - k and a corresponding set of occurrences Y′ = {y1′, y2′,
…, yt′} of v′ in S
OBJECTIVE FUNCTION: cost(Y’, v’) = ∑𝑡𝑖=1 𝑑(𝑦𝑖 ′, 𝑣′)
GOAL: minimization
We show that, in spite of the additional information, all reoptimization variants in this paper are still computationally
hard. With this, we further investigate how we can make use of a given optimal solution to provide a feasible solution
for the reoptimization variants.
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HARDNESS RESULTS
Increasing the Pattern Length
Theorem 1. CPPM(l+1) is NP-hard.
Proof. Towards contradiction, suppose the CPPM(l+1) problem is polynomial-time solvable. Then there exists an
optimal polynomial-time algorithm, ALG, for CPPM(l+1). Now, we present an iterative algorithm for CPP problem
utilizing ALG. We start with a trivial consensus pattern of length l = 1. For any valid set of sequences, any symbol
that is present in all sequences is an optimal solution for S. Using the optimal consensus pattern of length 1, we can
obtain an optimal solution of length 2 in polynomial-time using ALG. Iteratively, we can use the optimal solution of
length i to get the optimal solution of length i + 1, for 2 ≤ i < l. Ultimately, we arrive to an optimal solution of an
arbitrary length l in polynomial-time. However, the consensus pattern problem is NP-hard. Thus, CPPM(l+1) must also
be NP-hard.
Using Theorem 1, we have the following corollary.
Corollary 1. CPPM(l+k) is NP-hard, for any positive integer k ≤ n – l.
Decreasing the Pattern Length
We can give an analogous proof from CPPM(l+k) for the hardness of CPPM(l–1).
Theorem 2. CPPM(l–1) is NP-hard.
Proof. We will show a reduction from the original variant of CPP to CPPM(l–1). By contradiction, suppose there is a
polynomial-time algorithm for CPPM(l–1) called ALG. We argue that for any instance of the problem, we can get the
optimal solution by iteratively using the polynomial-time solution for CPPM(l–1). Now, we present an iterative
algorithm for CPP problem utilizing ALG. We will start with a trivial consensus pattern of length l = n. An optimal
trivial solution is the consensus of the set S. Using the optimal solution for l = n, we can get a solution for l = n – 1
using ALG for CPPM(l–1). Iteratively, we can use the optimal solution of length i to get the optimal solution of length
i – 1, for l < i ≤ n. Ultimately, we arrive at an optimal solution of an arbitrary length l in polynomial-time. However,
CPP problem is NP-hard. Thus, CPPM(l-1) must also be NP-hard. □
We have the following Corollary from Theorem 2.
Corollary 2. CPPM(l-k) is NP-hard, for any positive integer k ≤ l – 1.

ALGORITHMS FOR INCREASING THE PATTERN LENGTH
It is natural to think that a given optimal solution already provides a good approximate solution for the reoptimization
variants, especially for variants with minor modifications such as CPPM(l+1). Here, we investigate the possible
transformations of the given optimal solution in order to obtain a feasible solution for CPPM(l+1). Moreover, we provide
a bound for the quality of the solution arising from these transformations.
In CPPM(l+1), we have the optimal l-length consensus pattern v and the corresponding set of occurrences Y = {y1, …,
yt} at the onset. We make use of the given optimal solution as an input to the proposed algorithms EXTEND, APPEND,
and CLOSEST.
EXTEND Algorithm
As the name implies, the algorithm extends the length of each yi ∈ Y. Such extension is done uniformly either to the
left or to the right in the occurrence of each yi in Si to obtain a set of (l + 1)-length substrings. Let the collection of
such substrings be the feasible solution Y′ = {y1′, y2′, …, yt′} for CPPM(l+1) and the corresponding consensus pattern be v′.
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Formally, a single left extension of yi in Si is defined as an (l+1)-length pattern left(yi ) = a • yi, where symbol a is the
adjacent symbol to the left of yi in Si. Meanwhile, a single right extension of yi is defined as right(yi ) = yi • b, where b
is the adjacent symbol to the right of yi in Si.
A left and right extension of a substring yi in Si may not always be valid and therefore several cases must be taken into
account in the implementation of EXTEND. An invalid extension to the right will happen when the last symbol in yi
is already the terminal symbol of Si. On the other hand, an invalid extension to the left will happen when the first
symbol in yi is already the first symbol of Si. One or more substrings in Y can have a single type or a combination of
invalid extensions in S. The proposed algorithm considers all the possible cases that may arise in the transformation.
There are four possible cases.
Case 1: If there is no invalid left or right extension for all yi ∈ Y, EXTEND returns the best solution between (Y)
and right(Y), where left(Y) = { left(yi ) | yi ∈ Y} and right(Y) = { right(yi ) | yi ∈ Y}, respectively i.e.,
𝑌′ = arg min {left(Y), right(Y)} {cost(left(Y), vleft), cost(right(Y), vright)}
where vleft and vright are the (l+1)-length consensus patterns of the set left(Y) and right(Y), respectively.
Case 2: If there exist one or more invalid left extensions only, EXTEND will produce a feasible solution involving
all right extensions of each yi i.e., Y′ = right(Y).
Case 3: If there exist one or more invalid right extensions only, EXTEND will produce a feasible solution
involving all left extensions of each yi, i.e., Y′ = left(Y).
Case 4: If there exists a combination of at least one invalid left and at least one invalid right extension of yi,
EXTEND partitions the set Y into three groups according to the first three cases and extends each occurrence
accordingly.
Theorem 3. Algorithm EXTEND produces a feasible solution (Y′,v′) for CPPM(l+1) in O(tl) time where cost(Y′,v′) <
cost(Yopt′, vopt′) + t + t(l – 1)∕2.
Proof. The time complexity of EXTEND for cases 1 to 3 is O(t)+O(tl). The first O(t) steps is required to perform the
uniform extension of each occurrence in the given Y. The additional O(tl) steps is for the computation of the cost of
the new set of occurrences Y. In case 4, there is an additional O(t) time for partitioning the set Y according to the first
three cases. Thus, EXTEND runs in O(2t) + O(tl), which is still in O(tl).
For the quality of the solution, we have the following discussion. Let an optimal solution of CPPM(l+1) be the (l+1)length consensus string vopt′ with occurrences in the set Yopt′. Let us use the notation vopt to denote the given l-length
optimal string solution used in CPPM(l+1). If the given l-length string is a substring of vopt′, then EXTEND produces an
optimal solution for CPPM(l+1). Otherwise, we have to quantify how far is cost(Yopt′,vopt′) from the cost of the feasible
solution cost(Y′,v′) from EXTEND.
Cases 1 to 3 of algorithm EXTEND produces a feasible solution Y′ and v′ with
cost(Y′,v′)

≤ cost(Y,vopt) + t – t ∕ |Σ|,
≤ cost(Y,vopt) + t ⋅ (1 – 1 ∕ |Σ|),
≤ cost(Y,vopt) + O(t).

Since cost(Y,vopt) ≤ cost(Yopt′,vopt′) in this type of modification, we have incurred an additive approximation of
cost(Y′,v′) ≤ cost(Yopt′,vopt′) + O(t).
However, for instances falling under Case 4 of EXTEND, a combination of left and right extension of at least two
substrings can incur an error of at most O(tl) even for binary sequences.
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To illustrate how we came up with the computation of the additive error, we will provide a corresponding hard instance
for CPPM(l+1). The intuition behind hard instances for EXTEND is to identify for which type of input instance we can
get the largest number of mismatches. For EXTEND, we show that there exists an instance where the total number of
mismatches can increase up to O(tl).
Suppose we have an even number of input sequences S = {S1, S2, …, St}. The sequences are defined over the alphabet
Σ = {a,b}, where Si = {ab}l/2 + bl+1 for 1 ≤ i ≤ t∕2, Sj = bl+1+ {ab}l/2 for (t∕2) + 1 ≤ j ≤ t, and for some k=t, Sk = bl-1+
{ab}l/2+1. Given the above description of S, the optimal l-length pattern is {ab}l∕2 occurring in the left-most position
and the right-most position of Si and Sj, respectively. Using EXTEND, the resulting set of occurrences Y′ will comprise
of L ∪ R, where L = {left(yj)|1 ≤ i ≤ t∕2} and R = {right(yj)|(t∕2) + 1 ≤ j ≤ t}.
The corresponding consensus of Y′, as computed according to the proof in Claim 1 is bl+1. The additional cost is due
to the mismatches incurred by the extended part of occurrences, which is in O(t). Majority of the mismatches i.e., t(l
– 1)∕2 will arise from the misalignment of the first-half and second-half of the given optimal set of occurrences. Thus,
cost(Yopt,vopt) < cost(Yopt′,vopt′) + t + t(l – 1)∕2. We know that there exist some l-length feasible solution Ysol and
corresponding vsol in S that is cost(Yopt,vopt) < cost(Ysol,vsol) < cost(Yopt′,vopt′). Therefore,
cost(Y′,v′) < cost(Yopt′,vopt′) + t + t(l – 1)∕2.
K-EXTEND Algorithm
EXTEND algorithm can be generalized to obtain a feasible solution of length l + k by getting all the possible uniform
k left and right extensions of each yi in the given optimal solution. Thus, we provide an algorithm K-EXTEND for
CPPM(l+k) which is obtained from the straightforward generalization of EXTEND. In the following algorithm, lines 2–
9 computes for the left-most and the right-most possible uniform extension of Y. To compute for the left-most possible
extension of yi in Si, we have fl(yi,Si ) ∈ range(–k,0). To compute for the left-most possible extension of yi in Si, we
have fl(yi,Si ) ∈ range(0,k). Lines 10–17 checks all possible uniform extensions, which is in O(k) at the worst case.
1: procedure K-EXTEND(S, Yopt, vopt)
2: left = [t]
3: right = [t]
4: for each yi ∈ Yopt do
//O(t)
5:
left[i] = fl(yi,Si ) ∈ range(–k,0)
//getting the left-most possible extension
6:
right[i] = fr(yi,Si ) ∈ range(0,k)
//getting the right-most possible extension
7: end for
8: lb = max(left)
//getting the left-most possible uniform extension
9: rb = min(right)
//getting the right-most possible uniform extension
10: for each x ∈{lb,…,(k – rb)} do
//O(k)
11:
start = starting position of y[i] in Si
12:
start = start + x
13:
Y′ = {}
14:
for each yi ∈ Yopt do
//O(t)
15:
yi ′ = Si[start : start + (l + k)]
16:
Y′ = Y′∪ yi ′
17:
end for
18:
v′ = consensus(Y′)
19:
Compute cost(Y′,v′)
//O(t(l + k))
20: end for
21: return Y′ and v′ with minimum cost(Y′,v′)
22: end procedure
Algorithm 1. (K-EXTEND). Generalization of the EXTEND algorithm for CPPM(l+k).
Analogous to EXTEND, existence of a non-valid left or right extensions may result to a misalignment of the original
set of occurrences. In the worst case, the solution can have a cost of at most O(tlk), which is the naive upper bound of
the cost of a consensus pattern for a significantly large alphabet size.
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Theorem 4. Procedure K-EXTEND in Algorithm 1 is an algorithm for CPPM(l+k) with cost at most cost(Yopt′, vopt′) + tk
+ t(l - k)∕2, which runs in O(tk(l + k)).
Proof. The time complexity of K-EXTEND is computed as follows. Lines 4–7 computes the bound for the left-most
and the right-most uniform extensions of Y in S which runs in O(t). Lines 10–20 checks all possible uniform extensions
of the set Y. The total number of feasible uniform extensions of Y is O(k). Inside the for loop, lines 14–17 EXTEND
each occurrence in O(t) while the computation of cost for each feasible solution is O(t(l + k)).
Analogous to the proof of Theorem 3, the feasible solution Y′ and v′ from K-EXTEND will have an additional cost of
2 (tk)∕2 and t∕2(l – k) from the cost of the given optimal solution i.e.,
cost(Y′,v′) < cost(Yopt,vopt) + tk + t(l – k)∕2.
Since cost(Yopt,vopt) < cost(Yopt′,vopt′), then
cost(Y′,v′) < cost(Yopt′, vopt′) + tk + t(l – k)∕2.
The description of the second algorithm, APPEND, is much more straightforward compared to the description of
EXTEND. APPEND manipulates the corresponding consensus pattern vopt to produce a feasible solution for CPPM(l+1).
APPEND selects from two possible consensus pattern a • vopt and vopt • b. Here, the operation ‘•’ is used to denote the
concatenation of two strings. The set Ya and Yb corresponds to the closest substrings of a • vopt and vopt • b in S,
respectively. The solution for APPEND has two possible options. The first one is the string a • vopt while the second
one is the string vopt • b, where a,b ∈ Σ such that a = min cost(Ya , a • vopt) and b = min cost(Yb , b • vopt).
The running time of APPEND is highly dependent on the alphabet size of S. CPPM(l+k), APPEND runs in O(tl|Σ|). At
worst case, the quality of the solution from APPEND algorithm produces a solution with at most O(t) additive error.
If we consider the v′ = consensus(Y′), where Y’ is either Ya or Yb, depending on the solution with least cost, we have
an exact additive error of t(1 – 1∕|Σ|). For instances with S defined over the binary alphabet, APPEND can get a
minimum possible additive error of t∕2 with a running time of O(t(l + 1)).
K-APPEND Algorithm
Analogously, we provide a straightforward generalization of APPEND for CPPM(l+k). The algorithm K-APPEND
makes use of the given optimal solution and transforms the solution to produce a feasible solution for CPPM(l+k) by
concatenating all possible substrings in Σk.
1: procedure K-APPEND(S, Yopt, vopt)
2: for each i ∈{0,1,…,k} do
3:
for each x ∈|Σ|k do
4:
v′ = x[0..i] • vopt • x[i + 1..k]
5:
Y′ = closest_substrings(v′,S)
6:
end for
7:
v′ = consensus(Y′)
8:
Compute cost(Y′,v′)
9: end for
10: return Y′ and v′ with minimum cost(Y′,v′)
11: end procedure

//O(k + 1)
//O(|Σ|k)
//O(tn(l + k))
//O(t(l + k))
//O(t(l + k))

Algorithm 2. (K-APPEND). Generalization of the APPEND algorithm for CPPM(l+k)
Theorem 5. K-APPEND in Algorithm 2 is an algorithm for CPPM(l+k) with cost at most cost(vopt′) + tk(1 – 1∕|Σ|)
which runs in O(tnk(l + k)|Σ|k).
Proof. Identifying all possible substrings runs in O(|Σ|k) steps. For each possible substring x ∈ Σk, we need to consider
k + 1 possible cuts to append a portion of x to the left and right of yi. Getting the set of closest substrings of v′ ∈ S
takes O(tn(l + k)). Therefore, K-APPEND has a worst case time complexity of O(tnk(l + k)|Σ|k). For the approximation
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ratio of K-APPEND, the solution will give us an upper bound of cost(v′sol) = cost(Yopt′, vopt′) + tk(1 - 1∕|Σ|) for
CPPM(l+k). □
K-CLOSEST Algorithm
The third algorithm for CPPM(l+k) called K-CLOSEST is a modification of the known 2-approximation algorithm for
CPP (Li et al. 1999). Instead of iterating on all substrings in S, we limit the choices of the consensus pattern to the
neighborhood of the given optimal solution used in CPPM(l+k). The K-CLOSEST algorithm starts by getting
k_flanks(Yopt), the set of extended substrings from the optimal occurrences Yopt. Formally, we define the set as
k_flanks(Yopt) = {wi ’ | Si[ji -k] … Si[ji -1] • yi • Si[ji +1] … Si[ji +k],
where ji is the index where the first symbol of yi occur in Si. Here, wi ’ is string of at most l+2k in length. The feasible
consensus pattern is obtained by checking all possible substrings in consensus(k_flanks(Yopt)). The length of
consensus(k_flanks(Yopt)) is less than l+2k if n >(ji +k) or (ji -k) <1. The algorithm explores at most (k + 1) feasible
consensus patterns. For each consensus pattern v′, we get the corresponding closest_substrings(v′,S) and returns the
pair with the least cost.
1: procedure K-CLOSEST(S, Yopt,vopt)
2: Yk = k_flanks(Yopt)
3: w = consensus(Yk)
4: for each x, an (l + k)-length substring of w do
5:
Y′ = closest_substring(x,S)
6:
v′ = consensus(Y′)
7:
Compute cost(Y′,v′)
8: end for
9: return Y′ and v′ with minimum cost(Y′,v′)
10: end procedure

//O(t)
//O(t(l + 2k))
//(O(k))
//O(tn(l + k))
// (O(t(l + k)))
// (O(t(l + k)))

Algorithm 3. (K-CLOSEST) for CPPM(l+k)
In the following theorem, we show that the solution produced by K-CLOSEST is at least as good as the solution
produced by K-EXTEND algorithm.
Theorem 6. K-CLOSEST produces a solution Y′ and v′ with cost(Y′,v′) ≤ cost(Y*,v*) + tk + t(l – k)∕2.
Proof. Let vE and YE be the feasible solution produced by K-EXTEND. Meanwhile, let v′ and Y′ be the feasible solution
produced by K-CLOSEST. If cost(Y′,v′) ≤ cost(YE,vE) and cost(vE,YE) ≤ cost(Y*,v*) + tk + t(l – k)∕2 from Theorem 4,
then cost(Y′,v′) < cost(Y*,v*) + tk + t(l – k)∕2. Thus, we only need to show that cost(Y′,v′) ≤ cost(YE,vE).
Let Y be the set of all possible substring occurrences and Y′ be the set that minimized cost(Y′, consensus(Y′)). Since YE
⊂ Y, then cost(Y′, consensus(Y′)) ≤ cost(Y E, consensus(Y E)). From Claim 2, consensus(Y′) and consensus(YE)
minimizes the cost for all possible substrings v′ and vE, respectively. Thus, cost(Y′,v′) ≤ cost(YE,vE). □
Lemma 1. K-CLOSEST produces a solution Y′ and v′ for CPPM(l+k) in O(tnk(l +k)) with a solution quality of
cost(Y′,v′) ≤ cost(Y*,v*) + tm, where d(v*,v′) = m.
Proof. Let v* be the optimal consensus pattern of S with the corresponding set of optimal occurrences Y* = {y1*, y2*,
…, yt*}. If the optimal pattern v* is a substring of w, then K-CLOSEST produces the optimal consensus v* and the
corresponding set of closest substrings is the optimal solution for CPPM(l+k). Otherwise, there exist another substring
v′ with Y′ = {y1′, y2′, …, yt′} from closest_substrings(v′,S) produced by K-CLOSEST, where d(v′,v*) = m.
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Figure 1. Relationship of substrings v', v*, yi*, and yi',

Due to the metricity property of the edit distance on strings, we can infer the relationship between d(v*,yi*) and d(v′,yi′).
d(yi*,v′) ≤ d(v*,yi*) + m,
d(yi ′,v′)

≤ d(v′,yi*),

d(yi ′,v′)

≤ d(yi *,v*) + m,

cost(Y′,v′)≤ cost(Y*,v*) + tm.
□
Theorem 7. K-CLOSEST is a 2-approximation algorithm for CPPM(l+k) for some input instances where d(v*,v′) ≤ min
d(vopt, yi ) for all yi in Yopt .
Proof. Let m = d(v*,v′) be the edit distance between the (l+k)-length optimal solution and the output of K-CLOSEST,
respectively. Let x be the minimum distance of the given vopt among all optimal occurrences Yopt in S i.e., x = min
d(vopt, yi ) for all yi in Yopt, then we can establish that tx ≤ cost(Yopt,vopt). If m ≤ x, then tm ≤ cost(Yopt,vopt).
From Lemma 1, we have cost(Y′,v′) ≤ cost(Y*,v*) + tm. Since cost(Yopt,vopt) ≤ cost(Y*,v*), then cost(Y′,v′) ≤ 2 cost(Y*,v*).

IMPROVEMENT OVER A KNOWN σ-APPROXIMATION ALGORITHM
Since the original variant of the problem is already approximable, then there exists a constant factor approximation
algorithm for CPP. In this section, we would like to present an algorithm for CPPM(l+k) which utilizes any known σapproximation algorithm for CPP. Any known improvement for CPP cascades to an improvement for CPPM(l+k).
Theorem 8. If there exists a σ-approximation algorithm for CPP, then there exists an algorithm with a solution quality
bounded by the ratio
(2 − 1)


for CPPM(l+k).
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Proof. We consider the algorithm K-APPEND from the previous section. We denote the solution of K-APPEND to
be (YA,vA). Let (YB,vB) be the feasible solution produced by an existing σ-approximation algorithm for CPP. Let ALG
be an algorithm which chooses the best solution between (YA,vA) and (YB,vB) for CPPM(l+k). Let v′ and Y′ be the solution
of ALG, then we have the following computation of cost(Y′,v′).

1

cost(YA,vA)

≤ 𝑐𝑜𝑠𝑡(𝑌 ∗ , 𝑣 ∗ ) + 𝑡𝑘 (1 −

cost(YB,vB)

≤  𝑐𝑜𝑠𝑡(𝑌 ∗ , 𝑣 ∗ )

cost(Y’, v′)

= min{cost(YA,vA),cost(YB,vB)}



)

≤ 1/ (( -1)cost(YA,vA) + cost(YB,vB))
≤

≤

1


1



∗ ∗
[( − 1)𝑐𝑜𝑠𝑡(𝑌 , 𝑣 ) + 𝑡𝑘 (1 −

1


) +  𝑐𝑜𝑠𝑡(𝑌 ∗ , 𝑣 ∗ )]

[(2 − 1)𝑐𝑜𝑠𝑡(𝑌 ∗ , 𝑣 ∗ ) + ( − 1) 𝑡𝑘 (1 −

1


)]

□
In the following corollary, we identify properties of some input instances where we can actually benefit from the
additional information in CPPM(l+1) over simply using a known σ-approximation algorithm.
Corollary 3. If tk(1-1∕|Σ|) < (σ +1)cost(Y*,v*) for some feasible instance S′, then algorithm EXTEND for CPPM(l+1) is
an advantage over any existing σ-approximation algorithm for CPP in S′.
On the contrary, if tk(1 - 1∕|Σ|) > (σ + 1)cost(Y*,v*), it is better to solve the CPP of S′ from scratch to get cost(YB,vB)
with a guaranteed quality of σ rather than to compute both solutions with more computational requirement. In this
case, the given optimal solution is not beneficial in improving the quality of the solution as well as providing a better
running-time.

IMPROVING THE PTAS
CPP admits a polynomial-time approximation scheme as shown by Li et al. (2002). The scheme works as follows: for
each parameter r, it describes an approximation algorithm for CPP that outputs a solution v′ with
𝑐𝑜𝑠𝑡(𝑌′, 𝑣′) ≤ (1 +

4 |𝛴| − 4

) 𝑐𝑜𝑠𝑡(𝑌 ∗ , 𝑣 ∗ )
√𝑒√4𝑟 + 1 − 3

in O(l(tn)r+1) time. For input instances with a constant alphabet size, we have an approximation ratio of O(1 + 1∕√𝑟).
In this section, we show that by assuming the additional input as described in the definition of CPPM(l+k), we can
maintain the same approximation ratio while slightly improving the running-time of the algorithm.
Note that by exhausting all possible substring alignments in S, we can get the optimal consensus pattern in O((tn)t).
The PTAS from Li et al. (2002) explores a subset of this search space by limiting the number of substrings in the
alignments. Instead of exhausting all possible alignments of t substrings in S, the PTAS explores all possible
alignments of r substrings present in S, where parameter r ≤ t. For some fix r, it is easy to see how the problem admits
a polynomial-time approximation solution in O((tn)r).
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Before we proceed with the discussion of how we aim to improve the PTAS via reoptimization, let us present the
following concepts. An r-sample from a given instance S,
r-sample(S) = {y1, y2, …, yt},
is a collection of r l-length substrings from S, where repetition of substrings is allowed for as long as no two substrings
are obtained from the same sequence. Let R(S) denote the set of all possible r-sample from S. The total number of
𝑡𝑛
samples in S is ( ), which is bounded above by O((tn)r). Moreover, we can also compute a corresponding
𝑟
consensus(r-sample(S)).
1: (YA′,vA′) = K-CLOSEST (S, Yopt, vopt)
2: min = ∞
3: for each (l + k)-length r-samples {yi1, yi2, …, yir}∈ {R(S) \ R(k_flanks(Yopt))} do
4:
v = consensus({yi1, yi2, …, yir})
5:
YB′ = closest_substring(v,S)
6:
vB′ = consensus(YB′)
7:
if cost(YB′,vB′) < min then
8:
min = cost(YB′,vB′)
9:
end if
10: end for
11: if cost(YB′,vB′) < cost(YA′,vA′) then return cost(YB′,vB′)
12: else return cost(YA′,vA′)
13: end if
Algorithm 4. Given a set of sequences S = {S1, S2, …, St} and a corresponding optimal l-length solution (Yopt, vopt), the
algorithm outputs a feasible (l + k)-length solution (Y′,v′).
Theorem 9. Algorithm 4 is a 1 + O((1∕ √𝑟))-approximation algorithm for CPPM(l+k), which runs in is
(𝑙
𝑡(𝑛 − (𝑙 + 𝑘) + 1) [(𝑡(𝑛 − + 𝑘) + 1)) − (𝑡(𝑙 + 2𝑘))] steps.
𝑟
𝑟
Proof. Algorithm 4 uses K-CLOSEST which runs in O(tnk(l + k)). The sampling step in line 3 runs in
(𝑙
(𝑡(𝑛 − + 𝑘) + 1)) − (𝑡(𝑙 + 2𝑘)). Lines 4–10 is dominated by getting the set of closest substrings in line 5. This
𝑟
𝑟
(𝑙
step runs in (𝑛 − (𝑙 + 𝑘) + 1) steps. Thus, lines 3–10 runs in 𝑡(𝑛 − (𝑙 + 𝑘) + 1) [(𝑡(𝑛 − + 𝑘) + 1)) −
𝑟
𝑡(𝑙
+
2𝑘)
(
)].
𝑟
For a much
𝑡𝑛
is 𝑡𝑛 [( ) −
𝑟

smaller values of k and l compared to parameters t and n, the running time of Algorithm 4
𝑡
( )] steps, which is in O((tn)r+1 – ntr+1).
𝑟

The algorithm produces the best solution between (YA′,vA) and (YB′,vB). From Theorem 7 of Li et al. (2002), checking
all possible r-sample in R(S) produces a solution with a cost of at most (1 + 𝑂(1 ∕ √𝑟)) ⋅ 𝑐𝑜𝑠𝑡(𝑌 ∗ , 𝑣 ∗) for input
instances with a constant alphabet size. In this proof, we need to show that we exhaust all possible samples in R(S) to
admit the same solution quality.
In line 3 of Algorithm 4, we removed the set R(k_flanks(Yopt)) from R(S). We argue that the solution (Y,v), which
minimized all possible r-samples in R(k_flanks(Yopt)), has cost no better than the solution (YA,vA) from K-CLOSEST
i.e., cost(YA,vA) ≤ cost(Y,v).
We prove the claim by contradiction. Suppose, cost(YA,vA) > cost(Y,v). From K-CLOSEST, we compute a superstring
w from the consensus of k_flanks(Yopt). From the K-CLOSEST the output substring vA minimizes the cost(YA ,vA) over
all other substrings in w. The substring v is obtained by minimizing all possible r-samples from k_flanks(Yopt). If
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cost(YA,vA) > cost(Y,v), then there must exist another substring v that minimizes the cost, which is not vA, thus,
proving our claim.

CONCLUSION
In this paper, we showed that the reoptimization variants of CPP under pattern length modifications for both the simple
cases and their corresponding generalizations are NP-hard. In response to the hardness of the problem, we utilized the
given optimal solution to provide an approximate solution for the reoptimization variants in the hopes of providing an
approximate solution in polynomial-time.
Here, we present the following table to summarize the evaluation of the algorithms in this paper. We displayed the
first two algorithms EXTEND and APPEND to show how their corresponding running time and solution quality
adheres to the general algorithms K-EXTEND and K-APPEND, respectively.
Table 1. Summary of the running time and the solution quality of the algorithms for the reoptimization variants of
CPP.
Problem

Algorithm

Running Time

Solution Quality

Reference
(Clemente et al.
2016)
(Clemente et al.
2016)

CPPM(t+k)

K-BEST-ALIGN

O(kln)

cost(Y*,v*)+ kl

CPPM(t+k)

Algorithm 4

r
O(tn·(t- r)n) )

(1+O(1∕√r) cost(Y* ,v*)

CPPM(l+1)

EXTEND

O(tl)

cost(Y*,v*) + t + t(l – 1)∕2

CPPM(l+1)

APPEND

O(tl|Σ|)

cost(Y*,v*) + O(t(1 – 1∕|Σ|))

–

CPPM(l+k)

K-EXTEND

O(tk(l + k))

cost(Y*,v*) + tk + t(l – k)∕2

Theorem 4

CPPM(l+k)

K-APPEND

O(tnk(l + k)|Σ|k)

cost(vopt′) + tk(1 – 1∕|Σ|)

Theorem 5

O(tnk(l + k))

cost(Y ,v ) + tk + t(l – k)∕2

Theorem 6

CPPM(l+k)

K-CLOSEST

*

*

*

*

2 cost(Y ,v )

CPPM(l+k)

Algorithm 4

t(n-(l+k) +1) [C((t(n-(l+k)+1), r) C((t(l+2k), r)]

(1 + O(1∕√r)cost(Y* ,v*)

Theorem 3

Theorem 7

Theorem 9

Mainly, this study presents four algorithms for the CPPM(l+k). If we compare the running time complexity of the
algorithms for CPPM(l+k), the order of algorithms from fastest to slowest is as follows, K-EXTEND, K-CLOSEST, KAPPEND, and Algorithm 4.
If the input sequence is defined over the binary alphabet and k < l∕2 we can get the least possible error with K-APPEND
compared to K-EXTEND and K-CLOSEST. However, with a larger alphabet size, both the error and the running time
of K-APPEND increases, which makes K-EXTEND a better option for input instances with a sufficiently large
alphabet size. If k = l∕2 both K-EXTEND and K-APPEND admits the same solution guarantee.
We made use of the concepts from K-EXTEND and K-APPEND to produce another algorithm called K-CLOSEST.
First, it was shown that K-CLOSEST produces a solution that is at least as good as K-EXTEND, as presented in
Theorem 6. In Theorem 7, we showed that K-CLOSEST is a 2-approximation algorithm for CPPM(l+k), for some input
instances where we can establish the following relationship d(v’, v*) ≤ d(vopt, yi ). The advantage of the additional
information with respect to the running time is significant, as we reduced the original running time of the original variant
from O(tn(l+k)2) to O(tnk(l+k)), saving O(tnl(l+k)) steps in the computation. Moreover, as we increase of the amount of
the additional information i.e., given by the parameter l, the running time improves by a quadratic factor in l.
Moreover, we isolated the case where we can actually have an advantage over any existing σ-approximation algorithm.
As a corollary, we showed that we can benefit from K-EXTEND if (t – 1) < (σ – 1) cost(vopt′), for any existing σapproximation algorithm for CPP. We also presented an analogous result from our previous work in Clemente et al.
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(2016) regarding the running time improvement over the existing PTAS (Li et al. 1999). Here, we showed that we can
𝑡(𝑙 + 2𝑘))
maintain the same approximation ratio for CPPM(l+k) while saving 𝑡(𝑛 − (𝑙 + 𝑘) + 1) (
steps in
𝑟
computation.
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