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ABSTRACT
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Aerospace Engineering
Benjamin Robert Lund

A Metal-Cutting-Inspired Analytical Framework for Predicting Operating
Parameters in Friction Stir Welding

Currently, predictive models for establishing Friction Stir Welding (FSW) process
parameters that produce repeatable and robust welds are not well developed and do not
account for differences between alloys. Parameter development relies primarily upon
costly trial and error studies. The predicted hot working conditions of FSW vary widely
with strains ranging from 2 to 100 and strain rates from 100 to 106 s-1. These conditions lie
outside the range covered by traditional testing techniques but are quite similar to
conditions predicted in Orthogonal Metal Cutting (OMC), where strains range from 1 to
50 and strain rates from 100 to 106 s-1. Additionally, the shear interface in FSW is similar
to that of OMC.
In this work, a simplified analytical model of the FSW process was derived from
the OMC process, calibrated with experimental data in AA1100, AA2219, and AA6061,
and used to predict parameter windows in AA5083 and AA7075. This model is capable of
predicting hot working conditions such as strain, strain rate, flow zone geometry,
temperature and flow stress based on material properties and FSW process parameters such
as tool rotational and translational velocities. Parameters were evaluated using a flow stress
criteria wherein acceptable parameters produced deformational heating that resulted in
flow stresses in the 5 – 27 MPa range. Predicted strains ranged from roughly 10 to 60 and
iv

strain rates from 3x102 to 2x103 s-1. The predicted parameter windows were found to be in
good agreement with parameter windows reported in the literature.
To aid in validating the analytical model, an experimental test bed utilizing OMC
was developed to link predicted hot working conditions to the fine-grained microstructure
found in FSW. Tests were performed in AA1100, AA2219, and AA6061. The experiment
produced strains from ~1 to 4 and strain rates from 104 to 106 s-1, but no significant grain
refinement was observed. This implies strain, not strain rate, is the dominant factor in grain
refinement, and, based on data from the literature, strains greater than 4-10 are required to
achieve the grain refinement found in FSW.
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Chapter 1. Introduction
Friction Stir Welding (FSW) is a solid-state process that joins two abutted plates of
material by stirring them together using a non-consumable tool. This process offers several
benefits over conventional fusion welding, especially in the joining of heavily alloyed
metals and dissimilar materials. Since the welds are solid state, there are no hazardous
fumes or dangerous splatter. Unlike fusion welds, the resulting FSW area is characterized
by a fine-grained microstructure with little degradation of mechanical properties. While
widespread success has been demonstrated for aluminum alloys, there has been limited
success in joining steels, titanium, and nickel-based superalloys [1–3]. This is partially due
to current process parameter development efforts that rely upon costly trial and error
studies since predictive models to guide the production of repeatable and robust FSWs are
lacking.
The focus of this study is the development of a global platform for the prediction
of FSW parameters. Complimenting this goal is the ability to link the microstructural
evolution under the predicted processing conditions on an experimental platform. One
important component of establishing a predictive model is the ability to verify the hot
working conditions that result in the unique, fine-grained microstructure present in FSW.
As grains are typically refined through thermomechanical processing, or working the
material, this requires an understanding of the relationship between the microstructure and
the strain applied at a given strain rate and temperature. The thermomechanical working of
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metal at elevated temperatures is referred to as hot working. Existing analytical and
numerical models of FSW have published a wide range of hot working conditions with
estimates of shear strains ranging from 2 to 100 and shear strain rates from 100 to 106 s-1 at
homologous temperatures, temperatures normalized against the melting temperature on the
absolute scale, ranging from 0.7 to 0.8. Narrowing this wide range to help validate
predictive models is dependent on the ability to correlate which hot working conditions for
a given alloy produce the refined microstructure found in FSW.
1.1 Motivation
Similarities between the FSW process and the Orthogonal Metal Cutting (OMC)
process have been proposed by multiple authors. Payton [4–6] commented on the similarity
between milling and FSW and used traditional metal cutting theory to predict forces,
cutting temperatures, and pressures during FSW. Use of embedded markers by Fratini [7]
showed the resulting deformation pattern to be analogous to the different chip types present
in OMC. Nunes [8–13] proposed the shear surface around a FSW tool is similar to the shear
plane present during OMC, as illustrated in Figure 1.1. The adiabatic shear plane is
conceptualized as a velocity discontinuity within the metal flow field. While this model
offers estimates on strain and strain rate, it does not produce a fully defined flow field
capable of calculating local values of strain and strain rate and is totally material
independent.

2

Figure 1.1. Illustration comparing shear interfaces in FSW and OMC [8].
A physics-based, predictive model of the FSW process must be able to calculate the
hot working conditions and account for different behavior across various alloys. A
simplified 2D model of the OMC process is well established in the literature, complete
with geometric relationships and expressions for shear strain and shear strain rate based
upon input parameters. Due to the similarities between the shear interfaces in OMC and
FSW, it is proposed that a simplified model of FSW capable of estimating strains and strain
rates can be adapted from the OMC model. Additionally, the hot working conditions
predicted during FSW are similar to those predicted in OMC, in which strain rates range
from 100 to 106 s-1 and strain from 2 to 10 in the primary shear zone and 20-50 in the
secondary shear zone [14–20]. Thus, the observed similarities between FSW and OMC in
both process and conditions provide the basis for both an analytical model of FSW based
on OMC and an experimental test bed utilizing OMC to replicate the hot working
conditions and microstructural evolution of FSW.
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1.2 Objectives
The main hypothesis of this work is that a simplified model of the FSW process
derived from the OMC process can be used to predict FSW parameter windows for
different alloys. The primary objective of this work is thus to derive a model of the FSW
process based upon the OMC process and validate its predictive capabilities in multiple
alloys. To aid in validating the analytical model, an examination of the hot working
conditions and their effect on microstructure is required. As such, the secondary objective
of this work is to investigate the ability of the OMC process to replicate the hot working
conditions and the fine-grained microstructure of FSW.
1.3 Approach
As this work centers around two objectives, discussion takes place along two
parallel yet related narratives: an analytical model and supporting experimental testing.
As a simplified 2D model of the OMC process is well established in the literature,
the analytical approach in this work begins with that model and adjusts the boundary
conditions to match those of FSW. This leads to a simplified 2D model of FSW complete
with geometric relationships and expressions for shear strain and shear strain rate with a
clear lineage from the simpler OMC model. These expressions for strain and strain rate are
material independent so they are coupled with a simple thermal model that accounts for the
differing behavior of different alloys. This model is anchored with experimental FSW data
from the literature and Dr. Schneider’s laboratory and its predictive capabilities are
compared to parameter windows reported in the literature. The results are summarized in
Chapter 6 and avenues for improvement in future work are discussed in Chapter 7.
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As the analytical model development and experimental work are conducted in
tandem, the hot working conditions from Nunes’s kinematic model (50 to 100 for the shear
strain and 103 to 106 s-1 for the shear strain rate) are used as the objectives of the experiment.
To achieve these conditions, since no traditional experimental testing approach can cover
this range, a new experimental test bed utilizing the OMC process is constructed. Tests are
conducted over a range of cutting conditions and the hot working conditions are calculated
and correlated with the chip microstructure.
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Chapter 2. Background
Before establishing an analytical model of the FSW process, three key areas are
reviewed: dynamic behavior of metals, the OMC process, and the FSW process. Both OMC
and FSW are highly dynamic processes so dynamic behavior of metals is introduced first.
OMC predates FSW by over a century and is discussed second. FSW as well as its
similarities to OMC are discussed last.
2.1 Dynamic Behavior of Metals
2.1.1 Microstructural Evolution
Refinement of grains relies on a combination of deformation (strain) and energy to
activate dislocation motion. As the material is deformed, dislocations are generated which
harden the metal and can limit the amount of deformation accommodated. Countering the
work hardening is the softening or the activation of dislocation motion to annihilate either
the generated dislocations or to drive the dislocations to form new grains in a process
referred to as recrystallization.

At ambient temperatures, these processes occur

sequentially with intermediate heat treatments conducted at different stages of interrupted
deformation.
Deformation of metals at elevated temperatures increases the amount of energy
available, allowing the accommodation processes to occur continuously and is referred to
as either dynamic recovery (DRV) in which there are no microstructural changes, or
dynamic recrystallization (DRX) in which microstructural changes occur. Figure 2.1
6

illustrates these processes in which a steady state flow of stress can be achieved by
balancing the rate of dislocation creation versus its dissipation as influenced by the
material-dependent strain rate and temperature. There are also other microstructural factors
that can affect the response of dislocations to sustaining extended deformation including
stacking fault energy (SFE), initial grain size, and material chemistry (solute level, second
phase particles) [21,22]. A more complete review of dynamic recrystallization phenomena
can be found in a recent manuscript by Huang and Logé [23].

Figure 2.1. Typical stress-strain curves for material undergoing (a) Dynamic recovery
(DRV) in which original grains deform but no new grains arise and (b) Discontinuous
dynamic recrystallization (DDRX) in which new grains form and grow at grain boundaries
[24].
During DRV, the internal stored energy is lowered by the annihilation and
rearrangement of dislocations through glide, cross slip, and climb, leading to the formation
of low angle grain boundaries and the creation of subgrains. In materials with high SFE,
these rearrangements occur readily, especially at elevated temperatures, resulting in an
extended region of uniform stress as a function of the strain.
During DRX, the stored energy of the dislocations is reduced through the formation
of new grains. DRX does not typically begin until a sufficient dislocation density is
7

achieved. Three types of DRX have been observed: discontinuous dynamic
recrystallization (DDRX), continuous dynamic recrystallization (CDRX), and geometric
dynamic recrystallization (GDRX). DDRX occurs when sufficient dislocation density is
achieved, and new grains nucleate and grow at pre-existing boundaries. There are distinct
nucleation and growth phases with new grains forming at grain boundaries in a “necklace”
pattern. Additional grains nucleate and grow at the new grain boundaries and the process
continues until the original grains have been consumed. DDRX typically occurs in
materials of low SFE which are more easily saturated with dislocations. CDRX occurs
when low angle grain boundaries (LAGBs) formed during deformation evolve into high
angle grain boundaries (HAGBs) with further deformation and form new grains. Unlike
DDRX, there are no distinct nucleation and growth phases. CDRX is more common in
materials with high SFE due to the efficiency of DRV. GDRX occurs at large strains and
elevated temperatures when deformed grains elongate and develop serrated boundaries. As
the grains further elongate and thin, the serrations impinge and twist, producing equiaxed
grains with HAGBs. It should be noted the various types of DRX are not exclusive and can
occur concurrently.
2.1.2 Adiabatic Shear Bands
Adiabatic shear bands (ASBs) are thin, localized regions of highly sheared material
that can form during high strain rate processes such as ballistic impacts and certain
metalworking processes including punching, machining, and forming [25]. Their formation
is undesirable in processes that require uniform deformation but can be beneficial as in
machining operations where they aid in chip management. They have also been posited as
essential to the FSW process [26–28]. An overview of the key papers regarding ASBs has
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been done by Walley [29]. Initial observation of ASBs was in the forging process as heat
lines in an iridium-platinum workpiece that would glow when flattened by a hammer [30].
Iridium-platinum alloys do not produce scale when exposed to oxygen at elevated
temperatures, so these heat lines were readily apparent to observers. ASBs have since been
observed in armor penetration, explosive forming, and metalworking operations [25].
Zener and Hollomon [31] proposed the underlying mechanism of ASB formation is the
competition between weakening through thermal softening and strengthening through
strain and strain rate hardening. Strengthening is a distributed process where the weakest
parts of a material are continually strengthened during deformation through strain and
strain rate hardening but once a portion of the material softens with deformation instead of
hardens, the process becomes localized as further deformation occurs preferentially in that
softened portion. Thus, ASBs form when the rate of thermal softening exceeds the rate of
strain and strain rate hardening, allowing localized flow instabilities to interrupt the steadystate flow of the metal.
More recently, there is evidence suggesting ASBs may form due to microstructural
softening resulting from DRX instead of thermal softening [32–36]. Tests in magnesium
found ASB formation to be dependent primarily on the dynamic stored energy of cold
work, implying ASB formation is likely governed by microstructural effects [32]. Tests in
titanium found recrystallized nanograins in dynamically loaded specimens at half the strain
at which ASBs develop, showing dynamic recrystallization precedes the formation of shear
bands [33]. These results imply microstructural softening due to DRX may be the dominant
factor in ASB generation. Although correlations with microstructural changes have been
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made, the formation of ASBs remains highly alloy dependent and is affected by the rate of
straining that the material can accommodate at various temperatures.
In the machining process, shear bands form periodically and their spacing is
dependent upon the cutting speed and material strength. As shown in Figure 2.2, when the
shear bands are closely spaced, the strength approaches that of uniform deformation but
when the spacing increases, the average strength decreases. It appears there is a limit to
both the decrease in strength and shear band spacing after which the strength remains
constant as cutting speed increases [37].

Figure 2.2. (a) Apparent average shear strength of mild steel from machining tests and (b)
explanation of change in strength due to shear band spacing [37].
2.1.3 Dynamic Testing Techniques
Analytical and numerical modeling of FSW has estimated the hot working
conditions to be in the range of 2 to 100 for the shear strain and 100 to 106 s-1 for the shear
strain rate [8,38–43]. Heat to plasticize the metal is generated from friction and
deformational heating which brings the weld zone to a homologous temperature of 0.7 to
0.8 [44]. Data across this range of strain rates is typically obtained using a variety of
experimental techniques, summarized in Figure 2.3, including split Hopkinson or Kolsky
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bars and pressure-shear plate impacts [45–48]. These techniques are almost exclusively
uniaxial tests that result in pure normal stresses with deformation occurring through
resolved shear in ductile materials. Torsional tests, such as torsional Gleeble, that result in
pure shear do exist but are limited in strain rate. It is unclear the maximum strain rate of
torsional tests but 5x101 s-1 has been proposed as an upper limit due to the servo-hydraulic
rotary technology employed [49]. Some of the techniques given in Figure 2.3 can achieve
comparable strain rates to those predicted in FSW processing, but typically cannot
simultaneously achieve the predicted strains. Additionally, use of different test apparatus
can result in discontinuities in material behavior across the range of strain rates, resulting
from either testing apparatus artifacts or microstructural changes.

Figure 2.3. Strain rate ranges for various experimental apparatus [46–48].
There have been previous attempts to simulate conditions predicted for FSW in the
laboratory, but the results were largely inconclusive. Murphy [50] investigated the
microstructural evolution in AA2219 and AA2195 in torsional Gleeble and uniaxial
compression tests over strain rates from 10-1 to 102 s-1. In these tests, AA2219 did not show
major evidence of grain refinement and some of the AA2195 specimens ruptured while
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others showed minor grain refinement. Stafford [51] investigated the cutting conditions of
Ti-6Al-4V during orthogonal machining on a modified CNC lathe. The cutting conditions
were found to be similar to those predicted during FSW by the kinematics model [8–13],
validating additional development of the approach.
2.2 Orthogonal Metal Cutting
2.2.1 Mechanics of OMC
In OMC, the tool has a straight, flat edge and moves parallel to the surface of the
workpiece. One of the first reports on the physics of the cutting process was by Mallock in
1882 [52] in which he examined chip formation during orthogonal machining in a variety
of metals as well as wax, soap, and clay. Mallock proposed shear as the primary mechanism
in chip formation and produced drawings of chip formation comparable to modern
photomicrographs. He also noted the type of chip produced depended upon cutting
conditions and cutting fluids. Although many authors characterized the types of chips
formed under various cutting conditions, the work by Hans Ernst, in which three types of
chips are identified (Figure 2.4a-c), is the most commonly referenced [53]. The fourth type
(Figure 2.4d) was first identified by Rice (although it was observed earlier but not identified
as a distinct chip type by Cook [54]) and is a continuous chip but consists of narrow ASBs
between larger areas of relatively undeformed material [55]. It is observed that shear bands
tend to form at higher cutting speeds and the shear band spacing increases with cutting
speed [37,56].
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Figure 2.4. Basic chip types: (a) Type 1, discontinuous, (b) Type 2, continuous, (c) Type
3, continuous with built-up-edge, and (d) Type 4, segmented [53].
Merchant produced the first complete, widely accepted model of the mechanics of
machining in which he treats the chip as a free body and resolves the forces involved in the
cutting process [57–59]. A diagram depicting the cutting forces present during orthogonal
machining, commonly referred to as “Merchant’s Circle,” is shown in Figure 2.5a. This
model, however, assumes all deformation takes place in a single plane resulting in a
constant flow stress and a discontinuity in velocity at the shear plane. Additionally, the
model does not account for the accumulation of plastic strain, rate of shear, and the
resulting temperature rise at the shear plane.
In 1959, Palmer and Oxley [60] attempted to experimentally determine the strainrate during the cutting process using an explosive quick stop device to embed a cutting tool
in a workpiece and obtain images of the chip formation. Grids printed on the workpiece
were used to measure the streamlines of flow in the shear zone. If the velocities of flow are
known, it is possible to calculate the strain rates in the shear zone from the velocity
gradients. They were not able to determine the velocity gradients with sufficient accuracy
so instead they assumed a slip-line field that gave streamlines that matched those found
experimentally and were then able to back out the velocity gradients and thus the strainrates in the shear zone. Kececioglu [16,61] attempted to measure stress and strain at high
strain rates using a quick-stop device to estimate the size and shape of the plastic zone
based upon the beginning and end of grain deformation. From these results, it was assumed
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the plastic zone can be represented by a parallel sided model as shown in Figure 2.5b. This
shear zone model was further refined by Stevenson and Oxley [19,62] who again used an
explosive quick stop device and a printed grid to produce equations for strain and strain
rate, given in Equations 2.1 and 2.2, for chip types 1-3. They showed the strain rate tends
to increase as velocity increases and depth of cut decreases.

Figure 2.5. (a) Merchant’s circle diagram of cutting forces [58] and (b) parallel-sided shear
zone model of chip formation [19].
Given the resolved velocity within the shear zone, Vs, and the known thickness of the shear
zone, Δs1, the strain rate can be calculated using Equation 2.1 [62];

𝛾𝛾̇ =

𝑉𝑉𝑆𝑆

∆𝑠𝑠1

=

𝑈𝑈

cos ϕ∆𝑠𝑠1

The corresponding strain, γ, is calculated using Equation 2.2 [62];
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Eq. 2.1

𝛾𝛾 =

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠cos(𝜙𝜙−𝛼𝛼)

Eq. 2.2

where α is the rake angle of the tool and ϕ is the shear angle. For type 4 chips exhibiting
shear bands, the strain rate is calculated using Equation 2.3 [20];

𝛾𝛾̇ =

cos 𝛼𝛼

∙

𝑈𝑈

cos(𝜙𝜙−𝛼𝛼) ∆𝑦𝑦

Eq. 2.3

where U is the linear cutter velocity and Δy is the shear band spacing within the chip.
2.2.2 Metal Cutting as a Testing Technique
The concept of using the metal cutting technique to determine dynamic material
response is not new. In 1949, Drucker [15] proposed the mechanics of metal cutting could
serve a twofold purpose in providing information to not only solve the problems of metal
cutting but also to serve as a unique experimental technique to obtain stress-strain
relationships for metals at high strains and strain rates. In 1950, Shaw [63] described
orthogonal machining as a method for determining dynamic shear strength of metals since
shear is limited to one plane and the process occurs at inherently large strain rates and
strains. If the depth of cut is small compared to the width (width < 20x thickness), it can
be assumed the chip is formed under plane strain conditions meaning the material is in a
multiaxial state of stress as compared to 1D stress in conventional testing techniques [18].
Ductile materials fail under uniaxial loading due to the resolved shear so direct
measurement of shear stress is beneficial.
Although much work has been done in developing models of the cutting process
and equations for key parameters including stress, strain, and strain rate, the primary focus
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has been on improving workpiece surface finish and tool life. In 1963, Finnie and Wolak
[64] produced stress-strain curves for pure aluminum at various temperatures using the
machining process. To vary the strain, the chip was pulled at different angles with a pair of
forceps which altered the state of stress within the shear zone. In the early 80’s, Kottenstette
and Recht [65,66] developed an ultra-high-speed machining facility capable of cutting
speeds up to 500 m/s. It was also capable of measuring the cutting force and tool-chip
interface temperature and recording high-speed footage of the chip formation. An
additional high-speed orthogonal machining experiment has been developed by Sutter et
al [67–70] capable of cutting speeds up to 100 m/s. This system is also capable of
measuring the cutting force and the temperature field during chip formation using a highspeed IR camera. High-speed optical cameras have also been employed to visualize the
chip formation process. A number of attempts have also been made to produce computer
models of the cutting process [71–74]. Shi et al. [73,74] propose distributed primary zone
deformation (DPZD) model to describe the effect of stress, strain, strain rate, and
temperature within the primary shear zone. This model was examined with finite element
modeling and coupled with orthogonal cutting tests and quasi-static indentation tests to
produce a constitutive law for Inconel 718 that was then verified using Hopkinson bar tests.
Daoud et al. [75] utilized orthogonal cutting tests to determine parameters for the JohnsonCook constitutive equation to support finite element modelling. Abouridouane et al. [76]
used orthogonal cutting with high speed filming and thermography to develop a friction
constitutive model for metal cutting.
Additionally, there has been some use of the orthogonal metal cutting process to
examine microstructural evolution in copper [77–80]. Shekhar et al. [77] proposed rate-
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strain-microstructure (RSM) mapping in which the hot working parameters of strain, strain
rate, and temperature are represented in a 2D space by combining strain rate and
temperature into a single parameter. Effects of the variations in SFE and material chemistry
for various copper alloys were not considered in these studies.
2.3 Friction Stir Welding
2.3.1 FSW Basics
During the FSW process, a non-consumable, rotating pin tool is moved along a
seam between two plates of material, stirring the material together as shown in Figure 2.6.
Most studies estimate the process occurs at a homologous temperature of 0.7 to 0.8, at
which the flow stress is sufficiently low and material flows in prescribed flowlines around
the tool [44]. Heating is provided by a combination of the friction at the material and
tool/shoulder interface and plastic deformation of the material. In additional to heating, the
tool shoulder also contains the material to prevent its extrusion that forms an undesirable
flash.
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Figure 2.6. The FSW process [81,82].
The FSW process parameters include the linear travel speed, the tool rotational
speed, and the plunge force. These parameters define the geometry of the weld. The side
of the weld for which the surface velocity vector of the tool points in the same direction as
the welding direction is known as the advancing side (AS). The opposite side is known as
the retreating side (RS). The top of the weld under the tool shoulder is known as the crown
surface and the bottom of the weld below the pin tool is known as the root surface. The
material deposited in the wake of the tool is referred to as the weld nugget or stir zone.
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Figure 2.7. Typical processing map for FSW obtained by trial and error [83].
Current process parameter development relies primarily upon a trial and error
approach in which many tests are conducted and a process map is constructed, as illustrated
in Figure 2.7. This is a time consuming and expensive process. The interplay of the linear
travel speed and tool rotation speed directly affect the temperature of the weld and thus
defect formation [83–87]. When the ratio of spindle speed to travel speed is low, the weld
is “cold” which leads to a lack of consolidation and intermittent volumetric defects. When
the ratio of spindle speed to travel speed is high, the weld is “hot” and excessive flashing
may occur which leads to the formation of wormholes and flow defects.
In addition to the processing parameters, the tool geometry can have a major impact
on the weld. A FSW tool typically consists of a cantilevered pin beneath a smooth shoulder.
The shoulder is usually about 1.5 to 2 times the diameter of the pin. Both the pin and the
shoulder produce heat through friction and material deformation. In thinner workpieces,
the effects of the shoulder dominate while in thicker workpieces, the effects of the shoulder
diminish [88]. Although the simplest tool consists of a smooth cylindrical pin and flat
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shoulder, many variations of both shoulder features and pin features and geometries have
been explored [81]. Common pin features include flats, threads, and steps along with
different geometries such as ovals, triangles, and truncated cones. There has even been
work involving two counter-rotating pins in line with each other [89].
2.3.2 Microstructural Evolution in FSW
Microstructural analysis of FSW falls into two categories: post-weld analysis of the
nugget and pseudo in situ analysis of the flow field around the tool using stop-action
techniques [90]. Stop-action techniques, as in metal cutting, involve rapidly stopping the
tool in the middle of a weld and often quickly cooling the workpiece to “freeze-in” the
microstructure, creating a snapshot of the FSW process. Analysis of the nugget is
undertaken to verify the quality of the weld by searching for volume defects and
quantifying the level of grain refinement. It is often paired with hardness tests and/or tensile
tests to verify the strength of the weld. Additionally, multiple analyses have found no
evidence of melting, confirming FSW is a solid-state process [91–93]. Analysis of the flow
field around the tool is undertaken to better understand the material flow during the FSW
process and the method of grain refinement.
Figure 2.8 shows the microstructure of a typical FSW transverse section, which is
separated into 4 areas: the nugget or stir zone (SZ), the thermo-mechanically affected zone
(TMAZ), the heat affected zone (HAZ), and the parent material (PM) which is not affected
by the process. The stir zone is characterized by fine grains with grain sizes that range from
1-10 microns for various aluminum alloys including AA1100, AA6061, and AA7050 [92–
96]. For AA6061, this constitutes a tenfold reduction in grain size from the initial 100 to
150 micron grain size in the parent material.
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Figure 2.8. Transverse metallograph showing the microstructural zones of the FSW
nugget [81,82].
The method of grain refinement is not well understood. There is evidence of CDRX
and grain growth [92–94,96,97] but Fonda [98–100] posits the grain refinement may be
due to grain subdivision induced by dynamic recovery processes without any
recrystallization occurring. All studies on the texture analyses of the SZ microstructure
agree shear is the dominant mechanism and the textures produced are largely independent
of the alloy [98–104].
One interesting feature of the microstructure in the stir zone is the periodic lamellar
structure that arises, often referred to as onion rings or onion bands. These features are
visible in Figure 2.9. What leads to the formation of these onion rings is not well understood
but the spacing has been found to correspond to the linear distance traveled by the tool
during one full revolution of the tool [105,106]. Possible explanations include extrusion of
material around the tool [105], periodic bulk material flow around the tool [97,106], or the
eccentricity of the tool [107,108]. Most studies predict the onion band structure forms on
the backside of the tool but Yoon [109] asserts the bands form the moment material comes
in contact with the tool.
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Figure 2.9. Optical macrograph of the plan view of a stop-action FSW. Note this image is
taken halfway through the material thickness and highlights the presence of onion bands.
Rotational and translation directions are shown and advancing (A) and retreating (R) sides
are labeled [98].
Microstructural analysis has also yielded some insights into the material flow
during FSW. The process of grain refinement in front of the tool was captured using a stopaction technique and Electron Backscatter Diffraction (EBSD) by Fonda [98,100]. Bands
of refined grains develop initially and become more universally refined as they get closer
to the tool, as shown by the EBSD plot in Figure 2.10. The boxed region draws attention
to a simple shear deformation field in which fine subgrains are formed that become more
misoriented as the flow nears the tool interface and gradually become the refined grains.
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Figure 2.10. EBSD crystal direction map showing microstructural evolution ahead of the
tool on the advancing side. The tool is located to the right [98].
2.3.3 Material Flow in Friction Stir Welding
The majority of insight into the material flow during the FSW process has been
obtained through tracer studies in which a contrasting material, such as steel shot [90],
dissimilar alloys [110], copper/brass foil [7,111–114], or an artificially thickened oxide
layer [115] is inserted onto the faying surface of the butt weld and the location of the tracer
is examined post-weld in X-ray radiography or metallographic sections. In some cases, a
stop motion technique is employed so the path of the tracer through the flow zone may be
investigated. Dickerson [112] found the thickness, size, and strength of the marker material
can affect the characteristics of the weld and recommended the use of thin copper foil
markers in aluminum. In studies with threads on the pin, a vertical vortex flow was
observed [90,111]. Differences in flow characteristics were observed between the flow
under the shoulder and the flow around the pin through the material thickness [90,110,111].
Liu [116] performed FSWs across the faying surface in AA6061 and AA1050, and
23

observed material under the tool shoulder moved around the tool multiple times while
material near the bottom of the pin escaped relatively rapidly. Guerra [111] observed the
material takes two flow paths around the tool: material near the advancing side enters into
a zone around the tool that rotates and translates with the tool and sloughs off behind the
tool and material on the retreating side is entrained but does not rotate around the tool and
is then deposited on the retreating side behind the tool. Zeng [115] observed the flow paths
in FSW with an artificially thickened oxide layer at different positions in front of the tool
and found most of the material in front of the tool was rotated around and deposited behind
the tool. Zeng also noted some of the material on the advancing side is not rotated but
extruded around the pin tool on the advancing side. These different flow paths are evident
in Figure 2.11 where the tool position was varied with respect to the faying surface seam.
Note that these differences might also be due to differences in processing parameters.

Figure 2.11. Flow paths at different positions in front of a FSW tool with thickened oxide
layer [115]. “A” denotes the advancing side and “R” denotes the retreating side.
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Some studies have produced estimates of the flow velocity during FSW. Schmidt
[114] used post-weld techniques of metallography and X-ray computed tomography to
analyze the deformation of a copper foil marker in a series of welds in AA2024. The
average velocity of material moving past the tool on the advancing side was found to be
38mm/s which was roughly 0.3 the tool surface velocity of 126mm/s. Chen [106] used a
stop action technique coupled with post-weld metallography to investigate how material
fills in the weld in the wake of the tool. Analysis of the flow front near a volumetric defect,
shown in Figure 2.12, yielded a flow velocity estimate of 15mm/s which was 0.07 the tool
surface velocity of 219mm/s. Zeng [115] used a stop action technique and microscopy to
investigate the deformation of two oxide layers acting as marker material in the flow
around a pin tool. Based upon the relative deformation between the two markers, a flow
velocity of 44mm/s was predicted which is roughly 0.3 the tool surface velocity of
136mm/s.

Figure 2.12. Material flow in the shear zone around a pin tool [106]. “A” denotes the
advancing side and “R” denotes the retreating side.
2.3.4 Thermomechanics in FSW
A number of studies have recorded temperatures during FSW using embedded
thermocouples [91,117–121]. These studies found peak homologous temperatures for
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aluminum alloys were consistently about 0.75 to 0.85 (75-85% the melting temperature).
A temperature gradient through the thickness was observed with higher temperatures at the
crown surface. A correlation between rotation rate, linear travel rate, and peak temperature
was evident with higher rotation rates leading to higher peak temperatures [118]. Lower
linear travel rates were also correlated with longer time spent at elevated temperature. The
temperature was found to stay near peak temperature for as long as it took the shoulder to
pass over. Reynolds [119] conducted temperature studies on AA5083, AA6061, AA2024,
AA2219, AA7050, and AA7075 alloys, the results of which are shown in Figure 2.13, and
observed higher peak temperatures in the lower strength AA5083 and AA6061.

Figure 2.13. Peak weld temperature at the edge of the tool shoulder for various aluminum
alloys [119].
Tang [118] found the region near the pin to be isothermal and concluded that the
majority of deformation must occur within the metal and not at the tool surface. McClure
[117] noted temperature of the material dropped to a homologous temperature of 0.4 at a
distance of 20mm from the weld center. Mahoney [91] produced a fine resolution
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temperature field of the material outside the nugget as shown in Figure 2.14. Note the
fracture surface on the figure pertains to tensile testing done as part of the study and is not
relevant to the temperature data. The decrease in temperature from the crown to the root
and radially outward from the tool is evident. Both Song [121] and Schmidt [122]
commented on the self-regulating nature of FSW, stating as the flow temperature
approaches the melting temperature, flow stress drops to near zero meaning heat generation
drops to near zero as well, allowing the material to cool and recover its strength. This
produces a self-stabilizing effect that keeps the temperature below the solidus temperature.

Figure 2.14. Peak temperatures observed adjacent to the weld nugget in AA7075 [91].
While temperature measurements provide some insight, they are only a fraction of
the story. FSW is a thermomechanically coupled problem – the rate of severe plastic
deformation and the temperature are interrelated. This makes it difficult to separate thermal
predictions from flow predictions. Figure 2.15 details the extent of this interrelationship,
where the effects of input parameters such as spindle speed and linear travel rate are
denoted.
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Figure 2.15. FSW variable relationships with corresponding physical effects [123].
Both Colligan [123] and Reynolds [124] argue a better understanding of the variables that
impact heat generation, particularly the mechanics of frictional heating, is required to better
understand the FSW process overall.
2.3.5 Modeling of Friction stir Welding
There have been a multitude of approaches to modelling the FSW process, but
models fall primarily into two categories: analytical models and numerical models.
Analytical models often rely upon first principles and offer simplified, closed form
solutions. Numerical models typically take one of three approaches: Finite Elemental
Analysis (FEA), Computation Fluid Dynamics (CFD), or some combination of the two.
FEA utilizes a Lagrangian framework in which the mesh deforms with the material and
thus it has difficulties accommodating the re-meshing associated with high strains. CFD
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utilizes an Eulerian framework in which the material moves through a background mesh
and thus it cannot capture the flow discontinuities of solid-state behavior. Arbitrary
Lagrangian-Eulerian (ALE), a combination of the two approaches, is believed to offer the
best of both. Other approaches include primarily empirical and phenomenological models.
Empirical models attempt to correlate FSW process parameters with certain weld
properties such as ultimate tensile strength [125,126]. Phenomenological models, such as
the scaling law approach employed in boundary layer analysis, combine empirical data
with observations of physical behavior to produce simplified mathematical models of the
process [127–129]. Regardless of the model, FSW is a complex process involving many
inter-related variables. Figure 2.16 details the relationships between parameters in a
simplified, visual flow chart. The metal flow, heat generation, tool, and tool contact
conditions are all deeply intertwined and directly affect the resulting microstructure and
thus the overall weld properties.
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Figure 2.16. FSW process modelling flow chart [130].
In many models, continuity serves as a starting point as the flow is totally
constrained and has been observed to flow around the tool within a narrow band. Many
models considered the flow zone to be symmetrical to simplify the computational expense.
Shercliff [130] produced a simplified analytical model of the process, shown in Figure
2.17, assuming a flow zone on the retreating side of a purely cylindrical pin. A linear
velocity profile was prescribed in the flow zone that ranged from the surface velocity of
the pin tool at the tool/material interface to the linear travel velocity at the edge of the flow
zone. This was meant to produce an upper bound of the flow zone width and estimated the
maximum flow zone width to be 0.44 times the tool radius. Arbegast [40] estimated the
flow zone to be 25-800 microns wide, noting the flow zone width decreased as tool
rotational velocity increased. Schmidt [131] described an eccentrically shaped flow zone
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with a linear velocity profile and flow zones on both the advancing and retreating sides.
Reynolds [124] commented on how the variations in the velocity profile within the shear
zone could affect heat generation. If there is a linear velocity profile within the flow zone,
there is a variable strain rate dependent upon the flow zone thickness and heat from
deformation will be generated at all points within the flow zone. If there is a constant
velocity within the flow zone with a sharp velocity gradient at the edges, all deformation,
and thus all deformational heat generation, occurs at the edge of the flow zone.

Figure 2.17. Simplified flow model of FSW [130].
In some cases, the flow is partitioned into different zones with different behaviors.
Heurtier [38] split the flow into two zones, one under the shoulder and one around the pin,
and applied fluid mechanics velocity fields, estimating strains to be from 40 to 80. Three
velocities were found to be important: the rotation velocity of the tool, the linear travel
velocity of the tool, and the transverse vortex velocity of the flow along the pin surface.
Arbegast [40,84] considered the process akin to other metal forming processes and
separated the flow into five zones: preheat, initial deformation, extrusion, forging, and post
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heat/cool down, predicting strain rates from 40 to 800 s-1. Schmidt [131] countered this
description by considering that the flow consists of a rotation zone near the tool that moves
with the tool, a transition zone on the periphery of the rotation zone, and a welding zone
where material travels at the linear tool velocity.
A kinematic model consisting of a rotating plug of material adjacent to the tool
surrounding by a thin zone of extreme shearing has been developed by Nunes [8–13]. In
this model, material approaches the pin tool in a straight line until it is subjected to a zone
of extreme shear around the pin after which is it rotated around the pin tool and deposited
on the back side, as shown in Figure 2.18a. This model has been validated by a number of
studies in which a tracer wire was embedded in the weld to track material flow as shown
in Figure 2.18b [90,95,110,132]. These studies inserted a 0.025mm diameter tungsten wire
along the faying surface and used X-ray radiography to document the post-weld wire
position. The wire was observed to shear at some distance from the tool surface [132].

Figure 2.18. Material flow path in Kinematic model of FSW [132].
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The resulting equations describing strain and strain rate in the kinematic model
are given in Equations 2.4 and 2.5, respectively:
𝛾𝛾 =

𝑟𝑟Ω

Eq. 2.4

𝛾𝛾̇ =

𝑟𝑟Ω

Eq. 2.5

𝑉𝑉

𝛿𝛿

where r is the radial distance from the tool center to the shear zone, Ω is the rotational speed
of the tool, V is the linear speed of the tool, and δ is the thickness of the shear zone. Note
that there is great uncertainty in the thickness of the shear zone as a function of the FSW
parameters which affects the predicted strain rate.
Pei and Dong [26–28] have created a shear localization model of the FSW process
that uses a thermal viscoplastic parameter to predict shear band formation. The model
hinges upon shear band formation as a function of temperature, strain, and strain rate. They
posit the shear band width formed within one revolution of the tool must be equal to or
larger than the flow zone width to produce fully consolidated welds.
A number of analytical models also considered thermal aspects. Schmidt [133]
considered sticking, slipping, and a combination of sticking and slipping at the tool
interface and concluded sticking or nearly sticking best captured the thermal behavior.
Schmidt [122] later developed a more advanced thermal model that predicted heat
generation within the model itself instead of letting heat generation be an input as many
previous models (especially numerical ones) had done. Flow stress was assumed to be a
function of temperature only. Heurtier [39] created a 3D thermomechanical model based
upon fluid flow velocity fields that considered heat inputs from the pin, the shoulder, and
plastic deformation and prescribed a viscosity term for the solid metal. Two distinct flow
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areas, one around the pin and one under the shoulder were observed. Strains were
calculated by integration of strain rates over time. Raghulapadu [134] predicted
temperature distributions around the pin tool using conduction heat transfer analysis in a
simplified rotating plug model. Temperatures were predicted using a dimensionless
parameter that incorporated translational and rotational tool velocities, pin geometry, and
material properties.
CFD-based numerical models often treated the material as a viscous nonNewtonian fluid or viscoplastic flow and investigated the resulting flow fields [41–
43,135,136]. In some cases, the models were validated by tracer studies. Colegrove and
Shercliff [136] investigated a variety of tool shapes using a stick-slip boundary condition
at the tool surface. Nandan [41] created a 3D fluid model predicting a strain rate of 40 s-1
and convection as the primary heat transfer method near the tool. Arora [42] integrated
strain rates along streamlines to predict strains. Strain rates ranged from -9 to 9 s-1 and
strains from -10 to 5. Chen [43] used a temperature and strain rate dependent nonNewtonian viscosity coupled with an imposed force boundary condition at the tool/material
interface to model material flow. Higher velocities around the and a strain rate of 4 s-1 were
predicted.
FEA-based and combined numerical models tended to focus a bit more on heat
transfer but also produce flow predictions. Frigaard [137] predicted heat generation occurs
mainly at the tool shoulder due to friction with temperature gradients extending through
the thickness. Temperature as a function of time was predicted and it was noted that, over
time, the thermal effects could lead to softening. Grujicic [138] used a coupled EulerianLagrangian model based on purely temperature dependent material properties. When
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considering heat input due to frictional and plastic deformation, they found material flow
in FSW occurs primarily in the horizontal plane. Simar [139] developed a “model chain”
using FEA with separate models for temperature, microstructure, strength, and damage
(volumetric defects). Chiumenti and Dialami [140–142] developed a fully coupled
thermomechanical model using an ALE formulation in which a sliding mesh rotates with
the tool to avoid large mesh distortions around the tool while the rest of the mesh remains
fixed. Material behavior was based on thermo-visco-plastic constitutive models and heat
generation by viscous dissipation and frictional heating. Stick-slip effects were observed
at the tool/material interface. Aziz [143] created an FEA model to investigate the various
stages of FSW (plunge, dwell, travel) in aluminum. Higher rotational and translational
velocities lead to predictions of increased heat input from plastic work, with frictional
heating remaining relatively constant. In modeling of FSW in workpieces 8.13 mm thick,
roughly 90% of the heat generation was found to be due to friction at the tool/material
interface.
2.3.6 Parameter Survey
FSW parameters from the literature have been compiled into Table 2.1. While there
is some variation, most parameters for aluminum alloys fall between a rotation rate of 400
and 1200 RPM and have a travel speed of around 120 mm/min. Considering the weld
pitch, a wider range is noted for 6mm thick aluminum panels compared to 25 mm thick
panels with the exception of AA7050.
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Table 2.1. FSW parameter literature survey for various aluminum alloys.
Author
Murr [144]
Field [101]
Fonda [98]
Fonda [145]
Liu [94]
Gould [87]
McClure [117]
Murr [92]
Tang [118]
Lambrakos
[120]

Year
1997
2001
2004
2004
1997
1998
1998
1998
1998

Song [121]
Su [96]
Mahoney [91]

2003
2003
1998

2003

z
Vt
Pitch
Alloy (mm) Ω (RPM)
(mm/min)
(RPM/mmPM)
6.7
1100
6
400
60
3.9 and 2.1
1100
6.35 700 and 1200 180 and 582
1.8
2195
25
180
102
2.7
2519
25
175
66
3.3 to 6.7
6061
6.3
300 to 1000
90 to 150
6061
6
Proprietary
168 to 282
3.3
6061
6.4
400
120
3.3
6061
6
400
120
2.5 to 10
6061
6.4
300 to 1200
120
3.1
6061
6.35
400
130
344, 637, and
3.6 to 4.8
6061
12.7
914 95 and 190
23.3
7050
6.35
350
15
7075
6.35
N/A
126

Predicted strains and strain rates from various modeling approaches have been
compiled into Table 2.2. There is no consensus and predictions vary significantly across
different models and experimental observations.
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Table 2.2. Predicted strains and strain rates in FSW.
Author
Heurtier [38]
Arbegast [40]
Heurtier [39]
Nunes [8]
Nandan [41]
Arora [42]
Chen [43]
Hasan [146]

Year
2002
2003
2006
2006
2007
2009
2014
2015

Approach
Analytical Model
Analytical Model
Analytical/FEA
Kinematic Model
CFD Model
CFD Model
CFD Model
CFD Model
In situ X-ray
Morisada [147] 2015 Radiography

γ

40 to 80
N/A
2 to 18
50 to 100
N/A
-10 to 5
N/A
N/A
N/A
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γ̇ (1/s)

N/A
4x10 to 8x102
N/A
3
10 to 106
4x101
-9x101 to 9x101
4x101
100 to 102
1

-1.3x101 to 1.4x101

Chapter 3. Analytical Approach
Based upon observed similarities between Orthogonal Metal Cutting (OMC) and
FSW, a new model is proposed for predicting hot working conditions during the FSW
process called the Simplified Mass Continuity Kinematic (SMaCK) Model. This model is
inspired by the kinematic model proposed by Nunes [8–13] but derives primarily from
observations of the OMC process. By adjusting boundary conditions and imagining the
OMC process in a curvilinear fashion with a moving tool surface, the SMaCK model can
be conceptually derived from a simplified model of OMC.
The SMaCK model consists of two parts: a material-independent kinematic portion
that predicts strains, strain rates, and velocity fields, and a material-dependent thermal
portion that predicts temperatures and flow stresses based on the kinematic results.
Combined, these two approaches are used to determine the hot working conditions that
define the boundaries of an acceptable processing window for a particular alloy. It is
important to note the goal of this model is not to capture every intricacy of FSW but to
predict the bulk trends of behavior for various aluminum alloys using simplifying
assumptions.
3.1 Materials and FSW Test Data
To calibrate the analytical model, data on the FSW parameters from three aluminum
alloys, AA1100, AA2219, and AA6061, was selected for this study. This is primarily
because acceptable FSW parameters in these alloys are already well established but also
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because those parameters vary significantly for each alloy. The compositions of the three
alloys are given in Table 3.1. AA1100 is a commercially pure aluminum that is 99 to
99.95% aluminum and serves as a baseline for comparison. It cannot be hardened through
heat treatments, only through work hardening. AA2219 and AA6061 are both
precipitation-hardened alloys, AA2219 with copper as the primary alloying element and
AA6061 with magnesium and silicon as the primary alloying elements.
Table 3.1. Composition of the three grades of aluminum alloys.
Grade
AA1100

Al
99.0
99.9
5

Si

Fe

0.95 (Si +
Fe)

Cu

Composition (%)
Mn
Mg Cr

Zn

V

Ti

0.05 0.20

0.05

…

…

0.10

…

…

AA2219

91.5
-93.8

0.20

0.30

5.8 6.8

0.20 0.40

0.0
2

…

0.10

0.05 0.15

AA6061

95.8
98.5

0.40
0.80

0.70

0.15 0.40

0.15

0.8
1.2

0.04
0.35

0.02
0.10

0.25

…

0.15

While the alloys have similar compositions, they have markedly different strengths.
Table 3.2 has tensile test data at various temperatures for the three alloys. The ultimate
tensile strength is taken to be zero at the solidus temperature.

39

Table 3.2. Ultimate Tensile Strength for AA1100, AA2219, and AA6061 as a function of
temperature [148].
T (C)
T (K)
σ1100 (MPa) σ2219 (MPa) σ6061 (MPa)
-196
77
205
572
414
-80
193
140
490
338
-28
245
130
476
324
24
297
125
455
310
100
373
110
414
290
149
422
97
338
234
204
477
69
248
131
260
533
28
200
51
316
589
20
48
32
371
644
14
30
24
543
816
0
585
858
0
646
919
0
Data from numerous FSW tests on AA1100, AA2219, and AA6061 performed by
previous graduate students in Dr. Schneider’s research group has been compiled and is
given in Table 3.3.This data consists primarily of rotational and translational speeds and
travel forces that produced defect-free welds. Data for AA2219 was taken from Haley
Doude’s dissertation [149].
Table 3.3. FSW parameter ranges for AA1100, AA2219, and AA6061.
Ω
Vt
Dtool z
Material Boundary (RPM) (mm/min) (mm) (mm) Fx (N) Fy (N)
Lower
200
152.4
8 4.76
582
AA1100
Upper
600
152.4
8 4.76
489
Lower
250
100
6 6.35 4900 1200
AA2219
Upper
800
300
6 6.35 2200 2600
Lower
300
60
6 6.35
2442
AA6061
Upper
700
60
6 6.35
628
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Pitch
(RPM/
mmPM)
1.3
3.9
2.5
2.7
5
11.7

3.2 Similarities Between Metal Cutting and Friction Stir Welding
3.2.1 Metal Cutting Review
During OMC, two shear zones, outlined in Figure 3.1, develop. The primary shear
zone is where the bulk of the deformation occurs while the secondary shear zone affects
only a thin layer of material adjacent to the tool. When building upon the OMC process,
the relative effects of the shear zones may change and thus, for the sake of clarity, new
terminology is advantageous. From here on, reference to the shear zones is based upon
their locations. The primary shear zone is now referred to as the Upstream Shear Zone
(USZ) as it occurs in advance of the tool and the secondary shear zone is the Tool-Adjacent
Shear Zone (TASZ) as it occurs beside and parallel to the tool surface.
In Figure 3.1, as material flows from right to left during an orthogonal cut, it passes
through the USZ (aka primary shear zone), shown in red, becoming the chip as it flows up
the tool surface, ultimately curling away from the tool after some distance. Friction
between the tool surface and the chip leads to the development of the TASZ (aka secondary
shear zone), shown in blue, akin to a boundary layer in fluid flow. The USZ is typically
considered to be on the order of 0.0254 mm (0.001 in) [20]. The TASZ is significantly
smaller than the primary shear zone and is limited to a thinner layer on the surface of the
chip adjacent to the tool. The primary measurement of the USZ is the shear angle, ϕ, the
angle between the centerline of the zone and the top of the workpiece. This shear angle is
dependent upon the depth of cut, dc, the velocity of the cut, V, and the rake angle of the
tool, α. For further visualization, the two shear zones have been superimposed on a
snapshot of experimental OMC in Figure 3.2.
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Figure 3.1. Orthogonal metal cutting process and relevant parameters including the USZ
and TASZ.

Figure 3.2. USZ (red) and TASZ (blue) imposed on an image of an actual cut.
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3.2.2 The Bridge Case – “Unrolling” Friction Stir Welding
In OMC, there are two key boundary conditions to consider: the free surface and
the tool contact surface. The free surface is open to the air and thus unconstrained, allowing
the chip thickness, tc, to grow relative to the depth of cut, dc, and for the chip to curl away
from the tool after some distance. The tool surface is stationary relative to the chip flow,
resisting the movement of the chip and leading to the development of the TASZ. In short,
the chip flows up the tool because it is pushed by material behind it. The chip experiences
minor resistance from friction at the tool surface but is otherwise unconstrained.
In FSW, the two key boundary conditions are markedly different: the FSW pin tool
is submerged in material such that any material flow is constrained by surrounding material
and the surface of the pin tool is moving, not stationary. To better bridge the conceptual
gap between OMC and FSW, consider the physically unrealistic but conceptually useful
case of OMC presented in Figure 3.3, where the two key boundary conditions of FSW have
been applied: the depth of cut is infinite and the tool surface is moving like a conveyor belt
at a velocity of Vts. This is akin to “unrolling” the FSW process into a linear frame of
reference. Streamlines highlight how, just as in traditional OMC, the material curves
through the USZ and then travels parallel to the tool surface.
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Figure 3.3. OMC at infinite depth of cut with a moving tool surface – “unrolled” FSW.
Red denotes the USZ and the blue the TASZ.
In traditional OMC, the TASZ develops because the stationary tool surface resists
the bulk motion of the chip as it is pushed by material exiting the USZ. In other words,
material flows up the tool because it is continuously pushed by the material behind it.
However, if the surface of the tool is no longer stationary but moving, the TASZ behaves
quite differently. If Vts = Vout, the surface of the tool moves at the same rate as the material
flowing adjacent to it and no shear zone develops. If Vts > Vout, the surface of the tool
shears the adjacent material in the direction of flow, pulling it out of the USZ. The material
closest to the tool then shears successive layers of material outward from the tool creating
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a shear interface, the TASZ, that extends from the surface of the tool to the edge of the
USZ, as outlined in blue in Figure 3.3. Instead of being pushed out of the USZ and up the
tool surface by material behind it, material is now pulled out of the USZ by the moving
tool surface! Considering a given input thickness of material, tin, moving at velocity Vin,
the corresponding output thickness, tout, (and thus the shear angle, ϕ) depends upon the bulk
output velocity, Vout, which is influenced by the tool surface velocity, Vts. As Vts increases,
Vout increases and tout decreases, and the shear angle, ϕ, increases. The process becomes a
balance of material flowing in, as governed by Vin, and material flowing out, as influenced
by Vts.
3.2.3 The USZ and TASZ in FSW
Before proceeding to the full model, it is useful to consider a FSW pin tool relative
to metal cutting. The front half of a FSW pin tool can be thought of as a metal cutting tool
with a rake angle that continuously varies from -90 degrees on the advancing side to +90
degrees on the retreating side, where the rake angle is taken as the angle between the
vertical and the line tangent to the tool surface at any given point, as emphasized in Figure
3.4(a). When the rake angle of the tool changes in OMC, so too does the flow path of the
metal during a cut. This can be visualized by drawing streamlines at various rake angles as
in Figure 3.4(b). As the rake angle decreases, the flow path within the USZ must curve
more to exit the USZ along a path parallel to the surface of the tool.
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(a)
(b)
Figure 3.4. (a) Rake angle of lines tangent to FSW pin tool surface. (b) Differences in
flow streamlines and primary shear zone geometry as affected by rake angle.
Combining the concepts presented in Figure 3.3 and Figure 3.4 yields a conceptual
model of FSW, as shown in Figure 3.5, that incorporates the USZ (red) and TASZ (blue)
found in OMC in a curvilinear fashion around a FSW pin tool. The USZ is influenced by
the changing rake angle of the pin tool and functions to feed material into the TASZ along
streamlines parallel to the tangent of the tool surface at the point they enter the TASZ. The
TASZ extends outward from the surface of the tool to the edge of the USZ, just as in the
bridge case. Streamlines highlight how the material curves through the USZ and then
travels at constant radial distance from the pin tool within the TASZ.
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Figure 3.5. Diagram of primary (USZ) and secondary (TASZ) shear zones present in
front of a FSW pin tool.
The USZ and TASZ have been superimposed over an image of the FSW process in
Figure 3.6. Notice how the tracer, an enhanced oxide layer, curves in the USZ at some
distance in front of the tool as predicted by this conceptual model of FSW derived from
OMC.
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Figure 3.6. USZ (red) and TASZ (blue) imposed on snapshot of a FSW with an oxide
tracer layer. Original image from Zeng [115].
The diagram shown in Figure 3.5 allows for easy visualization of how changing
parameters affect the geometry of the flow. As in the bridge case, considering a given input
thickness of material, tin, moving at velocity Vin, the corresponding output thickness, tout,
depends upon the bulk output velocity, Vout, which is influenced by the tool surface
velocity, Vts. As Vts increases, Vout increases and tout decreases. The FSW process is thus a
balance of material flowing in, as governed by Vin, and material flowing out, as influenced
by Vts.
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3.3 SMaCK Model Kinematic Analysis
If a velocity profile within the TASZ is assumed, it is possible to derive an
analytical solution that defines the geometry of, and strain and strain rate within, the TASZ.
To facilitate this, simplifying assumptions must be made, including the following
conditions:
•

The USZ directs flow into the TASZ and the magnitude of the velocity of
the flow does not change significantly within the USZ.

•

Strains within the TASZ are predicted to be on the order of 5-100 while
strains in the USZ are expected to be 2-4.

•

Since the TASZ dominates deformation, strains within the USZ are
ignored.

Material entering the TASZ thus enters at a velocity equal to the linear travel
velocity of the tool. This means the velocity at the outer edge of the TASZ is fixed at the
linear travel velocity of the tool and the velocity at the inner edge of the TASZ, next to the
tool, is either the tool surface velocity if material is sticking, or some fraction of the tool
surface velocity if material is sliding. The velocity profile within the TASZ must satisfy
these boundary conditions but the shape of the profile is not defined. Reynolds [124] briefly
discusses two velocity profiles in the TASZ, a linear velocity profile in which material
experiences strain across the entire TASZ and a constant velocity profile in which material
experiences strain only as it enters the TASZ. These velocity profiles are presented in
Figure 3.7. The kinematic model proposed by Nunes [8–13] employs a constant velocity
profile in which the material moving at constant velocity is referred to as the rotating plug.
This work will also employ a constant velocity profile approach. The TASZ thus consists
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a region known as the rotating plug moving at constant velocity, Vrp, and a thin, outer shear
zone with a large, linear velocity gradient across a narrow distance that will be referred to
as the Offset Tool-Adjacent Shear Zone (OTASZ). The thickness of the OTASZ is
unknown but assumed to be 0.0254 mm (0.001 in) across as that is how thick the USZ in
OMC is often assumed to be [20]. As the rotating plug is at constant velocity and thus not
a shear zone, the rotating plug and OTASZ will together no longer be referred to as the
TASZ but rather the Flow Zone (FZ). The Flow Zone, OTASZ, and rotating plug are all
labeled in Figure 3.7.

Figure 3.7. Linear and constant velocity profiles adjacent to FSW pin tool.
3.3.1 Kinematic Assumptions
•

The model focuses only on the front semicircular section of a smooth, cylindrical
FSW pin tool. It predicts only how material enters the flow around the FSW pin
tool and not how it is deposited on the back side.

•

The accumulated strain within USZ is much smaller than that in the OTASZ and
can thus be ignored.

50

•

Material travels along parallel/concentric streamlines without mixing. Within the
Flow Zone, material travels along paths at constant radius from the tool. This is
supported by multiple tracer studies [7,90,110–115].

•

There is no through-thickness flow at any point. Flow occurs primarily in the
horizontal plane.

•

A rotating plug of material, moving at the constant velocity, develops around the
tool.

•

Slipping between the tool and material occurs as defined by the slip factor.
Multiple models have predicted slipping at the tool/material interface
[133,136,141,150] and studies estimating flow zone velocities all predict flow
zone velocities of 0.1 to 0.3 the tool surface velocity [106,114,115].

•

The USZ redirects flow into the TASZ but does not alter the magnitude of the
flow velocity meaning the flow enters the TASZ at a velocity equal to that of the
linear travel rate of the tool.

•

The material is treated as an incompressible solid, so density and thickness of the
material remain constant.

•

To maintain the simplicity of the model, effects of the shoulder are ignored so the
flow field is two-dimensional.

•

Material is wiped off the tool such that no material travels around the tool more
than once.

•

Deformation is limited to a thin shear zone of constant thickness (0.0254 mm or
0.001 in) referred to as the OTASZ, on the outer edge of the Flow Zone, between
the rotating plug and the edge of the USZ.

•

A development region exists when the total thickness of the Flow Zone is less
than the thickness of the OTASZ. Slippage between the tool and material occurs
within the development region. Otherwise, a singularity occurs at which the strain
rate approaches infinity as the Flow Zone thickness approaches zero.
Applying these assumptions to the conceptual FSW flow model previously outlined

yields a new diagram of the FSW process, shown in Figure 3.8. The USZ is ignored, and
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the TASZ is now known as the Flow Zone, having total thickness Δ. The Flow Zone
consists of the rotating plug, with thickness rplug, and the OTASZ, of constant thickness δ.
Since the model focuses on flow around a circular FSW pin tool, it is convenient to discuss
the location of the flow in terms of angular location. The model only focuses on the front
semicircle of the pin tool so the pin tool angle, θ, ranges from 0 on the advancing side to π
on the retreating side. When the angle, θ, is small, the Flow Zone thickness, Δ, is less than
the OTASZ thickness, δ. In this region, the flow is considered to be developing. At the
point the flow becomes fully developed, θ = θFD, Δ = δ, and the rotating plug begins to
form. Streamlines illustrate how material flows in from the right, along parallel streamlines
at velocity Vt, and then enters the Flow Zone and travels along concentric streamlines at
constant radial distance from the tool.
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Figure 3.8. SMaCK Model flow zone diagram.
3.3.2 Mass Continuity and Flow Zone Thickness
The velocity across the OTASZ is taken to be linear and increases from Vt at the
outer edge of the Flow Zone to Vrp at the edge of the rotating plug. The velocity remains
constant within the rotating plug, as shown in Figure 3.9.
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Figure 3.9. SMaCK Model velocity profile when flow is fully developed.

Figure 3.10. SMaCK Model mass balance diagram.
Given the velocity profile within the Flow Zone has been defined, it is possible to
construct a mass balance to calculate the Flow Zone thickness as a function of pin tool
angle. With the Flow Zone geometry established, it is then possible to calculate the strain
rate in the OTASZ and the strain along every streamline at any location within the flow.
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The mass balance at a given pin tool angle, θ, is shown in Figure 3.10. Since it is
assumed material is wiped off the tool on the advancing side, the Flow Zone thickness, Δ,
is 0 at θ = 0 and grows as pin tool angle increases. All the material within the Flow Zone
initially enters from the right, at a velocity of Vt. As the pin tool angle changes, so do the
Flow Zone thickness and the width of input material. Assuming a constant through
thickness, z, and density, ρ, the mass continuity equation becomes:
1

Eq. 3.1

(𝑉𝑉𝑟𝑟𝑟𝑟 −𝑉𝑉𝑡𝑡 )𝛿𝛿

Eq. 3.2

𝑚𝑚̇𝑖𝑖𝑖𝑖 = 𝑉𝑉𝑡𝑡 𝑤𝑤zρ = 𝑚𝑚̇𝑜𝑜𝑜𝑜𝑜𝑜 = � 𝑉𝑉𝑟𝑟𝑟𝑟 (Δ − 𝛿𝛿) + (𝑉𝑉𝑟𝑟𝑟𝑟 + 𝑉𝑉𝑡𝑡 )𝛿𝛿� zρ
2

Solving for w,

𝑤𝑤 =

𝑉𝑉𝑟𝑟𝑟𝑟 Δ

𝑉𝑉𝑡𝑡

−

2𝑉𝑉𝑡𝑡

Where Vrp is taken as a fraction of the tool surface velocity, Vts. This fraction is known as
the slip factor and is denoted as nslip. This is done as it is unclear how much slipping, if
any, occurs at the tool/material interface so a range of flow velocity conditions are
considered by varying nslip between 0.05 and 1. At nslip = 0.05, the material in the rotating
plug slips, moving at 0.05 the tool surface velocity and at nslip = 1, the material in the
rotating plug sticks, moving at the same velocity as tool surface.
𝑉𝑉𝑟𝑟𝑟𝑟 = 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑉𝑉𝑡𝑡𝑡𝑡 = 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑅𝑅Ω

Eq. 3.3

Relating θ to w based on the geometry laid out in Figure 3.10 and solving for w,

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =

𝑅𝑅−𝑤𝑤
𝑅𝑅+Δ

→ 𝑤𝑤 = 𝑅𝑅(1 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) − Δ𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

Combining Equations 3.2 and 3.5 and solving for the Flow Zone thickness yields
Equation 3.6.
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Eq. 3.4
Eq. 3.5

Δ=

2𝑉𝑉𝑡𝑡 𝑅𝑅(1−𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)+ (𝑉𝑉𝑟𝑟𝑟𝑟 −𝑉𝑉𝑡𝑡 )𝛿𝛿

Eq. 3.6

2𝑉𝑉𝑟𝑟𝑟𝑟 +2𝑉𝑉𝑡𝑡 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

It is also possible to calculate a pin tool angle given a flow zone thickness. Rearranging
Equation 3.6 yields,
2𝑉𝑉𝑡𝑡 𝑅𝑅+(𝑉𝑉𝑟𝑟𝑟𝑟 −𝑉𝑉𝑡𝑡 )𝛿𝛿−2𝑉𝑉𝑟𝑟𝑟𝑟 Δ

𝜃𝜃 = 𝑐𝑐𝑐𝑐𝑐𝑐 −1 �

2𝑉𝑉𝑡𝑡 (𝑅𝑅+Δ)

�

Eq. 3.7

3.3.3 Developing Region
In the developing region, since slippage is assumed to occur at the tool-material
interface, the mass balance is slightly different. The velocity profile is assumed to have the
same linear profile as the velocity profile within the OTASZ in the fully developed region,
as shown in Figure 3.11.

Figure 3.11. SMaCK Model developing velocity profile.
This means the maximum velocity within the flow of the developing region, VDmax, can
be calculated as follows:

𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 =

𝑉𝑉𝑟𝑟𝑟𝑟 −𝑉𝑉𝑡𝑡
𝛿𝛿
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Δ𝐷𝐷 + 𝑉𝑉𝑡𝑡

Eq. 3.8

Assuming a constant thickness, z, and density, ρ, the mass continuity equation in the
developing region becomes:
1

𝑚𝑚̇𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = (𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + 𝑉𝑉𝑡𝑡 )Δ𝐷𝐷 zρ = 𝑚𝑚̇𝑖𝑖𝑖𝑖 = 𝑉𝑉𝑡𝑡 𝑤𝑤zρ
2

Solving for w,

(𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 +𝑉𝑉𝑡𝑡 )

𝑤𝑤 =

2𝑉𝑉𝑡𝑡

Δ𝐷𝐷 =

𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 −𝑉𝑉𝑡𝑡
2𝑉𝑉𝑡𝑡 𝛿𝛿

Δ𝐷𝐷 2 + Δ𝐷𝐷

Eq. 3.9

Eq. 3.10

Relating θ to w based on the geometry laid out in Figure 3.10 and solving for w,

𝑤𝑤 = 𝑅𝑅 (1 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) − Δ𝐷𝐷 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

Eq. 3.11

Combining Equations 3.10 and 3.11 yields a quadratic with respect to Flow Zone
thickness in the developing region, ΔD,
𝑉𝑉𝑟𝑟𝑝𝑝 −𝑉𝑉𝑡𝑡
2𝑉𝑉𝑡𝑡 𝛿𝛿

Δ𝐷𝐷 2 + (1 + 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)Δ𝐷𝐷 − 𝑅𝑅(1 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) = 0

Eq. 3.12

Applying the quadratic formula and disregarding the negative root,

𝐴𝐴 =

𝑉𝑉𝑟𝑟𝑟𝑟 −𝑉𝑉𝑡𝑡
2𝑉𝑉𝑡𝑡 𝛿𝛿

B = (1 + 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)

𝐶𝐶 = −𝑅𝑅 (1 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)

−𝐵𝐵+√𝐵𝐵2 −4𝐴𝐴𝐴𝐴

Δ𝐷𝐷 =

2𝐴𝐴

Eq. 3.13

It is also possible to calculate a pin tool angle given a Flow Zone thickness. Rearranging
Equation 3.12 yields,
R−Δ𝐷𝐷

𝜃𝜃𝐷𝐷 = 𝑐𝑐𝑐𝑐𝑐𝑐 −1 �

R+Δ𝐷𝐷

−

(𝑉𝑉𝑟𝑟𝑟𝑟 −𝑉𝑉𝑡𝑡 )Δ𝐷𝐷 2

�

2𝑉𝑉𝑡𝑡 𝛿𝛿(𝑅𝑅+Δ𝐷𝐷 )

Eq. 3.14

The flow becomes fully developed when ΔD = δ. Substituting δ for ΔD in Equation 3.14,
2𝑉𝑉𝑡𝑡 𝑅𝑅−𝑉𝑉𝑡𝑡 𝛿𝛿− 𝑉𝑉𝑟𝑟𝑟𝑟 𝛿𝛿

𝜃𝜃𝐹𝐹𝐹𝐹 = 𝑐𝑐𝑐𝑐𝑐𝑐 −1 �

2𝑉𝑉𝑡𝑡 (𝑅𝑅+𝛿𝛿)
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�

Eq. 3.15

3.3.4 Streamline Analysis
As the material flows around the tool, it does so along streamlines of constant
radius, as shown in Figure 3.12. The material enters the OTASZ at angle θi and Flow Zone
thickness Δi, travels through the OTASZ at constant radial distance from the tool and exits
at angle θf. Given the entry angle, θi, it is possible to determine the resulting geometry of
the streamline. Δi can be found using either Equation 3.6 or Equation 3.13, depending upon
whether or not the flow enters in the developing region. As the OTASZ is constant
thickness and the streamline is at constant radius,

Δ𝑓𝑓 = Δ𝑖𝑖 + 𝛿𝛿

Figure 3.12. SMaCK Model streamline diagram.
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Eq. 3.16

Since the streamline will always exit the OTASZ once the flow is fully developed, θf can
be found using Equation 3.7. The arclength of the portion of the streamline that spans the
OTASZ is thus,

𝑆𝑆 = (𝑅𝑅 + Δ𝑖𝑖 )(𝜃𝜃𝑓𝑓 − 𝜃𝜃𝑖𝑖 )

Eq. 3.17

As the velocity within the rotating plug is constant, flow in the plug is akin to rigid body
motion and no strain is imparted to the material. Strain is only accumulated while material
is within the OTASZ where the strain rate is given as,

𝛾𝛾̇ =

𝑉𝑉𝑟𝑟𝑟𝑟 −𝑉𝑉𝑡𝑡
𝛿𝛿

Eq. 3.18

The strain rate is the same within the developing region as well since the velocity profile
in the developing region has the same slope as the velocity profile in the OTASZ. The
amount of strain accumulated by the material in the OTASZ can be found by integrating
the strain rate over the time the material is being deformed, similar to work by Heurtier and
Arora [39,42]. As the strain rate is constant, the accumulated strain is simply strain rate
times time,

𝛾𝛾 = 𝛾𝛾̇ 𝑡𝑡

Eq. 3.19

Since the velocity profile across the OTASZ is linear, the velocity profile along a
streamline of constant radius within the OTASZ is also essentially linear meaning the
acceleration along a streamline is constant. Given constant acceleration, a, along a
streamline, and given the streamline arclength, S, it is possible to calculate the time it takes
for material to flow along the streamline across the OTASZ using simple algebraic physics
equations,
𝑉𝑉𝑓𝑓 = 𝑉𝑉𝑖𝑖 + 𝑎𝑎𝑎𝑎
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Eq. 3.20

𝑉𝑉𝑓𝑓 2 = 𝑉𝑉𝑖𝑖 2 + 2𝑎𝑎(𝑥𝑥𝑓𝑓 − 𝑥𝑥𝑖𝑖 )

Eq. 3.21

given Vi = Vt, Vf = Vrp, xi = 0 and xf = S, and solving for t,

𝑡𝑡 =

2𝑆𝑆(𝑉𝑉𝑟𝑟𝑟𝑟 − 𝑉𝑉𝑡𝑡 )
𝑉𝑉𝑟𝑟𝑟𝑟 2 − 𝑉𝑉𝑡𝑡 2

Eq. 3.22

Each streamline has a different length of travel, S, through the OTASZ and thus
spends a different amount of time in the shear zone accumulating strain at constant strain
rate. As such, the accumulated strain varies depending upon the angle, θi, at which material
enters the flow. For θi from 0 to π/2, the arclength gradually decreases but from π/2 to π,
the arclength increases, as shown in Figure 3.13.

Figure 3.13. SMaCK Model arclength differences.
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Once material exits the OTASZ and enters the rotating plug, no more strain is
accumulated. To better visualize how much strain the material accumulates, the
accumulated strain for each streamline can be plotted. Streamlines can be identified based
on the angle at which they enter the Flow Zone, θi, or the radial distance from the tool at
which they travel, Δi. The strain imparted to the material within the Flow Zone can be
calculated at any pin tool angle but to consider the full Flow Zone and reflect the maximum
imparted strain, the accumulated strain across the Flow Zone should be calculated at θ = π.
Considering a cross section of the flow at θ = π, it makes the most sense to plot the
accumulated strain across the radial distance from the tool surface, r, with each location
along the r-axis representing a different streamline and each strain value along the γ-axis
representing the maximum strain accumulated along that streamline. The physical
signature of this plot is shown in Figure 3.14. Sample data is plotted in Figure 3.15, where
the vertical line represents the edge of the rotating plug.

Figure 3.14. Accumulated strain plot imposed on SMaCK Model diagram.
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Figure 3.15. Accumulated strain versus radial distance from tool edge sample data. The
vertical line denotes the edge of the rotating plug.
3.3.5 Edge Considerations
The predicted strain increases rapidly outside the rotating plug, tending toward
infinity at the edge of the flow zone near the retreating side of the tool. This spike in strain
is a singularity and occurs because at angles where Δi is greater than Δπ – δ, the arclength
decreases as θf is set at π while the final velocity, Vf, decreases to Vt as Δi approaches Δπ,
as shown in Figure 3.16 where Vf is;

𝑉𝑉𝑓𝑓 =

𝑉𝑉𝑟𝑟𝑟𝑟 −𝑉𝑉𝑡𝑡
𝛿𝛿

(Δ𝜋𝜋 − Δ𝑖𝑖 ) + 𝑉𝑉𝑡𝑡

Eq. 3.23

The final velocity decreases at a much faster rate than the arclength such that the time in
the flow, and thus the total strain, continually increases.
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Figure 3.16. SMaCK Model streamline diagram at edge of Flow Zone on retreating side.
This singularity occurs because the SMaCK model only focuses on flow around the
front semicircle of the FSW pin tool and ignores any downstream effects of how the
material is deposited on the back side of the tool. The OTASZ is assumed to remain
constant thickness all the way up to θ = π. In reality, this is not likely to happen as
downstream effects would be expected to propagate upstream creating a transition region
that would reshape that portion of the OTASZ as the material flow switches from
accumulating around the FSW tool to being deposited behind it. A model of deposition
behind the tool and the resulting shape of this new transition region would make excellent
topics for future study.
Due to this artifact within the SMaCK model, only the accumulated strain within
the rotating plug will be taken into consideration when analyzing the strain for use in
conjunction with a thermal model.
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3.4 SMaCK Model Thermal Analysis
As FSW is a complex thermo-mechanically coupled problem and the kinematic
portion does not account for differing material behavior, the SMaCK model must also
include thermal analysis. The goal of the thermal analysis is to predict flow stress based on
a bulk flow temperature as material passes the midline of the tool (at θ = π) on the retreating
side. As material deformation is concentrated within the OTASZ and followed by rigid
body motion within the rotating plug, the thermal analysis can be broken into two parts:
the first part in which the material is assumed to deform adiabatically within the OTASZ
such that the temperature rise of the material is due only to the heat of deformation, and
the second part in which no deformation occurs within the rotating plug and the
temperature change of the material is due to the frictional heating at the tool surface and
cooling through conduction to the surrounding parent material. To better visualize this, the
curvilinear flow zone around a FSW pin tool can be simplified and represented as a
triangular flow zone, as shown in Figure 3.17, where the sides of the triangle are simply
the arclengths and thickness of the Flow Zone. The triangular representation is known as a
polar unroll of the curvilinear representation. Material enters from the right and exits at the
top, along the RS, as shown by the streamline.
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Figure 3.17. Curvilinear and triangular representations of the Flow Zone.
The thermal processes that occur within the Flow Zone are imposed on the
triangular representation of the Flow Zone in Figure 3.18. Temperatures are marked at
boundaries along the streamline. The streamline follows a path of average arclength, Savg,
which is equal to Rπ/2. Adiabatic heating from plastic work, Q̇wp, occurs during Stage 1
within the OTASZ where material enters at ambient temperature, Tambient, and exits at
adiabatic temperature, Tadiabatic. Frictional heating, Q̇friction, and conductive cooling,
Q̇conduction, occur during Stage 2 within the rotating plug where material enters at adiabatic
temperature, Tadiabatic, and exits at the bulk temperature, Tbulk.
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Figure 3.18. Thermal parameters overlaid on triangular representation of the Flow Zone.
3.4.1 Thermal Assumptions
•

Only heating due to deformation, friction at the tool-material interface, and
conduction with the surrounding workpiece are considered.

•

Heating occurs in two stages, the first stage adiabatically in the OTASZ where
heating is solely due to deformation, and the second stage in the rotating plug
where heating from friction at the tool-material interface occurs and cooling from
conductive losses to the surrounding parent material occurs.

•

Frictional effects of the tool shoulder are not directly considered but are indirectly
accounted for as the data used to anchor the SMaCK model is from experimental
tests in which the tool had a rotating shoulder.

•

Flow stress can be approximated as a function of temperature using tensile data
from the ASM Handbook [148].

•

Frictional heating is approximated using the Coulomb friction model.
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3.4.2 Flow Stress Estimations
The change in strain is found using the kinematic portion of the SMaCK model,
and material properties such as density and specific heat are readily available and shown
in Table 3.4, but flow stress is more complicated. Flow stress exhibits a dependency on
strain, strain rate, and temperature but there is limited data available at the conditions
predicted by most FSW models. Given the large strains associated with FSW, it can be
assumed that the rate of dislocation creation and annihilation is balanced to sustain the high
strains without fracturing so the effects on flow stress due to strain are ignored. Metals are
also considered to be strain rate insensitive unless the changes are on the order of decades.
Therefore, argument can be made regarding at what rate they become important.
Additionally, strain rate is expected to have significantly less of an influence on the flow
stress than changes in temperature over the predicted range of conditions, so the effects of
strain rate are also ignored, meaning flow stress is considered a function of temperature
only within this model.
Table 3.4. Properties of AA1100, AA2219, and AA6061.
ρ (kg/m3) @20C Cp (J/kg*K) K (W/m*K) TMelt (K)
AA1100
2710
904
222
919.0
AA2219
2840
864
130
816.0
AA6061
2700
896
167
858.0
During FSW, temperatures range from room temperature up to homologous
temperatures of 0.7 to 0.9. Properties over this range are obtained from tensile test data in
the ASM Handbook [148]. Using the uniaxial Ultimate Tensile Strength (UTS) values, the
Schmid factor of 0.5 is used to obtain the resolved shear stress. Plots of the predicted shear
flow stress versus temperature for AA1100, AA2219, and AA6061 are shown in Figure
3.19, Figure 3.20, and Figure 3.21 respectively.
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Figure 3.19. Shear flow stress versus temperature for AA1100-H14 [148].
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Figure 3.20. Shear flow stress versus temperature for AA2219-T81 [148].
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Figure 3.21. Shear flow stress versus temperature for AA6061-T651 [148].
Each plot exhibits three distinct regions of approximately linear behavior, so shear
flow stress, τ, as a function of temperature, T, can be linearly approximated:

𝜏𝜏 = 𝑚𝑚𝑚𝑚 + 𝑏𝑏

Eq. 3.24

where values of m and b vary depending upon the temperature range. These values and
the corresponding temperature ranges are given in Table 3.5.
Table 3.5. Linear flow stress temperature ranges and parameters.
TLower (K) TUpper (K) m
b
293.0
381.4 -0.0721
83.51
381.4
559.1 -0.2576 154.26
AA1100
559.1
919.0 -0.0287
26.29
293.0
350.0 -0.1683 278.08
350.0
589.0 -0.6822 457.97
AA2219
589.0
816.0 -0.1013
82.20
293.0
378.8 -0.1346 195.00
AA6061
378.8
542.4 -0.7677 434.79
542.4
858.0 -0.0585
50.13
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3.4.3 Adiabatic Deformation
For Stage 1, during adiabatic deformation, the temperature rise occurs solely due
to the plastic work. The fraction of plastic work converted into heat is known as the
Taylor-Quinney coefficient, represented as β, and given in Equation 3.25. The rate of
deformational heating relative to the rate of plastic work done is thus,

β=

𝑄𝑄̇𝑝𝑝
𝑊𝑊̇𝑝𝑝

=

ρ𝐶𝐶𝑝𝑝 𝑇𝑇̇
𝜏𝜏𝛾𝛾̇

=

ρ𝐶𝐶𝑝𝑝 𝑑𝑑𝑑𝑑�𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
𝜏𝜏 �𝑑𝑑𝑑𝑑

Rearranging and substituting in Equation 3.24 for τ,

β

Solving for the constant, C,

ρ𝐶𝐶𝑝𝑝

𝜏𝜏𝜏𝜏𝜏𝜏

Eq. 3.25

Eq. 3.26

ln(𝑚𝑚𝑚𝑚+𝑏𝑏)
𝑚𝑚

Eq. 3.27

ln(𝑚𝑚𝑚𝑚+𝑏𝑏)
β
−
𝛾𝛾
𝑚𝑚
ρ𝐶𝐶𝑝𝑝

Eq. 3.28

𝑑𝑑𝑑𝑑 = 𝑚𝑚𝑚𝑚+𝑏𝑏 𝑑𝑑𝑑𝑑

𝛾𝛾 + 𝐶𝐶 =

→ 𝐶𝐶 =

ρ𝐶𝐶𝑝𝑝 𝑑𝑑𝑑𝑑

1

β

ρ𝐶𝐶𝑝𝑝

Integrating each side,

=

where, for initial material conditions, γ = 0 and T = 293K. For each linear temperature
region, a different constant will need to be calculated.
Rearranging Equation 3.27 and solving for strain and then temperature yields:

𝛾𝛾 =

ρ𝐶𝐶𝑝𝑝 ln(𝑚𝑚𝑚𝑚+𝑏𝑏)
β

𝑇𝑇 =

𝑚𝑚

βm

𝑒𝑒 ρ𝐶𝐶𝑝𝑝

𝛾𝛾+𝑚𝑚𝑚𝑚

𝑚𝑚

−
− 𝑏𝑏

ρ𝐶𝐶𝑝𝑝
β

𝐶𝐶

Eq. 3.29

Eq. 3.30

Equation 4.29 allows strain to be predicted based upon a temperature which is
useful for mapping the strain accumulated at the intersections of the linear regions of the
flow stress versus temperature graphs. The values of strain and temperature at these
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intersections provide the data required to calculate the constant given by Equation 3.28 so
piecewise functions of strain/temperature (Equations 3.29 and 3.30) may be constructed
across the entire strain/temperature range.
3.4.4 Friction and Conduction Considerations
In the second stage of the thermal analysis, the material is within the rotating plug
and is no longer deforming, but subject to heating from the friction at the tool-material
interface and losses through conduction to the surrounding parent material. The energy
balance in rate form is thus,
𝑚𝑚̇𝐶𝐶𝑝𝑝 ∆T = 𝑄𝑄̇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + 𝑄𝑄̇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

Eq. 3.31

where ΔT is the change in temperature of the material in the rotating plug from when it
enters the plug at the OTASZ boundary to when it exits at θ = π.
The rotating plug can be approximated as a triangular zone, as shown in Figure
3.18. Material enters the plug after adiabatic deformation at a constant temperature,
Tadiabatic, and exits at bulk temperature, Tbulk, at the short leg of the triangle. The flow path
in the rotating plug varies in length from 0 to Splug and the average flow path length is taken
to be Rπ/2. As the rotating plug is thin in the radial direction, the frictional heating, Q̇friction,
is treated as a generation term. For ease of derivation, during Stage 2, the temperature at
which material enters will be referred to as Ti and the temperature at which material exits
will be referred to as Tf.
Friction is a complicated phenomenon but can be approximated using Coulomb’s
friction law, given in Equation 3.32, in which the frictional force of two objects in sliding
contact, Ffriction, is some fraction of the normal force, Fn, known as the coefficient of sliding
friction, μ. In this approach, frictional force is independent of the sliding velocity.
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𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝜇𝜇𝐹𝐹𝑛𝑛

Eq. 3.32

The rate of heat generation due to the frictional force is simply the work done by
the frictional force divided by the time it takes. The frictional force acts over the arclength
of the tool surface. The distance divided by the time is thus the relative velocity between
the tool surface and the material, Vrel, so the rate of heat generation due to friction can be
approximated as,
𝑄𝑄̇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝜇𝜇𝐹𝐹𝑛𝑛 𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟

Eq. 3.33

All heat generated by friction is assumed to flow into the workpiece. This
assumption is based on studies that show heat flow into the tool is in the range of 2% to
5% and thus negligible [136,151]. When total sticking occurs, the relative velocity is zero,
and no frictional heating occurs.
Based upon frictional studies of aluminum extruded through steel dies at elevated
temperatures, the coefficient of friction, µ, for aluminum on steel at elevated temperatures
ranges from of 0.4 to 0.8 [152,153], therefore a value of 0.6 for the coefficient of sliding
friction will be used in this study.
The relative velocity between the tool surface and the material flow is simply,
𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑉𝑉𝑡𝑡𝑡𝑡 − 𝑉𝑉𝑟𝑟𝑟𝑟 = �1 − 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 �𝑉𝑉𝑡𝑡𝑡𝑡

Eq. 3.34

The normal force is more complicated. The contact conditions at the surface of the
FSW tool are largely unknown. The approach undertaken in this analysis is to take data on
the traverse (X-direction) and transverse (Y-direction) forces and extrapolate a normal
force at all points along the front surface of a cylindrical pin tool and then take the average
of that force over the surface to estimate a bulk normal force. Details on the normal force
calculation are shown in Figure 3.22. For 0 to π/2, only a normal component of the X force
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is present whereas from π/2 to π, components from both the X and Y forces are present.
These forces at the upper and lower boundaries for AA1100, AA2219, and AA6061 are
given in Table 3.6. The forces during FSW have been shown to fluctuate [149] so average
force values are used. Since the transverse forces are not always measured, Fy for AA1100
and AA6061 has been approximated based upon the ratios of Fy to Fx for AA2219 at the
upper and lower boundaries.

Figure 3.22. Normal force calculation on surface of FSW pin tool.
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Table 3.6. Forces and bulk normal forces predicted on pin tool during FSW.
Material
AA1100
AA2219
AA6061

Boundary
Lower
Upper
Lower
Upper
Lower
Upper

Fx (N)
Fy (N)
Fn (N)
143
582
416
489
578
497
4900
1200
3479
2200
2600
2220
2442
598
1733
628
742
634

Conduction is treated as one dimensional in the radial direction away from the
tool,
𝑘𝑘�𝑇𝑇𝑟𝑟𝑟𝑟 −𝑇𝑇𝑥𝑥 �𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑄𝑄̇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = −
Δ𝑥𝑥

Eq. 3.35

where k is the thermal conductivity, Trp is the temperature in the rotating plug, Tx is the
temperature Δx distance from the edge of the tool, and Acond is the surface area through
which heat is conducted into the parent material. Conduction is estimated based upon the
average flow path length so Acond is taken to be Savgz. The heat flow is difficult to estimate
as it is dependent upon both the changing temperature of the material in the plug and the
radial temperature gradient. This temperature gradient is highlighted in Figure 3.23, where
the pin tool, rotating plug temperature, and temperature at distance Δx from the tool surface
are shown. The distance between the two temperatures is large enough that Tx lies within
the parent material. As the rotating plug thickness is much smaller than the tool diameter,
it is ignored.
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Figure 3.23. Temperature gradient between the rotating plug and a point within the parent
material.
To facilitate estimations, a radial temperature gradient ratio, nrtg, as defined in
Equation 3.36, is proposed as a means to estimate temperatures at set distances from the
tool surface. The temperatures in this ratio are absolute temperatures.

𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟 =

𝑇𝑇𝑥𝑥
𝑇𝑇𝑖𝑖

→ 𝑇𝑇𝑥𝑥 = 𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟 𝑇𝑇𝑖𝑖

Eq. 3.36

Given the edge of the rotating plug is fixed at Ti, Tx is taken to be a fraction of Ti. McClure
[117] found the temperature at two tool diameters from the centerline was at roughly a
homologous temperature of 0.4 while the peak temperature of the weld was at a
homologous temperature of 0.8. This results in a radial temperature gradient ratio, nrtg, of
0.5 at 1.5 times the tool diameter away from the tool surface. Data from Mahoney [91],
shown in Figure 2.9, shows the nrtg is roughly 0.75 at 1.5 times the tool diameter from the
tool. Thus, nrtg is assumed to range from 0.5 to 0.75 with Δx = 1.5D. The bulk temperature
in the rotating plug, Trp, is expected to change from Ti to Tf as material moves through the
rotating plug depending upon the rate of frictional heating and losses due to conduction.
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To account for this, Trp is taken to be the average of Ti and Tf, which, when combined with
Equation 3.36, yields:

𝑄𝑄̇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = −

𝑘𝑘𝐴𝐴𝑐𝑐 �

𝑇𝑇𝑓𝑓 +𝑇𝑇𝑖𝑖
2

− 2𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟 𝑇𝑇𝑖𝑖 �

3D

=−

𝑘𝑘𝐴𝐴𝑐𝑐
6𝐷𝐷

�𝑇𝑇𝑓𝑓 + 𝑇𝑇𝑖𝑖 �1 − 2𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟 �� Eq. 3.37

Combining the conduction heating, Equation 4.37 with the energy balance, Equation 3.31
yields an updated energy balance,
𝑘𝑘𝐴𝐴
𝑚𝑚̇𝐶𝐶𝑝𝑝 �𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑖𝑖 � = 𝑄𝑄̇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑐𝑐 �𝑇𝑇𝑓𝑓 + 𝑇𝑇𝑖𝑖 �1 − 2𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟 ��
6𝐷𝐷

Eq. 3.38

solving for Tf,

𝑇𝑇𝑓𝑓 =

6𝐷𝐷𝑄𝑄̇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 +�6𝐷𝐷𝑚𝑚̇𝐶𝐶𝑝𝑝 −𝑘𝑘𝐴𝐴𝑐𝑐 �1−2𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟 ��𝑇𝑇𝑖𝑖

Recalling Tf is Tbulk and Ti is Tadiabatic,
𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =

6𝐷𝐷𝑚𝑚̇𝐶𝐶𝑝𝑝 +𝑘𝑘𝐴𝐴𝑐𝑐

6𝐷𝐷𝑄𝑄̇𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 +�6𝐷𝐷𝑚𝑚̇𝐶𝐶𝑝𝑝 −𝑘𝑘𝐴𝐴𝑐𝑐 �1−2𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟 ��𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

6𝐷𝐷𝑚𝑚̇𝐶𝐶𝑝𝑝 +𝑘𝑘𝐴𝐴𝑐𝑐

Eq. 3.39

Eq. 3.40

3.5 MATLAB Code and Conditions
The relevant equations from the SMACK model were coded in MATLAB which is
documented in Appendix A. The code is used to calculate strain rate, average strain
accumulated across the shear zone, and the bulk temperature of the material within the
rotating plug based upon input FSW parameters for linear velocity and tool rotational rate.
FSW process parameters were chosen based upon the conditions that produce
defect-free welds as established in Table 3.3. Only parameters at the upper and lower
boundaries of the ranges were used. For clarity, the parameters are summarized in Table
3.7. The side forces, Fy, for AA1100 and AA6061 have been estimated based upon the ratio
of Fx to Fy in AA2219. Due to the variations in slip predicted in the literature, with some
models assuming no slip and experiments measuring slip in the 0.1 to 0.3 range
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[106,114,115], slip factors of 0.05 to 1 were utilized. This resulted in 11 set points per
boundary per material for 66 total set points.
Table 3.7. FSW Parameters used in predictive MATLAB code.
Ω
Vt
Dtool
Material Boundary (RPM)
(mm/min)
(mm)
Lower
200
152.4
AA1100
Upper
600
152.4
Lower
250
100
AA2219
Upper
800
300
Lower
300
60
AA6061
Upper
700
60
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8
8
6
6
6
6

Fx (N) Fy (N)
582
143
489
578
4900
1200
2200
2600
598
2442
742
628

Chapter 4. Experimental Approach
To facilitate testing over the range of strains and strain rates predicted during the
FSW process by Nunes’s kinematic model, a new experimental apparatus named the
Pneumatically Actuated High Strain-Rate Test Apparatus (PAHSTA) was designed and
constructed.
4.1 The Pneumatically Actuated High Strain-rate Test Apparatus (PAHSTA)
The experimental apparatus was designed to accelerate a 10 kg mass up to 20 m/s
within a distance of 152 mm. For the sake of brevity, a detailed discussion of the PAHSTA
is documented as a separate publication [154]. This includes a complete description of the
development process of the PAHSTA, and details on supporting calculations, manufacture,
assembly, maintenance, and operation.
4.1.1 PAHSTA Operation
The PAHSTA operates by accelerating a sample attached to a ram across a
stationary cutter. The ram is contained within barrels at each end of the experiment as
shown in Figure 4.1. It is accelerated by high pressure gases from the pressure vessel and
decelerated by PVC pipe in the crush barrel that absorbs the kinetic energy of the ram as
the pipe is crushed against the anvil. A chip is shaved off the sample as it travels past the
cutter. A picture of the PAHSTA in actuality is shown in Figure 4.2. A close up of the
sample holder and cutter is shown in Figure 4.3.
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Figure 4.1. Diagram of the PAHSTA.

Figure 4.2. Labeled picture of the PAHSTA.

Figure 4.3. Closeup of sample holder, sample, and cutter.
The PAHSTA is fired using a novel piston valve detailed in Figure 4.4. The
pressure vessel is pressurized from the rear, forcing the piston to seat against the back end
of the barrel within the pressure vessel. Gas leaks around the piston to pressurize the space
outside the barrel, referred to as the pressure reservoir. Because the surface area of the
piston is greater on the rear than on the front, even though the two chambers are at equal
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pressure, there is a net force seating the piston against the barrel. When the valve at the rear
is opened, the pressure behind the piston drops significantly faster than the pressure in the
pressure reservoir, and the piston slides backwards, allowing the pressurized gas around
the barrel to flow down the barrel.

Figure 4.4. PAHSTA pressure vessel cutaway.
The sample velocity is a function of the pressure and has been mapped out as shown
in Figure 4.5. The cutter can be located a maximum of 152 mm from the initial sample
position, so this plot indicates maximum possible velocity at the given pressures. The goal
velocity of 20 m/s is achieved at roughly 5.5 MPa (800 psi). Lower velocities can be
achieved by operating at lower pressure and/or placing the cutter closer to the sample’s
initial position.
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Velocity (m/s)

25.0
20.0
15.0

y = -0.2637x2 + 4.7427x + 1.785
R² = 0.9993

10.0
5.0
0.0

0.0

1.0

2.0

3.0
4.0
Pressure (MPa)

5.0

6.0

7.0

Figure 4.5. Velocity vs Pressure for the PAHSTA with the cutter located 152 mm from
the initial position of the sample.
4.1.2 Instrumentation and Controls
The material properties of interest during testing on the PAHSTA are the shear
strain and shear strain rate experienced by the sample. These are determined from the
velocity of the sample and the geometry of the shear zone during the cut which are
measured using a Shimadzu HPV-X2 high speed camera coupled to a Questar QM 100
microscope lens, shown in Figure 4.6. The field of view of the camera was roughly 4 mm.
Lighting, shown in Figure 4.7, was provided by two Megaray MR-175 portable
searchlights, a number of portable LED work lights, and a custom made 72,000 lumen light
ring.
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Figure 4.6. High speed camera and lens setup adjacent to the PAHSTA.

Figure 4.7. High speed camera lighting setup.

82

For safety purposes, the PAHSTA is operated remotely using the Signal
Acquisition and Utility Cart (SAUC), a purpose-built mobile workbench, shown in Figure
4.8, that houses the PAHSTA control panel and all data acquisition and instrumentation.
The SAUC connects to the PAHSTA through three, twenty-five-foot-long flexible
pneumatic lines and a number of wires to the various instrumentation, allowing it to be
placed anywhere around the PAHSTA.

Figure 4.8. Signal Acquisition and Utility Cart (SAUC).
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Figure 4.9. PAHSTA control panel.
The PAHSTA is operated using the PAHSTA control panel, shown in Figure 4.9.
The pneumatic side of the control panel consists of the fill line, bleed line, and main line.
The fill line connects the PAHSTA to a nitrogen bottle so the pressure vessel may be
pressurized. Fill pressure is controlled with a pressure regulator. The bleed line allows for
fine control of the pressure and to empty the pressure vessel without firing should a test
need to be aborted. The main line allows for the air behind the piston to be quickly
evacuated during a test.
The pneumatic valve on the back of the PAHSTA is operated by a spring-loaded
rocker switch, labeled “Fire” on the control panel. As a safety measure, this switch is locked
out by an additional key switch that has a red-light indicator when the key is in the armed
position. When the fire switch is pressed, a signal is sent to an AC Delco gated digital delay
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generator that sends a pulse to a Stanford Research Systems DG535 digital delay/pulse
generator that, after a prescribed time, sends a trigger signal to the Shimadzu HPV-X2.
4.1.3 Test Matrix
Testing consisted of three different rake angles (-20, 0, and 20 degrees) and three
different pressures ( 0.34 MPa [50 psi], 1.72 MPa [250 psi], and 3.45 MPa [500 psi]) for a
total of nine set points, as shown in Table 4.1. Tests were conducted three times at each set
point for each alloy for a total of 81 tests. The depth of cut was kept constant for each test
at 0.32 mm (0.0125 in). The tests were identified relative to the device history but also
labeled in the following format: Alloy_Pressure (in psi)_Rake Angle_Test number at
current set point. For example, the second test at 0.34 MPa (50 psi) and a 0-degree rake
angle of AA1100 alloy would be 1100_50_0_2. Camera frame rates were 5000 FPS at 0.34
and 1.72 MPa and 10000 FPS at 3.45 MPa.
Table 4.1. PAHSTA test set point conditions.
Set
Point

1
2
3
4
5
6
7
8
9

Pressure
(MPa)

0.34
0.34
0.34
1.72
1.72
1.72
3.45
3.45
3.45

Rake Angle
(degrees)

-20
0
20
-20
0
20
-20
0
20
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Depth of Cut
(mm)

0.32
0.32
0.32
0.32
0.32
0.32
0.32
0.32
0.32

Framerate
(FPS)
5000
5000
5000
5000
5000
5000
10000
10000
10000

4.1.4 Data Analysis
For every test, each individual frame was analyzed to determine the velocity, strain,
and strain rate. All measurements were taken from optical images. The camera was kept in
the same location for all tests. The sample plane was calibrated using a precision ruler of
known length to establish a relationship between pixel count and length.

Figure 4.10. Composite of two frames showing distance sample travels between frames.
Velocity was found by measuring the distance traveled by the sample between
frames and dividing it by the time between frames. Figure 4.10 shows two frames, one
overlaid on top of the other, to highlight the distance traveled by the sample between
frames. These measurements were taken on the front and rear surfaces of the sample and
the velocities for the frames when the sides were not visible were linearly interpolated. An
average velocity for each cut was also computed.
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Figure 4.11. Depth of cut, chip thickness, and shear angle measurements superimposed
on high speed camera frame of cut
Strain and strain rate were found by measuring the depth of cut, dc, chip thickness,
tc, and shear angle, ϕ, as shown in Figure 4.11, and using Equations 2.1 and 2.2. The shear
zone thickness was assumed to be a constant 0.0254 mm (0.001”) as per Shaw [20]. Each
frame was also analyzed for shear bands. If shear bands were detected, the strain and strain
rate were noted and compared to the strain and strain rate when there were no shear bands
present.
4.1.5 Microstructural Analysis
Representative samples of each chip from each material at each set point (a total of
27 samples) were metallographically prepared to analyze the microstructure. After
mounting the specimens in phenolic, the samples were prepared using standard
metallographic procedures with a final etch using Keller’s Reagent to reveal the
microstructure. Optical microscopy images were collected using a Zeiss AXIO Vert.A1
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Inverted Microscope. Images for each chip were stitched together to produce an overall
optical micrograph of the chip.
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Chapter 5. Results and Discussion
5.1 Analytical Results and Discussion
5.1.1 Flow Stress and Flow Thickness Criteria
To evaluate the SMaCK predictions, criteria were established for success relative
to the FSW process. FSW of aluminum is typically considered to take place at homologous
temperatures of roughly 0.8. Reynolds [119] recorded temperatures during FSW for a
variety of aluminum alloys, as shown in Figure 2.13. Using these temperature values and
data from the Metals Handbook [148], flow shear stresses for each of these alloys at the
recorded temperatures were estimated and reported in Table 5.1.
Table 5.1. Temperatures and estimated flow stresses for various aluminum alloys during
FSW [119,148].
Alloy
2024-T3
2024-T3
2219-T87
2219-T87
5083-O
5083-O
5083-O
6061-T6
6061-T6
6061-T6
7050-T73
7050-T73
7050-T73
7075-T73
7075-T73
7075-T73

T (℃)
T (K)
T/Tmelt τ (MPa)
375
648
0.84
17.3
365
638
0.82
18.7
315
588
0.72
22.6
365
638
0.78
17.6
420
693
0.82
25.4
440
713
0.84
21.9
435
708
0.84
22.8
360
633
0.74
13.1
390
663
0.77
11.3
410
683
0.80
10.2
330
603
0.79
12.7
345
618
0.81
11.5
385
658
0.86
8.3
305
578
0.77
30.3
330
603
0.80
26.0
320
593
0.79
27.8
89

The temperatures in Table 5.1 are between homologous temperatures of 0.72 and
0.86 while the flow stresses are all between 8.3 and 30.3 MPa. This indicates flow stress is
a key indicator for a successful FSW. As the reported temperatures in this study are
measured adjacent to the Flow Zone, temperatures within the Flow Zone are expected to
be higher and thus flow stresses are expected to be lower. The acceptable flow stress range
for aluminum alloys is thus slightly less than the range established by the data in Table 5.1
and is assumed to be between 5 and 27 MPa.
In addition to the flow stress constraint, a geometric constraint is also proposed.
Shercliff and Colegrove [130] report the width of the stir zone in FSW specimens to be up
to 25-50% wider than the pin tool diameter. This means any parameters that predict a Flow
Zone thickness greater than half the pin tool diameter can be disregarded.
5.1.2 SMaCK Model Results
Both the physical and thermal results of the SMaCK model are presented in Table
5.2, Table 5.3, and Table 5.4. There are eleven slip factors, ranging from 0.05 to 1, for each
upper and lower boundary for each material. Each boundary uses FSW parameters as
outlined in Table 3.7. These slip factors allow the flow velocity within the rotating plug to
vary relative to the tool surface velocity as discussed in section 3.3.2 and outlined in
Equation 3.3. The strain, strain rate, and flow zone thickness at θ = π for each slip factor
are reported. The strain is then used to calculate an adiabatic temperature due to the
adiabatic plastic work required to achieve such strain. A bulk temperature that factors in
the frictional and conductional heating contributions is also calculated. The corresponding
adiabatic flow stress and bulk flow stress taken at their respective temperatures is given.
Lastly, the individual heat transfer contributions from plastic work, friction, and
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conduction are reported. Positive denotes an increase in thermal energy within the rotating
plug while negative denotes a loss of thermal energy.
Strain, strain rate, and flow zone thickness are predicted for all slip factors but not
all slip factors can be considered realistic. For conditions where the predicted flow stresses
are outside the previously established range of 5 to 27 MPa or the predicted Flow Zone
thickness is over half the tool diameter, those slip factors can be disregarded. The most
realistic results, as established by the flow stress and flow thickness criteria have been
bolded in Table 5.2, Table 5.3, and Table 5.4. All further results discussion will center on
the results given in bold in these tables. Apart from the results at the lower boundary in
AA1100, the results all have slip factors in the 0.1 to 0.2 range which correspond to the 0.1
to 0.3 range reported in the literature [106,114,115]. A slip factor of 0.1 is the only slip
factor that satisfies the flow stress and flow thickness criteria for all adiabatic conditions.
It also satisfies the criteria for 5 of the 6 bulk temperature predictions.
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Table 5.2. SMaCK Model results for AA1100.
Material Boundary
Lower
Ω = 200
RPM
Vt =
152.4
mm/min
AA1100
Upper
Ω = 600
RPM
Vt =
152.4
mm/min

nslip

γ

γ̇ (1/s)

0.05
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0.05
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

4.6
10.5
20.5
30.5
39.6
48.1
56.2
63.9
73.3
80.2
87.2
15.9
30.5
56.2
80.2
102.3
125.2
147.8
165.8
186.4
206.6
226.4

1.65E+02
3.27E+02
6.53E+02
9.80E+02
1.31E+03
1.63E+03
1.96E+03
2.29E+03
2.61E+03
2.94E+03
3.27E+03
4.95E+02
9.80E+02
1.96E+03
2.94E+03
3.92E+03
4.90E+03
5.88E+03
6.86E+03
7.84E+03
8.82E+03
9.80E+03

Δπ
(mm)
12.33
3.51
1.45
0.91
0.66
0.53
0.43
0.38
0.33
0.30
0.25
2.04
0.91
0.43
0.30
0.23
0.18
0.15
0.13
0.13
0.10
0.10

Tadiabatic
(K)
391.3
480.5
552.9
589.6
619.4
644.9
667.0
686.4
708.1
722.7
736.4
535.4
589.6
667.0
722.7
762.8
795.7
821.2
837.5
852.8
864.9
874.5
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τadiabatic
(MPa)
53.45
30.48
11.83
9.36
8.51
7.78
7.14
6.59
5.96
5.55
5.15
10.92
9.36
7.14
5.55
4.39
3.45
2.72
2.25
1.81
1.46
1.19

Tbulk (K)
389.2
467.8
527.9
556.2
578.6
597.1
612.7
626.0
641.2
650.1
658.2
607.1
653.3
710.2
746.0
767.6
782.6
791.0
791.2
790.4
786.7
780.9

τbulk
(MPa)
54.00
33.75
18.28
10.99
9.68
9.15
8.70
8.32
7.88
7.63
7.40
8.86
7.54
5.90
4.88
4.26
3.82
3.58
3.58
3.60
3.71
3.88

Q� WP
(W)
59.2
63.9
72.8
78.3
83.7
88.9
93.4
97.7
102.4
105.6
108.4
72.1
78.3
93.4
105.6
114.5
121.8
127.5
131.1
134.8
137.2
139.5

Q� friction
(W)
19.8
18.7
16.6
14.6
12.5
10.4
8.3
6.2
4.2
2.1
0.0
70.8
67.1
59.6
52.2
44.7
37.3
29.8
22.4
14.9
7.5
0.0

Q� conduction
(W)
-21.1
-23.1
-23.7
-23.4
-23.0
-22.5
-21.9
-21.3
-20.7
-19.9
-19.1
-49.5
-50.2
-48.8
-46.4
-43.5
-40.4
-37.1
-33.5
-29.9
-26.2
-22.5

Table 5.3. SMaCK Model results for AA2219.
Material Boundary

Lower
Ω = 250
RPM
Vt = 100
mm/min
AA2219
Upper
Ω = 800
RPM
Vt = 300
mm/min

nslip

γ

γ̇ (1/s)

0.05
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0.05
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

6.7
13.9
27.6
39.6
51.8
63.4
74.4
85.0
95.2
105.1
114.8
7.3
14.9
29.3
42.0
54.9
67.4
77.2
88.3
101.4
111.6
121.6

1.54E+02
3.09E+02
6.18E+02
9.27E+02
1.24E+03
1.54E+03
1.85E+03
2.16E+03
2.47E+03
2.78E+03
3.09E+03
4.94E+02
9.89E+02
1.98E+03
2.97E+03
3.95E+03
4.94E+03
5.93E+03
6.92E+03
7.91E+03
8.90E+03
9.89E+03

Δπ
(mm)
4.44
1.63
0.74
0.48
0.36
0.28
0.23
0.20
0.18
0.15
0.15
3.98
1.52
0.69
0.43
0.33
0.25
0.23
0.20
0.18
0.15
0.13

Tadiabatic
(K)
618.4
663.7
722.7
754.6
775.3
788.0
795.9
800.9
804.3
806.5
808.0
622.6
669.1
728.1
759.5
779.3
791.2
797.4
802.2
805.7
807.6
808.8
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τadiabatic
(MPa)
19.56
14.96
9.00
5.76
3.66
2.38
1.58
1.07
0.73
0.51
0.35
19.13
14.42
8.44
5.27
3.26
2.05
1.42
0.94
0.58
0.40
0.27

Tbulk (K)
664.1
674.1
659.1
629.3
594.2
555.3
514.5
472.6
429.9
386.4
343.4
807.3
T > Tmelt
T > Tmelt
T > Tmelt
T > Tmelt
786.1
742.7
697.9
652.1
604.7
556.8

τbulk
(MPa)
11.28
10.70
11.58
13.32
15.37
17.65
20.04
22.49
24.98
27.53
30.04
2.91
N/A
N/A
N/A
N/A
4.14
6.69
9.31
11.98
14.76
17.56

Q� WP
(W)
88.2
73.5
75.2
77.7
79.7
80.7
81.4
81.8
82.1
82.0
82.3
256.3
220.4
226.8
233.7
239.8
242.6
244.8
245.9
246.9
246.5
246.3

Q� friction
(W)
155.9
147.7
131.3
114.9
98.5
82.1
65.7
49.2
32.8
16.4
0.0
318.1
301.3
267.9
234.4
200.9
167.4
133.9
100.4
67.0
33.5
0.0

Q� conduction
(W)
-143.5
-145.7
-142.4
-136.0
-128.4
-120.0
-111.2
-102.1
-92.9
-83.5
-74.2
-174.5
N/A
N/A
N/A
N/A
-169.9
-160.5
-150.8
-140.9
-130.7
-120.3

Table 5.4. SMaCK Model results for AA6061.
Material Boundary

Lower
Ω = 300
RPM
Vt = 60
mm/min
AA6061
Upper
Ω = 700
RPM
Vt = 60
mm/min

nslip

γ

γ̇ (1/s)

0.05
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0.05
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

14.0
27.6
51.9
74.6
95.4
115.0
136.0
153.5
173.3
189.8
208.5
31.5
59.2
109.3
153.5
196.9
238.3
277.9
315.1
346.5
379.0
406.6

1.85E+02
3.71E+02
7.41E+02
1.11E+03
1.48E+03
1.85E+03
2.22E+03
2.60E+03
2.97E+03
3.34E+03
3.71E+03
4.32E+02
8.65E+02
1.73E+03
2.60E+03
3.46E+03
4.32E+03
5.19E+03
6.05E+03
6.92E+03
7.78E+03
8.65E+03

Δπ
(mm)
1.63
0.74
0.36
0.23
0.18
0.15
0.13
0.10
0.10
0.08
0.08
0.61
0.30
0.15
0.10
0.08
0.08
0.05
0.05
0.05
0.05
0.05

Tadiabatic
(K)
576.1
648.3
734.0
781.9
809.3
825.8
837.3
843.5
848.2
850.9
852.9
665.1
752.1
821.7
843.5
851.7
854.8
856.1
856.6
856.8
856.9
856.9
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τadiabatic
(MPa)
16.43
12.21
7.19
4.39
2.79
1.82
1.15
0.79
0.51
0.36
0.24
11.22
6.14
2.06
0.79
0.31
0.12
0.05
0.02
0.01
0.01
0.00

Tbulk (K)
609.7
643.9
671.7
675.2
665.8
649.7
630.3
607.5
584.0
559.0
533.9
631.4
674.5
695.2
686.0
668.5
647.9
625.8
603.5
581.1
558.5
536.0

τbulk
(MPa)
14.47
12.46
10.84
10.63
11.18
12.13
13.26
14.59
15.97
17.43
18.90
13.20
10.68
9.47
10.00
11.03
12.23
13.52
14.83
16.14
17.46
18.78

Q� WP
(W)
33.2
36.8
43.1
46.8
49.0
50.3
51.3
51.6
52.0
52.1
52.3
37.8
44.4
50.0
51.6
52.2
52.5
52.3
52.4
52.4
52.4
52.4

Q� friction
(W)
93.2
88.3
78.5
68.6
58.8
49.0
39.2
29.4
19.6
9.8
0.0
79.5
75.3
66.9
58.5
50.2
41.8
33.5
25.1
16.7
8.4
0.0

Q� conduction
(W)
-89.2
-88.7
-84.5
-78.9
-72.5
-65.7
-58.7
-51.5
-44.4
-37.1
-29.8
-82.9
-82.8
-78.9
-73.3
-67.3
-61.2
-54.9
-48.6
-42.4
-36.1
-29.8

5.1.3 Strain and Strain Rate
Across all three alloys, predicted strains in FSW by the SMaCK model range from
roughly 10 to 60 and strain rates range from roughly 3x102 to 2x103 s-1. The strain and
strain rate ranges for each alloy are given in Table 5.5. Strain values roughly align with
strains predicted by other models as reported in Table 2.2. The values are on the higher end
compared to other metal working techniques but strains of up to 90 without failure have
been reported in aluminum [155]. Strain rates are on the higher end of most models but
still lower than those predicted by Nunes’s kinematic model.
Table 5.5. Strain and strain rate ranges from the SMaCK Model.
Material
AA1100
AA2219
AA6061

γ
10.5 to
87.2
13.9 to
42.0
14.0 to
59.2

γ̇ (1/s)
3.27x102 to
3.27x103
3.09x102 to
2.97x103
1.85x102 to
8.65x102

Strain rates are fairly consistent across alloys however the upper strain limit in
AA2219 is lower than that in AA6061 which is lower than that of AA1100. This is likely
due to the respective higher flow stresses and thus less deformation is required to achieve
enough heating to lower the flow stress out of the acceptable range.
It should be noted the calculations for strain and strain rate have the assumption of
a constant OTASZ thickness of 0.0254mm (0.001in) thick. If the shear zone is thicker than
this, the predicted strain and strain rates will be lower. To illustrate this, strains and strain
rates were calculated for OTASZ thicknesses up to five times as thick as the assumed
thickness and then normalized against their values for the assumed OTASZ thickness.
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These normalized values are plotted in Figure 5.1. For example, at 5 times the assumed
OTASZ thickness, the strain rate decreases by 80% while the strain decreases by roughly
24%. An additional consequence of increasing the OTASZ thickness is it increases the
length of the developing region, meaning a larger portion of the flow around the FSW tool
has a linear velocity profile instead of a constant velocity profile. Depending upon the other
parameters, a tenfold to fiftyfold increase in the OTASZ would result in no rotating plug
forming.

Normalized Values

1.2
1
Normalized
Strain

0.8
0.6

Normalized
Strain Rate

0.4
0.2
0

0

2
4
Normalized OTASZ Thickness

6

Figure 5.1. Decrease in strain and strain rate relative to increase in OTASZ thickness.
5.1.4 Temperature, Flow Stress, and Heat Transfer
The predicted adiabatic temperatures are all fairly close to the homologous
temperature range of 0.75 to 0.85 reported in the literature and summarized in Table 5.1.
The homologous temperatures of AA2219 are between 0.8 and 0.89 and those of AA6061
are between 0.75 and 0.9. The homologous temperatures for AA1100, however, are
between 0.5 and 0.76. This is attributed to the much lower flow stress for AA1100
compared to the other two alloys, thus the acceptable range of flow stress is achieved at a
comparably lower temperature. This highlights the value of a flow stress criterion over a
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temperature criterion. The predicted adiabatic flow stresses are found to be good indicators
of weld success with all six cases falling within the acceptable flow stress range.
The predicted bulk temperatures, and thus the flow stresses, are not that different
from the adiabatic temperatures except for the upper boundary of AA2219 where the bulk
temperature is above the melting temperature resulting in an unrealistic negative flow
stress. This is due to significantly higher frictional heating predicted at this condition with
only marginally higher conductive cooling.
The heat transfer rates of adiabatic deformational heating, frictional heating, and
losses through conduction are given in the last three columns of each table. In all cases
except the upper boundary of AA2219, cooling through conduction scaled with frictional
heating and largely canceled it out. In AA1100, deformational heating was the primary
source of heat and was roughly five times greater than frictional heating while in AA2219
and AA6061 frictional heating was the largest contributor and was nearly double the
deformational heating.
Deformational heating certainly plays a role in the FSW process, but it is worth
noting in the SMaCK model, deformational heating is calculated assuming the material
begins deformation at ambient temperature. In reality, that material may have experienced
some amount of preheating and thus would enter the flow zone at a lower flow stress and
undergo less deformational heating. Additionally, the flow stress temperature data used in
these calculations is taken from tensile tests conducted at various temperatures at quasistatic strain rates. These tests may not reflect the complexities of strain and strain rate
hardening and certainly do not reflect the material history and highly path dependent nature
of adiabatic deformational heating. Lastly, the Taylor-Quinney coefficient, the portion of
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plastic work converted into heat is assumed to be a constant 0.9. Although this coefficient
has been reported to vary from 0.35 to 0.9, it is dependent on many parameters including
the crystalline phase of the matrix structure [156–160]. Regardless of these simplifications,
the flow stress at the adiabatic temperature predicted by this deformational heating analysis
was found to be a good indicator of successful FSW parameters for aluminum alloys.
Frictional heating is primarily a function of tool rotational velocity, slip factor, and
tool forces. Although the tool rotational velocity and slip factors were not significantly
different across the three aluminum alloys studied, the tool forces are. Tool forces scale
loosely with material strength, as shown in Figure 5.2 where the average tool normal forces
at the upper and lower boundaries are plotted against the shear flow stress taken at ambient
temperature as approximated form the Metals Handbook [148]. While not quite linear,
there is a definite upward trend in tool forces with increasing ambient flow stress.
Althought tool force is a function of a number of things, this trend implies material strength
is an indicator of tool forces and thus a proxy for the amount of frictional heating.
4000
3500

Fn (N)

3000
2500

AA1100

2000

AA2219

1500

AA6061

1000
500
0

50

100

150
τambient (MPa)

200

250

Figure 5.2. Tool normal force versus shear flow stress at ambient temperature for
AA1100, AA2219, and AA6061 [148].
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As the results of the SMaCK model show deformational heating is typically enough
to achieve the shear stress criterion, additional heat from friction will need to be rejected
through conduction to maintain a thermal balance within the flow zone and keep the flow
stress within the acceptable range. These results indicate excess heating through friction in
stronger materials such as steels and nickel-based super alloys will be a major challenge.
Losses through conduction are primarily a function of the material itself and the
temperature gradient between the flow zone and the surrounding material. The temperature
gradient is approximated in the SMaCK model with the radial thermal gradient, nrtg, taken
at 1.5 tool diameters from the tool surface as given in Equation 3.36 and detailed in Figure
3.23. The nrtg is 0.9 for AA1100, 0.5 for AA2219, and 0.75 for AA6061. The nrtg from
temperature data in the literature is in the 0.5 to 0.75 range but due to the low temperatures
in AA1100, a larger factor is employed.
These findings imply the FSW process is a balance between heating through
deformation and friction and cooling through losses to the surrounding environment where
the relative contributions of each are material dependent. This explains why there has been
difficulty welding metals other than aluminum. Aluminum is a forgiving material with
relatively low flow stresses, low melting temperature, and high thermal conductivity that
make it easier to work with than steel, titanium, or nickel-based alloys. The low flow
stresses lead to lesser contributions of both deformational and frictional heating while the
large thermal conductivity readily enables the thermal balance of the flow zone, allowing
for a wide processing window of FSW parameters to produce the conditions that lead to
successful FSW. In higher strength and higher melting temperature metals with lower
thermal conductivities, the effects of deformational and frictional heating will be greater
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while the ability of the material to draw heat away from the flow zone through conduction
will be reduced. This in turn greatly reduces the processing parameter window necessary
to form a fully consolidated FSW. Thus, to successfully predict FSW parameters for those
metals, a better understanding of the balance between heating and cooling is required.
5.1.5 SMaCK Model Predictions
To evaluate the predictive capabilities of the SMaCK model, parameter windows
in AA5083 and AA7075 were established. AA5083 and AA7075 were chosen as parameter
data on them was available in the literature and they are different series of aluminum alloy
than the AA1100, AA2219, and AA6061 used to anchor the SMaCK model. AA5083 is
non-heat treatable with magnesium as the primary alloying element while AA7075 is
precipitation strengthened with zinc as the primary alloying element. The composition of
both alloys is given in Table 5.6. Material properties of both alloys are given in Table 5.7.
The shear flow stress as a function of temperature was calculated based on uniaxial tensile
test data from the ASM Handbook and is plotted for AA5083 and AA7075 in Figure 5.3
and Figure 5.4, respectively. The values for the linear approximation of flow stress as a
function of temperature are given in Table 5.8.
Table 5.6. Composition of AA5083 and AA7075.
Grade

Composition (%)
Cu
Mn
Mg

Al

Si

Fe

AA5083

92.4 –
95.6

0.40

0.4
0

0.10

AA7075

87.1 –
91.4

0.40

0.5
0

1.2 –
2.0

0.40
– 1.0
0.3

100

Cr
0.05
4.0 –
–
4.9
0.25

2.1 –
2.9

Zn

Ti

0.25

0.15

5.1
0.18 –
0.28
6.1

0.2

Table 5.7. Properties of AA5083 and AA7075.

Shear Flow Stress (MPa)

ρ (kg/m3) @20C Cp (J/kg*K) K (W/m*K) TMelt (K)
AA5083
2660
900
120
847.0
AA7075
2800
960
130
750.0

160
140
120
100
80
60
40
20
0

y = -0.0234x + 151.57
R² = 0.7258

y = -0.5952x + 359.5
R² = 1

y = -0.1711x + 143.94
R² = 0.9662

0

200

400
600
Temperature (K)

800

1000

Figure 5.3. Shear flow stress versus temperature for AA5083-O.

Shear Flow Stress (MPa)

300
250

y = -0.2019x + 311.5
R² = 1

200

y = -1.5453x + 781.75
R² = 0.9448

150
100

y = -0.1729x + 130.28
R² = 0.9952

50
0

0

200

400
Temperature (K)

600

Figure 5.4. Shear flow stress versus temperature for AA7075-T73.
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800

Table 5.8. Linear flow stress temperature ranges and parameters for AA5083 and
AA7075.
TLower (K) TUpper (K) m
b
293.0
378.8 -0.0234 151.57
378.8
508.3 -0.5952
359.5
AA5083
508.3
847.0 -0.1711 143.94
293.0
350.0 -0.2019
311.5
350.0
474.7 -1.5453 781.75
AA7075
474.7
750.0 -0.1729 130.28
Based upon the SMaCK Model results, a slip factor of 0.1 was used in the predictive
calculations as it showed the best agreement across the three alloys. Tool diameter and
material thickness are both taken to be 6 mm. The model input parameters are given in
Table 5.9.
Table 5.9. SMaCK Model input parameters
nslip
0.1

Ω (RPM)
40 to 2000

Vt (mm/min)
10 to 500

Dtool (mm)
6

z (mm)
6

δ (mm)
0.0254

The parameter window prediction process consisted of calculating strain, strain
rate, Flow Zone thickness, adiabatic temperature, and adiabatic shear stress for rotational
velocities from 40 to 2000 RPM and linear travel velocities 10 to 500 mm/min. The flow
stress and flow thickness criteria (5 < τadiabatic < 27 MPa and Δπ < 0.5 Dtool) were applied to
the results and the conditions that met these criteria were considered within the parameter
window. The parameter windows predicted by the SMaCK model are compared against
parameter windows reported in the literature for similar tool diameters and material
thicknesses for AA5083 and AA7075 in Figure 5.5 and Figure 5.6, respectively.
Summaries of the parameter windows and tool/material geometries from the literature are
given in Table 5.10. Even within a single alloy, the parameter windows vary widely. This
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is likely due to variations in tool geometry and type, shoulder geometry, material thickness,
and FSW fixtures and equipment.
Table 5.10. Parameter summary for AA5083 and AA7075 from the literature for ~6mm
tool diameters.
Author
Fujii
[158]
Vijayan
[159]
Klobčar
[160]
Sato
[161]
Su [162]
Feng
[163]
Li [164]
Farzadi
[165]
Zhan
[166]

z
(mm)

Dtool
(mm)

DShoulder
(mm)

Vt
(mm/min)

15,
17.5, 20

Ω
(RPM)
600 to
1500
500 to
800
200 to
1250
1000 to
3000

2006 AA5083

5

6

15

2010 AA5083

5

5

15

2012 AA5083

4

6

16

2016 AA5083

4

5

2005 AA7075

6

6

18

350

120

2010 AA7075

6.35

8

20

2013 AA7075

6.35
5

18
13.5 to
18

100 to
400
47.5

2017 AA7075

6
4 to
6

2019 AA7075

5

5

15

800 to
1200
600
350 to
650
210 to
1180

Year

Alloy

103

25 to 200
115 to
155

Notes
Multiple tool
geometries
Conical tool

71 to 450

Threaded tool

200 to
400

Threaded tool

35 to 95
80 to 475

Smooth pin
tool
Threaded tool
Conical tool
Smooth pin
tool
Threaded tool

500
450

SMaCK
Model

400

Fujii 2006

Vt (mm/min)

350
300

Fujii 2006
Ideal

250

Vijayan
2010

200

Vijayan
2010 Ideal

150

Klobčar
2012

100

Sato 2016

50
0

0

200

400
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800
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1200

1400

1600

1800

2000

Figure 5.5. AA5083 Parameter windows – SMaCK model predictions compared with data from the literature [161–164].
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Figure 5.6. AA7075 Parameter windows – SMaCK model predictions compared with data from the literature [165–169].
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The SMaCK model predictions show good agreement with data from the literature
for both AA5083 and AA7075. It is important to note these predictions with the SMaCK
model only account for heat generated by adiabatic deformation. They do not factor in
additional considerations such as frictional heating or differences in the environment.
Calculations are also performed at a single set point for tool diameter and do not consider
any tool geometries other than a smooth cylindrical pin. Regardless of these
simplifications, there is significant overlap between the predictions and almost all of the
ranges from the literature. The predicted parameter windows between AA5083 and
AA7075 are also quite similar despite noticeable differences in material properties between
the alloys, as illustrated in Table 5.7. AA7075 has a tensile yield strength over 200 MPa
higher than AA5083 and AA5083 has a melting temperature nearly 100K higher than
AA7075. Despite these differences, when adiabatically deformed, both AA5083 and
AA7075 achieve temperatures at which at which their shear flow stresses are reduced to 5
MPa at a strain of about 42. This results in an identical lower boundary on the parameter
window. The upper boundary for AA7075 is a bit higher than AA5083 which is due to
AA7075’s higher strength at lower temperature, meaning less strain is required during
adiabatic deformation to increase the temperature to the point flow stress drops to 27 MPa.
To better illustrate the different behaviors of the various aluminum alloys discussed in this
study, plots of temperature versus strain and flow stress versus strain for adiabatic
deformation with a Taylor-Quinney coefficient of 0.9 are show in Figure 5.7 and Figure
5.8, respectively. The initial slope of curves on the temperature versus strain plot is
indicative of material strength, with a steeper slope indicating a stronger material. All
curves level out near their respective melting temperature due to the diminishing returns in
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heat generation as the flow stress approaches zero at the melting temperature. AA1100,
being the weakest alloy, serves as a lower bound on the plot. The curves of the other alloys
intersect with that of AA1100 at their respective melting temperatures. In this way, the
AA1100 curve serves as a strain limit boundary. The strain in AA1100 at the melting
temperature of a given alloy can be considered as essentially the strain limit of that alloy.
Due to the different paths of the flow stress versus temperature plots, the flow stress versus
strain curves are largely independent of melting temperature. The flow stress versus strain
is shown in Figure 5.8, where the flow stress is limited to 5 to 27 MPa, the acceptable range
of flow stresses established by the SMaCK model calibration. The strain at 27 MPa is the
lower boundary of the parameter window while the strain at 5 MPa is the upper boundary.
A wider range of strains is indicative of a greater range of acceptable input parameters, so
this plot serves as a proxy for parameter window comparisons between alloys. AA2219,
AA5083, and AA7075 all have approximately the same upper boundary with slight
variations in lower boundary resulting in similar overall parameter windows. AA1100 has
the widest window with strains ranging from ~12 to 90. AA6061 has the second widest
window with strains ranging from ~8 to 68. This offers a physical explanation why reported
FSW parameters in AA6061, as shown in Table 2.1, vary more than other commonly used
alloys.
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Figure 5.7. Temperature versus strain for different aluminum alloys adiabatically
deformed with β = 0.9.
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Figure 5.8. Shear flow stress versus strain for different aluminum alloys adiabatically
deformed with β = 0.9.
5.1.6 Analytical Results Summary
Overall, anchoring of the SMaCK model with experimental data from AA1100,
AA2219, and AA6061 reveals frictional heating scales with conduction losses and thus
deformational heating through adiabatic deformation is an acceptable means to
characterize FSW performance in aluminum alloys. Additionally, the data revealed a slip
factor of 0.1 is ideal for aluminum alloys. When these results are combined with the flow
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stress and flow thickness criteria derived from data in the literature, the SMaCK model is
shown to predict parameter windows for AA5083 and AA7075 that are in good agreement
with parameter windows reported in the literature. Additionally, the thermal model offers
a physical understanding, based upon the flow stress versus temperature relationships of
different alloys, as to why such varied FSW parameter window ranges are reported across
aluminum alloys.
The SMaCK model is shown to be capable of predicting parameter windows in
aluminum alloys. Due to the differences in both strength and thermal properties between
aluminum alloys and other alloys such as steel and titanium, the SMaCK model will likely
require further development and validation before it can predict parameter windows in
those alloys.
5.2 Experimental Results and Discussion
5.2.1 Strain and Strain Rate
The cutting velocity, strain, and strain rate within the metal chip were computed for
each frame of each test and then averaged for each test. A complete collection of the data
can be found in Appendix B. The values for each set point in each material were then
averaged. The averaged results for each set point for AA1100, AA2219, and AA6061 are
summarized in Table 5.11, Table 5.12, and Table 5.13, respectively. Strain versus strain
rate for each test is also plotted in Figure 5.9, Figure 5.10, and Figure 5.11.
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Table 5.11. AA1100 test data averaged for each set point.
Test Condition
1100_50_-20
1100_50_0
1100_50_20
1100_250_-20
1100_250_0
1100_250_20
1100_500_-20
1100_500_0
1100_500_20

ϕ (degrees) dc (mm) tc (mm) V (m/s) γ
γ̇ (1/s)
27.2
0.356
0.980
2.6 3.03 1.42x105
17.0
0.407
1.090
2.3 3.61 9.42x104
19.7
0.379
1.042
2.7 2.79 1.08x105
16.8
0.370
0.898
10.6 4.18 4.89x105
19.6
0.428
1.004
8.9 3.19 3.72x105
28.2
0.477
0.845
9.4 2.05 3.54x105
16.8
0.321
0.810
16.1 4.06 7.44x105
24.3
0.219
0.432
16.1 2.69 6.97x105
26.4
0.425
0.736
16.1 2.14 6.00x105

Table 5.12. AA2219 test data averaged for each set point.
Test Condition
2219_50_-20
2219_50_0
2219_50_20
2219_250_-20
2219_250_0
2219_250_20
2219_500_-20
2219_500_0
2219_500_20

ϕ (degrees) dc (mm) tc (mm) V (m/s) γ
γ̇ (1/s)
31.7
0.147
0.212
2.6 2.89 1.53x105
45.1
0.545
0.590
1.9 2.00 1.06x105
49.4
0.644
0.734
2.3 1.42 9.62x104
37.5
0.235
0.341
10.7 2.93 7.57x105
47.4
0.464
0.517
8.8 2.03 5.17x105
53.7
0.469
0.482
9.7 1.40 4.31x105
40.2
0.382
0.609
16.1 2.99 1.22x106
45.3
0.245
0.264
16.1 2.01 9.05x105
51.6
0.496
0.530
16.2 1.41 7.07x105

Table 5.13. AA6061 test data averaged for each set point.
Test Condition
6061_50_-20
6061_50_0
6061_50_20
6061_250_-20
6061_250_0
6061_250_20
6061_500_-20
6061_500_0
6061_500_20

ϕ (degrees) dc (mm) tc (mm) V (m/s) γ
γ̇ (1/s)
20.3
0.238
0.623
2.5 3.57 1.22x105
23.9
0.436
0.929
2.0 2.70 8.72x104
28.3
0.417
0.750
2.7 2.00 1.03x105
23.1
0.410
0.614
10.4 3.29 5.29x105
33.9
0.531
0.731
8.9 2.16 4.23x105
38.8
0.596
0.775
10.0 1.59 3.90x105
32.7
0.279
0.572
16.3 2.94 1.01x106
32.6
0.243
0.339
15.6 2.21 7.29x105
41.1
0.556
0.726
16.1 1.53 6.39x105
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Figure 5.9. Strain versus strain rate for metal cutting tests in AA1100.
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Figure 5.10. Strain versus strain rate for metal cutting tests in AA2219.
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Figure 5.11. Strain versus strain rate for metal cutting tests in AA6061.
As discussed in Chapter 4, velocities were measured at the beginning and end of
chip formation and linearly interpolated in the middle of the cut. At 0.34 MPa, the velocity
tended to decrease during the cut while at 1.72 and 3.45 MPa the velocities increased during
the cut. Changes in velocity were on the order of 0.5 m/s. These changes in velocity are the
result of a mismatch between the acceleration force on the ram from pneumatic pressure
and the cutting force on the cutter. The velocity at the beginning of the cut also varies
slightly due to slight differences in pressure when firing. Cutting forces also vary
depending upon material strength and any slight changes in depth of cut. Combined, these
factors contribute to the variations in velocity evident in Table 5.11, Table 5.12, and Table
5.13. As pressure increased, both the variation in initial pressure and the relative effects of
cutting force became less significant and velocities became more consistent.
Although the amount of data collected is not statistically significant enough to
analyze variations, the results exhibit consistent trends across all three materials. An
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increase in rake angle lead to a decrease in strain while an increase in velocity lead to an
increase in strain rate. Variations in velocity were minimized at higher pressures leading
to more consistent performance of the PAHSTA at the higher velocities. There was
significant variation in depth of cut which may require a more rigid tool holder to
overcome.
For the initial check out tests of the PAHSTA design, the data demonstrates the
ability to investigate material response at strains ranging from ~1 to 4 and strain rates up
to 106 s-1. Obtaining strain rates lower than 104 s-1 can be achieved in future tests by moving
the cutter closer to the initial sample position and thus reducing the cutting velocity.
5.2.2 Shear Bands
Shear band formation was observed in AA2219 and AA6061 but not in AA1100.
The occurrence of shear band formation in the cut metal chip on a frame-by-frame basis is
plotted in shown in Figure 5.12 and Figure 5.13 for AA2219 and AA6061, respectively. In
many cases, shear bands were observed at the beginning or end of a cut. This was due to
variations in velocity and depth of cut and thus variations in local strain and strain rate
during the cut.

113

4.5
4

No Shear
Bands

Strain

3.5
3
2.5

Shear
Bands

2
1.5
1
0.00E+00

5.00E+05

1.00E+06

1.50E+06

Strain Rate (1/s)
Figure 5.12. Strain versus strain rate conditions where shear band formation was
observed in AA2219.
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Figure 5.13. Strain versus strain rate conditions where shear band formation was
observed in AA6061.
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Shear band formation was observed at strain rates above 5.0x105 s-1 in AA2219 and
above 9.0x105 s-1 in AA6061. In both cases, the occurrence of shear bands at slightly lower
strain rates was found to be mixed, implying strain and strain rate are not the sole indicators
of shear band formation. Considering that shear band formation was not observed in
AA1100 at strain rates up to 7.58x105 s-1 and only in AA2219 and AA6061 above ~3.5x105
s-1, it seems unlikely that conditions to drive shear band formation are present during the
FSW process as the strain rates corresponding to shear band formation are outside the range
of strain rates predicted in FSW processing by almost all numerical and analytical models
with the exception of the Nunes’s kinematic model [8–13].
5.2.3 Microstructure
The microstructure of one chip from each material at each set point was analyzed
using optical microscopy. Apart from the shear bands observed in some cuts of AA2219
and AA6061, only minor grain refinement was observed along the cutting surface. The
most notable examples of grain refinement occurred in AA2219 so discussion will focus
on AA2219 chips.

Figure 5.14. First five frames of cut for test 2219_50_0_3 that highlight the chip
formation process. The front of the sample is highlighted to illustrate how it manifests
itself in the chip.
To better understand the microstructure of chips from OMC, it is important to first
understand the chip formation process relative to the microstructure. The first five frames
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of the cut for test 2219_50_0_3 are shown in Figure 5.14. The front of the sample is labeled
in frames 1, 3, and 5 to highlight how the front surface of the sample is oriented in the chip.
As the sample collides with the tool, the shear planes forms, extending from the tip of the
tool to the free surface at the bottom of the chip, as illustrated in Figure 3.1. This means
there is a triangular section of material at the beginning of every chip that never passes
through the shear zone, never undergoes any deformation, and retains essentially the parent
microstructure of the material. This triangular section is a telltale indicator of the beginning
of a cut on micrographs of chips made through OMC.
Montage micrographs of three chips cut at a 0-degree rake angle in AA2219 at 0.34,
1.72, and 3.45 MPa are shown in Figure 5.15, Figure 5.17, and Figure 5.19, respectively.
The front of each chip corresponding to the beginning of the cut and the free surface
(surface not in contact with the tool) of the chip are labeled. A closeup of the front of each
chip and a section from the middle of each chip are shown in A and B of Figure 5.16,
Figure 5.18, and Figure 5.20, respectively. Note that A has been rotated relative to the
montage for 2219_250_0_3 and 2219_500_0_1 while B has not. The triangular section of
parent material at the front of each chip is marked.
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Figure 5.15. Montage of continuous metal chip from cutting test 2219_50_0_3. The front
of the chip and free surface are denoted.

Figure 5.16. Closeups of continuous metal chip from test 2219_50_0_3. (A) Front of chip
with triangular section of undeformed parent material and (B) Midsection of chip
showing uniform deformation.
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Figure 5.17. Montage of segmented metal chip from test 2219_250_0_3. The front of the
chip and free surface are denoted.

Figure 5.18. Closeups of continuous metal chip from test 2219_250_0_3. (A) Front of
chip with triangular section of undeformed parent material and (B) Midsection of chip
showing shear bands.
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Figure 5.19. Montage of segmented metal chip from test 2219_500_0_1. The front of the
chip and free surface are denoted.

Figure 5.20. Closeups of continuous metal chip from test 2219_500_0_1. (A) Front of
chip with triangular section of undeformed parent material and (B) Midsection of chip
showing shear bands.
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These micrographs illustrate the microstructural response observed during the
OMC test performed. Test 2219_50_0_3 produced a continuous chip with uniform
distribution throughout, as is evident in Figure 5.15 and Figure 5.16. The deformed grains
have been rotated and elongated but no significant reduction in size is noticeable and the
free surface is smooth, lacking the sawtooth pattern of segmented chips. Tests
2219_250_0_3 and 2219_500_0_1 produced segmented chips in which deformation is
concentrated in shear bands interspersed between regions of undeformed grains. The
sawtooth pattern typical of segmented chips is seen along the free surface of the chips in
Figure 5.17 and Figure 5.19, and shear bands are evident Figure 5.18B and Figure 5.20B
where the more deformed regions are evident to the left and down from the peaks of the
saw teeth. The shear bands are more apparent in 2219_250_0_3 as the chip is thicker and
the shear band spacing is further apart than in 2219_500_0_1 where the shear bands are
closer together and more difficult to distinguish.
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Figure 5.21. Transverse view of grain refinement in the stir zone of AA2219 observed in
a FSW. Sample is from test 120829-2 performed by Haley Doude [149].
For comparison, a micrograph illustrating the grain refinement seen in the stir zone
of a FSW in AA2219 is shown in Figure 5.21. The contrast between the grain size in the
parent material and the stir zone is readily apparent. The smaller grains within the stir zone
are below the optical resolution at this magnification. The same stock material was used
for both this FSW and the OMC tests with an initial grain size of approximately 20-60
microns. Grains in the stir zone of the FSW were reduced in size around tenfold to 2-6
microns in size whereas the deformed grains in OMC were elongated and thinned to
roughly 10-20 microns in width which is about half their original size. The grains within
the shear bands were thinner than the grains in the continuous chip. GDRX, in which grains
elongate and thin until the side of the grain impinge and form new, smaller equiaxed grains,
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has been proposed as the method of grain refinement in FSW [97,170]. This process aligns
with the observations of Fonda [145], illustrated in Figure 2.10, in which a snapshot of the
grain refinement process in FSW is shown. Bands of small, equiaxed grains can be seen
scattered severely elongated grains. The micrographs of the OMC chips seem to capture
the initial elongation phase of GDRX, and, given further straining, might lead to similar
grain refinement. This lack of grain refinement in the OMC tests is not surprising as
aluminum has a high stacking fault energy and thus tends to accommodate dislocation
accumulation through DRV instead of DRX. However, the grain refinement of aluminum
seen in FSW implies there must be some conditions, outside those experienced during these
metal cutting tests, at which aluminum undergoes significant grain refinement.
Studies involving severe plastic deformation of aluminum through shearing in
Equal Channel Angle Pressing (ECAP) have correlated grain refinement in aluminum with
large strains. In these tests, the material is constrained. These conditions create a critical
level of dislocation density that can be thermally activated to form new grains through
CDRX [171–174]. In general, strains in the range of 4-10, varying with temperature, have
been found to result in a tenfold or greater reduction in grain size [171,172,175]. The strains
experienced in the primary shear zone during metal cutting tests are just below this range.
The lower strain accumulation, and thus lower level of grain refinement in OMC is most
likely due to the difference in constraints between OMC and ECAP, primarily that the
metal in OMC is not constrained due to the free surface at the edge of the chip. However,
as FSW is fully contained the grain refinement mechanisms should be more similar to
ECAP and the grain refinement evident during FSW is likely a result of strains greater than
4-10.
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5.2.4 Experimental Results Summary
The PAHSTA demonstrated the ability to investigate material response at strains
from ~1 to 4 and strain rates from 104 s-1 to 106 s-1. These results are unfortunately outside
the range of strains (10 to 60) and strain rates (103 s-1 to 104 s-1) predicted by the SMaCK
model. No significant grain refinement was noticed in the microstructure of the chips but
the initial stages of GDRX in which grains begin elongating and flattening was observed.
This implies strain rate is not as important as strain in governing the grain refinement
process. Investigation into ECAP, a similarly shear-driven constrained process as FSW
showed significant grain refinement (greater than tenfold reduction in grain size) was not
achieved until strains exceeded 4-10. Obtaining strain rates lower than 104 s-1 can be
achieved in future tests by adjusting the cutter location and strains larger than 4-10 are
expected to occur within the secondary shear zone or shear bands that sometimes form
during the OMC process.
Shear bands were observed in AA2219 and AA6061 but only at higher strain rates.
No shear bands were observed in AA1100 at any strain rate. As these strain rates lie outside
the range of strain rates predicted in FSW by the SMaCK model, it seems unlikely shear
bands play a role in the FSW process. If, however, shear bands form due to DRX as
discussed briefly in the background, shear bands may form at higher strains (but lower
strain rates) than those observed in OMC.
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Chapter 6. Summary and Key Findings
In this work, the SMaCK model, a simplified analytical model of the FSW process
capable of predicting hot working conditions based on processing parameters, was derived
from the OMC process and anchored using actual FSW parameter data. In conjunction with
the analytical model, the PAHSTA was developed to provide an experimental platform for
linking the microstructure response with predicted hot working conditions in FSW to
evaluate accuracy. As the literature is mixed over the strain and strain rate conditions metal
is exposed to during the FSW process, this approach provides further insight into
identifying the required parameters.
6.1 Analytical Approach Summary
An analytical model of FSW, the Simplified Mass Continuity Kinematic (SMaCK)
model was derived from OMC process. This model establishes a relationship between tool
geometry and velocities in FSW and the material flow zone geometry and velocities. This
allows the strain, strain rate, and flow zone thickness to be calculated and combined with
a simplified thermal analysis to predict the temperatures and flow stresses within the flow
zone. Based upon data in the literature for the temperature and flow stress, it was found
that fully-consolidated FSWs corresponded to regions of the processing window in which
the resulting temperature reduced the flow stresses to a range of 5-27 MPa while
maintaining a flow zone that is less than 50% of the tool diameter in thickness. FSW
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processing parameters that predicted flow stresses and flow geometries that met these
criteria were considered valid.
The SMaCK model was anchored with experimental FSW parameter data extracted
from data files of previously conducted FSW tests of AA1100, AA2219, and AA6061.
These parameters were used with the SMaCK model to calculate strain, strain rate, and
flow zone geometry, and predict temperatures and flow stresses which are summarized in
Table 5.2, Table 5.3, and Table 5.4. Temperatures and flow stresses were predicted
considering only deformational heating (adiabatic values) and considering deformational
and frictional heating and cooling through conduction to the surrounding material (bulk
values). Across all three alloys, the predicted strains ranged from roughly 10 to 60 and
strain rates ranged from 3x102 to 2x103 s-1. These values roughly align with those predicted
by other models of FSW as summarized in Table 2.2. The predicted strain rates were found
to be fairly consistent across the three alloys, although the strains were slightly lower for
AA2219. This is attributed to the higher room temperature flow stress of AA2219 which
means less deformational strain is required to achieve comparable heating that brings the
flow stress into the acceptable range of 5-27 MPa.
Adiabatic flow stresses predicted from the calibration FSW parameter datasets were
found to be good indicators of acceptable FSW parameters with all six cases satisfying the
flow stress and flow thickness criteria. Predicted bulk flow stresses also satisfied the flow
stress and flow thickness criteria except for the upper boundary of AA2219 where the bulk
temperature is above the melting temperature and the flow stress is thus negative. This is
due to significantly higher frictional heating predicted at this condition with only
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marginally higher conductive cooling. In the other 5 cases, frictional heating and
conductive cooling scaled proportionally to each other and thereby balanced out.
In addition to the initial predictions made from demonstrated weld data, additional
parameter windows were determined for AA5083 and AA7075 assuming a 6 mm diameter
tool, a Taylor-Quinney coefficient of 0.9, and a slip factor of 0.1. These predictions were
compared to parameter windows reported in the literature with good agreement as shown
in Figure 5.5 and Figure 5.6. The processing windows for the two aluminum alloys were
quite similar despite notable differences in the temperature dependent alloy flow stress.
These similarities can be explained by the differences in the interrelationship between
deformational strain, generated temperature, and resulting flow stress for each alloy which
are graphed in Figure 5.7 and Figure 5.8. Different FSW process parameters impart
different amounts of strain which induce different levels of heating and result in different
values of flow stress. Each alloy has a unique deformational heating path to reduce the flow
stress into the acceptable range of 5-27 MPa meaning different levels of strain and thus
different FSW parameters work for different alloys. Coincidentally, in the case of AA5083
and AA7075, a strain of roughly 42 for both alloys reduces the flow stress to the lower
limit of 5 MPa.
Overall, the FSW process was found to be dominated by achieving a balance
between the material dependent heating obtained through deformation and friction and the
cooling through losses to the surrounding environment. Aluminum alloys have relatively
low flow stresses, low melting temperatures, and high thermal conductivities. This
combination of physical and mechanical properties is thus responsible for the relatively
large processing windows observed for the family of alloys. The low flow stresses lead to
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lower contributions of both deformational and frictional heating while the large thermal
conductivity helps to maintain thermal balance within the flow zone. In higher strength and
higher melting temperature metals with lower thermal conductivities, the effects of
deformational and frictional heating will be greater while the ability of the material to wick
heat away from the flow zone through conduction will be lesser, leading to a smaller
processing parameter window.
6.2 Experimental Approach Summary
The Pneumatically Actuated High Strain-rate Test Apparatus (PAHSTA), was
designed and manufactured to facilitate testing at the elevated strains and strain rates
predicted during FSW. This was done to provide an experimental platform for linking the
microstructural response to the hot working conditions predicted during FSW. The
PAHSTA operates by accelerating a sample attached to a ram across a stationary cutter.
The ram is contained within barrels at each end of the experiment and is accelerated by
high pressure gas. A chip is shaved off the sample as it travels past the cutter. The cutting
process is recorded by a high-speed camera with a microscope lens, allowing for the
calculation of velocity, strain, and strain rate. A total of 81 tests were conducted across 9
different set points in AA1100, AA2219, and AA6061 as summarized in Table 5.11, Table
5.12, and Table 5.13. The current test apparatus was able to generate strains from ~1 to 4
at strain rates from 104 s-1 to 106 s-1. While strain rates lower than 104 s-1 were not obtained
with the initial setup, they can be achieved by moving the cutter closer to the initial sample
position to reduce the cutting velocity.
In this study, shear bands were found to readily form at strain rates above 5.0x105
s-1 in AA2219 and above 9.0x105 s-1 in AA6061. Considering that shear bands did not form
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in AA1100 at strain rates up to 7.58x105 s-1 and only in AA2219 and AA6061 above 5x105
to 9x105 s-1, it seems unlikely that hot working conditions for forming shear bands is a
requirement for the FSW process. The strain rates corresponding to shear band formation
were well outside the range of strain rates predicted in FSW by almost all models as
summarized in Table 2.2. This implies that FSW models that rely upon shear band
formation [26–28] are not correct.
The microstructures of the chips produced were metallurgically characterized using
optical microscopy as shown in Figure 5.15 to Figure 5.20. Grains in material deformed
by the primary shear zone were observed to elongate and thin with only minor grain
refinement observed. This matched the behavior of grains in the beginning stages of
GDRX. The lack of grain refinement is attributed to the high stacking fault energy of
aluminum alloys which allows dislocation accumulation to be accommodated through
DRV instead of DRX. However, this differs from the microstructural response observed in
FSW tests in which reductions in grain size tenfold or higher are observed in various
aluminum alloys.
Some insight into conditions favorable for recrystallization in aluminum alloys can
be obtained through studies involving severe plastic deformation through Equal Channel
Angle Pressing (ECAP) [171,172,175]. These studies have found significant grain
refinement (greater than tenfold reduction in grain size) was not achieved until strains
exceeded 4-10. This implies strain rate is not as important as strain in governing the grain
refinement process.
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6.3 Key Findings
The two-pronged analytical and experimental approach undertaken in this study led
to a number of key findings with important implications:
•

The SMaCK model allows for predictions of the flow stress and hot working
conditions of strain, strain rate, and temperature based upon tool geometries and
angular velocities. This model is material-dependent, using the relationship
between strain, temperature, and flow stress to predict parameter windows in
different aluminum alloys. Predicted flow stress was found to be good criteria for
predicting FSW processing parameters.

•

FSW is governed by the thermal balance between frictional and deformational
heating and cooling to the surrounding environment. In the case of aluminum,
frictional heating and cooling were found to scale proportionally to each other and
analysis of solely deformational heating was found to be adequate in predicting
FSW parameter windows. Additionally, aluminum is a forgiving material with wide
processing parameter windows due to its relatively low strength and high thermal
conductivity. This leads to less frictional and deformational heating with that heat
readily rejected to the surrounding environment to maintain thermal equilibrium.

•

Strain, not strain rate, was found to be the dominant factor in the grain refinement
process observed in FSWs. Strains greater than 4-10 are required to achieve the
greater than tenfold reduction in grain size observed in FSWs. This implies models
of FSW that predict strains less than 4-10 are unrealistic. The SMaCK model
predicts strains for the FSW process in the range of 10-60 which align with these
findings.
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•

Although this study only considered the simplified case of 2-dimensional flow
driven by the pin, additional strain accumulation is expected to be influenced by
the tool design. Tool pin features such as threads impart a through thickness flow
path that would increase the amount of strain during the process and could
contribute to deformational heating and play a role in the grain refinement process.

•

Hot working conditions to drive shear band formation in aluminum alloys occurred
at strain rates of 106 s-1 and higher. As this is far outside the predicted conditions
of FSW, it implies shear bands are not necessary for the success of the FSW
process. Thus, models of FSW that rely upon shear band formation are unrealistic.
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Chapter 7. Future Work
Future work lies along two avenues: further refinement to the Simplified Mass
Continuity Kinematic (SMaCK) model and continued testing with the Pneumatically
Actuated High Strain-rate Testing Apparatus (PAHSTA).
7.1 SMaCK Model Refinement
Although the SMaCK model has shown promise as a predictive tool for establishing
FSW processing parameters, there are still many improvements that could be made. Many
of the simplifying assumptions that were made to establish the SMaCK model could be
further refined through experimental testing. Ideally, SMaCK model results would be better
anchored with additional FSW tests using smooth pin tools with either non-rotating
shoulders or some sort of friction reduction coating on the shoulder to reduce heat input
and through-thickness flow and mimic a truly two-dimensional result.
Ultimately, a full scale transient thermal model should be the goal as FSW is a
balance between input heating through deformation and friction and cooling to the
surrounding environment. Deformational heating is governed by the specific heat and flow
stress of a material and cooling to the surrounding environment is dependent on the thermal
conductivity of a material. For other structural metals such as titanium, steel, and nickelbased super alloys, the specific heats tend to be lower, flow stresses tend to be higher, and
thermal conductivities tend to be much lower. Although operating temperature ranges
would be higher due to higher melting temperatures, these metals would experience higher
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rates of deformational heating with lower rates of environmental cooling so lower friction
tools or adaptive cooling may be required to achieve thermal equilibrium and process
stability. A transient thermal model would also be instrumental in implementing these
corrective measures.
7.2 PAHSTA Improvements and Additional Testing
The PAHSTA was able to generate hot working conditions at strains from ~1 to 4
and strain rates up to 106 s-1. Incorporating a multi-axis load cell to record cutting forces in
the cutting plane would allow for the calculation of flow stresses to produce stress-strain
plots. Adding a high-speed thermal camera would allow for further investigation of the
relationship between strain and strain rate on resulting temperature and flow stress.
Improvements to the microscope lens and lighting system would allow for higher
resolution observation of the secondary shear zone where strains are predicted to be
upwards of 20, allowing for the link between strain and grain refinement to be better
investigated. The PAHSTA could also be modified to perform Large Strain Extrusion
Machining (LSEM) shown in Figure 7.1 where a constraining edge is introduced above the
workpiece to limit the chip thickness [176]. This allows for full control of the strain by
varying the chip thickness ratio and could produce conditions similar to those predicted by
the SMaCK model for FSW.
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Figure 7.1. Schematic of Large Strain Extrusion Machining (LSEM) [176].
Temperature measurements would also allow for investigations into other thermal
phenomena like the Taylor-Quinney coefficient and friction. Although the Taylor-Quinney
coefficient is a key input to the SMaCK model and many other models, it was assumed
constant in this study. Although typical assumptions use a value of 0.9, other studies have
shown it to vary significantly depending on conditions and material [156–160]. The
PAHSTA could be used to map the Taylor-Quinney coefficient’s dependency on strain and
strain rate and record the evolution of deformational heating in various metals. This would
be of great value to the modeling community. The PAHSTA could also be used to quantify
the effects of frictional heating at the tool/chip interface. Recording of the forces, contact
geometries, sliding velocities, and temperature gradients could be used to back out contact
conditions and their influence. This would allow the testing of various coatings on tools to
augment friction and wear properties. It may be advantageous to reduce friction at the tool
shoulder in FSW or to coat the pin tool itself to survive FSW of stronger materials. The
133

sliding velocities may prove difficult to measure but given the contact length along the tool
surface, bulk velocity of the chip, and geometry of the TASZ, it should be possible to
estimate the strain rate within the TASZ, the velocity mismatch between its two sides, and
thus estimate the sliding velocity at the chip interface.
The PAHSTA has also demonstrated the ability to generate the hot working
conditions to promote shear band formation. The formation of shear bands is of interest as
it is a change in material response from uniform to localized deformation and has
implications for various metal forming operations and the dynamic failures in metals.
Yadav and Sagapuram [177] present an approach to characterize the formation of shear
bands in low melting temperature alloys at low velocities that could be adapted to tests at
higher velocities on the PAHSTA in more commonly used alloys like aluminums or steels.
Proof of concept work has already been done in AA2219. Six frames of high speed camera
footage taken at one million frames per second for a cut at 16.2 m/s in AA2219 are given
in Figure 7.2. The shear band forming is encircled by a white oval and red arrows denote
the relative movement of two features on either side of the shear band. In the 5x10-6 s that
elapses between frame 1 and frame 6, the relative distance between the highlighted features
increased approximately 81 μm, meaning the shear band velocity is 16.2 m/s. This happens
to be the same as the cutter velocity for this test. If it were a continuous chip, the shear
plane velocity would be 17.4 m/s which is higher than the estimated shear band velocity.
Further testing is required to get more accurate predictions of shear band velocities and to
better understand the mechanics of shear band formation at such high speeds, but this
demonstrates the feasibility of such an endeavor on the PAHSTA.
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Figure 7.2. Shear band formation in AA2219 at one million FPS. The white oval
highlights the shear band forming and the red arrows denote the relative movement of
two features on either side of the shear band. Cutter velocity was 16.2 m/s, rake angle
was 20 degrees, shear angle was 49 degrees, and depth of cut was 0.48 mm.
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Appendix A: SMaCK Model MATLAB Code
%% Simplified Mass Continuity Kinematic (SMCK) Model of Friction Stir
Welding
% 1-21-2022
% Benjamin Lund
% Based upon the primary and secondary shear zones present within metal
% cutting, it is proposed there are two shear zones present in FSW as
well.
% The secondary shear zone grows outward from the tool as material is
% introduced, meaning the primary shear zone spirals outward with the
shear
% angle constantly changing.
% This code outlines the calculation of width of the flow zone around
the
% tool, the velocity in that flow zone, the time in the flow zone, the
% shear strain rate, and the accumulated shear strain as functions of
% angle and radius around the forward section of a circular FSW tool.
% Updated to allow for calculations over a range of parameters.
Rotational
% and translational velocities are input and strain, strain rate, and
flow
% zone thicknesses are output to an excel spreadsheet. Rotational
velocity
% corresponds to rows while translational velocity corresponds to
columns.
% Plotting has been removed. Plotting of the Flow Zone can be done in
V2.
clc, clear all, close all;
%% Define Parameter Window
OmegaRPMVector = 40:40:2000; % Range of tool RPM values (25-2000 RPM)
VtmmminVector = 10:10:500; % Linear travel rate in mm/min (50-500
mm/min)
%OmegaRPMVector = [200 600 250 800 300 700];
%VtmmminVector = [152.4 152.4 100 300 60 60];
%% Initialize Result Matrices
gammaRPpiavgMat = zeros(length(OmegaRPMVector), length(VtmmminVector));
gammadotMat = zeros(length(OmegaRPMVector), length(VtmmminVector));
DeltapiMat = zeros(length(OmegaRPMVector), length(VtmmminVector));
%% Establish Loops
for ii = 1:length(OmegaRPMVector)
OmegaRPM = OmegaRPMVector(ii); % Tool Rotation Rate (RPM)
for jj = 1:length(VtmmminVector)
Vtmmmin = VtmmminVector(jj); % Travel Rate (mm/min)
Vtmin = Vtmmmin/25.4; % Travel Rate (in/min)
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%% Establish FSW Parameters
D = 0.236; % Tool Diameter (in)
R = 1/2*D; % Tool Radius (in)
%OmegaRPM = 100; % Tool Rotation Rate (RPM)
Omega = OmegaRPM*2*pi; % Tool Rotation Rate (radians/min)
Vts = R*Omega/60; % Velocity at edge of tool (in/s)
nslip = 0.05;
Vmax = nslip*Vts; % Velocity of flow at edge of tool (in/s)
%Vtmin = 2.36; % Travel Rate (in/min)
Vt = Vtmin/60; % Travel Rate (in/s)
z = 0.236; % Panel Thickness (in)
delta = 0.001; % Shear Zone Thickness (in)
% Establish Theta
Thetastep = pi/50;
Thetai = Thetastep:Thetastep:pi; % Discretized Theta from 0 to pi
%% Calculate Flow Geometry, Strain, and Strain Rate.
% Calculate Strain Rate
gammadot = Vmax/delta; % Strain rate, varies only with Theta (1/s)
% Calculate details of when flow is fully developed
ThetaFD = acos((R-delta)/(R+delta) - ((Vmax Vt)*delta^2)/(2*delta*Vt*(R+delta))); % Angle at which flow becomes
fully developed
% Calculate max Delta at pi
Deltapio2 = (2*Vt*R*(1 - cos(pi/2)) + ((Vmax-Vt)*delta))/(2*Vmax +
2*Vt*cos(pi/2));
Deltapi = (2*Vt*R*(1 - cos(pi)) + ((Vmax-Vt)*delta))/(2*Vmax +
2*Vt*cos(pi));
rplugpi = Deltapi - delta;
% Calculate Deltai
for i = 1:length(Thetai)
if Thetai(i) <= ThetaFD % If flow is developing
A = (Vmax - Vt)/(2*delta*Vt);
B = (1 + cos(Thetai(i)));
C = -R.*(1 - cos(Thetai(i)));
Deltai(i) = (-B + sqrt(B.^2 - 4*A*C))/(2*A); % Flow thickness
in developing flow
else % If flow is developed and thicker than delta (rotating plug
present)
Deltai(i) = (2*Vt*R*(1 - cos(Thetai(i))) + ((VmaxVt)*delta))/(2*Vmax + 2*Vt*cos(Thetai(i))); % Flow thickness in fully
developed flow
end
end
% Define radius of each arclength
rAL = Deltai;
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% Solve for Deltaf, final thickness of flow zone when streamline hits
% rotating plug
for i = 1:length(Thetai)
if Deltai(i) <= Deltapi - delta % If flow zone thickness less than
thickness of plug at Theta=pi
Deltaf(i) = Deltai(i) + delta;
else
Deltaf(i) = Deltapi;
end
end
% Calculate final angle of arclength based on Deltaf
for i = 1:length(Thetai)
if Deltai(i) <= Deltapi - delta % If flow zone thickness less than
thickness of plug at Theta=pi
Thetaf(i) = acos((2*Vt*R + (Vmax-Vt)*delta 2*Vmax*Deltaf(i))/(2*Vt*(R + Deltaf(i)))); % Angle at which flow that
enters shear zone at Thetai enters Plug flow
else
Thetaf(i) = pi; % Flow that enters at Thetai but is still in
shear zone at Theta = pi
end
end
% Calculate arclength
ThetaALesz = Thetaf - Thetai;
Sesz = (R+rAL).*ThetaALesz; % Arclength in inches
% Calculate Velocity at end of streamline
for i = 1:length(Thetai)
if Deltai(i) <= Deltapi - delta % If flow zone thickness less than
thickness of plug at Theta=pi
VmaxSL(i) = Vmax; % Velocity at edge of plug
else
VmaxSL(i) = (Vmax-Vt)*(Deltapi - Deltai(i))/delta + Vt; %
Velocity across shear zone Theta = pi
end
end
% Calculate time it takes for material to flow from shear zone entrance
to
% exit (across arc length)
time = 2.*Sesz.*(VmaxSL - Vt)./(VmaxSL.^2 - Vt^2); % (s)
% Calculate accumulated strain across each streamline arclength
gamma = gammadot.*time;
% Calculate rotating plug angle and radius
ThetaRP = Thetai(find(Thetai > ThetaFD)); % Select angles after flow is
fully developed
rRP = Deltai((find(Thetai > ThetaFD))) - delta; % Calculate radius of
plug based on flow zone thickness once flow is FD
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%% Display Values of Interest
% Filter strain and radial distance to those within the plug at Theta =
pi
DeltaiRPpi = Deltai(find(Deltai < rplugpi));
gammaRPpi = gamma(find(Deltai < rplugpi));
timeRPpi = time(find(Deltai < rplugpi));
Deltapio2;
Deltapi;
gammadot;
gammaRPpiavg = mean(gammaRPpi);
timeRPpiavg = mean(timeRPpi);
ThetaFD;
% Populate Matrices
gammaRPpiavgMat(ii, jj) = gammaRPpiavg;
gammadotMat(ii, jj) = gammadot;
DeltapiMat(ii, jj) = Deltapi;
DeltapiMatmm = DeltapiMat*25.4;
end

end
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Appendix B: Tabulated PAHSTA Experimental Data
Table B.1. AA1100 test data at all set points.
Test Condition
1100_50_20_1
1100_50_20_2
1100_50_20_3
1100_50_-20_1
1100_50_-20_2
1100_50_-20_3
1100_50_0_1
1100_50_0_2
1100_50_0_3
1100_250_0_1
1100_250_0_2
1100_250_0_3
1100_250_20_1
1100_250_20_2
1100_250_20_3
1100_250_-20_1
1100_250_-20_2
1100_250_-20_3
1100_500_0_1
1100_500_0_2
1100_500_0_3
1100_500_20_1
1100_500_20_2
1100_500_20_3
1100_500_-20_1
1100_500_-20_2
1100_500_-20_3

ϕ (degrees) dc (mm)
tc (mm)
V (m/s) γ
20.4
0.406
1.089
2.1
18.9
0.385
1.069
3.1
19.7
0.344
0.968
2.9
26.9
0.433
1.164
2.6
27.1
0.328
0.939
2.6
27.5
0.305
0.838
2.5
14.8
0.363
1.146
2.3
18.0
0.433
0.980
2.4
18.2
0.424
1.144
2.1
22.1
0.263
0.559
8.7
18.4
0.478
1.007
9.0
18.2
0.543
1.446
9.0
28.6
0.587
1.011
9.0
32.3
0.410
0.646
9.6
23.6
0.434
0.879
9.7
13.7
0.269
0.790
9.6
20.8
0.550
1.168
11.0
15.7
0.290
0.738
11.0
21.0
0.303
0.633
16.1
26.2
0.217
0.408
16.1
25.7
0.136
0.255
16.1
28.6
0.444
0.717
16.1
24.1
0.334
0.610
16.1
26.5
0.496
0.881
16.2
17.5
0.225
0.578
16.3
16.6
0.362
0.951
16.1
16.3
0.376
0.902
15.9
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2.70
2.89
2.79
3.04
3.03
3.01
4.05
3.40
3.38
2.87
3.34
3.36
1.99
1.80
2.35
4.76
3.50
4.27
2.98
2.53
2.56
1.99
2.31
2.12
3.94
4.09
4.16

γ̇ (1/s)
7.78E+04
1.15E+05
1.08E+05
1.43E+05
1.44E+05
1.39E+05
9.42E+04
9.95E+04
8.89E+04
3.71E+05
3.72E+05
3.75E+05
3.39E+05
3.64E+05
3.58E+05
4.28E+05
5.37E+05
5.03E+05
6.79E+05
7.07E+05
7.04E+05
6.02E+05
5.95E+05
6.03E+05
7.58E+05
7.43E+05
7.31E+05

Table B.2. AA2219 test data at all set points.
Test Condition
2219_50_20_1
2219_50_20_2
2219_50_20_3
2219_50_-20_1
2219_50_-20_2
2219_50_-20_3
2219_50_0_1
2219_50_0_2
2219_50_0_3
2219_250_0_1
2219_250_0_2
2219_250_0_3
2219_250_20_1
2219_250_20_2
2219_250_20_3
2219_250_-20_1
2219_250_-20_2
2219_250_-20_3
2219_500_0_1
2219_500_0_2
2219_500_0_3
2219_500_20_1
2219_500_20_2
2219_500_20_3
2219_500_-20_1
2219_500_-20_2
2219_500_-20_3

ϕ (degrees) dc (mm) tc (mm)
V (m/s)
γ
49.1
0.675
0.768
1.7
49.2
0.642
0.725
2.7
49.9
0.615
0.710
2.4
34.0
0.166
0.220
2.6
31.2
0.148
0.228
2.5
29.9
0.127
0.189
2.5
44.8
0.589
0.641
1.8
44.0
0.536
0.581
1.9
46.7
0.510
0.547
1.9
52.4
0.355
0.332
8.7
42.3
0.632
0.815
9.0
47.5
0.404
0.403
8.7
53.0
0.613
0.607
9.1
52.9
0.410
0.443
9.9
55.2
0.384
0.397
10.1
31.3
0.163
0.259
9.7
39.3
0.254
0.376
11.3
41.8
0.288
0.387
11.2
46.5
0.254
0.270
16.1
47.9
0.292
0.288
16.1
41.5
0.188
0.235
16.1
48.6
0.340
0.356
16.2
54.7
0.551
0.605
16.2
51.5
0.597
0.629
16.3
44.9
0.352
0.548
16.0
34.4
0.427
0.741
16.3
41.2
0.367
0.538
16.1
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1.42
1.42
1.42
2.86
2.89
2.93
2.00
2.00
2.00
2.07
2.01
2.01
1.40
1.40
1.40
2.89
2.90
2.98
2.00
2.01
2.01
1.43
1.40
1.41
3.14
2.86
2.96

γ̇ (1/s)
7.37E+04
1.13E+05
1.02E+05
1.66E+05
1.51E+05
1.42E+05
1.01E+05
1.06E+05
1.10E+05
5.64E+05
4.81E+05
5.06E+05
4.02E+05
4.36E+05
4.55E+05
5.76E+05
8.17E+05
8.79E+05
9.23E+05
9.46E+05
8.48E+05
6.81E+05
7.31E+05
7.08E+05
1.40E+06
1.03E+06
1.24E+06

Table B.3. AA6061 test data at all set points.
Test Condition
6061_50_20_1
6061_50_20_2
6061_50_20_3
6061_50_-20_1
6061_50_-20_2
6061_50_-20_3
6061_50_0_1
6061_50_0_2
6061_50_0_3
6061_250_0_1
6061_250_0_2
6061_250_0_3
6061_250_20_1
6061_250_20_2
6061_250_20_3
6061_250_-20_1
6061_250_-20_2
6061_250_-20_3
6061_500_0_1
6061_500_0_2
6061_500_0_3
6061_500_20_1
6061_500_20_2
6061_500_20_3
6061_500_-20_1
6061_500_-20_2
6061_500_-20_3

ϕ (degrees) dc (mm) tc (mm)
V (m/s)
γ
γ̇ (1/s)
27.2
0.207
0.453
2.8
2.07
1.04E+05
30.1
0.653
1.061
2.6
1.91
9.93E+04
27.8
0.393
0.737
2.8
2.04
1.05E+05
21.3
0.348
1.059
2.6
3.44
1.28E+05
18.1
0.189
0.467
2.5
3.84
1.19E+05
21.5
0.176
0.343
2.4
3.42
1.20E+05
23.3
0.393
0.899
2.1
2.75
9.01E+04
24.3
0.492
1.015
2.0
2.67
8.64E+04
24.1
0.424
0.873
2.0
2.68
8.50E+04
34.1
0.457
0.623
9.0
2.15
4.26E+05
33.7
0.563
0.807
9.0
2.17
4.24E+05
33.8
0.573
0.762
8.9
2.16
4.20E+05
36.9
0.587
0.785
9.3
1.63
3.61E+05
40.4
0.604
0.777
9.4
1.55
3.71E+05
39.2
0.595
0.764
11.2
1.57
4.38E+05
22.0
0.370
0.900
9.8
3.38
4.86E+05
No Data No Data No Data
11.0 No Data
No Data
24.1
0.449
0.327
11.1
3.20
5.72E+05
34.7
0.326
0.451
14.5
2.14
6.95E+05
30.8
0.198
0.283
16.1
2.27
7.40E+05
32.4
0.204
0.285
16.1
2.21
7.52E+05
40.7
0.462
0.591
16.2
1.54
6.41E+05
41.3
0.648
0.834
16.1
1.53
6.40E+05
41.4
0.560
0.752
16.0
1.53
6.37E+05
27.2
0.247
0.496
16.2
3.02
8.82E+05
31.7
0.191
0.402
16.5
2.88
9.85E+05
39.3
0.400
0.817
16.1
2.91
1.17E+06
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