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Abstract
Throughout use, military equipment is subjected to every day wear and tear. Some may be
signifcant in its own right, some will interact with other damage, and some will fatigue with
use. Under these circumstances, how will equipment that has been in the field deal with an
actual ballistic event, or other primary duty issue?
Current assessment methodologies ensure safety standards are met, but detailed evaluation
of components requires transportation from site. Minimising transport of equipment would
reduce costs and fuel usage, and also save lives.
The current work considers the use of digital image correlation (DIC) for non-destructive
evaluation (NDE), with a particular focus on the assessment of combat helmets.
To optimise component loading, the use of pressure differentials and single-point mechanical
loading were trialled. Finite element analysis (FEA) suggests pressure differentials produce a
greater likelihood for the detection of component damage via surface strain discontinuities.
By contrast, single point loading produces highly concentrated strain in the region of contact,
whilst minimal strains result for the rest of the component.
The optimisation of component speckling has also been considered, leading to the devel-
opment of a novel approach using customisable transfer paper, which can be printed with a
pattern specific to a given test geometry. This allows greater standardisation, faster applica-
tion, and increased accuracy, compared with traditional approaches, such as spray painting a
speckle pattern.
Following these experiments, NDE of an entire military helmet was investigated using a
portable test rig. With the method for helmet loading in concept stage, proof that the technique
can detect damage is presented via five case studies. The variety of materials and testing
processes show the novel approach for component speckling has direct use for the completion
of, and external to, the primary goal of the project: “to develop a DIC technique with the
potential for portable damage detection of helmets”.
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Nomenclature
Acronyms
Acronyms Term
DIC Digital Image Correlation
NDE Non-Destructive Evaluation
VSG Virtual Strain Gauge
FEA Finite Element Analysis
CAD Computer Aided Design
PDF Portable Document Format
DPI Dots Per square Inch
JPEG Joint Photographic Experts Group
Notation
Symbol Term
εa Strain parallel to the direction “a”. In the event that a=1 or
a=2, the assessment relates to the principal and secondary
principal strain, respectively
τxy Shear strain
Ca Surface curvature parallel to the direction “a”
Definitions
Word/Phrase Definition
Stand-off distance The distance between surface of assessed component and camera
lens
Strain Measurement of a component response to an applied load.
Defined as the linear change in length divided by the original
length, in a given direction
iv
8-bit A method of storing image information in a computer’s memory,
so that each pixel can provide 256 greyscale values
Pixel The smallest element within a picture, with the overall image
displayed via an array of multiple pixels
Greyscale value The intensity of light captured within a pixel. For an 8-bit
greyscale camera, the range of intensity values from 0 (black) to
255 (white)
Image resolution The number of pixels within an image, often identified by width
and height; e.g. a resolution of 2048 x 1536 contains 3,145,728
pixels (3.1 Megapixels)
Subset A grid identifying unique patterns of surface features, used to
assess local deformations during component loading and
encapsulate the region with a central data point
Step An automated shift of subsets by a user defined distance
(pixels), used to increase the number of generated data points
and improve spatial resolution
Filter To smooth data, DIC uses a filtering method to produce strain
maps; the generated data points are combined with several
neighbouring points, with the number depending on user
definition
Virtual Strain Gauge The distance (in pixels) used to calculate a single strain location;
defined as the product of step size and filter size
Noise-floor Systematic error due to hardware and software setup; assessed
via images captured during zero load application
Sigma Correlated Solutions’ assessment of software confidence (in
pixels) in identifying the centre pixel of each unique subset, with
zero the ideal
v
90 % centre-weighted
Gaussian filter
Smoothing method used by the software filter, causing the effect
of each data point to decrease with distance from the centre –
such that the points located on the edge have 10 % weighting
compared with the centre
Spatial resolution The number of pixels utilized in construction of a digital image,
with a higher special resolution providing greater detail to image
features
De-correlation An instance where the software can no longer tack a region due
to loss of confidence that the neighbourhood in question is
identified. This may be due to excessive deformation, loss of
surface features, or changes to local surface lighting
Prepreg Fabric which has been pre-impregnated with a resin system and
curing agent, allowing manufacture to an allocated mould
without the addition of more resin
Point cloud A set of data points in virtual space, each with relative X, Y,
and Z co-ordinates
Shell analysis FEA using a surface model and providing a thickness parameter
for the entire section
Stress Force applied per surface area
Surface tension The tensile strain applied to the component surface
Speckle density Percentage of a component surface covered in features (speckles)
Aliasing The misidentification of a surface feature, introducing
distortion/ error
Transverse Perpendicular to the direction of loading
Longitudinal Parallel to the direction of loading
Discontinuity Local difference to the global response of a component
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1 INTRODUCTION
1 Introduction
1.1 Context
The UK government devotes considerable annual expenditure to defence. Originally initiated
as a form of protection to the West from Russian aggression, the North Atlantic Treaty Organ-
isation (NATO) now has a target for the UK to spend 2% of its national income on defence,
resulting in annual approximate spend of £36 billion [1]. Personal protection systems alone
account for between £250 and £350 million per year globally, with yearly growth rates greater
than 5% [2].
One of the defence-based government bodies is the Defence Science and Technology Labora-
tory (Dstl). During the 2017/2018 financial year, from a mixture of Treasury funding along with
additional sources, Dstl received a net income of approximately £543 million [3]. This project
is partly sponsored by the Platform Systems Division (one of five technical divisions within
Dstl). It has a spread of capability areas, including the “technical authority for armour” which
resides within the Physical Sciences Group. This group’s work on a wide range of capabilities,
including projects based on protection, with a variety of applications; these include personal
protection, armoured vehicles, and civil building defences. The group has a large number of
responsibilities and areas of work, one of which is attempting to understand and counteract the
impact of lifetime degradation on protective components and equipment, including helmets.
Current measures for ensuring military helmets are fit for purpose are necessarily conserva-
tive and based on two simultaneous time scales: i) where there is clear evidence of damage; ii)
during planned recall of batch, post-tour. The conservative approach could be amended with
evidence to ensure protection is maintained, via a better understanding of the effect of damage
on the performance of the material, or the development of a methodology for analysis in field,
transportation of “good” equipment could be minimised; until sufficient evidence is provide,
current measures are required to ensure protection. Clearly, minimising transport of equipment
would lower costs from fuel usage. Further, documentation assessing previous combat situa-
tions has suggested resupply of fuel and drinking water in-theater results in a heightened risk
to troop well-being [4].
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The project approaches the second branch of the challenge (i.e. locating damage in field) via
the use of Digital Image Correlation (DIC), a versatile form of non-contacting extensometery
which is commonly used to capture full-field strain measurements [5–9]. It is a technique capable
of analysis ranging from microscopic [10] to large structures [11], and can be applied to various
materials and test geometries [12–15]. DIC measures local surface deformation by tracking
changes to the position of features (often described as speckles) whilst a stress is applied to the
component; using this information, the software calculates the surface strain across the entire
area of interest. As such, speckles patterns are fundamental to DIC assessment; however, due
to the high degree of versatility of the technique, one pattern does not suit all experiments.
This is often disregarded, with spray paint commonly the tool used for patterning prior to
experimentation [9, 16, 17], but identifying and administering an idealised pattern for each test
maximises the achieved spacial resolution.
1.2 Statement of novelty
Taking inspiration from the literature, regarding the use of transfer paper as a speckle pattern
application method, the thesis describes a unique practical approach to speckle pattern control;
via the use of pre-printed speckle pattern grids. The approach ensures the applied pattern is
optimized based on experimental conditions, as opposed to the alignment of cameras to coincide
with ready applied speckle patterns.
Additionally, previous literature solely addressed the use of transfer paper speckle pattern
application upon flat specimens; however, with helmet geometries inherently possessing curved
surfaces, challenges relating to the application of transfer paper to such a geometry have been
considered and identified.
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1.3 Aim and Objectives
The overall aim of the project is to assess the validity of DIC for portable damage detection in
military helmets. This will be addressed via the completion of a number of objectives:
• Conduct a critical literature review, with a particular focus on DIC along with
damage and its non destructive assessment. Gaining a greater understanding of
armour, in addition to previous and current tools for non destructive damage detection,
provides an origin for this report’s method design.
• Identify and compare potential methods for component loading. Due to DIC
requiring deformation to assess the strains, the helmet shell will require loading; therefore
multiple loading formats will be assessed to identify the preferential loading method for
the project and beyond.
• Compute predicted strains through finite element modeling. With complex
geometries associated to military helmets, the use of finite element analysis provides
greater detail of expected surface strain profiles for each loading condition.
• Improve control of the method to limit variability between components and
users. With DIC allowing the user to alter hardware1 and software2 parameters, for each
experimental investigation, the technique is highly user dependent. One key hardware
variable in assessment which the user can alter, the speckle pattern used, is often con-
ducted by-eye; the report suggests the use of printed speckle patterns to ensure greater
control and limit error due to user application.
• Ensure method for speckle control is capable of damage detection. The sug-
gested method for speckle pattern application is the use of customizable transfer film.
Five case studies provide evidence of discontinuity detection, to provide confidence in the
technique.
1A selection of example hardware parameters the user can alter are: stand-off distance; lens type; lighting
arrangement; speckle quality; and image resolution
2The use can alter multiple software parameters used for deformation and strain calculations, three of which
are the size of the subset, filter, and step
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1.4 Outline of the thesis
The thesis is structured into eight chapters, with the following order: Chapter 2 presents key
details relating to armour, non-destructive testing, digital camera technology, and component
geometry. Chapter 3 provides further literature and experimental analysis regarding Digital Im-
age Correlation concepts, to better understand their application in the current context. Chapter
4 details materials and geometries used in the investigation, along with methods for finite el-
ement model production. Chapter 5 compares the use of single-point with omnidirectional
loading, resulting in a suggested final loading format. Chapter 6 introduces a novel compo-
nent speckling technique and compares it with alternative speckling methods used currently.
Chapter 7 uses the speckling technique from the previous chapter to analyse components for
strain field discontinuities, providing evidence for damage detection potential. Finally, Chapter
8 concludes the report with key findings and suggestions for future work.
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2 Literature Review
2.1 Introduction
As the previous chapter mentioned, the final objective of the research is to develop a method
for portable non-destructive damage detection within military helmets. Such a method should,
preferably, be adaptable to future iterations of helmet design. As such, the literature begins
by assessing armour systems, with a focus on helmets, to determine factors such as historical
design alterations and requirements of the current design.
Although digital image correlation (DIC) was the chosen assessment technique, the literature
review assesses alternative categories of non-destructive assessment for a greater understanding
of benefits for such testing.
The final sections within this chapter relate to the use of DIC; the technique utilises images
for deformation and strain analysis across the component surface, therefore an understanding
of digital cameras is required along with idendification of potential limitations associated to
loading and image acquisition of the helmet geometry.
2.2 Armoured Systems
2.2.1 What is an armour system?
By definition, armour is a “covering that protects something” [18]. Therefore a large range of
products can be classed as an armour system; a few examples of items which fall within this
dictionary classification for armour whilst commonly not considered as such are: paint pro-
vides protection from metal oxidisation; footwear, as a safety layer between a user and sharp
objects/heat upon the ground; and sun cream guards the skin from excessive ultraviolet radi-
ation. Nevertheless, when asked “what is an armoured system?”, the layperson will typically
consider combat attire such as helmets - the primary focus of this review.
The combat helmet has a key role within the inner layers of the “survivability onion” model
(Figure 2.1), providing consolidation for four of the seven tiers relating to survival of personnel
and/or equipment: i) “don’t be identified”; ii) “don’t be acquired”; iii) “don’t be penetrated”;
iv) “don’t be affected” [19–24].
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Figure 2.1: Diagram the “survivability onion”, from [21], which considers the stages of
protection an individual system may attempt. With each layer towards the centre, the
perceived risk of high severity increases
To prevent initial conflict the user must not be identified; if initially discovered, evading
further conflict is preferable (“don’t be acquired” tier); therefore, each green tier in Figure
2.1 relates to stealth and avoidance [19, 21]. Paint and material coverings upon the combat
helmet provide camouflage, helping to address these tiers [21, 24–26]. Whilst the combat helmet
assists these outer tiers, the direct role of the equipment addresses the central two layers of the
survivability onion - preventing object penetration and detrimental affects to the user [19, 21].
The robust helmet shell provides protection from fragment penetration, whilst the internal
lining helps to negate the impact energy from blunt impacts, thus limiting damage to the user
[21, 24–27].
2.2.2 Introduction to helmets
With combat helmets the primary subject of this project, it is useful to gain an understanding
of helmet systems in general prior to delving into the specific case. As implied by the four
examples in Figure 2.2, there is no specific geometric or material requirement for a component
to be classified as a helmet, provided it is “a hard hat that covers and protects the head” [18].
Clearly, the design of each helmet variant alters dependent on the potential requirements of
use, with each of the examples in Figure 2.2 requiring protection from different scenarios.
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(a) (b)
(c) (d)
Figure 2.2: Four examples of commonly used helmets: a) construction helmet; b) bicycle
helmet; c) ice hockey helmet; d) motorcycle helmet
A construction helmet (Figure 2.2a: EVO R©2 Safety helmet) must protect the user from
low energy strikes, typically due to falling debris and static equipment impacts, whilst not
conducting electricity, limiting cost, and being recyclable [28, 29]; for these reasons, the shell
of a construction helmet is often manufactured via thermoforming of a thermoplastic material,
such as high-density polyethylene (HDPE). Within the internal volume of the example helmet
is a plastic lining which spaces the user’s head from the shell, proving damping of strike energy
imparted on the user, whilst ensuring the helmet remains secure [30].
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Figure 2.2b (DLX MIPS helmet) identifies a requirement for many helmets which do not
have a legal obligation of use: the helmet must be aesthetically and ergonomically designed,
to entice the user to make use of the equipment. As such the design in Figure 2.2b prioritises
airflow to the head of the user via spaces within the shell; limiting protection from falling items,
but ensuring the highest likelihood of the user keeping the helmet upon the head throughout
the required period [31, 32]. As with the construction helmet, an energy dissipation method is
used for the example bicycle helmet; however, as the probability of impacts is comparatively
lower, the bicycle helmet uses a rigid closed cell polymer foam. The foam construction allows
resistance to water, whilst remaining lightweight; however, energy absorption capabilities lower
with multiple impacts, due to the permanent nature of the energy absorption method [31, 33].
As potential strike velocity increases, so to does the protection levels required. Figure 2.2c
(RE-AKT 200 helmet) shows an example ice hockey helmet, which must provided protection
from different impact mechanisms; head-to-head strikes result in blunt force impacts up to
35mph, whilst pucks (made of frozen vulcanized rubber) can result in sharp impact areas
at velocities up to 110 mph [34–36]; along with this the material must forgo embrittlement
as a result of cold temperatures, else impact capabilities can be dramatically reduced. Due
to the heightened velocities, Figure 2.2c’s example primarily targets safe deceleration of the
head via multi-density foam moulded to the user’s head [34, 37]. This foam arrangement
provides increase capacity for multiple light impacts, but high velocity impacts will often require
replacement of the lining as a minimum [33, 37]. The shell is often constructed by moulding a
rigid structure from polymeric materials [34], with the example shown also identifying all ice
hockey helmets have the ability to add face protection to the user; in the form of a metalic grate
for Figure 2.2c. The additional protection provides resistance to facial injuries to the region
not covered by the helmet shell, with the majority of ice hockey players utilizing the addition
of a rigid plastic visor upon the helmet shell as a minimum [38].
The final example shown in Figure 2.2 is a motorcycle helmet (Figure 2.2d: AGV Corsa
R helmet). The helmet shell in question is a hybrid composite structure using both carbon
and aramid fibres, within a fibreglass resin [39]. The fibre arrangement ensures the structure
is structurally rigid, resulting from the carbon fibres, with the aramid fibres providing impact
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protection via additional through-thickness strength and energy absorption capabilities [40].
The design provides coverage of protection across the entire head of the user, with the chin
protection necessary for protection of motorcycle helmets; according to a study on helmet
damage and motorcycle head injuries, the chin encounters fifty percent of severe impacts during
an accident, and only a full face helmet can provide you with protection for your chin and jaw
[41]. As with the other three helmet examples, the primary source of head deceleration for
Figure 2.2d’s helmet is the inner lining; this design utilises multi-density foam moulded to the
user’s head, in a similar fashion to the ice hockey helmet example [33, 37, 39].
Whilst each helmet differs in geometry and/or material type, the underlying similarity is
the method of deceleration to the user head is provided by an internal liner; with the hard shell
primary deliverable being delivering protection from penetration. Each itinerant also ensures
the helmet remains fixed to the user’s head via chin straps (Figures 2.2b, 2.2c, and 2.2d) or a
cradle harness array (Figure 2.2a); this is a key requirement of helmets, to ensure protection is
not lost through misalignment of the structure through use [30]. All helmets require systematic
replacement dependant on design critera; each helmet is designed for a single high energy
impact3, with the helmet to be replaced upon this occurance or after a set time interval of use
[31–34, 42].
2.2.3 A brief history of combat helmets
As hunting and conflict have been a part of life since the beginning of the human race, the high
risk ventures required addition protect than naturally provided, which resulted in a need for
additional defences throughout the history of humanity [43–45]. The biological and social evo-
lution of humanity has been shaped by a number of environmental factors (see, e.g. Diamond,
1998 [46]), and as a consequence different cultures have followed different paths. However,
once small bands of people come together and move from nomadic hunting-gathering to settled
farming, the ability to support specialists almost inevitably sees some level of weapons and
armour manufacture that goes beyond the relatively simple tools used to hunt, and turned to
other purposes as required. When (and where) metal becomes available, there is a transition
from natural products, although these may still be incorporated into armour systems, such as
3the definition of high energy will alter dependant on the design criteria
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the use of silk shirts (to reduce the effects of an arrow strike) and the bamboo elements of
Japanese armour.
This section then considers the evolution of the helmet, by pointing to some specific ex-
amples. The examples are rather euro-centric, following on from the example of the primary
source, but similar examples can be seen in other locations. For example, Aztec warriors wore
helmets of carved hardwood, called Cuacalalatli. The Aztecs lacked metals, but had various
weapons available to them, and so their armour had to deal with various threats [47]. This
helmet then, as well as the secondary issues of identification, indication of social status, and
inspiring terror, fits somewhere between very simple head protection and the beginning of more
sophisticated metalwork. Although a large number of helmet design iterations have occurred,
major developments are fewer; Figure 2.3 illustrates nine key stages of how modern combat
helmets came to be.
As stated previously, an early helmet used for combat was manufactured using boar tusks
and hide (Figure 2.3a); requiring an estimated 40 boars to produce a single helmet [48]. The
helmet was a prized possession given to elite personnel, as implied in Homer’s Iliad ; the leg-
endary king Odysseus receives the helmet as a gift, the extensive description of the heirloom
implies the high value of such an item due to its rarity and craftsmanship [49]. Despite the high
value, protection provided by the 1.1 kg component was likely limited to low velocity, blunt
impacts [45, 48].
Figure 2.3b shows a single image for the Corinthian helmet but the reality is there were
a multitude of varieties. Whilst immortalised through films such as “300 ” and “Troy”, the
helmet was not part of a strict uniform [50]; they were created by hand and passed between
generations, resulting in great differences between individual helmets [45, 50–52]. The majority
were manufactured using a single sheet of bronze (producing a seamless helmet) and contained
a distinctive nose lip. The shell and internal lining of leather resulted in a component weighing
approximately 2 kg which was capable of deflecting oblique arrow impacts along with minimal
sharp edge protection [45, 51].
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.3: Array of images from [45] depicting helmet designs: a) Mycenaen Greek Boar
Tusk; b) Corinthian; c) Galea; d) Nasal; e) The Great Helm; f) Close Helms; g) Brodie; h)
M1; i) modern, PASGT, helmet
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Arguably the most iconic empire in history is that of the Romans. The success of the empire
was in part due to the professional soldiers of the legion. The iconic uniform of the infantry
included near-identical Imperial Gallic helmets (an example of Galea helmets: Figure 2.3c)
mass-produced using leather, wool, or linen, covered with pates of bronze or gold [45, 53, 54].
Various designs and alterations are known regarding the Imperial Gallic helmet, however all
contain a flat panel covering the forehead and eyebrows; sloped and ribbed neck guard; and
protruding ear guards [53, 54]. Variations in materials used between personnel and era resulted
in a weight range of 0.6 kg to 2.3 kg, with each form capable of withstanding sword impacts
[45].
Worn during the Norman period, the Nasal helmet (Figure 2.3d) was a conical structure
manufactured using iron and lay upon a continuous metallic head garment (mail coif). Similar
to the Corinthian design (Figure 2.3b) the helmet covered the nasal region, this was achieved
using a solid segment of iron; the nasal cover was so prominent in the design that the title
“Nasal helmet” resulted [45, 55–57]. The combination of the thick iron helmet and mail coif
gave the user heightened protection to weaponry of the era but resulted in weights of up to 3.2
kg [45, 57].
The evolution from the Nasal helmet (Figure 2.3d) to a fully enclosed helmet gave greater
protection to the face and eyes. The Great Helm (Figure 2.3e), is synonymous with the crusades
[45, 58, 59]; films such as “Knight’s Templar” and “The Last Templar” show the Great Helm’s
distinguishing cross, resulting from eye holes and a vertical joint [45, 56, 60]. In addition to the
mail coif worn with the Nasal helmet, users of the Great Helm often wore an iron skullcap; these
three layers of protection were near impenetrable in the era, but excessive weight (approximately
4.5 kg), inadequate vision, and poor ventilation, resulted in the majority of users removing the
helmet mid-battle [45, 56, 58, 60, 61].
Figure 2.3f is a quintessential image of a medieval jousting competitor’s helmet; due to
developments in metal tempering, the Close Helms (sometimes referred to as the Armet) allowed
for entire head coverage whilst being of lighter weight than previous helmets (approx. 3 kg). The
design, used in: i) various field use; ii) tournament combat; iii) costume, included a split-visor
allowing the user to lift a portion of the front segment for additional vision and ventilation.
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Similar to the Great Helm (Figure 2.3e), available air to the knight was limited due to the
full-face covering [45, 55, 61, 62].
With the introduction of gunpowder firearms, the format of combat evolved from primarily
close-quarters to mid-to-long range battles; causing a desire for mobility ahead of full body
protection. This, along with vast numbers of personnel, forced many British soldiers to proceed
in combat without specialist protective headgear, during the first year of the “The Great War”
(World War 1) [63–65]. With such a vast number of soldiers requiring head protection against
ballistic weaponry, the British sought to design a mass-producible helmet to limit fatalities from
air-burst fragments [63, 64, 66]. Appealing to the military due to its simplicity, the “Brodie
helmet” (Figure 2.3g) was manufactured using a single thick hadfield steel sheet, pressed into
a bowl shape, leaving a 5 cm wide brim to add neck protection [45, 63, 66]. By the end of the
war over 7.5 million Brodie helmets had been manufactured, with the “tin hat” the first helmet
distributed to all serving soldiers irrespective of rank [45, 66]. Weighing just 0.6 kg the Brodie
was relatively comfortable whilst capable of stopping a .45 calibre pistol round fired at 180 m/s
from 0.3 m [45].
21 years after “The war to end all wars” [67] the Second World War (WW2) began and
would proceed to involve approximately 1.9 billion people worldwide [68]. With the limited time
between the First and Second world wars it is little surprise that the M1 helmet (Figure 2.3h),
worn by American troops during WW2, has clear similarities to the Brodie (Figure 2.3g); each
was manufactured using a single sheet of Hadfield steel, pressed into a bowl shape [63, 69]. The
M1 helmet was a “one size fits all” design, with the inner liner adjustable (using harnesses)
for the user. The liner is also one of the first examples of internal suspension for a combat
helmet with many attempts to improve functionality to the user; various densities of packed
card and rubber fibres were trialled to disperse energy during ballistic impact [45, 70–72]. The
ballistic protection of the M1 helmet was similar to that of the Brodie, due to similar design
and materials; but an increased shell volume along with liner suspension resulted in greater
overall safety, for the M1 compared to the Brodie, whilst weighing 1.3 kg for the entire system
[45].
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In 1965, Stephanie Kwolek invented Kevlar R© whilst working for DuPont [73]; aramid fibre
technology revolutionised combat armour due to impressive stopping capability, malleability,
and plasticity [74]. In 1980, the M1 was replaced by the first mass-produced combat helmet
using Kevlar R©: the personnel armour system for ground troops (PASGT: Figure 2.3i) [45,
75]. The PASGT’s Kevlar 29 composite shell allowed greater protection than the M1 whilst
weighing approximately the same; the pads, whist sometimes classed as uncomfortable, provided
additional energy dispersion [22, 45, 74, 75]. Success of the PASGT allowed for further work into
aramid fibres and design alterations; in 2005 the advanced combat helmet (ACH) was produced.
The ACH (sometimes referred to as MICH: modular integrated communications helmet) was
constructed using Kevlar 129 and Twaron [74–76] ; designed to utilise space for additional items
(such as communications devices under ear lips), the ACH has much greater user comfort than
the PASGT whilst maintaining similar weight and stopping capabilities [22, 45, 74, 75].
Over the past three millennia, between the Mycenaen Greek Boar Tusk and modern com-
bat helmet4, there have been many geometrical and material variations. History shows that
changes to the design occur due to a development in at least one of the following criteria: i)
weapon/ threat lethality; ii) material science; iii) alternate purposes of the helmet; iv) produc-
tion requirements.
2.2.4 General requirements for current military helmets
Design requirements
Each historical helmet has been designed and manufactured to meet requirements specific to the
era. Society will typically see the sole requirement of all current military armour as preventing
penetration from a set threat level (i.e. ballistic impact from a specified weapon). Society in
general is also left with unrealistic expectations, in part due to cinema and television portray-
als. Whilst the lethality of current weaponry (thus required level of penetration resistance) is
heightened compared with the past, the primary objective in essence remains common for all
historical armour: protect the user against serious injury after impact.
4the examples are a select few, choen for the depiction of the report - for example the M1, PASGT and
MICH/ACH are all US helmets, chosen due to availability of published reports
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Further to penetration resistance, modern military helmets5 provide support for multiple
layers of the survivability onion (section 2.2.1) by means of camouflage and energy dissipation
[19–24]. Impact energies have heightened as a result of modern weaponry; previous impacts
would result from items such as arrows, swords, and even fists, with respective kinetic energies
of approximately 125 [77, 78], 175 [79, 80], and 25 Joules [81–83]; a 9 mm bullet fired from a
proof weapon chamber6 surpasses the highest of these by more than a factor of four [84, 85].
With increasing impact energies and velocities, the helmet should provide sufficient energy
absorption to limit the likelihood of injury [86, 87].
User protection is clearly the primary focus of modern military helmets, however the equip-
ment is also designed to maximise user comfort to ensure continual use, in addition to providing
mounting points for equipment. Internal padding and chin straps ensure the component remains
in position, which ensures safety, energy dissipation, stability, and comfort. Further improving
comfort to the user comes via the utmost restriction of weight. On average ground troops
carry 45 kg of equipment per person [88–90] which, whilst necessary to prevent risk to the user,
can impact on soldier performance due to fatigue and reduced general mobility [89, 90]; as a
consequence, the shell and padding must remain as light as possible whilst allowing suitable
protection from threats.
As mentioned in Section 2.2.3, modern helmets utilise internal space within ear lips for ad-
ditional equipment, such as communications devices. The ear lips are chosen as the encasement
of the hardware to maximise cranial stability by lowering the centre of mass; accompanying
this, the component remains balanced, with and without the attached hardware, via a central
axis of symmetry [22, 45, 74, 75, 91].
5Section 4.2.3 provides accepted geometrical and material details relating to the military helmet used for the
project
6each defined within STANAG 4090 [84]
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Challenges relating to use
Along with general design requirements and chacteristics, a military helmet must be adept
in various situations; mise-en-sce`ne within war films and television shows such as “Saving
Private Ryan” and “SAS: Who Dares Wins”, whilst not directly accurate of warfare, indicate
potential sources of damage via environmental conditions and/or use. Whilst these sources are
fabricated for entertainment, they portray multiple occasions of minor impacts to equipment
and personnel, after which the helmet must continue to operate effectively. An American
report validates the perceived likelihood for impact during military use: between January and
September in 2014 over 18,500 cases of traumatic brain injury (TBI)7 were documented by the
United States of America [92], with reports suggesting as many as 31 % of cases were from
objects striking the head [93]. Although this is based on American statistics, the quantity
of instances indicates the vast number of potential strikes a combat helmet must endure in
use. Composite materials are recognized as being susceptible to damage from impact due to
weakness in the through-thickness compared to their standard mechanical properties [94–99].
Whilst high-energy impacts, or surface penetration is likely to be noticed, allowing component
replacement, single or multiple low velocity impacts can cause sub-surface delamination, matrix
cracks, and fibre bending [98, 99]; these can result in internal stress concentrations during
loading, lowered elongation to failure, and decreased ultimate compressive strength [95, 98–
100].
Another potential source of component damage is the subjection to varying, extreme, en-
vironmental conditions - one of which is low temperatures. With recorded temperatures as
low as -83 ◦C [101], Alaska indicates the potential issues associated with military helmets dur-
ing Arctic warfare8. When submitted to extremely low temperatures failure characteristics of
many materials alter from ductile to brittle (i.e. lowering of fracture toughness), along with
changes to mechanical properties, such as Youngs modulus and ultimate tensile strain [102–
104]. Nevertheless, due to the use of aramid fibres reinforced in thermosetting resin, newer
military helmets are likely not affected by such temperatures due to sufficient thermal stability;
7these encompass all cases of recorded TBI, regardless of severity
8Note: this statement is used for the purpose of cold environments across the glob and does not necessarily
imply current realistic theatre conditions
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Kevlar R© shows no embrittlement to temperatures as low as -196 ◦C [105], equally thermosetting
resins are highly thermally stable after cure [106]. Having said this, with the desire to improve
recyclability of components, Dimeski suggests thermoplatics may be used for future equipment;
current thermoplatic resins would result in possible resin failure at the Alaskan temperature,
due to insufficient thermal stability [107, 108]. Clearly, military helmets aim to maintain the
requirements stated whilst being subject to surroundings depicted, which include snow and ice,
deserts, and rainforests; therefore numerous environmental tests are conducted following DEF
STAN 00-35 [109]
(a) (b)
(c) (d)
Figure 2.4: A concept situation for component damage, whereby the item undergoes a
surface cut (a), which results in damage through the component thickness (b). In this event,
surface water fills the resultant internal cavity and seeps between layers (c). Lowered
temperatures freeze the internal water, within the component, producing matrix cracking and
delaminations (d). Red indicates the directly damaged region from the original surface cut,
blue indicates water damage
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Difficulties in imparting mechanical damage (such as cutting) to aramid fabrics are well
known, however it remains possible to impart cuts of limited size to the fabric using non-
specialist devices. For example, an armed forces utility knife has the potential to cut local
fibres [110, 111]. If the helmet shell is scratched or stabbed to an unknown depth (Figure
2.4a), there is the possibility that yarn damage and/or displacement has occurred (Figure 2.4b)
[2, 112, 113]. Such damage can result in voids and fibre misalignment, producing localised
non-uniformity of strain profiles, which can alter the efficiency of energy dissipation through
the component and cause lowered ultimate compressive strength [114].
Various composite systems have shown detrimental changes to mechanical properties from
water absorption; typically caused by delaminations or reductions to interlaminar bond strength
[94, 115–118]. Although both aramid fibres and phenolic resins are highly resistant to water
[105, 119], if the surface is penetrated to an adequate depth there is the potential for water
to seep between layers of fabric (Figure 2.4c), causing degredation in the bond between fibre
and matrix and lowering structural integrity, similarly to carbon and glass fibre composites
[115–118].
In the event illustrated in Figure 2.4c, further concerns may arise if atmospheric temperature
falls below the freezing point of water (Figure 2.4d). The density of ice is approximately 8 % less
than water [120, 121], therefore Archimedes principal states the ice will occupy more volume
by the same percentage [122]. Freeze-thaw studies of water saturated materials have shown
reduction of stiffness and compressive strength, with increasing losses for each cycle, caused by
internal stresses forcing crack growth [123–126].
2.2.5 Failure mechanisms to be considered for current military helmets
Premature failure may occur if the helmet system sustains excessive damage prior to an event,
but what constitutes failure: penetration resistance or maintaining unharmed personnel? Hel-
mets are designed to protect the user’s head in the event of an impact - as such, failure of the
system is defined as an inability to stop: i) penetration; ii) unreasonable energy to the user;
iii) excessive deformation [127, 128].
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A helmet system as a whole is designed to absorb, disperse, and degrade local impact en-
ergy [111, 127, 128]. Cross-woven aramid fibres within the helmet outer shell spread the impact
area effected, limiting deformation and stress to subsequent layers [111, 129]. Primary and
secondary fibre motion and damage ensure initial strike energy dissipates for each subsequent
shell layer during impact and/or penetration; this increases penetration resistance whilst de-
creasing localisation of the force on the user [2, 76, 111, 130, 131]. Whilst the shell lowers and
spreads impact energy (e.g. in ballistic events); the inner lining also absorbs energy, provides
standoff between the shell and the head, and in some situations may mitigate certain blast
effects [76, 127, 128, 132].
In the event that a helmet deforms to an extent that the user is injured, the component
has not been successful in user protection. Due to this, helmets are designed to ensure back
face deformation (BFD) remains below a maximum threshold [129, 133–136]; this becomes in-
creasingly challenging with continuous optimisation based on weight limitation, BFD increases
with fewer composite layers [136, 137]. The extent of BFD is dependent on impact energy and
surface area of said impactor; penetration depth declines quadratically with contacted surface
area [129], so small projectiles will produce greater BFD than blunt impacts of the same energy.
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2.3 Component Assessment Methods
2.3.1 Portable non-destructive assessment
Description of potentially suitable techniques
(a) (b)
(c) (d)
Figure 2.5: Depiction of four example non-destructive testing/ evaluation formats and likely
responses to component damage. (a) acoustic emission testing, uses high sensitivity acoustic
sensors (black circles) positioned around the component; as an energy is imparted to the
component (in the form of tensile force in the diagram), differences in acoustic readings can
correlate to discontinuity locations. (b) thermography testing uses thermographic imaging to
depict the component thermal emissivity; the figure shows an external energy (mechanical)
applied to the component, with the crack producing local temperature gradients around the
discontinuity. (c) geometrical scanning plots x,y, and z data of a component surface, which
can be used to identify barely visible surface changes caused by defects. (d) strain mapping
imparts a stress to the component and optically measures deformation; digital techniques
such as DIC can portray this deformation in the form of qualitative strain maps, or
quantitative plots of local strain
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Non-destructive assessment is a version of material, component, structure, or system evalua-
tion which does not cause damage in the process. Assessment can be conducted by a wide range
of techniques, which are grouped into two formats: Non-destructive testing (NDT) and Non-
destructive evaluation (NDE). The two terms are often used interchangeably, with the subtle
difference being NDE provides quantitative assessment in addition to qualitative discontinuity
identification [138]. There are many varieties of NDT and NDE available, with capabilities and
limitations dependent on each case study [139]. Figure 2.5 depicts four categories commonly
used for component assessment. There are many additional NDE techniques which can be used
in alternative applications but may not be suitable for either aramid fibre composites, situations
with increased likelihood of external testing factors, or curved components. For example, Laser
Shearography is a technique capable of component discontinuities, such as delaminations from
surface impact [140]; however the tool can be difficult to use for curved components [141].
Acoustic emission (AE) testing can swiftly assess components for damage dependent on
required precision and accuracy; for example, the “tap test” is an AE variant whereby the user
knocks the component in systematic locations whilst listening for a change in acoustic response
[142–144]. With the human ear limited to a maximum frequency of approximately 20,000 Hz
[145] greater detection requires sensors (e.g. R151 sensors are capable to 150,000 Hz) [146].
AE sensors in series with amplifiers provide assessment of noises produced by the component
during excitation, which can be related to micro-crack growth [146–149].
AE sensors can be permanently placed upon structures for continual NDT in use [148–153],
or placed specifically for mechanical testing [142, 144, 146, 154, 155]; typically continual assess-
ment relates to civil structures due to logistics and desire to continually predict catastrophic
failure [142, 151]. As AE sensors are limited to localised readings, often multiple sensors are
used for each test to locate the approximate region of discontinuity [144, 146, 154]; Figure 2.5a
shows an example sensor layout for a mechanical AE assessment. The figure indicates that the
sensor closest to the crack has a different output amplitude to the others, identifying a region
of discontinuity compared to the bulk.
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The diagram in Figure 2.5b shows active thermography as the material is subjected to an
external mechanical energy. With the example, the crack forces plastic deformation for growth,
resulting in localised emission of heat [156]. This effect produces anomalous regions within a
thermographic heat map, identifying material discontinuities (i.e. damage defects) [156–161].
Although Figure 2.5b illustrates mechanical excitation, Active thermography can be conducted
by applying an external heat source. By submitting the component to an external heating effect
a temperature gradient occurs over time, with discontinuities (such as cracks) resulting in a
local difference in cooling/heating rate to the bulk [162]. There are multiple possible input wave
functions (periodic, pulse, elongated pulse, and continual), each used for differing applications.
Periodic excitation produces cycles of heating and cooling which limits imparted thermal
energy to the material, however results in increased measurement time. Thermal pulses allow
for rapid analysis and the ability to estimate the depth of the defect, however the pulse limits
the thicknesses possible. Similar to pulse thermography, transient thermography utilities an
elongated pulse and provides a compromise between pulse and periodic energy functions; anal-
ysis times are shorter than using the periodic source and can depth profile, but the sensitivity
is limited. Continuous energy sources are only used in specific applications such as locating
cracks upon a highly reflective (opposite to emissive) material [158, 163, 164].
Typically passive thermography is implemented on structures which are difficult excite such
as buildings and medical applications and is often used to only provide qualitative assessment
of the subject. The technique allows high speed assessment when ”sweeping” thermal images
across the subject, without the need for excitation [157, 158, 165]. Whilst passive thermography
can be conducted quickly, often an active approach is required for quantification of inhomo-
geneities. Differences in thermal diffusivity between bulk and the source of inhomogeneity (e.g.
crack), result in different temperatures during the transient phase; by understanding the overall
conductivity of the material, the user can quantify the location and orientation of the defect
[157, 158].
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Geometrical scanning is a non-contacting technique with no risk of causing inadvertent
component damage as no external energy is required (as indicated in Figure 2.5c) [166, 167].
Scans can be acquired for the component surface or through thickness dependent on technique
used. Geometrical surface analysis is typically conducted using arrays of lasers emitted towards
the component and subsequent measurement of the time taken to reflect back to a sensor in
addition to angle of reflection [166, 168]. The highly portable equipment produces high precision
point clouds (e.g “HandySCAN black elite” quote 1,300,000 data points for a 310 x 350 mm
region, to an accuracy of 0.025 mm) [169]. As alluded to by Figure 2.5c, points can be used to
analyse the component for unexpected contours and/or artefacts upon the component surface
[167–172]. Whilst surface scanning can provide high speed assessment regardless of location,
the technique is limited regarding damage detection due to accuracy constraints, losses of data
from high component reflectivity, and the inability to analyse through-thickness [166, 171].
The final category shown in Figure 2.5 relates to strain mapping and visualisation (2.5d).
Experimental evaluation of component strains has been conducted over an extensive period:
photoelastic evaluation has been developed since the discovery of birefringence in 1816 [173];
strain gauges date back to 1938 [174]; digital image correlation was first used in 1980 [175]. Pho-
toelastic evaluation is a non-contacting technique which utilises birefringence (an optical prop-
erty resulting in changes to the refractive index due to polarization and direction of light)[176]
to qualitatively assess deformations of a component area under load [14, 177–179]. Prior to
digital optics, strain gauges were the only method of quantitative strain analysis; the gauge
is composed of wire arrangement which alters resistance based on applied strain, it is bonded
to the component surface to measure the average strain along the length of the gauge [180].
The emergence of digital cameras allowed for increased mapping capabilities for non-contacting
methods: digital images of photo-elasticity experimentation, along with the creation of speckle
tracking technology (such as DIC), allow for quantitative assessment of images (indicated by
the numerical plot associated with qualitative assessment in Figure 2.5d) resulting in greater
precision than “by-eye” evaluation [173, 177, 178, 181, 182].
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Down-selection of described techniques
An example variant of each technique9 previously described (Figure 2.5) has been critically
assessed against six key criteria. Each assessment criterion relates to practical implications of
use for the project and beyond and is globally portrayed within Table 2.1. The chosen examples
are as follows:
• Acoustic emission: RD3 Electronic Digital Tap Hammer
• Thermography: Fluke Ti480 thermal camera
• Geometric scanning: NextEngine laser scanner
• Strain mapping: DIC with two Allied-Vision-Manta-G-917 cameras and LINOS MeVis-
C (35 mm : f/1.6) lenses
As use of a computer is required for the geometric scanning and strain mapping examples,
an example robust laptop has been used for the “hardware cost” and “portability” columns of
Table 2.1.
The cells of Table 2.1 are coloured to visually portray perceived acceptability of each trait.
Red describes an critical reason why the technique would not be viable for the project, amber
relates to traits which are non-ideal but can be overcome, green indicates a preferential trait of
the equipment. Using Table 2.1 as a down-selection tool, the use of the RD3 Electronic Digital
Tap Hammer (acoustic emission example) and NextEngine laser scanner (geometric scanning
example) are removed as credible options, due to respective detection and speed limitations.
Neither thermography nor strain mapping examples contain critically detrimental attributes,
suggesting either option has potential as an assessment method for this project. With this in
mind, the use of strain mapping (via DIC) has been identified as the preferential assessment tool
for the project. The reasoning behind this decision is twofold: i) with DIC equipment available
at the University of Surrey extensive use in-house is possible, thus limiting logistical challenges
relating to rental/purchasing of high cost equipment; ii) thermography is capable of identifying
the occurrence of damage, but not assessing the structural criticality of said damage - unlike
DIC, which provides structural assessment of the component which can provide understanding
of structural degradation as a function of imparted damage.
9each example has been chosen via preliminary observations to identify a tool of potential suitability, pri-
marily taking into account of portability, cost, spacial resolution, and availability
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Table 2.1: Matrix assessing each of the NDT techniques from Figure 2.5 against six key
criteria of the project. The cells are colour coded, with red denoting a critical issue, amber
representing a non-ideal outcome which is not a critical failure, and green indicting an
advantageous trait
Hardware
cost
Portability Detection Curvature Speed Availability
Acoustic
emission
[183, 184]
£1,300
Dimensions:
18x10x1.5cm
Weight: 2kg
Matrix
degredation
and
delaminations
to 7 ply
thickness
Unaffected
Seconds to
assess each
location
Require
specific
purchasing
Thermography
[185]
£10,000
Dimensions:
28x12x17cm
Weight: 1kg
Can identify
changes in
local
temperature
to a
sensitivity
of 0.05◦C
Can assess
curvatures,
but area of
interest
becomes
limited due
to imaging
limitations
Live
imaging
capability
allows for
rapid
assessment
Limited
availability
with
partners of
the
University
of Surrey
Geometric
scanning
[172]
£3300
Dimensions:
22x27x9cm
Weight:
3.2kg
Surface
changes to
within
120µm
accuracy
Requires
multiple
orientation
changes for
scan of
entire
helmet
30 minutes
per helmet
Limited
availability
with the
University
of Surrey
Strain
mapping
[9, 186]
£10,900
2 x camera
system, each
with
Dimensions:
15x5x5cm
Laptop
dimensions:
36x29x5cm
Total
weight:
3.75kg
Can detect
local
differences
in structural
rigidity
down to
10µ
Can assess
curvatures,
but area of
interest
becomes
limited due
to imaging
limitations
Assuming
system is
pre-
initialised,
the entire
area of
interest can
be assessed
with 2
images - 1
unloaded, 1
loaded
Readily
available
with the
University
of Surrey
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2.3.2 Current helmet assessment protocols
Helmet assessment, via non-destructive and destructive forms, occurs prior-to and during the
component life cycle. Figure 2.6 indicates a simple representation of how multiple stages and
forms of evaluation are used to ensure helmets in service are fit-for-purpose.
Figure 2.6: Illustration of the multiple stages of testing to ensure military helmets are fit for
purpose
Before mass production of equipment, design phases are conducted to ensure an array of
criteria, set by standards and technical reports, are met. A critical US requirement is resistance
to penetration, with the Department of Defence (DoD) suggesting all helmets during first article
testing (FAT) should have a statistical probability of resisting penetration, from a 9 mm full
metal jacket round at a given velocity10, more than 90 % of the time [187]. Ballistic trials
(e.g. using fragment simulating projectiles) may follow guidelines set by the North Atlantic
Treaty Organization (NATO), documented in STANAG 2920. These guidelines specify the
tests, projectiles, targets, measurement accuracies and how to detect penetration [188].
10note: this velocity is not publicly documented for security reasons
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The designed helmet system may be required to offer protection against fragments and/or
bullets. In addition to ballistic pass/fail tests, protection against high-velocity ballistic impacts
may be assessed via the use of internal head forms, which can contain an array of sensors to
detect forces subjected to the user [189]. Anvil drop testing, such as the Sharp helmet safety
scheme or BS 6658, may be used to assess non-ballistic impacts. This assessment connects the
component to a supporting arm, which restricts the helmet to a vertical motion. The helmet is
then dropped from varying heights, depending on the mass of the item, to ensure specific final
velocities for the helmet at impact [190].
After the helmet shell has been successfully certified and produced, additional items may
be attached and trialled following NATO’s allied engineering publication (AEP) 2902 guidance.
This ensures the system as a whole is suitable for environmental and user conditions, whilst
maintaining the highest level of user comfort possible [191].
During use, visual surface analysis is continually conducted by the user and surrounding
members. In the event of visible deformation to the helmet shell, or damage to the energy
absorption systems, the user is expected to report and replace the piece. During systematic
recall, random samples are assessed to ensure that performance is maintained [187].
In US lot acceptance testing, the samples are tested via surface scanning and conducting a
tap-test, this provides initial assessment for external and internal variations to the component.
In the event of a single failure within the group, to a set criteria, the entire recalled batch is
subjected to visual and acoustic assessment in addition to computed tomography [187, 192].
Additionally, some samples are tested for energy absorption and penetration resistance via
ballistic trials [189].
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2.4 Image Capture and Processing
2.4.1 Digital camera technology and how it works
Many current assessment and mechanical testing techniques, including DIC, utilise digital cam-
eras to directly (i.e. as a measurement tool) or indirectly (i.e. reporting of experimental set-ups
and findings) evaluate experimental history. Digital cameras capture visible light as a function
of intensity and store the values as an array of photosites [193–195]. Figure 2.7 indicates how
intensity sensors (which are unable to distinguish between colours) use colour filters to pro-
duce non-greyscale images. The filters are commonly arranged in a Bayer pattern containing
50 % green, 25 % blue and 25 % red which allows interpolation into a “real” colour using a
demosaicing algorithm [173, 193, 195–197].
Figure 2.7: Depiction of the Bayer filter for digital camera colouring. The camera absorbs
light from the subject, which is filtered in an array of green, red, and blue (set as the Bayer
filter). Each layer (green, red, and blue) is extrapolated, via demosaicing, to ensure each
colour has intensity data at each array position. Using the three values, at each array
position, produces the final RGB image
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Each photosite has a colour filter associated to it allowing for a Bayer mosaic, however
this results in spaces in the image where red, green and blue intensities are not measured. To
produce the final image colour demosaicing must be conducted, this process approximates colour
intensities as a function of other measured values and can be bilinear or adaptive. A bilinear
interpolation calculates approximations the same way throughout the image, irrespective of
image details. Using the numbers in Figure 2.7 as reference, cell 6 averages the intensity value
of 2 and 10 for red, whilst blue intensity would be the average of 5 and 7; the empty green
values are averaged with all adjacent cells (e.g. cell 7 averages cells 3, 6, 8, and 11) [198, 199]11.
Billinear interpolation is a simple and efficient process for producing colour approximations,
however for sharper images adaptive methods are required. The process begins with completing
the green grid via identification of red and blue magnitudes which is used to produce threshold
criteria for future green approximations. If the blue/ red horizontal intensity is higher than
vertical, then the average green will be taken along that direction (and vice-versa); if the blue/
red intensity is the same in both directions, the average of all four adjacent cells are averaged.
After completing the green grid, the red values are approximated as a function of both the
adjacent red cells and the green - the blue cells are calculated similarly [198].
Due to colouring of digital images requiring approximations (as stated above), artefacts as
a result of demosaicing can occur - commonly at colour edges and in regions of high frequency
lines. Typical artefacts include [194, 198, 201–203]:
• zipper effect: edge blurring caused by demosaicing averaging across a colour edge.
• false colour: incorrect colour reproduction due to sharp colour changes in the captured
real image resulting in misinterpolation.
• aliasing: formation of Moire´ patterns caused by details within the image being similar in
size to the a single pixel in the image.
• blurring: along with zipper effects, blurring occurs due to the reduction of spacial fre-
quencies as a result of the Bayer filter requirement.
11Note: “average” is a simplification of the process, with algorithms often using gradients in variance between
multiple cells to improve smoothing and limit artefacts - for more information see [200]
29
2 LITERATURE REVIEW
With colour resulting in the potential loss of spacial accuracy, greyscale images typically
result in increased clarity, due to removing issues attributed with false colour, zipper effects,
and blurring from demosaicing. The removal of colouring artefacts is a contributing factor
to digital image correlation’s use of 8-bit12 greyscale camera analysis, and results in the main
source of sampling issues being related to aliasing (as a result of a too fine and/or dense speckle
pattern for the image’s area of interest) [9, 201, 205].
2.4.2 Increasing large scale image resolution
Typically, the initial approach to resolution improvement for digital photography is to increase
the number of pixels used per image. In regards to this, there has been rapid improvement
since Steven Sasson’s 0.01 megapixel (MPx) creation in 1975 [206], with Manta G-917 (common
in DIC) rated at 9.2 MPx [207]. Further to improvement of standard pixel count, multi-shot
technology has been used by Hassleblad H6D-400c to produce images of 400 MPx. [197]
Although megapixel count does affect the image resolution, it it not the only defining
attribute for image clarity; an example of this is that mobile phone companies quote 12 MPx
as standard for high-end smartphones - the Manta G-917 has higher clarity than a smartphone,
but pixel count implies a reduced resolution of 23 % [207–210]. Although MPx count has
a correlation to resolution a defining feature of the image clarity is the sensor size, with a
smartphone sensor’s area approximately a quarter of the Manta G-917 (1/2” and 1” formats,
respectively) [207–210].
Sensor size is arguably the most important attribute for resolution improvement as it de-
termines the amount of light which can be used to produce the image, as such a larger sensor
allows for more information and in turn produces sharper images due to an increased dynamic
range resulting in a lowered susceptibility to noise [194, 195]. Along with increasing input
information the use of a larger sensor allows for a larger frame for the same lens. Therefore to
capture the same area of interest, a wider angled lens would be required for a smaller sensor
than for a larger one [211, 212]. The issue with needing ultra wide angle lenses is the potential
to limit image quality as a result of blurring when the image is enlarged or areas within the
128-bit is often used for DIC as the addition of a greater number of greyscale values produces increased
likelihood of noise, decreasing overall accuracy [204]
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image are zoomed; along with this, accuracy of the image perspective is often lost in terms of
subject sizes and image depth of field [211, 213].
Sensor size and pixel count of a camera, whilst important, are inherent in the chosen camera
and cannot be altered by the user during image capture; however there are ways in which the
photographer can change image clarity during use. One way to alter the area of interest and
depth of field is to change the focal length of the lens. The focal length is characterised as
the distance between the lens’ optical centre and the camera sensor. If the user increases the
focal length the incident angle between camera and sensor decreases and causes less diffraction
spread, this in turn increases the distance the light can travel (plane of focus) whilst also
limiting variation from the object of focus - causing a reduced area of interest and depth of
focus [9, 214, 215].
Another method of improving image clarity is to alter the brightness of the image. There
are three fundamental ways the photographer can modify image brightness (without altering
external lighting): aperture, shutter speed, and ISO (International Organisation for Standardi-
sation). Each of the methods for adjusting brightness have potential drawbacks to the user with
Figure 2.8 depicting how changes to each variable can alter the overall image [9, 193, 203, 215].
Figure 2.8: Effects of altering aperture, shutter speed and ISO settings for digital cameras.
Each setting can be used to brighten the image, but results in detrimental effects as a result:
opening the aperture limits depth of field (as portrayed by the blurred background); slowing
the shutter speed can cause blurring of a moving subject; increasing ISO causes the image to
become grainy with false colour
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By adjusting the aperture size, the hole within the lens opens/closes, acting like a human
pupil, affecting the amount of light received by the camera sensor. Using a larger aperture allows
for more light exposure and results in a brighter image. Further to the increased brightness,
a larger aperture results in a greater range of light incident angles to disperse through the
lens; this results in greater spread of refracted light rays and causes background blurring [9,
193, 195, 203, 214–216]. Shutter speed is the definition of how long the camera collects light
for image acquisition, and can greatly alter the captured image. The length of time that the
shutter is open affects the amount of light which the sensor can collect, with long exposure time
(such as 30 seconds, depicted in Figure 2.8) allowing higher overall light collection resulting in
a brighter image. When altering shutter speed the user must be mindful of movement during
image capture as a long exposure time can result in motion blur [9, 193, 203, 215, 216]. The
final method of altering image brightness is the ISO: this is a standardised number relating to
the photographic sensitivity to light of the sensor (and film if using a film camera rather than
digital). Typically the ISO is the final variable the user will alter for increasing brightness, due
to the issue that increasing the ISO number improves the sensitivity to light (brightening the
image) whilst proportionally increasing image noise [215, 217].
If the user is unable to capture adequate detail of the entire area of interest, combining
multiple images via stitching can result in detailed full-field image acquisition [218–220]. Com-
binations can be completed via [197, 218–221]:
• standard linear stitching: multiple images are stacked into a singular file regardless of
features within the image
• feature extraction: image features used to determine similar locations of interest between
images as stitching points
• “multi-shot” technology: during image acquisition the camera shifts by a known distance,
capturing additional information for the overall image
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Linear stitching and feature extraction stitching are often used to provide a larger area of
interest, with the algorithms linked to panoramic imaging. By combining multiple pictures,
the user is capable of visualising a larger region whilst limiting pixelation during image zoom
[218–221]. Further to the possibility of image enlargement, stitching with markers provides the
ability for imaging an entire 3D product with multiple images using a single camera - this is
otherwise impossible as the component back face is out of camera view without turning [9, 218–
221]. In opposition to typical stitching methods, Hasselblad’s “multi-shot” imaging provides
additional resolution when the user requires zooming/enlarging of the image. By increasing
the ability to zoom, the user can capture a larger area of interest whilst maintaining adequate
resolution [197].
2.5 Component Geometry
Challenges associated to imaging
As the previous section mentioned, imaging an entire component cannot be achieved using a
single camera from a fixed orientation relating to the component. The challenge is exacerbated
with the addition of curvature. Photography is only capable of capturing images detailing
what is visible to the camera, therefore capturing the entity of the component in a single image
is impossible irrespective of curvature. Nevertheless curvature lowers the visible area to the
camera, resulting in a smaller possible region of analysis [222]. As Figure 2.9a indicated, this is
exacerbated by the requirement that both cameras within the DIC system can identify common
regions. DIC set up requirements dictate that each camera is angled opposing each other with
an overlapping region at the centre [9, 223]; therefore, each camera has its own visible region
(i.e. the red and blue rectangles), with a portion of each viewpoint containing a segment of
common focus (i.e. the green region on the cylinder).
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(a) (b)
Figure 2.9: Imaging challenges when using digital image correlation for curved geometries.
Identification of common areas of interest (a) is limited, as each camera view is angled. The
image shows one view as red and the other as blue; for correlation to be possible, the surface
must be visible to both cameras, therefore only the overlapping region (green) can be
assessed. (b) shows how, for a single camera, depth of field limits assessment region; as the
camera has a finite depth of field before blurring, curved components may only have a limited
section in focus (green coloured region) for the same view as a flat component
In the example of a flat specimen, there is minimal change in the distance from the camera
to the object surface (focus distance) but this is not the case when imaging curved surfaces.
Out of plane changes result in defocusing, due to depth of field limitations. Improvements to
the depth of field are possible by: i) opening the aperture; ii) increasing the focus distance
or; iii) decreasing the focal length, but alterations can detrimentally effect precision [224, 225].
Limitations in depth of field will result in regions with greater out of plane change to be
defocused and poor for correlation.
As detailed in Section 2.4.1, imaging is achieved via sensor absorption of reflected light from
the component. The positive curvature of the helmet results in reflection profiles similar to a
convex mirror, whereby reflections are scattered non-uniformly; scatter angles alter based on
the direction of a straight line between contact point of light and component, and the focal point
(the location where all light rays meet) [226, 227]. The variable angles result in non-identical
amounts of reflected light towards the camera sensor at different locations, producing areas of
higher intensity and risk of localised over-saturation when increasing overall brightness of the
component [225, 226].
34
2 LITERATURE REVIEW
The imaging challenges mentioned, regarding curvature, are apparent in the complex geom-
etry of a military helmet. With curvatures varying throughout the surface, the visible surface
area, along with locations of high reflection, will not be remain constant for all component
orientations.
Challenges associated with helmet loading
Further to component imaging challenges, DIC requires loading of the component for strain
assessment. One source of difficulty is the helmet consisting of a variable base height, required
for maximisation of head protection and visibility. A practical challenge relates to applying an
external force to the specimen, potentially causing instability from insufficient contact points;
three contact points are required for structural stability [228–231].
Altering curvatures along the component profile will produce non-uniform stress profiles
when simply loaded via uniform loading (pressurisation) or local, mechanical, deformation. In
the case of pressure loading of the helmet, thin-walled theory states hoop stress for a sphere is
equal to:
Hoopstresssphere = Pr/2t (2.1)
Symbol Definition Units
P Pressure differential between internal and external volumes Pa
r Radius of curvature mm
t Thickness mm
Equation 2.1 [232] shows that variation in radius of curvature will result in differences
in hoop stresses for the same applied pressure difference. Additionally, analysis of cylindrical
pressure vessel heads indicate joints between sharp changes to curvature (akin to the curved top
to the flat back of the helmet) produce regions of increased stress and deformation [233, 234].
Deflections associated with mechanical loading will also be affected by local radius of cur-
vature along the specimen; Castigliano’s theorem for beam theory indicates that the deflection
from mechanical point load is highly linked to radius of curvature, see Equation 2.2 [235]:
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Deflection = FpiR2/2AeE − FpiR/2AE + FpiRC/2AG (2.2)
Symbol Definition Units
F Force in direction of deflection N
R Radius of curvature mm
A Cross sectional area mm2
e Distance between centroid axis and point of contact (eccentricity) mm
E Young’s modulus Pa
C Cross section correction factor
G Shear modulus Pa
With each term of the equation utilising radius of curvature, it is clear that the deflection
will alter with increasing/decreasing radii. Further, when analysing concentrated loads in hemi-
spherical geometries, localised buckling results in a region of change from positive to negative
curvature, causing increased local stresses [236, 237].
2.6 Summary
Helmets designs have changed many times over history both in terms of geometry and mate-
rial used. Progression from metals, a relatively ductile material group, increased penetration
resistance and energy absorption capabilities, but heightened the risk for internal (barely vis-
ible) damage. To ensure user safety currently there is a necessarily pragmatic approach to
component assessment, which ideally would be altered for in situ analysis.
Digital strain mapping, via tools such as DIC, has been shown to be capable of qualita-
tive and quantitative full-field and local assessment, providing potential for both scanning and
detailed assessment of discontinuities in a component. Subsequently techniques for image ac-
quisition quality and area of interest have been evaluated, whilst indicating potential difficulties
which may arise from capturing images of a curved component for DIC analysis.
DIC can assess local and global changes to structural rigidity, which may be useful in
ensuring the technique can be used for future helmet adaptation. By comparing the affect of
a crack upon the helmet shell, rather than only identifying its existence, the technique may
be adaptable to each helmet iteration without requiring intricate condemnation criteria (e.g.
minimum crack length) research; as such, the next Chapter delves further into key principals
of DIC.
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3 Digital Image Correlation
3.1 Introduction
This chapter reviews literature relating to the history to DIC and current recommendations
relating to its application (Section 3.2.1). Key user defined variables are considered (Section
3.2.2) and results from work relating to speckle pattern generation are presented. In the light
of this theory and demonstration of the application, this chapter concludes with a review of
the potential issues relating to portable use (Section 3.3.1) and presents results from testing a
process to limit errors due to external vibrations (Section 3.3.2).
3.2 Theory and Prior Art
3.2.1 A brief history of DIC
As the first digital camera was only patented 42 years ago [238], DIC is a technique of relative
infancy; only 39 years separates the present with the first occurrence of using digital images
of speckle patterns for displacement measurements [175]. Prior to this, strain measurement
and/or visualisation occurred via strain gauges, photoelasticity, or interferometry [239–243].
After the invention of the digital camera, Vincent Parks proceeded to show the range of
possible displacements which can be measured using photography of speckle patterns; in 1980
he deduced that this was limited by de-correlation [242]. As improvements in digital cameras
occurred, so too did the potential for increased measurement ranges (because the limit for de-
correlation increased) [14, 242]. In 1985, a single 8-bit analogue camera was used to capture
images of a speckle pattern upon a flat specimen, the calculated deformations validated the
technique of DIC [242].
From confirmation that the technique could accurately measure deformations, translations,
and strains, improvements of the efficiency of 2D-DIC matching and correlation algorithms fol-
lowed. The development which allowed DIC to move from laboratory testing of flat specimens,
to ‘real-world’ components was the introduction of stereo-system DIC (referred to as 3D-DIC).
Eight years after validation of DIC as a technique (1993), a stereo system of cameras was used
to calculate local strains around a crack tip; in 1996, 3D-DIC showed capabilities in full-field
measurements of large structures as well as laboratory samples [242].
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Due to DIC becoming a trusted technique of strain measurements for both industry and
academia (in addition to further computational improvements), in 1999 a research group sought
the ultimate goal of solid mechanics: full-field strain measurements [244, 245]. Digital volume
correlation (DVC: volumetric DIC) achieves this goal using through-thickness tomography (typ-
ically in the form of X-ray) to image voxel energy values for the component, these act as stacks
of pixel greyscale intensities. As with speckle patterns for DIC, differences in intensity values
(commonly due to material discontinuities) are used to identify locations of the component and
track relative motion from a source of loading [242, 244, 245].
With issues such as control of patterning, mobility, and access to scanning systems, [242]
DVC remains unable to supersede DIC; therefore improvements to the the capabilities of surface
analysis via DIC are ongoing. One such suggested improvement is to increase the component
surface area which is analysed without causing detrimental effects upon the sensitivity of the
system (i.e. maintaining similar pixels per millimetre); in 2013, Chen et al. demonstrated the
use of dual stereo camera systems to analyse a single component, and return a stitched singular
analysis of an increased region of interested without loss of spacial resolution [246].
As a result of increased DIC usage, in 2015 a non-profit organisation, iDICs, was created;
with the objective of spreading expertise in the technique, along with limiting variability be-
tween users [9, 247]. A year after the society’s creation, the first annual conference dedicated
to the latest developments in DIC was held in South Carolina[248]; three further conferences
have been conducted since: Philadelphia, Barcelona (2017), and China (2018) [247]. Along
with organising conferences with the goal of uniting the DIC community, iDICs recently (2018)
published The Good Practices Guide For Digital Image Correlation, to act as a standardisation
tool for a technique which is difficult to standardise (due to it’s high versatility) [9, 247].
The guide was produced by a group of industrial and academic members who use a variety
of DIC suppliers; this was a necessity, because the good practices guide needed to address key
principals for all DIC, as opposed to software specific issues. Public comments proceeded after
creation of a final draft, with all users of the technique capable of providing suggestions for
improvement, or a vote of acceptance of the current version; the review process was conducted
from November 2017 to January 2018, with 56 users providing feedback [9].
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Table 3.1: The good practices guide to DIC [9] table for reporting DIC hardware parameters
Camera ...
Image resolution ... x ... pixels
Lens ... (... mm/...f)
Aperture ...
Field-of-view ... x ... mm
Image scale ... pixels/mm
Stereo angle ... degrees
Stand-off distance ... mm
Image aquisition rate ... image per second
Patterning technique ...
Pattern feature size ... mm diameter
Table 3.2: The good practices guide to DIC [9] table for reporting DIC analysis parameters
DIC software ...
Image filtering ...
Subset size ... pixel / ... mm
Step size ... pixel / ... mm
Subset shape function ...
Matching criterion ...
Interpolant ...
Strain window ... pixel / ... mm
Virtual strain gauge size ... pixel / ... mm
Strain formulation ...
Post-filtering of strain ...
Displacement noise-floor ... pixel / ... µm(x); ... pixel / ... µm(y); ... pixel / ... µm(z)
Strain noise floor ... µm/m
As the guide’s primary purpose is to assist new practitioners of DIC, only basic experimental
setups (flat specimen under mechanical load, analysed by a single DIC system) are explained.
Notwithstanding the primary use of the guide, principals and information can be used as
reference for more experienced practitioners conducting experiments of increased complexity.
One such topic is that of the requirements for reporting (Chapter 6, pages 63-65), which ensures
that key hardware and software information are detailed in future publications, via respective
Tables 3.1 and 3.2 [9]. As future publications are set to follow the format shown in the tables,
all investigations conducted for this Thesis have completed versions within the Appendix.
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3.2.2 Variables for digital image processing
Multiple cameras are used for 3D DIC, which must combine to produce an overall assessment.
To achieve this Correlated Solutions’ software, Vic-3D, identifies the common region in the right
hand camera to the left. The initial region is then used as a continual reference for the right
camera assessment, at each time step throughout testing. With each camera assessing speckle
deformations for it’s viewpoint, the resultant strain is calculated by triangulating each camera’s
measurement to it’s relative position with the other. For this project strain assessments are
conducted using the default format, Lagrange interpolation [223]. To measure the data required
for this interpolation format, three key parameters must be selected by the user (irrespective
of software provider); these are defined by Correlated Solutions as: subset (Figure 3.1b) ,
step (Figure 3.1c), and filter size (Figure 3.1d). Alterations to each of the parameters can
result in changes to the DIC strain calculations, such as precision, accuracy, and timescale for
assessment.
DIC uses subsets, user defined sized grids encapsulating unique speckle pattern information.
The greyscale digital fingerprint within each subset remains constant for all images throughout
DIC analysis, with the grid automatically deforming to maintain the same fingerprint whilst
speckles translate and deform, due to experimental excitation [6, 186, 249]. Changes to the size,
shape, and position of the subsets (from the original reference) are used to measure component
surface deformations for each image, which corresponds to full-field strain mapping. As subsets
are therefore fundamental to DIC, many studies have been conducted based on their ideal
shapes and sizes, to improve robustness and accuracy of the technique [9, 249–251]. Correlated
Solutions software uses square grids (as depicted in Figure 3.1b) of user-chosen size, defined
in pixels; a minimum of a ‘typical’ subset requirement is defined such that within each subset
square five speckles are required, each speckle being at least five pixels in size [186, 223].
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(a) (b)
(c) (d)
Figure 3.1: a) Generated speckle pattern with 0.05 mm speckle diameter, 75 % speckle
density, and 75 % speckle variation. A green box indicates the region used for b, c, and d; b)
Solid-yellow boxes upon the speckle pattern depict the grid formation for a subset; c)
Dashed-red grids upon the subset from b, showing how additional subset windows are
produced as a function of step size; d) Depiction of a strain filter (red circle), corresponding
to the red point, in use for strain mapping calculations. Remaining data points shown in blue
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Vic-3D and Correlated Solutions’ other software, Vic-Snap, provide respective live and static
assessment of the software’s confidence in identifying and tracking each subset; the software’s
tracking uncertainty, called the Sigma estimate, assesses an image of the component surface to
ensure each subset can be uniquely identified and states confidence (in pixels) to which this
is possible. Due to an increase in greyscale information within the square, a larger subset
produces higher accuracy (lower sigma) than a smaller subset [9, 14, 249, 251]. However to
identify the optimal subset size one must consider the requirements of the project. The precision
is adversely affected when a larger subset size is selected, as a greater area is used for data point
calculations [9, 14]; further, geometric considerations are required, as the subset must not be
too big to bypass surface curvatures [186].
As indicated in Figure 3.1c the subset grid defined by the user (yellow) is then overlapped
with additional grids (red), with the offset pixel distance between grids defined as the step size,
increasing mesh density to improve resolution of strain mapping [9, 186, 223]. Each additional
grid, as a consequence of reduced step size, causes additional processing time with decreasing
degree of improvements; therefore, Correlated Solutions suggest a step size approximately a
quarter of the subset [186, 223].
Data points13 (represented by the blue points in Figure 3.1d) are calculated and positioned
at the center of each of the subsets. To calculate strains throughout the surface, a local
smoothing filter is always required, with the size and method of smoothing able to be altered
by the user. The size of the filter window is defined by data points (as opposed to pixels), with
larger filter sizes increasing smoothing radius and hence reducing noise, but in turn limiting
spacial resolution [186, 223]. In Vic-3D the smoothing method used by the filter window can be
unweighted by averaging all values within the local filter; most situations use a “90 % center-
weighted Gaussian filter”, where the effect of each data point decreases with distance from the
centre - such that the points located on the edge have a 10 % weighting to compared the centre
[186, 223].
13DIC incorporates information relating to speckle deformation within a Subset into a single point, which
acts similarly to a node in FEA. This report describes this item as a “data point”
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Alterations to the step, and filter directly relate to changes in the spacial resolution. [9,
186, 223, 252]. Spacial resolution is linked to the concept of the virtual strain gauge (VSG)
and is an assessment of the pixel distance required for any local strain assessment. This can
be imagined as a virtual representation of the area a linear strain gauge covers [9, 186]. For
Vic-3D, as the filter and step size are defined by points and pixels respectively:
VSG = step size ∗ filter size (3.1)
Therefore by decreasing the size of either the step or filter, the VSG becomes smaller
resulting in improved spacial resolution, but with increasing susceptibility to noise [9, 186].
3.2.3 DIC accuracy and uncertainty
The non-contacting nature of DIC is arguably one of the technique’s key strengths, as it al-
lows for large variety of component sizes, geometries, and materials to be assessed using the
same technique[9, 223]; however, with the lack of contact between the measuring device and
assessed component, therein lies multiple potential sources of additional error before and dur-
ing experimentation[9]. As mentioned in Section 3.2.2, DIC controls noise via the grouping
of multiple neighbourhoods of speckles, with VIC-3D providing assessment of confidence that
the program can identify the center point of each respective speckle neighbourhood[186, 223];
however to maximize the quality of experimental results, via limitation of error sources, a
preliminary understanding of said sources must be understood.
Commonly denoted by the DIC community as the “noise floor”, systematic errors are
inherent of a DIC experimental set-up prior to experimentation and are unavoidable; however,
the extent of degradation to assessment quality can be limited[9]. Errors predominantly occur in
DIC for two reasons: i) imaging quality for each camera used; ii) incorrect program correlation[6,
9].
Each camera utilises greyscale intensities to assess the location and motion of each sur-
face feature of the component; therefore, to maximise quality, there must be clear greyscale
differences between each feature and the background colour. Assuming an optimal speckle
pattern has been applied, the camera must be correctly focused on the component surface to
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limit blur on the edge of each feature. To further increase contrast, the component must be
illuminated to the utmost brightness without causing pixels to be over-saturated with reflected
light[9, 186, 223, 252]. Another source of error relating to image quality is the number of pixels
used for the given area of interest, with an increased pixel density14 providing greater spacial
resolution in turn lowering blur between features and increases overall system accuracy[214].
Excessive out of plane displacement across the component surface (e.g. due to component
curvatures of small radii) can result in the camera to lose focus of regions of the component, due
to the limitations of the camera depth of field [224, 225] (further described in Section 2.5 earlier).
Even when assessing a component with large radii (i.e. relatively flat) surface curvatures, when
conducting stereo assessment15 the cameras must be angled from the perpendicular direction
of the component surface16, which results in non-equal out of plane position of the component
surface for each camera view.
Using the impossible example whereby each camera is initialised such that all imaging er-
ror is removed, error from the correlation algorithm still would remain[6, 9]. To assess an
experiment using multiple cameras in unison, DIC must consider position of each camera rel-
ative to other camera(s). To achieve this, in Vic-3D, multiple images of a unique calibration
board positioned at an array of angles and locations are captured, to triangulate each cam-
era’s image position with the other(s)[186, 223]; calibration in various forms is key for all DIC,
and typically displays the confidence as a function of pixels, producing an initial correlation
error[6, 9, 186, 223].
The errors from each camera imaging and positional correlation, in addition to the chosen
variables mentioned in section 3.2.2 for processing sequential images, limit the overall accuracy
of any DIC experiment conducted; however with careful control during experimental set-up and
evaluation, noise floor magnitudes can be limited such that useful experimental results can be
achieved[9].
14for the same cell size: see Section 2.4.1
15a prerequisite for investigations which require 3-D analysis
16As a rule of thumb, correlated solutions suggest approximately 35◦ stereo angle for short focal lengths(12
mm), 25◦ stereo angle for mid-range focal lengths (17 mm), 15◦ stereo angle for long focal lengths (35 mm)
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Upon completion of experimental set-up, a method of identifying the noise floor magnitude
is to capture a group of images under the same conditions as during testing, of the unloaded
component. Using the images captured assess measured strains to provide a noise floor value;
experimentally measured strains below this value cannot be distinguished from noise[9]. Pro-
vided the imaging criteria does not change during loading, this is a fair assessment of noise;
however, if images differ throughout loading for reasons additional to speckle pattern motion17
the algorithm may falsely track surface displacements and increase system noise [6, 9, 253–256].
By tracking the system uncertainty (Sigma) for each captured image, Vic-3D provides the user
greater understanding of degradation in accuracy throughout testing; the user can then at-
tempt to counteract the issues in future experimentation, limit analysis to a portion of the test
process, or re-assess using new reference images mid-test[186, 223].
3.3 Towards Field Use
3.3.1 Known challenges associated with DIC in field
With an overall objective of “begin development of a DIC technique with the potential for
portable damage detection of helmets”, controlled experimental conditions may not be attain-
able in theatre, without the use additional equipment; which increases weight and cost. Testing
in non-laboratory locations can result in additional uncontrollable error sources, which must
be considered and assessed. Whilst errors are often attributed to changes to the condition of
either the specimen or measuring technique, due to the non-contacting nature of DIC, errors
can also be caused by changes in medium between camera and specimen [9]; an example of
this is “heat haze”, where a temperature difference is apparent within the air, causing varying
refractive indices which can produce false strain calculations [9, 254].
Additionally, external heat can have a detrimental effect on the hardware of the system,
due to thermal expansion of the mounting structure, lenses, and camera [9]. In a laboratory
environment the temperature can be regulated, however in field the use of cooling devices may
be required in high temperature climates; Jones and Reu showed that a mixing fan can reduce
image distortions as a result of heat haze [254], such fans may also allow for hardware heating
control.
17see Section 3.3.1
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Another potential source of error is vibration during or between experimental testing. If
vibrations happen during testing, image blur may occur if the frame rate is insufficiently low
[196]. Vibrations may also result in de-correlation if the motion is sufficient for the tracking
algorithm to be unable to locate a subset between images, from extreme motion in or out of plane
[9]. Furthermore, strain calculations using DIC require that the cameras remain consistently
positioned for calibration to be accurate; excessive vibrations during or between experimental
testing can cause ‘drift’ of each camera orientation resulting in misalignment over time [9, 223].
To counteract vibrational effects the good practices guide suggests reinforcing the mounting
system or adding dampening mechanisms, whilst ensuring calibration is sufficient via epipolar
error checks and re-calibrating where required [9].
Balancing lighting to ensure maximum contrast of speckle and base whilst limiting over-
saturation, can be a challenge for DIC; this challenge becomes greater when testing outside due
to irregularities in sunlight intensity and position. If the external lighting changes during testing
(e.g. a cloud covers the sun), contrast of the component surface will decrease, which may result
in local or global de-correlation. The complication is magnified when considering the curved
geometry of a helmet, because the curvature causes localised regions of increased reflectivity.
The intensity and size of the regions can be limited through carefully arranged lighting and
camera placement; however the sun’s position in the sky changes throughout the day, as does
the angle at which lighting occurs. Polarisation lenses and colour filters are potential ways in
which excessive reflections can be minimised [253, 255, 256], else the use of a portable cover
may be required.
3.3.2 Assessment of the affects of external vibrations
As mentioned in the previous section, vibrations during DIC experiments can result in errors.
The issue was preliminarily evaluated, to produce a practical method for minimising detrimental
effects from vibrations during testing.
For the investigation, one of the project trial test methods (further explained in Vacuum
loading section) was subjected to external vibrations; these were conducted using a flat-head
attachment to a type 950 Kango hammer - producing impacts to the ground of 10 kgf per
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0.05 seconds for ten seconds, during Kango initiation and for five seconds after, images were
captured at 0.2 second intervals. The vibration source was set at 0.5 m, 1.5 m, 2.5 m, 3.5 m,
and 4.5 m, from the test rig (indicated by the blue lines in Figure 3.2). A flat plate and a
spherical dome were compared for all vibration distances and both ground mediums.
Primary analysis of a flat plate with an oscillation source 0.5 m away (shown in Figure 3.3)
provides an understanding for the dominant direction to which the rig moves compared to the
camera system18.
(a)
(b)
Figure 3.2: Schematic diagram of the test setup used to assess error due to ground vibrations
(a) upon cement and (b) 20 mm thick hardwood. The black cylinder represents the test
chamber, with a coupon placed on the top (white), and a stereo DIC camera system (blue
tripod). A vibrometer (blue cuboid) at the base of the chamber ensures local vibrations are
apparent, for each of the vibration source distances (blue lines). The vibration source was set
at 0.5 m, 1.5 m, 2.5 m, 3.5 m, and 4.5 m, from the test rig.
18note: a positive value for Z in Figure 3.3a relates to the cameras and specimen being closer together than
for the primary image
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(a)
(b)
Figure 3.3: Average displacements in the X, Y, and Z directions, measured using DIC for a
flat plate subjected to Kango hammer vibrations 50 cm from the rig. a) shows the real
displacements with direction assessment, whilst b) indicates magnitude only
48
3 DIGITAL IMAGE CORRELATION
Figure 3.3b indicates that the majority of displacement in this example related to out of
plane motion; an average of 59 % of the total displacement magnitudes, over the ten seconds of
input oscillations; with X (perpendicular to the direction towards the Kango hammer) and Y
(parallel to the direction towards the Kango hammer) contributing 12 % and 29 %, respectively.
The fluctuation, shown in Figure 3.3a, between positive and negative change in Z imply the test
chamber’s base padding compressed (negative direction) and rebounded (positive direction).
The maximum magnitude through this test was only 67 µm, showing that the rig was highly
stable; further supported by the 76 % decrease in amplitude 0.2 seconds after terminating forced
oscillation and subsequent return to within 7 µm of the original state.
Further to deformation and fixed direction strain assessment, Vic-3D can calculate the
principal strain. To achieve this the program initially identifies the local orientation at which
zero shear occurs, via iteratively pivoting assessment of τxy (as illustrated in Figure 3.4a). Using
the identified direction (where τxy = 0), parallel and perpendicular tensile strain assessment is
conducted to measure the two principal strains (ε1 and ε2). The software compares the two
values and sets the absolute highest as ε1, with the other set as ε2 (as illustrated in Figure
3.4b). The approach can produce greater assessment of surface strain in curved components, as
linear profiles do not account for out-of-plane displacement; however principal strains are often
the most susceptible to noise, due to two-part errors as a function of both angle and magnitude.
As principal strains likely provide the highest error, the protocol for counteracting vibrational
error (using results from Figure 3.5) was based upon ε1.
(a) (b)
Figure 3.4: Method for principal strain orientation calculation in Vic-3D. (a) shows an array
of data points (black circles) within an area, each point calculate the orientation of zero shear
(grey dotted line). After the orientation is identified, (b) strain perpendicular to this
orientation is compared with parallel - the highest value is set as ε1, the lower as ε2
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(a)
(b)
Figure 3.5: Area average principal strain against distance from Kango hammer vibrations for
a flat plate upon cement (a), and wood (b)
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Although Figure 3.3’s assessment, for out-of-plane motion, shows the system is highly stable,
the changes to component placement in respect to the camera system has the potential to cause
false strain measurements during vibrations. Figure 3.5 shows average principal strains for a
flat plate when unloaded but subjected to external vibrations on cement (Figures3.5a) and
wood (Figure 3.5b).
Each plot contains a maximum (orange) and minimum (grey) line based upon the baseline
values (which contained no vibrations or mechanical load); these lines represent the range of
uncertainty for the test setup regardless of external vibrations, i.e. an uncertainty envelope.
Plots of the average measured principal strain, of the component during vibrations, with the
uncertainty envelope allow contextual and practical assessment of error, as a result of external
vibrations; if the average strain reading falls outside of the envelope further protection is likely
required.
With errors greater than the uncertainty envelope occurring only at the closest proximity
(0.5 m), Figure 3.5a provides a perfect example for the use of this method; for this example
a perimeter of 1.5 m from the test rig, at which no Kango hammers are to be used, would
provide increased confidence that measured strains are not being affected by such an occurrence.
Alternatively, Figure 3.5b has all points beyond the boundaries of the uncertainty envelope
which suggests that either an increased perimeter, or additional sources of dampening, are
required.
The vibrational assessment conducted requires further work, external to this project, to
validate the approach used. Whilst the suggested “uncertainty envelope” may allow for control
of external vibrations, the investigation is currently under-sampled in multiple aspects, such
as: repetitions; distance intervals; applied forces; ground mediums; capture rates; and degrees
of test rig vibrational damping. A key issue with the current assessment is the similarity in
impact frequency with capture rate. Due to these limitations the approach has not been used
in the remainder of the report; however, the errors in Figures 3.5a and3.5b act as validation,
that vibrations in non-ideal test environments, could be an issue for DIC assessment if not
controlled.
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3.4 Summary
DIC use and capabilities have rapidly grown over the past 34 years. With an increase in
applications and number of users, there has been a recent desire to implement standardization
and training tools, with the help of iDICs. One area of experimental variability is the properties
of speckle patterns applied; as such Chapter 6 suggests the use of printed patterns to enhance
control and improve reporting feature size within iDICs tables (Tables 3.1 and 3.2).
Understanding key user defined variables (subset, step, and filter) showed how the user
has large control over the method of strain calculation, accuracy, and special resolution. This
knowledge is vital for understanding correct software setup dependant on investigation require-
ments.
Literature assessment into known issues linked to potential error sources, when using DIC in
non-laboratory environments, progressed into a suggestion for mitigating false strain readings
due to external vibrations. Once a loading method has been produced (Chapter 5), as set by
the original objectives, this method can be trialled using the final design.
Finally, as this chapter has stated, DIC is capable of assessment for many materials and
geometries. This allows experimental assessment to be conducted on components less restricted
by quantities. The following chapter details materials and geometries used in the development
of final loading and speckling methods.
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4 Materials and Geometries
4.1 Introduction
With DIC chosen for the project, speckle patterning techniques for the research and loading
methods have been evaluated; these trials were conducted on various materials and geometries
to ensure minimal military helmets (a limited commodity) were damaged in the process. This
chapter details the four components19 used in the development of final loading and speckling
methods: i) spherical shell; ii) tensile specimen; iii) elliptical based cap; and iv) military helmet.
Three of the aforementioned components contained continuous and non-continuous curva-
tures, which increase complexity when predicting loading conditions. As such finite element
analysis (FEA), through various software packages20, was conducted; with methods conducted
to create the models stated within the chapter.
4.2 Components for testing
4.2.1 Spherical shell
Used for testing of pressure differential loading via internal vacuum, detailed in Section 5.5.1,
transparent spherical shells of 220 mm external diameter were sourced via HLM suppliers21.
The spherical shells were manufactured using injection moulding of acrylic, rather than (the
more commonly used) blow moulding process. This ensured consistent thickness throughout
the component of 5 mm, rather than thinning located at the top. The shells include a mounting
lip at the base, causing a region of truncation at the base, as indicated further in Section 4.3.1.
4.2.2 Tensile specimens
Tensile specimen one
Tensile tests, detailed in Section 6.3.4, used 6 mm thick transparent Perspex R© sheet. The sheet
was laser cut into multiple “dog bone” specimens with dimensions indicated in Figure 4.1. The
specimen dimensions follow the tensile testing standard ASTM D638–14 for coupon type II due
to the 6 mm thickness.
19some material details have been omitted at the request of the sponsor
20different software packages were used dependant on simplicity to produce a representative computer aided
design (CAD) model
21link to item
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Figure 4.1: Tensile specimen surface dimensions; the component thickness is 6 mm
Tensile specimen two
The case study into detection of thru holes using transfer paper (Section 7.2), also used
Perspex R© tensile specimens; the dimensions of which follow the tensile testing standard ASTM
D638–14 for coupon type II due to the 10 mm thickness. The study examined dog-bone com-
ponents under tension. Three specimens had no holes added (Figure 4.2a); three had 6, 4, and
2 mm holes added (Figure 4.2b); and three had 5, 3, and 1 mm holes added (Figure 4.2b).
Each specimen was manufactured from a single sheet, laser cut to the desired geometries.
(a)
(b)
Figure 4.2: Specimen geometry used for case study one (type III, from ASTM D638-14[257]).
Some specimens had no holes in the gauge length (a), whilst others contained varying hole
diameters (b)
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4.2.3 Military helmet
The sponsor have provided an array of equal sized combat helmet. Each helmet is two-part:
• helmet shell (Figure 4.3): Kevlar R© K129 fibres within a PVB-phenolic resin
• inner lining (Figure 4.4): open-cell dense polymer foam
(a) (b)
(c)
Figure 4.3: Back (a), side (b), and front (c) views of the military helmet shell
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(a) (b)
(c)
Figure 4.4: Back (a), side (b), and front (c) views of the military helmet liner
The sections are joined via rubber fixings through seven holes: two on either ear lip, two
on the crown rear, one on the back rim. The scope of the project is to assess damage to the
shell22, so experimental testing has been conducted with the sections unconnected; therefore
the rubber pieces have been cut to allow separation.
22as the lining is more readily replaceable, and less structurally critical to stiffness
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The shell is the product of fiber patch placement[258, 259], a technique used in automated
production of complex composites, whereby sections of prepreg (Kevlar R© 258HPP prepreg,
manufactured by DuPontTM and composed of twill-woven Kevlar R© K129 fibres within a PVB-
phenolic resin)[259] are positioned in specific orientations to improve structural properties and
limit production time. The process has been optimised to produce quasi-isotropic properties
across the surface, whilst removing folds as a function of component double curvature.[258]
4.2.4 Elliptical based cap
(a) (b)
Figure 4.5: Internal (a) and external (b) views of an elliptical based cap (Kevlar R© variant).
A red marker on the top-centre indicates the same location for each view
The component in Figure 4.5 is an elliptical based cap, provided by the sponsor, to represent
the top segment of a military helmet shell, which allowed testing prior to full helmet sourcing.
The 6 mm thick component base had major and minor axis of 165 and 155 mm respectively,
with component height of 35 mm.
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Two material variants of the elliptical based cap geometry were used:
• Kevlar R© K129 fibres within a PVB-phenolic resin
◦ made by water-jet cutting from helmet shells, which had been constructed following
the process detailed in Section 4.2.3; therefore the cap consists of various orientations
of Kevlar R© 258HPP prepreg patches, manufactured by DuPontTM and composed of
woven Kevlar R© K129 fibres within a PVB-phenolic resin[260]
• Acrylic
◦ male and female moulds were 3D CNC’d from sections of medium-density fibreboard.
The moulds were designed for thermoforming 6 mm thick acrylic sheet into the
elliptical based cap geometry
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4.3 Production of CAD models for FEA
4.3.1 Spherical shell
Solid Edge ST9 in “ordered” format23 was used to create the CAD model of the spherical shell.
Figure 4.6 shows that the format requires a two-step process: i) produce a sketch representing
the component (Figure 4.6a); ii) use the sketch to create a 360◦ revolved protrusion (Figure
4.6b).
(a)
(b) (c)
Figure 4.6: Process used for the creation of the spherical shell CAD model using Solid Edge
ST9. A profile sketch of half of the shell was drawn (a), which was used to produce a 360◦
revolved protrusion around the central axis (vertical dotted line in (b)). The resultant model
is shown in (c)
23Solid Edge can produce CAD models in either ordered or synchronous format. Ordered allows tracking of
each step in model creation, whilst synchronous blends steps into the model as a whole. As the component has
a small number of steps, this approach is simpler to alter in the event of model errors.
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4.3.2 Elliptical based cap
As with the spherical shell, the elliptical based cap model was generated using Solid Edge ST9
in ordered format. As the geometry is not a simple revolution (like that of Figure 4.6), more
stages were required. The initial Solid Edge sketch is of two ellipses with the largest set to
the dimensions of the coupon and the smallest 12 mm lower in both the major and minor axis
(Figure 4.7a). Using extrusion (Figure 4.7b) and cut (Figure 4.7c) tools, an elliptical “bowl” is
made. Rounding the inner and outer edges concurrently (Figure 4.7d) ensures the component
thickness remains constant for the model (Figure 4.7e).
(a) (b) (c)
(d) (e)
Figure 4.7: Process used for the creation of the elliptical based cap CAD model using Solid
Edge ST9. A profile sketch of the coupon base was drawn (a); using the larger elipse from the
sketch, a 35 mm extrusion was made (b); a 30 mm cut in the shape of the smaller elipse from
(a) was made from the extrusion (c); edges from the cut and extrusion (green lines in (d))
were rounded to a radii of 110 mm (d), to produce the final model shown in (e)
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4.3.3 Military helmet
The geometrical complexity of the military helmet shell meant standard CAD creation would
be challenging and likely inaccurate. As such, surface scanning was used for model creation,
which was later converted into a format workable for FEA. A NextEngine “3D surface ultra HD”
surface scanner was used24 to produce an XYZ point cloud; Figure 4.8 depicts the conducted
process.
(a) (b) (c)
(d) (e)
Figure 4.8: Surface scan of military helmet using NextEngine laser scanner, with the scanning
setup depicted in (a) and a reference video of the process shown via QR code. (b) Sides of the
helmet where produced using a 360◦ scan split into 16 segments and automatically joined,
whilst (c) the top required two orientations for bracket scan profiles; using markers (three
coloured circles in (d)) the sides and top scans were combined, to produce (e) the full helmet
24NextEngine, Santa Monica, USA
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The scanner utilises an automated revolving table top, which turns by a set angle (dependant
on user defined parameters) prior to scan initiation (this is clearly shown in the video linked to
Figure 4.8a’s QR code). As suggested by Figure 4.8a, the helmet is larger than the turntable;
therefore, the top surface of the helmet was placed upon the table-top and weighted (to ensure
the helmet remained in the same position, relative to the turn table, during rotation). The
system revolved the helmet full-circle, stopping at intervals of 22.5◦ and scanning each iteration
to a resolution of 8 points per square inch; once all 16 divisions were scanned, the software
automatically combined the results to produce a joined model of the helmet sides (Figure
4.8b).
With the helmet top not in view of the scanner, a second variant of scanning was required;
using a support arm attached to the table, the helmet was clamped upright for the top view to
be scanned using a “bracket scan”. The process entails an initial scan and subsequent scans at
±45◦ to the initial scan, which are automatically combined like the full-circle variant. Due to the
component angle required to clamp the helmet in place, this was required for two orientations
(one clamped via the helmet front and one the back) - the resultant scans are shown in Figure
4.8c.
The three scans produced were merged using common points of interest;including discoloura-
tion due to manual application of permanent markers, and holes within the helmet shell. The
markers for matching were paired for different scans (Figure 4.8d), requiring a minimum of
three for triangulation. After all the scans had been matched, a full-field surface scan of the
helmet had been generated via an automated merging process (Figure 4.8e).
The mesh produced from Meshlab (Figure 4.9d) resulted in errors when used in Solid Edge
ST9 and ANSYS 16.2, as the part would be imported as multiple segments which could not
be stitched without gaps25; SIMULIA Abaqus CAE 2018 (mentioned further as “Abaquas”)
proved more robust in automated stitching of the segments from the Initial Graphics Exchange
Specification (IGES) file. Figure 4.10 shows the imported IGES file (a) and it’s resultant quad
dominated mesh (b) for shell analysis.
25Solid Edge ST9 and ANSYS 16.2 require “watertight” models to perform reverse engineering through surface
scanning
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(a) (b)
(c) (d)
Figure 4.9: Method for converting the XYZ point cloud file (from surface scanning: Figure
4.8) into a format to be used in FEA. The process was conducted using Meshlab 2016,
beginning by importing the XYZ file and computing normals for local point sets (a); after this
the point cloud was simplified (b), to allow surface generation through the screened Poisson
surface reconstruction function (c); this resulted in overhanging surface, which required
manual removal of vertices (video showing process is linked to QR code from (d)) to produce
the final model (d)
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(a) (b)
Figure 4.10: Abaqus model for a military helmet created by importing an IGES file (a) from
the model in Figure 4.9d, which was processed to create a quad dominated, meshed part (b)
With the generated scan focused solely on the helmet surface, FEA must be conducted
using homogeneous shell analysis; this was achieved by:
1. assigning a “set” of points a section
• the section was a homogeneous shell with thickness 8 mm (shell offset definition set
to top surface) and assigned material tensile modulus 100 GPa26
2. creating initial and load “steps”, which are used to assign boundary conditions and loading
parameters to sets, and allow visualization of results (“field output requests”)
3. generate mesh for the shell part
• Abaqus standard parameters have been used, with a quad-dominated mesh the result
(Figure 4.10b)
4. create “job”
26Kevlar R© K129 yarn modulus is approximately mid-way between K29 and K49[261], therefore the approxi-
mate mid-point of each resin impregnated modulus has been used from DuPont 2003[105]
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4.4 Summary
The four components used in trials for development of speckle pattern application and loading
methods have been detailed. Using material and geometric information to create finite element
models, experiential results in the next chapter are assessed for validity along with future
experimental predictions.
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5 Optimizing Loading Method
5.1 Introduction
Digital image correlation (DIC) requires stress to be applied to a component to allow strain
analysis. This chapter considers the design of a portable method for loading the helmet suf-
ficiently whilst preventing permanent damage. As mentioned in the previous chapters, the
helmet has a complex geometry so generation of a suitable stress is not trivial. Numerous
methods of loading have been attempted, each with strengths and weaknesses. This chapter
shows loading concept progression and ends with a future loading method that combines the
strengthens of the techniques shown.
5.2 Assessing potential helmet mounting system
5.2.1 Introduction to the rig
During the project the sponsor provided a helmet mounting rig used for testing by the organ-
isation (although not in the mechanical form that this project required). The rig (shown in
Figures 5.1a and 5.1b) allows two axis of rotation, which can be used separately or in tandem:
i) the helmet fixing plate (which the helmet sits upon in Figure 5.1a) can rotate about contacts
with the vertical u-beam mounting arm; and ii) the u-beam mounting arm can rotate about
the single contact with the base plate. Upon the helmet fixing plate are four gripping points
(shown in Figure 5.1b), which are free to move in a linear direction towards (and away from)
the midpoint of the central hole; further, the mounting points can revolve about the contact
point to the helmet fixing plate. The plate is connected to beam, allowing rotation to-and-from
horizontal; additionally, the rig’s fixing nut (visible through the central hole of the plate) can
be loosened to allow rotation around it’s centre line; therefore, the system can rotate in two
septate axis.
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(a) (b)
Figure 5.1: Images of the a helmet mounting rig, provided by the sponsor, which has 2 axes
of rotation and four points of mounting for the helmet. (a) shows the rig with the helmet
mounted upon the mounting plate with labels for mounting plate and mounting arm, along
with arrows indicating the 2 axes of rotation. (b) shows the rig without the helmet, showing
the hole within the mounting plate centre and four mounting points
Figures 5.2b to 5.2f show an example of how rotation of a mounting rig can be useful in
future DIC analysis. As stated in Section 2.5, the entire military helmet cannot be viewed
by a single camera system. Therefore, to analyse the whole shell using DIC the system must
either: i) contain multiple camera systems orientated around the component; or ii) reorientate
the camera view of the helmet for multiple loading instances. Although the use of multiple
camera systems limits time taken to assess each helmet, it also detrimentally affects portability
whilst dramatically increasing system cost27; consequently, the likely preferred option is to alter
camera or component orientation.
Movement of stereo camera systems requires recalibration for DIC assessment, which in-
crease time taken for each assessment. Ideally, the cameras would be fixed in position with
the component subjected to necessary rotations; an example of such a situation is shown in
Figure 5.2, whereby a video was captured from a fixed location and used to capture images of
27cost of one stereo camera system with two “Allied Vision Manta G-917” cameras and two “LINOS MeVis-C
(35 mm : f/1.6)” lenses is approximately £9,900 (Camera cost link; Lens cost link). For example, six stereo
systems would therefore cost approximately £59,400, in addition to increased computational and additional
hardware requirements
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all helmet side views. As the centre point of the plate’s hole (where the helmet is positioned) is
misaligned with centre of rotation (due to the rig’s ballistic testing requirements), the military
helmet did not remain fixed relative to camera location for this example.
(a) (b)
(c) (d)
(e) (f)
Figure 5.2: (a) Helmet mounting rig provided by the sponsor, which can rotate in two axes.
(b) to (e) indicate how rotation around a vertical centre point can provide full-field helmet
assessment for a fixed camera position; the images are frames taken from a continuous video
of the turning process, which is available via a QR code (f)
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5.2.2 Point loading helmet
Vertical loading tests were conducted, for the mounting condition shown in Figure 5.3, to
consider axial stability of the system under a mechanical load. The base of the military helmet
front was positioned upon the top face of one gripping point. The military helmet back was
clamped using the opposing gripping point, aligned with the lower-back hole of the military
helmet shell. Finally the ear lips were gripped, using the two remaining gripping points, aligned
with the front-most hole for either ear segment.
Figure 5.3: Test setup for vertical single point mechanical loading, using an Instron
mechanical testing rig, for a helmet held via the mounting rig described in Figure 5.1
Once mounting was completed, with the plate set to within ±0.05 degrees from horizontal28,
a compressive load was applied using a 126 mm diameter plate displacing at a rate of 0.1
mm/min, controlled by an Instron mechanical testing rig; load readings where captured at 100
ms intervals, using a 100 kN load cell. This process was conducted for 10 evenly distributed
helmet orientations. Each view maintained the same camera orientation and rotated the u-
beam mounting arm about the contact with the base plate by 36 degrees, with the military
helmet shell remaining fixed to the fixing plate during translation (e.g. view 2 had the rig
rotated 36 degrees about the centre29, compared with view 1).
28measured using iMetalBox pro with iPhone 7s
29“axis of rotation 1”, as described in Figure 5.1a
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Figure 5.4: Load-displacement curves for helmet system mounted using the rig provided by
the sponsor for 10 helmet orientations; an assessment of consistency is provided via standard
deviation as a percentage of the mean, during loading stages
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Helmet orientation did not alter load-displacement characteristics of the system, with Figure
5.4 indicating the standard deviation largely remained within 15 % of the mean load for each
grip displacement. The close packing of load-displacement plots, for views 2 to 10, indicate
loading is consistent for repetitions and orientations. As the military helmet was not altered
for tests, this also indicates the loading method did not cause alterations to the system’s
structural properties (i.e. neither the military helmet nor the rig were damaged by loading to
2 mm displacement).
During the preliminary 0.3 mm grip displacement, relative standard deviation much higher
than during loading and fluctuates before decreasing as the loading profiles continue. This is
likely caused due to human error relating to differences in initial load conditions. After 1 mm
grip displacement, relative standard deviation in views 2 to 10 lowered to a minimum of 6.6 %,
remaining below 10 % until approximately 1.8 mm grip displacement - where it increases at a
heightened rate. When views 9 and 10 are not included in standard deviation assessment, this
increase does not occur.
The increased error associated with views 9 and 10 can be attributed to plate motion caused
by loosening of locking bolts during repeated loading. As Figure 5.1b shows, the military
helmet centre (located at the centre of the hole) is misaligned with arm supports, resulting
in application of additional moments during testing. The slippage in plate axis implied that
additional static loading would could cause plate motion (and potential rig damage), as opposed
to component strain; therefore, loading was attempted without mounting (Figure 5.5), following
the same compressive loading profile.
Figure 5.6’s load-displacement graph compares the two mounting conditions to assess the
effect each mounting format had on the structural performance of the system. With30 and
without the mounting system produced near-identical load-displacement curves, suggesting the
mounting system did not over-constrain the military helmet. Consequently, if the mounting
rig were to be redesigned with the military helmet centre positioned on the axis of rotation
(in line with the vertical arms), increased loads could be achieved using the system whilst
not-constricting component strain profile.
30“view 7” load-displacement curve
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Figure 5.5: Test setup for vertical single point mechanical loading, using an Instron
mechanical testing rig, for a helmet unconstrained during loading
As the system was confirmed to load similarly for mounted and unmounted situations (for
2 mm grip displacement), investigation into the maximum allowable load was conducted. This
could then be used to ensure non-destructive status in the future. Figure 5.7 segments the
loading profile for the test; the initial loading stage (red: initial 3 mm) maintains a continual
positive rate of gradient growth which transitions towards a decrease in rate of gradient growth
(blue: 4.5 mm to 7.5 mm). The change in trend implies that either the loading condition
changed (due to additional contacts with the ground and/or larger area of plate contact), or
local damage occurred within green region of the graph.
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Figure 5.6: Comparison of the load-displacement profiles for a mounted and unmounted
helmet loaded under compression
Figure 5.7: Force-displacement curve for an unmounted helmet loaded vertically to 10 mm
grip displacement. The trend is segmented as follows: red) initial 3 mm loading with
continual positive rate of gradient growth; green) a transitional state between 3 mm and 4.5
mm grip displacement, where gradient changes; blue) the next interval (4.5 mm to 7.5 mm -
which relates to the same length as the red section), with a decrease in rate of gradient
growth; black) the remaining 2.5 mm of loading, maintaining similar gradient change as the
blue segment
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5.3 Mechanical point loading
5.3.1 Alterations to strain field due to contact type
Whilst a single-point mechanical load does not produce uniform loading in all directions of
the component like a pressure differential, practical implementation is simpler. Due to loading
not being uniform, the contact form will alter component strain profiles - this is indicated in
Figure 5.8, with a elliptical based cap (aramid variant) loaded to the same limit using three
contact types. Figure 5.8’s left (Figures 5.8a and 5.8b), centre (Figures 5.8c and 5.8d), and right
(Figures 5.8e and 5.8f) show the strain in the direction of loading for two grip displacements
with a flat, wedged, and moulded contact with the coupon rim. The profiles are comparative
as grip displacement matched for the top (2 mm) and bottom (4 mm) rows, whilst the colour
scale (Figure 5.8g) is fixed for all. The scale chosen is even in positive and negative magnitudes,
therefore green colour relates to neutral regions (zero strain) on the component surface; red,
orange, and yellow each indicate tension; blues and purples show compression.
For the lower grip displacement, 2 mm, the overall colouration for both non-moulded grips
is green (Figures 5.8a and 5.8c), indicating the load did not result in measurable surface strains
to the component. When 4 mm grip displacement was applied (Figures 5.8b and 5.8d), the
central region remained green - indicating strain is not transferred throughout the component
surface.
By increasing the contact area, using a moulded grip (Figures 5.8e and 5.8f), strain was
spread to a greater extent across the component; although, at 4 mm grip displacement (Figure
5.8f), the central region of the coupon remained subjected to minimal strain. The uneven
strain distribution for the loading method using a moulded contact also shows a limitation of
single-point loading; incorrect component/contact location results in non-uniformity in strain
profile which could cause damage or incorrectly highlight/miss regions of inhomogeneity.
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(a) (b)
(c) (d)
(e) (f)
(g)
Figure 5.8: Vertical strain (in the direction of loading) map for three elliptical based caps
(aramid variant) under three Instron loading conditions. Condition one: flat grip contact at
(a) 2 mm and (b) 4 mm displacement. Condition two: edged grip contact at (c) 2 mm and
(d) 4 mm displacement. Condition three: moulded grip contact at (e) 2 mm and (f) 4 mm
displacement
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5.3.2 Horizontal helmet loading
With vertical loading producing heightened localised strains in the region covered by the com-
pressor, along with challenges caused by misalignment of the plate during the test, locating
damage with such a loading method was unlikely; therefore displacements in the perpendicular
plane were trailed, to force additional surface tension through bending (similar to the profiles
in Figure 5.8). As the helmet sides required compression for this test process, the previously
proposed mounting rig could not be used. As such, challenges relating to helmet stabilisation
occurred; this was also the reason for the use of an alternative mechanical loading system; a
300 mm arm length Irwin Quick-Grip XP12TWIN.
The equipment is interchangeable between “spreader” and “compressor”. As only one
contact arm translates along the connecting bar; the fixed arm can be removed and placed on
the opposing end of the bar thus altering loading state. Attempted loading methods using the
Quick-Grip are shown in Figure 5.9, with one spreading the military helmet (Figure 5.9b) and
the other two compressing at different orientations (Figures 5.9a and 5.9c).
(a) (b) (c)
Figure 5.9: Three horizontal loading formats, for a combat helmet, using an Irwin
Quick-Grip: (a) the grip positioned with the bar sitting upon the helmet, compressing the
outer surface of the shell; (b) the grip positioned with the bar sitting below the helmet,
compressing the inner surface of the shell, with the miniature image showing how the grip sits
within the shell inner; (c) the grip positioned with the bar sitting below the helmet,
compressing the outer surface of the shell
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Each of the three experimental set-ups maintained the same method for loading and DIC
capture: after military helmet and grip placement was achieved, a reference image was captured;
the Quick-Grip handle was engaged to cause an expected linear displacement of 2 mm, with
DIC image capture manually engaged after motion; 6 repetitions were conducted, each with
DIC image capture directly after the loading interval.
Initial testing (Figure 5.9a) loaded the external surface of the military helmet shell, with
the Quick-Grip bar placed upon it’s top. This ensured maximum contact area between the
component base and ground, but reduced the surface area of Quick-Grip pads in contact with
the component. With the bar restricting positioning from the ground, loading on the military
helmet base was achieved by positioning the grips the opposite way up (i.e. the bar under
the military helmet shell). As indicated in Figures 5.9b and fig:QuickGrip(b), positioning the
bar below the shell resulted in instability due to lack of contact between military helmet and
ground. Therefore, supports were positioned around the component base to raise its height and
increase stability.
Figure 5.10 assesses motion during testing for each method. Top show the initial state;
middle are the final state of each method; bottom show position for all loading steps. To
provide the images, the entire test process was video captured using an iPhone 7s, for each
loading method. The composite figures have been produced via the same method as Figure
5.27b; edges were found and illustrated for each image, then combined into a single composite
image via ImageJ 2.0.
Comparing the start and end of loading method one indicate that the Quick-Grip resulted
in slipping upwards; this is indicted by space appearing between bar and component in the final
image of method one. Slippage occurred due to a lack of initial contact area between pads and
shell. During loading the pad rotated to increase contact area with the shell, causing the angle
to change and eventually reaching a point whereby friction did not sufficiently limit sliding of
the pad.
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Figure 5.10: Assessment of motion during testing for each method described in Figure 5.9.
The top row show the initial state; middle is the final state; bottom shows position for six
loading steps, of Quick-Grip initiation. Red, dashed, lines are displayed on each loading case
to highlight a change from an initial position to final
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Motion analysis of loading method one indicates that the component did not compress
during testing, as that the pad rotates to the angle of contact prior to stressing the component.
The only instance of coupon motion occurred as a translation of the back moving away from the
ground, which occurred following pad slippage due to the angle resulting in insufficient fiction
between pad and shell. Once the grip slipped from the helmet the centre of gravity altered,
resulting in unbalancing of the component, causing the military helmet to tip.
Loading method two shows deformation of the component; the appearance of thicker lines
around the base the helmet, with thickness decreasing with vertical position, indicate defor-
mation was not even for the loading case. Comparison between initial and final state show the
component base elongated to a lowered distance than loading method 3. This is likely due to
the same occurrence as loading method 1, where initial translation was rotation of the pads
prior to linear displacement.
Increasing initial contact area, as occurred in loading method three, results in stabilisation of
pad orientation. As such linear displacement is not detrimentally effected by contact rotation,
resulting in loading method three showing the greatest visual difference between initial and
final states. Assessment of the composite image shows deformation was predominantly from
the left side of the military helmet shell. This loading case would suggest compressive strains
would spread through the orientation-of-interest, dissipating intensity from left to right.
With loading method one slipping prematurely, DIC assessment has been conducted on
cases two and three; quantitative assessment of strain distribution across the component is
provided in Figure 5.11, whilst strain maps are shown in Figure 5.12. The direction of strain
provides confidence in the analysis, with the two methods inverted in sign due to method two
“pulling” the ears apart and method three “pushing” them together; i.e. method two caused
the central region of the military helmet to deform towards the line of grip motion, in turn
causing compressive strain upon the surface (the area analysed by DIC) - the opposite affect
occurred for loading method three.
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Figure 5.11: Comparative plot of the final load case, using an Irwin Quick-Grip to “pull”
(Figure 5.9b) and “push” (Figure 5.9c). The comparison is made using line plots of x (%)
along a horizontal analysis line
Figure 5.11 also shows, whilst horizontally loading the military helmet from the ear lip,
magnitudes of strain close to the region of contact were much greater than the remaining
surface; the ear lip (approximately 235 mm along the analysis line) was subject to strains
approximately 8 times that of the central region, for loading method two; compressing the ears
(method three) resulted in the same affect, but a magnitude of 12. The strain map in Figure
5.12 provides assessment of the strain growth through testing, showing the same issues with
strain localisation mentioned for Figure 5.11.
Figure 5.12 shows sequential x contour maps during loading, for the states after one, four,
and seven grip motions. The camera field of view included the ear lip containing a fixed grip
(right) and helmet central region, whilst viewing from the back of the component. The overall
component strain profile is coloured green, for each loading method. The green colouration,
due to scale settings, implies limited surface strain, in comparison to the region where curvature
changes due to the ear lips. For both loading instances, the central region undergoes strains of
magnitude lower than 0.3 %.
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(a)
(b)
(c)
(d)
(e)
(f)
(g)
Figure 5.12: x contour maps for Figure 5.9’s load cases two ((a), (b), and(c)), and three
((e),(f), and (g)), which have been set to the same colour scale (d). The images are positioned
sequentially, corresponding to the image taken after: i) initial grip motion (left); ii) after four
grip displacements(central); iii) and after seven grip displacements (right)
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The central and top two holes act as regions of damage which, if loaded sufficiently, should
have heightened magnitudes of measured strain. The top left hole does not show discontinuity
in horizontal strain for any loading state of either method. For all loading states of method
three (Figures 5.12d, 5.12e, and 5.12f) the central hole does not result in significant discontinuity
within the strain profile. Figures 5.12a, 5.12b, and 5.12c show expansion of the ear lips (method
two) resulted in local strain discontinuity in the proximity of the hole, but the magnitude of
which remained approximately an eighth of the maximum (close to the ear). In comparison,
compression of the ears (method three) resulted in altered strain field around the top right
hole, but this did not occur for expansion (method two).
5.3.3 Pros and cons of localised mechanical loading
Loading using a single-point mechanical load has increased implementation simplicity compared
with induction of pressure differentials; no air-tight seals are required, so the shell can be
tested without additional plugs. If loading from the sides across the cameras’ field of view, the
mechanism can be positioned external to the shell.
Alterations to the contact area changes the strain profile, which can result in regions under-
strained for damage detection. With the shape of contact area altering throughout the com-
ponent, a single loading pad will result in variations to strain profile at different orientations.
Further, producing sufficient central strains result in high local stresses around the contact
point, which may result in damage to the component.
5.4 Design of alternative loading approach
5.4.1 Finite element analysis comparison of single point loading with pressure
differentials
Experimental assessment of point loading showed undesirable characteristics relating large re-
gions of unloaded surface. One way to ensure all regions of the helmet are placed under stress
is to induce omnidirectional loading, in the form of a pressure differential; however, due to the
component geometry, implementation of this is not trivial and had the potential of not being
adequate.
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Abaqus, a version of FEA, was used to assess and compare implementation of single point
and omnidirectional loading. As Figure 5.13a shows, regions of simulated damage (red seg-
ments) have been added, in the form of local thickness set to half that of the remaining shell.
Figures 5.13b and 5.13c respectively show model set-ups and results for single-point loading
and internal pressurization.
(a)
(b) (c)
Figure 5.13: Abaqus FEA initialisation, with sets (coloured red) of “damage” shown in (a);
damage is represented as areas the size of two triagular faces set to a thickness 4 mm (rather
than 8 mm). Loading criteria, with fully fixed base are shown in (b) and (c), with (b)
indicating a localised deformation and (c) internal pressurization
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With mechanical properties (e.g Young’s Modulus) of the material not confirmed, strain
magnitudes of model cannot be assessed for validity; however the random orientations of fiber
alignment produces a pseudo-isotropic material, so relative strains are unaffected.
As experimental results suggested, the use of localised displacement to load the helmet
results in a limited area affected, with strain growth predominately occurring in the proximity
of the loading mechanism. After front face strain magnitude increases by a factor of 4, between
2 and 4 mm vertical displacement (Figures 5.14a and 5.14b, respectively), it remains constant;
whilst the helmet top sustains strain growth to a maximum of 20 times the original (for 10
mm displacement: Figure 5.14e). Visual assessment of the model’s shape further suggests the
possibility of local damage occurring via this method, with the contact region resulting in a
plug-like geometry.
Similar to mechanical loading, the use of pressure differentials suggests regions which deform
to a greater extent than the overall structure; the region of curvature sign change (surrounding
the ear lips) result in strains 6 times great than the region of relatively constant curvature (cen-
tral portion). Further, as the geometry’s central section is not perfectly hemispherical, strains
distribute non-uniformly with increased magnitudes through the central line of symmetry. The
model suggests that, to ensure even strain distribution throughout the shell surface, stresses
applied will require alteration dependant on location.
The simulated damage regions clearly indicate the benefit of producing strain in multiple
direction, rather than a single orientation. None of the point-loading conditions trialled in
Figure 5.14 highlight strain discontinuities in the region of damage; in comparison, pressure
loading produces a clear “hot-spot” for the front damage after 6 bar (Figure 5.14i), along with
one at top side from 8 bar (Figure 5.14j). Scale plots from Abaqus are denoted differently to
the remainder of the report. “E,Min. In-Plane principal” is equal to ε2
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 5.14: Abaqus models of the progression of 2 during two loading formats. Format one
((a) to (f)): mechanical loading to 2, 4, 6, 8, and 10 mm local displacement ((a) to (e)
respectively), with (f)) the associated scale for format one. Format two ((g) to (l)):
pressurization loading to 2, 4, 6, 8, and 10 bar internal pressure ((g) to (k) respectively), with
(l)) the associated scale for format two
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5.4.2 Concept design
From experimental and simulation findings, omnidirectional loading was identified as the pref-
ferred approach for applying stress to the helmet; however, as mentioned previously, application
of a design for the induction of a pressure differential can be troublesome; predominantly due
to the holes in the shell. As such, a concept design for an omnidirectional mechanical loading
method has been proposed.
Figure 5.15 details the design concept in two parts, with the military helmet mounting
shown in Figure 5.15a and loading mechanism inspiration in Figure 5.15b. The system takes
the rotational aspect of the previous mounting rig and loads in multiple directions mechanically ;
this producing multi-directional stresses without challenges relating to creation of air-tight seal.
Further, as the system is two-part, portability is greater than a pressurisation system using
pumps and connecting pipes.
(a) (b)
Figure 5.15: Suggested future portable loading method, with preliminary CAD for a
mounting system show in (a). Internal, multi-point mechanical loading would provide uniform
deformation; (b), from patent “US 2013/0092206A1 ”[262], indicates inspiration for such a
loading method
The concept mounting rig is similar to the one mentioned in Section 5.2.1, with three
adaptation made: i) a single axis of rotation is used, with the plate fixed to horizontal ; ii) the
helmet sits such that it’s centre is axially alligned with the arm turning centre; iii) mounting
points are enlarged and fit to the component surfaces.
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Fixing the plate alignment to horizontal ensures no slippage during loading, whilst ensuring
the test process is simpler for the practitioner. Aligning the military helmet centre and axis of
arm rotation maintains a constant distance between camera and military helmet, for all turning
angles. The final adaptation, alterations to the mounting type, spreads contact area to limit
localised stresses; due to the increased area, the shape must be curved to fit the military helmet
shell (as indicated in the identified segment of Figure 5.15a).
Due to the horizontal fixed positioning of the base plate, two camera systems are used (four
cameras in total); these are fixed via a vertical connected frame, thus limiting human error from
incorrect camera placement relative to the component. The lowest two cameras are horizontal
to analyse the military helmet sides, whilst the top two are angled downwards to assess the
crown.
Within the centre of the plate (portrayed by a cylinder in Figure 5.15a) sits a mechanical
loading method. As Figure 5.15b shows, the suggested mechanism for loading is the system
used in umbrella development. The system would require changes from current umbrellas via
additional structural support and changes to final expansion length. Nevertheless, the system
allows displacements in multiple directions, which could be altered to cause higher stresses in
specific regions to produce highly uniform strain fields across the entire helmet shell.
5.4.3 Finite element assessment considering concept design
The concept design, shown in Figure 5.15, requires the use of multiple ”arms” applying pressure
to the internal shell in unison. Due to the geometrical constrains31, potential implementation of
the design was cause for concern. As such, FEA was conducted for four variants of mechanical
load compoared with a pressure differential. Representative diagrams for load directions are
displayed in Figures 5.16a to 5.16d and detailed in Table 5.1.
For simplicity, each FEA case used a fixed base along the rim of the helmet, as indicated
by the multiple nodes around the helmet base in Figure 5.16e. Each fixed displacement was
applied to the a circular pattern of six connecting elements and was set to the approximate
local normal of the surface32.
31the internal volume of the shell
32using Abaqus, the plane angle calculated for the selected surfaces. Using this angle, remote displacements
in the z and x/y were set to produce approximately 1 mm displacement normal to the local surface - this is
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Pages 90 to 94 show 1
33 contour maps for each of the loading cases described in Table 5.1,
for four views around the helmet. The colour scale has been set as constant between loading
cases, with equal magnitudes of positive and negative strain values; further, a user defined
colour (purple) has been added to highlight all regions which have minimal-to-no relative strain
imparted upon it.
Table 5.1: Summary of loading cases considered by FEA, for the proposed loading method
shown in Figure 5.15
Case Description Page
number
1
Figure 5.16a
Displacement, in the z direction, to a value of 1 mm 90
2
Figure 5.16b
Displacement, in the z direction, to a value of 1 mm
Displacement, in the y direction, to a value of 1 mm
Displacement, in the negative y direction, to a value of -1 mm
91
3
Figure 5.16c
Displacement, in the z direction, to a value of 1 mm
Displacement, in the x and y direction, to a value of 1 mm
Displacement, in the negative x and y direction, to a value of -1 mm
92
4
Figure 5.16d
Displacement, in the z direction, to a value of 1 mm
Displacement, in the x and y direction, to a value of 1 mm
Displacement, in the negative x and y direction, to a value of -1 mm
Displacement, in the xy and yx direction, to a value of 1 mm
Displacement, in the -xy and -yx direction, to a value of -1 mm
93
5
Not shown
10 bar pressure applied to the internal face 94
indicated in Figure 5.16e
33Abaqus describes 1 as ”E, Max. In-Plane Principal”, hence the differing syntax for these scales compared
with the remainder of the thesis
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(a) (b)
(c) (d)
(e)
Figure 5.16: Diagrams of the loading variants assessed in FEA, for mechanical loading of a
helmet shell. (a) to (d) show the approximate directions of loading for the four cases, with
descriptions for each provided in in Table 5.1. (e) provides an indication of how forces were
applied perpendicularly to the component surface - a combination of remote forces in x, y,
and z result in a total vector direction of force perpendicular to the helmet surface
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(a) (b)
(c)
(d) (e)
Figure 5.17: FEA result for ε1 of case study 1 (as described in Table 5.1 and portrayed in
Figure 5.16a). The user defined purple colouration indicates a surface region not undergoing
measurable strain
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(a) (b)
(c)
(d) (e)
Figure 5.18: FEA result for ε1 of case study 2 (as described in Table 5.1 and portrayed in
Figure 5.16b). The user defined purple colouration indicates a surface region not undergoing
measurable strain
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(a) (b)
(c)
(d) (e)
Figure 5.19: FEA result for ε1 of case study 3 (as described in Table 5.1 and portrayed in
Figure 5.16c). The user defined purple colouration indicates a surface region not undergoing
measurable strain
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(a) (b)
(c)
(d) (e)
Figure 5.20: FEA result for ε1 of case study 4 (as described in Table 5.1 and portrayed in
Figure 5.16d). The user defined purple colouration indicates a surface region not undergoing
measurable strain
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(a) (b)
(c)
(d) (e)
Figure 5.21: FEA result for ε1 of case study 5 (as described in Table 5.1). The user defined
purple colouration indicates a surface region not undergoing measurable strain
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Assessment of the user defined, purple, colour is the clearest way in visibly identifying
limitations of each loading method, as these regions have limited-to-no surface strain. The
resultant strain profile for a single, vertical, contact region (Figure 5.17: page 90), correspond
with the previous findings for the same loading criteria in the opposite direction34 (Figure 5.14);
whereby only the region in the vicinity of contact has surface strain identified.
The addition of two contact regions to the helmet, one at the front and one at the back,
causes additional surface area to strain (Figure 5.18: page 91). As the strain profile shows that
the strain from the additional contacts interact with the initial contact region, but not with
each other. This is indicated by the centralized strip of measured surface strain, resulting in
zero strain in the sides of the helmet shell.
Due to loading case 2 producing zero surface strain on the sides of the helmet, contacts
displacing in the x axis were added to provided displacement to the non-strained regions.
Figure 5.19 (page 92) shows a greater proportion of the helmet shell under strain, with Figure
5.19a specifically showing limited regions of non-strained surface, once above the non-strained
base. Notwithstanding this, Figures 5.19b, 5.19d, and 5.19e all have a non-strained region,
vertically aligned from the base; indicating a portion of the helmet surface is not effected by
interaction of neighbouring contact regions.
In an attempt to produce strain on the lower section of the helmet, along with engaging
the spaces with zero strain (for loading case 3), four contact regions were added approximately
equally spaced between loading case 3’s horizontal contacts and lower in the z direction. The
principal strain maps in Figure 5.20 (page 93) indicate that the addition of contacts lower in the
z axis help to induce increased strain magnitudes near the helmet base, however there remains
multiple regions at the helmet base with zero principal strain on the surface. Peculiarly, the
addition of contacts from case study 3 to 4 resulted in segments of un-strained surface which
had previously shown strain; this is predominantly shown when comparing Figures 5.19a and
5.20a.
34previous assessment related to compression of the external surface, whilst this assessment relates to com-
pression of the internal surface
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Further to the issues relating to zero surface strain for all mechanical loading cases trialled,
the magnitudes of principal strain differ dependant on location in respect to contact point;
for example, Figure 5.20a shows a local diagonal link between two contact points with strain
magnitude approximately four times that of a “typical” region of Figures 5.20d. As the objective
of the project is to identify damage via the detection of local strain discontinuities, the strain
profile should be as uniform as possible across the entire helmet shell.
With the issues stated for each mechanical loading case, the use of a pressure differential
was assessed using the same colour scale, to ensure if a uniform principal strain profile with
no/limit regions of zero strain occurs. Figure 5.21 (page 94) indicated that, with the helmet
shell is omnidirectionally loaded (via pressure differentials) the majority of the helmet shell has
visible magnitudes of strain. Further, in comparison with strain profiles from each mechanical
loading state, the magnitude of strain is relatively consistent across the entire shell; with the
regions of increased curvature change35 the only sources of localised strain profile variation.
This remains unideal, as the region may result in lowered sensitivity to damage detection;
however, this is greatly improved on the mechanical loading cases.
As the induction of a pressure differential results in a largely preferential strain profile,
to mechanical loading, an experimental investigation of the use of pressure differentials were
conducted; results for loading via internal vacuum and pressurisation follow.
5.5 Inducing a pressure differential
5.5.1 Vacuum loading
The best way to ensure all regions of the component are placed under stress (which otherwise
could result in missed regions of damage) is to load the entire component uniformly in all
directions. This can be achieved via the induction of a pressure differential between external
and internal volumes of the component. For loading purposes, the change of pressure can be
applied to either face of the component. However, as refractive index alters with volumetric
density of the gas[263],it is preferential to leave the surface visible to the cameras (external) at
constant pressure (atmospheric), whilst altering the opposite region (internal).
35increased change to curvature occurs in two orientations at the front-most location of the helmet, along
with the region around the ear lip
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To load using vacuum a prototype setup was made combining Figures 5.22 and 5.23. A
vacuum chamber was recycled from an unused X-ray photoelectron spectroscopy (XPS) machine
(Figure 5.22a); once removed, it was inverted placing the three top-most extrusions to the floor
(covered using 10 mm diameter, rubber, crutch feet). An attachment for a male quick release
valve (golden connector in Figure 5.22b) was designed and attached, with a rubber o-ring inside
a routed inner. The matching female quick release valve is connected to a rotatory vacuum
pump. A 10 mm deep acrylic sheet was placed on the top of the vacuum chamber, with 8 mm
deep holes cut to fit to fitted screws set on the chamber, and vacuum grease between contacts.
Upon the flat-acrylic sheet was either: i) a closed-cell, polymeric, foam (Figure 5.23) - which,
as the foam increased in resistance to deformation, during loading, made a seal between the
component and chamber; ii) vacuum grease between the component and chamber.
(a) (b)
Figure 5.22: Chamber used for internal vacuum loading. The chamber was recycled from an
obsolete XPS machine, as shown in (a). Once removed from the XPS the chamber was
reconfigured (b) with the addition of: an acrylic sheet top; rubber covers over original
extrusions; designed male quick-release to chamber modification, with an internal o-ring; and
a vacuum pipe male quick-release, suitable for a female quick-release attached to the vacuum
pump
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(a) (b) (c)
Figure 5.23: Confirmation of vacuum seal using closed-cell, polymeric, foam. (a) The foam
was positioned above an inlet valve, with a through-thickness hole allowing the valve through
the material. (b) The component was positioned upon the foam, with interval component
volume orientated with respect to the valve. During evacuation, (c) the component produced
a seal around the contacting rim
To evaluate the capabilities of the vacuum chamber a predictable material (acrylic) was used,
one in the shape of a Spherical shell, and the other an elliptical based cap. As air is evacuated,
a pressure difference occurs, causing a loading of the coupon to a theoretical maximum pressure
of one atmosphere (101.325 kPa). During the time of loading, the DIC cameras (2 x Manta
G-917B ASG) captured an image per second for 2 minutes - secondary principal strain (2)
against time is shown in Figure 5.24.
Each test was conducted five times in a row, for each of the sealant methods (vacuum
grease and closed cell polymer foam), and each geometry (spherical shell and elliptical based
cap (acrylic variant)). For each of the tests, Vic-3D calculated the average 1 across the entire
component surface, within the 165 x 155 mm area of interest, at each time step. The average of
the five iterations is plotted in Figure 5.24, with error bars indicating the full range of values,
within each test set. The graph also indicates the predicted final elliptical based cap (acrylic
variant) strains.
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Figure 5.24: Plot of the average secondary principal strain (calculated using DIC) against time
during evacuation, for five repetitions of the spherical shell and elliptical based cap (acrylic
variant), with error bars shown for the full range between tests. Horizontal lines indicate FEA
predictions for minimum principal strain when subjected to atmospheric pressure (1 bar)
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The first noticeable point is that the strains for the spherical shell do not vary greatly
between the types of sealant, when compared with the elliptical based cap (acrylic variant)
curves. This is likely due to the flat ‘lip’ as a base of the spherical shell; the surface area for
the seal is a factor of two greater than that of the elliptical based cap (acrylic variant). The
geometry with the greater surface area will likely result in a better seal, allowing for more
consistent loading, that is independent of sealant type. This can explain the lower strains seen
on the elliptical based cap (acrylic variant) when using foam – as the seal may not be as high
a quality as that of the vacuum gel, causing a lower level of chamber evacuation (thus lower
pressure on the elliptical based cap (acrylic variant)).
Measured 1 for the five repetitions ranged by 100 microstrain, with the expected minimum
strain falling within Figure 5.24’s error bars. The system appeared to take approximately 40
seconds to load fully for both the elliptical based cap (acrylic variant) and the spherical shell.
Although the spherical shell volume is greater than the elliptical based cap (acrylic variant) the
chamber volume supersedes both. Therefore, time for maximum evacuation remains constant
for both components.
After the system was confirmed to conform with FEA predictions, the repeatability of the
approach was scrutinised. Figure 5.25 shows 10 repetitions using the foam as the sealant, for
tests using the elliptical based cap (acrylic variant). During the first test, the system loaded
to strains much lower than expected, but after the initial experiment the test ran to expected
levels. This occurrence is an indication of the system’s inability to guarantee loading every
time, with a the foam requiring pre-loading to achieve a better seal. Figures 5.26a and 5.26b
show why pre-loading is required, with the trench-like deformation producing additional surface
area of contact between foam and component.
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Figure 5.25: Assessment of the repeatability of the loading approach using a vacuum chamber
and closed cell polymer foam sealant. The plot shows the minimum principal strain against
time, for ten test repetitions
(a) (b)
Figure 5.26: Comparison of the closed cell polymer foam (a) prior to, and (b) after iterative
testing conducted for Figure 5.25. After testing, there is a clear ridge caused by foam
compression during test repetitions
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5.5.2 Internal pressurization
(a)
(b)
Figure 5.27: Use of internal pressurization via an internal malleable bladder. (a) shows the
helmet is extremely under-constrained, with progression of high vertical motion; due to this,
the cameras were vertically corrected, however (b) provides an indication of helmet movement
compared to camera position by superimposing edges of each DIC image captured during
loading, within one composite image, using ImageJ
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Whilst the acrylic specimens result in measurable strains under vacuum loading, the increased
stiffness of an aramid fibre composite used in a military helmet results in the need for application
of pressures greater than atmospheric. The manufactured holes within the shell, along with
difficulties in producing an air-tight seal around the rim, meant simple pressurization of the
internal volume was difficult. Sourcing the literature suggested an experimental approach for
application of internal pressure load to a complex geometry, involving pressurization of a bladder
within the structure.[264]
Using this design concept as a starting point, a deflated rubber bladder36, designed as
a replacement liner for a size five football, was positioned within the shell volume, which
was inflated using a cordless air compressor pump. The pump was cordless to ensure the
technique could be applied in a range of locations easily and therefore satisfy the requirement
for portability. Trials set initial internal pressure (within the bladder) to 5 bar and increased
at 1 bar intervals to 17 bar37, with DIC images captured at each interval. Initially a tensioned
rope was used to restrict vertical motion (shown in Figure 5.27a) but, as Figure 5.27 indicates,
this was not sufficient.
Whilst out of plane displacement is not ideal, the tripod system provided by Correlated
Solutions allows the cameras to be moved vertically without altering orientation. By tethering
speckle neighbourhoods in the software strain analysis is possible provided displacement from
camera location is not excessive. This process removes the DIC assumption that a component
deforms whilst the overall position remains constant, therefore allowing processing for height-
ened translations, with the caveat that absolute strain magnitudes may alter due to positional
filtering.
Figure 5.27b was produced in ImageJ by: i) applying an each image filter (“mean across
5 pixels”); ii) running “find edges”; iii) combining each into a “stack”; iv) and showing the
maximum intensity of each stack into a singular image (“z project: max intensity”). The figure
analyses component motion during testing, by assessing edge locations for each image taken.
Clustering of the central hole indicates limited misalignment for initial images, but the final
36unlike the published approach[264] this bladder did not contain internal liquid, due to implimentation
restrictions
37maximum pressure limited for health and safety reasons
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three images (captured at 15, 16, and 17 bar) show increased magnitude of rotation due to
clear deviation of hole vertical (at 15 bar) and, to a greater extent, horizontal (at 16 and 17
bar) position. The increased misaligned correlates to larger uncertainty over greater component
surface area, as indicated in Figure 5.28.
The colour maps in Figure 5.28 provide qualitative assessment of the spatial confidence
(measured in pixels) that the system has of locating speckle neighbourhoods; ideally the ma-
jority of the surface would be coloured purple, relating to a spatial confidence greater than
0.0011 pixels, as in Figures 5.28a and 5.28b. Throughout testing it is common for correlation
confidence to decrease, due to speckle pattern deformations and damages; however, the extreme
translations shown in Figure 5.27b correlate to increased sigma estimates (Figures 5.28f, 5.28g,
and 5.28h).
The military helmet holes appear as a large, black, feature for the DIC cameras, therefore
no analysis is possible within the area (hence the white space in colour plots) and Sigma is
detrimentally affected for close proximity of the hole. The size of the blank space in analysis
increases for the final three images (Figures 5.28f, 5.28g, and 5.28h), further indicating the
helmet angle change was too great for fair assessment.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i)
Figure 5.28: Analysis of component uncertainty for the analysed section (left of the yellow
line in (a)) throughout loading; (b) indicates the full-field Sigma plot for the helmet with 10
bar pressure, with (c) to (h) further 1 bar intervals. The associated scale for (b) to (h) is
shown in (i). DIC hardware and software parameters stated in Appendix C.1
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As the limited helmet constraint resulted in such errors, repetition was conducted using a
mechanical testing rig to fix vertical displacement with increased effectiveness. A flat-faced,
8mm diameter, stainless steel, cylinder, was in contact with the top-centre of the helmet shell
and fixed to allow zero vertical displacement (see Figure 5.29a). Four locking pins where then
positioned in grid formation around the helmet shell, thus removing component horizontal
motion. After the helmet was secured, pressurisation loading occurred following the previously
stated method with the air compressor pump.
(a)
(b)
(c)
(d)
Figure 5.29: Helmet subjected to internal pressurization using a plastic bladder (as with
Figure 5.27, whilst constrained vertically via a mechanical test rig, the overall image is shown
in (a). A segment indicated by a red rectangle shows the helmet base when the bladder
internal pressure was 0 (b), 6 (c), and 12 (d) bar
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During loading, the bladder prematurely failed between 12 and 13 bar38. Figures 5.29b,
5.29c, and 5.29d show the progression of bladder shape around the base of the military helmet,
for three loading states. The bladder was required to be freely deformable (without structural
casing), to allow it to mould to the shell geometry and produce even pressure across the entire
shell; however the bladder deforms to path of least resistance, which resulted in spread out of
the shell volume.
As the bladder expanded out of the helmet volume to greater extents, the local stress at
contacts (for example, the grid edges of the testing machine’s base plate) exceeded the ultimate
stress of the material, resulting in catastrophic failure. This occurred in the raised section of
the military helmet front, for tests where the base had no grid edges, but was not captured
with the cameras as focus was on the back face (as with Figure 5.29a).
5.5.3 Pros and cons of pressure differentials
Inducing a pressure differential results in a uniform load across the component in all directions,
which lowers the likelihood of regions of damage being missed due to damage orientation and
positioning. Loading equally for the entire component results in lower stresses required, as
dispersion occurs throughout the shell, limiting the probability of instigating damage. Omni-
directional loading also provides the potential for multiple camera systems to assess at once,
resulting in fewer loading repeats when assessing the entire component; resulting in faster
analysis.
Due to changes to refractive index with pressure, alterations to pressure must be conducted
within military helmet volume. To create a pressure differential, implementation of internal
vacuum or pressurization is possible; however, vacuum loading produces insufficient stress.
Holes within the military helmet also means the component cannot be air-tight without the
addition of plugs. Further, variations in geometry between helmets makes creating a seal at
the base difficult.
3813 bar is 75 % of the maximum value used when unconstrained - which had not resulted in failure
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5.6 Summary
5.6.1 Key findings
Pressure differential and local mechanical contacts have been critically assessed for potential
as loading methods, for portable, non-destructive loading of military helmets. The formats
each contained positive aspects which could be utilised in a final loading design, but remained
non-ideal due to a range of issues; Sections 5.5.3 and 5.3.3 describe “pros and cons” for each
method, which are summarised in Table 5.2:
Table 5.2: Summary of the positives and negatives for mechanical and pressure differential
loading
Pressure differentials Single point mechanical
displacement
Positives Produces uniform load in all directions Increased implementation simplicity
Lower probability of local damage No air-tight seals needed
Faster analysis (fewer repeats) Loading possible external to the shell
Negatives Must be conducted within helmet volume Contact area changes the strain profile
Vacuum produces insuffcient strain Regions insuffciently strained
Component holes prevent air-tightness High local stresses
Creating a seal at the base diffcult Loading direction affects strain profile
Further to the pros and cons detailed in Table 5.2, an example of the use of a helmet
mounting rig has been shown in Section 5.2.1. Whilst the rig is not designed for the purpose at
hand, the benefits of such a system relating to a future portable test method are clear. Although
neither loading form was deemed ideal and currently practical for the ultimate application,
each had positive aspects. Findings shown in the chapter suggest that induction of an internal
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pressure differential to the helmet shell has most potential; however, future work is required
relating to containment of the inflatable bladder system.
As stated in the objectives, due to DIC requirements, the project was separated into two
major avenues: i) optimize loading method; ii) optimize component speckling. This chap-
ter provided a design for completion of field (i), therefore the following chapter describes an
approach to limiting variation due to component speckling.
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6 Optimising Component Speckling
6.1 Introduction
To track strain measurements, DIC requires two conditions to be satisfied: i) the component
must deform, via a loading method; and ii) the software must confidently identify locations of
the component, for all testing images. With the previous chapter providing a design concept for
stressing the component, the next requirement of the project is to ensure the second condition is
met. Pattering methods used for the research may be utilised in future practice, for field testing
of military helmets; however, as military helmet in use are covered with a layer of fabric39, the
addition of a permanent speckle pattern to the military helmet shell could be added to the
manufacture process in the future.
DIC must confidently identify unique regions upon the component surface to follow changes
in said region; features (usually referred to as speckles) are commonly applied to improve this
process. As stated in the Good Practices Guide “patterning techniques are limited only by the
imagination”, with stencils, stamps, and pens previously used [9]. However the use of spray
paint has been considered one of the best ways of producing a speckle pattern for a range of
materials and settings for some time [9, 16, 17]. More recently, this technique has fallen out of
favour because it can result in aliasing and variations in speckle density between components.
Even with a single operator, using spray paint for bulk speckling can result in visible variations
in image greyscale intensity values between coupons (an example in Figure 6.1.
Figure 6.1: Example of variation in speckle density when using spray paint to apply a speckle
pattern [265]. Separate speckling was conducted on each sample by a single, experienced,
user, but there is clear variation in darkness (a function of density) between samples
39for reasons such as providing camouflage irrespective of location
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Therefore, even if the user applies the same test parameters for component lighting, contrast
between the speckles and base layer will likely vary between components and test coupons -
further complicating standardisation of DIC [9, 266–268].
With a single, experienced, operator producing the speckle patterns seen in Figure 6.1,
there is an indication of the potential variability in speckle density between components, when
using a spray paint application method. A method for speckle pattern control is by using a
generated pattern, which is printed and applied upon the component. This chapter considers
speckle generation prior to evaluating pros and cons of printed speckle application.
6.2 Generation of speckle patterns
6.2.1 Understanding user defined variables for speckle pattern generation
SpeckleGen software
Correlated Solutions provide a method for speckle pattern generation, their bespoke SpeckleGen
1.0.5 software [269]. For the software to produce a pattern, the user defines four key variables:
i) geometry; ii) pattern diameter; iii) pattern density; and iv) pattern variation. The generator
is a 2-D rectangular sheet, with the geometry function allowing the user to define the height and
width in either inches or mm. Similar to a scale bar used in microscopy, this allows the software
to calculate a scale factor (pixel per mm/inch), ensuring the printed pattern remains true to the
desired values, independent of the graphical user interface size. As with the geometry function,
the pattern diameter is defined as an absolute measurement (mm or inch), with each generated
speckle set as a circle of user set diameter.
Figure 6.2: Generated speckle patterns for a 10 x 10 mm area, each with 1 mm speckle
diameter and 0 % variation. The density variable is changed in steps of 10 %
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Figure 6.3: Generated single-speckle patterns, each with a 10 x 10 mm area and 0.1 mm
diameter speckle size. Different colours represent changes to the variation variable between
each set, with coloured squares showing the associated ‘randomisation window’ for each
variation percentage
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The pattern density variable defines the number of speckles to be generated given the user
supplied definitions of geometry and speckle diameter. By setting the variation to zero (as in
Figure 6.2), the generated speckle patterns of 0 % variation result in a grid structure; from this
it can be shown that the speckle density variable is not the percentage of the page covered by
speckles (i.e. total black area). Whilst counter-intuitive to the user, this is likely a result of
simplifying the source code for software creation. The true definition of density in the software is
a linear assessment of speckle diameter compared with geometry height and width. SpeckleGen
calculates the number of speckle rows and columns as:
Rows =
Density
100
∗ HeightGeometry
DiameterSpeckle
(6.1)
and:
Columns =
Density
100
∗ WidthGeometry
DiameterSpeckle
(6.2)
For the example shown in Figure 6.2 the geometry is square, resulting in equal numbers of
rows and columns. As the speckle diameter is 10 % of the geometry dimensions, the number of
rows and columns increases by one in increments of 10 % density. When following Correlated
Solutions’ suggested speckle coverage of 50 % black area upon a white background [269], for
this example, the user would input 67 % density into the SpeckleGen software.
Speckle patterns for DIC require randomisation across the component, to limit the prob-
ability of the tracking algorithm misinterpreting one location for another [16, 205, 242, 249,
270, 271], therefore the 0 % variation patterns in Figure 6.2 require alterations for use in DIC.
SpeckleGen’s pattern variation parameter allows each speckle to deviate by a random distance
and direction from it’s grid location (Figure 6.2), dependent on the percentage defined by the
user. By generating ten single-speckle patterns, analysis suggests that increasing variation per-
centage alters the “randomisation window” for speckle deviation (shown in Figure 6.3). It is
believed that the software utilises random number generation for relocation of each speckle,
with equations 6.3 to 6.6 showing how the user defined parameter relates to the randomisation.
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XRandom = Random[X0% −∆X : X0% + ∆X ] (6.3)
where:
∆X =
variation
100
∗ Xbetween horizontally neighboring speckles
2
(6.4)
and:
YRandom = Random[Y0% −∆Y : Y0% + ∆Y ] (6.5)
where:
∆Y =
variation
100
∗ Ybetween vertical neighboring speckles
2
(6.6)
By reviewing the locations of speckles for a range of variation percentages (Figure 6.3), it is
clear that the speckles spread with increasing distance from the central (0 % variation) location;
increasing the variation demonstrates that the randomisation is tethered to the 0 % variation
speckle location. Due to this anchoring, the random number generation must range equally
either side of the grid point for both the X and Y direction. Figure 6.3 shows that for the single-
speckle patterns, all percentage variation values remain within the associated “randomisation
window”, drawn as a rectangle with height and width equal to the percentage (variation) of the
entire area; e.g. for the 10 % variation, the randomisation window is 1 x 1 mm. Equations 6.4
and 6.6 indicate the belief that the maximum changes in X and Y are affected by the distance
from neighbouring speckles; this means that the absolute range of randomisation is linked to
the proximity of speckles (i.e. speckle density), removing potential for total speckle overlap,
which would otherwise result in changes to speckle density during randomisation.
With the requirement of a random pattern, the intuitive approach with the speckle variation
parameter is to use the highest limit (99 %), however this may cause areas to be under/over
speckled due to large deviation from the 0 % grid. Excessive localised changes to speckle density
can result in loss of precision; therefore, for damage detection lower variations (between 50 %
and 75 %) may be preferential.
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Experimental effects of changing density and variation
Altering density and variation will affect the ability of the program to identify specific regions
used in strain analysis40; the grid shown in Figure 6.4 was used to assess this; created by
generating 24 varieties of pattern, with 0.355 mm speckle diameter, 40 x 40 mm geometry, and
maintained 90 % variation. After the speckle patterns were generated they were combined in
grid format using an ImageJ macro code, detailed in Appendix A.1.
Visual assessment of Figure 6.4 shows that overall darkness of the pattern increases with
speckle density, due to the pattern using black speckles on a white background. With only 0.79
% of grid D1 covered by speckles, it is sparse to the extreme, thus would require large subset41
sizes for low sigma estimates. A6 results in the same issue, but reversed, with just 5 % of the
area “coloured” white. The two examples contain insufficient foreground (D1) or background
(A6) area to produce contrast throughout the surface.
Analysis using Vic-3D was conducted using the grid, for a subset size of 29. Figure 6.5a
uses a colouration plot to qualitatively show the change in sigma estimate for each grid location
of Figure 6.4; red indicates the lowest correlation confidence and light purple the highest.
Between 10 % (A1) and 42 % (C3) SpeckleGen density (0.79 % and 13.86 % black area coverage
respectively) the greatest change in sigma occurs, suggesting that the saturation point for lowest
density is 42 % (for this subset size); numerical assessments of the average sigma estimate for
each density in the grid (Figure 6.5b) furthers this claim, with sigma decreasing with SpeckleGen
density at a decaying gradient.
For this experiment, the grid position with the lowest sigma is B4, with 70 % density defined
by SpeckleGen (38.48 % speckle coverage); this differs to Correlated Solutions suggestion of 50
% coverage, however the suggested value (80 % SpeckleGen density) would result in the lowest
sigma for smaller subset sizes. Further, similar sigma estimates for A6 (14 % white coverage)
and C1 (9 % black coverage) indicate why 50 % coverage is recommended; too many black dots
on a white background cause the pattern to appear as white speckles on a black background.
40as mentioned previously, this uncertainty estimate is titled “Sigma” in Vic-3D
41Link to earlier chapter describing subsets
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Figure 6.4: Grid of 24 different speckle patterns (90 % variation, 0.355 mm speckle diameter,
and 40 x 40 mm geometry), with density increasing at equal intervals between 10 % (D1) and
102% (A6)
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(a)
(b)
Figure 6.5: Assessment of how alterations to speckle density affect Vic-3D Sigma estimate:
(a) visual assessment; (b) numerical assessment. The example uses a 29 pixel subset
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Created using the same method as Figure 6.4, the grid in Figure 6.6 maintains the same
speckle diameter and geometry properties, but density was set to 66 % and variation was
increased at equal intervals between 0 % (D1) and 99% (A6). Zero variation (Figure 6.6 : D1)
produces a speckle pattern in perfect grid formation; this results in a general blur, perceived
smaller speckles, and the appearance of large squares throughout the pattern, all as a result
of aliasing. Whilst all these issues can be avoided through maximization of the variation
parameter, increasing randomisation lowers the user control of local speckle characteristics.
Figure 6.7 shows no visible correlation for amount of variation in the generated speckle
pattern with either the average sigma estimate for Vic-3D or its stability, implying there is
no direct link for changes to SpeckleGen variation parameter and tracking uncertainty; how-
ever DIC is known to require a pattern of randomly distributed features [9], so the variation
parameter should alter analysis.
The purple region in the εy strain map (Figure 6.8 : D1) shows how a perfect grid (zero
variation) of speckles results in strain calculations with high errors; D1 strain error has a
magnitude of seven times that of the majority of other patterns. All grids with variation
greater than 34 % (C3) maintain strain error within +/- 60 microstrain, suggesting further
levels of variation are unnecessary.
Table 6.1 acts as an indication of how increasing values of sigma corresponds to errors in
DIC strain assessment42. It shows that or an increased level of uncertainty (sigma) the error
during strain calculations can surpass hundreds of microstrain, even when using small filter
sizes43. For the assessment shown in Figure 6.5, the minimum simga estimate is approximately
0.002 pixels; resulting in less than 10 µm initial error for assessments that have a filter size
lower than 35 data points.
42this representative simplification is not completely indicative of all errors with increasing sigma, as alter-
ations in angle and nuances of strain calculation have not been considered, but provides initial measurable
understanding of the errors caused by heightened sigma values
43whilst small filter sizes reduce the accumulative error, the resultant strain plots are often highly noisy due
to the limited number of data points used in the calculation
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Table 6.1: Error (µm) calculated using Equation 6.7, for the density grid assessment (Figure
6.5), with differing filter and sigma (pixel) values. Sigma sizes change from 0.05 pixel to 0.01
pixel, in steps of 0.01 pixel, up to the double vertical line; which identifies a step change to
0.001 pixel decrease, from 0.005 to 0.001 sigma size
Representative Error (µm) for sigma (pixel)
Filter
0.05 0.04 0.03 0.02 0.01 0.005 0.004 0.003 0.002 0.001
5 35.90 28.72 21.54 14.36 7.18 3.59 2.87 2.15 1.44 0.72
11 78.99 63.19 47.37 31.59 15.80 7.90 6.32 4.74 3.16 1.58
17 122.07 97.66 73.24 48.83 24.41 12.21 9.77 7.32 4.88 2.44
23 165.16 132.12 99.09 66.06 33.03 16.52 13.21 9.91 6.61 3.30
29 208.24 166.59 124.94 83.30 41.65 20.82 16.66 12.49 8.33 4.16
35 251.32 201.06 150.79 100.53 50.26 25.13 20.11 15.08 10.05 5.03
Representative Error = Filter Size ∗
√
δ2x + δ
2
y + δ
2
z
= Filter Size ∗
√
3 ∗ Sigma2
(6.7)
The table uses the simplified error Equation 6.7, which considers 3D vector magnitudes.
Each data point contains vector information; a function of x,y, and z measurements. As the
sigma estimate is a confidence limitation in these directions, the potential error of vector mag-
nitude can be considered as
√
Sigma2x + Sigma
2
y + Sigma
2
z, with Equation 6.7 assuming sigma
is equal in all directions, for simplicity of representation; i.e.
√
Sigma2x + Sigma
2
y + Sigma
2
z =√
3 ∗ Sigma2.
As DIC uses filters to measure component surface strain, encapsulating the data of all points
within filter region, the representative error for the calculation is the product of the error per
data point and the number of points (the filter size). With sigma measured in pixels, the error
values calculated in Table 6.1 have used a conversion of sigma from pixels to µm using the
image scale value (with this assessment set as 0.01 pixel = 0.81 µm, as stated in Figure 6.5b)
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Figure 6.6: Grid of 24 different speckle patterns (68 % density, 0.355 mm speckle diameter,
and 40 x 40 mm geometry), with variation increasing at equal intervals between 0 % (D1) and
99% (A6)
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Figure 6.7: Average correlation uncertaintly estimate (sigma) for each speckle pattern in
Figure 6.6. Error bars show the standard deviation of sigma for 10 successive images of the
same grid
Figure 6.8: Strain measured in the vertical direction for the variation grid when unloaded
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6.2.2 Consideration of speckle pattern compression
Having generated a randomised speckle, SpeckleGen allows this pattern to be exported in
portable document format (PDF), which means that a specific pattern can be saved and reused.
It also ensures that the limiting factor for pattern quality relates to the number of dots per
square inch (DPI) that a printer is capable of. Affordable home printers are capable of 1200
DPI44, resulting in 21 µm per dot45, enough for the majority of DIC applications.
Nevertheless, alternate styles and targets of speckle patterns require image formats for ma-
nipulation tools; an example being the addition of further details within a pattern, allowing for
multiscale tracking using the same applied speckle [272]. For image manipulation, compression
of the PDF file is required. One method for PDF compression is the use of a standard “set”
by the joint photographic experts group (JPEG), which: i) converts the file to YCbCr (Y:
luminance; Cb: chroma blue; Cr: chroma red) format; ii) removes high luminosity information;
iii) reduces image size; iv) applies a discrete cosine transform[273]. JPEG results in losses to
image quality at locations of sharp contrast, which can be exaggerated with poor conversion
parameters for a given feature size – an example of this is shown in Figure 6.9
Visual assessment of Figure 6.9 clearly indicates that one conversion ratio is not suitable
for all; the amount of edge pixelisation from speckle to background changes as a function
of compression ratio and speckle diameter, with lowered pixelisation resulting in the speckle
appearing more curved. Compression quality is quantified in Figure 6.10 via a profile plot of
the 8-bit greyscale intensity through a diagonal line (indicated by the red arrow across the
speckle). Ideally the plot will drop from a value of 255 (white) to 0 (black) instantaneously,
at approximately 1750 pixels along the line; however, JPEG compression results in a region
between 255 and 0 where greyscale value is constant – the length of the region provides an
assessment of the extent of pixelisation for the associated JPEG compression. Corresponding
with Figure 6.9, the flat-line region shortens with a greater number of conversion pixels per mm,
and the largest speckle size (10 mm) consistently has the shortest region for all compression
ratios.
44Currently available examples include: i) SAMSUNG Xpress M2026W Monochrome Laser Printer; and ii)
HP ENVY 5032 All-in-One Wireless Inkjet Printer
451200 dots per inch = 1200 x 0.0394 = 47.28 dots per mm; therefore, mm per dot = 1/47.28 = 0.021 = 21
µm
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Figures 6.9 and 6.10 show that the required compression ratio and minimum speckle diam-
eter are not fixed; rather, the number of pixels used per feature changes compression quality.
Figure 6.11 assesses this further via a Log2 by Log2 plot of the flat-line length (from Figure
6.10) compared with the number of pixels used per speckle radius. There is a strong correlation
between the number of pixels per diameter and flat-line length, with all five results which are
anomalous to the trend the ones offset in Figure 6.10 from the expected intensity drop location.
Figure 6.9: Speckle quarter for five speckle diameters each converted from PDF to JPEG at
five compression ratios. There is clear variation in quality of curvature, with a 0.1 mm
diameter speckle compressed at 24 pixels per mm resulting in rigid boxes; whilst a 10 mm
diameter speckle compressed at 384 pixels per mm produces a qualitatively round speckle
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Figure 6.10: 8-bit greyscale intensity plot following the red arrow direction for all speckles
shown in Figure 6.10, enlarged to a 3840 x 3840 pixel region. These plots provide an
understanding of compression quality, as an overly compressed speckle (such as 0.1 mm
diameter speckle compressed at 24 pixels per mm ) results in an extended flat line from max
(255) to min (0) intensity
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To ensure the speckle is circular (as generated), the use of high compression ratios is needed;
however, Figure 6.11 indicates that the file size is also proportional to the number of pixels
used. A compromise between compression quality and speckle file size is required, with the
cross-over region at approximately 5 pixels per radius; this is shown in Figure 6.9 for the 0.1
mm and 0.5 mm speckles at speckle at 95 and 24 pixels per mm respective conversions. By-eye
assessment of said patterns show that curvature is not apparent. To ensure confidence in the
applied speckle pattern, a compromise by using the next interval of compression ratio (8 pixels
per radius) is suggested from the current work.
Figure 6.11: Two part Log2 by Log2 plot: 1) assessment of the flat-line region length for each
conversion pixels per speckle radius in 6.10; 2) digital memory required for each associated
image
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6.3 Print to application using customisable transfer paper
6.3.1 Application process
Computationally generating ideal patterns for specific experiments poses the new challenge
relating to its application upon the component; this is can be achieved using customisable
transfer paper adhering to components [266, 274, 275]. Chosen due to the capability of appli-
cation upon complex geometries (associated to human body parts), the transfer paper used in
this work (manufactured by Sunnyscopa) is designed for customisable fake tattoos. Due to the
product’s primary design function, it can be applied to human skin safely; this allows avenues
for alternative applications, which are demonstrated in Section 7.6. Figure 6.12 indicates the
application process following guidelines set by the manufacturer.
The caption in Figure 6.12 explains the process required for application using this transfer
paper. As implied by Figure 6.12b, the paper is two-part: part 1) mat printing paper; part
2) adhesive sheet46. The process requires the user to generate and print to the correct face of
the printing paper and subsequently apply the adhesive. For the example in Figure 6.12 the
curvature is predominantly in one direction, resulting in a simple application prior to moisture;
for smaller radii of curvature and those in multiple directions, a small amount of water applied
to the backing card (prior to application), can help to lower creases resulting from card bending
resistance.
46Note: The paper used in Figure 6.12 is the clear variation; however, a white version has since been man-
ufactured, removing future need for base-layer coating of the component - thus resulting in a fully one-part
speckle pattern application process
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(d) (h)
(c) (g)
(b) (f)
(a) (e)
Figure 6.12: Step-by-step method guide for speckle patterns using transfer paper: a) generate
and print speckle pattern; b) transfer adhesive sheet onto speckle; c) cut required area of
speckle; d) remove adhesive sheet backing plastic from sample; e) place speckle upon
component surface, with an arm used as an example curved shape; f) apply moisture to paper
backing of speckle pattern until saturated (g); h) remove saturated backing paper to reveal
applied speckle pattern
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6.3.2 Practical method for ensuring correct speckle pattern is generated
As the introduction to this chapter states, the required speckle diameter is not a set value
and varies between experimental setups. Figure 6.13 considers this point further through com-
putational assessment. Using SpeckleGen, two speckle patterns of 50 % black coverage and
75% variation were generated with one diameter set an order of magnitude greater than the
other. ImageJ was used to scale the images and changed the “canvas size” to the same as the
unscaled47; the grids were produced for each by adding vertical and horizontal lines at pixel
distances apart (associated to subset sizes); finally, the same region was cropped for speckle
comparison. Figure 6.13 uses relative scales for speckle diameter and magnitude of compression;
with the smaller diameter and original scale denoted as “y” and “x” respectively.
The unscaled patterns in the 10“y” speckle diameter section of Figure 6.13 indicate the need
for speckle patterns in DIC analysis, with many of the grids lacking any speckle information
they are completely indistinguishable from each other; the same issue occurs for the grids fully
filled in black (by the speckle), as a result of increased speckle diameter. To allow the software
to differentiate between each subset location, the Good Practices Guide to DIC states that a
minimum of 3 speckle features are required within each Subset [9]; to ensure all subsets contain
a minimum of three features, some operators aim for approximately 10-20 speckles per subset
[179]. Using 7 (the mid-point between 3 and 10) as the targeted number of speckles within
each subset, Figure 6.13 contains seven occurrences with suitable speckles-to-subset number:
• “y” speckle diameter
◦ “x” scale, Subset 69
◦ 0.5“x” scale, Subset 49
◦ 0.5“x” scale, Subset 69
◦ 0.1“x” scale, Subset 29
◦ 0.1“x” scale, Subset 49
◦ 0.1“x” scale, Subset 69
• 10“y” speckle diameter
◦ 0.1“x” scale, Subset 69
47Altering the canvas size alters the image pixel dimensions via the addition of surrounding pixels (RGB =
0,0,0), ensuring the image is not further deformed. This was required to simplify the process for the addition
of subset grids, via a macro code
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Figure 6.13: Depiction of how required subset sizes change based on speckle size and distance
from the camera. There are two generated speckle patterns (one with a diameter ten times
greater than the other), each computationally scaled to represent a change in stand-off
distance between specimen and camera. Each image has three yellow grids of differing subset
size superimposed upon them.
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Although the smaller diameter allows more speckles to be captured within a given subset
size, the images scaled to 10 % of the original (imitating an experimental setup with an area
of interest 10 times greater than the unscaled) show that for the smaller diameter, speckles are
much less clearly defined and can be susceptible to aliasing, for speckles smaller than 3 pixels
wide [9], showing that the larger speckle pattern would likely be less prone to error for larger
areas of interest.
In the search for DIC standardisation and control, speckle pattern parameters are important;
however, as mentioned, the speckle size is dependent on test parameters and therefore not
absolute. As indicated in Figure 6.14, a current common approach to DIC is to speckle a
component prior to the test and ensure the hardware is set up based on identifying the ready-
applied pattern. This is not ideal as when targeting pattern focus, the necessary area of interest
may not be suitable for the investigation target. As such, a practical method for identifying and
applying an ideal speckle pattern has been suggested, with a flow chart describing the process
shown in Figure 6.15. The method assigns speckle size based upon experimental conditions;
allowing for camera type, distance, and lens choice to be conducted based upon the experimental
setup and requirements, rather than speckle pattern characteristics. This removes the use
of vastly ineffective speckle patterns due to incorrect experimental expectations, such as the
inability to fit component surface perfectly in the camera screen, or different pixel counts for
the camera system used and expected (during speckle calculation).
After the DIC hardware (e.g. camera system) is arranged as required, the component is
replaced by a reference grid of speckle patterns (such as Figure 6.1648, each with known speckle
sizes, densities, and variations. Using DIC without altering the cameras, each box in the
reference grid is assessed qualitatively to identify viable speckle patterns. If an ideal pattern
cannot be visually differentiated, quantitative evaluation can be completed for any potential
pattern, with the pattern of lowest uncertainty to be used for the test.
Once the preferred pattern is identified, a speckle pattern is generated for the component
dimensions, with the speckle properties set as determined in the tests on the reference grid.
From this, the optimised pattern can be printed and applied to the component via the cus-
48Appendix:A.1 provides the ImageJ macro code written for alternative grid creation
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tomisable transfer paper, with checks made to ensure that there is sufficient contrast between
substrate and speckle.
After speckling, the component is re-inserted into the test setup without adjusting cam-
eras and qualitatively assessed for uncertainty. In the case that the uncertainty estimate is
insufficient for the component, minor adjustments to the cameras can be conducted before ex-
perimentation. Once the uncertainty estimate is sufficient, the DIC investigation may proceed.
The proposed method, shown in Figure 6.15, has been applied for all investigations con-
ducted in Chapter 7.
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Figure 6.14: Flow chart depicting a common approach to experimentation using DIC. The
“speckle component” task has a red-dashed border to highlight the key difference between the
current and suggested (Figure 6.15) methods, regarding when the component speckling
process occurs
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Figure 6.15: Flow chart depicting the new approach to experimentation using DIC, with the
component speckled via customisable transfer paper. Withgtin the red-dashed border is the
process specific to component speckling, highlighting the key difference between the current
and suggested (Figure 6.14) methods, regarding when the component speckling process occurs
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Figure 6.16: An example speckle grid, used in identifying an optimum speckle pattern
dependent on test setup, following Figure 6.15’s suggested method
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6.3.3 Comparison of Speckling Techniques
Transfer paper vs spray paint
(a) (b)
(c)
Figure 6.17: Comparison of speckle patterns when applied using spray paint (a) and transfer
paper (b) for an elliptical based cap. (c) quantifies differences between the two methods via
histograms counting each greyscale value occurrence in (a) and (b) highlighted section. The
plotted histograms indicate quality of differentiation between base (white) and speckle (black);
spray paint application resulted in a bell curve, with peak number of pixels coloured grey
(indicated by the associated vertical line), implying the camera cannot differentiate between
base and speckle; whilst printing patterns resulted in the most common intensity being much
closer to black, implying speckles are more clearly identified and defined within the image
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As previously stated spray paint is often the method used for speckle patterning, due to
it’s application simplicity and speed; however there is a limit to the control of the process,
potentially producing incorrect speckle diameters. Although the time to administer spray
paint to an elliptical based cap (aramid variant) was approximately 20 % that of transfer paper
application, Figure 6.17 shows that for the case (image area 165 x 155 mm), the spray paint
pattern applied Figure (6.17a) has a lower contrast between speckle and base than for the
printed example (Figure 6.17b).
Poor spray paint application and insufficiently large speckle diameters result in a lack of
contrast between spray and base. Due to the lack of contrast, the 8-bit image for Figure 6.17a
predominately ranges between greyscale values of 51 and 204 (as shown in Figure 6.17c); in
comparison, the printed pattern evenly distributes for this range and a value of 40 is predomi-
nant. The vertical lines are positioned at the modal greyscale value for each application method,
and coloured according to the value. The light tone of the spray paint line indicates that the
speckle features are not clearly defined and therefore combining with the white base-layer for
the image; this is not apparent for the printed pattern as it is controlled and more suitable for
the setup.
Transfer paper vs pen
To avoid aliasing from insufficiently large speckles, manual application of speckles is an option.
As an example, manual application was achieved by covering the military helmet in a matt
white base layer (using spray paint); subsequently, a 1 mm diameter black Sharpie pen was
used to produce dots across the entire painted surface (Figure 6.18a). The comparative pattern
used three A4 sheets of transfer paper, each with speckles of 0.52 mm diameter, covering 53
% of the sheet (Figure 6.18b); as the sheets were cut to limit creases from military helmet
curvature49.
49Application of speckle pattern upon a military helmet, using transfer paper, shown in the video associated
to the link and QR code:
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Arguably the most prominent comparison of the techniques is the time taken to apply each
pattern; for the examples shown in Figure 6.18, the application process using a pen (Figure
6.18a) and transfer paper (Figure 6.18d) took approximately eight and one hours, respectively50.
Figure 6.18 shows an example of speckling a military helmet by manual application, with
Figure 6.18a providing an image of the speckled component; Figures 6.18b and 6.18c highlight
a central region of Figure 6.18a as an example of pattern coverage; Figures 6.18d, 6.18e, and
6.18f show the pattern applied through transfer paper in the same order.
(a) (b) (c)
(d) (e) (f)
Figure 6.18: Comparison of speckle patterns through manual and transfer paper application.
(a) shows a military helmet manually speckled using 1 mm diameter Sharpy pen upon a white
spray paint background; a central segment of this is enlarged and shown in (b), providing
enhanced speckle analysis; subsequently, an approximate subset containing between 3 and 5
features is superimposed upon the pattern (c). The same order is apparent for the speckle
applied using transfer paper, for (d), (e), and (f)
50Further, manual application resulted in discomfort to the hand, whilst transfer paper did not; manual
speckling multiple components risks causing repetitive strain injury
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Image analysis of Figures 6.18b and 6.18e indicate that the average speckle diameter for each
application method is approximately equal (0.67 mm and 0.65 mm for manual and print ap-
plication, respectively), due to randomised speckles combining; however the amount of speckle
coverage is increased by a factor of 3.7 for the transfer paper (47.6 % coverage for transfer
paper compared to 13.8 % for manual application). The change of density results in greatly
differing subset sizes when aiming for five speckles within a subset, with spacial resolution of
the manual speckle pattern detrimentally affected compared to printed; Figure 6.18c shows the
manual speckle pattern would require a subset size approximately 7.2 mm wide, whilst the
transfer paper is 38 % of this with 2.8 mm subsets.
Finally, as is apparent from the lack of any overlapping/extended dots in Figure 6.18b, the
randomisation “quality” for manual application is questionable as human instinct locates larger
regions of white space to place a new speckle.
6.3.4 Comparison of printed speckle pattern with strain gauge measurements
Printed speckle patterns produce lower theoretical error from aliasing decorrelation, however
this is only of use if the transfered pattern is capable of adhering to, and deforming with,
the component of interest. To ensure this is the case, twenty Perspex R© specimens were cut
from 6 mm thick sheet, into coupon type II from ASTM D638–14 (tensile specimen (geometry
one)); the specimens were loaded using an Instron 5285 universal testing machine with a 100
kN loadcell, controlled by Instron’s Bluehill 3 software in a displacement-controlled test, with
the crosshead displaced as follows: 0 mm, 0.5 mm, 0 mm, 1 mm, 0 mm, 1.5 mm, 0 mm, 2 mm,
0 mm, 2.5 mm, 0 mm, 3 mm. Each positive and negative displacement took place at a rate
of 0.25 mm/min and -1 mm/min respectively, with 1 mm/min the highest allowable crosshead
speed for the specimen geometry, as set by ASTM D638—14 [257].
DIC and strain gauge measurements were compared, with strains measured using: i) a
Micro-Measurements EA-06-120LZ-120/E linear strain gauge (3.18 mm gauge length) adhe-
sively bonded (HBM cold curing adhesive X280), connected to a Micro-Measurements P-3500
strain indicator; ii) Transfer paper applied speckle pattern upon the alternate face, with images
captured using a dual-camera system (Allied Vision Manta G-917B), each with a LINOS smart
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focus lens (80 mm/1.4f) attached via a 50 mm tunnel - throughout testing, images for DIC
were captured at 30 second intervals using a fixed aperture at f/5.6 and a shutter speed of 1.2
ms.
Figure 6.19 shows that there is a visual commonality between strain gauge and DIC, with
a 7.1 ± 1.6% difference between the two measurements, at each cycle end point. Further, the
transfer paper analysis remains stable for all cycles, implying that load-unload cycling does not
result in detrimental effects to analysis, for this testing criteria.
Figure 6.19: Stress-strain plot of strain gauge output compared with DIC using transfer paper
during profiled loading. Each coloured line indicates the DIC measured strain, for each tensile
cycle, with start (red square) and end (red star) strain gauge values plotted
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The low standard deviation in DIC measured strain at each stress, along with the simi-
lar trend in stress-strain plot for Figure 6.19, imply that the printed transfer paper deforms
representatively with the component and can be used as a viable tool for speckle application.
The speckle coating must not substantially alter the substrate mechanical properties, there-
fore the tensile modulus of the component was considered. The experiment produced, according
to Figure 6.19, an elastic modulus at 1 % strain of approximately 2974 MPa, compared with
the expected value of 3000 MPa, as stated in the Perspex data sheet [276]. Given that this
is less than 1 % difference, which might be accounted for by local differences in the material,
minor imperfections in the experimental set up, and so on, it implies little, if any, alteration to
the component’s tensile modulus.
6.3.5 Future potential for speckle printing: increased speckle complexity
Printing of patterns not only improves control and consistency of DIC analysis but also opens
the potential for improved speckle complexity, allowing non-basic DIC analysis. Stoilov et
al. suggest the use of multi-scale speckle patterns (patterns within patterns) to achieve full-
field and location focused DIC analysis with the same pattern [272]. This research has clear
ramifications for non-destructive testing: full-field analysis allows rapid assessment for regions
of strain discontinuities of the component, which can be assessed in greater detail to determine
if said discontinuity is potentially critical.
Using markers, the entire military helmet can be analysed in segments, which can be stitched
into a complete model (limiting issues show by Figure 2.9). As Figure 6.20 shows, markers can
be added within the pattern, producing greater control of marker location and size (compared
to manual marker application). The figure contains six crosses with thickness 30 % of the speckle
diameter (limiting potential for damage to speckle pattern quality), with increased length for
example purposes; the markers shown are simplistic for proof of concept, but further complexity
(such as ensuring they are uniquely identifiable between markers) would be possible51.
51note: when applying a printed pattern, it is the mirror image of the one shown on screen due to the
application process placing the printed face upon the component surface - this is not an issue for standard
speckle patterns, but in the event of complex identification points the image may require computational altering
prior to print
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Figure 6.20: Example of the use of multiple fiducial markers superimposed within a speckle
pattern using ImageJ (code in Appendix A.2). Six markers are positioned within the speckle,
with size similar to the pattern, limiting correlation issues as a result of the markers
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6.3.6 Challenges of applying transfer paper speckle patterns to a military helmet
Application of paper upon a component of altering double curvature is challenging; when
folded in a direction of curvature the paper stiffens in the transverse direction, resulting in
creases between the two directions [277]. Folds cause regions where adhesion between the
speckle pattern and component are weak (or non-apparent), thus lowering correlation between
component surface motion and that of the speckle layer. Cutting the sheet where creases
naturally form, or into smaller segments, can help to alleviate folds from application; however,
as Figure 6.21 indicates, the process remains non-ideal.
When using the transparent version of Sunnyscopa’s transfer paper, overlapping regions
result in dark patches due to increased local speckle densities. An example of this is shown
in Figure 6.21a; five segments of transferred paper coalesce and cause a triangular region with
limited speckle visibility. Due to a change in speckle percentage coverage of 40 % (outside
triangle) to 73 % (inside triangle). When using the white-based variant of the transfer paper,
speckle density changes no longer occur at overlapping regions; however, with increasing layers
between component and top-surface transfer paper, correlation between component surface and
paper deformation may be detrimentally affected, or even lost.
When trying to avoid overlapping regions of applied transfer paper, as shown in Figure
6.21b, there is a risk there will be regions where no speckle has been applied. The gap in
speckle results in the need for increased subset sizes for DIC to confidently locate and track
the area (thus lowering spacial resolution), else spaces on the component surface displays as
regions of no data; or the difference in speckle pattern can cause the software to incorrectly
indicate the surrounding area as a region of strain discontinuity.
Figure 6.21c shows an extreme case of an issue apparent in all images of Figure 6.21: over-
saturation caused by reflection. As mentioned is 2.5, the military helmet geometry inherently
results in reflective regions, but the transfer film (although classified as matt) appears to en-
hance reflectivity of the specimen and results in difficulties controlling localised over-saturation.
The product webpage suggests the use of sun lotion as a coating for reflection limitation; addi-
tionally, future use of polarised lens covers may assist with the challenge; else, careful control
of lighting and camera angles can lower reflectivity issues.
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 6.21: 8-bit greyscale image used for DIC analysis of transfer paper speckled military
helmet from Figure 6.18 at front (a), side (b), and back (c) views; red squares indicate
challenges to the process: a) overlapping transfer paper; b) gaps within speckle; c)
over-saturation due to reflectivity. Respective sigma estimates are shown for each image, for a
subset size of 31 pixels (relating to 2.4 mm); the colour scale associated to (d), (e), and (f) is
shown by (g)
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Correlated Solutions’ software, Vic-snap, allows the user to live-assess the software con-
fidence of identifying regions when using a subset size (defined in pixels) of 15, 31, and 61.
Figures 6.21d, 6.21e, and 6.21f show screenshots of this assessment tool when using a subset
size of 31 pixels. The assessment is entirely qualitative and uses colour gradients (Figure 6.21g),
with purple (confidence to within 0.000 pixels) ideal and above turquoise (confidence to within
0.022 pixels) typically classed as “poor”; “confidence” is an assessment of the accuracy with
which the system can confidently isolate speckle patterns within the chosen subset size.
The sigma plots indicate that each of the issues highlighted by Figure 6.21 have a detrimental
effect on the software confidence for correlation. The colour scales indicate that each issue is
not equally problematic; reflections cause the greatest correlation issue, whilst overlapping
regions produces the least. As Figure 6.21d shows lower sigma issues than Figure 6.21e there
is an implication that overlapping regions are preferential to spaces in the pattern; therefore,
if geometrical nets were produced they should be made to have minor overlaps to ensure no
regions are left speckle-less.
6.4 Summary
The chapter has focused on speckle pattern optimisation to ensure one of DIC’s requirements,
confidence in identifying locations of the component, is met. As detailed in the Introduction,
using spray paint (a common application method) results in large varieties to applied patterns,
due to challenges in control of speckle properties. Application of generated patterns was sug-
gested, to counteract the issues associated with spray paint. To ensure used patterns are fit for
purpose, generation software (SpeckleGen) was reverse engineered and critically assessed for
the affects of alterations to speckle density and variation.
As DIC is capable of a wide array of test setups, a set speckle diameter is not always
possible. The chapter describes a practical method for identifying optimal speckle diameters,
with the goal of standardization of DIC. After ensuring the pattern used is as expected, via
density, variation, diameter, and compression control, a comparison between previous speckling
techniques and printed transfer paper application was made.
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The final section of the chapter detailed challenges associated with transfer paper application
upon the military helmet.
With project focused on location of damage to a military helmet, the suggested speckling
method would be required to identify discontinuities in geometry/strain of the component.
The following chapter provides evidence of the method’s capability in identifying component
nonconformity, via an array of case studies using various materials and geometries.
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7 Detection of Discontinuities
7.1 Introduction
The previous chapter detailed the optimisation of component speckling for the project; however,
the suggested speckling method is not limited to the helmet shell. Multiple collaborations have
been conducted for various materials and loading cases, using the test process described in
Figure 6.15, providing a range of case studies implementing the produced flow chart with
Sunnyscopa transfer paper.
This chapter describes five conducted investigations, with an array of materials and loading
methods, to indicate instances where customisable transfer paper was used to assess discontinu-
ities in a component. Whilst not directly linked to damage detection in combat helmets, each
successful assessment of discontinuities provides confidence in the suggested method, should
sufficient damage to the helmet occur.
7.2 Case study one: Acrylic specimen under tension - hole in plate
7.2.1 DIC assessment of through holes covered by transfer paper
Using a non-transparent version of the transfer paper allows surface coverage above regions
where no material is apparent (i.e. a hole through the specimen). DIC cannot assess the area
directly on the edge of the hole52 due to a lack of speckle pattern53; however with the pattern
placed across the space, assessment from the hole edge is possible. For this case study tensile
tests using tensile specimen (geometry two) have been conducted, with six hole diameters used
(see Figure 4.2b); three of each specimen was used.
The specimens were loaded at a rate of 0.5 mm per minute, to a maximum grip displacement
of 1 mm, via an Instron mechanical testing rig. As the specimens used contained three holes
the strain map had expected increased complexity, therefore finite element analysis (FEA) was
conducted using Ansys 16.2 to provide visual comparison between experimental (DIC) and
predicted (FEA) results; Figure 7.1 shows this comparison.
52the closest assessment to a hole is half of a subset
53note: current iterations of DIC software can assess hole edges, but lack of speckle pattern still produces
high uncertainty estimates in strain calculations
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(a)
(b)
Figure 7.1: Visual comparison between finite element analysis and digital image correlation
for transverse (a) and longitudinal (b) strain maps, for an acrylic coupon containing 2, 4, and
6 mm holes under 1 mm grip displacement
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The FEA model was produced using Figure 4.2’s geometry, which was created in Solid
Edge ST10. The design was then imported into Ansys 16.2, with material properties set from
experimental data using the specimens not containing holes (Figure 4.2a).54,55 One end of the
specimen was set as a fixed support, with the other as a remote force of 3.2 kN (as measured
from experimental testing). With the model simplistic in nature, high resolution meshing did
not result in extreme time for assessment. Due to this, the automated, hex dominant, meshing
algorithm with highest refinement was chosen.56
By converting DIC contour maps to the same colour scales as FEA, direct qualitative
assessment was made between the two results. Figure 7.1 shows the resultant comparison
for the tensile specimen (geometry two) with 2, 4, and 6 mm holes, at 1 mm grip displacement.
Overall assessment shows that DIC did not directly correspond with FEA; the strain profile
does not show clear cross shaped regions of increased strain magnitudes, nor is there a clearly
defined region of strain interaction between holes. Having said this, the similar colouration of
each strain format implies the magnitudes of measured strain remain close to that expected from
FEA. Additionally, the hole of 6 mm diameter appeared to produce a strain profile with similar,
although not as pronounced, cross shape in strain concentration; further, centrally between the
4 mm and 6 mm holes there appears a region of lowered strain magnitude, corresponding to
FEA expectations.
Figures 7.2 and 7.3 provide quantitative assessment, for all hole variations, via line plots
following the path identified by Figure 7.2a’s purple arrow. The plots have each been normalised
with respect to the maximum magnitude along the line, to greater highlight discontinuities along
the trend. As Figures 7.2b and 7.2c indicate, the regions where transfer paper covers across the
holes result in clear differences in out-of-plane position; this is a result of film draping across
the hole region.
54Tensile Modulus (3.426 GPa) calculated from DIC’s εy average value and measured load (converted into
stress)
55Poisson’s Ratio (0.47) calculated from DIC’s average εy and εx
56relevance= 100; relevance centre = fine; method = hex dominant ; additional refinement = factor of 3; total
nodes = 175152; total elements = 119781
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(a)
(b)
(c)
Figure 7.2: Line plots, following the purple arrow in (a), of relative out of plane position
along the specimen containing 1, 3, and 5 mm holes (b) and 2, 4, and 6 mm holes (c).
Vertical lines depict the expected hole edges, with colours matching the associated holes in (a)
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Although Figures 7.2b and 7.2c imply extreme draping, the maximum measured deviation
from the component surface was 16±1µm, for all but the two extreme holes; the 1 mm diameter
hole did not drape beyond the system noise, whilst the 6 mm diameter hole had a maximum
difference of 44µm. The low magnitudes in the out-of-plane position show the high precision
the technique is capable of, whilst the alignment with hole location suggest accuracy in parallel.
With out-of-plane deviation identified, numerical assessment of measured strains was con-
ducted. Figure 7.3 shows peaks in transverse strain magnitudes were apparent at the centre
of each hole. This result clearly identifies a limitation to the technique as a tool for assessing
through-holes, as the region in reality has zero strain due to a lack of material. The false-high
measurement is due to the magnitude of transfer film draping lowering with increasing applied
strain, which causes increased deformation relative to the component, resulting in the DIC
software calculating heightened strain magnitudes.
Figure 7.3: Line plot, following the purple arrow in Figure 7.2a, of relative transverse strain
along the specimen containing 2, 4, and 6 mm holes, at 1 mm grip displacement. Vertical
lines depict the expected hole edges, with colours matching the associated holes in Figure 7.2a
Figure 7.3 shows there is decay in measured strain concentration, dependant on distance
from hole edges. Fracture mechanics predicts the factor in which the magnitude of strain on
the edge of the hole should be larger than the bulk. This is defined as the stress intensity, (Kt),
and is defined as:
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Kt = 3− 3.14(d/W ) + 3.667(d/W )2 − 1.527(d/W )3 (7.1)
Symbol Definition Units
Kt Stress intensity factor
d Hole diameter mm
W Specimen width mm
From the equation[278], the stress closest to the 6 mm hole, for tensile specimen (geometry
two), would be a magnitude of 2.33 greater than the bulk. Comparing the edge of the 6 mm
hole (approx. 56 mm) to the bulk (approx. 70 mm), there is a factor of 2.18 difference; resulting
in an error of 6 %; therefore, proof of principle has been demonstrated.
7.2.2 Strain profile of transfer paper covering through holes
Although proof of principle has been demonstrated, Figure 7.1 shows clearly visible differences
between FEA and DIC strain maps. It was hypothesized that the differences in strain profiles
was caused by the film providing increased structural support than is apparent from a hole (zero
stiffness provided by hole). FEA has been used to assess the film influence on longitudinal and
transverse surface strains, for the tensile specimen two geometry; with a single, central, hole.
Figures 7.4a and 7.4b portray the geometric parts used for FEA, with the arrangement
shown in 7.4c. The first part (Figure 7.4a) is an acrylic tensile specimen, which contains a
single, central, hole57; the hole diameter ranges from 1 mm to 6 mm, with 1 mm step increases.
The second part (Figure 7.4b) represents the 100 µm58 transfer film, with the active segment
coloured red. The two parts are in fixed contact, via the Solid Edge mate function, in the
orientation shown in Figure 7.4c.
57a single hole was chosen, rather than the arrangement in Section 7.2.1, to allow assessment into the affect
of the film covering a hole without interaction between holes
58the largest value of thickness possible to remain classed as a film
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(a) (b)
(c)
Figure 7.4: Assembly components used for FEA assessment into changes to strain profile
between a component with a thru hole, and the transfer paper. A dog bone specimen (a) had
a central hole added, with iterative diameters (described as “x”). The other component (b)
was a thin piece, representing the film, with the red segment of the image the area produced
for the model. The components were then set to have fixed contact, in the arrangement
shown in (c)
The two parts had different mechanical properties set, to represent experimental expec-
tations: the acrylic specimen had 2760 MPa tensile modulus and 0.37 Poisson’s ratio59; the
film had 894 MPa tensile modulus and 0.46 Poisson’s ratio. With the film material proper-
ties unknown, the material values for the film model were chosen via postulation; UHMW
polyethylene60 is an example plastic sheet with FDA approval61, which has moisture and odor
resistance62, thus was the chosen material for the study.
59as described by: http://www.matweb.com/search/datasheet.aspx?bassnum=O1303&ckck=1
60properties described by https://dielectricmfg.com/knowledge-base/uhmw/
61the film material being FDA approved is specified by Sunnyscopa
62characteristics required of the film for it’s designed use in fake tattoos
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Figure 7.5: Finite element analysis result of a tensile specimen with thru hole, under 5.7 mm
linear displacement (in the specified loading direction). Results show longitudinal strain
assessment for the transfer paper surface (left) and tensile specimen surface (right), for case
studies of varying hole size (1 mm diameter to 6 mm diameter, with 1 mm diameter
increments). Each hole size has a unique colour scale factor which is described as actual
strain on the surface (e.g. 0.3248 = 3.248 % strain)
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Figure 7.6: Finite element analysis result of a tensile specimen with thru hole, under 5.7 mm
linear displacement (in the specified loading direction). Results show transverse strain
assessment for the transfer paper surface (left) and tensile specimen surface (right), for case
studies of varying hole size (1 mm diameter to 6 mm diameter, with 1 mm diameter
increments). Each hole size has a unique colour scale factor which is described as actual
strain on the surface (e.g. 0.3248 = 3.248 % strain)
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Figures 7.5 and 7.6, on the previous two pages, show how transfer paper strain profile
differs to the acrylic specimen. The clear difference between strain profile of specimen and film
is located within the space of the specimen hole, with the transfer paper producing maximum
longitudinal (Figure 7.5) and transverse (Figure 7.6) strain magnitudes in the region with no
material; concurring with previous DIC findings in Figure 7.3. Although the centre of the hole
contains the maximum strain magnitude, the shape of the associated region does not directly
match the hole; it appears the shape of this region is square, as opposed to circular. As each
geometry was meshed to the same standard63 the non-identical shape cannot be attributed to
mesh types; a potential explanation is the film having higher Poisson’s ratio than specimen,
resulting in additional contraction in the diagonal between the two maximum strain locations
of the specimen.
Although there are differences in strain profile within the hole, overall similarities in FEA
results for transfer paper and acrylic specimen provide confidence in the assessment of strains
for the transfer film for component analysis; provided the film resistance to deformation64 is
negligible compared to specimen, in addition to strong bonding between surfaces.
7.3 Case study two: Glass fibre reinforce composite under 4-point
bending - delamination
Another opportunity to collaborate with a visiting researcher65 occured; the project was assess-
ing rapid vertical displacement, to a composite surface, caused by pre-positioned delaminations
during four-point bending. The student’s project initially used spray paint as a speckling tool,
but the brittle nature of the coating caused flacking to occur at the instance of vertical dis-
placement (mentioned as a “pop” in the report); the transfer paper used for the EngD project
has increased elasticity, thus could assess the desired affect without loss of local speckle quality.
63100 relevance, fine relevance centre, low smoothing, fine span angle centre, factor of 2 refinement, tetrahe-
drons control method
64a function of Young’s modulus and thickness
65Giovanni Piva: MEng student in Mechanical Engineering, Composite materials laboratory - University of
Padua, Padua, Italy
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Figure 7.7 provides a 3D image from DIC, with 7.7b indicating of the central “pop-up”
which the investigation was searching for. Figures 7.7b and 7.7c are projections of the specimen
segment, within the central arms of the 4-point bend, for two successive images (one second
apart); the colour maps denote the relative change in out of plane position compared to the
original, flat, state - this is titled “W ” in Vic-3D, which is measured in mm. Assessments have
been conducted removing Vic-3D’s assumption of “rigid body motion”, by assessing motion
based on the segment average, as the test produced excessive deformations for the colour scale.
(a) (b)
(c)
Figure 7.7: 3D projections from DIC of the change in Z position (“W”) for a plate under
4-point bending, with an internal delamination. During this test, the delamination was
expected to produce a sudden surface deformation (“pop”), as a result of delamination
activation; (a) shows the state prior to surface “pop”, whilst (b) is captured one second later.
(c) shows the colour scale for the images
As the projections of Figures 7.7a and 7.7b suggest, green-to-red colouring relate to an
upward motion and downward appears green-to-purple (see Figure 7.7c for values). As the
segment analysed is between the two central arms of the 4-point bend, it is not surprising that
the magnitude of W increases towards it’s centre and is symmetrical through the mid-point.
As assessment was conducted based on the average component deformation, the neutral axis
of bending is coloured green (W = zero).
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Due to the direction of bending, the surface assessed by DIC was predominantly under
compression; as such the maximum compressive strain, ε2, was assessed. Figure 7.8 shows the
profile of ε2 growth during testing, prior to the pop effect. Similar to the W projection in
Figure 7.7a, the principal compressive strain grew symmetrically from a vertical, central, line.
Strain magnitudes grew at a consistent rate until the central pop occurred. Figure 7.9 shows
that this produced a material discontinuity, which ultimately acted as a local strain reliever with
local strains 1/6th of that prior to the pop. With the delamination causing in no local stiffness
the horizontal central region of the surface no longer deformed with the plate, resulting in the
horizontal region of lowered strain magnitudes. As deformation further increased (Figures 7.9b
to 7.9e), the edges of the raised section produced high strain intensities.
Figure 7.10 quantifies the strain release via a horizontal line plot through the centre of the
analyes region (indicated by the yellow arrow across the image). Prior to delamination ini-
tialisation, strains progressed relativity continually toward a central maximum (Figure 7.10a).
Directly afterwards (“Pop”: Figure 7.10b), strains became more evenly distributed and of lower
magnitudes. Further, whilst strain magnitudes do continue to increase post pop, the rate of
increase is lower than beforehand.
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(a) (b)
(c) (d)
(e) (f)
Figure 7.8: During this test, the delamination was expected to produce a sudden surface
deformation (“pop”), as a result of delamination activation. (a) to (e) show ε2 strain maps for
successive images, with 20 second time intervals between each, for the loading starting 100
seconds prior to delamination “pop” (see Figure 7.7); each with the colour scale of (f)
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(a) (b)
(c) (d)
(e) (f)
Figure 7.9: During this test, the delamination was expected to produce a sudden surface
deformation (“pop”), as a result of delamination activation. (a) to (e) show ε2 strain maps for
successive images, with 20 second time intervals between each, for the loading starting at
delamination “pop” (see Figure 7.7); each with the colour scale of (f)
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(a)
(b)
Figure 7.10: During this test, the delamination was expected to produce a sudden surface
deformation (“pop”), as a result of delamination activation. Line plots across the component
surface prior to (a) and after (b) “pop”. The analysed images relate to the strain maps shown
in Figures 7.8 and 7.9
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7.4 Case study three: Aramid composite under tension - impact
damage
Resin starved, phenolic-aramid woven fibre, composites were studied; the material in question is
the same as that used to produce the combat helmet shell, with only the thickness used differing.
This investigation was undertaken in collaboration with another EngD student66. This other
project considers damage in armour systems and seeks to assess the effect of prior sub-critical
damage on ballistic performance (as characterised by V50 assessment67) of the material when
damaged and undamaged prior to ballistic assessment; for more information, please see Cerise
Edwards’s thesis[279]. Results suggested no significant change to V50 value, or the spread of
results.
Although ultimate ballistic properties were not altered[279], the area affected during impact
could have differed for a pre-damaged specimen. As such, two specimens from ballistic trials
have been mechanically loaded, in tension, using transfer paper as a speckle application for DIC
assessment. One specimen had pre-damage prior to ballistic trials, whilst the second was only
subjected to balistic impact. Each specimen was deemed to be a “close-win”68 during ballistic
testing; this ensured the maximum probability of damage in the component being identified by
the DIC technique. Due to no significant change in V50, the fired velocity used for each was
approximately equal (439ms1, using a 1.1 g fragment simulating projectile).
The process for pre-damaging the aramid composite was to load it in tension, using the civil
engineering mechanical meganewton testing rig. Figures 7.11 to 7.14 show component response
during loading. The plot in Figure 7.11 shows load-displacement data captured by the test rig
data logger, during loading, which has been normalised for a start point of zero (kN) - zero
(mm). The overall trend of the plot shows two gradients of response to extension, with a central
transition region (approximately between 7 mm and 11 mm change in grip displacement). The
transitional region is the product of component damage. The plot contains seven occurrences
of load “spikes”, which were caused by adhesive slippage between component and end-tabs;
however, as the spikes return to the trend, component loading was maintained.
66Cerise Edwards: EngD student with MiNMaT - University of Surrey, Guildford, England
67V50 is the impact velocity of a specific threat which will result in penetration of a specific target 50% of
the time
68“close-win” has been defined as a shot which did not penetrate, but was visually “close”
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Figure 7.11: “change in load”-“change in grip position” plot for pre-damaging of a
resin-starved, aramid fibre-phelonic resin composite. There are seven occurrences where
measured load rapidly increased and decreased; these are recording artefacts, due to adhesive
slippage between end-tabs and tested material
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The following plots show εx(Figure 7.12), εy(Figure 7.13), and τxy(Figure 7.14) for 3 mm
grip displacement intervals of the component being pre-damaged. For this experiment the
cameras were orientated perpendicularly to the ground, to allow greater assessment of the large
component, therefore εx relates to strain in the direction of loading. Each plot contains a large,
round, discontinuity in the central strain field, which were causes by transfer paper bubbles.
The bubbles, which altered the local sigma estimate and caused correlation errors, are suspected
to have been a result of the large surface area of the component.
Progression through each of the colour maps show a central region on the component was
subjected to the majority of strain, with shear occurring at the edges of the region. The
component width was greater than the grips, with the central region corresponding to the
location and width of grip contact. The area predominantly under strain was used for ballistic
trials, so material damage to the desired region was apparent.
Colour scales for εx and εy were set as direct opposites to allow direct comparison of both
magnitudes; the maximum magnitude was set as the highest of each plot at the final image
during loading. From these plots it appears the central region of the component was subjected
to transverse strain magnitude approximately double that of the longitudinal.
Figures 7.12d, 7.13d, and 7.14d relate to strains after the transitional period of Figure
7.11 (12 mm grip displacement). With the colour scale fixed based on the highest strain
magnitude, the large area of purple colouration in Figures 7.13d and 7.13e, in addition to the
consistency between Figures 7.12d and 7.12e, suggest minimal change in central strain beyond
the transitional region. Growth of shear strain for this section (Figures 7.14d and 7.14e) also
suggests that the component began to structurally misalign, due to generated damage.
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(a) (b)
(c) (d)
(e) (f)
Figure 7.12: Progression of εx for the test profile in Figure 7.11. Each image is sequentially
placed at 3 mm grip intervals, from (a) 3 mm to (e) 15 mm. Each are fixed to a common
colour scale (f). The large red circles are false readings of heightened strain, caused by
bubbles between specimen and transfer paper
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(a) (b)
(c) (d)
(e) (f)
Figure 7.13: Progression of εy for the test profile in Figure 7.11. Each image is sequentially
placed at 3 mm grip intervals, from (a) 3 mm to (e) 15 mm. Each are fixed to a common
colour scale (f). The large red circles are false readings of heightened strain, caused by
bubbles between specimen and transfer paper
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(a) (b)
(c) (d)
(e) (f)
Figure 7.14: Progression of τxy for the test profile in Figure 7.11. Each image is sequentially
placed at 3 mm grip intervals, from (a) 3 mm to (e) 15 mm. Each are fixed to a common
colour scale (f). The large red circles are false readings of heightened strain, caused by
bubbles between specimen and transfer paper
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To assess the component damage after ballistic trials, each specimen was loaded with the
face impacted by the projectile (“front”) towards the cameras, then unloaded, and reloaded
in the opposite orientation (“back”). The maximum load applied 30 kN, which related to one
third of the load prior to the transitional state in Figure 7.11. Figure 7.15 shows the load-
extension plots, from Instron’s built in data logger, for all four test iterations, which are visibly
near-identical. There was an average standard deviation of 0.087 kN (0.2 % of the maximum
load) for any given grip extension. This provides confidence for comparisons in two parts: i)
loading with the the front and back faces of the same component did not alter mechanical
properties, therefore loading remained non-destructive; ii) strain profile comparisons are fair
between the each specimen (pre-damaged and not), as the load and extension data for each are
similar for the same time interval.
Figure 7.15: “change in load” - “change in grip position” plots for resin-starved, aramid
fibre-phelonic resin composite which have been subjected to ballistic trials)
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The following Figures (7.16 to 7.19) show the progression of longitudinal strain for the
specimens associated to Figure 7.15. The initial two (Figures 7.16 and 7.17) relate to the
component subjected to only ballistic impact (no pre-damage); the first of which (Figure 7.16)
shows the the side impacted by the projectile, and second (Figure 7.17) the opposing face. The
same order follows for the specimen which had undergone pre-damage (Figures 7.18 and 7.19).
As expected, close to the point of impact (centre of the component) shows increased strain
concentration for the front face (Figures 7.16a to 7.16f). The localised strains appear in a
cross form aligning midway between the two fibre orientations, which matches to the damage
shape previously shown for impact of woven fabric composites [280, 281]. The back face of the
component (Figures 7.17a to 7.17f) contains a small strain relief, close to the impact location,
but otherwise appears relatively unaffected in strain profile.
The front face of the specimen which had been subjected to pre-damage prior to the ballistic
trials (Figures 7.18a to 7.18f) shows a local strain discontinuity where impact occurred, in
addition to lower magnitudes of cross formation like that of the non pre-damaged specimen.
The alignment of vertical line of discontinuity with impact site suggests the material folded
on contact. The region in question is apparent for both component forms, but the heightened
strain magnitude for the pre-damaged component suggests lowered structural rigidity caused
increased out of plane motion, in turn increasing level of folding.
As with the back face for the non pre-damaged specimen, Figures 7.19a to 7.19f show a
relatively consistent strain field. Comparing Figures 7.17b to 7.17d with 7.19b to 7.19d shows
the back face of the pre damaged component progressed to it’s “neutral” strain profile at an
increased rate. This suggests in increased initial compliance, with similar final resistance to
load.
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 7.16: Longitudinal strain profile of an aramid fibre composite panel under tension.
The specimen has ballistic impact, to the assessed face, previously. Images as sequentially
positioned from (a) to (f), for tensile loads of: 5 kN, 10 kN, 15 kN, 20 kN, 25 kN, 30 kN. Each
figure’s colour scale is set to that shown in (e)
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 7.17: Longitudinal strain profile of an aramid fibre composite panel under tension.
The specimen has incurred ballistic impact, to the opposing face, previously. Images as
sequentially positioned from (a) to (f), for tensile loads of: 5 kN, 10 kN, 15 kN, 20 kN, 25 kN,
30 kN. Each figure’s colour scale is set to that shown in (e)
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 7.18: Longitudinal strain profile of an aramid fibre composite panel under tension.
The specimen has incurred pre-damage (following profile in the Figure 7.11) and ballistic
impact, to the assessed face, previously. Images as sequentially positioned from (a) to (f), for
tensile loads of: 5 kN, 10 kN, 15 kN, 20 kN, 25 kN, 30 kN. Each figure’s colour scale is set to
that shown in (e)
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(a) (b) (c)
(d) (e) (f)
(g)
Figure 7.19: Longitudinal strain profile of an aramid fibre composite panel under tension.
The specimen has incurred pre-damage (following profile in the Figure 7.11) and ballistic
impact, to the opposing face, previously. Images as sequentially positioned from (a) to (f), for
tensile loads of: 5 kN, 10 kN, 15 kN, 20 kN, 25 kN, 30 kN. Each figure’s colour scale is set to
that shown in (e)
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Figure 7.20 compares the front face εx (a) and εy (b) profiles for the three components
tested: 1) the component during pre-damage, which had not been subjected to ballistic trials;
2) the component only subjected to ballistic trials (no pre-damage); 3) the component subjected
to pre-damage and ballistic testing69. The colour maps have been set equal, with each profile
shown associated to an applied load of 30 kN.
In each case the longitudinal strains are approximately constant between components, whilst
transverse strains differ dramatically. Longitudinal and transverse strains are respectively
only in tension and compression; therefore the findings correspond to Malhotra’s compari-
son of compression and tension after impact, which showed decreased susceptibility to issues
in tension, compared to compression, due to delaminations realigning rather than opening and
buckling[282].
Figure 7.20f shows clear correlation with the undamaged specimen (Figure 7.20a) regarding
the central and outer region strain magnitudes. The local, cross shaped, discontinuity corre-
sponds to damage from impact. Two additional diagonal lines can be observed on the right
hand side of the image, which are the product of an additional impact site acquired during
ballistic trials. The blue coloured horizontal line suggests the two impact sites interacted to
produce local structural weakness. The interaction region remains visible for the pre-damaged
component (Figure 7.20g), but at a reduced level relative to the surrounding region.
Finally, the magnitude of transverse strain in the central region was a factor of two higher
for the pre-damaged component (Figure 7.20g) than either of the alternatives. The hypothesis
is that pre-damage produced delaminations throughout the component volume, which were
heightened in size during ballistic impact, resulting in a large area of lowered compressive
stiffness and producing increased surface strains for the same load.
69the backface is not compared, as results showed limited alterations to strain profile
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(a) (b) (c)
(d)
(e) (f) (g)
(h)
Figure 7.20: Strain profiles relating to three aramid composites under 30 kN load. εx is
shown for: (a) the component during pre-damage process (Figure 7.12); (b) front-face for the
non-predamaged component (Figures 7.18a to 7.18f); (c) front-face for the predamaged
component (Figures 7.16a to 7.16f). εy is shown for: (e) the component during pre-damage
process; (f) front-face for the non-predamaged component (Figures 7.18a to 7.18f); (g)
front-face for the predamaged component (Figures 7.16a to 7.16f). The large red circles in
Figure 7.12 are false readings of heightened strain, caused by bubbles between specimen and
transfer paper
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7.5 Case study four: Limestone cube under compression - crack
growth
A visiting doctoral researcher70 required DIC assessment of limestone cubes under compression.
The cubes had dimensions 60 x 60 x 60 mm and were inherently porous. High numbers of voids
in the specimen surface prevented the use of spray paint as a method for speckle pattern
application, and the use of the customisable transfer paper was indicated as a resolution.
Assessment was expected to be non-destructive, however one specimen failed prematurely; DIC
using the transfer paper allowed assessment for the mechanism of failure, as discussed in the
section.
Figure 7.21 shows the progression of the strain profile in the direction of loading, for the
specimen which failed. Surface striations of the cube are visible in Figure 7.21a, but do no alter
the strain profile. This is a good indication that the DIC was capturing true component strain,
rather than allowing visualisation discontinuities to alter processing accuracy, as the cuts were
expected to only be superficial from the cutting process used to produce the component.
Initially (Figures 7.21a and 7.21b) strains were of magnitudes too low to confidently assess
(approximately 0.005 %: 50 microstrain); however, as strain increased, a diagonal region of
higher magnitude became apparent - as indicated by the green colouration in Figure 7.21c,
relating to an order of magnitude greater than the overall yellow. Brittle failure occurred
between captured images, with Figures 7.21c and 7.21d showing the occurrence of a diagonal
region of highly increased strain magnitude, indicating the formation of a long crack. The
location and direction of the formed crack was similar to the increased strains from Figure
7.21c, suggesting the technique highlighted the discontinuities caused by micro-cracking, prior
to catastrophic failure.
70Nathalia Batalha: PhD student in Petroleum Engineering, Computational mechanics laboratory - Camp-
inas, Sa˜o Paulo, Brazil
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(a) (b)
(c) (d)
(e) (f)
Figure 7.21: εy strain map for images 50, 60, 70, 80, and 90 ((a) to (e), respectively), each
with the colour scale of (f)
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Due to the image acquisition rate of the experiment being lower than the crack growth rate,
initial crack propagation was not captured by DIC; however crack growth is captured between
Figures 7.21d and 7.21e, with the region above Figure 7.21d’s tip increasing in εy magnitude
by a factor of 3.5, in addition to the thickness of the discontinuity increasing.
After initial crack propagation, additional regions of increased compressive strain occurred
close to the cube base and either side of the main crack - Figure 7.21e indicates this clearest.
Viewing only vertical strains imply either: i) speckle pattern failure as a result of damage to
the coating; ii) smaller cracks grew close to the central one. Figure 7.22 provides the horizontal
strain maps corresponding to same time stamps as Figure 7.21’s vertical strains.71; assessment
of the perpendicular strain direction (εx: Figure 7.22), indicates that it was the growth of
additional cracks which produced strain discontinuities (rather than speckle failure)
Further to identifying additional discontinuities, assessment of horizontal strains provides
greater understanding of the initial mechanism for component failure. It appears a preliminary
crack formed on the right side of the component (Figure 7.22c, and Figure 7.23), which grew in
base width until a second, central, crack initialised; the growth is captured with more clarity in
Figure 7.23, with close-ups for each image captured between the stages shown in Figures 7.22b
and 7.22d.
The three vertically aligned cracks produced an overall change in strain magnitude, with
the area between deforming approximately 3 times the outer region; in addition to their own,
clearly identifiable, discontinuities close to each respective crack.
The direction of crack orientation asks as further defence of the results. Poisons ratio
ensures that whilst in vertical compression, horizontally the material was in tension. The
magnitudes of each plot shows that horizontal strain close to the initial (right) crack was an
order of magnitude greater than vertical; limestone has tensile strength approximately 3 % of
it’s compressive strength[283], so a combination of increased tensile strain and lower tensile
strength resulted in material failure.
71i.e.Figure 7.21a and Figure 7.22a are the respective vertical and horizontal strain assessments, for the same
time during the experiment
177
7 DETECTION OF DISCONTINUITIES
(a) (b)
(c) (d)
(e) (f)
Figure 7.22: εx strain map for images 50, 60, 70, 80, and 90 ((a) to (e), respectively), each
with the colour scale of (f)
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(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i)
(j)
(k)
(l)
(m)
(n)
(o)
(p)
(q)
(r)
(s)
(t)
Figure 7.23: Base section εx strain map for all images between 60 (Figure 7.22b) and 80
(Figure 7.22d)
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7.6 Case study five: Biomedical studies of the human arm
The identified transfer paper used for customisable temporary tattoos, is FDA (food and drug
administration) approved and can therefore be used on human skin, for biomedical assessment,
safely. This case, assessed how the forearm shape changes with respect to different finger
motion, followed by bicep strains associated with lifting a weight.
In the following investigation, transfer paper was administered to by the investigator to his
own arm. Therefore, following Ministry of Defence Research Ethics Committee (MoDREC)
guidance[284], he would not have been required to gain consent from himself and therefore a
favourable opinion from MoDREC to do so would also not be required.
Forearm
Vic-3D allows assessment of local, directional, curvature; calculated using group of data points,
with the number of points defined by the filter size (as with strain calculations). The group’s
X,Y,and Z data allow understanding of the component surface shape. The program can follow
a vector direction (e.g. the direction corresponding to vertical, when projected in 2D) and track
changes in shape along the line; this is completed for the entire analysed area, to create contour
maps like the ones in Figure 7.24.
Figure 7.24 shows contour maps for the curvature in the vertical direction (Cyy), with green-
to-red indicating curvature towards the camera (convex is positive) and with green-to-purple
away from the camera (concave is negative). The maps correspond to the curvatures of the
outer forearm during each respective hand motion (e.g. Figures 7.24a and 7.24e are associated
to each other)
The initial image, Figure 7.24e, shows the forearm curvature for a “neutral” position and
provides the baseline contouring, prior to activation in the form of hand motion. The largely
negative curvatures by the wrist (right) correspond to spaces either side of the tendons con-
nected to the fingers [285].
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Finger motion is caused by contraction of muscles in the forearm, which in turn produces
a positive curvature to be identified with DIC. Figures 7.24f to 7.24h show that movement of
each isolated finger produces different changes to the curvature map. The offset in positive
curvature position, for each finger motion, suggest the technique can identify which region of
muscles in the forearm engages for each finger.
The positive curvature region in Figure 7.24h is elongated, compared with Figures 7.24f and
7.24g, with a positive curvature apparent for the entire horizontal length of the arm.
(a) (b) (c) (d)
(e) (f)
(g) (h)
(i)
Figure 7.24: Study of the curvature in the vertical direction of a human forearm for four hand
gestures (shown in figures (a) to (d). Figure (e) relates to (a)’s hand motion; (f) to (b); (g) to
(c); and (h) to (d). Each colour plot relates to (i)’s scale
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Bicep
After ensuring the technique could assess a human forearm, a larger body part was assessed:
the inner view of an upper arm and “antecubital space”, during bicep contraction. As the
transfer paper is highly malleable and adheres well to component surfaces, strain analysis of
a human body part was also possible. As Figure 7.25 indicates, speckled transfer paper was
applied to the region and the subject raised their lower arm. Whilst holding a 4 kg weight an
action was conducted, flexion of the elbow from parallel to approximately perpendicular, at a
constant rate (approximately) for 8 seconds.
Figure 7.25 shows frames taken from a video capturing the process of controlled bicep
contraction; the frames in question are the stages of loading relating to Figures 7.26 and 7.27.
The profiles shown are of strain in both principal directions, with Figure 7.26 showing the
maximum tensile strain and Figure 7.27 the maximum compressive strain. The principal strains
have been assessed due to the curvature of the component, along with misalignment to the
vertical, limiting the use of axial analysis (e.g. εy); a further note is that assessment removed
Vic-3D’s assumption of rigid body motion72, as constant subject positioning could not be
guaranteed.
The region of the arm subjected to the maximum surface tensile strain was located at the
medial surface of the bicep. As elbow flexion progressed the bicep contracted to greater levels,
causing local skin to conform to the motion and stretch. Figure 7.26h shows that as the bicep
length decreased, producing increased thickness, the region of high tensile strain progressed
beyond the inside arm, towards the central region of the muscle.
72removing rigid body motion eliminates the DIC assumption that a component deforms whilst the over-
all position remains constant, therefore allowing processing for heightened translations, with the caveat that
absolute strain magnitudes may alter due to positional
altering
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 7.25: Test video of bicep curl for DIC assessment. Each successive image relates to 1
second passing during the lift, from parallel (a) to perpendicular (h) lower arm position
Whilst Figure 7.26’s magnitude of ε1 strain is higher in tension than compression, there is
a large region of compressive strain visible in all images. The first four principal strain maps
(Figures 7.26a to 7.26d), show a location and area progression of a compressive, purple, region.
Once the purple region centralises with the antecubital space (Figure 7.26e), translation ceases;
so to does growth of the compressive area. As DIC assessed the deformation of skin upon the
arm, the compressive region is caused by local relaxation of skin during arm bend. The skin
folding affect is shown further in Figure 7.27, with the predominant region of compressive strain
located slightly above the arm bending point. The DIC software measured extreme magnitudes
of compressive strain, due to a mixture of the skin relaxation and loss of speckle within the
folds.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i)
Figure 7.26: Principal strain map for each image from 7.25, with colour scale shown in (i)
The colour scales for each strain map (Figures 7.26i and 7.27i) are not the same. The
magnitudes of ε2 are approximately 3.5 times greater than ε1, even though the original expec-
tation would be greater levels of tension than compression; as elbow flexion engages the bicep,
increasing volume, which results in tension upon the muscle surface. This interesting result
shows the limitation of the DIC for biomedical applications. Whilst the transfer paper can
adhere to skin sufficiently, said skin does not bond perfectly to muscles, tendons, and bones
below; therefore assessment cannot provide quantitative strain assessment of these body parts.
Further, the link between muscle and skin motion lowers with increases to body-fat composi-
tion. Nevertheless, the investigation has shown the transfer paper can provide assessment of
skin, which has importance for various cosmetic, clinical, and biomechanical applications[286].
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i)
Figure 7.27: Secondary principal strain map for each image from 7.25, with colour scale
shown in (i)
7.7 Summary
The project resulted in identification of a speckling process with has capabilities for fields
outside the scope of the original remit. This chapter has used the speckling method for an
array of case studies, some of which would not be possible to complete via traditional methods
of speckling (via spray paint).
The chapter acts as proof of concept for detection of local discontinuities, in component
geometry and/or strain profiles; providing evidence that the speckling technique can be used
for combat helmet assessment, after the final loading method is produced.
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8 Concluding remarks
8.1 Summary
The target of the research was to begin development of a technique, using Digital Image Corre-
lation (DIC), to assess the structural health of military helmets in situ. The task was segmented
into two key aspects: i) development of a portable method capable of non-destructively load-
ing the helmet; ii) optimization and control of speckle pattern application to the component.
Ensuring both loading and speckling are optimal allows the highest probability of damage
detection, whilst limiting the risk of producing new/additional component damage.
Assessment of pressure differentials and single point loading provided positives aspects of
each utilized. Further to experimental results, Finite Element Analysis (FEA) was used to
compare the two loading variants for even distribution of surface strain and appearance of
surface strain discontinuities. Using experimental and FEA findings, in addition to useful
aspects of the ballistic mounting rig used in this work, a concept was designed which produces
omnidirectional mechanical loading, via an array of retractable arms.
With DIC a highly versatile technique, it has potential use across an array of experimental
fields; providing surface features and component loading can be applied, the technique can
asses strain for any investigation. Due to it’s versatility, standardisation between operators
and experiments is a challenge of high priority to the community. The novel approach to
speckle pattern optimization and application, described in Chapter 6, can help to address this
challenge; by enabling the user to experimentally identify the ideal speckle diameter, for a given
test layout, via the use of grids consisting of various known pattern parameters.
Printing allows control of speckle pattern quality and visibility. This being said, transfer
paper as a speckling tool can only be used, for DIC assessment, if substrate deformation corre-
lates to the coating. Initial comparison of DIC using transfer paper with strain gauge readings
showed strains following similar trends and magnitudes. These findings suggested overall de-
formations could be captured, for tensile loading of an acrylic component. Chapter 7’s five
distinctive case studies proved the speckling method can be used for alternative materials and
methods. The cases also indicated the technique’s capacity for detection of local discontinuities,
adding to previous global assessment.
186
8 CONCLUDING REMARKS
8.2 Key findings
• Conduct a critical literature review, with a particular focus on DIC along with
damage and its non destructive assessment:
◦ Helmets are commonly designed to provide protection from a single high velocity im-
pact, with the shell accounting for penetration resistance. Impact energy absorption
(e.g. from non-ballistic impacts) is provided by an internal lining
◦ No current non destructive technique is perfect for this specific situation, however
DIC proved to have sufficient potential for future investigation
◦ Imaging of a curved geometry, such as that of a helmet, results in multiple challenges
which require control during DIC assessment
• Compute predicted strains through finite element modeling:
◦ Implementation of an internal pressure upon the helmet shell is the preferential mode
of loading, with mechanical loading not resulting in even spread of surface strain
• Identify and compare potential methods for component loading:
◦ Due to the shape of the helmet, the simplest form of pressure loading is via the
pressurization of an internal bladder
◦ Careful consideration is required in design of a system to control the direction of
bladder spread. Without a control method, the bladder prematurely fails due to it’s
deformation towards the region of least resistance
• Improve control of the method to limit variability between components and
users:
◦ Provided the user understands the pattern requirements for the investigation, print-
ing speckle patterns is far superior to application via spray paint and manual appli-
cation
◦ Using a pre-printed speckle grid, users of all DIC experience can identify a proffered
speckle pattern to print upon a component surface
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◦ Sunnyscopa’s customization transfer adhered to and deformed with an acrylic spec-
imen in tension to product comparable strain readings with a strain gauge
◦ Application upon a curved subject must be carefully considered, else regions of
overlapping, reflection, and missing speckle pattern can occur
• Ensure method for speckle control is capable of damage detection:
◦ The test method suggested in Section 6 allowed robust assessment of multiple ma-
terials, geometries, and test methods
◦ Regions of strain discontinuity was identified for all test methods, highlighting the
technique’s potential for future NDT of a helmet, upon design of a sufficient loading
method
◦ In the instance of transfer paper covering a space on the component surface, a
“hotspot” of localized strain discontinuity can be identified; however the DIC strain
measurement is not a true representation of component strain, with the transfer
paper incurring maximum strain magnitudes over the region of the hole, whilst the
material has zero strain in the same area
8.3 Future work
As primary objective of the report states that the project begins development, there is a sug-
gestion to multiple possibilities for future work directly associated to achievement of the final
goal. Firstly, the loading method requires additional engineering design processes regarding the
implementation and materials for both the mounting rig and loading mechanism. A suggestion
for the mounting rig would be to increase portability via material optimisation and the addi-
tion of mechanisms allowing folding and/or separation of components. After the preliminary
loading concept has been subjected to thorough design processes, a prototype will need to be
built and trailed.
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The recommended flow chart (Figure 6.15) for DIC testing, utilising pre-printed speckle
grids, can help to standardise the technique and help the DIC community in limiting variation
in results caused by poor speckle quality. Currently only one variant of the grid is produced,
which is of prototype quality. For the technique to be used generally in increased number, of
differing board and speckle sizes, are required; this produces an opportunity for DIC suppliers
to provide an array of manufactured speckle grids, for their end users to utilise in testing.
Finally, the case studies in Chapter 7 suggest the potential of using customisable transfer
paper for investigations and ventures external to this project’s target goal. Case one, assessment
of limestone, identifies a material type which previously could not be assessed; highly porous
materials, such as foams and rocks, can have the entire surface coated by opaque transfer
paper for otherwise challenging surface strain assessment. This example displays the use of the
speckling technique for future assessment of previously assessed materials and components.
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Appendix A Written ImageJ macro codes
A.1 Speckle grid creation
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A WRITTEN IMAGEJ MACRO CODES
A.2 Fiducial markers in speckle pattern
220
B SPECKLE GRIDS TRUE SIZE
Appendix B Speckle grids true size
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Appendix C DIC hardware and software parameters for
each test setup, as set by The Good Prac-
tices Guide to DIC
C.1 Internal pressurization using malleable bladder (Section 5.5.2)
Table C.1: DIC hardware parameters used for Figure 5.28, as set by The Good Practices
Guide to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS MeVis-C (35 mm : f/1.6)
Aperture f/5.6
Field-of-view 280.6 x 224.7 mm
Image scale 12.1 pixels per mm
Stereo angle 13 degrees
Stand-off distance 620 mm
Image acquisition rate Image per 1 PSI internal pressure interval
Patterning technique Manual application using 1 mm diameter black permanent marker
Pattern feature size 1 mm diameter
Table C.2: DIC analysis parameters used for Figure 5.28, as set by The Good Practices Guide
to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 81 pixel / 6.5 mm
Step size 20 pixel / 1.6 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 5 pixel / 0.4 mm
Virtual strain gauge
size
100 pixel / 8 mm
Strain formulation Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
0.0015 pixels / 0.12µm (x); 0.0021 pixels / 0.17µm (y); 0.0068 pixels /
0.55µm (z)
Strain noise floor 171µm/m
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C.2 Instron vertical compressive loading of elliptical based cap (aramid
variant) (Section 5.3)
Table C.3: DIC hardware parameters used for Figure 5.8, as set by The Good Practices Guide
to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS MeVis-C (35 mm : f/1.6)
Aperture f/5.6
Field-of-view 401.4 x 321.4 mm
Image scale 8.5 pixels per mm
Stereo angle 15 degrees
Stand-off distance 420 mm
Image acquisition rate Image per 0.2 mm grip displacement
Patterning technique Spray paint
Pattern feature size approx. 0.15 mm2 area
Table C.4: DIC analysis parameters used for Figure 5.8, as set by The Good Practices Guide
to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 25 pixel / 2.9 mm
Step size 7 pixel / 0.8 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 11 pixel / 1.3 mm
Virtual strain gauge
size
100 pixel / 9.1 mm
Strain formulation Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
unknown: tested prior to The Good Practices Guide to DIC publica-
tion)
Strain noise floor unknown: tested prior to The Good Practices Guide to DIC publica-
tion)
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C.3 Instron vertical compressive loading military helmet (Section
5.2.2)
Table C.5: DIC hardware parameters used for Section 5.2.2, as set by The Good Practices
Guide to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS MeVis-C (35 mm : f/1.6)
Aperture f/5.6
Field-of-view 239.35 x 191.68 mm
Image scale 14.13 pixels per mm
Stereo angle 18 degrees
Stand-off distance 720 mm, angled -27.5 degree from horizontal
Image acquisition rate Image per second (0.0083 mm displacement)
Patterning technique Customisable transfer paper
Pattern feature size 0.443 mm diameter
Table C.6: DIC analysis parameters used for Section 5.2.2, as set by The Good Practices
Guide to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 71 pixel / 5 mm
Step size 17 pixel / 1.2 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 5 pixel / 0.4 mm
Virtual strain gauge
size
85 pixel / 6 mm
Strain formulation Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
0.0002 pixels / 0.015µm (x); 0.0287 pixels / 2.03µm (y); 0.0540 pixels
/ 3.83µm (z)
Strain noise floor 13.6µm (yy); 114.2µm (1); 96.0µm (2)
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C.4 Quick-grip loading military helmet (Section 5.3.2)
Table C.7: DIC hardware parameters used for Section 5.3.2, as set by The Good Practices
Guide to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS MeVis-C (35 mm : f/1.6)
Aperture f/5.6
Field-of-view 239.35 x 191.68 mm
Image scale 14.13 pixels per mm
Stereo angle 18 degrees
Stand-off distance 720 mm
Image acquisition rate Image per grip displacement
Patterning technique Customisable transfer paper
Pattern feature size 0.443 mm diameter
Table C.8: DIC hardware parameters used for Section 5.3.2, as set by The Good Practices
Guide to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 71 pixel / 5 mm
Step size 17 pixel / 1.2 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 5 pixel / 0.4 mm
Virtual strain gauge
size
85 pixel / 6 mm
Strain formulation Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
0.0002 pixels / 0.015µm (x); 0.0287 pixels / 2.03µm (y); 0.0540 pixels
/ 3.83µm (z)
Strain noise floor 13.6µm (yy); 114.2µm (1); 96.0µm (2)
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C.5 Density and variation speckle grids (Section 6.2.1)
Table C.9: DIC hardware parameters used for Section 6.2.1, as set by The Good Practices
Guide to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS MeVis-C (35 mm : f/1.6)
Aperture f/5.6
Field-of-view 272.9 x 218.6 mm
Image scale 12.4 pixels per mm
Stereo angle 15 degrees
Stand-off distance 820 mm
Image acquisition rate 1 per second
Patterning technique Print to A4 paper
Pattern feature size 0.355 mm diameter
Table C.10: DIC software parameters used for Section 6.2.1, as set by The Good Practices
Guide to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 29 pixel / 2.3 mm
Step size 9 pixel / 0.7 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 11 pixel / 0.9 mm
Virtual strain gauge
size
99 pixel / 8 mm
Strain formulation Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
Varies with grid region
Strain noise floor Varies with grid region
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C.6 Case study one: Acrylic specimen under tension - hole in plate
(Section 7.2)
Table C.11: DIC hardware parameters used for Section 7.2, as set by The Good Practices
Guide to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS smart focus lens (80 mm/1.4f)
Aperture f/5.6
Field-of-view 188 x 150.5 mm
Image scale 18 pixels per mm
Stereo angle 15 degrees
Stand-off distance 450 mm
Image acquisition rate Image per second
Patterning technique Print to A4 paper
Pattern feature size 0.26 mm diameter
Table C.12: DIC analysis parameters used for Section 7.2, as set by The Good Practices
Guide to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 23 pixel / 1.3 mm
Step size 6 pixel / 0.3 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 17 data points
Virtual strain gauge
size
102 pixels / 5.7 mm
Strain formulation Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
0.04 pixels / 0.23µm (x); 0.03 pixels / 0.19µm (y); 0.04 pixels / 0.23µm
(z)
Strain noise floor 40µm (yy); 39µm (1); 40µm (2)
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C.7 Case study two: Glass fibre reinforce composite under 4-point
bending (Section 7.3)
Table C.13: DIC hardware parameters used for Section 7.3, as set by The Good Practices
Guide to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS MeVis-C (35 mm : f/1.6)
Aperture f/5.6
Field-of-view 237.6 x 190.3 mm
Image scale 14.2 pixels per mm
Stereo angle 20 degrees
Stand-off distance 790 mm
Image acquisition rate 1 image per second
Patterning technique Print to A4 paper
Pattern feature size 0.3 mm diameter
Table C.14: DIC analysis parameters used for Section 7.3, as set by The Good Practices
Guide to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 39 pixel / 2.7 mm
Step size 10 pixel / 0.7 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 11 pixel / 0.8 mm
Virtual strain gauge
size
110 pixel / 7.7 mm
Strain formulation Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
0.0003 pixels/0.004 µm(x); 0.0008 pixels/0.011 µm(y); 0.0012 pix-
els/0.0176 µm(z)
Strain noise floor 54 µm/m
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C.8 Case study three: Aramid composite under tension (Section
7.4)
Table C.15: DIC hardware parameters used for Section 7.4, as set by The Good Practices
Guide to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS MeVis-C (35 mm : f/1.6)
Aperture f/5.6
Field-of-view 263.5 x 211.0 mm
Image scale 12.8 pixels per mm
Stereo angle 8.6 degrees
Stand-off distance 830 mm
Image acquisition rate 2 images per second
Patterning technique Print to A4 paper
Pattern feature size 0.554 mm diameter
Table C.16: DIC analysis parameters used for Section 7.4, as set by The Good Practices
Guide to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 61 pixel / 4.7 mm
Step size 15 pixel / 1.2 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 7 pixel / 0.5 mm
Virtual strain gauge
size
105 pixel / 8.2 mm
Strain formulation Incremental Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
0.0002 pixels/0.012 µm(x); 0.0001 pixels/0.008 µm(y); 0.0022 pix-
els/0.114 µm(z);
Strain noise floor 49 µm/m
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C.9 Case study four: Limestone cube under compression (Section
7.5)
Table C.17: DIC hardware parameters used for Section 7.5, as set by The Good Practices
Guide to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS smart focus lens (80 mm/1.4f)
Aperture f/5.6
Field-of-view 37.6 x 30 mm
Image scale 90.3 pixels per mm
Stereo angle 17 degrees
Stand-off distance 640 mm
Image acquisition rate 1 image per second
Patterning technique Print to A4 paper
Pattern feature size 0.111 mm diameter
Table C.18: DIC analysis parameters used for Section 7.5, as set by The Good Practices
Guide to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 39 pixel / 0.43 mm
Step size 7 pixel / 0.08 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 13 pixel / 0.14 mm
Virtual strain gauge
size
99 pixel / 1.1 mm
Strain formulation Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
0.0002 pixels/0.002 µm(x); 0.0001 pixels/0.001 µm(y); 0.0022 pix-
els/0.024 µm(z);
Strain noise floor 49 µm/m
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C.10 Case study four: Biomedical studies of the human arm (Sec-
tion 7.6)
Table C.19: DIC hardware parameters used for Section 7.6, as set by The Good Practices
Guide to DIC
Camera Allied Vision Manta G-917B
Image resolution 3384 pixels x 2710 pixels
Lens LINOS MeVis-C (35 mm : f/1.6)
Aperture f/5.6
Field-of-view 237.6 x 190.3 mm
Image scale 14.2 pixels per mm
Stereo angle 20 degrees
Stand-off distance 790 mm
Image acquisition rate 1 image per second
Patterning technique Print to A4 paper
Pattern feature size 0.3 mm diameter
Table C.20: DIC analysis parameters used for Section 7.6, as set by The Good Practices
Guide to DIC
DIC software Correlated Solutions, Vic-Snap ST10, Vic-3D 7
Image filtering Gaussian filter with a 3x3 pixel kernel
Subset size 39 pixel / 2.7 mm
Step size 10 pixel / 0.7 mm
Subset shape function Affine
Matching criterion Normalised square differences
Interpolant Optimised 6-tap
Strain window 11 pixel / 0.8 mm
Virtual strain gauge
size
110 pixel / 7.7 mm
Strain formulation Lagrange
Post-filtering of strain 90% centre-weighted Gaussian filter
Displacement noise-
floor
0.0003 pixels/0.004 µm(x); 0.0008 pixels/0.011 µm(y); 0.0012 pix-
els/0.0176 µm(z)
Strain noise floor 54 µm/m
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Appendix D Statement of publications arising
D.1 iDICs 2017: Evaluation of external errors relating to portable
use of DIC
D.1.1 Abstract
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D.2 BSSM 2018 : Can a pre speckled vacuum bag be used for load-
ing and DIC analysis?
D.2.1 Abstract
244
D STATEMENT OF PUBLICATIONS ARISING
245
D STATEMENT OF PUBLICATIONS ARISING
D.2.2 Presentation slides
246
D STATEMENT OF PUBLICATIONS ARISING
247
D STATEMENT OF PUBLICATIONS ARISING
248
D STATEMENT OF PUBLICATIONS ARISING
249
D STATEMENT OF PUBLICATIONS ARISING
250
D STATEMENT OF PUBLICATIONS ARISING
251
D STATEMENT OF PUBLICATIONS ARISING
252
D STATEMENT OF PUBLICATIONS ARISING
253
D STATEMENT OF PUBLICATIONS ARISING
254
D STATEMENT OF PUBLICATIONS ARISING
D.3 BSSM 2019 (Young stress analyst of the year competition):
Using printable speckle patterns for DIC: addressing potential
and challenges
D.3.1 Abstract
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D.4 Academic paper (under review): A practical method for pro-
ducing optimised and consistent speckle patterns for digital im-
age correlation
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