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Data heterogeneity is a challenging problem in modern data analysis. In particular, many classical
statistical methodologies may show inadequate performance on heterogeneous datasets because the
key homogeneity assumption fails. In this dissertation, we develop several new regression techniques
for data with heterogeneous population. In the first project, we propose a flexible local regression
framework for data that can be grouped into several ordered subtypes. We define a new “progression
score” that captures the progression of ordinal classes, and use the score to construct the local weights
in a shrinkage varying-coefficient model. In the second and third projects, we study the classical
regression problem for multi-group data with heterogeneous subpopulations. In this setting, a global
model can be too restrictive because it ignores the data heterogeneity. Group-specific models fit each
group separately, hence the joint information across different groups cannot be sufficiently captured.
We propose two flexible models to simultaneously quantify the information jointly shared across
groups and the information individual to each group. In particular, in both models, the response can
be represented as a decomposition of heterogeneous and homogeneous terms. In our second project,
this is driven by a factor decomposition of covariates. In our third project, this is achieved by a
more general latent component regression setup. To demonstrate the effectiveness of our proposed
models for heterogeneous data, numerical and theoretical studies are performed and compared. The
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In recent years we have witnessed the explosion of large-scale complex data in various fields.
In particular, data heterogeneity has become a challenging issue in modern data analysis. In this
dissertation, we investigate several novel regression techniques for heterogeneous data.
In this chapter, we provide some background knowledge and literature review on statistical
models/methods that are useful in subsequent chapters. In Section 1.1, we briefly review the concepts
of local regression and its extensions. In Section 1.2, we introduce the factor model and its estimation,
and review some of its recent applications. In Section 1.3, we review some basics of dimension
reduction techniques for regression and their modern extensions.
1.1 Local Regression and Extensions
Local regression is a class of flexible regression techniques that is popular in practice. Consider
the standard regression setting that a continuous response variable Y ∈ R is associated with the
input variable vector X ∈ Rp by a generic function f plus a random error ε:
Y = f(X) + ε,
where the error ε has E(ε) = 0 and var(ε) = σ2, and is independent of X.
The flexibility of local regression comes from the fact that there is no global assumptions on the
regression function f . Instead, it fits a different but simple model (for instance, a constant, straight
line or polynomials) separately at each query point. To fit the simple model, only those observations
close to the query point are used. This localization is achieved by enforcing a weight function during
model fitting, which controls the contribution of each training point according to its distance to the
query point.
Given the training input matrix Xn×p = [X1, · · · ,Xp] = [x1, · · · ,xn]T and response vector
1




i yi · w(xi,x0)∑
iw(xi,x0)
, (1.1)
where w(·, ·) is the weight function. In (1.1), w(xi,x0) is the assigned weight to the training point xi
according to its distance to x0. The closer xi is to x0, the larger w(xi,x0) should be. As a special
case, K nearest neighbors (KNN) regression (Hastie and Tibshirani, 1996) assigns unit weights to
the K nearest neighbors of the query point, while the remaining training points get zero weights.
Moreover, the popular machine learning technique random forests (Breiman, 2001) is also inherently
connected with the local average method through an adaptive nearest-neighbor fashion, which was
studied in Lin and Jeon (2006).
Under the framework of local regression, one popular choice of the weight function is the kernel







where hλ(x0) (indexed by λ) is a bandwidth function that determines the width of the neighborhood
at x0. The larger the bandwidth, the wider the local neighborhood will be to fit x0. In (1.2), D(·) is
a function that determines the shape of the kernel function. There are some canonical choices of
D. To name a few, D can be an Epanechnikov function, a tri-cube function or a Gaussian density
function, and their properties have been well studied in the literature (Wand and Jones, 1994).
Besides fitting a constant, local regression can also fit a straight line or higher-order polynomials.
Cleveland (1979) proposed a local regression method, the locally weighted scatterplot smoothing
(LOWESS), for a response variable on a single input variable. It was further generalized to multivariate
input variables, known as LOESS (Cleveland and Devlin, 1988), to model the relationship between a
response variable and multiple input variables. More specifically, LOESS solves a separate weighted





w(xi,x0)[yi − β0(x0)− β(x0)T b(xi)]2, (1.3)
where b(xi) is a vector of polynomial terms in xi of maximum degree d. As a special case, when
2
d = 1, the term b(xi) is xi and (1.3) fits a locally weighted linear regression model.
The concept of local regression is very broad: the idea can be extended to any parametric model
if the model fitting accomodates weights for training samples. Hastie and Tibshirani (1993) proposed
the varying-coefficient model, which assumes the conditional linear model
f(X) = β(Z)TX
with the regression coefficients β(Z) changing over with some external covariates Z. Such a model
can be fitted by local regression techniques, as proposed in Fan et al. (1999), where the input
for the weight function is Z, and X are used for the local fitting. More recently, Wang and Xia
(2009) proposed a shrinkage method that can work with local regression techniques for the varying
coefficient model.
The localized idea has also been extended to the likelihood framework. For example, Tibshirani
and Hastie (1987) proposed local likelihood estimation, which optimizes the sum of localized weighted
likelihood for parameter estimation. Some further extensions were proposed in the literature, including
Staniswalis (1989) and Fan et al. (1995). Cai et al. (2000) extended the local likelihood framework
to the varying-coefficient models.
1.2 Factor Model and Applications
Factor analysis is a useful tool to model dependence among multiple observed variables. The
corresponding model is known as the factor model. It was first proposed by psychologists to analyze
the results on the psychological questionales (Spearman and Holzinger, 1924; Spearman, 1927). They
assumed that the observed answers to the questionales can be driven by some unobserved latent
factors, such as intelligence, emotional state, and so on. Therefore, identifying the underlying factors
can help better understand the scientific nature behind. Factor analysis was also introduced into the
world of economics. For instance, in finance, asset returns can be influenced by some unobserved
systematic risks, which can be modeled as latent factors.
Formally, a factor model assumes that the observed random vector X ∈ Rp is driven by K latent
3
random factors that form the vector F ∈ RK :
X = Λ′F +U , (1.4)
where ΛK×p is the factor loading matrix and U ∈ Rp is the idiosycratic errors not explained by the
factors. Here, the number of factors K is usually chosen to be smaller than p. In (1.4), the factor
vector F and idiosycratic error vector U are assumed to be uncorrelated and satisfy E(F ) = 0,
cov(F ) = IK×K , E(U) = 0 and cov(U) = Σ, where I is the identity matrix and Σ is a diagonal
matrix. Therefore, the covariance of the observed random variable X is Λ′Λ + Σ, where the
variability in X explained by the latent factors is characterized by a low-rank component Λ′Λ.
In practice, the number of factors K is usually unknown. Connor and Korajczyk (1993) proposed
to relax the diagonal matrix assumption on Σ and a testing procedure to determine K. In the
literature, Model (1.4) with relaxed assumptions on the covariance matrix Σ is refered to as the
approximate factor model, whereas the model under original assumptions with a diagonal Σ is
refered to as the strict factor model. Under the approximate factor model, the model components
can be effectively estimated through principal component analysis (PCA) (Jolliffe, 2011).
The inherent connection between PCA and factor analysis was well studied in the literature
(Joliffe and Morgan, 1992; Bryant and Yarnold, 1995; Osborne et al., 2008). In particular, Joliffe and
Morgan (1992) established the theoretical connection between probabilistic PCA and approximate
factor model. Stock and Watson (2002) first proposed to estimated the factors through PCA in
the context of macroeconomic forecasting, and consistency of the estimator was shown. In the
literature, a large amount of work has been done to establish the consistency results of the PCA
estimators for factors. For example, Bai and Ng (2002) established the convergence rate for the
PCA estimators of factors and also proposed a consistent estimator for K. Their result was later
extended to the setting of large dimensions, with the number of observations and the dimension
both large, and the convergence rate and asymptotics of the estimators of model components were
established in Bai (2003). More recently, Connor and Linton (2007) proposed a semi-parametric
factor model where the loadings can be modeled as functions of some external covariates and can be
estimated by additive nonparametric kernel regression. The framework was further investigated in
Connor et al. (2012). Fan et al. (2016) extended the semi-parametric factor model to a more flexible
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framework and proposed a projected-PCA procedure for estimation, where the convergence rates of
the estimated factor loadings are established in the high-dimensional setting.
Many applications have been developed based on factor models. For example, high-dimensional
covariance estimation is among one of those. Fan et al. (2008) proposed a consistent model-based
covariance estimator under the strict factor model. Fan et al. (2011) proposed an estimator under
the approximate factor model, using the adaptive thresholding technique (Cai and Liu, 2011). The
idea was further extended in Fan et al. (2013), where a principal orthogonal complement thresholding
technique was used under the approximate factor model. Another interesting utilization of the factor
model is with respect to heterogeneity adjustment and integrative analysis. For instance, Lock et al.
(2013) proposed an extension of PCA to decompose multiple matrices into low-rank approximations.
Li and Jung (2017) proposed a supervised integrated factor analysis framework to multi-view data.
Fan et al. (2018) proposed an adaptive low-rank principal heterogeneity adjustment procedure to
adjust the heterogeneity for multi-source data, and applied it to the graphical model inference. Zhu
et al. (2018) proposed a generalized integrative PCA procedure for multi-source block-wise missing
data.
1.3 Dimension Reduction Techniques for Regression
Consider the standard linear regression model:
Y = Xβ + ε, (1.5)
where Y ∈ Rn and X ∈ Rn×p are the response vector and predictor matrix from n observations
respectively, β ∈ Rp is a vector of unknown regression coefficients for p covariates and ε ∈ Rn is the
vector of independently and identically distributed (i.i.d.) random noise with mean 0 and variance
σ2.
When the sample size n is larger than the dimension p, the commonly used Ordinary least
squares (OLS) can work well to estimate β. However, the OLS estimates can have low bias but large
variance, and consequently produce low prediction accuracy. Furthermore, when p > n, OLS is not
applicable due to the rank deficiency of the predictor matrix.
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To improve OLS, many shrinkage techniques have been proposed in the literature. One direction
is to directly penalize β in the model fitting. For example, Hoerl and Kennard (1970) proposed the
ridge regression, which utilizes an `2-penalty to handle multicollinearity in the predictors. Tibshirani
(1996) proposed the Lasso, which uses an `1-penalty to give sparse estimates. Fan and Li (2001)
proposed SCAD, which uses a non-convex penalty to achieve estimates that enjoy oracle properties.
Zou and Hastie (2005) proposed the Eastic Net, which uses a penalty that combines `2 and `1
penalties, and improves Lasso under the case of correlated predictors. Zhang et al. (2010) proposed
MC+, which uses a minimax concave penalty to achieve nearly unbiased variable selection.
The other direction is to conduct dimension reduction on X, which is our main focus in this
section. Instead of directly regressing on X, one can find a set of derived input directions (Hastie
et al., 2009), which reside in a relatively low-dimensional space. More specifically, consider the linear
transformations of X:
S = XW, (1.6)
where W ∈ Rp×K represents the weight matrix that projects X onto the derived input matrix
S ∈ Rn×K . Here, we typically have K < p. In this way, we can regress Y on S using OLS instead
and then β can be estimated by β̂ = W(S′S)−1S′Y .
The key issue for (1.6) lies in the construction of W. In the literature, there are various ways for
such a construction of S. One popular approach is to find the top K principal components of X,
which leads to Principal component regression (PCR). In particular, PCR solves W = (w1, . . . ,wK)




s.t. w′w = 1,
w′X′Xwj = 0; j = 1, . . . , k − 1,
(1.7)
for k = 1, . . . ,K. In practice, we take var(Xw) = w′X′Xw, given properly column centered X. The
solution to (1.7) is essentially the top K eigenvectors of X′X. The construction of W for PCR is
unsupervised, and one chooses W that includes the variability of X as much as possible.
Another popular approach is Partial least squares (PLS) (Wold, 1966), whose construction of W
also takes into account the information from Y . More specifically, PLS solves W = (w1, . . . ,wK) in
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s.t. w′w = 1,
w′X′Xwj = 0; j = 1, . . . , k − 1,
(1.8)
for k = 1, . . . ,K, where cov(Xw,Y ) = w′X′Y , for properly column centered X and Y .
Stone and Brooks (1990) proposed Continuum regression (CR), which generalizes the PCR and




s.t. w′w = 1,
w′X′Xwj = 0; j = 1, . . . , k − 1.
(1.9)
It is shown that the formulation of (1.9) covers OLS, PLS and PCR as special cases when γ = 0, 1
and ∞, respectively. PCR and PLS are commonly used regression tools in chemometrics. In
particular, Frank and Friedman (1993) studied them from a comprehensive statistical perspective.
Some follow-up studies and modern extensions of CR can be found in Sundberg (1993); de Jong and
Farebrother (1994); Björkström and Sundberg (1999); Jong et al. (2001); Serneels et al. (2005); Lee
and Liu (2013).
1.4 New Contributions and Outline
In this dissertation, we propose several novel regression methods for heterogeneous data. The
main outline of the dissertation is shown as follows:
• In Chapter 2, we present a flexible framework to handle heterogeneous population that can be
grouped into several ordered subtypes. In particular, we propose a local regression technique
utilizing the information from ordinal class labels. We define a new “progression score” that
captures the progression of ordinal classes, and use the score to construct the local weights in a
shrinkage varying-coefficient model. Moreover, we apply sparse shrinkage on the local fitting to
handle high dimensionality. In this way, our local model is able to conduct variable selection at
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each query point and achieves better interpretability. Simulation studies and real data analysis
further demonstrate the advantages of our proposed method over several existing methods.
• In Chapter 3, we propose a factor regression model for data with heterogeneous subpopulations.
In particular, the proposed model can be represented as a decomposition of heterogeneous
and homogeneous terms. The heterogeneous term is driven by latent factors in different
subpopulations. The homogeneous term captures common variation in the covariates and
shares common regression coefficients across the subpopulations. Our proposed model attains
a good balance between a global model and a group-specific model. The global model ignores
data heterogeneity, while the group-specific model fits each subgroup separately. We prove the
estimation and prediction consistency for our proposed estimators, and show that it has better
convergence rates than the group-specific and the global models. We further show that the
extra cost of estimating latent factors is asymptotically negligible and the minimax rate is still
attainable. We further demonstrate the robustness of our proposed method by studying its
prediction error under a mis-specified group-specific model. Finally, we conduct simulation
studies and analyze a dataset from Alzheimer’s Disease Neuroimaging Initiative (ADNI) to
further demonstrate the competitiveness and interpretability of our proposed factor regression
model.
• Although the factor regression model proposed in Chapter 3 can be very effective when the
model assumptions hold, it may not work well when the factor decomposition for covariates
does not hold. To overcome this difficulty, in Chapter 4, we propose Joint and Individual
COmponent Regression (JICO), a novel latent component regression model for multi-group
data. In particular, our proposed model decomposes the response into jointly shared and
group-specific components, which are driven by low-rank approximations of joint and individual
structures from the predictors respectively. The joint structure has globally shared coefficients,
whereas individual structures correspond to group-specific regression coefficients. Moreover, the
choice of global and individual ranks allows our model to cover global and group-specific models
as special cases. For model estimation, we formulate this framework under the representation
of latent components and propose an iterative algorithm to solve for joint and individual scores
under the new representation. To construct the latent scores, we utilize CR, which provides a
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unified framework that covers OLS, PLS and PCR as special cases on a continuous spectrum.
JICO attains a good balance between global and group-specific models, and further achieves
its flexibility by CR. Finally, we conduct simulation studies and a real data analysis on ADNI
data to further demonstrate the effectiveness of JICO.
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CHAPTER 2
Flexible Locally Weighted Penalized Regression
2.1 Introduction
In recent years we have witnessed the explosion of “big data” in various fields, ranging from
the area of biomedical studies, economics to information technologies. The emerge of big data era
offers new opportunities to quantitative researchers, while at the same time brings challenges. In
particular, big data are often large-scale and noisy with outliers, shifting distributions and so on
(Bühlmann and Meinshausen, 2014). One of the biggest characteristics of big data is that the data
can be very heterogeneous. More specifically, in this chapter, heterogeneity refers to that data can
violate the standard identically distributed assumption. Classical statistical methodologies that give
a global fit can show inadequate performance on heterogeneous data because the key homogeneity
assumption fails. Thus, a more flexible framework is in great needs to model heterogeneous data.
In this chapter, we are interested in the regression setting with a continuous response, where the
population can be naturally grouped into several ordered subtypes. The ordered subtypes indicate
that the groups underlying the population are ordinal, which can be seen in many applications,
especially in the biomedical research studies. For example, in the study of AD, subjects are diagnosed
into Normal Control (NC), Mild Cognitive Impairment (MCI) or AD, where the three groups
are ordered by the disease severity. The underlying relationship between the responses and input
variables can vary among different ordered groups. Since there is inherent relationship between the
class label information and the response, it can be useful to incorporate the class information during
the training stage to improve the prediction performance. A natural way of handling this is the
clusterwise regression models (DeSarbo and Cron, 1988), where the idea behind is to determine
the class membership and then apply linear regression within each class. However, by training
separate models within each class, the training sample size will be decreased dramatically and at the
same time information across different groups may not be sufficiently captured. Furthermore, in
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many applications, close classes often share a similar distribution or a smoothly changing behavior
(Bühlmann and Meinshausen, 2014). The mixed effect model or latent mixed effect model (Donohue
et al., 2014) is another possible solution. Despite the improvement over fixed effect models, the
model assumption is still not flexible enough and may not be well suited for the case with ordinal
classes. In addition, it is typically computationally intensive with EM-type algorithms that need
multiple steps to converge.
To utilize the class label information, we define a new “progression score” that captures the
progression of ordinal classes on a continuous spectrum. For example, in the AD study, instead of
labeling the subjects with discrete labels NC, MCI and AD, a continuous scalar variable can be
assigned. In this way, the severity of the disease is naturally characterized by the ordering of real
numbers. In the literature, Jedynak et al. (2012) and Li et al. (2017) developed progression scores
on a longitudinal trajectory by assuming a linear or nonlinear link from progression scores to seven
selected cognitive biomarkers, where their progression scores are modeled as affine transformations
from subjects’ ages. Utilizing similar longitudinal frameworks, Bilgel et al. (2016); Marinescu et al.
(2017); Koval et al. (2018) proposed longitudinal models using voxel-wise biomarkers as the responses.
EM-type algorithms were used, which can be time-consuming to predict progression scores using
high-dimensional brain biomarkers as input. For example, Bilgel et al. (2016) took 30 minutes per
iteration and Koval et al. (2018) took 15 hours. To reduce the dimensionality, Marinescu et al. (2017)
used a clustering algorithm for voxel-wise biomarkers before fitting the longitudinal model. Donohue
et al. (2014) proposed a composite cognitive performance measure based on four types of existing
clinical scores. In contrast to existing progression scores, in this chapter, our new progression score
is not defined as a longitudinal measure along the time course, but as a disease severity measure,
which is characterized by the natural ordering the disease stages: NC, MCI and AD. Another major
difference is that our progression scores are obtained from modeling the relationship between brain
modality features (as inputs) and class labels (as responses), while the progression scores from
existing longitudinal models are estimated from modeling the relationship between ages (as inputs)
and cognitive biomarkers such as clinical scores and other brain modality features (as responses).
We propose the use of ordinal logistic regression to define our progression score, known as a
classification method dealing with ordinal population. Our choice of progression scores is based on
linear transformation of the logistic regression output, which quantifies the disease severity on a
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continuous scale.
The information from the estimated progression scores is utilized by fitting a flexible local model
(Cleveland et al., 1988). In general, local methods can be formulated within the nonparametric
regression framework as local weighted averages for prediction, using kernel functions as weights.
More specifically, these types of local kernel methods fit a different but simple model separately at
each query point to achieve the flexibility. The kernel weight function can control the contribution
of each training point according to its distance to the query point. As a result, such local kernel
methods can handle heterogeneity since separate models are used in the local neighborhood of every
query point. For example, the method of K nearest neighbors (KNN) (Altman, 1992) is a special
case of such local kernel methods. The local fitting step in the traditional kernel methods can be
challenged by the high dimensionality, which motivates us to apply shrinkage techniques to prevent
overfitting.
We propose to use a truncated Gaussian kernel with the estimated progression scores as input to
construct the weight function in our local model framework. The prediction on each query point can
borrow the strength of samples both within the same class and across different classes. As a result,
our method can be more robust to incorrect classification results even if we apply a classification
model in our first step. By doing so, we are able to map the high dimensional large-scale data onto
a one-dimensional space that characterizes the class progression, where the Euclidean distance can
work well. A truncation parameter is automatically selected by cross-validation to remove samples
that are far away from the query point in the local fitting.
In addition to the kernel function from ordinal logistic regression that forms part of our sample
weights, we also include random forests (Breiman, 2001) sample weights (Bloniarz et al., 2016)
adaptively for the kernel function in our framework. The weights from random forests circumvent
the use of the Euclidean distance in high dimensional data in the nonparametric setting. By doing
so, our method inherits the benefits from random forests such as robustness to outliers and the good
performance on large-scale data. Depending on the effectiveness of random forests, we allow our
algorithm to automatically determine whether the sample weights from random forests are absorbed
into the kernels by cross-validation. Once the adaptive weights are determined, we fit the local shape
of the regression surface using these weights.
There are two main new contributions on our proposed weight function: its capability to
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capture the ordinal population structure and the utilization of the random forest weights to improve
performance. Furthermore, given the weights, we apply shrinkage on the local fitting to handle high
dimesionality. For the local fitting, we apply a penalty to achieve the goal of variable selection. We
have shown that applying the penalty in the local fitting generalizes the methods of kernel smoothing,
i.e., local weighted averaging. Our numerical studies show the superiority of our proposed method
over random forests and penalized regression techniques.
The rest of the chapter is organized as follows. In Section 2.2, we introduce the general
penalized local model framework and develop our own sample weight functions, tailored to the
ordinal heterogeneous population. In Section 2.3, we perform some simulation studies and show the
superiority of our work over several other existing methods. In Section 2.4, we apply our method onto
the ADNI data to make predictions on the longitudinal clinical scores based on different modalities
of baseline brain image features. Some discussions are provided in Section 2.5.
2.2 Supervised Neighborhoods for Ordinal Subgrouped Population
There are two key ingredients in our local model framework. First, we have a regularization
step embedded in the local linear fitting. Second, we construct local kernel weights by adaptively
combining weights from truncated Gaussian kernel with weights from random forests. The Gaussian
kernel functions are defined on a newly defined progression score space, on which the scores are given
by the ordinal logistic regression to capture the heterogeneity in the ordinal population. Besides
the progression score, the sample weights from random forests are adaptively included in the local
weights to make our method more flexible than global methods.
We now introduce some notations for the chapter. Suppose there are n training samples and p
predictive variables. Let X = (X1, · · · ,Xp) = (x1, · · · ,xn)T denote the n× p training data matrix
of prediciting variables. Let y = (y1, · · · , yn)T denote response vector of length n. Suppose there
are K ordered groups in the population and let c = (c1, · · · , cn)T denote the observation vector of
class labels for the n subjects, where ci takes discrete values from the set {1, · · · ,K}.
In order to discuss our proposed method, we first introduce the general penalized local linear
models in Section 2.2.1. Then, we describe how the progression score is established based on ordinal
logistic regression and applied to build the kernel function in Section 2.2.2. Finally, we describe an
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additional type of local weights trained from random forests that can possibly be absorbed in the
weights to enhance the model performance in Section 2.2.3.
2.2.1 Penalized Local Linear Models
Local models are very flexible and have the potential to be robust to heterogeneity. In this
chapter, we fit a different local model that uses a squared error loss and takes linear functions in the
function space at each query point x0 ∈ Rp. Moreover, we apply a penalty to the weighted squared
loss to overcome the high dimensionality in the large-scale data. Denote the weight function as
w(·, ·) : Rp × Rp → [0,∞), a mapping that is determined by the distance between two points in Rp.
The smaller the distance is, the larger the weight will be. For now we assume that the weights are
given and will discuss the choice of weights in Sections 2.2.2 and 2.2.3.
We use a toy example to better illustrate the idea of local models. As in Figure 2.1, we simulate
the heterogeneous population with 3 classes such as NC, MCI and AD and one covariate. The 3
ordinal classes are separated by 2 dashed lines. Within each class, the response seems to be roughly
linear with respect to the covariate with small variations while there is a steeper change across
neighboring classes. A global model will not be optimal for such a heterogeneous population. In
particular, as is shown in the plot, we fit a global linear model for the data. This global model is
not sufficient to capture the local variability in the population due to its heterogeneity. On the
other hand, we can fit the data more efficiently with a local model. For the query point x0 marked
by blue color in the plot, the red bell-shaped shading area symmetrically around x0 represents the
local Gaussian kernel weight function. The estimate ŷ0 utilizes only the data points covered by the
kernel. The height of the kernel function represents the weight of the observations for calculation of ŷ.
The red curve is the corresponding response function estimated from the local Gaussian smoothing
method. As we can see from Figure 2.1, the local method indeed captures the local variability and
better recover the heterogeneity in the population.
For a given query point x0 ∈ Rp, we denote wi(xi,x0) to be the weight given by the training
sample i and use the notation wi in this section for simplicity. Then local linear coefficients
(β0x0 ,βx0) ∈ R
p+1 associated with xi are estimated from solving the following penalized weighted
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Figure 2.1: A toy example to illustrate heterogeneity and local models.
least square problem:






yi − β0 − βT (xi − x0)
)2
+ λ(α‖β‖1 + (1− α)‖β‖22), (2.1)
where ‖ · ‖1 denotes the L1-penalty, as in the Lasso (Tibshirani, 1996), ‖ · ‖22 denotes the L2-penalty,
as in the ridge regression (Hoerl and Kennard, 1970), λ is a tuning parameter, and α is the parameter
that balances between the L1-penalty and L2-penalty. The linear combination of the L1- and L2-
penalties forms the Elastic Net penalty (Zou and Hastie, 2005). The weighted penalized framework
we proposed can be implemented in the R programming language under the R package “glmnet”.
Note that in our tuning procedure, we determine the λ candidate set based on x0. Given x0, we
compute the largest candidate λmax that vanishes the corresponding estimated βx0 , based on Section
2.5 in Friedman et al. (2010). Our λ candidate set for x0 is chosen using the same strategy with
Friedman et al. (2010), by selecting a minimum value λmin = 0.001λmax and constructing a sequence
of 100 values of λ decreasing from λmax to λmin on the log scale. We choose α = 0, 0.5 or 1 in
the simulation study and real data applications and the choice depends on problem. We tune the
parameter λ by cross-validation. With the estimated local linear coefficients, the response of the





x0(x0 − x0) = β
0
x0 , (2.2)
which is the estimated intercept term.
Our key contribution of this chapter is the construction of the local weights for every training
sample given any query point. We next describe the construction of the weight function using
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ordinal logistic regression in Section 2.2.2. Besides the weights defined by the continuous class
progression, our weight function can also be flexibly enhanced by random forests depending on the
model performance during cross-validation, which will be described in Section 2.2.3.
2.2.2 Progression Scores for Local Weights Using Ordinal Logistic Regression
In an ordinal heterogeneous population, the responses tend to have clustering effects among
different groups. Hence, it can be helpful to utilize the information from the class labels. Instead of
discretizing the population into different non-overlapping classes, we model the change of the ordinal
class label as a continuous progress. We define a progression score to quantify the degree to which
the subject progresses on the class evolution spectrum. There are K − 1 latent thresholds on the
spectrum being set as the ordinal class bounds. Then, based on the progression score, we develop a
sample weight function so that not only the samples from the same class but also the samples from
different but close classes will be utilized in the local fitting.
Let Ci = 1, · · · ,K denote the class label random variable from the K ordered classes and ci
the realization of this random variable. Consider the ordinal logistic regression model Bender and
Grouven (1997). The cumulative probability of Ci is modeled as the logistic function,
P (Ci ≤ j|xi) = φ(θj − ηTxi) =
1
1 + exp(ηTxi − θj)
, (2.3)
where j = 1, · · · ,K − 1, and i = 1, · · · , n. Here η ∈ Rp, θ = (θ1, · · · , θK−1) ∈ RK−1 are vectors
of parameters and φ is defined as the logistic function φ(t) = 1/(1 + exp(−t)). In addition, θ is
constrained to be non-decreasing (−∞ = θ0 < θ1 ≤ θ2 ≤ · · · ≤ θK−1 < θK = +∞) to characterize
the ordinal structure of the K classes.
The overall likelihood function based on the ordinal logistic model can be expressed as
n∏
i










φ(θci − ηTxi)− φ(θci−1 − ηTxi)
]
.
As in the local weighted least squares, we apply shrinkage to tackle the high dimensional problem.
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log(φ(θci − ηTxi)− φ(θci−1 − ηTxi)) + γ · ‖η‖22. (2.4)
Here we impose an L2-penalty on η due to its simplicity and its effectiveness on dealing with
multicollinearity in the heterogeneous dataset. We use γ as the tuning parameter. The optimization
problem can be solved by gradient methods (Bertsekas, 1999). Detail calculation can be found in
Section A.1.
From the ordinal logistic regression, we want to define a quantity to capture the continuous
progression of ordinal classes. For example, in the ADNI studies, we want to characterize how the
disease progresses from the very healthy brain in the NC group to the most severe case of AD. One
natural idea is to utilize the estimated posterior probability of one class, but it can only interpret
the closeness to this specific class. More specifically, if we let the probability of a subject being
an AD quantify the disease progression, then a low probability will not give us information on
whether this subject is closer to the state of NC or MCI. On the other hand, the affine function ηTx
naturally quantifies the disease progression since there exists a latent vector θ̃ = (θ̃0, · · · , θ̃K) ∈ RK+1
(−∞ = θ̃0 < · · · < θ̃K = ∞), such that Ci = j if ηTxi ∈ (θ̃j−1, θ̃j), j = 1, · · · ,K. The threshold
vector θ̃ determines the class assignments in the ordinal logistic model. However, the score ηTx
provides more detailed information on disease severity of all subjects.
Motivated by the discussion of the disease progression, we define the progression score si for
subject i to be the estimated affine function
ŝi = η̂
Txi. (2.5)
If the query point and a training sample are in different classes, the distance between their progression
scores can still be small, and hence the weight given from this training sample to the query point
should be large. If the distance between the query point and a training sample is too large, then
it would be reasonable to make the weight from this training sample small or even zero. In the
literature, Gaussian kernel is a commonly used kernel when the dimension is relatively low. The
kernel gets larger when the Euclidean distance between two points gets smaller, indicating that more
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information should be drawn from each other during the local fitting process. This motivates us to
build a truncated Gaussian kernel. For a query point x0 and training sample xi, we define
ws(xi,x0) = I{|ŝi − ŝ0| < D} ·KD̃0(ŝi, ŝ0), (2.6)
where ŝi and ŝ0 are the estimated progression scores for the training sample i and query point x0
respectively. Here I{|ŝ0 − ŝi| < D} is the indicator function that only allows for those observations
whose progression scores’ gaps from the query’s point are less than D to contribute the weights,
where D is the cutting off threshold parameter. The function KD̃0(·, ·) is a univariate Gaussian kernel
with the bandwidth parameter D̃0. As we can see in Figure 2.1, the red bell-shaped is a truncated
Gaussian kernel. Parameter D̃0 determines the flatness or sharpeness of the kernel. Parameter D
determines how far its truncated tail can reach from the center x0. In our framework, the choice of






where σ̂0 is the standard error taken over the set {ŝi : |ŝi − ŝ0| < D} and n0,D is the number of
samples in the set.
The weight function defined above gives a query-specific weight function for the local fitting.
The cut off D gives a uniform cutting off threshold while D̃0 is specifically computed for each query
point x0. By using ws(·, ·), we can adaptively choose the local neighborhood for x0 depending on its
location on the class progression spectrum. More weights are added to the sample points closer to
the query point.
2.2.3 Weights Using Random Forests
The weight ws(·, ·) developed in Section 2.2.2 efficiently uses the ordinal label information. In this
section, we introduce a sample weight trained from random forests. Depending on the cross-validation
results, we adaptively absorb the random forests sample weights into our existing kernel.
Random forests enjoy several benefits such as its robustness to outliers and its good performance
on large-scale datasets. Bloniarz et al. (2016) utilized the random forests (Breiman, 2001) to train a
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local linear regression model for each query point, which has an effect of correcting local imbalances
in the design. Motivated by this, we aim to exploit the advantage from random forests based on our
current framework, which can be naturally done by absorbing the random forests weights into our
current kernel. To make it more flexible, we provide two choices on our kernel depending on the
cross-validation performance, which will be introduced in Section 2.2.4.
Next we briefly describe the random forests framework in terms of local fitting. Given a random
forest consisting of J trees, let ρ be the random parameter vector that determines the growth of
a tree. Denote the tree built with ρ as T (ρ). For a given query point x0 ∈ Rp, let R(x0, ρ) be
the rectangle with respect to the terminal node of T (ρ) that contains x0. Denote n(xi,ρ) as the
number of times (with replacement) for the training sample xi to be used, e.g., in-bag in the random
forests terminology, while building the tree T (ρ). With the notation introduced, the prediction of







i=1 I{xi ∈ R(x0,ρj)}n(xi,ρj) · yi∑n



























i=1 I{xi ∈ R(x0,ρj)}n(xi,ρj)
]
. (2.7)
For a query point x0 and a training sample xi, we define the local weight absorbing the random
forests weight as
w(xi,x0) = ws(xi,x0) · wRF (xi,x0). (2.8)
Then we can conduct a cross-validation procedure to determine whether to use ws(·, ·) or w(·, ·).
The details will be introduced in Section 2.2.4.
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2.2.4 Parameters Tuning and Weight Selection
In our experiment, we use M -fold cross-validation to tune the parameters. We also use cross-
validation to determine whether to use ws(·, ·) and w(·, ·), depending on the performance.
It is worth noting that in our model, there are three parameters to tune: γ in the ordinal
logistic regression model, D as the thresholding parameter, and λ in the penalized local linear
models. Theoretically, the three parameters can be tuned together using one cross-validation
procedure to achieve a global optimum. Tuning three parameters together is practically difficult and
computationally expensive, hence we decide to tune γ and D, λ separately by two cross-validation
procedures in two separate training processes. Since the ordinal logistic regression model (2.4) and
the local linear model (2.1) are trained separately, γ, D, and λ can be tuned separately as well.
Denote the sizes of candidate sets for γ, D and λ as nγ , nD and nλ, respectively. Tuning these
three parameters together will computationally cost O(MnγnDnλ). If tuned seperately, the total
computational cost will be proportional to O(Mnγ) +O(MnDnλ).
Let n(−m) denote the number of all samples excluding the mth segment (also referred to as the
mth segment of training samples) and n(m) denote the number of samples in the mth segment (also








Let η̂(−m)γ be the parameters estimated from the mth training samples and tuning parameter γ
in the penalized ordinal logistic model. Then the estimated progression score vector for the mth
validation set is given by ŝ(m)γ = X(m)η̂
(−m)
γ . We select the optimal tuning parameter γ̂ to maximize
the Pearson’s correlation coefficient between the predicted progression scores and the true response,
since we assume that the progression score is correlated to the responses. Specifically, we select γ to






After determining the optimal γ̂, we can get the estimated progression score ŝ. Given ŝ, let ŷ(m)s,D,λ
denote the response trained from fitting the training samples in (2.1) with the threshold parameter
D and tuning parameter λ, using sample weights given by (2.6). Let ŷ(m)D,λ denote the response
estimated with the same parameters D and λ and with sample weights enhanced by random forests
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Let {λ̂1, D̂1} and {λ̂2, D̂2} denote the sets of parameters that minimize CV1(·, ·) and CV2(·, ·)
respectively. Then we determine the weight function by choosing the one that minimizes CVi(λ̂i, D̂i).
More specificallly, if arg min
i
CVi(λ̂i, D̂i) = 1, then we select (2.6) as our weight function. Otherwise,
if arg min
i
CVi(λ̂i, D̂i) = 2, then we select (2.8) as our weight function.
We summarize the algorithm of the training procedure of our framework in Section A.2.
2.3 Simulation Studies
In this section, we conduct numerical studies using simulated examples. The methods that we
compare include the Lasso regression (Lasso), ridge regression (Ridge), elastic net regression (EN)
with α = 0.5 and Random Forests (RF). All our simulations in this section and real data applications
in Section 2.4 are implemented under R programming language. We utilize the R package “glmnet”
to implement the baseline methods Lasso, ridge and elastic net and “randomForest” to implement
random forest algorithm. Five-fold cross validation is utilized for parameter tuning for our framework
and Lasso, ridge and elestic net. For the choice of parameters in random forests, we fix the number
of trees to be 100 and let the trees grow to the maximum possible depth subject to the minimum
size of terminal nodes 5.
To simulate the data, we use a simulation setting similar to the mixture models in Bühlmann
and Meinshausen (2014). Here we generate the known groups by ordinal logistic regression and
define the smoothness structure by the affine function in the ordinal logistic regression framework.
One characteristic of heterogeneity is that the set of important features might differentiate across











icβc + εi, i = 1, · · · , n (2.11)
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where xij ∈ Rpj , j = 1, 2, 3, are independent and identically distributed (i.i.d.) multivariate normal
with mean 0 ∈ Rpj and covariance matrix Σj . We fix n = 150 and vary the choices of Σj . The
predictors xij ∈ Rpj are the group j specific important features. In particular, xic ∈ Rpc are also
generated from i.i.d. multivariate normal with mean 0 and covariance Σc. Since the distribution
is the same for all groups, the features in xic are important for all 3 groups. Finally, we generate
xi0 ∈ Rp0 from i.i.d. multivariate normal with mean 0 and covariance Σ0, which represents the
unimportant features that have zero coefficients β0 = 0. In (2.11), si is the affine function that
defines the progression score for the sample i in the ordinal logistic setting. Given si, βi1, βi2, βi3,
βc are model coefficients that capture the group differences.
To determine the class label, we use the ordinal logistic regression model in Section 2.2.2 and let
θ1 = −4 and θ2 = 4. We define the linear predictor θj − ηTxi in (2.3) to be
θj − ηTxi = θj − xTi0η0 − xTi1η1 − xTi2η2 − xTi3η3 − xTicηc = θj − si, (2.12)
where ηj = 1 ∈ Rpj for j = 1, 2, 3 and ηc = 1 ∈ Rpc and η0 = 0 ∈ Rp0 to represent the coefficients
for the covariates that are unrelated to the classification. The latter equality in (2.12) defines the






icηc. Then the class label ci for the sample i is
determined by the largest posterior probability
ci = arg max
k∈{1,2,3}
P (Ci = k|xi) = arg max
k∈{1,2,3}
{φ(θk − si)− φ(θk−1 − si)}. (2.13)
Now we introduce how the coefficients are defined. Define βi1 ∈ Rp1 to be 1 if ci = 1 and 0 otherwise;
define βi2 ∈ Rp2 to be 1 if ci = 2 and 0 otherwise; define βi3 ∈ Rp3 to be 1 if ci = 3 and 0 otherwise.
Here βij ∈ Rpj corresponds to the group specific important features. Let the coefficients βc ∈ Rpc
corresponding to the common important features be 1 if ci = 1, 1.5 if ci = 2, and 2 if ci = 3.
Example 3.1. Σj = Ipj×pj for j = 0, · · · , 3.
Example 3.2. Σj = (σ
j
st)s,t=1,··· ,pj with σ
j
st = 0.5
|s−t|, for j = 0, · · · , 3.
In Examples 3.1 and 3.2, we fix the parameters p1 = p2 = p3 = 10 and pc = 20. The parameter
p0 takes values 50, 100 or 200 to control the sparsity in both examples. For illustration, in Figure
2.2, we plot the distribution of simulated heterogeneous responses for both examples with p0 = 200.
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In Figure 2.3, we plot the simulated responses against the estimated progression scores for both
examples with p0 = 50. As can be seen, there exists a strong correlation between the two scores,
which further validates the usefulness of the progression scores in our framework.
The simulation results for different methods are summarized in Tables 2.1 and 2.3 for the case
p0 = 50, 200. Results for p0 = 100 are given in Section A.3 in Tables A.1 and A.4. For each method,
we take the average of performance measures calculated from 50 simulations. The standard error is
also provided, which is calculated by dividing the standard deviation of performance measures from
50 simulations by the square root of number of simulations (50 in our case). For each simulation, we
compute the mean absolute error (MAE) and Pearson’s correlation coefficient (CC) between predicted
response values and true response values on testing samples to evaluate the testing performance.
The results show that our locally weighted penalized regression (LWPR) methods outperform
other methods. Among different penalties for LWPR, the ridge penalty appears to achieve the best
performance. As its dimension increases, the estimation error gets larger as well. Note that our
LWPR methods achieve better performance than the corresponding linear regression methods with
the same penalties. This implies that the local weights defined in our framework work well. Another
interesting fact to note here is that, even though random forests generally perform the worst in these
examples, our LWPR method still achieve the best performance, indicating that our cross-validation
procedure indeed works well to adaptively determine the inclusion or exclusion of the sample weights
from random forests.
We underline the performance measures from the methods that achieve the best performance
among the baseline methods and make bold the performance measures from the methods that
perform the best among our LWPR methods. To test the superiority of our method over other
methods, we conduct one-sided two-sample t-tests to check if the performance measures given by our
method are statistically significantly better than others. All tests on the underlined values and the
corresponding bold values give p-values smaller than the magnitude of 10−3, indicating a statistically
significant improvement of our method over the baseline methods.
Misdiagnosis can be an important issue in practice. Under this setting, subjects can be assigned
with incorrect labels. We conduct modified simulations on Examples 3.1 and 3.2 to test our model
robustness. Keeping all the parameters and simulation schemes (2.11) and (2.12) to be the same,
we randomly select 10% and 20% simulated samples and assign them with the wrong labels. If the
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Figure 2.2: The distributions of simulated responses in Example 3.1 (top) and Example 3.2 (bottom)
with p0 = 200.
Figure 2.3: Plots of simulated response against estimated progression score in Example 3.1 (left)
and Example 3.2 (right) with p0 = 50.
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original label of a selected sample is 1 or 3, we relabel this sample with 2. If the original label of a
selected sample is 2, we randomly relabel this sample with 1 or 3 with equal probabilities. Table 2.2,
2.4 and Table A.2, A.3, A.6, A.5 in Section A.3 summarize the simulation results with misdiagnosis
probability 10% and 20% respectively. Comparing with the performances given by the baseline
method in Tables 2.1 and 2.3, our methods are still better despite incorrect labels. The differences
with the ones given the true labels are not significant compared with improvement over the baseline
methods.
p0 Methods MAE CC
RF 7.339 (0.073) 0.269 (0.012)
Ridge 6.334 (0.082) 0.617 (0.008)
Elastic Net 6.399 (0.092) 0.545 (0.014)
p0 = 50 Lasso 6.426 (0.093) 0.531 (0.015)
LWPR+Ridge 5.162 (0.051) 0.698 (0.008)
LWPR+EN 5.602 (0.055) 0.651 (0.007)
LWPR+Lasso 5.676 (0.057) 0.644 (0.008)
RF 7.598 (0.068) 0.180 (0.012)
Ridge 7.570 (0.071) 0.419 (0.010)
Elastic Net 7.338 (0.081) 0.354 (0.018)
p0 = 200 Lasso 7.376 (0.077) 0.357 (0.015)
LWPR+Ridge 6.715 (0.079) 0.465 ( 0.011)
LWPR+EN 6.975 (0.086) 0.421 (0.013)
LWPR+Lasso 7.018 (0.086) 0.413 (0.013)
Table 2.1: Simulation results from Example 3.1.
2.4 Applications to ADNI Clinical Score Prediction
We apply our method to the ADNI data (data aquired from http://adni.loni.usc.edu/). All
the subjects are from ADNI 1 phase of study. We are interested in predicting the longitudinal
p0 Method MAE CC
LWPR+Ridge 5.627 (0.068) 0.634 (0.010)
p0 = 50 LWPR+EN 6.058 (0.076) 0.579 (0.010)
LWPR+Lasso 6.130 (0.086) 0.567 (0.011)
LWPR+Ridge 6.766 (0.081) 0.443 (0.011)
p0 = 200 LWPR+EN 7.081 (0.098) 0.396 (0.014)
LWPR+Lasso 7.062 (0.096) 0.393 (0.014)
Table 2.2: Simulation results from Example 3.1 with misdiagnosis probability 10%.
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p0 Method MAE CC
RF 11.301 (0.112) 0.480 (0.009)
Ridge 8.858 (0.104) 0.756 (0.006)
Elastic Net 9.051 (0.111) 0.713 (0.009)
p0 = 50 Lasso 9.133 (0.117) 0.702 (0.009
LWPR+Ridge 6.508 (0.098) 0.832 (0.006)
LWPR+EN 7.538 (0.104) 0.769 (0.008)
LWPR+Lasso 7.859 (0.105) 0.751 (0.009)
RF 11.653 (0.114) 0.422 (0.010)
Ridge 11.016 (0.128) 0.677 (0.007)
Elastic Net 9.605 (0.126) 0.677 (0.008)
p0 = 200 Lasso 9.673 (0.126) 0.663 (0.009)
LWPR+Ridge 8.359 (0.108) 0.722 (0.008)
LWPR+EN 8.777 (0.097) 0.689 (0.008)
LWPR+Lasso 9.012 (0.116) 0.672 (0.009)
Table 2.3: Simulation results from Example 3.2.
p0 Method MAE CC
LWPR+Ridge 7.011 (0.084) 0.812 (0.007)
p0 = 50 LWPR+EN 8.094 (0.095) 0.744 (0.008)
LWPR+Lasso 8.247 (0.096) 0.731 (0.009)
LWPR+Ridge 8.637 (0.105) 0.701 (0.008)
p0 = 200 LWPR+EN 9.156 (0.125) 0.659 (0.011)
LWPR+Lasso 9.203 (0.128) 0.653 (0.012)
Table 2.4: Simulation results from Example 3.2 with misdiagnosis probability 10%.
ADAS-Cog scores at 0 month, 12 and 24 months, from two brain image modalities, MRI and PET,
together with the class labels (NC, MCI and AD), all of which were acquired at the baseline. This
is not an easy task, as most existing literatures use additional inputs such as clinical scores at the
previous time points to achieve this goal (Huang et al., 2016). MRI images were acquired from
structural magnetic resonance imaging scans and PET images were acquired from fluorodeoxyglucose
positron emission tomography scans. The images for both modalities were preprocessed. For MRI,
the preprocessing steps include anterior commissure (AC) posterior commissure (PC) correction,
intensity inhomogeneity correction, skull stripping, cerebellum removal based on registration with
atlas, spatial segmentation and registration. After registration, we obtain the subject-labeled image
based on the Jacob template with 93 manually labeled regions of interest (ROIs). For each of the
93 ROIs in the labeled MRI, we compute the volume of gray matter as a feature. For each PET
image, we first align the PET image to its respective MRI using affine registration. Then, we obtain
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the skull-stripping image using the corresponding brain mask of MRI and compute the average
standardized uptake value ratio (SUVR) of every ROI in the PET image as a feature. For each
subject, we finally obtain 93 MRI features and 93 PET features.
Table A.10 in Section A.3 summarizes the complete subject demography and the clinical score
statistics. There were 803 subjects tested on their ADAS-cog scores at the baseline. In addition,
90 and 176 subjects missed the follow-up visits at 12 months and 24 months respectively, which
are not included in our analysis at those time points. The baseline PET images were not acquired
for all 803 subjects. For simplicity, we impute the missing values in the PET features with the
group medians. Imputation can be superior to case deletion, because it utilizes all the observed data
(Acuna and Rodriguez, 2004). Despite its simplicity, median imputation can distort the distribution
of the missing variables, leading to underestimates of the standard deviation and bias on the mean.
We have maximized the variation in the imputed data by computing the group medians on the
missing variables. Moreover, the localized framework and the penalty imposed on the coefficients in
(2.1) can compensate for the imputation effects by giving weights to different samples.
To take into consideration of the dependence of the 186 features, we construct the pairwise
interaction terms in our analysis (Ai and Norton, 2003), which is often utilized in the categorical data
analysis (Agresti and Kateri, 2011). In other words, we include the following constructed features
into our model (2.1):
XiXj , i, j = 1, · · · , 186, i 6= j.
There are in total as many as 17205 interaction terms, and 17391 features including the “original” 186
features. To reduce the dimensionality, we utilize the technique of distance correlation for screening
of noise variables (Székely et al., 2007; Li et al., 2012). Distance correlation is a measure to quantify
the linear and nonlinear dependence between two paired random vectors. We select the top 200
features that share the largest distance correlations with the responses to be included in the model.
The names of the ROIs that have been selected 50 times are given in Section A.4. Moreover, Table
A.7 in Section A.3 summarizes the percentages of the selected features as interaction features vs
original features. Over half of the 200 selected features are interactions, which justifies the inclusion
of interaction features for prediction. Out of the selected interaction features, the percentages of
MRI-only, PET-only, and MRI-PET interaction features are summarized in Table A.8. As shown in
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Figure 2.4: Plots of estimated progression scores vs class labels (left) and progression scores vs
clinical scores (right) at 0 month.
the tables, interestingly, the MRI-PET interactions are the most common ones being selected among
all interactions. This indicates the strong association between the two modalities.
We plot our estimated progression scores against the three ordinal classes (NC, MCI, AD) and
ADAS-cog scores in Figure 2.4. The overall progression scores tend to increase from the class NC to
the class AD. There are overlaps on the estimated progression scores across the neighboring classes.
This further validates our motivation to locally predict the query point’s clinical score by including
points both from the same and neighboring classes. In addition, we have also plotted the scatterplot
between the predicted progression scores against the clinical scores, and such a plot shows a strong
positive correlation between the two.
To further evaluate model performances, we randomly partition 75% of the dataset into the
training dataset and the rest into the testing dataset. We train several models (RF, Ridge, EN,
Lasso and LWPR) on the training dataset and test their performances on the testing dataset. The
procedure is repeated 50 times. The testing MAEs and CCs and the corresponding standard errors
are reported in Table 2.5. At each time point, our method always achieves the best performance
in terms of MAEs and CCs, shown in bold values. We conduct one-sided two-sample t-tests to
statistically demonstrate the performance improvement of our method. At each time point, we test
the null hypothesis that the measures from our method (bold values) are smaller (for MAE) / larger
(for CC) than the measures from the method that achieves the best performance among baseline
methods (underlined values). The p-values for the tests are summarized in Table A.9 in Section A.3.
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Month Method MAE CC
RF 3.635 (0.029) 0.660 (0.005)
Ridge 3.751 (0.028) 0.622 (0.010)
EN 3.647 (0.026) 0.672 (0.005)
0 Lasso 3.652 (0.026) 0.671 (0.004)
LWPR+Ridge 3.528 (0.024) 0.698 (0.004)
LWPR+EN 3.527 (0.024) 0.700 (0.004)
LWPR+Lasso 3.528 (0.024) 0.700 (0.004)
RF 4.455 (0.045) 0.701 (0.005)
Ridge 4.632 (0.049) 0.657 (0.009)
EN 4.420 (0.046) 0.697 (0.006)
12 Lasso 4.420 (0.046) 0.698 (0.006)
LWPR+Ridge 4.280 (0.040) 0.730 (0.005)
LWPR+EN 4.275 (0.040) 0.732 (0.005)
LWPR+Lasso 4.274 (0.039) 0.733 (0.005)
RF 5.367 (0.058) 0.705 (0.006)
Ridge 5.508 (0.074) 0.688 (0.010)
EN 5.464 (0.071) 0.690 (0.008)
24 Lasso 5.480 (0.051) 0.688 (0.008)
LWPR+Ridge 5.161 (0.0.053) 0.735 (0.007)
LWPR+EN 5.133 (0.052) 0.741 (0.005)
LWPR+Lasso 5.140 (0.052) 0.740 (0.006)
Table 2.5: Comparison of the prediction performance on the ADNI dataset.
We use Bonferroni correction to control the family-wise error rate for multiple testing. For an overall
significance level of 0.05, our p-values are compared to the adjusted criteria 0.017(0.05/3). Both of
the adjusted tests on MAE and CC are rejected.
In real applications, it is of great interest to accurately predict clinical scores among NC and
MCI patients for early detection of MCI patients, since diagnosis on the AD patients is a relatively
easy task for a neurologist. We have retrained our model on the NC/MCI subjects and Table 2.6
summarizes the performance of our proposed method on the NC/MCI subjects. By comparing
the predictive MAEs and the standard deviations among MCI subjects, our method achieves some
improvement. With more precise predicted clinical scores, our proposed method can be more useful
for the prodromal purpose.
Our method has an unique advantage in the sense that it can detect the most discriminative
brain regions for each individual subject because it is inherently a local method. When we use a
Lasso penalty, the most discrimative ROIs will be selected as features with nonzero coefficients. To




0 LWPR+EN 3.041 (0.023)
LWPR+Lasso 3.038 (0.023)
LWPR+Ridge 3.619 (0.037)
12 LWPR+EN 3.609 (0.036)
LWPR+Lasso 3.600 (0.036)
LWPR+Ridge 4.121 (0.053)
24 LWPR+EN 4.120 (0.054)
LWPR+Lasso 4.123 (0.053)
Table 2.6: Testing MAEs on the NC/MCI subjects from the ADNI dataset.
of their progression scores. We selected the 20th, 40th, 60th and 80th percentiles as the grouping
thresholds. In more details, sample i is grouped into subgroup 1 if the estimated progression
score ŝi < ŝb20c; subgroup 2 if ŝb20c ≤ ŝi < ŝb40c; subgroup 3 if ŝb40c ≤ ŝi < ŝb60c; subgroup 4 if
ŝb60c ≤ ŝi < ŝb80c; subgroup 5 if ŝi ≥ ŝb80c. Table 2.7 summarizes the distribution of the class labels
across subgroups 1-5. There is a clear shift from NC to AD among these five subgroups with highest
percentage of NC in subgroup 1 and highest percentage of AD in subgroup 5. Within each subgroup,
in each iteration, we count the number of times for each ROI that has been estimated with nonzero
coefficients. After 50 iterations, we sum up the total number of the count for each ROI, and select
the 10 mostly chosen ROIs within each subgroup. Figure 2.5 shows the top 10 most selected regions
by LWPR with the Lasso penalty and MRI as the modality input at the baseline. The brighter the
color, the more frequent the corresponding ROI is chosen. The names of the 10 mostly selected
regions among the 5 groups are summarized in Table A.11 in Section A.3.
Interestingly, in Figure 2.5, as the disease gets more severe (going in direction of group 1 to group
5), some regions are detected to be brighter, meaning that the role played by them are getting more
significant as AD develops. For instance, thalamus left in Figure 2.5 is marked brighter and brighter
over the first three subgroups, corresponding to the early stage of AD development. Aggleton
et al. (2016) studied the thalamic pathology along with the early development of AD, in which
they reported that thalamic dysfunctions may contribute or even be responsible for some of the
earliest cognitive symptoms of MCI and AD. In Figure 2.5, the role played by thalamus detected
by LWPR is more and more significant over the first three subgroups, which coincides with the
finding in the previous study. As the disease progresses, more regions in the medial temporal lobe
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Index NC MCI AD
1 32.26 7.74 0.00
2 19.04 20.22 0.74
3 2.90 35.50 1.60
4 1.66 27.56 10.78
5 0.14 6.98 32.88
Table 2.7: Distributions of NC, MCI and AD subjects by their progression scores.
appears to be detected at the later stage of AD, such as hippocampal formation left and fornix right.
Moreover, we note that the patterns of the marked regions seem to be generally consistent within the
first three subgroups, and they become more diversed in the fourth and fifth subgroups where the
subjects’ disease become more severe. This further validates our assumption on the heterogeneity
of the population, especially when AD progresses into a more serious stage. Table A.11 reveals
asymmetry in the ROIs selected by LWPR, which is a common phenomenon of human brain with
neurodegeneration. For example, asymmetry on the hippocampal volume has been investigated in
Shi et al. (2009) and a consistent left-less-than-right asymmetry pattern is found. One possible
reason for the asymmetry on the brain structure deterioration related to AD is that most language-
and motor-dominant regions are on the left hemisphere, hence it is believed that the left side of the
brain suffers more from the gray matter loss in AD. In Minkova et al. (2017) it is reported that
rightward-biased asymmetries appear in a cluster comprising the middle and superior temporal gyri,
and leftward-biased asymmetries are found in hippocampal GM. Our result agrees with the latter by
giving similar asymmetry pattern in the 5th subgroup. According to Derflinger et al. (2011), AD
pathology tends to affect brain lobes to different extents in an asymmetric manner, where asymmetry
can be derived from temporal, parietal, and occipital lobe. This is also consistent with our findings
on the five subgroups.
2.5 Conclusion
In this chapter we propose a flexible local framework to predict clinical scores in the ADNI study
based on subjects’ brain image features. Our method is superior in that it can deal with subjects’
heterogeneity by modeling their disease progression into a progression score and utilizing the defined
score in a truncated Gaussian kernel. We also adaptively include random forests sample weights into
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Figure 2.5: Ten most discriminative regions detected by LWPR.
the kernel function to improve performance. We apply the elastic penalty in the local fitting step to
handle relatively high dimensionality. Numerical studies show that our method can achieve better
performance than random forests, and Elastic Net type penalized regression. Results of applications
on ADNI real data also agree with several previous scientific findings.
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CHAPTER 3
High-Dimensional Factor Regression for Heterogeneous Subpopulations
3.1 Introduction
Data heterogeneity is an important issue in modern complex data analysis. In practice, data
heterogeneity may come from variables or samples. More specifically, multi-modality/source data
have heterogeneity among the variables, as they may correspond to different types of measurements.
For example, in biomedical imaging, people may acquire both MRI and PET images (Zhang et al.,
2011). In genomics studies, measurements are collected from different sources, such as mRNA and
miRNA (Muniategui et al., 2013). Besides variable heterogeneity, data heterogeneity can also arise
from samples. For example, there can be subpopulations, batch and clustering effects or outliers in
the data (Bühlmann, 2016), potentially violating the standard independent and identically distributed
(i.i.d.) assumption. Ignoring such heterogeneity can lead to poor estimation and prediction. Hence,
it is important to take data heterogeneity into account during the modeling process.
In this paper, the heterogeneity of our interests concerns data that have subgroup populations.
For example, in the Alzheimer’s Disease (AD) study, subjects can have five subtypes: Normal Control
(NC), Significant Memory Concern (SMC), Early Mild Cognitive Impairment (eMCI), Late Mild
Cognitive Impairment (lMCI) and AD, where these subtypes are ordered by disease severity. Due
to data heterogeneity, it can be difficult to build accurate and interpretable predictive models on
such data using traditional statistical techniques. A global model that fits a single regression model
to the whole data may be restrictive because it ignores the group label information, while fitting
distinct regression models in each group may not be optimal as well because it does not capture
shared information across groups. Hence, a statistical regression model that can recover interpretable
globally-shared and group-specific signals in the data is in great needs to handle such heterogeneous
data.
In the literature, varying coefficient models (Hastie and Tibshirani, 1993) and mixed effects
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models (Pinheiro and Bates, 2000) can be useful to address data heterogeneity. However, those
models can be computationally expensive to be applied in practice, especially when the dimension is
too high. More recently, Vicari and Vichi (2013) proposed a general regression model to account for
both between-cluster and within-cluster variations. Meinshausen et al. (2015) proposed a maxmin
effects approach under the mixture model. Zhao et al. (2016) proposed a partially linear regression
framework to model massive heterogeneous data. Tang and Song (2016); Ma and Huang (2017)
proposed fused penalties to estimate regression coefficients in order to identify subpopulations. Wang
et al. (2018) proposed a locally-weighted penalized model by incorporating a progression score in
the local kernels. However, those models are not designed to characterize the globally-shared and
group-specific structures. It is desirable to build a model that can identify such structures, quantify
prediction errors, and draw interpretable and generalizable scientific conclusions.
There is a large literature in studying data heterogeneity for unsupervised learning. Principal
component analysis (PCA) (Wold et al., 1987) techniques are popular, due to their computational
simplicity and theoretical soundness. The joint and individual variations explained (JIVE) method
(Lock et al., 2013) decomposes joint and individual low-rank signals across multiple sources of data.
More recent extensions of JIVE can be found in Feng et al. (2018); Gaynanova and Li (2019); Park
and Lock (2019). These methods can be easily extended to decompose data from multiple subgroups.
Zhou et al. (2015) proposed a matrix factorization framework for common and individual feature
extraction for multi-block data.
Closely related to PCA, another popular technique to handle data heterogeneity is factor models.
Factor models are useful unsupervised learning tools to model dependence among multiple variables.
The relationship between PCA and factor models is well-studied in the literature (Joliffe and Morgan,
1992; Stock and Watson, 2002; Bai and Ng, 2002). Factor models assume that the variations among
variables are driven by latent factors residing in a low-dimensional space. More recently, Fan et al.
(2018) proposed a factor model framework to model the heterogeneity from different subgroups.
They used the factor model in the context of Gaussian graphical models to estimate common and
individual graphs from different groups. Their structural assumption on the data matrices can be
generalizable to predictive modeling.
In this paper, we focus on supervised learning, and propose a novel factor regression model for
heterogeneous data with jointly-shared and group-specific structures. We assume that the leading
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factors in each group drive the majority of variation, which contributes to the heterogeneity effects.
After the majority of variation has been removed, the residual signals are assumed to be homogeneous
across subgroups, i.e. they have the same covariance matrix. Under this framework, the predictors
in the proposed model can be decomposed into heterogeneous factors and homogeneous signals.
Correspondingly, in our proposed model, the regression coefficients associated with the factors are
group-specific, whereas the regression coefficients associated with homogeneous signals are shared
across groups. We use PCA to estimate factors and homogeneous signals. Since the estimated
factors and homogeneous signals are orthogonal, their coefficients can be estimated separately. The
low-dimensional heterogeneous regression coefficients can be directly estimated by the ordinary
least squares (OLS). After projecting the responses on the estimated factors in each group, their
residuals can be aggregated together to perform a global regression. When the dimension is high, the
homogeneous signals’ coefficients are hard to be estimated. In light of penalization methods (Hoerl
and Kennard, 1970; Tibshirani, 1996; Zou and Hastie, 2005), we propose a flexible penalized least
squares method to solve for the high-dimensional coefficients. In the least squares problem, we use
the adaptive thresholding estimator (Cai and Liu, 2011) to estimate the covariance of homogeneous
signals. As for prediction, we propose a data-driven trace maximization step to estimate factors and
homogeneous signals in the test set before applying our model for prediction.
We establish estimation consistency for our proposed estimators using either an `2 or `1 penalty.
In terms of prediction accuracy, we study the prediction error of our method in both theoretical
and simulation studies, and demonstrate that the proposed model attains a good balance between
a global model and a group-specific model. Furthermore, we show that our method is robust
when the underlying model is group-specific, and has comparable prediction performance with
respect to the group-specific model. We apply our method to the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) data to show the competitiveness of our model in terms of model prediction and
interpretability.
The rest of paper is organized as follows. In Section 3.2, we introduce the factor decomposition
of heterogeneous and homogeneous signals and a corresponding regression model. In Section 3.3, we
introduce the model estimation and a data-driven approach to estimate factors in the testing data
for prediction. In Section 3.4, we study the estimation and prediction consistency of our proposed
method, and compare it with the group-specific and global models under different scenarios. In
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Section 3.5, we conduct simulated experiments to evaluate the performance of our model under
different settings, and compare it with the global and the group-specific models. In Section 3.6, we
apply our model to the ADNI data for predicting the clinical score. We conclude the paper with
some discussion in Section 3.7.
3.2 Motivation and Model Framework
Factor models are useful to model dependence among multiple variables, if these variables are
driven by some latent factors. For heterogeneous data, the subgroup heterogeneity can be captured
by the group-specific latent factors. After removing such latent factors, different subgroups can
be viewed as homogeneous samples for a joint analysis. In this section, we first motivate our
proposed model by introducing two simple models in Section 3.2.1. Then we briefly review the factor
decomposition for heterogeneous data and propose our new factor regression model in Section 3.2.2.
3.2.1 Motivation
We first introduce some notations. Assume that the data come from G groups. There are ng
samples in the gth group, each having the same set of p explanatory variables. Let {Xg,Yg}Gg=1 be
the observations from G groups, where Xg ∈ Rng×p is the data matrix and Yg ∈ Rng is the response
vector.
There are two commonly used approaches in the regression setup for heterogeneous subpopulations.
On one hand, ignoring the group information, one can use a global model:
Y = µ∗ + Xβ∗ + ε, (3.1)
where Y = (Y ′1 , . . . ,Y ′G)
′ and X = (X′1, . . . ,X′G)
′. In this model, all the subgroups share the same
intercept and regression coefficients. The global model ignores the heterogeneity from subgroups and






g + εg. (3.2)
However, this model may not be efficient enough by ignoring the shared information across subgroups.
36
These global and group-specific models motivate us to consider a model in between, under which the
group-specific heterogeneity and homogeneity across subgroups can be both accounted for. This
can be achieved by using a factor model that decomposes covariates into the heterogeneous and
homogeneous components.
3.2.2 Factor Model Framework
To model the heterogeneous effect introduced by groups, assume that the data matrix Xg can be
decomposed as
Xg = FgΛg + Ug, (3.3)
where Fg ∈ Rng×Kg is the factor matrix, Λg ∈ RKg×p is the loading matrix and Ug ∈ Rng×p is the
homogeneous signals, also known as idiosyncratic errors in the factor model literature (Bai et al.,
2008). The number of random factors Kg can vary among groups.
Denote the ith row of Xg, Fg, Ug by xg,i, fg,i and ug,i respectively. By (3.3) we have xg,i =
Λ′gfg,i + ug,i. We assume fg,i and ug,i are uncorrelated and satisfy E(fg,i) = 0, cov(fg,i) = IKg×Kg ,
E(ug,i) = 0 and cov(ug,i) = Σu. Hence, for each sample in group g, we have the following
decomposition of its covariance matrix:
cov(xg,i) = Λ′gΛg + Σu,
which is the sum of the group-specific low-rank matrix Λ′gΛg capturing group-specific heterogeneity,
and the matrix Σu that is homogeneous across different groups.
In this paper, we adopt the approximate factor model (Stock and Watson, 2002) by assuming






which is the maximum number of non-zero entries in the row of Σu.






∗ + εg. (3.4)
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Here, µ∗g is the true group mean vector, γ∗g ∈ RKg is the true group-specific coefficients for Fg,
β∗ ∈ Rp is the common coefficients shared across G groups for Ug, and εg is the noise term and has
variance σ2. In (3.4), γ∗g ’s vary across G groups, and they characterize the heterogeneity induced by
factors in the regression model. Moreover, the group mean term µ∗g contributes to the heterogeneity
in the regression model (3.4) as well. When the heterogeneous effect is removed from (3.4), we have
the same coefficients β∗ for Ug across G groups.
From (3.4), we can see that the heterogeneity is modeled by µ∗g + Fgγ∗g . After adjusting this
heterogeneous term, the remainder term Ugβ∗ is homogeneous. Model (3.4) implies that, for the





This decomposition shows that the variance can be decomposed as the sum of a group-specific part
γ∗g
′γ∗g , a homogeneous part β∗′Σuβ∗, and the background noise σ2. This decomposition allows us
to account for heterogeneity among subgroups, and at the same time borrow information across
subgroups to model homogeneous effects.
One special case of our proposed model (3.4) is when there is no group-specific factor, i.e. Fg = 0.




∗ + εg. (3.5)
This model lies between the global model (3.1) and the group-specific model (3.2). It is different
from (3.1) since it adjusts the group mean. It is different from (3.2) since different groups share the
common regression coefficients. We refer to (3.5) as the “Factor-0” model.
3.3 Model Estimation and Prediction
In this section, we introduce the model estimation procedure and a data-driven way to estimate
factors in the testing data for prediction. The overall training procedure consists of two steps.
First, we estimate the factors and homogeneous signals from the training data. Second, we estimate
the regression coefficients using the estimated factors and homogeneous signals. In Section 3.3.1,
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we introduce how the factors can be estimated from PCA. In Section 3.3.2, we introduce our
procedure for estimating model parameters. After the model is trained, in Section 3.3.3, we propose
a data-driven procedure to estimate factors in the testing data in order to make predictions.
3.3.1 Factor Model Estimation
For group g, estimation of Fg and Λg can be formulated into the optimization problem below:
min
Fg ,Λg
‖Xg − FgΛg‖F ,





where ‖ ·‖F denotes the matrix Frobenius norm. The solution to (3.6) can be obtained by performing
the eigendecomposition of matrix XgX′g. Following the standard PCA procedure, we estimate Fg
by F̂g, where the kth column of F̂g is
√
ng times the eigenvector corresponding to the kth largest




−1F̂′gXg. The homogeneous signal matrix Ug can hence be estimated by the residual
matrix Ûg = Xg − F̂gΛ̂g.
We now consider estimating the number of factors Kg. In the literature, several estimators have
been proposed to solve this problem (Bai and Ng, 2002; Lam et al., 2012; Ahn and Horenstein, 2013).
In this paper, we consider the following estimator:







where λk(·) denote the kth largest eigenvalue (Lam et al., 2012). Here, Kmax is a pre-determined
upper bound for the number of factors. This estimator was shown to be a consistent estimator (Ahn
and Horenstein, 2013) for the true Kg and is simple to implement in practice.
3.3.2 Regression Coefficients Estimation
Given F̂g and Ûg as discussed in Section 3.3.1, we can then estimate the model parameters µ∗g,
γ∗g and β∗. The factor decomposition (3.3) projects the original signals onto the low-dimensional
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space spanned by Fg and the space spanned by Ug, which is orthogonal to Fg. Due to the properties
of eigendecomposition, we have F̂g and Ûg orthogonal to each other. Hence, we can estimate the
regression coefficients γ∗g and β∗ in (3.4) separately. Given F̂g, µ∗g and γ∗g can be estimated by the
following OLS estimators:




where Ȳg denotes the sample mean of the response in group g.
As a remark, we note that the factor matrix Fg and the coefficients γ∗g are not separately
identifiable, since for any orthogonal matrix Hg, we have Fgγ∗g = FgH′gHgγ∗g . Hence (Fg,γ∗g ) cannot
be identified from (FgH′g,Hgγ∗g ). In practice, it does not matter which one is used, since the linear
space spanned by the columns of FgH′g is the same as that by those of Fg.
For homogeneous regression coefficients β∗, since they are shared across groups, we can aggregate
the residuals from the response and the factor projection to perform a global regression to estimate
β∗. Denote the aggregated residual vectors from the response as Ỹ = (Ỹ ′1 , . . . , Ỹ ′G)
′, where Ỹg =
Yg − µ̂g − F̂gγ̂g. Let U = (U′1, . . . ,U′G)′ and Û = (Û′1, . . . , Û′G)′. Under the high-dimensional











+ λP (β), (3.9)
where P (β) is a penalty function and λ is a tuning parameter, whose optimal value is chosen
by cross-validation. In particular, we consider an `1-penalty that P (β) =
∑p
j=1 |βj | and an `2-









respectively. In (3.9), Σ̂u is an estimator of Σu. To obtain such an estimator, we use the adaptive















 σ̂ii, i = j,sij(σ̂ij), i 6= j, (3.10)
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where sij(·) is any thresholding function that satisfies that for all z ∈ R,
sij(z) = 0 when |z| ≤ τij , and |sij(z)− z| ≤ τij . (3.11)
Here, τij = Cωn
√





log p/n. Examples of thresholding functions satisfying (3.11) include the hard thresholding
(sij(z) = zI(|z|≥τij)), soft thresholding (sij(z) = sgn(z)(|z| − τij)+), the smoothly clipped absolute
deviation (Fan and Li, 2001), and the adaptive lasso thresholding (Rothman et al., 2009).
We conclude this section by summarizing the overall training procedure as follows:
1. For g = 1, . . . , G,
(a) Estimate Kg from (3.7).
(b) Perform PCA on XgX′g to obtain F̂g. Estimate µ∗g and γ∗g from (3.8).
(c) Compute projection matrix Pg = F̂1,g(F̂′1,gF̂1,g)−1F̂′1,g, where F̂1,g = (1, F̂g).
2. Let H = diag{I−P1, . . . , I−PG} be the block diagonal matrix. Compute the aggregated signals
Û = HX, Ỹ = HY . Estimate Σ̂u from Û using (3.10). Solve the optimization problem (3.9) to
estimate β∗.
3.3.3 Prediction
After training the model, in order to make predictions on the testing data, we need to estimate
factors and homogeneous signals in the testing data. In practice, they are not observable. In this
section, we propose a data-driven procedure to estimate them based on the estimated loading matrix.
Let Xg,∗ ∈ Rng,∗×p denote the testing data matrix from group g. We aim to estimate the factor
matrix Fg,∗ ∈ Rng,∗×Kg and the homogeneous signal matrix Ug,∗ ∈ Rng,∗×p. Note that the number
of columns for Fg,∗ is the same as that of Fg.
Motivated by (3.6), we assume that the training and testing data from the same group have the
same factor decomposition with the same loading matrix Λg. Hence, given Λ̂g from the training
data, we propose to estimate Fg,∗ by solving
min
Fg,∗
‖Xg,∗ − Fg,∗Λ̂g‖F ,
s.t. F′g,∗Fg,∗ = ng,∗I.
(3.12)
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In this section, we study the statistical properties of the proposed estimator. Without loss of




∗ + εg. (3.13)
We establish the following theoretical results. First, we prove in Theorem 1 that the proposed
estimators are consistent up to a rotation of the true parameters. As a corollary, we give an upper
bound of the prediction error for the proposed method. Second, we show in Theorems 2 and 3 that
if (3.13) is true, the group-specific model and the global model have worse predictions than our
proposed method. On the other hand, we show in Theorem 4 that even if one assumes each group
has a distinct model, our method can have the same prediction error as the group-specific model
when p is sufficiently large. Thus, our method is robust to model mis-specification.
First, we introduce some notations. For a matrix A ∈ Rp×p, let λmin(A) and λmax(A) denote
its minimum and maximum eigenvalues respectively. Let ‖A‖F =
√
tr(A′A), ‖A‖ = λmax(A′A),
‖A‖1 = maxj≤p
∑p
i=1 |aij | and ‖A‖max = maxi,j≤p |aij | denote its Frobenius, `2, `1 and elementwise




j , ‖b‖1 =
∑p
j=1 |bj | and
‖b‖∞ = maxj≤p |bj | denote its `2, `1 and maximum norms respectively, and define its support as
{j : bj 6= 0}. In addition, we let nmax = maxg≤G ng, n =
∑G
g=1 ng and [m] = {1, . . . ,m} for a
general positive integer m. In addition, we introduce the following definitions.
Definition 1. A vector β ∈ Rp is called s-sparse if and only if its support’s cardinality is at most s.
Definition 2 (RE Condition). A matrix Σ is said to satisfy the restricted eigenvalue (RE) condition
if and only if there exists a positive constant κ, such that β′Σβ ≥ κ‖β‖2 for any β ∈ C(S) = {β ∈
Rp : ‖βSc‖1 ≤ 3‖βS‖1}, where S ⊂ [p] and Sc denotes its complement.
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3.4.1 Consistency of the Factor Regression Method
To establish the consistency of our proposed method, we need to impose the following conditions.
Assumption 1 (Pervasiveness). There exist positive constants Cmin and Cmax > 0 such that, for








Assumption 2. For any g ∈ [G], assume that both {fg,i}i≤ng and {ug,i}i≤ng are independent and
identically distributed sub-gaussian random variables with zero means and covariance as IKg×Kg and
Σu, respectively. More explicitly, assume for any α ∈ RKg , γ ∈ Rp and s > 0, there exists C > 0
such that P(|α′fg,i| > s) ≤ exp(−Cs2/‖α‖2) and P(|γ ′ug,i| > s) ≤ exp(−Cs2/‖γ‖2). Morever,
assume {fg,i}i≤ng are uncorrelated with {ug,i}i≤ng .
Assumption 3. There exist positive constants c1 and c2 such that λmin(Σu) > c1 and ‖Σu‖1 < c2.
Assumption 4. For any g ∈ [G], j ∈ [p] and i1, i2, i ∈ [ng], there exists a positive constant M such
that
(a) ‖λg,j‖∞ < M , where λg,j denotes the jth column of Λg;
(b) E[p−1/2{u′g,i1ug,i2 − E(u
′
g,i1
ug,i2)}]4 < M ;
(c) E‖p−1/2
∑p
j=1 λg,jug,ij‖4 < M .
Assumption 1 is a typical pervasiveness assumption to ensure that the latent factors can be
well estimated by the PCA method (Bai and Ng, 2013; Fan et al., 2013). Such an assumption
assumes that the latent factors affect a large proportion of variables and is commonly used in the
factor analysis literature. Assumption 2 is a typical sub-gaussian assumption on the latent factors
and the idiosyncratic components. Assumption 3 is a regularity condition on Σu. Assumption 4
is a collection of technical conditions needed to establish the factor estimation consistency. Such
conditions are commonly used in the factor analysis literature (Bai, 2003; Bai et al., 2008; Fan
et al., 2013). Given these conditions, we show that under model (3.13), the proposed estimators are
consistent.
Theorem 1. Suppose Assumptions 1–4 hold, log p = o(n2/39), n = o(p2) and mpωn = o(1). Then,
it follows that
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p), where γ̂g is as defined in (3.8), Hg = D̂−1g F̂′gFgΛgΛ′g, and
D̂g is a K̂g × K̂g diagonal matrix consisting of the K̂g largest eigenvalues of XgX′g.
(b) In (3.9), if we choose an `2-penalty and λ = C max{n3/4max/n,
√
nmaxp/n} for some large enough

















(c) Assuming that β∗ is s-sparse, Σu satisfies the RE condition and sωn = o(1), if we choose an






for some large enough constant C, we have









Statement (a) shows that γ̂g is consistent to γ∗g up to a rotation given by Hg. When the latent
factors are known, the oracle convergence rate of γ̂g is OP (1/
√
ng). Compared with this oracle rate,
the extra term of OP (1/
√
p) is essentially due to the estimation error of latent factors; see Lemma 1
(a). When p n, such a term is ignorable and the oracle rate can be attained. This is because in
that situation many variables can be used to estimate the latent factors. The error in estimating
latent factors is so small that it will not affect the convergence rate of γ̂g. This is essentially due to
a blessing of dimensionality property of factor analysis, which has been studied in Li et al. (2018).
Statements (b) and (c) show that the proposed penalized estimator in (3.9) is consistent to β∗, no
matter whether an `1 or `2 penalty is imposed. To simply the discussion, suppose we assume that
n1 = · · · = nG, mp and G are bounded, then the convergence rates in (3.14) and (3.15) reduce to
‖β̂ridgeλ − β

















It was studied in Hsu et al. (2012) that the minimax rate of a Ridge estimator in a linear regression
model is OP (
√
p/n) if no sparsity assumption is assumed. Compared with this minimax rate, our
method has an extra term of OP (1/n1/4), which is again due to the error for estimating latent
factors; see Lemma 4. However, when p n, such a term is ignorable and the minimax rate can
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be obtained. A similar conclusion can be drawn for the Lasso estimator. In (3.16), the term of
OP (
√
s log p/n) agrees with the minimax rate of the standard Lasso problem (Raskutti et al., 2011).
The extra term of OP (
√
s/p) comes from the estimation error Σ̂u; see Fan et al. (2013). This term
is ignorable when p n, in which case the minimax rate is attained.






λ denote the prediction of Yg given by
the Ridge and Lasso estimators. The following corollary gives the upper bounds of the corresponding
prediction errors.









































































Ŷ ridgeg,λ − E(Yg|Fg,Ug)
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Ŷ lassog,λ − E(Yg|Fg,Ug)
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In (3.19), the term of OP (
√
p/n) agrees with the minimax rate of the prediction error given by the
Ridge estimator in a standard linear regression problem (Dicker et al., 2016; Dobriban et al., 2018).
In (3.20), the term of OP (
√
s log p/n) agrees with the prediction error given by the Lasso estimator
in the standard setting (Bickel et al., 2009). All other terms are ignorable when p n.
In conclusion, these results show that our proposed estimators can have the same convergence
rates as the Ridge and Lasso estimators have under the standard homogeneous linear regression
model, which is simpler than the heterogeneous model we considered.
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3.4.2 Consistency of Group-specific and Global Models
In this section, we study the statistical properties of the group-specific and the global models,
when the underlying model follows (3.13). We show that in this case our proposed method has an
advantage over these two models in terms of the prediction error.
We rewrite (3.13) as
Yg = X̃gβ
∗ + Fgδg + dpUgβ
∗ + εg, (3.21)
where X̃g = p−1/2Xg, δg = γ∗g −p−1/2Λgβ∗ and dp = 1−p−1/2. Here, we standardize Xg by dividing
it by p1/2. The reason is that due to the pervasiveness assumption, ‖Xg‖ is unbounded, which is
different from the typical linear regression model. Therefore, we rescale it to be X̃g. Then, the





‖Yg − X̃gβ‖2 + λP (β), (3.22)





‖Y − X̃β‖2 + λP (β), (3.23)
where X̃ = (X̃′1, . . . , X̃′G)
′, λ is a tuning parameter and P (β) is a general penalty function. Similarly





λ,global respectively. Next, we give the convergence rates of estimators in the
group-specific and global models in Theorems 2 and 3, respectively.
Theorem 2. Suppose Assumptions 1-3 hold and log p = o(n), then it follows that
(a) If we use an `2-penalty in (3.22) and choose λ = C/
√
















(b) Assuming that β∗ is s-sparse, Λ′gΛg/
√
p satisfies the RE condition and s
√
log p/(ngp) = o(1), if
we use an `1-penalty in (3.22) and choose λ = C{(1 +
√






some large enough constant C, we have




















g,λ be the predictions of Yg given by the Ridge and
Lasso estimators for the group-specific model. We have the following upper bounds of their prediction
errors.












































Theorem 3. Suppose Assumptions 1-3 hold and log p = o(n), then it follows that
(a) If we use an `2-penalty in (3.23) and choose λ = C/
√
























(b) Assuming that β∗ is s-sparse, Λ′gΛg/
√
p satisfies the RE condition, and s
√
log p/(ngp) = o(1) for















for some large enough constant C, we have



























λ,global be the predictions of Yg given by Ridge and
Lasso estimators for the global model. Their prediction errors are given by the following corollary.
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Since under (3.13), ‖δg‖ ≤ ‖γ∗g‖+ p−1/2‖Λg‖‖β∗‖ = O(1) for all g ∈ [G] and dp = O(1), if we





‖ = OP (
√
p/n) for the Ridge estimator. Compared with the predictor error of our
Ridge estimator, which is in the order of OP (
√
p/n), these two methods are worse by a factor
of
√
n, which is due to the mis-specified model (3.13). Similarly for the Lasso estimator, when
n1 = · · · = nG and G is bounded, (3.27) and (3.31) reduce to ‖(1/ng)
{







s log p/n). Compared with our Lasso estimator, they have an extra term of
√
s/n,
which also comes from model mis-specification and is non-ignorable.
3.4.3 Robustness
In this section, we study the problem that if each group follows a distinct model
Yg = X̃gβ
∗
g + εg, (3.32)
how well does our method perform under this model assumption? In other words, we study how
robust our method is under model mis-specification. Here, we still use the rescaled X̃g as the design















Compared with (3.13), we see that p−1/2Λgβ∗g and p−1/2β∗g can be viewed as γ∗g and β∗ in our
proposed model. Under the model assumption in (3.32), we have the following results.
Theorem 4. Suppose Assumptions 1–3 hold, log p = o(n2/39), n = o(p2) and mpωn = o(1). Then,
for any g ∈ [G], it follows that




p), where Hg is as defined in Theorem 1.































(c) Assuming that β∗g is s-sparse and Σu satisfies the RE condition, if we use an `1-penalty in (3.9)



























Using Theorem 4, we give the upper bounds of the prediction errors given by our proposed
method, when the underlying model follows (3.32).
Corollary 4. Under the assumptions of Theorem 4, for each g ∈ [G], we have
‖ 1
ng








































When n1 = · · · = nG and G is bounded, (3.33) and (3.34) further reduces to
‖ 1
ng







































We compare these convergence rates with the ones given by the group-specific model. As the true
model (3.32) is a special case of (3.21) by treating dp = 0 and δg = 0, it follows from Theorem 2 that
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the prediction errors of the group-specific model are OP (
√
p/ng) and OP (
√
s log p/ng), when using
either a Ridge or a Lasso estimator. Comparing then with (3.35) and (3.36), we find that the Ridge
estimator of our model has the same rate as the group-specific Ridge estimators; see (3.35). As for
the Lasso estimator, when p is small, our model converges in a rate of
√
s/(np), which is slower
than that of the group-specific model by a factor of
√





g′ , instead of β
∗
g , and our model needs to estimate Σu, which introduces an
extra error of OP (
√
s/(np)). However, when p n, all these terms are negligible, and our model
still has the same convergence as the group-specific model. In conclusion, we have shown that even
if the true model is group-specific, our method still has comparable prediction as the group-specific
model, especially when the dimension p is high.
3.5 Simulation Studies
In this section, we perform two simulation studies to compare our proposed model with the
global, the group-specific, and the Factor-0 models. In both studies, we choose G = 3, p = 200,Kg =
3, ng = 100 for any g ∈ [G], generate 300 training samples to train all four models and evaluate their
performances on an independent test set of 300 samples. In particular, we use mean squared error
(MSE) between predicted response values and true response values on testing samples to evaluate
the testing performance. We repeat simulations for 50 times. In setting 1, we generate data from
our proposed model. In setting 2, we generate different models for different groups.
3.5.1 Setting 1: Under Proposed Model
We first generate data from the proposed model in (3.4). For any g ∈ [G], we generate {fg,i}i≤ng
as i.i.d. samples from N (0, IKg×Kg). We set
Λg =







To ensure Λg satisfies the pervasiveness assumption (Assumption 1), we first choose a posi-
tive definite matrix R ∗ sgs′g , where R = (rij) with rij = 0.1|i−j|, sg = (
√




(λ1,1, λ1,2, λ1,3) = (7.0, 3.5, 1.2), (λ2,1, λ2,2, λ2,3) = (10, 3.9, 1.2), (λ3,1, λ3,2, λ3,3) = (13, 3.9, 1.1), and
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∗ denotes elementwise matrix multiplication. Then, we perform an eigendecomposition on it to
obtain R ∗ sgs′g = VgDgV′g, where Dg is the diagonal matrix consisting of its eigenvalues. Next,
we set Λ1g = QgD
1/2
g V′g, where Qg is a random orthonormal matrix, and Λ2g = QgTg, where Tg
is a Kg × (p−Kg) matrix whose elements are randomly generated from Unif(−1/20, 1/20). This
construction of Λg ensures that it has spiked eigenvalues as required by the pervasiveness assumption
and its rank is Kg. We further generate {ug,i}i≤ng as i.i.d. samples from N (0,Σu), where Σu is
a diagonal matrix whose diagonal elements all equal to 0.03. As for the coefficients in (3.4), we
choose µ∗g = g for g = 1, 2, 3. We set γ∗1 = (h, h, 2h)′, γ∗2 = (h, 2h, h)′ and γ∗3 = (2h, h, h)′, where
we let h change so that as it increases the between-group heterogeneity increases accordingly. We
consider two settings of β∗. For a sparse β∗, we set β∗ = (210,090,210,090)′, where mL denotes a
L-dimensional vector with elements all equal to m; for a dense β∗, we set β∗ = (180,020,180,020)′.
Finally, we generate the error term ε as i.i.d samples from N (0, 4).
Under this model generation scheme, Figure 3.1 shows how the MSEs of these four methods
change as h varies. When β∗ is sparse, all methods use an `1 penalty; when β∗ is dense, all
methods use an `2 penalty. The optimal tuning parameters in these methods are chosen by 10-fold
cross-validation. It is clearly seen that for most h, our model performs the best. Due to model
mis-specification, the group-specific model loses some efficiency in estimating the homogeneous part
of (3.21) separately, and the global model entirely ignores the heterogeneity. The Factor-0 model
adjusts for group means, therefore it is better than the global model. However, it is still worse than
the proposed full model, indicating that some additional heterogeneity has not been fully taken into
account in the Factor-0 model. When h increases, the true model (3.4) becomes more group-specific
and less homogeneity can be utilized to estimate the common β∗. In this case, the group-specific
model gradually outperforms our method. They both become much better than the global and the
Factor-0 models.
3.5.2 Setting 2: Under Group-specific Model
Next, we generate different models for different groups and inspect how robust our model is
under such a scenario. We generate fg,i the same way as we did in the first study and ug,i as i.i.d
samples from N (0,Σu), where Σu = (σu,ij) with σu,ij = 0.1|i−j|0.03 if |i − j| ≤ 2; and σu,ij = 0
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Figure 3.1: The MSE curves given by the four models. The left panel represents results for a sparse
β∗ and the right panel represents results for a dense β∗. The shaded areas represent the standard
errors of MSEs in the 50 simulations.
otherwise. For Λg, we set Λg = Q̃g ∗sg, where sg is the same as in the first study and Q̃g is a random
Kg × p orthonormal matrix. Then, we use these elements to generate Xg according to (3.3) and
normalize it to obtain the design matrix X̃g. Given X̃g, for any g ∈ [G], we generate Yg from (3.32)
by setting µg = g for g ∈ [G], generating ε as i.i.d. samples from N(0, 4), and choosing two kinds
of β∗g . For sparse β∗g , we set β∗1 = (10h, 10h,−10h,1010,0187), β∗2 = (10h,−10h, 10h,1010,0187)
and β∗3 = (−10h, 10h, 10h,1010,0187). For dense β∗g , we set β∗1 = (10h, 10h,−10h,180,0117),
β∗2 = (10h,−10h, 10h,180,0117) and β∗3 = (−10h, 10h, 10h,180,0117).
Under this model generation scheme, Figure 3.2 shows the MSE curves of the four methods,
which are computed the same way as in the first study. For sparse β∗g , when h is small, the differences
among the group-specific, the Factor-0 and our method are marginal, which agrees with what
we proved in Corollary 4. When h gets larger, the group difference dominates. In this case, the
group-specific model gives the best prediction, even though our model is not too far behind it.
Compared with these two models, the global and the Factor-0 models are much worse as they fail
to recognize the group difference. For a dense β∗, when h is small, all other models have similar
performance except for the global model. As h gets larger, our model becomes slightly worse than
the group-specific model for the same reason as discussed in the sparse case. But the performance
of the Factor-0 model deteriorates much faster. In conclusion, this study shows that our method’s
performance is still acceptable even when the underlying models in various groups are different.
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Figure 3.2: The MSE curves given by the four models. The left panel represents results for sparse
β∗g and the right panel represents results for dense β∗g . The shaded areas represent the standard
errors of MSEs in the 50 simulations.
3.6 Applications to ADNI Data Analysis
Alzheimer’s Disease is an irreversible neurodegenerative disease that results in a loss of mental
functions caused by the deterioration of brain. It is the most common cause of dementia among
people over the age of 65, affecting an estimated 5.5 million Americans, yet no prevention methods
or cures have been discovered. The ADNI was started in 2004 with a goal to track the progression of
the disease using biomarkers, and use clinical measures to assess the brain’s function over the course
of the disease states. In this section, we apply our method to the ADNI data. We are interested
in predicting the ADAS-Cog scores by structural magnetic resonance imaging (MRI) scans. All
subjects in our analysis are from the ADNI2 phase of the study. There are in total 697 subjects
in our analysis and 5 groups: NC, SMC, eMCI, lMCI, and AD, ordered by the disease severity.
The MRI images were preprocessed, using anterior commissure - posterior commissure correction,
intensity inhomogeneity correction, skull stripping, cerebellum removal based on registration with
atlas, spatial segmentation and registration. After registration, we obtain the MRI data with 93
regions of interest (ROIs). For each of the 93 ROIs, we compute the volume of gray matter as a
feature. As a result, for each subject, we finally obtain 93 MRI features. Our goal is to predict the
ADAS-Cog scores using the 93 MRI features, together with the group information.
We randomly partition the whole dataset into two parts: 75% for training the model and the
rest for testing the performance. We repeat the random split for 100 times. The testing mean
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squared errors (MSEs) and the corresponding standard errors are reported in Table 3.1 (overall
performance) and Table 3.2 (groupwise performance). We compare four models: the global model
(3.1), the group-specific model (3.2), the Factor-0 model (3.5) and our proposed model as shown in
(3.4). For each model, we use three penalty functions, the `2 penalty (Ridge), the `1 penalty (Lasso),
and the Elastic Net (EN) penalty with the bridging parameter 0.5.
Penalty Global Group-specific Factor-0 Proposed
Ridge 27.52 (0.33) 15.70 (0.19) 15.17 (0.18) 15.04 (0.18)
EN 28.23 (0.33) 16.26 (0.21) 15.47 (0.18) 15.40 (0.18)
Lasso 28.27 (0.34) 16.39 (0.23) 15.49 (0.19) 15.45 (0.18)
Table 3.1: Overall MSEs for the four models on the ADNI data.
Group Global Group-specific Factor-0 Proposed
Penalty = Ridge
NC 16.66 (0.38) 6.24 (0.09) 6.50 (0.10) 6.19 (0.10)
SMC 14.52 (0.31) 6.68 (0.15) 6.43 (0.15) 6.54 (0.15)
eMCI 18.37 (0.41) 10.26 (0.19) 9.84 (0.19) 9.82 (0.19)
lMCI 19.17 (0.38) 16.75 (0.32) 15.61 (0.30) 15.92 (0.32)
AD 73.55 (0.38) 41.25 (0.32) 40.00 (0.30) 39.28 (0.32)
Penalty = Elastic Net
NC 16.79 (0.38) 6.45 (0.09) 6.40 (0.11) 6.37 (0.09)
SMC 15.46 (0.38) 7.12 (0.09) 6.78 (0.11) 6.96 (0.09)
eMCI 18.65 (0.38) 10.59 (0.09) 10.13 (0.11) 10.22 (0.09)
lMCI 20.26 (0.38) 18.32 (0.09) 16.14 (0.11) 16.43 (0.09)
AD 75.00 (0.38) 41.49 (0.09) 40.54 (0.11) 39.64 ( 0.09)
Penalty = Lasso
NC 16.69 (0.38) 6.49 (0.09) 6.41 (0.11) 6.37 (0.09)
SMC 15.57 (0.38 ) 7.16 (0.09) 6.84 (0.11) 7.05 (0.09)
eMCI 18.44 (0.38) 10.73 (0.09) 10.17 (0.11) 10.26 (0.09)
lMCI 20.36 (0.38) 18.53 (0.09) 16.21 (0.11) 16.50 (0.09)
AD 75.40 (0.38) 41.73 (0.09) 40.47 (0.11) 39.68 (0.09)
Table 3.2: Groupwise MSEs for the four models on the ADNI data.
As shown in Tables 3.1 and 3.2, our proposed models achieve promising performance in most cases.
Global model performs the worst, since it does not utilize the label information at all. Group-specific
model does not perform as well as our proposed models because it does not borrow information across
different groups. Note that the Factor-0 model achieves great improvement over the global model,
which demonstrates that the difference on group means is the main source of the heterogeneous
effect on the clinical scores across the five groups. It is seen in Table 3.2 that our model achieves the
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greatest improvement on the AD patients over the other models, which indicates that the effects of
heterogeneous factors identified in the AD group are much stronger than those in other groups. This
appears to be reasonable, since the brain structure of AD patients is significantly more impaired.
Our model has good interpretations. In this real dataset, we can interpret variations due to
identified factors as disease-specific variations, and the variation due to the homogeneous signals as
the disease-shared variation among all groups. Figure 3.3 gives the heatmaps of Σ̂x,g = (1/ng)X′gXg
(the top row), where Σx,g = cov(xg,i), and Σ̂u,g (the bottom row), which is obtained by applying an
adaptive soft threshold to Σ̂x,g − Λ̂′gΛ̂g. The left, middle and right columns of Figure 3.3 are for
the NC, eMCI and AD groups respectively. From Figure 3.3, we can see that the bottom row looks




Figure 3.3: Heatmaps of the covariance matrices corresponding to original signals and homogeneous
signals in NC, eMCI and AD groups. The top row represents Σ̂x,g and the bottom row represents
Σ̂u,g. The left, middle and right panels represent the NC, eMCI and AD groups respectively.
We further represent brain connections using precision matrices estimated from Gaussian graphical
models (Cai et al., 2011). Let Ωx,g = Σ−1x,g, ΩΛ′Λ,g = (Λ′gΛg)−1 and Ωu = Σ−1u . In Figure 3.4, we
demonstrate the heatmaps of adjacency matrices corresponding to estimated precision matrices for
the NC and AD groups. We choose two tuning parameters (ν = 0.2 and ν = 0.3) in the Gaussian
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graphical model to give graphs at different sparsity levels. The top, middle and bottom panels
correspond to Ω̂x,g, Ω̂Λ′Λ,g and Ω̂u,g respectively, where Ω̂u,g is the Gaussian graphical estimators
of Ωu by only using data from group g. We can see that the heatmaps of Ω̂u,g in NC and AD groups
are much more similar than those of Ω̂x,g. In both plots, it is interesting to note that the heatmaps
of Ω̂Λ′Λ,g from the NC group are much denser than those from the AD group. This shows that the
AD patients may have a significant loss of brain connections. To further investigate this difference,
we explore the ROI connections that are selected in the NC group but not in the AD group on
Ω̂Λ′Λ,g. We find that the frontal, parietal and occipital lobes suffer significant loss of connections in
the AD group, which is consistent with the previous findings in the Alzheimer’s disease literature





(a) ν = 0.2
NC AD
(b) ν = 0.3
Figure 3.4: Heatmaps of the adjacency matrices corresponding to Ω̂x,g, Ω̂u,g and Ω̂Λ′Λ,g for NC
and AD groups with the tuning parameter (a) ν = 0.2, (b) ν = 0.3. For each panel, the top row
represents Ω̂x,g, the middle row represents Ω̂u,g and the bottom row represents Ω̂Λ′Λ,g. The left
column refers to NC and right column refers to AD. Each black dot in the plot indicates that the
corresponding two covariates are partially correlated.
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3.7 Conclusion
In this chapter, we propose a factor regression model for heterogeneous data with subpopulations.
Our proposed model decomposes the predictors into heterogeneous components driven by latent
factors and homogeneous components. We assume the group-specific latent factors explain the main
heterogeneous variations, and consequently, their associated coefficients can differ by groups. The
homogeneous components share the same covariance matrix, and as a result, they share the same
regression coefficients. As factors are unobserved, we first estimate them using the standard PCA
procedure. We use OLS to directly estimate the group-specific coefficients. For the homogeneous
regression coefficients, we propose a flexible penalized least square solution. For model prediction,
we also propose a data-driven procedure to estimate factors for testing data. Theoretical studies
on the estimation and prediction consistency under `2 and `1 penalties are established. We show
that our proposed model is robust under the group-specific model. Extensive simulation studies
further demonstrate the competitive performance of our proposed model over the global model and
the group-specific model, and our proposed model achieves a great balance between the two. Finally,
we apply the proposed method to the ADNI dataset for clinical score prediction and demonstrate
our model has good prediction power and meaningful interpretation.
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CHAPTER 4
Joint and Individual COmponent Regression (JICO)
4.1 Introduction
Many fields of scientific research involve the analysis of heterogeneous data. In particular, data
may appear in the form of multiple matrices, with data heterogeneity arising from either variables
or samples. One type of such data corresponds to multi-view/source data (Xu et al., 2013), which
have different sets of variables measured on the same set of samples. The sets of variables may
come from different platforms/sources/modalities. For example, in genomics studies, measurements
are collected as different biomarkers, such as mRNA and miRNA (Muniategui et al., 2013). The
other type of such heterogeneous data corresponds to multi-group data (Eslami et al., 2011), which
have the same set of variables measured on disparate sets of samples. The sets of samples lead to
heterogenous subpopulations/subgroups in the entire population. For example, in the Alzheimer’s
Disease (AD) study, subjects can have different subtypes: Normal Control (NC), Mild Cognitive
Impairment (MCI), and AD, where these subtypes are ordered by disease severity.
In this chapter, we focus on multi-group data and study the classical regression problem with
one continuous response. Although there are many well-established regression techniques for data
with homogeneous population, they may not be suitable for multi-group data. One naive approach
is to ignore data heterogeneity and fit a global model using these techniques. However, a single
global model is too restrictive because the diverse information from different subgroups can not
be identified. On the other hand, one can train separate group-specific models. Nevertheless, in
this way, the information that is jointly shared across different groups is not sufficiently captured.
Therefore, it is desirable to build a flexible statistical model that can simultaneously quantify the
jointly shared global information and individual group-specific information for heterogeneous data.
There are several existing works proposed in the literature under the context of regression for
multi-group data. Vicari and Vichi (2013) proposed a general regression model to account for
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both between-cluster and within-cluster variations. Meinshausen et al. (2015) took a conservative
prospective and proposed a maxmin effect approach that is reliable for all possible subsets of the data.
Zhao et al. (2016) proposed a partially linear regression framework for massive heterogeneous data,
and the goal is to extract common features across all subpopulations while exploring heterogeneity
of each subpopulation. Tang and Song (2016); Ma and Huang (2017) proposed fused penalties to
estimate regression coefficients that capture subgroup structures in a linear regression framework.
Wang et al. (2018) proposed a locally-weighted penalized model to perform subject-wise variable
selection. However, these models are not specifically designed to identify the globally-shared and
group-specific structures from covariates. To that end, Lock et al. (2013) proposed Joint and
Individual Variation Explained (JIVE) to learn joint and individual structures from multiple data
matrices by low-rank approximations. Although JIVE was originally proposed for multi-source data,
the formulation can be easily applied to multi-group data. Nevertheless, JIVE is fully unsupervised
and there is no response involved in the construction of joint and individual structures of data
matrices. Some extensions of JIVE can found in Zhou et al. (2015); Feng et al. (2018); Gaynanova
and Li (2019). All of these are under the unsupervised learning framework.
In this chapter, we propose Joint and Individual COmponent Regression (JICO), a novel latent
component regression model for multi-group data that covers JIVE as a special case. In particular,
our proposed model decomposes the response into jointly shared and group-specific components,
which are driven by low-rank approximations of joint and individual structures from the predictors
respectively. The joint structure is paired with a globally shared coefficient vector, whereas individual
structures correspond to group-specific regression coefficient vectors. Moreover, the choice of global
and individual ranks allows our model to cover global and group-specific models as special cases. For
model estimation, we formulate this framework under the representation of latent components and
propose an iterative algorithm to solve for joint and individual scores under the latent component
representation. To construct the latent scores, we utilize Continuum Regression (CR) (Stone and
Brooks, 1990), which provides a unified framework that covers OLS, PLS and PCR as special cases.
JICO attains a good balance between global and group-specific models, and further achieves its
flexibility by utilizing CR.
The rest of this chapter is organized as follows. In Section 4.2, we briefly review JIVE and
introduce our proposed JICO model. In Section 4.3, after two motivating special cases, we introduce
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our iterative model estimation procedure. In Sections 4.4 and 4.5, we evaluate the performance of
JICO by simulation studies and real data analysis on the ADNI dataset, respectively. In Section 4.6,
we conclude this chapter with some discussion and possible extensions.
4.2 Motivation and Model Framework
Suppose we observe data pairs {Xg,Yg}Gg=1 from G groups, where Xg ∈ Rng×p and Yg ∈ Rng
are the data matrix and the response vector for the gth group respectively. In this setting, each
data matrix has the same set of p explanatory variables, whereas the samples vary across groups.
We let X = [X′1, . . . ,X′G]
′ ∈ Rn×p and Y = [Y ′1 , . . . ,Y ′G]′ ∈ Rn, where n =
∑G
g=1 ng.
Our model is motivated by JIVE, which provides a general formulation to decompose multiple
data matrices into joint and individual structures. Consider the JIVE decomposition for Xg:
Xg = Jg + Ag + Eg, (4.1)
where Jg ∈ Rng×p represents the submatrix of the joint structure that is associated with Xg ∈ Rng×p,
Ag ∈ Rng×p represents the individual structure of Xg, and Eg ∈ Rng×p is the error matrix. Let
Jn×p = [J
′
1, . . . ,J
′
G]
′ denote the overall joint structure matrix. Furthermore, we impose the rank
constraints rank(J) = K and rank(Ag) = Kg, g = 1, . . . , G. To make (4.1) identifiable, we require
that JA′g = 0n×ng , g = 1, . . . , G.
Given (4.1), consider the following regression model for Yg:
Yg = Jgβ + Agβg + eg, (4.2)
where β ∈ Rp is the joint regression coefficients shared across G groups, βg ∈ Rp is the regression
coefficients specific to gth group, and eg ∈ Rng represents the noise vector. To ensure identifiability,
we require that β′βg = 0, g = 1, . . . , G. In (4.2), Yg can be decomposed into three terms, with Jgβ
capturing the joint signal, Agβg capturing the individual signal that is specific to gth group, and eg
being the noise.
Next, we introduce another formulation of (4.1) and (4.2) represented by latent components.
Let J = SU, where S is an n × K score matrix and U is an K × p loading matrix. We write
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S = [S′1, . . . ,S
′
G]
′, where Sg represents the ng×K submatrix of S associated with group g. Similarly,
we let Ag = TgUg, where Tg is an ng × Kg score matrix and Ug is an Kg × p loading matrix.
Furthermore, we require that UU′g = 0K×Kg , g = 1, . . . , G. Then (4.1) and (4.2) can be reformulated
as
Xg = SgU + TgUg + Eg, (4.3)
Yg = Sgα+ Tgαg + eg, (4.4)
where α = Uβ ∈ RK and αg = Ugβg ∈ RKg correspond to the regression coefficients for the joint
and individual components respectively under the new representation.
Model (4.4) gives a unified flexible framework to model multi-group data. In particular, we
consider the general case where it can be possible that K = 0 or Kg = 0. When K = 0, the joint
term vanishes and (4.4) reduces to a purely group-specific model: Yg = Tgαg + eg. On the other
hand, when Kg = 0, g = 1, . . . , G, the individual term goes away and (4.4) reduces to a global model:
Yg = Sgα+ eg. When K 6= 0 and Kg 6= 0 for some g, our model lies in between a global fit and a
group-specific fit.
4.3 Model Estimation
In this section, we discuss the model estimation procedure under the formulation of (4.3) and
(4.4). The key ingredients for our model estimation are the constructions of score matrices S and
Tg. To motivate our estimation procedure, in Sections 4.3.1 and 4.3.2, we discuss the joint and
individual scores estimation under two special cases. In Section 4.3.3, we introduce our iterative
model estimation procedure under the general case.
4.3.1 Joint Score Estimation
In this section, we consider our model estimation under the special case that Kg = 0, g = 1, . . . , G.
Under this setup, the individual components vanish and our proposed model can be fully captured
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by a joint model. More specifically, (4.3) and (4.4) reduce to the following joint model:
X = J + E = SU + E, (4.5)
Y = Jβ + e = Sα+ e, (4.6)
where E = [E′1, . . . ,EG]′ and e = [e′1, . . . , e′G]
′.
The construction of S can be done in several ways. For example, in PCR, S is chosen to be
the score matrix of the first K principal components of X′X. However, PCR construction of S is
inherently unsupervised and ignores the information from Y . Partial least squares (PLS) is another
popular approach to construct latent scores, which takes into account the information from both
predictors and the response. Moreover, when K = 1 and p < n, standard ordinary least squares
(OLS) can also be cast under the formulation of (4.5) and (4.6).
In this chapter, we consider continuum regression (CR) (Stone and Brooks, 1990), a generalized
method to construct latent scores which covers OLS, PLS and PCR as special cases. More specifically,
consider S as the linear transformation of X, S = XW, where W is a p×K weight matrix, which
contains the directions that X projects onto S. Let W = [w1, . . . ,wK ]. For k = 1, . . . ,K, CR




s.t. w′w = 1,
w′X′Xwj = 0; j = 1, . . . , k − 1,
(4.7)
where in practice we let cov(Xw,Y ) = w′X′Y and var(Xw) = w′X′Xw, for properly column
centered X and Y . Here, γ ≥ 0 is a tuning parameter that controls how much variability of X
is taken into account for the construction of S. An extreme case arises when γ → ∞, where the
objective in (4.7) is dominated by var(Xw)γ−1 and the role of Y is ignored. In this case, the CR
solution of W seeks to find PCR directions that give linear combinations of X with maximum
variations. Moreover, it can be shown that (4.7) coincides with OLS and PLS solutions when γ = 0
and 1 respectively. For implementation, (4.7) can be formed into a fixed point problem. In Appendix
C, we describe the computational algorithm to solve a general CR problem.
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Let Ŵ denote the solution to (4.7) and Ŝ = XŴ. Then α can be obtained as the least square
solution of (4.6):
α̂ = (Ŝ′Ŝ)−1Ŝ′Y . (4.8)
We can think of J as the projection of X onto the row space spanned by W. Hence, we have
Ĵ = XŴ(Ŵ′Ŵ)−1Ŵ′,
in which we induce Û = (Ŵ′Ŵ)−1Ŵ′ and β̂ = Ŵα̂.
4.3.2 Individual Score Estimation
In this section, we consider our model estimation under the special case that K = 0. In this case,
the joint component vanishes, and (4.3) and (4.4) reduce to the following individual model:
Xg = Ag + Eg = TgUg + Eg, (4.9)
Yg = Agβg + eg = Tgαg + eg. (4.10)
Same as the discussion in Section 4.3.1, we utilize CR to construct Tg = XgWg as linear transfor-
mation of Xg, where Wg is a p×Kg weight matrix. Let Wg = [wg1, . . . ,wgKg ]. Given group g, for




s.t. w′w = 1,
w′X′gXgwgj = 0; j = 1, . . . , k − 1.
(4.11)
In practice, we let cov(Xgw,Yg) = w′X′gYg and var(Xgw) = w′X′gXgw, for properly column
centered Xg and Yg. Denote Ŵg the solution to (4.11). Once T̂g = XgŴg is constructed, αg can












in which we induce Ûg = (Ŵ′gŴg)−1Ŵ′g and β̂g = Ŵgα̂g.
4.3.3 Iterative Procedure
In this section, we consider the general case where K or Kg can be both nonzero. JIVE proposed
an iterative algorithm, in which at each iteration step, one of the joint or individual structures is
fixed and the other is updated using PCA. Motivated by JIVE, we propose an iterative procedure
that generalizes JIVE to a supervised learning version using CR. In particular, we can estimate the
joint and individual models (4.6) and (4.10) with alternatively updated inputs:












• Given S, U and α, update Tg, Ug and αg by solving (4.11) with
XIndivg = Xg − SgU, Y Indivg = Yg − Sgα; g = 1, . . . , G.
• Repeat until objectives in (4.7) and (4.11) converge
In particular, after each iteration, we obtain K joint objective values as a K × 1 vector:
L = diag(W′XJoint′XJointW)γ−1(W′XJoint′Y Joint)2, (4.12)
and Kg individual objective values as a Kg × 1 vector for g = 1, . . . , G:
Lg = diag(W′gXIndivg ′XIndivg Wg)γ−1(W′gXIndivg ′Y Indivg )2, (4.13)
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and compare them with the corresponding vectors obtained from the previous iteration step. Our
iterative procedure stops until the differences between two consecutive iteration steps are under
certain tolerance level.
We summarize the above iterative procedure as pseudo code in Algorithm 1. Note that, in the
steps of solving W and Wg, instead of directly inputting XJoint and XIndivg , we use X̃Joint and
X̃Indivg , which are the original matrices right multiplied by projection matrices P̃ and P respectively.
These projections are performed so that the orthogonality constraints are satisfied.
Algorithm 1: JICO Algorithm
Data: {Xg,Yg}Gg=1
Initialize Tg = 0ng×Kg ; Ug = 0Kg×p; αg = 0Kg×1; P̃ = 0p×p; tolerance level τ ;
while ‖∇L‖, ‖∇Lg‖ > τ do
XJointg = Xg −TgUg; Y Jointg = Yg −Tgαg;
Estimate W = (w1, . . . ,wK) by (4.7) with X = XJoint(I− P̃) and Y = Y Joint;
S = XJointW; U = (W′W)−1W′; α = (S′S)−1S′Y Joint; P = W(W′W)−1W′;
for g = 1, . . . , G do
XIndivg = Xg − SgU; Y Indivg = Yg − Sgα;
Estimate Wg = (wg1, . . . ,wgKg) by (4.11) with Xg = XIndivg (I−P) and Yg = Y Indivg ;
Tg = X
Indiv
g Wg; Ug = (W′gWg)−1W′g; αg = (T′gTg)−1T′gY Indivg ;
end
W̃ = [W1, . . . ,WG]; P̃ = W̃(W̃′W̃)−1W̃′;
end
4.4 Simulation Studies
One significant advantage of our proposed model is its flexibility of lying in between global and
group-specific models. Moreover, the choice of parameter γ in CR allows it to identify the model that
best fits the data. In this section, we conduct multiple simulation studies to further demonstrate the
advantages of our proposed model.
We consider three simulation settings in this section. In the first two settings, we generate data
according to models that lie in between global and group-specific models. The data are generated so
that PCR and PLS solutions are favored respectively. In the last setting, we simulate data from
two special cases: a global model and a group-specific model. The data are simulated so that OLS
is favored for both cases. For all three settings, JICO is able to show optimal performance at the
corresponding true model parameter γ in the solution path. Moreover, we further illustrate how
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the rank selection can impact the performance of JICO models under the three scenarios by fitting
several JICO models with mis-specified ranks.
We fix G = 2, p = 200, n1 = n2 = 50. In each replication, we generate 100 training samples to
train the models and evaluate their Mean Squared Errors (MSE) in an independent test set of 100
samples. We repeat simulations for 50 times.
For g = 1, . . . , G, we generate Xg as i.i.d. samples from N (0, Ip×p). For sake of simplicity,
generate Yg by the following simple model with two latent components:
Yg = αSg + αgTg + eg, (4.14)
where Sg = Xgw ∈ Rng is the joint latent score vector with associated coefficient α, Tg = Xgwg ∈
Rng is the individual latent score vector with associated coefficient αg, and eg is generated as i.i.d.
samples from N (0, 0.22). Here, w and wg are all p× 1 vectors, and they are constructed such that
w′wg = 0. We vary the choice of w, wg, α and αg, which will be discussed in the following sections.
4.4.1 PCR Setting
In this section, we simulate the model which favors γ =∞. In this case, CR solutions to (4.7) and
(4.11) coincide with PCR, which are essentially the top eigenvectors of the corresponding covariance
matrices.
To simulate this setup, given training data X = [X′1,X′2]′, we let w be the top eigenvector
corresponding to X′X. Afterwards, we make wg the top eigenvector of X̃′gX̃g, where X̃g =
Xg(I−ww′) is the data matrix after projecting Xg into the linear subspace that is orthogonal to w.
This projection ensures the construction of w and wg satisfies w′wg = 0. To generate Yg, we let
α = 1, αg = 1, g = 1, 2.
We train our JICO models on a wide range of γ ∈ [0,∞), using different combinations of
K,K1,K2, with a maximum of 300 iterations. Figure 4.1 demonstrates the average of MSEs
evaluated on the testing data for 50 times. For better illustration, we plot MSE curves as a function
of a, with a = γ/(γ + 1), which is a one-to-one and monotone map from γ ∈ [0,∞) to a ∈ [0, 1]. In
particular, when a = 0, 0.5 and 1, we have the corresponding γ = 0, 1 and ∞, which refers to the
cases of OLS, PLS and PCR respectively. The red solid curve demonstrates the model performance
66
given true ranks K = K1 = K2 = 1, whereas the gray curves with other patterns are the performance
from models with mis-specified ranks. In particular, we consider four mis-specified rank combinations.
Among the four, two rank combinations (K = 1, K1 = K2 = 0; K = 2, K1 = K2 = 0) correspond
to joint models. The other two mis-specified rank combinations (K = 0, K1 = K2 = 1; K = 0,
K1 = K2 = 2) correspond to group-specific models. We can see from Figure 4.1 that the absolute
minimum is given by the model with true ranks and a = 1, which refers to the underlying true model.
When we look at the curves on the spectrum of a as a whole, the joint models with K = 1 or 2,
K1 = K2 = 0 always perform worse than the K = K1 = K2 = 1 model, because they are unable
to capture the group-specific information from the underlying model. The model with true ranks
performs better than the individual models with K = 0, K1 = K2 = 1 or 2 for larger values of a,
because the latter models cannot capture as much global information as the former. However, the
K = K1 = K2 = 1 model performs worse than the individual models for smaller values of a, where
the latter achieves much more acceptable performances. This means that the choice of optimal ranks
for our model can be sensitive to the choice of γ. For smaller γ values, individual models tend to
be more reliable under the PCR setting. We notice that the end of the curve is not very smooth
when K = 2,K1 = K2 = 0. One potential reason is that the solution path of CR can sometimes
be discontinuous with respect to γ (Björkström and Sundberg, 1996), and consequently, the CR
algorithm may be numerically unstable for certain γ values.
We further illustrate the performance of JICO by comparing it with several existing methods. In
particular, we include ridge regression (Ridge), partial least squares (PLS), principal component
regression (PCR) and the factor regression model (Factor) proposed in Chapter 3 in our comparison.
For JICO, we select the models trained under true ranks K = K1 = K2 = 1 (performance as
illustrated by the red curve in Figure 4.1), with γ = 0, 1,∞, which corresponds to the cases of OLS,
PLS and PCR respectively. For a fair comparison, for PLS and PCR methods, we fix the number of
components to be 2 for both a global fit and a group-specific fit. For the factor regression model, we
let the number of group-specific factors K1 = K2 = 1, and fit the model with an `2-penalty. Table
4.1 summarizes the MSEs of these methods. The first two columns summarize the performance for
each group (g = 1, 2), and the last column summarizes the overall performance. The JICO model
with γ =∞ performs significantly better than the rest, because it agrees with the underlying true
model. Among other mis-specified methods, group-specific PLS is relatively more robust to model
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Figure 4.1: MSE curves for JICO models with different ranks under the PCR setting.
mis-specification. The PCR scenario is not applicable to the factor regression model, which shows
a very poor performance. This is because the factor regression model assumes a relatively smaller
contribution from the homogeneous component than the those from the heterogeneous components,
which is exactly the opposite for the underlying model.
4.4.2 PLS Setting
In this section, we consider the model setup that is more favorable to γ = 1. In this scenario,
the CR solutions to (4.7) and (4.11) coincide with the PLS directions. As in Section 4.4.1, we still
consider the construction of weights as linear transformations of the eigenvectors.
Given training data X = [X′1,X′2]′, denote Vp×q the matrix of top q eigenvectors of X′X. We
let w = V1q/
√
q, where 1q denotes a q × 1 vector with elements all equal to 1. In this way, the
q top eigenvectors contribute equally to the construction of Sg. Afterwards, we project Xg to
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Method g = 1 g = 2 Overall
JICO
γ = 0 1.989 (0.057) 1.958 (0.072) 1.974 (0.054)
γ = 1 0.525 (0.017) 0.496 (0.016) 0.511 (0.012)
γ =∞ 0.039 (0.001) 0.043 (0.001) 0.041 (0.001)
Global
Ridge 0.747 (0.022) 0.783 (0.024) 0.765 (0.016)
PLS 1.208 (0.037) 1.159 (0.035) 1.183 (0.026)
PCR 1.014 (0.053) 0.921 (0.051) 0.967 (0.025)
Group-specific
Ridge 0.611 (0.023) 0.622 (0.020) 0.616 (0.014)
PLS 0.277 (0.012) 0.270 (0.010) 0.273 (0.007)
PCR 0.704 (0.052) 0.670 (0.052) 0.687 (0.032)
Factor `2 4.000 (0.264) 3.777 (0.265) 3.888 (0.207)
Table 4.1: Groupwise and overall MSEs under PCR setting.
X̃g = Xg(I−ww′), and construct wg in a similar manner. In other words, denote Vg the p× qg
matrix of top qg eigenvectors of X̃′gX̃g. Then we let wg = Vg1qg/
√
qg. In the PCR setting, q and qg
are both chosen to be 1. To construct a model more favorable to PLS, in this section, we let q = n/2
and qg = ng/2. To generate Yg, we let α = 1 and αg = 0.5.
Similar to the PCR setting, in Figure 4.2, we illustrate the MSE curves of JICO models with
different rank combinations on a spectrum of a, where γ = a/(1− a). Again, the curve for model
with true ranks is solid red, and models with mis-specified ranks are of other patterns and colored by
gray. The absolute minimum is given by the red solid curve at a around 0.5, which corresponds to the
underlying true model. Moreover, the red solid curve gives almost uniformly the best performance
on the spectrum of a compared with the gray curves, except on a small range of a closer to 0. Hence,
under the PLS setting, the optimal ranks can be less sensitive to the the choice of γ. At initial
values of a, the red solid curve almost overlaps with the gray curve that represents the joint model
with K = 1,K1 = K2 = 0. This means that when γ is close to 0, the individual signals identified by
the full model with K = K1 = K2 = 1 can be ignored. Therefore, the two group-specific models
that capture more individual information give the best performance in this case. For a values closer
to 1, the gray curve that represents the joint model with K = 2,K1 = K2 = 0 is very close to the
red solid curve. This means that the effects of individual components estimated by JICO tend to
become more similar across groups for larger γ.
In Table 4.2, we summarize the MSEs of JICO models trained with true ranks K = K1 = K2 = 1
and γ = 0, 1,∞, along with other methods as described in Section 4.4.1. JICO with γ = 1 shows
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Figure 4.2: MSE curves for JICO models with different ranks under the PLS setting.
the best performance among all methods, followed by the global PLS method, since the true model
favors PLS and the coefficient αg = 0.5 for group-specific component is relatively small.
4.4.3 OLS Setting
In this section, we simulate the setting that favors γ = 0, this corresponds to the case of OLS
in CR. It is shown in Stone and Brooks (1990) that when γ = 0, there is only one non-degenerate
direction that can be constructed from the CR algorithm. Hence, under the JICO framework, the
model that favors γ = 0 embraces two special cases: a global model with K = 1, Kg = 0 and a
group-specific model with K = 0, Kg = 1.
For the two cases, we simulate Yg with (a) α = 1, αg = 0 and (b) α = 0, αg = 1 respectively.
The construction of w and wg is the same as in Section 4.4.2 with q = n and qg = ng.
Figure 4.3 illustrates MSE curves of the two cases, where (a) represents the case of global model
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Method g = 1 g = 2 Overall
JICO
γ = 0 0.596 (0.016) 0.573 (0.017) 0.585 (0.013)
γ = 1 0.229 (0.007) 0.249 (0.008) 0.239 (0.006)
γ =∞ 1.259 (0.034) 1.238 (0.030) 1.248 (0.023)
Global
Ridge 0.514 (0.017) 0.503 (0.013) 0.509 (0.012)
PLS 0.299 (0.009) 0.288 (0.010) 0.294 (0.008)
PCR 1.253 (0.032) 1.253 (0.030) 1.253 (0.022)
Group-specific
Ridge 0.661 (0.020) 0.615 (0.019) 0.638 (0.011)
PLS 0.438 (0.013) 0.389 (0.017) 0.414 (0.008)
PCR 1.242 (0.031) 1.250 (0.033) 1.246 (0.023)
Factor `2 0.692 (0.033) 0.794 (0.042) 0.743 (0.025)
Table 4.2: Groupwise and overall MSEs under PLS setting.
and (b) represents the case of group-specific model. In both (a) and (b), the absolute minimum can
be found on the red solid curves at a = 0, which represent the MSE curves from the models with
true ranks K = 1,Kg = 0 and K = 0,Kg = 1 respectively. In (a), there are two competitive models
against the model with true ranks: another global model with K = 2, Kg = 0 and the model with
K = K1 = K2 = 1. They both achieve the same performance with the red solid curve at a = 0, and
stay lower at larger values of a. This is because, when γ is mis-specified, additional model ranks
help capture more information from data. The K = 2, Kg = 0 model performs better because the
underlying model is a global model. This is also true for (b): the global minimum can be found at
a = 0 on the red solid curve, while the K = 0,Kg = 2 model performs better when a gets larger.
Again, this is because larger Kg helps capture more information from data. The K = K1 = K2 = 1
model does not perform as well, because the estimated joint information dominates, which does not
agree with the true model. We observe some discontinuities on the K = 2,Kg = 0 curve, since the
CR solution path can sometimes be discontinuous with respect to γ as discussed before.
Tables 4.3 and 4.4 summarizes the MSEs from JICO models trained under the true ranks with
γ = 0, 1,∞ and other methods described in Section 4.4.1. For a fair comparison, the number of
components for PCR and PLS is chosen to be 1 for both global and group-specific fits. The number
of factors in the factor regression model is chosen to be 0 for (a) and 1 for (b). The JICO model
with γ = 0 always achieves the best performance among all methods. It is interesting to notice that
in (a), the JICO models with γ = 1 and ∞ coincide with globally fitted PLS and PCR respectively,
and hence they achieve the same performances. Similarly, in (b), JICO models with γ = 1 and ∞
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(a) α = 1, αg = 0
(b) α = 0, αg = 1
Figure 4.3: MSE curves for JICO models with different ranks under OLS settings (a) and (b). (a) is
generated under a global model and (b) is generated under a group-specific model.
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coincide with group-specific PLS and PCR respectively, and they achieve the same performances
correspondingly.
Method g = 1 g = 2 Overall
JICO
γ = 0 0.079 (0.002) 0.082 (0.003) 0.081 (0.002)
γ = 1 0.404 (0.012) 0.402 (0.011) 0.403 (0.007)
γ =∞ 1.041 (0.031) 0.991 (0.021) 1.016 (0.018)
Global
Ridge 0.541 (0.017) 0.520 (0.013) 0.530 (0.010)
PLS 0.404 (0.012) 0.402 (0.011) 0.403 (0.007)
PCR 1.041 (0.031) 0.991 (0.021) 1.016 (0.018)
Group-specific
Ridge 0.741 (0.024) 0.701 (0.017) 0.721 (0.013)
PLS 0.679 (0.023) 0.655 (0.016) 0.667 (0.012)
PCR 1.046 (0.030) 0.995 (0.022) 1.020 (0.018)
Factor `2 0.573 (0.021) 0.615 (0.020) 0.594 (0.016)
Table 4.3: Groupwise and overall MSEs under OLS setting (a).
Method g = 1 g = 2 Overall
JICO
γ = 0 0.068 (0.003) 0.063 (0.003) 0.065 (0.002)
γ = 1 0.270 (0.008) 0.264 (0.008) 0.267 (0.006)
γ =∞ 1.051 (0.034) 0.994 (0.032) 1.022 (0.025)
Global
Ridge 0.668 (0.021) 0.641 (0.019) 0.654 (0.015)
PLS 1.069 (0.034) 1.015 (0.033) 1.042 (0.025)
PCR 1.069 (0.034) 1.015 (0.033) 1.042 (0.025)
Group-specific
Ridge 0.401 (0.011) 0.368 (0.011) 0.384 (0.008)
PLS 0.270 (0.008) 0.264 (0.008) 0.267 (0.006)
PCR 1.051 (0.034) 0.994 (0.032) 1.022 (0.025)
Factor `2 0.798 (0.029) 0.808 (0.030) 0.803 (0.020)
Table 4.4: Groupwise and overall MSEs under OLS setting (b).
4.5 Applications to ADNI Data Analysis
In this section, we apply our method to the ADNI data. We are interested in predicting the
ADAS-Cog score by 93 extracted features from structural magnetic resonance imaging (MRI) scans.
All subjects in our analysis are from the ADNI2 phase of the study. There are in total 494 subjects in
our analysis and 3 subgroups: NC (178), eMCI (178) and AD (145), where the number in parentheses
indicates the sample size for each subgroup.
We randomly partition the whole dataset into two parts: 80% for training the model and the rest
for testing the performance. We repeat the random split for 50 times. The testing mean squared
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errors (MSEs) and the corresponding standard errors are reported in Table 4.5. Both groupwise and
overall performance are summarized. We compare our proposed JICO model with four methods:
ridge regression (Ridge), partial least squares (PLS), principal component regression (PCR) and
the factor regression model (Factor) proposed in Chapter 3. We perform both a global and a
group-specific fit for Ridge, PLS and PCR, and the optimal tuning parameter in Ridge and the
number of components in PCR or PLS are chosen by 10-fold cross validation. For factor regression
model, we uses three penalty functions: the `2 penalty, the `1 penalty and the Elastic Net (EN)
penalty with the bridging parameter 0.5. For our proposed JICO model, we demonstrate the results
by fitting the model with fixed γ = 0.25, 1,∞ or γ tuned by 10-fold cross validation respectively.
The optimal ranks for all of the four mentioned cases for JICO are tuned by 10-fold cross validation.
As shown in Tables 4.5, JICO achieves promising performance in most cases. Global models
perform the worst, because it does not take into account the subgroup label information. The
group-specific Ridge appears to be the most competitive method among all. However, our JICO
model with cross-validated γ outperforms the group-specific Ridge method the most in the AD group,
which leads to a better overall performance. It is natural to compare the factor regression model
and JICO model with γ =∞, since they are both PCA-related methods. In fact, they achieve very
similar overall performances, where the factor regression model sacrifices the prediction accuracy on
the eMCI group for a much better performance on the AD group.
Method NC eMCI AD Overall
JICO
γ = .25 6.408 (0.128) 10.023 (0.256) 41.798 (1.281) 18.135 (0.402)
γ = 1 6.331 (0.125) 10.011 (0.260) 42.397 (1.340) 18.280 (0.423)
γ =∞ 6.560 (0.141) 10.213 (0.252) 43.082 (1.345) 18.635 (0.411)
CV 6.390 (0.126) 10.080 (0.246) 41.575 (1.252) 18.082 (0.386)
Global
Ridge 22.145 (0.662) 21.441 (0.771) 64.971 (2.366) 34.574 (0.751)
PLS 24.831 (0.895) 22.643 (0.863) 70.869 (2.962) 37.695 (0.930)
PCR 23.661 (0.789) 22.738 (0.847) 70.043 (2.627) 37.066 (0.812)
Group-specific
Ridge 6.336 (0.135) 10.262 (0.252) 42.112 (1.227) 18.285 (0.376)
PLS 6.749 (0.160) 11.305 (0.281) 47.407 (1.330) 20.361 (0.404)
PCR 6.749 (0.160) 11.356 (0.281) 47.098 (1.417) 20.287 (0.422)
Factor
`2 6.742 (0.130) 11.052 (0.290) 41.845 (1.210) 18.625 (0.361)
EN 6.733 (0.136) 11.192 (0.301) 41.319 (1.214) 18.514 (0.366)
`1 6.711 (0.127) 11.236 (0.299) 41.296 (1.206) 18.515 (0.368)
Table 4.5: Groupwise and overall MSEs on the ADNI data.
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We further illustrate heatmaps of the joint structures Jg (left column) and individual structures
Ag (right column) from NC (top row), eMCI (middle row) and AD (bottom row) group in Figure
4.4. They are estimated by fitting the ADNI data using JICO model under γ = 1, K = Kg = 1,
g = 1, 2, 3. Rows of each heatmap block represent samples and columns represent MRI features. The
rows for heatmaps of Jg and Ag from the same disease group are arranged in the same order derived
by groupwise hierarchical clusterings. The columns of heatmaps are arranged in the same order
across all disease groups by a joint hierarchical clustering. Blue represents negative values and red
represents positive values. As can be seen in Figure 4.4, the joint structures across different disease









In this chapter, we propose JICO, a latent component regression model for multi-group heteroge-
neous data. Our proposed model decomposes the response into jointly shared and group-specific
components, which are driven by low-rank approximations of joint and individual structures from
the predictors respectively. For model estimation, we propose an iterative procedure to solve for
model components, and utilize CR algorithm that covers OLS, PLS and PCR as special cases. As a
result, the proposed procedure is able to extend many regression algorithms covered by CR to the
setting of heterogeneous data. Extensive simulation studies and a real data analysis on ADNI data
further demonstrate the competitive performance of JICO.
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APPENDIX A
Flexible Locally Weighted Penalized Regression
A.1 Optimization of the Penalized Ordinal Logistic Likelihood
The optimization problem can be solved by gradient methods. The penalized log-likelihood (2.4)








eci(1− φ(θci − ηTxi)−
1
1− exp(θci−1 − θci)
)
+ eci−1(1− φ(θci−1 − ηTxi)−
1
1− exp(θci−1 − θci)
),
where ei is the ith canonical vector. The problem (2.4) can be solved in R by gradients descent
algorithm utilizing the built-in function “constrOptim”.
A.2 Training Procedure
Algorithm 2: LWPR training procedure
Data: Training dataset {yi,xi, ci}i=1,··· ,n
Step 1 (Progression score estimation): Fit model (2.4) and tune the parameter γ to get the
estimated progression score ŝi, i = 1, · · · , n from (2.5);
Step 2 (local fitting): for m = 1, . . . ,M do





and validation dataset (y(m)i ,x
(m)
i )i=1,··· ,n(m) ;
for x0 = x
(m)




Fit a random forest using cross-validation training datasets (y(−m)i ,x
(−m)
i )i=1,··· ,n(−m)
and get the weight function wRF (·,x0) from (2.7);
Fit the model (2.1) using both ws(·, ŝ0) and w(·, ŝ0) and get the estimation matrices




Select λ̂i and D̂i that minimize CVi(λi, Di) and determine whether to use w(·, ·) or ws(·, ·),
where we let iw = arg min
i
CVi(λ̂i, D̂i). Store λ̂min and D̂min.
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We summarize the training procedure of our LWPR framework in Algorithm 2.
A.3 Tables
In this section we provide additional Tables A.1-A.11 that are useful in Chapter 2.
p0 Methods MAE CC
RF 7.463 (0.071) 0.224 (0.011)
Ridge 7.372 (0.079) 0.505 (0.009)
Elastic Net 6.918 (0.101) 0.430 (0.017)
p0 = 100 Lasso 6.964 (0.101) 0.430 (0.016)
LWPR+Ridge 5.837 (0.063) 0.611 (0.008)
LWPR+EN 6.239 (0.071) 0.558 (0.009)
LWPR+Lasso 6.213 (0.069) 0.561 (0.010)
Table A.1: Simulation results from Example 3.1.
p0 Method MAE CC
LWPR+Ridge 6.249 (0.074) 0.539 (0.011)
p0 = 100 LWPR+EN 6.683 (0.077) 0.480 (0.011)
LWPR+Lasso 6.671 (0.081) 0.477 (0.012)
Table A.2: Simulation results from Example 3.1 with misdiagnosis probability 10%.
p0 Method MAE CC
LWPR+Ridge 5.925 (0.074) 0.594 (0.011)
p0 = 50 LWPR+EN 6.279 (0.074) 0.545 (0.011)
LWPR+Lasso 6.328 (0.071) 0.537 (0.010)
LWPR+Ridge 6.492 (0.075) 0.502 (0.011)
p0 = 100 LWPR+EN 6.802 (0.075) 0.453 (0.010)
LWPR+Lasso 6.849 (0.073) 0.445 (0.010)
LWPR+Ridge 6.989 (0.093) 0.383 (0.015)
p0 = 200 LWPR+EN 7.253 (0.090) 0.357 (0.016)
LWPR+Lasso 7.285 (0.098) 0.352 (0.016)
Table A.3: Simulation results from Example 3.1 with misdiagnosis probability 20%.
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p0 Method MAE CC
RF 11.303 (0.100) 0.456 (0.009)
Ridge 10.757 (0.098) 0.723 (0.005)
Elastic Net 9.264 (0.099) 0.696 (0.007)
p0 = 100 Lasso 9.360 (0.102) 0.682 (0.007)
LWPR+Ridge 7.122 (0.076) 0.798 (0.006)
LWPR+EN 7.830 (0.082) 0.752 (0.007)
LWPR+Lasso 8.087 (0.095) 0.734 (0.008)
Table A.4: Simulation results from Example 3.2.
p0 Method MAE CC
LWPR+Ridge 7.639 (0.084) 0.765 (0.007)
p0 = 100 LWPR+EN 8.323 (0.094) 0.709 (0.008)
LWPR+Lasso 8.492 (0.087) 0.702 (0.007)
Table A.5: Simulation results from Example 3.2 with misdiagnosis probability 10%.
p0 Method MAE CC
LWPR+Ridge 7.180 (0.093) 0.804 (0.007)
p0 = 50 LWPR+EN 8.221 (0.094) 0.734 (0.008)
LWPR+Lasso 8.417 (0.099) 0.720 (0.008)
LWPR+Ridge 8.214 (0.104) 0.735 (0.007)
p0 = 100 LWPR+EN 8.929 (0.113) 0.677 (0.008)
LWPR+Lasso 8.982 (0.110) 0.672 (0.008)
LWPR+Ridge 9.038 (0.122) 0.682 (0.008)
p0 = 200 LWPR+EN 9.512 (0.111) 0.635 (0.009)
LWPR+Lasso 9.607 (0.118) 0.629 (0.010)
Table A.6: Simulation results from Example 3.2 with misdiagnosis probability 20%.
A.4 Selected ROIs by Distance Correlation
The names of the ROIs that have been selected 50 times are listed here: uncus right, hippocampal
formation right, temporal lobe WM right, superior temporal gyrus left, uncus left, middle temporal
gyrus left, nucleus accumbens left, temporal lobe WM left, perirhinal cortex right, perirhinal cortex
left, inferior temporal gyrus left, entorhinal cortex left, lateral occipitotemporal gyrus right, entorhinal
cortex right, hippocampal formation left, thalamus left, amygdala left, parahippocampal gyrus right,
middle temporal gyrus right, corpus callosum, amygdala right, inferior temporal gyrus right, superior






Table A.7: Percentages of interaction features and original features chosen by distance correlation.
Month MRI-only PET-only MRI-PET
0 20.6% 1.7% 77.7%
12 29.4% 1.1% 69.6%
24 27.8% 2.0% 70.2%
Table A.8: Percentages of MRI-only, PET-only, and MRI-PET interaction features chosen by distance
correlation.
Month MAE CC
0 0.0025 < 10−4
12 0.0087 < 10−4
24 0.0017 < 10−4
Table A.9: P -values of t-tests on the significance of LWPR performance improvement.
Month Groups Number of subjects Age ADAS-cog
NC 225 (M/F: 118/107) 75.9/5.0 6.2/2.9
0 MCI 393 (M/F: 253/140) 74.9/7.3 11.6/4.4
AD 185 (M/F: 98/87) 75.2/7.6 18.7/6.3
NC 207 (M/F: 107/100) 75.8/5.1 5.5/2.8
12 MCI 350 (M/F: 224/126) 75.1/7.1 12.7/6.2
AD 156 (M/F: 84/72) 75.3/7.6 22.7/9.3
NC 199 (M/F: 106/93) 75.9/5.1 6.0/3.2
24 MCI 294 (M/F: 189/105) 75.0/7.0 14.2/7.5
AD 134 (M/F:70/64) 75.2/7.5 28.1/11.8
Table A.10: Demographic information of subjects in the ADNI data.
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Index ROI name
subthalamic nucleus right, subthalamic nucleus left, posterior limb of
internal capsule inc. cerebral peduncle left, posterior limb of internal
1 capsule posterior limb of internal capsule inc. cerebral peduncle right,
postcentral gyrus left, lateral front-orbital gyrus left, thalamus left,
occipital pole right, middle occipital gyrus left, occipital pole left
medial front-orbital gyrus right, subthalamic nucleus right, subthalamic
nucleus left, posterior limb of internal capsule inc. cerebral peduncle left,
2 posterior limb of internal capsule inc. cerebral peduncle right, superior
occipital gyrus right, postcentral gyrus left, thalamus left, postcentral
gyrus right, fornix right
medial front-orbital gyrus right, subthalamic nucleus right, posterior
limb of internal capsule inc. cerebral peduncle right, precuneus left,
3 lingual gyrus left, thalamus left, postcentral gyrus right, middle occipital
gyrus left, angular gyrus left, fornix right
medial front-orbital gyrus right, subthalamic nucleus right, precuneus
right, posterior limb of internal capsule inc. cerebral peduncle left
4 posterior limb of internal capsule inc. cerebral peduncle right, superior
occipital gyrus right, anterior limb of internal capsule left, postcentral
gyrus right, angular gyrus left, fornix right
lateral ventricle right, frontal lobe WM right, anterior limb of internal
capsule left, inferior frontal gyrus right, temporal lobe WM left, medial
5 front-orbital gyrus left, lateral occipitotemporal gyrus right, hippocampal
formation left, corpus callosum, fornix right
Table A.11: Names of 10 mostly selected ROIs among 5 subgroups.
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APPENDIX B
High-Dimensional Factor Regression for Heterogeneous Subpopulations
B.1 Proofs
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g,i = OP (1). Moreover, it follows from (3.13) that
‖γ∗g‖ ≤ CE(y2g,i) < ∞ and ‖β∗‖ ≤ CE(y2g,i) < ∞ for some C > 0. These results together with
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For (b), let β∗λ = Σ
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It follows from Theorem 1 of Fan et al. (2013) that ‖Σ̂u −Σu‖ = OP (mpωn). This result together
with (B.1) and (B.3) implies that
































where we use the fact that
‖Σ̂−1u,λ −Σ
−1
u,λ‖ = OP (‖Σ̂u,λ −Σu,λ‖) = OP (‖Σ̂u −Σu‖) = OP (mpωn),
Then, applying the Weyl’s Theorem with the stated choice of λ gives
‖Σ−1u,λ‖ = λmax(Σ
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Since mpωn = o(1), we have
‖β̂ridgeλ − β
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‖β∗ − β∗λ‖ ≤ 2λ‖Σ−1u,λ‖‖β
∗‖ ≤ 2λ
2λ+ Cmin
‖β∗‖ = O(λ‖β∗‖). (B.6)
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Then, (B.5) and (B.6) together with the stated choice of λ prove (b).
For (c), we rely on the general high-dimensional M -estimator theory (Negahban et al., 2012) to prove
the result. As shown in Negahban et al. (2012), to obtain the convergence rate of ‖β̂lassoλ − β∗‖, the
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n
(III + IV + V ).
From Fan et al. (2013), we have ‖Σ̂u −Σu‖ = Op(mpωn). By Lemmas 4 snd 5, we have
‖I‖∞ ≤ ‖Σ̂u −Σu‖‖β∗‖ = OP (mpωn‖β∗‖),
‖II‖∞ ≤ ‖(Σu −
1
n





By Lemma 4 (c) and
∑ng
i=1 ‖fg,i‖2 = OP (ng), we have



















Similarly, we have ‖(Ûg−Ug)′Ugβ∗‖∞ = OP (
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Next, we prove that the RE condition holds for Σ̂u with probability tending to 1. Indeed, from
Fan et al. (2013), we have ‖Σ̂u −Σu‖max = OP (ωn). Hence for all β ∈ C(S), we have
|β′(Σ̂u −Σu)β| ≤ ‖β‖1‖(Σ̂u −Σu)β‖∞ ≤ ‖Σ̂u −Σu‖max‖β‖21 = OP (s‖β‖2ωn),




s‖β‖. Since sωn = o(1), it follows from (B.1)
that |β′(Σ̂u −Σu)β| = oP (‖β‖2), hence β′Σ̂uβ ≥ β′Σuβ − |β′(Σ̂u −Σu)β| = β′Σuβ + oP (‖β‖2),
which proves the desired result. Then, it follows from Corollary 2 of Negahban et al. (2012) that















for some large enough constant C.
Proof of Corollary 1.1 As the proofs for Ridge and Lasso estimators are similar, we denote
Ŷg,λ = F̂gγ̂g + Ugβ̂λ, where β̂λ can be either β̂lassoλ or β̂
ridge














For the first term, we have
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= I + II + III.
By Assumption 2, ‖Σu‖ ≤ ‖Σu‖1 = O(1), hence (1/ng)
∑ng
i=1 ‖ug,i‖2 = OP (1). Then, it follows




































































Plugging the convergence rates of the corresponding estimators established in Theorem 1 completes
the proof.






where Σ̂x̃,g = (1/ng)X̃′gX̃g. Hence, we have
β̂ridgeg,λ − β
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This result implies that
‖(Σ̂x̃,g + 2λI)−1‖ = λmax
(
(Σ̂x̃,g + 2λI)
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√
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Since Assumption 1 implies that ‖Λg‖ = OP (
√



































































‖II‖ ≤ ‖(Σ̂x̃,g + 2λI)−1‖‖
1
ng






















































∗ + X̃′gεg) = −
1
ng
(I + II + III).





































































































































β′Λ′gΛgβ + I + II
(B.15)




F′gFg − I)Λg‖max ≤ ‖
1
ng












































Hence, we have √p(|I|+ |II|) = oP (‖β‖2) since s
√






p(|I|+ |II|) = β′Λ′gΛgβ/
√
p+ oP (‖β‖2). Hence the RE condition
holds for √pΣ̂x̃,g with probability tending to 1 as it holds on Λ′gΛg/
√
p. Then, it follows from
Corollary 2 of Negahban et al. (2012) that














if we choose λ = C{(1 +
√





Proof of Corollary 2.1 Without loss of generality, denote Ŷg,λ = X̃gβ̂g,λ, where β̂g,λ can be












X̃g(β̂g,λ − β∗)− Fgδg − dpUgβ∗
}
.
Since ‖E(x̃g,ix̃′g,i)‖ <∞, it implies that (1/ng)
∑ng
i=1 ‖x̃g,i‖2 = OP (1). Similarly, (1/ng)
∑ng
i=1 ‖fg,i‖2 =
OP (1) and (1/ng)
∑ng



























(‖β̂g,λ − β∗‖+ ‖δg‖+ ‖β∗‖)
)
.
Plugging the convergence rates of ‖β̂g,λ − β∗‖ established in Theorem 2 completes the proof.







where Σ̂x̃ = 1nX̃
′X̃. Then,
β̂ridgeλ,global − β





































It follows from Weyl’s Theorem that














































































For (b), letting `(β∗) = (2n)−1‖Y − X̃β∗‖2, we have

















(I + II + III).






























































































Next, we show that the RE condition holds for hold for √pΣ̂x̃ with probability tending to
1. Indeed, it follows from the proof of Theorem 2 that the RE condition holds for √pΣ̂x̃,g with
probability tending to 1 for any g ∈ [G]. Since Σ̂x̃ =
∑G
g=1(ng/n)Σ̂x̃,g, the same RE condition also
holds for Σ̂x̃. Then, with the stated choice of λ, it follows from Corollary 2 of Negahban et al. (2012)
that






















Proof of Corollary 3.1 The proof follows similar arguments as in the proof of Corollary 2.1, by
















(‖β̂λ,global − β∗‖+ ‖δg‖+ ‖β∗‖)
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= I + II + III + IV.
Similarly as in the proof of Theorem 1, ‖(Û−U)′Y ‖ = OP (
√
p log nmax log p+n
3/4
max). From Assump-
















































































































u,λ‖ = OP (mpωn) and ‖Σ
−1
u,λ‖ = O(1), we have
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mpωn
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(I + II + III)− 1
n
(IV + V + V I).
Similarly as in the proof of Theorem 1,





























By an analogous argument as in proving (B.7), ‖(Ûg −Ug)′FgΛgβ∗g/
√
p‖∞ = OP (
√
ngnωn‖β∗g‖),
‖(Ûg −Ug)′Ugβ∗g‖∞ = OP (
√
ngnωn‖β∗g‖), and ‖(Ûg −Ug)′εg‖∞ = OP (
√
ngnωn). Hence,




























































Then, given the RE condition on Σ̂u, which was proved in Theorem 1, it follows from Corollary 2 of


























g′=1 ‖β∗g − β∗g′‖}.





































































= I + II + III.
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By Lemma 4 (b),
‖I‖ = OP












































Therefore, for any g ∈ [G],
‖ 1
ng

























Then, (B.16) and (B.17) together imply that
‖ 1
ng



















Supporting Lemmas and their proofs
Lemma 1. Under Assumptions 1–3, for any g ∈ [G], we have
(a) (1/ng)
∑ng
i=1 ‖f̂g,i −Hgfg,i‖2 = OP (1/ng + 1/p).
(b) ‖H′gHg − I‖ ≤ Kg‖H′gHg − I‖max = OP (1/ng + 1/p).





(d) ‖Hg‖ = OP (1).
Proof. These results directly follow from Lemmas 10, 11 (b) in Fan et al. (2013) and Lemma C.1
(iv) in Fan et al. (2018).



























g,iδg − δgk| = OP (‖δg‖/
√
ng).
Proof. (a) Since both {fg,ik}i≤ng and {f ′g,iγ∗g}i≤ng are i.i.d. sub-gaussian random variables,
{fg,ikf ′g,iγ∗g}i≤ng are i.i.d. sub-exponential (Vershynin, 2018), with E(fg,ikf ′g,iγ∗g ) = γ∗g,k. Hence for
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∣∣ > s) ≤ 2e−Cngs2‖γ∗g‖2 ,
which concludes the result.
(b) Since both {fg,ik}i≤ng and {u′g,iβ∗}i≤ng are i.i.d. sub-gaussian random variables, hence
{fg,iku′g,iβ∗}i≤ng are i.i.d. sub-exponential with mean zero. Since we have ‖Σu‖ = O(1), hence







∗∣∣ > s) ≤ 2e− Cs2ng‖β∗‖2 ,
which concludes the result.
The proofs of (c) and (d) follow similar arguments as in (a) and (b).































i=1 ug,ijεg,i| = OP (
√
ng).
Proof. (a) Since both {ug,ij}i≤ng and {f ′g,iγ∗g}i≤ng are i.i.d. sub-gaussian random variables,
{ug,ijf ′g,iγ∗g}i≤ng are i.i.d. sub-exponential random variables with mean zero. Since we have ‖Σu‖ =










∣∣ > s) ≤ 2e− Cs2ng‖γ∗g‖2 ,
which concludes the result.
(b) Since both {ug,ij}i≤ng and {u′g,iβ∗}i≤ng are i.i.d. sub-gaussian random variables, {ug,iju′g,iβ∗}i≤ng




` . Hence for a















∣∣ > s) ≤ 2e−Cngs2‖β∗‖2 ,
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which concludes the result.
The proofs of (c) and (d) follow similar arguments as in (a) and (b).
Lemma 4. Under Assumption 3, we have
(a) maxi,j |ûg,ij − ug,ij | = maxi,j |(F̂gΛ̂g − FgΛg)ij | = OP (
√





(b) sup{‖(Ûg −Ug)α‖ : α ∈ Rp, ‖α‖ = 1} = OP (
√









i=1(ûg,ij − ug,ij)2 = OP (ω2n).
Proof. Statements (a) and (c) directly follows from Corollary 1 and Lemma 12 of Fan et al. (2013).
For (b), let α ∈ Rp be a vector such that ‖α‖ = 1. Then, we have for all i ∈ [n],
|((Ûg −Ug)α)i| = |
p∑
j=1
(ûg,ij − ug,ij)αj | ≤
√√√√ p∑
j=1








































Lemma 5. Under Assumptions 1 and 2, for any g ∈ [G], we have,
(a) ‖Λ′gF′gFgδg‖∞ = OP (ng‖δg‖).
(b) ‖Λ′gF′gUgβ∗‖∞ = OP (
√
ng log p‖β∗‖).
(c) ‖Λ′gF′gεg‖∞ = OP (
√
ng log p).
(d) ‖U′gFgδg‖∞ = OP (
√
ng log p‖δg‖).
(e) ‖((1/ng)U′gUg −Σu)β∗‖∞ = OP (
√
log p/ng‖β∗‖).
(f) ‖U′gFgγ∗g‖∞ = OP (
√
ng log p‖γ∗g‖).
(g) ‖U′gεg‖∞ = OP (
√
ng log p).
(h) ‖(1/ng)F′gFg − I‖max = OP (1/
√
ng).
(i) ‖(1/ng)U′gUg −Σu‖max = OP (
√
log p/ng).














2 <∞ as it is assumed in Assumption 3 that ‖λg,j‖∞ < M . Similarly, f ′g,iδg is sub-gaussian.
Then, f ′g,iλg,jf
′










∣∣ > s) ≤ 2pe− Cngs2KgM2‖δg‖2 ,









∣∣ = OP (√log p/ng‖δg‖). This result together




















ng log p‖δg‖) +OP (ng‖δg‖) = OP (ng‖δg‖).
The proofs of (b) and (c) follow similar arguments as in (a).
(d) For any g ∈ [G] and j ∈ [p], since {ug,ij}i≤ng and {f ′g,iδg}i≤ng are i.i.d. sub-gaussian random
variables, {ug,ijf ′g,iδg}i≤ng are i.i.d. sub-exponential with mean zero. Since we have ‖Σu‖ = O(1),
















∣∣ > s) ≤ 2pe− Cs2ng‖δg‖2 ,
which concludes the result.
(e) For any g ∈ [G] and j ∈ [p], since {ug,ij}i≤ng and {u′g,iβ∗}i≤ng are i.i.d. sub-gaussian random




` . Hence, for
















































` | = OP (
√
log p/ng‖β∗‖).
The proofs of (f) – (i) follow similar arguments as in (d).
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B.2 ROI Connection Loss from AD
ROI1 ROI2
1 frontal lobe WM right angular gyrus right
2 frontal lobe WM right frontal lobe WM left
3 angular gyrus right frontal lobe WM left
4 angular gyrus right superior parietal lobule left
5 frontal lobe WM left superior parietal lobule left
6 frontal lobe WM right occipital lobe WM left
7 angular gyrus right occipital lobe WM left
8 frontal lobe WM left occipital lobe WM left
9 frontal lobe WM right postcentral gyrus left
10 angular gyrus right postcentral gyrus left
11 frontal lobe WM left postcentral gyrus left
12 superior parietal lobule left postcentral gyrus left
13 occipital lobe WM left postcentral gyrus left
14 frontal lobe WM right precentral gyrus left
15 angular gyrus right precentral gyrus left
16 frontal lobe WM left precentral gyrus left
17 superior parietal lobule left precentral gyrus left
18 occipital lobe WM left precentral gyrus left
19 postcentral gyrus left precentral gyrus left
20 frontal lobe WM right angular gyrus left
21 angular gyrus right angular gyrus left
22 frontal lobe WM left angular gyrus left
23 occipital lobe WM left angular gyrus left
24 postcentral gyrus left angular gyrus left
25 precentral gyrus left angular gyrus left
Table B.1: Names of ROI pairs with loss of connections on Ω̂Λ′Λ,g from AD compared to NC.
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APPENDIX C
Joint and Individual Components Regression
C.1 CR Algorithm
In this section, we describe the computational algorithm to solve a general CR problem (4.7).
The mathematical derivation in this section mostly follows Lee and Liu (2013).
Let m be the rank of the matrix X′X. Let VEV′ be the eigendecomposition of X′X, where
Em×m is a diagonal matrix containing m nonincreasing positive eigenvalues and Vp×m consists of
the top m eigenvectors of X′X. Then the solution to (4.7) can be written as ck = Vz, for some
z ∈ Rm. At step k + 1, the original optimization problem can be reformulated as follows:
max
z
(z′d)2(z′Ez)γ−1 s.t. z′z = 1 and z′EZk = 0, (C.1)
where d = V′X′Y and Zk = [z1, . . . , zk]. To solve (C.1), we can expand the objective to its
Lagrangian form:
T ∗(z) = (z′d)2(z′Ez)γ−1 − λ0(z′z− 1)− 2z′EZkΛk,
where Λk = [λ1, . . . , λk]′ and λ0, . . . , λk and are Lagrange multipliers. To solve (C.1), we take the
derivative of T ∗ with respect to z, then the optimizer should be the solution to the following:
∂T ∗
∂z
= 2(z′d)(z′Ez)γ−1d + 2(γ − 1)(z′d)2(z′Ez)γ−2Ez− 2λ0z− 2EZkΛk = 0. (C.2)
Left multiply z′ to (C.2) and apply the constraints that z′z = 1 and z′EZk = 0, then we can
conclude that λ0 = γ(z′d)2(z′Ez)γ−1. Plug this back to (C.2) and let τ = z′d and ρ = z′Ez, then









where A = γτ2ργ−1I + (1− γ)τ2ργ−2E, B = EZk, and q = τργ−1d. By the standard formula for
104





where M = A−1 −A−1B(B′AB)−1B′A−1. Note that z does not rely on τ because this quantity is
canceled out during normalization. The only unknown parameter is ρ. Hence, we can formulate
(C.3) and (C.4) as a fixed point problem of z(ρ)′Ez(ρ) as a function of ρ. More specifically, we seek
for ρ∗ that satisfies z(ρ∗)′Ez(ρ∗) = ρ∗. Afterwards, we obtain z∗ = M∗q∗/‖M∗q∗‖, where M∗ and
q∗ are computed from ρ∗.
We conclude this section by summarizing the procedure to solve (C.1) as follows:
Step 1 (Initialization): Fix τ as an arbitrary value, e.g. τ = 1;
Step 2 (Fixed Point): Solve the fixed point ρ∗ for ρ = z(ρ)′Ez(ρ) with z(ρ) = Mq/‖Mq‖,
where
M = A−1 −A−1B(B′AB)−1B′A−1,
A = γτ2ργ−1I + (1− γ)τ2ργ−2E,
B = EZk,
q = τργ−1d;
Step 3 (Output): Compute M∗ and q∗ from the fixed point ρ∗ in step 2. The solution to (C.1)
is then given by z∗ = M∗q∗/‖M∗q∗‖.
The most challenging step is Step 2, where a nonlinear equation needs to be solved. This can be
done numerically by several existing algorithms. For example, we can use Newton’s method (Kelley,
2003), which is implemented by many optimization packages and gives fast convergence in practice.
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