ABSTRACT: For optimal DNA short tandem repeat (STR) typing results, the DNA concentration ([DNA]) of the sample must be accurately determined prior to the polymerase chain reaction (PCR) amplification step in the typing process. In early 2004, the National Institute of Standards and Technology (NIST) conducted an interlaboratory study to help assess the accuracy of DNA quantitation in forensic DNA laboratories. This study was designed with four primary purposes: (1) to examine concentration effects and to probe performance at the lower DNA concentration levels that are frequently seen in forensic casework; (2) to examine consistency with various methodologies across multiple laboratories; (3) to examine single versus multiple source samples; and (4) to study DNA stability over time and through shipping in two types of storage tubes. Eight DNA samples of [DNA] from 0.05 ng/µL to 1.5 ng/µL were distributed. A total of 287 independent data sets were returned from 80 participants. Results were reported for 19 different DNA quantitation methodologies. Approximately 65% of the data were obtained using traditional slot blot hybridization methods; 21% were obtained using newly available quantitative real-time PCR (Q-PCR) techniques. Information from this interlaboratory study is guiding development of a future NIST Standard Reference Material for Human DNA Quantitation, SRM 2372.
The determination of the quantity of human DNA present in a sample prior to amplification with the polymerase chain reaction (PCR) is an important step in forensic DNA analysis using multiple short tandem repeat (STR) markers. There are both regulatory and measurement performance reasons for this importance. The U.S. Federal Bureau of Investigation's standards, which govern forensic DNA typing in the United States, require that a laboratory shall have and follow a procedure for evaluating the quantity of the human DNA in the sample when possible (1) . More germanely, the best performance with multiplex PCR amplification of STR markers using commercially available kits occurs within a fairly narrow range of input DNA amount-typically on the order of 0.5 ng to 2.5 ng (2) (3) (4) (5) . Too much DNA can lead to off-scale fluorescent signal and a variety of PCR artifacts, including: imbalance in the multiplex PCR amplification, incomplete adenylation of PCR products, and enhanced strand-slippage or "stutter" of various forms (6,7). Too little DNA can result in stochastic amplification that causes imbalance within and between loci and even allele dropout (8,9).
Over the past decade, our group at NIST has been involved with a series of interlaboratory studies to help forensic DNA typing laboratories assess their performance with various technologies and issues relevant to forensic testing (10) (11) (12) (13) (14) (15) (16) (17) . The most recent of these studies indicated that the accuracy of DNA quantitation does impact the quality of STR typing, particularly when examining mixture samples (16, 17) . In order to better understand the measurement performance of different DNA quantitation techniques, we initiated the NIST 2004 DNA Quantitation Study (QS04). Results from this study enable evaluation of the relative precision and bias of current DNA quantitation methods at low ng/µL levels. QS04 also provided information on the stability of DNA samples under standard storage and shipping conditions that is guiding the development of a human DNA quantitation Standard Reference Material, SRM 2372.
Materials and Methods

DNA Samples
The QS04 sample materials consisted of eight extracted DNA samples, 100 µL each, in 10 mmol/L Tris, 0.1 mmol/L EDTA buffer (TE −4 ). The samples were labeled "A" through "H". Samples A, B, C, and D were dilutions of a pooled lyophilized human DNA product D 7011 (Sigma, St. Louis, MO). A stock solution was made by reconstituting 5.06 mg of the lyophilized DNA in 50 mL of TE and allowing it to equilibrate for 11 weeks in a Teflon container at 4
• C. The final DNA concentration ([DNA]) of the stock was determined by UV absorbance at 260 nm on a Cary 100 double-beam spectrophotometer (Varian Analytical Instruments, Walnut Creek, CA) to be 55.9 ng/µL (18) with measurement repeatability (6 sets of measurements over 11 weeks) of ≈1%. Quantitative volumetric dilutions of this stock with TE −4 provided solutions with nominal [DNA] of: A − 1.5 ng/µL, B − 0.5 ng/µL, C − 0.16 ng/µL, and D − 0.05 ng/µL. Aliquots of 100 µL were placed in appropriately labeled; sterile polypropylene limited volume micro tubes (SARSTEDT Inc., Newton, NC).
Samples E, F, G, and H were dilutions of a single-source anonymous male DNA obtained from whole blood collected in EDTA tubes (Becton Dickinson VACUTAINER Systems, Franklin Lakes, NJ) and extracted by a modified "salt out" procedure (19) . The final [DNA] of the material was similarly determined using UV absorbance and determined to be 44.6 ng/µL with measurement repeatability (4 sets of measurements over 4 weeks) of ≈1%. Quantitative volumetric dilutions of this single source material with TE −4 provided nominal [DNA] of: E − 0.5 ng/µL, F − 0.16 ng/µL, G − 0.05 ng/µL, and H − 0.05 ng/µL. Samples E, F, and G were prepared as 100 µL aliquots in appropriately labeled, sterile polypropylene limited volume micro tubes (SARSTEDT Inc.). Sample H was prepared as 100 µL aliquots in UV-irradiated Teflon PFA autosampler vials with threaded caps (Savillex Corp., Minnetonka, MN). All materials were stored at −80
• C prior to shipment on dry ice. The lowest [DNA] samples, 0.05 ng/µL, were designed to be within the reported limits of detection for slot blot measurements (20) when using 5 µL of sample.
Participants
Solicitation for participation in QS04 began in September 2003 at the 14th International Symposium on Human Identification held in Phoenix, AZ and continued through December 2003 by email to previous participants in NIST interlaboratory studies. Eighty-four organizations elected to receive samples; 80 of these organizations participated by returning one or more sets of results. Participants from the U.S. included 59 state and local crime laboratories from 37 different states and Puerto Rico, four federal laboratories (including two non-forensic groups within the National Institutes of Health), seven private companies, and two universities. There were eight participants from Austria, Canada, Germany, South Africa, and the United Kingdom.
The majority of the QS04 materials were shipped mid-December 2003 through mid-January 2004. Regardless of when the samples were received, the final date for accepting results was April 5, 2004. Participants were asked to report sets of quantitative results for the eight samples (A-H) using as many methods as available in their laboratories and from as many analysts as time, resources, and sample permitted. As data were returned, they were transcribed into a database. A copy of the transcribed data was sent to the participants to check the accuracy of data entry.
Data Analysis
All statistical analysis and graphical presentations of the QS04 data were accomplished using Microsoft Excel 2000 (Redmond, WA).
Results and Discussion
Eighty of the 84 organizations that received samples returned one or more sets of [DNA] results. One organization shared their samples among analysts at three separate facilities, giving a total of 82 participating laboratories. This high participation rate and large number of participants is an indication of the level of forensic interest in the characterization of DNA quantitation measurement technologies.
Quantitation Methods and Frequency of Use
A total of 287 sets of results were reported. Of this total, 27 were within-analyst replicates (multiple results from the same analyst using the same methodology). More than half of the 260 among-analyst sets were within-laboratory duplicates (multiple results from the same laboratory using the same methodology but obtained by different analysts). There were 118 sets of unique among-laboratory results (different methods from the same laboratory and nominally identical methods from different laboratories). Table 1 summarizes the nature and frequency of use of the various quantitation methods that were used to obtain these results. About 65% of the total number of results were obtained by direct imaging of sample DNA using various modifications of slot blot hybridization techniques based on the multi-copy D17Z1 probe (20) , including in-house variants of the discontinued ACES technology (21, 22 ). An additional 14% of the results were obtained by other more-or-less direct-imaging techniques, about equally distributed among: the AluQuant kit (23) from Promega Corporation (Madison, WI), various forms of a Picogreen assay that is not specific for human DNA (24) , and yield gels (18). About 21% of the results were obtained using quantitative real-time PCR (Q-PCR) assays (including several not-yet publicly documented variants) that monitor the number of amplification cycles required to synthesize a given amount of DNA from a given template amount (25) (26) (27) (28) (29) (30) (31) ; more than half of these used the Quantifiler Human DNA kit released in November 2003 by Applied Biosystems (Foster City, CA) (25) . One result set was obtained using an endpoint PCR method designed to indicate whether or not a sufficient amount of DNA is present to successfully amplify (32) ; results from this method are intrinsically qualitative for [DNA] below 1 ng/µL and so are not included in the following analyses.
Interpretation of Semi-Quantitative Data
Nearly 82% of the (287-1) × 8 = 2288 QS04 quantitative data were reported as unambiguous concentrations (e.g., "1 ng/µL"). Slightly more than 11% were reported as "no result" indicating that no clear signal from DNA was observed for that sample. The residual 7% of the results were reported as semi-quantitative values that could not be directly used with routine data analysis tools. To include as many of the reported values as possible in the summary analyses, we have converted many of these semi-quantitative data to fully quantitative form (described below).
Six data were reported as the range between two contiguous factor-of-two calibration standards (e.g., (0.25 to 0.5) ng/µL). Given that a factor-of-two progression is inherently logarithmic, the geometric mean (the anti-log of the average of logarithmicallytransformed values) of the range endpoints is the most appropriate mid-range value. Given the observed within-analyst variability (discussed below), conversion of these ranges does not distort the statistical distributions.
Two data were reported as lower limits (e.g., >2 ng/µL). Given that more than 75% of the fully quantitative values for the samples involved were less than the specified minimum value, assignment of any value equal to or greater than the limit has little or no influence on the results of the robust statistical methods used to summarize these data. We have arbitrarily assigned these data to have quantitative values of twice the reported limit. The remaining 160 semi-quantitative data were reported as upper limits (e.g., <0.031 ng/µL), with the majority of the limits at the lowest dilution of the calibration series in common use with the given method. More than 75% of the fully quantitative values for the given samples were greater than the specified maximum values. For these 123 data, assignment of any value less than the limit has little influence on robust statistical summaries. We have arbitrarily assigned these data to have quantitative values of one-half the reported limit. The remaining 37 upper-limit data are within the central distribution of the fully quantitative values. No single value can be assigned to these data without potentially distorting the robust summaries. These data have been treated as "missing" values. Since most of the within-analyst replicates reported appear to have been acquired to confirm a questioned result rather than resulting from designed experiments on analytical conditions, replicate results are unlikely to be statistically independent. To provide each unique combination of analyst and method with the same influence in the statistical analysis, each replicate set was replaced by the geometric means of the replicate values.
Method Sensitivities
Likewise, since most analysts within a given laboratory can be assumed to have used similar reagents, equipment, and analytical protocols when carrying out a defined method, it is unlikely that the within-laboratory duplicates are truly independent. To provide each unique combination of laboratory and method with the same influence, each duplicate set was replaced by the geometric means of the duplicate values. The subgraph design is described in Fig. 1 . Fig. 1 . Table 3 lists the median [DNA] for the combined set of amonglaboratory results. The median is the most commonly used robust estimate of consensus values for interlaboratory data, given the almost inevitable presence in such studies of a small number of "outlier" data (35) . The percent recovery of the observed median § Pooled multiplicative standard deviation of within-laboratory duplicates for all methods, where the number of duplicate assays varies from 52 to 64 depending on sample.
Distributions of the Among-laboratory Results
FIG. 3-Box plot summary of the distribution of among-laboratory results for the Quantifiler method and for the aggregate of all other Q-PCRbased methods. The subgraph design is described in
Robust multiplicative standard deviation of the among-laboratory results for all methods, where the number of results varies from 103 to 117 depending on sample.
¶ Robust multiplicative standard deviation of the among-laboratory results for all methods after standardization to the value reported for sample A.
relative to the target [DNA] range from 53% to 83% over the eight samples, for an average recovery of 66%. Potential causes of these systematically lower-than-expected consensus values and the effects of differences in DNA source, target [DNA] , and the nature of the container are discussed below.
Measurement Variability
Given that the result distributions are quite similar for all adequately sensitive quantitative methods, the variability of current DNA quantitation methods can be estimated from the total set of interlaboratory data without regard for specific method. As noted in prior studies (16,17) and confirmed here by the approximate symmetry of the box-plot distributions when displayed on logarithmic axes, the reported [DNA] are lognormally distributed. The variability for such data is more readily understood when expressed in the units of measurement as multiplicative standard deviations, × / SD, where the notation "× /" is employed as the multiplicative analogue of "±". A [DNA] of 1.5 ng/µL with an associated multiplicative standard deviation of × / 2.0 implies that the central 68% of results range from 1.5/2 = 0.75 ng/µL to 1.5 × 2 = 3.0 ng/µL. The approximate 95% confidence intervals calculated using a coverage factor of 2.0 (36) are then 1.5/2 2 = 0.37 ng/µL to 1.5 × 2 2 = 6.0 ng/µL. Table 3 also details several variability components of the QS04 data. The variability of replicate assays (same analyst using the same method), s rep , is estimated by pooling standard deviations calculated from the limited set of within-analyst replicates. The variability of duplicate assays (different analysts within the same laboratory using the same method), s dup , is similarly estimated by pooling standard deviations calculated from the within-laboratory duplicates. The expected among-laboratory variability, s among , is estimated as the appropriately scaled median absolute deviation from the median (MADe) of the among-laboratory results (35) .
The within-and among-analyst variability estimates, s rep and s dup , are a remarkably similar × / 1.5. The approximate 95% confidence factor for within-laboratory assays using a given method is thus × / 1.5 2 = × / 2.3. The among-laboratory variability, s among , is on average × / 1.8, with an associated 95% confidence factor of × / 1. 
Consensus Values and Variability as Functions of [DNA]
As noted above, the consensus [DNA] for the eight samples are on average about 66% of the target values. The better agreement for the higher-[DNA] samples A to C and for sample H distributed in Teflon tubes (see Table 3 ) suggests that some DNA becomes bound to the polypropylene tube. We are currently investigating the source of the difference between the consensus (1.25 ng/µL) and target (1.5 ng/µL) [DNA] for sample A. With the exception of the Picogreen methods, there is little evidence in Figs. 1 to 3 and in Table 3 
However, the among-laboratory variability of the Teflon-stored sample H is lower than for the polypropylene-stored samples with the same target [DNA] . Sample H is also the only sample for which the sample A-standardized among-laboratory variability, s among , is not smaller than the unstandardized s among . It may be that while polypropylene-bound DNA is not differentially recoverable, the amount of DNA bound to different tubes may differ.
Measurement Performance Characteristics
While the accuracy of a single measurement can be characterized by the difference between the reported and the "true" value, the accuracy of a measurement process used to determine two or more values has two aspects: bias (or "trueness"), the difference between the measurement average and the putative true value, and precision, the standard deviation of the measurements (37) . These two performance characteristics are rigorously defined only for a series of measurements on aliquots of a thoroughly characterized single material.
Given that the true "true value" for samples used in interlaboratory comparisons is seldom well known and that analysis of a number of similar but somewhat different samples can be more informative than the replicate analysis of one material, "comparability" is a more appropriate measurement performance concept for summarizing interlaboratory results (33) . Like accuracy, comparability has two components: concordance, the average standardized difference between the reported and consensus values, and apparent precision, the standard deviation of the standardized differences (13,34). Concordance is the direct analogue of bias when evaluating a measurement process with similar but not identical samples. Likewise, apparent precision is analogous to precision but also incorporates sample-specific measurement differences or "matrix effects." Figure 4 presents target plot (34) summaries of the measurement characteristics for all sets of among-laboratory results that include quantitative values for at least seven of the eight samples. For graphical clarity, the results are grouped by the three general categories of direct (non-blot), direct (blot), and Q-PCR. Each symbol represents the concordance of all quantitative measurements along the horizontal axis, their apparent precision along the vertical axis, and their total comparability as the distance from the target center. Three reference semi-circles are displayed: the inner-most "1-SD" semi-circle delimits a total comparability of one standard deviation from perfect agreement with the consensus medians for all samples, the middle "2-SD" delimits two standard deviations, and the outer "3-SD" delimits three standard deviations. Symbols that are to the left of center represent measurement processes that on average give results smaller than the consensus values; symbols to the right of center represent processes that on average give results larger than consensus. Symbols very close to the bottom of the target represent measurement processes that are quite consistently larger or smaller than consensus; symbols towards the top of each target represent processes that do not provide consistent results. Processes with measurement characteristics that fall within 2-SD can be considered as "exceptionally" to "acceptably" comparable; those between 2-SD and 3-SD as "marginally" comparable, and those outside 3-SD as "poorly" comparable.
As suggested by the variability reduction provided by standardizing the [DNA] reported for samples B to H to that reported for sample A, nearly all of the DNA quantitation processes employed in the QS04 study have remarkably good within-laboratory consistency but there are systematic among-laboratory differences. Only 2 of the 104 quantitatively complete data sets have apparent precisions above 2-SD, with a large majority below 1-SD. While only two of the data sets have concordances outside 3-SD, the majority are fairly uniformly distributed from −2-SD to +2-SD.
Figure 4 also displays the consensus performance characteristics for all quantitation methods reported by two or more participants, again estimating consensus as the median values. As expected from the distributions displayed in Fig. 1 , the Picogreen results are on average somewhat greater than the consensus. While based upon too few data for confidence, one of the non-commercial Q-PCR methods appears to provide results that are consistently smaller than consensus while another provides results consistently larger than consensus. All of the commercial measurement systems have, on average, remarkably similar performance characteristics. While most methods thus appear capable of providing similar performance, the diversity of individual concordance values suggests that comparability is largely a function of particular analyst and/or laboratory practice.
Blot-Based Vs. Q-PCR Methods
As displayed in Fig. 4 , the measurement performance characteristics of the Q-PCR and blot-based methods can be quite similar. As indicated in Table 2 , the Q-PCR methods more consistently provide quantitative results than do the more commonly used blot methods for samples of target [DNA] 0.16 ng/µL and lower. Given that many forensic casework samples have very low amounts of DNA, it is likely that this superior sensitivity will encourage the adoption of Q-PCR methods.
Single-Source Vs. Multiple-Source Materials
Since many forensic casework samples are mixtures, it is valuable to explore whether there are discernable differences in the quantitation of single-and multiple-source materials. Samples E, F, G, and H are derived from a single DNA source while A, B, C, and D are derived from a multiple-source commercial material. The direct comparisons between samples B and E at 0.5 ng/µL, C and F at 0.16 ng/µL, and D and G at 0.05 ng/µL shown in Figs. 1 to 3 suggest that, at least for these two materials, none of the quantitative methods are particularly sensitive to differences in the number of DNA donors in a material.
Polypropylene Vs. Teflon Sample Containers
Conventional screw cap polypropylene tubes were used in this study with seven of the samples. To test an earlier hypothesis that a significant amount of DNA binds to polypropylene (17), Sample H was stored in Teflon tubes. As noted above and displayed in Figs. 1 to 3 , the median results for the 0.05 ng/µL samples D and G (polypropylene) are lower than that for sample H (Teflon). The recovery of the target [DNA] for sample H, 73%, is considerably higher than the 56% observed for the other low-[DNA] samples (Table 3 ). This suggests that at this low [DNA], a significant proportion of the sample DNA does bind to the polypropylene walls.
Also as noted above, sample H is the only sample with an amonglaboratory variability that is not decreased by standardization to the reported [DNA] of sample A. While as yet not understood, this suggests that polypropylene and Teflon storage differ qualitatively in some fashion beyond a simple difference in amount of DNA lost to the container surfaces.
Implications for the Development of the Proposed DNA Quantitation Standard, SRM 2372
The quality of the standards used to calibrate the various assays is a potential source of among-laboratory (and/or among-method for a given participant) variability, since all results are expressed relative to the putative [DNA] of the master standard used to calibrate a given assay. Re-expressing the [DNA] of all eight samples of a given reported sample set relative to the [DNA] of some one of the samples should largely remove this source of variability. Table 3 lists the MADe estimates for the variability of the among-laboratory results relative to the result reported for sample A, s among . The average variability for samples B to H is indeed reduced to × / 1.5, identical to that of the within-laboratory estimates.
The extra variability introduced by comparing results among methods and among different participants is approximately × / 1.8/1.5 = × / 1.2 or about 20%. An evaluation in our laboratory of four different commercially-available DNA standard materials, two of which were nominally identical but from different production batches and had very different storage histories, confirms this magnitude of difference among current DNA quantitation standards. On this evidence, we expect that calibration of working standards to a homogenous, stable, and properly characterized DNA quantitation reference material will help reduce among-laboratory variability. We are currently developing such a material, to be called NIST Standard Reference Material (SRM) 2372 DNA Quantitation Standard.
Conclusions
Regardless of DNA quantitation method employed, the one standard deviation within-laboratory variability for methods with adequate sensitivity for the samples evaluated is about × / 1.5. This applies both to within-analyst replicate and among-analyst duplicate measurements performed over a relatively short period of time. While there are a proportion of measurements that are not in good concordance with the majority, the expected one standard deviation among-laboratory variability for sub-ng/µL [DNA] is about × / 1.8. Much, if not all, of the excess 1.2-fold among-laboratory variability appears related to the quality of the master standards used to calibrate the methods.
To provide perspective, recall that PCR amplification nominally doubles the amount of DNA product every cycle. A factor-of-two uncertainty in the amount of template DNA is equivalent to ± a single PCR amplification cycle.
