High-throughput sequencing technology has revolutionized both medical and biological 37 research by generating exceedingly large numbers of genetic variants. The resulting datasets 38 share a number of common characteristics that might lead to poor generalization capacity. 39 Concerns include noise accumulated due to the large number of predictors, sparse information 40 regarding the ≫ problem, and overfitting and model mis-identification resulting from 41 spurious collinearity. Additionally, complex correlation patterns are present among variables. As 42 a consequence, reliable variable selection techniques play a pivotal role in predictive analysis, 43 generalization capability, and robustness in clustering, as well as interpretability of the derived 44 models.
: the big nodes mark a 1-dominating set, 146 and all the small nodes have at least 1 same color neighbor.
Clustering a graph via -dominating sets, especially with = 1, is a popular technique in telecommunication and wireless networks (38) . If is a 1-dominating set, then for each vertex 150 ∈ the closed neighborhood forms a cluster that altogether cover . Since by definition, 151 every vertex not in the 1-dominating set has a neighbor in it and hence, is assigned to at least one 152 cluster. Since the problem of finding a minimum -dominating set is NP-hard (39) , heuristic 153 approaches and approximation algorithms have been proposed to find a small -dominating set 154 in the given graph (40) . However, the approach employed in this article to solve this 155 combinatorial optimization problem was to formulate it as an integer program (41) , implement 156 and solve it using a state-of-the-art solver that employs a branch-and-cut algorithm with built-in 157 primal heuristics and other presolve reductions among others. Given a positive integer and a 158 graph = ( , ), the problem of finding a minimum -dominating set can be formulated as the 159 following linear integer program in binary variables. 
Scheme of SNP-SELECT

187
The details of SNP-SELECT are summarized as follows:
188
Step 1: Construct a graph model = ( , ): Let be the set of all SNPs and is initially 189 empty;
190
Step 2: Calculate linkage disequilibrium !" for each pair of SNPs , ∈ ;
191
Step 3: An edge between SNPs and is created if !" > ;
192
Step 4: Identify isolated SNPs ← { ∈ ∶ (i) = ∅};
193
Step 5: Find a minimum -dominating set in − . In our preliminary analyses, we found that when is small, the graph model tends to be 205 very dense with an extremely large number of edges. When several thousands of SNPs are involved, such graphs can exceed memory limits during computation and result in a memory 207 crash, before a feasible solution can be derived. Also, very small thresholds may not necessarily 208 be realistic to capture similarities between SNPs. To address this issue, a stepwise search was 209 implemented in SNP-SELECT for large SNP datasets as follows:
Step 1: Step 2: Construct ! on ! using ! ;
215
Step 3:
Step 4: Find a minimum (or a small) -
Step 5: 
232
The randomly chosen edge weights, denoted by ! , where ∈ {1, 2, … , ! ! !! ! }, and without loss of 233 generality assumed to be in increasing order, were assigned to edges using the following 234 algorithm such that !,! < !,!!! and !,! < !!!,! .
235
Step 1: Initialize ← 1;
Step 2: for = 1 to − 1
237
Step 3: for = + 1 to 238
Step 3: !" ← ! ;
239
Step 4: ← + 1;
240
Step 5: end-for 241
Step 6: end-for in increasing order is a simple way to guarantee that only part of the vertices has low edge 250 weights close to 0, which can be used to define the independent variables. Meanwhile, we can 251 also identify a subset of vertices with edge weights higher than a predefined threshold within this 252 set, which could be used to define the independent variables and highly correlated variables.
253
A vertex that has all neighbors with !" < 0.1, where ∈ and ≠ , was defined as 254 an independent variable. The subset generated by SNP-SELECT has to include all the 255 independent variables to confirm that the -dominating set based approach is able to identify The SNP-SELECT algorithm was applied to select the influential SNPs to reconstruct the known 312 pedigree for a Douglas-fir (DF) breeding population. Four -dominating sets (DF107, DF105, 313 DF103, DF102) with = 1, and ∈ {0.7, 0.5, 0.3, 0.2} were generated. Among the four 1-314 dominating sets, DF103 has the best performance as shown in subset performed best on pedigree recovery, especially for the diagonal pedigree information 333 recovery. Figure 3 further illustrates the efficiency of the DF103 subset on pedigree 334 reconstruction, and indicates that the G-matrix generated from the DF103 subset was closer to 335 the known A-matrix as compared with the original dataset's G-matrix. Additionally, we 336 randomly selected 10 subsets with the same SNP number as DF103 from the original dataset and 337 used the average results of these 10 subsets to represent the performance of the randomly 338 selected subset. The results indicated that all five -dominating sets outperformed the randomly 339 selected subset (Table 1) . Overall, the MICE105 SNP subset (11, 014 SNPs) demonstrated the greatest agreement among 395 all selected subsets (Table 3) . To confirm that the performance of SNP-SELECT was not the result of a specific 406 clustering algorithm, the partitioning around medoids (PAM) algorithm (67) with = 5
407
(random seed = 20) was performed using samples' dissimilarity matrix of each species. To 408 describe the dissimilarity matrix, we first define the G-matrix as
. Then the 409 dissimilarity matrix is defined as
In Table 3 , clusters resulting from 410 the PAM algorithm also demonstrated that the selected subsets perform better than the original 411 data in predicting actual sampling localities.
Discussion
Owing to technological advancement in DNA sequencing methods, life scientists are grappling The use of genomic markers to uncover hidden relationships and potential pedigree errors
