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1. 1NTRoDucT10~ 
A question arising in a biological context for systems of ordinary 
differential equations raises a mathematical problem concerning the 
“repulsivity” of invariant sets. We consider the following system on R;, 
i = f(x), (1.1) 
where f = (f,, . . . . f,), x=(x,, . . . . x,), and ii =dxJdt. In the context 
fi(x) =0 if xi = 0, so the interior h”, and boundary c?JR; of the positive 
cone are invariant sets; in addition the associated dynamical system is dis- 
sipative. In studying the question of coexistence of species, much recent 
interest has centred on the criterion of “permanence” (see, for example, [3, 
7, 81). Broadly speaking, permanence requires that there is a fixed compact 
region MC k”+ which every orbit with initial value in 68; eventually enters 
and remains within. This allows the complex asymptotics now known to 
be possible even for relatively simple biological systems [l, 123, while 
ensuring that species densities eventually are bounded away from &R; 
(corresponding to extinction of at least one species). 
The criterion of permanence may from another point of view be regarded 
broadly as the repulsivity in some suitable global sense of the invariant set 
c?JP!+ (compare [4]). By analogy with the somewhat related ideas (under a 
time reversal) concerning stability, it is natural to enquire whether per- 
manence may be tackled by Liapunov function type techniques. A second 
question of particular importance in view of the paucity of information 
usually available in specifying the system (1.1) and the action of external 
effects is whether repulsivity is robust under perturbations of the equations. 
Our object is first to show that a converse Liapunov function theorem 
holds, guaranteeing the existence in a suitable sense of a Liapunov function 
U, and that U may be chosen to be Lipschitz. The technique for this is 
related to that used in [lo], although there are some extra difficulties. This 
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result is used to show that the boundary is “repulsive under perturbations” 
of the equations in a sense to be defined. Finally, we discuss an “average 
Liapunov function” method due to Schuster, Sigmund, and Wolff [ 131 
and Hofbauer [6] for proving permanence based on modifying the 
requirements on the Liapunov function, which has proved effective in 
applications. We show that a converse result holds for this, so that the 
existence of an average Liapunov function also characterises permanence. 
2. PRELIMINARIES 
Let Y= Cwy be the metric space with distance d inherited from the 
Euclidean norm ) .I, and for consistency take R + to be the non-negative 
real numbers. For Vc Y, B( V, E), B( V, E) respectively will denote the open 
and closed s-neighbourhoods of V. B(r), B(r) will be the open and closed 
balls centre the origin 0, radius r. 
The following restrictions will be placed throughout onf: 
(Cl ) f is locally Lipschitz. 
(C2) For any x(O) = s E Y, the solution x(t) of (1.1) through x exists 
for all t > 0. 
(C3) There exists 6, >O such that for any XE RI, .Y(~)E B(b,) for 
some t > 0. 
(C4) f;(x) =0 if xi =O, for each i= 1, . . . . n. 
Some of the results are most conveniently proved in the setting of the 
(semi)-dynamical system ( Y, R + , n), where X(X, t)=x(t). In view of (Cl) 
and (C2) the usual conditions on 7c (see [2], for example) are satisfied. Let 
V and W be subsets of Y. We often write X(X, t) = xt and X( V, t) = Vt. The 
semi-orbit through x is denoted by Y+(X), and 7 ‘(V) is defined by taking 
unions. V is said to be forward invariant if y+(V) c V, and to be an 
attracting set for W if lim,, ~ d(xt, V) = 0 for all x E W. The dynamical 
system is said to be dissipative if there is a bounded attracting set for Y. 
V is called absorbing for W if it is forward invariant and y+(x) n I/# (21 for 
all XE W. The following simple result will be needed. 
LEMMA 2.1. Let N c Y be open and m compact. Suppose that V where 
N c V c Y is forward invariant, and assume that y+(x) n N # 0 (x E V). 
Then 
(i) 7 + (m) is a forward invariant compact subset of V; 
(ii) if Kc V is compact, y+(K) is contained in a compact subset of V, 
and there exists t(K) such that xt E y + (m) for x E K and t 3 t(K). 
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Proof. Let A c V be compact. Since y+(x) n N # 0 if x E A, for each 
XE A there exists T(x)E (0, co) such that ?IT(x)E N. As N is open, there is 
an open neighbourhood U(x) of x in A such that U(.u) T(x) c N. Now 
u.,, ,., U(?c) is an open cover of A, so as A is compact, there is a finite sub- 
cover U,(.y,) ... U,J,y,,), say, of A. Since R is continuous, O,(x,)[O, T(.ui)] is 
compact, and so therefore is 
i=n 
f(A) = u o,(x,)[O, T(xi)]. 
i= I 
It follows that r(m) is compact, and since clearly y + (m) c f(m), whence 
l!+(R) = r(m), we obtain (i). If we take next A = K and t(K) = 
max 15sisn T(+K,), the second assertions of (ii) follow, and the first is a con- 
sequence of the relation y+(K) c r(K) c y + (m). This completes the proof. 
By (C3) and (i) of the lemma, for any b 2 b,, X= y+(&b)) is a compact 
absorbing set for Y, so the system is dissipative. The asymptotic behaviour 
of the system may be recovered from that of 7c restricted to the compact 
metric space X, and we shall usually therefore discuss the dynamical system 
(X R+, TC). Let S = X n aIRI. From (C4), S and x\S are forward invariant. 
DEFINITION 2.2. The system (1.1) will be said to be permanent if there 
exists a compact set A c Y which is attracting for Y. 
Choosing D > 0 such that B(A, 6) c Y and using Lemma 2.1 (i), we see 
that since X\S is forward invariant, M = 7 +(&A, a)) is a compact absorb- 
ing set for X\S such that d(M, S) = inf,. M d(x, S) > 0. Permanence is 
clearly related to the concept of S being “repelling” in some sense, and we 
introduce below an appropriate definition. 
It is natural to frame this in terms of some concept of distance from S, 
and since later this distance is required to be smooth, a convenient choice 
is based on the function p: X--r R, where p(x) = k nj;; xi for some k > 0, 
so that p-‘(O) = S. Choose k such that p has Lipschitz constant 1, and by 
decreasing k further if necessary we also arrange that 
For p !, p2 E R + define the “strip” 
DEFINITION 2.3. S will be said to be uniformly repulsive if the following 
two conditions hold. 
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(i) There exist E” > 0, and given E > 0, T(E) E R! + such that p(st) > c,, 
if p(s) 2 E and t 2 T(F). 
(ii) Given E > 0, there exists b(~) >O such that p(.vt) 2 6(s) if P(X) b E 
and r30. 
Backward semi-orbits, that is with negative time, starting in X\S do not 
necessarily tend to S; indeed they may exit from X and approach infinity. 
Thus uniform repulsivity is not the same as S being a repelling set, that is a 
set which is attracting with time reversed, nor is it obtained from 
asymptotic stability by reversing time. Permanence is enough to ensure that 
S is strictly repulsive as may be seen from (i) and (ii) below. 
LEMMA 2.4. Assume that (Cl)-(C4) hold and that the system is per- 
manent. Then the following hold for X. 
(i) There exist Ed E (0, 1 ] and a strictly decreasing TE C( (0, p], iw + ) 
such that p(xt) > .q, if p(x) 2 E and t > T(E). 
(ii) There exists a strictly increasing 6 E C( [O, p], Iw + ) ,rdth b(O) = 0 
such that p(xt)>B(~) ifp(x)>s and t>O. 
(iii ) There exists L such that for any x, , x2, 
d(x, t, s,t) d d(x,, xz)eL’. (2.1) 
Proof: (i) With A4, cr as above, there exists s0 > 0 such that R[O, Ed] n 
M = 0. Choosing IV= B(A, cr) and K = R[E, p], we deduce from Lem- 
ma 2.l(ii) that if XE R[E, p], then xt~ M for tar(k)= T(E), say. T is 
evidently non-increasing, and may be chosen continuous and strictly 
decreasing. 
(ii) From Lemma 2.l(ii), ~+(R[E, p] j n S= 0 since X\S is forward 
invariant, and the result follows from compactness. 
(iii) From (Cl ), f is Lipschitz on the compact set X, and (2.1) is a 
standard consequence (see [ 111, for example). 
Define L(E) = eXp{LT(E)} and note that L( .) is continuous and strictly 
decreasing, and for t d T(E) 
4x, t, xzt) < L(E) d(x,, x2). (2.2) 
Both T and L may approach co as E + 0. 
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3. A CONVERSE LIAPUNOV FUNCTION RESULT 
The principal objective in this section is a theorem of converse Liapunov 
function type on a neighbourhood R[O, E] of S. In considering the stability 
of repulsivity under perturbations it will be necessary to have a Lipschitz 
Liapunov function U. The construction of U is somewhat analogous to that 
of [lo], but there are extra difficulties as it is not possible simply to reverse 
the concept of asymptotic stability. We conclude by noting that U may 
even be chosen C’. Throughout we take E = so/4 with .Q, as in Lemma 2.4. 
DEFINITION 3.1. A function 4: [0, E] + Iw is positive definite if and only 
if it is continuous, d(O) = 0 and d(x) > 0 for x # 0. 
DEFINITION 3.2. For 52 c X let UE C(s2, R! + ). For x E a suppose that 
xt E Q for t E [0, to] for some t, > 0. Then the fewer right derivative of U is 
defined to be 
0(x) = Fi inf[ U(xh) - U(x)]/h. (3.1) 
If U is locally Lipschitz, equivalently [S, p. 3133, 
0(x) = F,mo inf[ U(x + hf(x)) - U(x)]/h. (3.2) 
THEOREM 3.3. Suppose (Cl )-(C4) hold and the system (1.1) is per- 
manent. Then there exist positive definite strictly increasing functions a, 
c: [0, E] + [w, and a Liapunov function U: R[O, E] + [w + with Lipschitz 
constant unity such that 
0) a(A-~)) G u(x) G P(X), 
(ii) O(x) 2 c(p(x)). 
Two preparatory lemmas are needed for the proof. 
LEMMA 3.4. With L as in (2.2) and jj < 1, put a(2r) = r/L(r) and m(r) = 
l/L(r/5), so that a, m E C( [0, p], K? +) an are strictly increasing. Then there d 
exists G E C*( [0, p], Iw + ) with G(0) = 0 such that for r > 0, 
(i) G’(r), G”(r)>O, 
(ii) G(r) <r/2, 
(iii) G(r/2) < G(r)/2, 
(iv) G(r) <a(r), 
(v) G’(r) < m(r). 
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PrW?: Put i(O)=O, ~(.~)=min[x(s). m(s), s] for s>O, and define 
g(r) = ir E.(.~) ds, 
‘0 
G(r) = [’ g(s) ds. 
‘0 
A is evidently strictly increasing, and (i) follows on differentiation. (ii) is an 
easy consequence of the inequality A(s) d S. By a change of variable, 
2G(r;‘2)=2/r2d~~‘i(t)dt<~‘du~~i(t)dt=G(r), 
0 0 0 
which is (iii). As CI is increasing, 
g(r) = ji l(s) ds < ji CL(S) ds 6 m(r), 
and since g is increasing, 
G(r) < r-g(r) < g(r) d m(r) <a(r), 
which is (iv), and (v) is proved similarly. 
Define now U: X-+R+ as 
U(x) = ,i$ G(p(xt))( 1 + t),/( 1 + 2t). (3.3) 
LEMMA 3.5. (a) U(S) = 0, and there is a positive definite strictly increas- 
ing function a: [0, p] -+ [w such that 
a(p(x)) < U(x) 6 G(p(x)) d p(x) (x X). 
(b) I~XE R[O, 2E], the inf defining cl(x) is attained, at t, say, where 
t., = 0 $p(.u) = 0, t, < T(p(.u)) fp(s) > 0, and p(xt.,) < 2p(.u). 
(c) Let x E R[r, 2r] where 0 < 2r < E, and suppose that xt E R[O, 4r]. 
Then p(yt) Q 5r ~JE B(x, a(r)). 
Proof: (a) From (3.3) and Lemma 2.4(ii), 
W-u) 2 f$ G(pW))/2 2 G(6(p(x))/2, 
and the first inequality follows with a(s)= G(6(s))/2 since G, 6 are 
increasing. Taking t = 0 in (3.3) we see that U(x) < G(p(x)), and the final 
inequality follows from Lemma 3.4(ii). 
(b) Let I= (t: p(xt) > 2p(x)}, and note that I is open, and by Lem- 
ma 2.4(i), [ T(p(x), CC )c Z, since if t 2 T(p(x)), p(xt) > go = 4Fa 2p(x). 
Thus 
fz; G(p(xr))( 1 + t)/( 1 + 2t) 2 G(2p(x))/2 > G(p(x)) a U(x). 
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Since I’ = [0, cc)\1 is compact, it follows that the inf defining U is 
attained for some t., E I’, and from the definition of Z, p(xt,) <2p(x). 
(c) If t >, T(r), p(xt) > s0 = 4E> 4r. But p(xt) < 4r by assumption, so 
t < T(r). Hence 
I p(yt) - dxt)l < 4.m xt) 
< eL’ ~(JJ, x) (from Lemma 2.4(iii)) 
6 eLTfr’ d(y, x) (as t < T(r)) 
,<L(r)a(2r) (aspEB(x,c((2r)) 
= r, 
from the definitions of L(r) and a(2r). (c) follows since p(xt) < 4r. 
Proof of Theorem 3.3. We start by showing that U has Lipschitz 
constant unity. Suppose first that x,, x2 E R[r, 2r] where 2r < E, and 
d(x,, xZ) ,<a(2r). Let the inf defining U(.x,) be attained at t, < T(r) (by 
Lemma 3.5(b)). Then by Lemma 3.5(b) and (c) respectively, p(x, t,) < 4r, 
p(x2t,) d 5r. Using these inequalities together with the Mean Value 
Theorem and that fact that G is increasing, we deduce that 
Wz)-W,)d CG(p(x,t,)-G(p(x,t,))l(l +r,Ml +2t,) 
dG’(5r) Ip(x2tl)-p(x,t,)l 
<G’(5r) d(x,t,, x, t,) 
< G’(5r) L(r) d(x,, x,) (by (2.2)) 
d d(x,, x1) 
from Lemma 3.4(v) since L(r) = l/m(5r). It follows by symmetry that 
IU(xz)- U(x,)l<d(x,, x,). (3.4) 
If x1, x2 ES, V(x,) = V(x,)=O. So suppose finally that p(x,)>p(x,) 
where p(x,) = 2r > 0 and dfx,, x2) > a(2r). Then from Lemma 3.5(a), 
U(x,)- U(xdG U(?c,)~G(p(x,))=G(2r), 
U(XZ) - V-u,) < U(-u2) < G(p(x2)) < G(p(x,)) = G(2r), 
whence 
by Lemma 3.4(iv). A combination of this with (3.4) shows that u has 
Lipschitz constant unity. 
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In view of Lemma 3.5(a) it only remains to prove (ii). Put 
c(s) = G(~(s))/[(2T(s) + 1)(2T(s) + 311, (3.5 1 
and note that c is strictly increasing since G, b are strictly increasing and T 
is strictly decreasing. Fix x with P(X) <E. As xt is continuous in t, for k 
small enough, p(.uh) < 2.E From Lemma 3.5(b), the inf defining U(xh) is 
attained, at t say, p(.u(h + t)) < 2p(xh) < 4E= .Q,, and t < T(p(x)). Thus 
U(xh)=G(p(x(h+ t)))(t + 1)/(2t+ l), 
U(x)<G(p(x(h+t)))(h+t+ 1)/(2h+2t+ 1). 
Therefore, for small h, from Lemma 2.4(ii), 
2 G(S(P(X)))~/C(~~(P(X)) + 1)(27-(p(x)) + 3)l 
(ii) follows on letting h IO. 
COROLLARY 3.6. For some E > 0 there exists a Liapunov function U E 
C’( R[O, E], [w + ) with the properties of Theorem 3.3. 
Proof Choose any b,>b,, and put X,=y+(B(b,)). From Theorem 3.3 
with X, replacing X, there is a Lipschitz Liapunov function V, say, on 
R[O, E]. The result now follows exactly by the argument given in [lo] by 
choosing a mollifier K with support contained in a ball of radius min 
[b, -b,, E/2] and defining 
with 4, Ic/ as in [lo]. 
We remark in conclusion that if the system is dissipative, which of course 
implies the existence of a compact absorbing neighbourhood X of 0, the 
existence of a Liapunov function on a neighbourhood of S with the proper- 
ties of Theorem 3.3 is enough to guarantee permanence, so this condition is 
necessary and sufficient for permanence. 
4. REPULSIVITY UNDER PERTURBATIONS 
We now enquire whether the concept of permanence is robust with 
respect to perturbations of the equations. The approach here has some 
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analogy with the idea of the “stability under perturbations” of an 
asymptotically stable point as described, for example, in [S, 9, 141. 
However, since the concept is global, it is appropriate to attempt to obtain 
a criterion having some global character, and this motivates Definition 4.1 
below. We show that permanence implies repulsivity under perturbations 
by exploiting the existence of a Lipschitz Lipaunov function. 
Consider then the original system together with a perturbed system 
.t = f(x), (4.1) 
f = f(x) + g(x, t), (4.2) 
respectively, on &P+, where g is well behaved enough to ensure the existence 
and uniqueness of solutions. Equation (4.1) is of course autonomous, 
but for consistency in this section we write solutions of (4.1) and (4.2) 
respectively as ?r(t, t,,, ?rO) and x*(t, to, x0) where x(t,, t,, x0) = 
?r*(t,,, t,, ?cO) =x0. It will be necessary to assume that solutions of (4.2) are 
uniformly bounded, that is for any u > 0 there exists P(U) such that if t >, 
to 2 0 and x0 E B(a) then x*(t, to, x,,) E B(b(a)). 
Let d, = max,, ,,, d(x, Cl), rz = max[b(a), d,,,,], and define X, = 
?;+tRr,)), 
R,[O, E] = {x E x,, 0 < p(x) d E}. 
DEFINITION 4.1. The boundary &R?+ will be said to be repulsive under 
perturbations if given a >O, there exists p,,, r0 > 0, and given E > 0, 
functions r(E), Y(E) > 0 and T(E) such that if 
then for any to > 0, x0 E @or), 
0) ptx*(c lo, +yo)) 2 r(E) 
(ii) p(x*(4 to, -x0)) 2 r. 
Wo) B .% f 2 to), 
(p(x,) 2 E, t > to + 5(E)). 
THEOREM 4.2. Suppose (Clk(C4) hold, and solutions of (4.2) are 
uniformly bounded. Then if (4.1) is permanent, c?lR; is repulsive under pertur- 
bations. 
Proof From the uniform boundedness, for given a and x0 E B(a), 
x*(t, to, ?co) E XJt 2 to). It is therefore possible to use the Liapunov 
function U of Theorem 3.3 on R,[O, E] for some E > 0, and it is convenient 
to drop the suffix a henceforth in the proof and revert to the notation of 
Theorem 3.3. It is also a minor convenience (although not essential) that U 
is C ’ so ordinary derivatives may be used. 
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For fixed I,, write Uz(t, sO) = U(.u*( f, t,, so)), and put o,( t, .Y,,) = 
cTUz( t, .~“)li)t. The suffix “1” will denote differentiation along orbits of (4.1). 
Thus 
&(ro, -yo) = i;,mo [U(x(t, +h, to, A-0) - U(x,)-j/h, 
O,(r,, so) = ;$ [ u(x*(t, + h, to, x0) - U(x,))/h. 
For x0 E R[O, E] consider t > r,, such that the trajectory of (4.2) remains in 
R[O, E] on [to, I, + r]. Then from (4.2) and the Lipschitz condition on U, 
i/,(t,, so) = tie [U(x*(t, + h, to, x0)) - U(x(t, + 12, I,, x0) 
+ U(x(t, + h, 10, x0) - U(xu,)]/h 
2 ii,vo, -hJ 
-;?iz Ix*(tO +h, to,xo)-x(t, +h, t,,x,)/h 
2 h4-~0)) - I&o, toll (4.3) 
from Theorem 3.3(ii). From Theorem 3.3(i), since c is increasing, c(p(x,))> 
c( U(.u,)) = c(U(x*(tO, to, A-,))), and (4.3) becomes 
No, -yo) 2 c(U,(to, -Kg)) - s, 
where 
It then follows from a standard argument based on differential inequalities 
[15, Theorem 1.1 and (l.lO)] that 
w*(4 to, 4))) 2 u(x( t, to, x0)), (4.4) 
where u is the solution of the (autonomous) initial value problem 
Ii(x) = c(u) - g, 
uo = u(t,) = U(x(t,, to, x0) = U(x,). 
If g < U(x,)/2, since c is increasing, it is easy to show that 
42) 2 u(ro) + c(uo)(t - t,)/2, 
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and combining this with (4.4) we obtain 
w*(f, to, x0)) B U(x,) + c( U(x,))( t - t,)/2. (4.5) 
To complete the proof for E E (0, E] put 
U(.s)=min{U(.u):p(x)=a}, U=max{U(x):p(x)=E}, 
T(E) = min{p(?c) : U(x) 2 U(E), XE R[O, El}, 
dE)=xD- U(&)l/4U(E)), 
1’(E) = 4 U(E))/L 
f-0 = r(E), po = E 
For E > E define U(E) = u(8), etc. It is clearly enough to consider only those 
parts of orbits lying in R[O, E], so suppose p(x,) = E. From (4.5), for t 2 to, 
UWh to, x0)) 2 Wo) 2 U(E), 
and it follows from the definitions above that p(x*(t, to, xo))>r(s). This 
yields (i) of Definition 4.1, and (ii) is obtained in a similar manner. 
5. A CONVERSE LIAPUNOV FUNCTION THEOREM 
We have shown that the concept of permanence may be tackled by a 
Liapunov function technique. However, as usual it is often extremely 
difficult to find a suitable Liapunov function in examples. A method which 
has proved useful in applications is to modify the requirements on the 
Liapunov function, and to show that it is enough to use a so called 
“average Liapunov function,” a concept which is defined below; for a 
review of this technique see [7]. We conclude by showing that such a 
function always exists when permanence holds. 
DEFINITION 5.1. A function P is said to be an average Liapunov function 
if and only if there is a neighbourhood of S with PE C’(N, R + ). 
P-‘(O) = S, and 
sup lim inf P( yt)/P( y) > 1 (x E S). (5.1) 
,a I ,:‘;>‘x;ys 
The assumption that P is a Liapunov function in the sense that it is strictly 
increasing along orbits corresponds to P( yt)/P(y) > 1 for all y E N\S, t > 0. 
Thus for an average Liapunov function the restrictions are weakened in 
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two ways. First the condition need only hold on S. Second (5. I ) is satisfied 
if P(pr)/P()*) > 1 for some t rather than for all t, that is orbits move away 
from the boundary (with separation measured by P) on average, which 
turns out to be enough to ensure permanence. Nonetheless a Liapunov 
function is not in general an average Liapunov function as can be seen 
from the one-dimensional example .t = .r2( 1 -x) with X= [0, l] and 
S = (0 ). U(X) = x is a Liapunov function but not an average Liapunov 
function. 
THEOREM 5.2. Zf (Cl )-( C4) hold and the system ( 1.1) is permanent, an 
average Liapunov function exists. 
The idea is to take P to be the composition of the function Q 
constructed in Lemma 5.3 and U given by Corollary 3.6. 
LEMMA 5.3. Let so E (0, 11, and suppose CE C( [0, so], R,) is strictfJ 
increasing. Then there exisr Q E C’( [0, so], R,) and E > 0 such that 
Q(0) = Q’(0) = 0 and Q’(s) c(s) > &Q(S). 
Proof: Define 
y(u)=j;(u-v)c(v)dv/2c(so) (uao), 
and Q(0) = 0. Since c is increasing, from the Mean Value Theorem, 
y(u) < u2/4, (5.2) 
y’(u) < l/2. (5.3) 
From (5.3 ), 
Q(s)<exp -2 
{ J 
JO CY’(UVY(U)I du = Y~(s)/v~(so). 
5 I 
(5.4) 
It follows from (5.2) and (5.4) that Q is differentiable at 0 and Q’(0) = 0. 
Also from (5.2) and (5.4), 
Q’(s) = Q(s)lr(s, < s2/4y2(so). 
Therefore Q’ is continuous at 0, and thus Q E C’( [0, so], R + ). Finally, 
Q’(s) = Q(s)lrb) 2 4+0) Q(s)/(s2cb)) 
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from (5.2) since c is increasing, and the last inequality to be proved follows 
with E = 4c(s,). 
Proof of Theorem 5.2. Choose a neighbourhood N of S contained in 
R[O, E] such that U(x) < 1 for x E N. Since S is compact and forward 
invariant, given t >O there is a neighbourhood N, c N such that 
v[O, t] c N (y E N,). With Q as in Lemma 5.3, put P(x) = Q(U(x)). Let 
“dot” denote differentiation along an orbit of ( 1.1). Then for x E N\S, 
P(x) = Q’( U(x)) o(x), and from Corollary 3.6 and Lemma 5.3, 
&)/W) 2 Q’(W)) cM~~))lQ(W,, 
2 Q’(W), c(W)VQ(W)) 
2 E. (5.5) 
With +(x) = ~(x)/P(x) we have the relation 
and (5.1) follows from (5.5) on taking the lim inf. 
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