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Abstract. The regularity of the solution of elliptic partial differential equa-
tions in a polygonal domain with re-entrant corners is, in general, reduced
compared to the one on a smooth convex domain. This results in a best
approximation property for standard norms which depend on the re-entrant
corner but does not increase with the polynomial degree. Standard Galerkin
approximations are moreover affected by a global pollution effect. Even in the
far field no optimal error reduction can be observed. Here, we generalize the
energy-correction method for higher order finite elements. It is based on a
parameter-dependent local modification of the stiffness matrix. We will show
firstly that for such modified finite element approximation the pollution effect
does not occur and thus optimal order estimates in weighted L2-norms can be
obtained. Two different modification techniques are introduced and illustrated
numerically. Secondly we propose a simple post-processing step such that
even with respect to the standard L2-norm optimal order convergence can be
recovered.
1. Introduction
The standard theory of finite element methods on a family of uniformly refined
meshes for elliptic partial differential equations guarantees an optimal order a priori
error estimate for the approximation of degree k, namely O(hk) in the H1-norm,
provided the exact solution is in the Sobolev space Hk+1(Ω). Such regularity
assumption on the solution can be violated by many factors, for example by low
regularity of the right-hand side of the considered partial differential equation,
non-smoothness of the boundary data or non-convexity. For example, for non-
convex polygonal domains, the solution looses, in general, its smoothness due to the
presence of the corner singularities. One can show then that independently of the
approximation order k the error in the H1-norm will exhibit a reduced global rate
hs, 0 < s < 1, with s dependent of the maximal interior angle of the domain. Such
behavior of the approximation scheme is well-known, see [11, 13, 19, 38] and the
references therein. Moreover, the standard Aubin–Nitsche trick does not yield an
extra h factor in the L2-norm estimate. Hence, the error decay of the finite element
solution is qualitatively slower than the one of the best L2-approximation. This gap
between best approximation and Galerkin approximation is also known as pollution
effect.
Up to now, there are several approaches which can handle the pollution. One
possibility is an approach of adaptive mesh refinement near the re-entrant corner,
see, e.g., [2, 3, 37] and recently [5, 6, 10, 12], or even h−p adaptivity, combining an
increasing polynomial approximation order and a refinement of the mesh towards the
singularity, see [4, 15, 17, 31], using least-squares finite element methods in weighted
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norms, see, e.g., [22, 28], or singular/dual singular function methods, see [18, 7].
Alternative, and mainly engineering oriented approaches are the finite element space
enrichment method, e.g., [4, 7, 38], an elimination of the dominant error terms
by extrapolation, see [8, 9], or post-processed finite element methods using stress
intensity factors, see [33, 24]. Most of these techniques are well understood and of
practical interest only in case of low order finite element approximations.
In this work, we generalize an alternative approach based on the energy-corrected
modification of the standard Galerkin approximation, as proposed in [16] for linear
finite elements, and further studied in [21, 23, 34]. Such schemes involve explicit
knowledge of the asymptotic expansion of the solution near the singular corner
and in comparison to the schemes mentioned above they require only a local and
rather trivial change of the standard stiffness matrix. The idea is similar to the
one from [40] as proposed for low order finite differences and further generalized in
[36, 35]. As a study problem, we consider the Poisson problem with homogeneous
Dirichlet boundary conditions on a bounded polygonal domain Ω ⊂ R2 with a single
re-entrant corner ω ∈ (pi, 2pi):
−∆w = g in Ω, w = 0 on ∂Ω,(1.1)
for a given right-hand side g ∈ L2(Ω) and unknown function w ∈ H10 (Ω) but in this
case, in general, w 6∈ H2(Ω). We use here the standard notation of L2(Ω) = H0(Ω),
Hm(Ω), m ∈ N0 for the Sobolev spaces, and by ‖ · ‖k,Ω we denote the corresponding
norm. For simplicity, if clear from the context, we skip the Ω-symbol in the norm-
notation. By H10 (Ω), we denote the subspace of H
1(Ω) of all functions with vanishing
trace.
For the linear approximations, i.e., k = 1, for ω > pi a reduced best approximation
property is to be observed:
inf
vh∈Vh
(
‖w − vh‖0 + h‖∇(w − vh)‖0
)
. h1+ piω ,
and one can show that the standard Galerkin approximation wh is non-optimal with
respect to it. It actually satisfies only
‖w − wh‖0 + h piω ‖∇(w − wh)‖0 . h2 piω .(1.2)
Egger et al. in [16] proposed a construction of a new finite element approximation
closing this gap. Moreover, if the error is measured in certain weighted spaces
reflecting the singular behavior of the solution w, they obtained the standard best
approximation, namely:
inf
vh∈Vh
(
‖r1− piω (w − vh)‖0 + h‖r1− piω ∇(w − vh)‖0
)
. h2,
with r being the distance to the re-entrant corner.
The observation of eq. (1.2) is even more apparent for higher order methods, i.e.,
k > 1, since the higher accuracy is completely lost for the non-smooth solutions.
From this point of view, standard higher order approximations on uniformly refined
meshes are not widely used in this context. Our motivation is now to generalize the
energy-corrected approach, and show that it is quasi-optimal with respect to the
best approximation for the polynomial degree k:
inf
vh∈Vh
(
‖rk− piω (w − vh)‖0 + h‖rk− piω∇(w − vh)‖0
)
. hk+1.
This result will be stated in the main theorem of this work, i.e., in theorem 2.2.
Also, if one is not interested in the use of the weighted norms L2( ·), one can obtain
the error bound in the standard L2-norm for a post–processed solution wposh , i.e.,
‖w − wposh ‖0 + h‖∇(w − wposh )‖0 . hk+1.
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This will be more elaborated in corollary 2.3.
Additionally to the standard Sobolev spaces, we shall use Kondratiev-type
weighted spaces, defined for m ∈ N0 as follows:
Hmβ (Ω) :=
{
f ∈ L2β(Ω) : rβ−m+|µ|Dµf ∈ L2(Ω), |µ| 6 m
}
,
where µ is a multi-index with |µ| = ∑2i=1 µi, and Dµ represents the µ-th generalized
derivative, see, e.g., [25, 26]. The space Hmβ (Ω) is equipped with the norm
‖f‖2Hmβ (Ω) = ‖f‖
2
m,β :=
∑
|µ|6m
‖rβ−m+|µ|Dµf‖20.
We will also frequently use the following continuous embedding properties of the
weighted Sobolev spaces for positive integers m and l:
Hm+lα+l (Ω) ↪→ Hmα (Ω), (α ∈ R), and Hm+lα (Ω) ↪→ C(Ω), (α < m).(1.3)
For more details, see, e.g., [27]. The L2-inner product and duality product on Ω are
denoted by (·, ·)Ω and 〈·, ·〉Ω. Further, the symbol . is used for 6 c, where c is a
generic positive constant, always independent of the mesh size h.
The rest of this paper is organized as follows: In section 2, we introduce the energy-
corrected finite element method and state our main theoretical result, theorem 2.2.
Section 3 provides some standard auxiliary results. In section 4, we focus on the
proof of our main results exploiting re-iteration techniques to obtain the higher
order results. We propose in section 5 two explicit options to define a suitable
modification satisfying the previously formulated abstract conditions. Finally, in
section 6, we illustrate numerically the theoretical results on three different domains
and finite element approximations up to to fourth order.
2. Problem definition and main theorem
We approximate problem eq. (1.1) by continuous finite elements of polynomial
degree k. Whereby we denote the finite element space by
V kh :=
{
vh ∈ H10 (Ω), vh|T ∈ Pk(T ) ∀T ∈ Th
}
,
with h > 0 being the mesh size, by {Th}h>0 we denote a family of uniformly refined
meshes, and by Pk(T ) the k-order polynomials on T . The discrete energy-corrected
formulation of the problem eq. (1.1) then takes the form: Find wmh ∈ V kh such that
ah(w
m
h , vh) = (g, vh)Ω ∀vh ∈ V kh ,(2.1)
where ah(u, v) := a(u, v) − ch(u, v) for all u, v ∈ H10 (Ω). The modification term
ch(·, ·) is defined only on a O(h)-surrounding Sh of the re-entrant corner, see fig. 1.
Figure 1. Graphical illustration of the local uniformness of the
initial mesh and two uniform refinement steps. By the green area
we depict the Sh-surrounding with the area of O(h2). Note, that
in this example Sh is defined by a single element layer which, in
general, does not need to be sufficient.
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From eq. (2.1), we directly obtain a modified version of the Galerkin orthogonality:
a(w − wmh , vh) + ch(wmh , vh) = 0 for all vh ∈ V kh .(2.2)
At the moment, we require on ch(·, ·) only abstract conditions preserving uniform
ellipticity, continuity and symmetry of the bilinear form ah(·, ·). Namely, we assume
for the rest of the paper that for all w, v ∈ H10 (Ω) it holds:
ah(w,w) & ‖w‖21, |ch(w, v)| . ‖w‖1,Sh‖v‖1,Sh , ch(w, v) = ch(v, w).(A)
Note that for ch(·, ·) ≡ 0, one obtains the standard Galerkin scheme. In that case,
we denote the approximate solution by wh ∈ V kh . One can show that the pollution
effect, as discussed above, is contained in the scheme if and only if the pollution
function defined as:
gh(w) := a(w − wmh , w − wmh )− ch(wmh , wmh ),(2.3)
converges sub-optimally. More on the pollution effect and its relation to the pollution
function can be found the energy-correction method literature [16, 36, 34, 35, 40].
Nevertheless, not all parts of the pollution function gh(w) are of an decreased order.
To see this, and thus to specify the sufficient condition on the optimal convergence,
we will use an expansion of the solution w into the known eigenfunctions (also called
singular functions) of the Laplace operator which can be expressed in the polar
coordinates (r, θ) with respect to the re-entrant corner as:
si = η(r)r
λi sin(λiθ) = η(r)r
ipi
ω sin
(
ipi
ω
θ
)
, i ∈ N,(2.4)
where η(r) is a cut-off function on B2a(0) = {x ∈ R2 : ‖x‖l2 < a} for sufficiently
small a such that supp(η) ⊂ Ω, and for 0 < b < a it holds: η(r) = 1 for 0 6 r 6 b,
η(r) = 0 for r > a, and η is sufficiently smooth on [b, a]. The factors λi = ipiω are the
corresponding ω-dependent eigenvalues, uniquely ordered as: λ1 > λ2 > ..., for all
ω ∈ (pi, 2pi). Note that si ∈ H21−λi+ε(Ω) and also si ∈ Hk+1k−λi+ε(Ω), ε > 0, ∆si = 0
on Ω ∩ B2b (0), i ∈ N, and si are mutually orthogonal, i.e., (si, sj)Ω = 0 for i 6= j.
More on the singular functions and the eigenvalue problem can be found, e.g., in
[14, 26]. The general solution of eq. (1.1) admits then for a regular right-hand side
an expansion, see [25], which can be formulated as follows:
Lemma 2.1 (Expansion of the solution). Let Ω be a polygonal with a single re-
entrant corner of an angle ω ∈ (pi, 2pi), m ∈ N0, and g ∈ Hm−γ(Ω) for γ > 1+m−λ1.
Also, let Nw ∈ N be such that
∀i = 1, ..., Nw : λi < 1 +m+ γ, and λNw+1 > 1 +m+ γ.
Then the unique solution w ∈ H10 (Ω) of eq. (1.1) belongs also to Hm+2γ (Ω) and it
can be decomposed into
w =
Nw∑
i=1
µwi si +W,(2.5)
where W ∈ Hm+2−γ (Ω) ∩ H10 (Ω) and µwi ∈ R. Moreover, it satisfies the following
a priori estimates:
‖w‖m+2,γ . ‖g‖m,−γ ,
Nw∑
i=1
|µwi |+ ‖W‖m+2,−γ . ‖g‖m,−γ .(2.6)
The function W is called the smooth remainder, and µwi are called the stress
intensity factors. Realizing that the singular functions si and the smooth remainder
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Figure 2. Graphical illustration of the total number K of essential
pollution functions gh(si). Namely, the value K is determined by
the number of thick lines below the horizontal approximation line.
For example, in the case of the approximation order k = 4, we have:
K = 2 for ω ∈ (pi, 65pi], K = 3 for ω ∈ ( 65pi, 85pi], and K = 4 for
ω ∈ ( 85pi, 2pi). The colored lines represent k + 1 bounds.
W are also solutions of Poisson problems with specific right-hand sides, one can
split the approximation error by:
w − wmh =
Nw∑
i=1
µwi (si − smi,h) +W −Wmh ,(2.7)
where smi,h and W
m
h represent the modified approximations of si and W , respectively.
In the theoretical part of this work, we will often use the decomposition eq. (2.5)
and its properties for both, the primal and the dual problem, each of them having
different regularities and thus different decomposition series. Therefore, for better
readability, we strictly use a notation of (u, uh, u
m
h ) and (z, zh, z
m
h ) for the primal
solution, its standard and modified approximation, and the dual solution, and its
standard and modified approximation, respectively. The auxiliary functions, on
the other hand, we denote by w or v, and correspondingly their finite element
approximations by wh and vh. Note also that the singular functions are the same
for both solutions, u and z, but we will distinguish between the constants, µui and
µzi , and the regular remainders U and Z.
Remark 1. For better readability, we specify typical indices and weights for the
primal and the dual problem as used in lemma 2.1. Let k be the finite element
approximation order, then
• primal problem u :
m = k − 1, γ = α˜ := 1− λ1 + ε, Nu =
⌊
(k + 1)
ω
pi
− 1
⌋
,
• dual problem z :
m = 0, γ = α := α˜+ k − 1, Nz = Nu,
where bxc, x ∈ R, represent the floor function, namely bxc = max(l), l ∈ N, l 6 x.
Associated with the order k of the finite element space and the angle ω of the
re-entrant corner, we define a correction order K:
K :=
{ ⌊
(k + 1) ω2pi
⌋
, if (k + 1) ω2pi 6∈ N,
(k + 1) ω2pi − 1 else.
(2.8)
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Figure 3. Symmetry conditions of the local mesh at the re-entrant
corner. For simplicity, we depict only a first layer of elements. The
dashed line A represents the bisectional axis of the angle ω, element
T ∗ represents the mirror image across A of T , and T ′ represent
the rotation of T by ωn around the re-entrant corner. Here n is the
number of elements directly attached to it.
Then in terms of eq. (2.5), the pollution function gh(u) can be decomposed into:
gh(u) =
K∑
i=1
(µui )
2gh(si) +
Nu∑
i 6=j=1
µui µ
u
j g˜h(si, sj) + extra terms,(2.9)
where we set
g˜h(v, w) := a(v − vmh , w − wmh )− ch(vmh , wmh ), i.e., gh(w) = g˜h(w,w).
As we will show later, gh(si) are essential pollution terms due to their non-
conditional reduced convergence order. The possible pollution of g˜h(si, sj) is non-
essential in a sense that it can be balanced by some local symmetry properties of the
mesh. The extra terms do not contribute to the pollution. We aim thus to construct
the modification ch(·, ·) in such a way, that we correct the essential pollution terms
in eq. (2.9).
Let us now turn our attention to the additional assumptions we lay on the mesh.
In the following, we distinguish between several cases of combinations between ω and
the approximation order k and assign to them three different mesh properties (G1)–
(G3) which are schematically represented in fig. 3 for a typical example ω = 3/2pi.
Note, that (G1)–(G3) are assumed on the Sh-domain of the coarsest refinement level
and thus, by uniform refinement, they will automatically hold on each Sh. More
precisely, (G1) represents a general mesh without any specific symmetry properties,
(G2) stands for a mesh with a local mirror-symmetry, i.e., to each element T ∈ Sh
exists another T ∗ ∈ Sh which is a mirror image of T across the bisectional axis A.
The last property (G3) represents a full local symmetry at the singular corner in
the sense that Sh is composed of one base element which is then rotated around
the re-entrant corner. We say that an initial mesh has the eq. (U)-property which
depends on k and ω if
(G1) holds for k = 1 and ω < 32pi,
(G2) holds for k = 1 and ω > 32pi, or k = 2 and ω <
4
3pi,
(G3) holds for k = 2 and ω > 43pi, or k > 3.
(U)
Associated with the eq. (U)-property of a mesh, we make here an assumption on
the interpolation property. If the mesh satisfies the eq. (U)-property, we assume
that for λi + λj < k + 1 we findˆ
Υ
∇sj · ∇Ikhsi dx =
ˆ
Υ
∇sj · ∇si dx = 0, i 6= j,(2.10)
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where Υ is the domain Sh of the coarsest refinement level. We call this assumption
eq. (U)-assumption. We point out that eq. (2.10) does not hold for arbitrary shaped
meshes at the re-entrant corner. However, all our numerical study tests have shown
that the eq. (U)-property is sufficient for eq. (2.10) to hold, see section 6.1.3 in
section 6.
We will show later that under the eq. (U)-assumption the mixed terms g˜h(si, sj),
i 6= j = 1, ..., Nu, converge optimally, and thus, the global pollution in the error
originates strictly from gh(si) terms, i 6 K. Hence, we call K the correction order,
since it represents the number of conditions we lay on the modification. Its value can
be simply read out from fig. 2. Now, we are ready to formulate the main theorem
on the order of convergence, the proof will be shifted to the section 4.
Theorem 2.2 (Main theorem). Let k ∈ N denotes the polynomial degree of the
finite element space, f ∈ Hk−1−α˜ (Ω) for some α˜ > 1− λ1, and let ω be the angle of
the re-entrant corner. Let us assume that eq. (A) and eq. (U)-assumptions hold and
moreover that the modification ch(·, ·) satisfies:
gh(si) = O(hk+1) for all i 6 K.(2.11)
Then, we have the following optimal convergence results of the modified approximation
in the weighted norms with α = α˜+ k − 1:
‖u− umh ‖0,α . hk+1‖f‖k−1,−α˜ and ‖∇(u− umh )‖0,α . hk‖f‖k−1,−α˜.(2.12)
The fundamental result of theorem 2.2 is that an error decay of order k+1 for the
modified Galerkin approximation can be observed in a suitable norm. However, to
obtain O(hk+1) estimates, the weaker weighted L2-norm ‖·‖0,α have to be considered.
To recover the approximation order with respect to the standard L2-norm, we can
introduce a post-process step on umh . First note, that the stress intensity factors,
see, e.g., [19], can be also represented by the singular functions s−i of the adjoint
operator, i.e.,
µui =
1
ipi
ˆ
Ω
(fs−i + u∆s−i) dx, where s−i = η(r)r−λi sinλiθ.
For this characterization, we can define an approximation of the stress intensity
factor as:
µhi :=
1
ipi
ˆ
Ω
(fs−i + umh ∆s−i) dx,
and thus, by eq. (2.12) and ∆s−i = 0 on Ω ∩ B2a(0), see the properties after
Equation (2.4), we obtain directly for all i 6 Nu that
|µui − µhi | =
1
ipi
∣∣∣∣ˆ
Ω
(u− umh ) ∆s−idx
∣∣∣∣ . ‖u− umh ‖0,α‖∆s−i‖0,−α . hk+1.(2.13)
Corollary 2.3. Let assume that the assumptions of theorem 2.2 hold. Then, the
post-processed solution defined as
uposh := u
m
h +
K∑
i=1
µhi (si − smi,h),
converges in standard L2-norm as
‖u− uposh ‖0 . hk+1.
Such is a direct consequence of eq. (2.7) for u, the triangle inequality and eq. (2.13).
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3. Some preliminary results
The proof of the main theorem strongly relies on the decomposition property
eq. (2.5). Thus, before we turn our attention to the proof itself, we state here the
approximation properties of the smooth reminder U from the expansion eq. (2.5)
with indices from remark 1, i.e., for U ∈ Hk+1−α˜ (Ω).
Note also, that these properties are derived by standard techniques, see for exam-
ple [16, 23] concerning energy-corrections, nevertheless, for the sake of completeness
and the readability of the later sections, we include them here. The generalized
interpolation errors, as well as approximation estimates of the modified scheme in
standard norms, are included in the Appendix.
Lemma 3.1. Let U ∈ Hk+1−α˜ (Ω)∩H10 (Ω) with k > 1 and 1− λ1 < α˜ < 1. Addition-
ally, let eq. (A) holds. Then, for l = {0, 1}, we have the following approximation
estimates for the smooth remainder:
‖∇l(U − Uh)‖0,−α˜ . hk+1−l ‖U‖k+1,−α˜,(3.1)
and
‖∇l(U − Umh )‖0,−α˜ . hk+1−l ‖U‖k+1,−α˜.(3.2)
Proof. Let us prove the estimates for the standard Galerkin approximation eq. (3.1)
first, and then, we will focus on the estimates for the modified scheme eq. (3.2).
Standard approximation error
In what follows, we shall strongly rely on the approximation error properties in
the mesh-dependent norms, as derived for the linear approximation in [8]. More
precisely, let us define % := (r2 + θh2)1/2 for some sufficiently large but fixed θ > 0.
Then, analogously, for any 1− λ1 < α˜ < 1 there holds:
‖%−α˜∇(U − Uh)‖0 . ‖%−α˜∇(U − IkhU)‖0 + h−1‖%−α˜(U − IkhU)‖0.(3.3)
First, we derive the estimates for the gradient. By the triangle inequality, the
equivalence of the norms ‖ · ‖−α˜ and ‖%−α˜ · ‖0 on finite element spaces, using again
triangle inequality, eq. (3.3), %−α˜ < r−α˜, and the interpolation estimates eq. (A.2),
we have that
‖∇(U − Uh)‖0,−α˜ . ‖∇(U − IkhU)‖0,−α˜ + ‖%−α˜∇(Uh − IkhU)‖0
. ‖∇(U − IkhU)‖0,−α˜ + ‖%−α˜∇(U − IkhU)‖0 + h−1‖%−α˜(U − IkhU)‖0
. ‖∇(U − IkhU)‖0,−α˜ + h−1‖U − IkhU‖0,−α˜ . hk‖U‖k+1,−α˜.
To derive the L2−α˜−bound, we consider the following adjoint problem
−∆v = r−2α˜(U − Uh) in Ω, and v = 0 in ∂Ω.(3.4)
The right hand side is in L2α˜(Ω) since, using eq. (1.3), U ∈ L2−α˜(Ω) and also Uh ∈ L2−α˜
for −α˜ > −1. Thus, the solution of the dual problem admits the regularity result
from lemma 2.1:
‖v‖2,α˜ . ‖r−2α˜(U − Uh)‖0,α˜ = ‖U − Umh ‖0,−α˜.(3.5)
This yields for the error, together with the integration by parts, standard Galerkin
orthogonality, the Ho¨lder inequality, the result for the gradients and the interpolation
estimates from eq. (A.2):
‖U − Uh‖20,−α˜ = (U − Uh, r−2α˜(U − Uh)) = (U − Uh,−∆v) = a(U − Uh, v)
= a(U − Uh, v − I1hv) 6 ‖∇(U − Uh)‖0,−α˜‖∇(v − I1hv)‖0,α˜
. hk‖U‖k+1,−α˜ h‖v‖2,α˜ . hk+1‖U‖k+1,−α˜‖U − Uh‖0,−α˜.
HIGHER ORDER ENERGY-CORRECTED FEM 9
Dividing by ‖U −Uh‖0,α˜ we can then determine the final L2−α˜−estimate. Let us now
turn our attention to the estimates of eq. (3.2) for the modified Galerkin scheme.
Step 2: Modified approximation error
The L2−α˜ estimate can be proven by a similar duality argument as above, namely
for eq. (3.4) with right hand-side r−2α˜(U − Umh ). Analogously, we obtain for the
solution v that
‖v‖2,α˜ . ‖U − Umh ‖0,−α˜.(3.6)
We denote by vmh ∈ V kh the k−th order modified Galerkin approximation of v. Hence,
using eq. (2.2) for vmh , U
m
h , and Uh, the triangle and Cauchy–Schwarz inequality, we
derive
‖U − Umh ‖20,−α˜ = (U − Umh , r−2α˜(U − Umh )) = (U − Umh ,−∆v) = a(U − Umh , v)
= a(U − Umh , v − vmh )− ch(Umh , vmh ) = a(U − Uh, v)− ch(Uh, vmh )
. ‖U − Uh‖0,−α˜‖∆v‖0,α˜ + ‖∇Uh‖L2(Sh)‖∇vmh ‖L2(Sh).
The first term can be estimated by the help of the standard approximation estimate
from eq. (3.1), ‖∆v‖0,α˜ . ‖v‖2,α˜ and eq. (3.6), thus
‖U − Uh‖0,−α˜‖∆v‖0,α˜ . hk+1‖U‖k+1,−α˜‖U − Umh ‖0,−α˜.
In the rest of the proof, we use results from the Appendix. For the Sh−supported
terms we use the triangle inequality, similar scaling arguments as in eq. (A.7), and
again the first part of eq. (3.1):
‖∇Uh‖L2(Sh) 6 ‖∇(U − Uh)‖L2(Sh) + ‖∇U‖L2(Sh)
. hα˜
(
‖∇(U − Uh)‖L2−α˜(Sh) + hk‖U‖k+1,−α˜
)
. hα˜+k‖U‖k+1,−α˜,
and similarly, by eq. (A.12) together with the regularity result eq. (3.6) for v as the
solution of the Poisson problem:
‖∇vmh ‖L2(Sh) . ‖v − vmh ‖H1(Sh) + ‖∇v‖L2(Sh) . h1−α˜‖v‖2,α˜ . h1−α˜‖U − Umh ‖0,−α˜.
Summing all the estimated terms above and dividing the sum by ‖U − Umh ‖0,α˜,
we obtain the L2−α˜−approximation error. It remains to show the bound for the
gradient:
‖∇(U − Umh )‖0,−α˜ 6 ‖∇(U − IkhU)‖0,−α˜ + ‖∇(IkhU − Umh )‖0,−α˜
. hk‖U‖k+1,−α˜ + h−1(‖IkhU − U‖0,−α˜ + ‖U − Umh ‖0,−α˜) . hk‖U‖k+1,−α˜,
where we used the triangle inequality, the interpolation estimates (lemma A.2), the
generalized inverse inequality (lemma A.1), and the above derived L2−α˜−estimate
eq. (3.1). 
4. Proof of the main theorem
Before we start, let us define a restricted interpolation I˜kh ∈ V kh such that for
each v ∈ C(Ω) holds: I˜khv = 0 on Sh and I˜khv(x) = v(x) for all interpolation nodes
x 6∈ Sh. Then, for each wh ∈ V kh it holds: ch(I˜khv, wh) = 0. Moreover, I˜khv 6= Ikhv
only on a O(h)-surrounding of the singular point. Its approximation properties are
then stated in the Appendix, see remark 2.
One of the key ingredients of the proof below will be generalized Wahlbin results.
Namely, we will use a standard energy estimate:
‖∇(u− umh )‖0,A . ‖∇(u− Ikhu)‖0,B + ‖u− umh ‖0,B ,(4.1)
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for A ⊂ B such that xs 6∈ B and dist(∂A \ ∂Ω, ∂B \ ∂Ω) > 0, see [39, Chapter III.,
Theorem 9.1] or [32]. Additionally, we will use a generalized result in the weighted
norms:
‖rβ∇(u− umh )‖0 . ‖rβ∇(u− I˜khu)‖0 + ‖rβ−1(u− umh )‖0,(4.2)
for β > 1. This estimate can be obtained from the local energy estimates provided
by [39, Chapter III., Corollary 9.1.] for standard norms on subdomains. As it is
done in [30], a decomposition of Ω into overlapping dyadic balls then gives the
estimate in weighted norms for standard conforming finite elements. However, the
result holds also true for the modified discrete solution since the modified Galerkin
orthogonality eq. (2.2) for I˜khu reduces to the standard one.
As we have already mentioned, we shall base the proof of theorem 2.2 on the
decomposition in eq. (2.5). In contrast to [16] which is restricted to linear finite
elements, we have to deal also with the pollution in the H1-norm. To obtain the
required k + 1 power of h in eq. (2.12), we carry out the proof recursively. In the
first step, see lemma 4.1, we use stronger assumptions as they are formulated in the
main theorem. In the rest of the section, these assumptions will be weakened.
Lemma 4.1. Assume that for some σ 6 k it holds:
a(si − smi,h, sj − smj,h)− ch(smi,h, smj,h) = O(hσ+1),(4.3)
i, j 6 Nu = Nz, for Nu as defined in remark 1. Then, for f ∈ Hk−1−α˜ (Ω) and
1− λ1 < α˜ < 1, we have
‖u− umh ‖0,α . hσ+1‖f‖k−1,−α˜ and ‖∇(u− umh )‖0,α . hσ‖f‖k−1,−α˜.(4.4)
Proof. We will show the required error bounds eq. (4.4) by induction with increasing
the weights from α˜ to α˜ + σ − 1 6 α. For that we define the induction variables
κ = 1, ..., σ, and β(κ) := α˜+ κ − 1 = κ − λ1 + ε.
Initial step: κ = 1 The low order results from [16] directly apply also for higher
order finite elements, and thus we have directly ‖∇l(u− umh )‖0,α˜ . h2−l‖f‖0,−α˜ .
h2−l‖f‖k−1,−α˜, l = 0, 1.
Induction step: 2 6 κ 6 σ: We show the error bounds for the general κ-step
using the result from the previous (κ−1)-step, i.e.,
‖u− umh ‖0,β(κ−1) . hκ‖f‖k−1,−α˜, ‖∇(u− umh )‖0,β(κ−1) . hκ−1‖f‖k−1,−α˜.
(4.5)
By eq. (4.2), the interpolation error eq. (A.2) for I˜kh (see remark 2) and eq. (4.5)
from the previous induction step, we can directly obtain the H1β(κ)−estimate:
‖∇(u− umh )‖0,β(κ) . ‖∇(u− I˜khu)‖0,β(κ) + ‖u− umh ‖0,β(κ−1) . hκ‖f‖k−1,−α˜.
(4.6)
Let us continue with the proof of the L2β(κ)−estimate. We consider the dual
problem
−∆z = r2β(κ)(u− umh ) in Ω, and z = 0 on ∂Ω.(4.7)
The right hand side r2β(κ)(u− umh ) is in L2−β(κ)(Ω) since u ∈ Hk+1α (Ω) ⊂ L2β(κ)(Ω).
Thus, by lemma 2.1 we can expand the solution u of the original Poisson problem
and the solution z of the dual problem as
u =
Nu∑
i=1
µui si + U, and z =
Nz(κ)∑
j=1
µzjsj + Zκ ,
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with U ∈ Hk+1−α˜ (Ω) and Zκ ∈ H2−β(κ)(Ω) with Nz(κ) 6 Nz. Further, the following
a priori estimates hold
Nu∑
i=1
|µui |+ ‖U‖k+1,−α˜ . ‖f‖k−1,−α˜,
Nz(κ)∑
j=1
|µzj |+ ‖Zκ‖2,−β(κ) . ‖u− umh ‖0,β(κ).
(4.8)
We can then rewrite the L2β(κ)-error by eq. (4.7), integration by parts, modified
Galerkin orthogonality eq. (2.2), and the expansions of u and z as:
(4.9)
‖u− umh ‖20,β(κ) = (u− umh , r2β(κ)(u− umh )) = a(u− umh , z − zmh )− ch(umh , zmh )
=
Nu∑
i=1
Nz(κ)∑
j=1
µui µ
z
j
[
a(si − smi,h, sj − smj,h)− ch(smi,h, smj,h)
]
+
Nz(κ)∑
j=1
µzj
[
a(U − Umh , sj − smj,h)− ch(Umh , smj,h)
]
+
Nu∑
i=1
µui
[
a(si − smi,h, Zκ − Zmκ,h)− ch(smi,h, Zmκ,h)
]
+ a(U − Umh , Zκ − Zmκ,h)− ch(Umh , Zmκ,h).
In the following, we consider each term of eq. (4.9) individually. We can estimate
the first double-sum by the assumption of the lemma and by the a priori estimates
of the expansions eq. (4.8), i.e.,
µui µ
z
j
[
a(si − smi,h, sj − smj,h)− ch(smi,h, smj,h)
]
. hσ+1‖f‖k−1,−α˜‖u− umh ‖0,β(κ).
(4.10)
For the second term, we apply the modified Galerkin orthogonality eq. (2.2), inte-
gration by parts, Cauchy Schwarz inequality, the fact that ‖∆sj‖0,α˜ . ‖sj‖2,α˜ 6 c
and the estimates of lemma 3.1 as well as the regularity estimates
(4.11)
µzj
[
a(U − Umh , sj − smj,h)− ch(Umh , smj,h)
]
= µzj a(U − Umh , sj)
6 |µzj | (U − Umh ,−∆sj) 6 |µzj | ‖U − Umh ‖0,−α˜‖∆sj‖0,α˜
. hk+1‖u− umh ‖0,β(κ)‖U‖k+1,−α˜ . hk+1‖f‖k−1,−α˜‖u− umh ‖0,β(κ).
Note that, in general, Zκ 6∈ Hk+1−α˜ (Ω), and thus the similar arguments can not be
used for the third term. Instead, we use the κ-gradient bound eq. (4.6) which are
valid also for si − smi,h, together with the modified Galerkin orthogonality eq. (2.2),
approximation properties of I˜kh , and eq. (4.8):
(4.12)
µui
[
a(si − smi,h, Zκ − Zmκ,h)− ch(smi,h, Zmκ,h)
]
= µui a(si − smi,h, Zκ − I˜khZκ)
6 |µui |‖∇(si − smi,h)‖0,β(κ)‖∇(Zκ − I˜khZκ)‖0,−β(κ)
. hκ+1‖f‖k−1,−α˜‖Zκ‖2,−β(κ) . hκ+1‖f‖k−1,−α˜‖u− umh ‖0,β(κ).
The last term in eq. (4.9) is the most regular one, and thus, using the estimates
for the smooth remainder from lemma 3.1 together with the smoothness of Zκ , we
obtain:
(4.13)
a(U − Umh , Zκ − Zmκ,h)− ch(Umh , Zmκ,h)
= a(U − Umh , Zκ) = (U − Umh ,−∆Zκ) 6 ‖U − Umh ‖0,−α˜‖∆Zκ‖0,α˜
6 hk+1‖U‖k+1,−α˜‖Zκ‖2,−β(κ) . hk+1‖f‖k−1,−α˜‖u− umh ‖0,β(κ).
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Figure 4. Graphical illustration of the total number of singular
functions which pollution have to be controlled (bold black) with
respect to the approximation order k, in virtue of lemma 4.3.
Dashed lines represent terms of pollution which converge a priori
fast enough if eq. (U)-property is fulfilled, as well as the combination
of the singular functions as depicted in gray. The colored lines
represent k + 1 bounds.
Summing all four terms together, i.e., eq. (4.10)–eq. (4.13), and dividing by ‖u−
umh ‖0,β(κ) we obtain the L2β(κ)−error for the inductive step:
‖u− umh ‖0,β(κ) . hκ+1‖f‖k−1,−α˜.(4.14)
The proof of lemma 4.1 is then finished for κ = σ. 
Note, for σ = k, that the assumptions eq. (4.3) in lemma 4.1 are formulated in a
stronger way than those from the main theorem. Namely, we have assumed for all
combinations of i, j that
a(si − smi,h, sj − smj,h)− ch(smi,h, smj,h) = O(hk+1).
What we show now is that some of the terms from eq. (4.3) converge automatically
with the prescribed rate under the eq. (U)-assumption. Namely, as we will see below,
the terms for which i 6= j. The terms with i = j reflect the essential pollution, in
our setting the only contribution to the global pollution.
We shall carry out the proof of the statement above again in a recursive fashion.
For readability, we distinguish between several cases, each is separately studied in
different lemmas or sections:
lemma 4.2: λi + λj > k + 1: both singular functions have sufficient regularity.
lemma 4.3, 4.4: λi + λj < k + 1 and i 6= j: si, sj are mutually orthogonal.
Section 5: λi + λj < k + 1 and i = j: essential pollution gh(si).
Lemma 4.2. For λi + λj > k + 1 it holds:
a(si − smi,h, sj − smj,h)− ch(smi,h, smj,h) . hk+1.(4.15)
Proof. If we rewrite the ch(·, ·) term by
ch(s
m
i,h, s
m
j,h) = ch(si − smi,h, sj − smj,h) + ch(si, sj)− ch(si, sj − smj,h)− ch(sj , si − smi,h),
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Figure 5. Left: Cut-off χ, Right: Cut-off (1−χ). Both represented
on the L-shape domain with boundaries of Ω1 and Ω2.
we can use the Cauchy–Schwarz inequality, direct integration of si, sj on Sh and
lemma A.4, and thus we obtain:
|a(si − smi,h, sj − smj,h)− ch(smi,h, smj,h)|
. ‖∇(si − smi,h)‖0‖∇(sj − smj,h)‖0 + ‖∇si‖L2(Sh)‖∇sj‖L2(Sh)
+ ‖∇(si − smi,h)‖0‖∇sj‖L2(Sh) + ‖∇(sj − smj,h)‖0‖∇si‖L2(Sh) . hλi+λj . hk+1.
Note also that generally for λi + λj > σ + 1, the convergence order in eq. (4.15) is
σ + 1 at least. 
Now, let us take a closer look on the case when eq. (4.3) contains a combination
of different singular functions, i.e., i 6= j.
Lemma 4.3. Let λi + λj < k + 1, the eq. (U)-assumption eq. (2.10) holds, and
assume also that for some σ 6 k and i < (σ + 1) ω2pi it is valid:
gh(si) = O(hσ+1) and ‖si − smi,h‖0,Ωc1 . h
σ.(4.16)
Then
a(si − smi,h, sj − smj,h)− ch(smi,h, smj,h) . hσ+1, i 6= j.(4.17)
Proof. Before we start with the proof, note that the condition i < (σ + 1) ω2pi
identifies the number of the singular functions for which gh(si) contribute to the
global pollution gh(u) and thus need to be a priori corrected by a suitable choice of
ch(·, ·). If σ = k, it is also equivalent to 2λi < (k + 1), see fig. 4, bold lines.
We assume, without loss of generality due to the symmetry of ah(·, ·), that i 6 j.
The character of the problem for the higher order approximation is similar to the
linear one. This time, however, instead of local symmetry-properties of si and sj ,
we focus on their mutual orthogonality. Again, under the assumption that the
modification is free of the pollution in the very interior of the domain, we shall use
a localization strategy, and aim to prove that despite the defect in the orthogonality
relationship due to the approximation, the error is still small enough.
Thus, we define a suitable decomposition of Ω, see fig. 6, such that
Ω3 ⊂ Ω2 ⊂ Ω1 ⊂ Ω0 = Ω, dist(∂ΩI \ ∂Ω, ∂ΩI−1 \ ∂Ω) > 0, I 6 3,
with |ΩI | = O(1), xs ∈ ΩI , xs denoting the singular point, and the boundaries of
ΩI matching the initial mesh. Further, we define a cut-off function
χ(r) =
{
1 on Ωc1,
0 on Ω2,
and its complement to one, 1− χ, see fig. 5, both being functions of r, only. Due to
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the fact that χ = 0 on Sh, we can by the modified Galerkin orthogonality decompose
the term of interest into two parts, namely
(4.18)
a(si − smi,h, sj − smj,h)− ch(smi,h, smj,h) = a(si − smi,h, sj)
= a(si − smi,h, χsj − Ikh(χsj)) + a(si − smi,h, (1− χ)sj) = (T1) + (T2).
By the Cauchy-Schwarz inequality and the fact that χsj − Ikh(χsj) = 0 on Ω2, we
can estimate the first term (T1):
a(si − smi,h, χsj − Ikh(χsj)) . ‖si − smi,h‖1,Ωc2‖χsj − I
k
h(χsj)‖1,Ωc2 ,(4.19)
where
‖χsj − Ikh(χsj)‖1,Ωc2 . h
k,
since χsj is sufficiently smooth on Ω
c
2. The approximation error term in eq. (4.19)
can be bounded by the Wahlbin estimate eq. (4.1). More precisely,
‖si − smi,h‖1,Ωc2 . ‖si − I
k
hsi‖1,Ωc3 + ‖si − s
m
i,h‖0 . hλi+λ1−ε . h,(4.20)
since the singular functions are smooth away from the singularity and lemma A.4.
Thus, all together, we obtain for (T1):
(T1) . hk+1.(4.21)
Let us turn our attention to (T2). Due to to the mutual orthogonality between si
and sj , i 6= j, and the dependence of χ only on the radial component, we have that
a(si, (1− χ)sj) = 0.(4.22)
Nevertheless, in the general case, the approximations will not preserve the mutual
orthogonality (or even symmetry) properties, i.e.,
−a(smi,h, (1− χ)sj) 6= 0.(4.23)
We proceed now as follows. First, we define a new finite element function, localized
on Ω1, and with its help, we estimate the convergence rate of the left-hand side in
eq. (4.23). Namely, let us define a finite element space V˜h := {vh : vh = wh|Ω1 , wh ∈
Vh} and qh ∈ V˜h solving a localized discrete Poisson problem:
(4.24)
ah(qh, vh) = ah(s
m
i,h, vh) ∀vh ∈ V˜h ∩H10 (Ω1),
qh = I
k
hsi on ∂Ω1.
Due to the boundary conditions on qh on ∂Ω1 and the fact that sj is a harmonic
function in Ω1, we have by assumption eq. (2.10):ˆ
Ω1
∇sj · ∇qh dx =
ˆ
∂Ω1\∂Ω
(∇sj · n) Ikhsi dx =
ˆ
Ω1
∇sj · ∇Ikhsi dx = 0,(4.25)
Then, by eq. (4.22), eq. (4.25), the dependence of 1− χ only on the radial direction,
and the definition of the system eq. (4.24) with vh = I˜
k
h((1− χ)sj), we can rewrite
(T2) as follows:
(4.26)
(T2) = a(si − smi,h, (1− χ)sj) = −a(smi,h, (1− χ)sj) = a(qh − smi,h, (1− χ)sj)
= a
(
qh − smi,h, (1− χ)sj − I˜kh((1− χ)sj)
)
.
Since qh − smi,h is a discrete harmonic on Ω1, its H1-norm can be bounded by its
trace norm:
(4.27)
‖qh − smi,h‖1,Ω1 . ‖qh − smi,h‖H 12 (∂Ω1) . ‖si − qh‖H 12 (∂Ω1) + ‖si − s
m
i,h‖H 12 (∂Ω1)
. ‖si − Ikhsi‖1,Ωc1 + ‖si − s
m
i,h‖1,Ωc1 . h
σ,
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Figure 6. Domain decomposition into several embedded sub-
domains ΩI , I 6 k (left), and their complements to Ω (right).
Note that |ΩI | = O(1).
where we have used the triangle inequality in the second step, the equivalence of
H
1
2 (∂Ω1)− and H
1
2
00(∂Ω1 \ ∂Ω)−norms for functions from H10 (Ω) together with the
trace theorem in the third one, and the assumption eq. (4.16) with interpolation
estimates away from the singularity in the last one. Also, the interpolation error in
Ω1 is, due to eq. (A.5) and λj > 1 due to j > 2, as follows:
‖(1− χ)sj − I˜kh((1− χ)sj)‖1,Ω1 . hλj . h.(4.28)
Both auxiliary results eq. (4.27) and eq. (4.28) inserted into eq. (4.26) imply
(T2) . hσ+1, which together with eq. (4.21) concludes the proof. Note also that
if the assumption eq. (4.16) is fulfilled for σ = k, we obtain the optimal result
(T2) . hk+1. 
What we show in the next lemma is, that the assumption on the errors on Ωc1 is
actually fulfilled if the correction is suitable, namely we have the following.
Lemma 4.4. Under the assumption gh(si) = O(hk+1), i 6 K, the approximation
error has the local property on Ωc1:
‖si − smi,h‖0,Ωc1 . h
k.(4.29)
Proof. First, let us define for each approximation order k a further decomposition
of Ω, see fig. 6, such that
Ωk ⊂ Ωk−1 ⊂ ... ⊂ Ω1 ⊂ Ω0 = Ω, dist(∂ΩI \ ∂Ω, ∂ΩI−1 \ ∂Ω) > 0, I 6 k,
with |ΩI | = O(1), xs ∈ ΩI , and the boundaries of ΩI matching the initial mesh.
In the linear approximation case, i.e., k = 1, there is nothing to prove due to
eq. (4.20) and ‖si − smi,h‖1,Ωc1 6 ‖si − s
m
i,h‖1,Ωc2 . Let us thus turn our attention to a
general approximation order k. By eq. (A.6), similarly as in eq. (4.20), we have for
smi,h ∈ V kh :
‖∇(si − smi,h)‖0,Ωck−1 . ‖∇(si − I
k
hsi)‖0,Ωck + ‖si − s
m
i,h‖0,Ωck . h.
Using this in eq. (4.16) with σ = 1, we can then also show by lemma 4.3 that at
least it holds:
a(si − smi,h, sj − smj,h)− ch(smi,h, smj,h) . hσ+1 = h2, i, j 6 Nu, i 6= j.
In combination with lemma 4.1, we now get:
‖si − smi,h‖0,Ωck−1 . h
2.(4.30)
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For k > 2 we continue by a general inductive step, i.e., we aim to show that
‖si − smi,h‖0,Ωck−l+2 . h
l−1 implies ‖si − smi,h‖0,Ωck−l+1 . h
l. This we obtain by the
Wahlbin estimate eq. (4.1), namely
‖∇(si − smi,h)‖0,Ωck−l+1 . ‖∇(si − I
k
hsi)‖0,Ωck−l+2 + ‖si − s
m
i,h‖0,Ωck−l+2 . h
l−1,
and again, we can use lemma 4.3 and 4.1, this time with σ = l − 1, to show
‖si − smi,h‖0,Ωck−2 . h
σ+1 = hl.(4.31)
The induction steps end as we reach the actual interpolation convergence order, i.e.,
‖∇(si − smi,h)‖0,Ωc1 . ‖∇(si − I
k
hsi)‖0,Ωc2 + ‖si − s
m
i,h‖0,Ωc2 . h
k.
Finally, by lemma 4.3 and the optimal convergence of the approximation order in
L2(Ωc1), we obtain the required eq. (4.29). 
Now, putting together lemma 4.1, 4.2, 4.3 and 4.4 we have finished the proof of
the theorem 2.2.
5. Construction of the modification ch(·, ·)
The previous sections were dedicated to the proof of theorem 2.2, where the
main assumption was eq. (2.11), namely gh(si) = O(hk+1), i <6 K. This means,
choosing a correction term ch(·, ·) in such a way that eq. (2.11) is satisfied guarantees
us the optimal order convergence rates of the modified scheme. We remind that
K from eq. (2.8) refers to the total number of essential pollution functions gh(si)
contributing to the total pollution. Also, we define the radial element layers Sih
with respect to the re-entrant corner placed at 0 as:
S1h := {T ∈ Th : 0 ∈ ∂T}, Sih := {T ∈ Th : ∂T ∩ ∂Si−1h 6= ∅}, i = 2, ...,K.
Following the basic concept from previous studies on energy-correction methods,
we can simply adapt the construction of ch(·, ·) to our higher order case and define:
cRh (u, v) :=
K∑
i=1
ˆ
Sih
γRi ∇u · ∇v dx, SRh = int
(
∪Ki=1Sih
)
,(5.1)
where the constants γRi are called correction parameters. We also call the scheme
with cRh as a method with (radial) layer-correction, since K-layers of elements Sih
are involved in the definition of the modification. It is clear that with higher k the
support of cRh (·, ·) is significantly larger. We also present an alternative approach
of a function-correction for which, in contrast with the layer-modification, we need
only a single layer-support independently on k or ω. Namely, we define:
cFh (u, v) :=
K∑
i=1
ˆ
S1h
γFi rˆ
i−1∇u · ∇v dx, SFh = S1h,(5.2)
where rˆ ∈ [0, 1] is the h-scaled distance from the origin, i.e., rˆ = r/h.
We shortly denote the correction parameters by a vector valued γ] = (γ]1, . . . , γ
]
K)
>,
γ] ∈ RK , ] ∈ {R,F}, and assume that they are such that eq. (A) is satisfied.
For example, in the case of the layer-correction, a sufficient condition is that
γR ∈ B∞ξ (0) = {y ∈ RK : ‖y‖l∞ < ξ} with a fixed ξ < 1. We will see later in
section 6 that all our choices of γR satisfy eq. (A). We will also show that both
types of modification are good choices, if optimal parameters γR, γF are known.
The basic question which then remains is: How to obtain the optimal correction
parameters? Let us describe this topic briefly for the layer-correction cRh (·, ·) and,
for the better readability, skip the index R. For the function-correction, we use the
same strategy.
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We follow the same technique as proposed in [16] and proven in [34] for the
linear elements for the Poisson problem and in [23] for linear elements (but also
vector-valued gh(·)) for the case of Stokes problem. This means, we construct a
sequence {γh}h>0 ⊂ B∞ξ (0) satisfying certain conditions, such that it converges to
a unique asymptotic value γ? ∈ B∞ξ (0), being the optimal correction parameter.
Namely, for each admissible γ = (γ1, . . . , γK)
>, we define the vector valued pollution
function gh : B∞ξ (0)→ RK by its components:
gh,i(γ) = a(si −Rmh(γ)si, si −Rmh(γ)si)− ch(Rmh(γ)si, Rmh(γ)si), i = 1, ...,K,
(5.3)
where Rmh(γ)si represents the modified-approximative solution to si, this time
explicitly dependent on the choice of γ. If we construct {γh}h>0 such that
gh(γh) = 0, for each h > 0,(5.4)
we can possibly generalize the proof of [34] and [23] and show the convergence
γh to γ
? for h → 0 with a certain rate. Under the assumption on a suitably fast
convergence of γh, we can show that for the asymptotic vector γ
?, the necessary
condition eq. (2.11) on the modification ch(·, ·) on each level is satisfied. The validity
of eq. (2.11) will be stated in the next lemma. For that, let us fist define the following
auxiliary sequences:
γKh := (γ
K
h,1, ..., γ
K
h,K)
> such that gh(γKh ) = 0,
γKh → γK := (γK1 , ..., γKK )>,
...
γlh := (γ
l
h,1, . . . , γ
l
h,l, γ
K
l+1, . . . , γ
K
K )
> such that gh,i(γlh) = 0 for all i 6 l,
γlh → γl := (γl1, . . . , γll , γKl+1, . . . , γKK )>,
...
γ1h := (γ
1
h,1, γ
K
2 , ..., γ
K
K )
> such that gh,1(γ1h) = 0,
γ1h → γ1 := (γ11 , γK2 , ..., γKK )>.
Lemma 5.1. Let γlh converge to γ
l at least with the following rate:
‖γl − γlh‖l2 . hk+1−2λl ,(5.5)
for all l 6 K. Then the condition eq. (2.11) is fulfilled for correction with γ = γK =
γ?.
Before we step to the proof, let us mention here general properties of gh(γ).
Namely, by the modified Galerkin orthogonality and the h−uniform a priori bounds
on Rmh(γ)si, we can show the Lipschitz continuity of gh,i on B∞ξ (0):
gh,i(γ)−gh,i(γ˜) = a(si, Rmh(γ˜)si)−a(si, Rmh(γ)si)
= −
K∑
j=1
(γj − γ˜j)
ˆ
Sjh
∇Rmh(γ)si · ∇Rmh(γ˜)si dx,
and thus
|gh,i(γ)− gh,i(γ˜)| . ‖γ − γ˜‖l1‖si‖21.
18 THOMAS HORGER, PETRA PUSTEJOVSKA AND BARBARA WOHLMUTH
The function gh,i is also differentiable:
∂gh,i
∂γj
= lim
γ˜j→γj
gh,i(γ1, ..., γ˜j , ..., γK)− gh,i(γ)
γ˜j − γj = −
ˆ
Sjh
∇Rmh(γ)si · ∇Rmh(γ)si dx.
(5.6)
By generalizing the proof for the Stokes problem form [23], we can even show a
bound of the gradient:
m(κjh)
2λi 6 −∂gh,i(γ)
∂γj
6M(κjh)2λi ,(5.7)
with κj given such that B2(κj−1+κj)h ⊂ S
j
h ⊂ B2(κj−1+κj+1)h, j = 1, ...,K. The mesh
around the re-entrant corner is then assumed to have additional properties, reflecting
this ball inclusions. For a detailed discussion, see [23]. Let us just mention here,
that all the meshes we use in our computations satisfy this property, and κj = 1 for
all j 6 K.
Proof of lemma 5.1. We will carry our proof by induction in the index l, i.e., we
show, that only the first l components of gh(γ
l) are of the sufficient rate under the
assumption that gh,i(γ
l−1) = O(hk+1) for all i 6 l − 1 and eq. (5.5). Also, we will
show, that actually γl = γl−1.
• l = 1: We have directly by the continuity of gh,1, eq. (5.5), Young inequality and
eq. (5.7) with eq. (5.6):
(5.8)
|gh,1(γ1)| = |gh,1(γ1)− gh,1(γ1h)|
6 |γ11 − γ1h,1|
(
‖∇Rmh(γ1)s1‖2L2(Sh) + ‖∇Rmh(γ1h)s1‖2L2(Sh)
)
. hk+1.
• 1 < l 6 K: We assume, that |gh,i(γl−1)| . hk+1, for i 6 l − 1. Due to
differentiability of gh on B∞ξ (0), we have by the mean value theorem in several
variables for some ζ ∈ B∞ξ (0):
gh,i(γ
l) = gh,i(γ
l−1) + (γl − γl−1) · ∇γgh,i(ζ)
Let us assume that γl 6= γl−1. Since
∣∣∣∂gh,i(ζ)∂γj ∣∣∣ > c(j)h2λi by eq. (5.7), and from the
induction assumption it holds that gh,i(γ
l−1) = O(hk+1), we obtain for each i−th
component of gh, i 6 l − 1, a lower bound:
|gh,i(γl)| & h2λi ,(5.9)
where we also used that 2λi < k + 1. At the same time, we have by the same
arguments as in the first induction step in eq. (5.8) and assumption eq. (5.5):
|gh,i(γl)| . ‖γl − γlh‖l2 h2λi . h2λi+(k+1−2λl),
which is a contradiction to eq. (5.9) again by the fact that 2λl < k + 1. This means
that γl = γl−1 and thus gh,i(γl) . hk+1 for all i 6 l − 1.
From the last step then obviously holds that γh solving eq. (5.4) converges
component-wise to γK =: γ? for which gh(γ
?) = O(hk+1), i.e., gh(si) = O(hk+1)
for all i 6 K. 
We note that the sequences γlh and γ
l, respectively, are not constructive in a sense,
that the explicit knowledge of the limiting vector γ? is required. Nevertheless, we
will show numerically in section 6, that the assumption eq. (5.5) on the convergence
rates of γlh are satisfied, and thus we show the validity of eq. (2.11) for γ
? being
constructed as the root of eq. (5.4).
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6. Numerical results
In this section, we show some numerical results for problem eq. (1.1) using
higher order finite elements with and without energy correction. We illustrate our
theoretical results for schemes up to order four, and we always assume an exact
solution given by:
u := s1 + s2 + s3 + s4 =
∑4
i=1
rλi sin(λiθ).
We note that each term contributes to the total energy with a similar magnitude.
Also, according to [20], an adding of a further term with a higher regularity to the
exact solution u does not influence the convergence rates.
The convergence rates and the γ-convergence studies for the second, third and
fourth order scheme are performed on the geometries as depicted in fig. 7.
Figure 7. Initial meshes, ` = 1 for ω = 3/2pi, 7/4pi, 2pi used for
k = 2, 3, 4 approximations.
This section is structured as follows: First, we present the results for the energy-
correction with the layer-modification eq. (5.1). In section 6.1, a more detailed study
is performed for the second order case, showing convergence results for the modified
scheme. Then, in section 6.2, we turn our attention to the results for the third
and fourth order approximations, again for the layer correction. In the last part,
section 6.3, we compare the qualitative behavior of the layer- and function-correction,
namely, the influence of the choice of the modification ch(·, ·) on the quantitative
error.
All the sections in this part are written exclusively either for the layer- (cRh (·, ·))
or for the function-correction (cFh (·, ·)). For a better readability, we skip the index
R and F in the notation of the asymptotic values γ? and their components γ?i ,
i 6 K. Also, the specific values of γ? are stated in the following only up to a certain
precision.
Before we start with the numerical accuracy study of the energy corrected
approach, we show that our local modification does not deteriorate the condition
number of the stiffness-matrix. Namely, in section 6 we give the ratios
(λmin)
m
h
(λmin)h
and
(λmax)
m
h
(λmax)h
between eigenvalues of the stiffness matrix which belong to the modified
scheme (·)mh and the standard scheme (·)h, for both correction methods cRh (·, ·) and
cFh (·, ·).
6.1. Layer-modification cRh (·, ·): k = 2. In this subsection, we study the second
order scheme for the case of the layer-correction eq. (5.1). We start by the estimation
of the asymptotic values of the correction parameters γ?, then present the optimal
rates obtained with the energy-correction method, and finally we highlight the
importance of our symmetry assumptions on the mesh.
6.1.1. γ? fitting and the Newton method. An important part of the energy- correction
method is an accurate approximation of the correction-parameter γ? = (γ?1 , . . . , γ
?
K),
as a limit vector of the series {γh}h>0. In our study, we use two different possibilities
to estimate γh. The first one is purely based on existing FEniCS routines [1] and
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layer correction cRh (·, ·) function correction cFh (·, ·)
` 2 3 4 2 3 4
(λmin)
m
h
(λmin)h
0.9886 0.9891 0.9952 0.9806 0.9901 0.9954
(λmax)
m
h
(λmax)h
1.0007 1.0000 1.0000 1.0000 1.0000 1.0000
Table 1. Comparison of the condition numbers of the stiffness
matrices belonging to corrected and standard scheme; ω = 74pi,
k = 2.
ω = 32pi ω =
7
4pi ω = 2pi
2 4 6 8 10
3.14
3.15
3.15
3.15
3.15
·10−2
`
γ?1
γ1,h fsolve
γ?1 + cfh
2(2−λK)
γ1,h n.-Newton
γ?1 + cNh
2(2−λK)
2 4 6 8 10
7.36
7.36
7.37
7.37
7.37
·10−2
`
γ?1
γ1,h fsolve
γ?1 + cfh
2(2−λK)
γ1,h n.-Newton
γ?1 + cNh
2(2−λK)
2 4 6 8 10
0.13
0.13
0.13
0.13
`
γ?1
γ1,h fsolve
γ?1 + cfh
2(2−λK)
γ1,h n.-Newton
γ?1 + cNh
2(2−λK)
2 4 6 8 10
−5.53
−5.52
−5.51
·10−3
`
γ?2
γ2h fsolve
γ?2 + cfh
2(2−λK)
γ2,h n.-Newton
γ?2 + cNh
2(2−λK)
2 4 6 8 10
−1.97
−1.97
−1.96
·10−2
`
γ?2
γ2h fsolve
γ?2 + cfh
2(2−λK)
γ2,h n.-Newton
γ?2 + cNh
2(2−λK)
2 4 6 8 10
−4.77
−4.77
−4.76
·10−2
`
γ?2
γ2h fsolve
γ?2 + cfh
2(2−λK)
γ2,h n.-Newton
γ?2 + cNh
2(2−λK)
Figure 8. Best fits of γi,h obtained by fsolve and the nested-
Newton scheme, with respect to the theoretical expected rates.
First row: fits of γ?1 ; Second row: fits of γ
?
2 ; different re-entrant
corners are shown from the left to the right
uses fsolve to compute an approximation of γh as the root of an implicitly given
function. The second one uses the nested-Newton method of [34] adapted to the
higher order case. The implementation of this method in FEniCS is in comparison
to the fsolve routine much cheaper in terms of computation time.
With the obtained γh, a fit is performed in MATLAB [29] for the approximation
of γ? as the limit value of γh, h→ 0, by exploiting the asymptotic
(6.1) γ? + c h2(k−λK),
where c is a constant, differing for the fits to data obtained by fsolve (cf ) or by
the nested Newton (cN ). At this point it should be noted that the calculated γ
?
slightly differs depending on the underlying fit data.
fig. 8 depicts the resulting fits of γ?i for both fsolve and nested Newton method.
We also show the results for all three basic scenarios of the re-entrant corners,
ω = 3/2pi, 7/4pi and 2pi. In the upper row of the figure, we present fits for the
first component of γ?, in the lower row, the fits for the second one. For both
methods, we obtain the same convergence rate for the correction parameters. Both
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methods tend, as it is expected from our theory, to the same γ?. In our case the
above mentioned difference between the approximated γ? is less than 10−6. For our
further calculations, we use the γ? obtained by the fsolve routine. To obtain the
same convergence results, it would also be possible to use γ? obtained with by the
nested-Newton method, or alternatively also the first six digits of if it.
6.1.2. Convergence rates. With the asymptotic values γ?, we illustrate in sec-
tion 6.1.2 and 6.1.2 the convergence rates with and without energy-correction. Our
numerical results are in excellent agreement with the theory, see theorem 2.2. The
errors are measured for both, the L2− and the L2α− norms. In this part, we focus on
the case of ω = 3/2pi and ω = 7/4pi. In comparison with the linear approximations,
as studied in [16], the error in weighted gradient norms for the second order has
also a reduced convergence order. Therefore, we present also the convergence rates
for the gradient, see section 6.1.2 and 6.1.2.
γ = (0, 0)> γ = γ? = (0.031521,−0.005534)>
` L2 rate L2α rate L
2 rate L2α rate
2 7.0709e–03 - 1.9465e–03 - 5.6222e–03 - 1.8330e–03 -
3 2.7238e–03 1.38 6.1921e–04 1.65 1.5194e–03 1.89 1.8777e–04 3.29
4 1.0452e–03 1.38 2.3725e–04 1.38 4.4752e–04 1.76 1.8210e–05 3.37
5 4.0414e–04 1.37 9.3743e–05 1.34 1.3749e–04 1.70 1.9942e–06 3.19
6 1.5751e–04 1.36 3.7180e–05 1.33 4.2897e–05 1.68 2.3592e–07 3.08
7 6.1766e–05 1.35 1.4753e–05 1.33 1.3461e–05 1.67 2.8883e–08 3.03
8 2.4323e–05 1.34 5.8546e–06 1.33 4.2339e–06 1.67 3.5837e–09 3.01
` H1 rate H1α rate H
1 rate H1α rate
2 3.8901e–02 - 1.2469e–02 - 4.3263e–02 - 1.6682e–02 -
3 2.4482e–02 0.67 3.6263e–03 1.78 2.4334e–02 0.83 3.2480e–03 2.36
4 1.5461e–02 0.66 1.2070e–03 1.59 1.4871e–02 0.71 7.3695e–04 2.14
5 9.7522e–03 0.66 4.4090e–04 1.45 9.2795e–03 0.68 1.7799e–04 2.05
6 6.1468e–03 0.67 1.6891e–04 1.38 5.8257e–03 0.67 4.3872e–05 2.02
7 3.8731e–03 0.67 6.6080e–05 1.35 3.6651e–03 0.67 1.0900e–05 2.01
8 2.4401e–03 0.67 2.6074e–05 1.34 2.3077e–03 0.67 2.7175e–06 2.00
Table 2. ω = 3/2pi: Errors and convergence rates of the ap-
proximative solution and the gradients. Left columns: u − uh,
right columns: u− umh in standard L2-norm and weighted L2α with
α = 1.3333. Layer-modification cRh (·, ·), k = 2.
As one can see, standard finite elements exhibit 2λ1 and λ1 convergence rates for
the L2-error in the solution and the gradient, respectively. Furthermore, optimal
rates 3 and 2 in the weighted L2α-norm can be achieved using energy-correction.
Note also that a simple change of the error-norm in the standard scheme does not
qualitatively increase the convergence rates of the approximation error u− uh.
6.1.3. Mesh requirements: i 6= j pairing in eq. (4.17). The proof of lemma 4.3
is based on the eq. (U)-assumption. Here we study the mesh properties in more
detail. Firstly we observe that the full symmetry (G3) is a too strong assumption
for eq. (2.10), and it can be relaxed to more general cases. For example, classical
criss-cross meshes, see the case for ω = 2pi in fig. 7, satisfy the interpolation property
eq. (2.10) as well. In section 6.1.3 we show
´
Υ
∇s1 · ∇I2hs3dx on different refinement
levels, with Υ-domains as depicted on the left of the tables.
Secondly, we illustrate the role of the mesh symmetry. Hence, we perform two
types of computations, first, using a fully non-symmetric mesh, and a mesh which
is locally mirror-symmetric but not satisfying the (G3)-property, see the meshes
on the left side of section 6.1.3, for the case of k = 2 and ω = 7/4pi > 4/3pi. Thus
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γ = (0, 0)> γ = γ? = (0.073696,−0.019675)>
` L2 rate L2α rate L
2 rate L2α rate
2 1.4688e–02 - 4.0231e–03 - 1.4058e–02 - 5.5315e–03 -
3 6.5058e–03 1.17 1.5652e–03 1.36 3.5969e–03 1.97 6.4029e–04 3.11
4 2.8727e–03 1.18 6.9520e–04 1.17 1.0173e–03 1.82 6.0880e–05 3.39
5 1.2781e–03 1.17 3.1399e–04 1.15 3.1468e–04 1.69 6.0667e–06 3.33
6 5.7257e–04 1.16 1.4210e–04 1.14 1.0189e–04 1.63 6.4267e–07 3.24
7 2.5768e–04 1.15 6.4335e–05 1.14 3.3693e–05 1.60 7.1739e–08 3.16
8 1.1628e–04 1.15 2.9132e–05 1.14 1.1248e–05 1.58 8.3485e–09 3.10
` H1 rate H1α rate H
1 rate H1α rate
2 7.2533e–02 - 2.1898e–02 - 9.7586e–02 - 4.2072e–02 -
3 4.9699e–02 0.55 7.7725e–03 1.49 5.3057e–02 0.88 7.3131e–03 2.52
4 3.3713e–02 0.56 3.1786e–03 1.29 3.3087e–02 0.68 1.4913e–03 2.29
5 2.2769e–02 0.57 1.3896e–03 1.19 2.1653e–02 0.61 3.4514e–04 2.11
6 1.5347e–02 0.57 6.2221e–04 1.16 1.4407e–02 0.59 8.3736e–05 2.04
7 1.0335e–02 0.57 2.8078e–04 1.15 9.6473e–03 0.58 2.0675e–05 2.02
8 6.9573e–03 0.57 1.2701e–04 1.14 6.4780e–03 0.57 5.1410e–06 2.01
Table 3. ω = 7/4pi: Errors and convergence rates of the ap-
proximative solution and the gradients. Left columns: u − uh,
right columns: u− umh in standard L2-norm and weighted L2α with
α = 1.3333. Layer-modification cRh (·, ·), k = 2.
` Υ : (G3) mesh
1 −2.636780e–15
2 −3.774758e–15
3 −3.734860e–15
4 −3.631210e–15
5 −3.642052e–15
` Υ : criss-cross
1 −2.636780e–15
2 −3.774758e–15
3 −3.734860e–15
4 −3.631210e–15
5 −3.642052e–15
Table 4. Values of
´
Υ
∇s1 · ∇I2hs3 dx for the depicted meshes for
different refinement levels.
for this combination of k and ω the eq. (U)-property of the mesh is not satisfied.
Again, since we consider the second order approximations, we require for the optimal
convergence rates of the solution, i.e., ‖u− umh ‖0,α = O(h3), the convergence rate
in g˜h(si, sj) to be also O(h
3) for both pairing, (s1, s2) and (s1, s3), see fig. 2.
In section 6.1.3, we present the numerical results computed on the above men-
tioned meshes demonstrating that (G1) or (G2) properties of the local mesh are
not sufficient. As one can see in the case of a locally mirror-symmetric mesh, the
necessary condition on g˜h(si, sj) is violated only for the (s1, s3) pairing, while the
(s1, s2) pairing has even higher convergence order than we require. This comes from
the fact, that s1 is symmetric and s2 is anti-symmetric in the θ-direction, and thus,
the integral of the product of their gradients on mirror-symmetric mesh vanishes.
The violation of the local symmetry of the mesh then results that also this pairing
does not exhibit the required convergence rate.
6.2. Layer-modification cRh (·, ·): k = 3, k = 4. In this section, we present
results for the higher order methods, i.e., the third and fourth approximations, and
concentrate on two re-entrant corner cases: 3/2pi (section 6.2) and 2pi (section 6.2).
In all cases, the optimal rates are obtained in the L2α norm if a sufficient number
of correction parameters is used. Such can be read out from fig. 2. Note also, that
the weight α increases with the approximation order k, namely α = k − λ1.
HIGHER ORDER ENERGY-CORRECTED FEM 23
(G1) non-symmetric
` g˜h(s1, s2) rate g˜h(s1, s3) rate
2 1.7836e–04 – 1.9118e–04 –
3 5.3969e–05 1.72 3.8239e–05 2.32
4 1.6437e–05 1.72 7.8252e–06 2.29
5 5.0081e–06 1.71 1.6040e–06 2.29
6 1.5260e–06 1.71 3.2887e–07 2.29
7 4.6503e–07 1.71 6.7436e–08 2.29
8 1.4172e–07 1.71 1.3829e–08 2.29
(G2) mirror-symmetric
` g˜h(s1, s2) rate g˜h(s1, s3) rate
2 3.4985e–06 – 1.3550e–04 –
3 3.6461e–07 3.26 2.8173e–05 2.27
4 2.3000e–08 3.99 5.7796e–06 2.29
5 1.4154e–09 4.02 1.1833e–06 2.29
6 8.7613e–11 4.01 2.4236e–07 2.29
7 5.4420e–12 4.01 4.9666e–08 2.29
8 3.5838e–13 3.92 1.0181e–08 2.29
Table 5. Two examples of ω = 7/4pi meshes which do not satisfy
(G3), but the property (G1) for the first row and the property (G2)
for the second row.
k = 3 k = 4
` ‖u− uh‖0,α rate ‖u− umh ‖0,α rate ‖u− uh‖0,α rate ‖u− umh ‖0,α rate
2 3.6458e–04 - 4.7531e–04 - 1.4972e–04 - 4.3849e–04 -
3 1.4914e–04 1.29 3.5013e–05 3.76 5.6715e–05 1.40 1.4127e–05 4.96
4 5.9232e–05 1.33 1.9895e–06 4.14 2.2495e–05 1.33 2.9706e–07 5.57
5 2.3504e–05 1.33 1.1977e–07 4.05 8.9263e–06 1.33 7.2456e–09 5.36
6 9.3270e–06 1.33 7.4012e–09 4.02 3.5423e–06 1.33 1.9010e–10 5.25
7 3.7013e–06 1.33 4.5990e–10 4.01
Table 6. ω = 3/2pi: Errors and convergence rates with (umh ) and
without energy-correction (uh), for k = 3, 4, and α3 = 2.3333,
α4 = 3.3333. Layer-modification c
R
h (·, ·) with correction parameters
for third (γ3) and fourth (γ4) order.
γ3 = (0.0128913716057252,−0.00236670558729706)>
γ4 = (0.00770287127448,−0.00247845692351, 0.000451799729448)>.
6.3. Function-modification cFh (·, ·). As described in section 5, higher order ap-
proximations require an increased number of correction parameters γi, i = 1, . . . ,K 6
k. This means that a priori, the correction by layers cRh (·, ·) needs a larger support,
constructed by K-layers of elements around the singular point. To have a possibility
to avoid this fact, we have suggested a correction by a function, cFh (·, ·), see eq. (5.2).
Its support is always restricted to a single element layer at the singular points.
We present the asymptotic correction-function
∑K
i=1 γ
F
i
?
rˆi−1 for all the consid-
ered mesh and approximation-order settings in fig. 9. Note here the bound of the
maximum of the correction-function, guaranteeing the ellipticity of ah(·, ·).
In fig. 10, we graphically illustrate the comparison of the convergence rates of the
standard scheme and the two corrections, for all studied scenarios, i.e., approximation
orders k = 2, 3, 4 and ω = 3/2pi, 7/4pi, 2pi. The first three plots demonstrate the
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k = 3 k = 4
` ‖u− uh‖0,α3 rate ‖u− umh ‖0,α3 rate ‖u− uh‖0,α4 rate ‖u− umh ‖0,α4 rate
2 1.6938e–03 - 7.3218e–03 - 7.8234e–04 - 8.2906e–03 -
3 8.4536e–04 1.00 4.0724e–04 4.17 3.8899e–04 1.01 5.0596e–04 4.03
4 4.2165e–04 1.00 1.9310e–05 4.40 1.9423e–04 1.00 9.1646e–06 5.79
5 2.1059e–04 1.00 1.0565e–06 4.19 9.7052e–05 1.00 2.0680e–07 5.47
6 1.0524e–04 1.00 6.2341e–08 4.08 4.8510e–05 1.00 6.2929e–09 5.04
7 5.2604e–05 1.00 3.7994e–09 4.04
Table 7. ω = 2pi: Errors and convergence rates with (umh ) and
without energy-correction (uh), for k = 3, k = 4, and α3 = 2.5,
α4 = 3.5. Layer-modification c
R
h (·, ·) with correction parameters
for third (γ3) and fourth (γ4) order.
γ3 = (0.0837702755930500,−0.0571791329689500, 0.01578275592125006)>
γ4 = (0.0593735765703,−0.0603253013792, 0.0339890181456,
−0.00836417112629)>.
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Figure 9. Asymptotic correction functions
∑K
i=1 γ
F
i
?
rˆi−1 for
three different approximation orders and three different angles.
These function-corrections were used for the computations pre-
sented in fig. 10.
recovered optimal rates k+ 1 of the error ‖u−umh ‖0,α, α = k−λ1, where the y-label
of the plots represents the error, i.e., ‖u − umh ‖0,α and ‖u − uh‖0,α, respectively.
As one can see, both corrections are qualitatively comparable, nevertheless, the
function-correction cFh (·, ·) is quantitatively significantly better for higher k. This
observation is depicted in the bottom right plot of fig. 10, showing the ratio between
the errors caused by the approximations computed with cRh (·, ·) and cFh (·, ·). Note
the clustering of the ratios by the number of the correction parameters K.
Appendix A. Interpolation and approximation results
At the end of this article we give some basic properties mandatory to classical
approximation error analysis in the weighted norms.
Lemma A.1 (Inverse inequality). For any vh ∈ V kh with k ∈ N and α > −1 there
holds
‖vh‖1,α . h−1‖vh‖0,α.(A.1)
The proof follows directly from a standard scaling argument.
Lemma A.2 (Higher-order interpolation in weighted-norms). Let Ikh : C(Ω)→ V kh
be the interpolation operator of order k. Then, for v ∈ Hk+1α (Ω) with α < k it holds
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Figure 10. Comparison of the standard and modified finite ele-
ments with energy corrections cRh (·, ·) and cFh (·, ·) for approximation
orders k = 2, 3, 4. The bottom right plot represents the ratio
between the errors produced by the layer-correction and function-
correction.
for l ∈ {0, 1}:
‖∇l(v − Ikhv)‖0,β . hk+1−l+β−α‖v‖k+1,α, α− (k + 1) + l 6 β 6 α.(A.2)
Proof. The interpolation operator is for v ∈ Hk+1α (Ω) with α < k well-defined
due to the continuous embedding eq. (1.3). To prove eq. (A.2), we proceed in an
element-wise fashion: For triangles T ∈ Th not attached to the singular vertex we
have on T that r ≈ cT for some constant cT > 0. Thus, for l ∈ {0, 1}, by the
definition of the weighted norm, standard interpolation error estimate and the fact
that cT & h we obtain for β 6 α:
‖∇l(v − Ikhv)‖L2β(T ) . c
β
T ‖∇l(v − Ikhv)‖L2(T ) . cβT hk+1−l‖∇k+1v‖L2(T )
. cβ−αT hk+1−l‖∇k+1v‖L2α(T ) . hk+1−l+β−α‖v‖Hk+1α (T ).
If the singular point is a vertex of T , we derive the interpolation property on the
reference element, i.e., by scaling arguments, Bramble–Hilbert lemma, embedding
of Hk+1α (Ω) ↪→ H lβ(Ω) for β > α− (k + 1) + l we can estimate:
‖∇l(v − Ikhv)‖L2β(T ) . h
β−l+1‖rˆβ∇ˆl(vˆ − Iˆkh vˆ)‖L2(Tˆ ) . hβ−l+1‖rˆα∇ˆk+1vˆ‖L2(Tˆ )
. hk+1−l+β−α‖rα∇k+1v‖L2(T ) . hk+1−l+β−α‖v‖Hk+1α (T ).
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By summing over all elements we derive what has been claimed. 
Lemma A.3 (Interpolation of singular functions). Let Ikh : C(Ω) → V kh be the
interpolation operator of order k. Then, for singular functions si, i ∈ N, it holds
the interpolation error:
‖∇l(si − Ikhsi)‖0 = O(h1−l+λi),(A.3)
end the (standard) Galerkin approximation error:
h(2−l)λi . ‖∇l(si − si,h)‖0 . h(2−l)λi−ε.(A.4)
Proof. The proof of eq. (A.4) can be found in [7]. Concerning eq. (A.3), the
suboptimal estimate
h1−l+λi . ‖∇l(si − Ikhsi)‖0 . h1−l+λi−ε.
follows directly from the regularity of the singular function si, respectively si 6∈
Hk+1k−λi(Ω), and lemma A.2. The optimal estimate without ε−dependence can be then
derived by a direct computation of the interpolation error on the h−surrounding of
the singular point and the complementary set to Ω where si are already smooth. 
Remark 2. Recalling that (I˜khv − Ikhv) 6= 0 on a O(h)-surrounding of the singular
point, it is easy to see that the interpolation properties eq. (A.2) also holds for
the restricted interpolation operator I˜kh . Moreover, the interpolation error for the
singular functions si can be directly computated by the triangle inequality, eq. (A.2)
and a scaling argument
‖∇(si−I˜khsi)‖06‖∇(si−Ikhsi)‖0+‖∇(Ikhsi−I˜khsi)‖0 . hλi+‖si‖L∞(Sh).hλi .
(A.5)
By standard estimates, we can easily obtain error bounds of the modified scheme,
as stated in the next lemma. These, however, are for the pollution exhibiting
L2−norm in general sub-optimal, nevertheless they will be practical in the proof of
theorem 2.2.
Lemma A.4 (A priori estimates in standard norms). Let the solution w of eq. (1.1)
be such that w ∈ Hk+1α (Ω) ∩ H10 (Ω) for some 0 6 α < k, and wmh ∈ V kh be its
modified approximation. Then, for all 1− λ1 < β < 1 it is valid:
‖∇(w − wmh )‖0 . hk−α‖w‖k+1,α and ‖w − wmh ‖0 . hk+1−α−β‖w‖k+1,α.(A.6)
Proof. The modified bilinear form ah(·, ·) is continuous and H10 (Ω)−coercive by
eq. (A), thus, we employ the Strang lemma and modified Galerkin orthogonality
eq. (2.2) and derive
‖w − wmh ‖1 . inf
vh∈V kh
‖w − vh‖1 + sup
06=vh∈V kh
|ah(w, vh)− f(vh)|
‖vh‖1
. ‖w − Ikhw‖1 + ‖∇w‖L2(Sh).
By embedding Hk+1α (Ω) ↪→ H1α−k(Ω) and the fact that r . h on Sh, we have for
α < k:
‖∇w‖L2(Sh) . hk−α‖w‖H1α−k(Sh) . h
k−α‖w‖Hk+1α (Ω).(A.7)
This and the interpolation error eq. (A.2) give the estimate for the gradient. For
the L2−estimate let us consider the dual problem
−∆v = (w − wmh ) in Ω, and v = 0 on ∂Ω,
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which is well-defined since (w − wmh ) ∈ L2(Ω), thus v ∈ H2β(Ω). Then, by the chain
rule and the modified Galerkin orthogonality eq. (2.2), we obtain
(A.8)
‖w − wmh ‖20 = (w − wmh , w − wmh ) = (w − wmh ,−∆v) = a(w − wmh , v)
= a(w − wmh , v − I1hv)− ch(wmh , I1hv)
. ‖∇(w − wmh )‖0‖∇(v − I1hv)‖0 + ‖∇wmh ‖L2(Sh)‖∇I1hv‖L2(Sh).
We consider both terms separately. By the interpolation results stated in eq. (A.2),
the first part of eq. (A.6), and standard a priori estimates for the Poisson equation
‖v‖2,β . ‖w − wmh ‖0 we derive for 1− λ1 < β < 1:
(A.9)
‖∇(w − wmh )‖0‖∇(v − I1hv)‖0 . hk−α‖w‖k+1,α h1−β‖v‖2,β
. hk+1−α−β‖w‖k+1,α‖w − wmh ‖0.
For the second term of eq. (A.8), we use similar scaling arguments as for eq. (A.7),
the triangle inequality and the above derived estimate for the gradients, thus
‖∇wmh ‖L2(Sh) . h−α(‖∇(w − wmh )‖L2α(Sh) + ‖∇w‖L2α(Sh)) . hk−α‖w‖k+1,α.
(A.10)
By a priori estimates of the Poisson equation with v ∈ H2β(Ω):
(A.11)
‖∇I1hv‖L2(Sh) . ‖∇(I1hv − v)‖L2(Sh) + ‖∇v‖L2(Sh)
. h1−β‖v‖2,β . h1−β‖w − wmh ‖0.
Combining the results of eq. (A.9), eq. (A.10) and eq. (A.11) yields the L2−estimate.

If the solution w has decreased regularity, let us say we know only that w ∈ H2α˜(Ω),
α˜ > 1 − λ1, then we can show, independently of the approximation order k, by
similar arguments:
‖∇(w − wmh )‖0 . h1−α˜‖w‖2,α˜.(A.12)
This is a straightforward consequence of the modification of the scaling arguments
in the interpolation error and eq. (A.7).
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