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Abstract We introduce the Subspace Power Method (SPM) for decomposing
symmetric even-order tensors. This algorithm relies on a power method iter-
ation applied to a modified tensor, constructed from a matrix flattening. For
tensors of rank up to roughly the square root of the number of tensor entries,
we obtain provable guarantees for most steps of SPM, by drawing on results
from algebraic geometry and dynamical systems. Numerical simulations indi-
cate that SPM significantly outperforms state-of-the-art algorithms in terms
of speed, while performing robustly for low-rank tensors subjected to additive
noise. We also extend SPM to compute a certain generalized tensor decomposi-
tion, enabling generalized principal component analysis at extremely low SNR.
Keywords symmetric tensor decomposition · generalized PCA · power
method · trisecant lemma ·  Lojasiewicz inequality · center-stable manifold
1 Introduction
A tensor is a multi-dimensional array [40], and a symmetric tensor is an array
unchanged by permutation of indices, i.e., a tensor T of order m is symmetric if
for each index (j1, . . . , jm) and permutation σ, we have Tj1···jm = Tjσ(1)···jσ(m) .
Symmetric tensors arise naturally in several data processing tasks as higher-
order moments, generalizing the mean and covariance of a dataset or random
vector. Being able to decompose symmetric tensors is important in applica-
tions such as blind source separation (BSS) [14, 22], independent component
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analysis (ICA) [34, 57], antenna array processing [26, 19], telecommunications
[67, 18], pyschometrics [16], chemometrics [9], magnetic resonance imaging [5]
and latent variable estimation for Gaussian mixture models, topic models and
hidden Markov models [3].
We wish to study real symmetric even-order tensors, i.e., tensors with order
2n (n ≥ 2), and their real symmetric rank decompositions:
T =
R∑
i=1
λia
⊗2n
i . (1.1)
Here, T is a real symmetric tensor of dimension L× . . .×L (2n times), R is an
integer, λi ∈ R are scalars, ai ∈ RL are unit norm vectors, and a⊗2ni denotes
the 2n-th tensor power of ai, meaning (a
⊗2n
i )j1···j2n = (ai)j1 . . . (ai)j2n . Given
any T , there always exists a decomposition of type (1.1), since the set {a⊗2n :
‖a‖ = 1} spans all symmetric tensors [42]. Decompositions with minimal R are
called rank decompositions of T , and the minimalR the rank of T . It is a known
crucial fact that, generically, rank decompositions are unique for rank-deficient
tensors. If T satisfies (1.1) with R < 1L
(
L+2n−1
2n
)
= O(L2n−1) and L > 6, then
for generic λi, ai, the rank of T is R and the minimal decomposition (1.1) is
unique (up to permutation and sign flips of ai) [21, 2].
While in general tensor decompositions are intractable to compute [32],
many works seek efficient algorithms for low-rank tensors [22, 3, 39, 29].
In the present paper, we derive an algorithm that accepts T as input, and
aims to output the decomposition (1.1), up to trivial ambiguities, provided
R ≤ (L+n−1n )−L = O(Ln). Numerical simulations indicate that our algorithm
can successfully return the decomposition in this rank regime. Moreover, it sig-
nificantly outperforms state-of-the-art methods in terms of speed, and matches
existing methods in terms of robustness to perturbations in the entries of T ,
(including perturbations that give an input only approximately low-rank).
Our algorithm, the Subspace Power Method (SPM), consists of three parts.
First, we flatten T to a square matrix, and from its eigendecomposition, extract
the subspace of lower-order tensors spanned by a⊗ni , denoted A. Next, we try
to find one of the rank-1 points a⊗ni in the subspace A. To this end, we apply a
power method to a modified tensor, constructed from A. Finally, we solve for
the corresponding λi, and remove the obtained (λi, ai) from T . This pipeline
repeats R times, until all (λi, ai) are recovered. Fig. 1.1 shows a schematic of
SPM (see Algorithm 1 for details).
The first step of SPM is a variation of the classical Catalecticant Method
[35], going back to Sylvester and the mid 19-th century [65]. To the best of our
knowledge, SPM is the first scalable numerical method for tensor decompo-
sition based on this formulation. In other respects, SPM bears similarities to
De Lathauwer et al.’s Fourth-Order-Only Blind Identification (FOOBI) algo-
rithm for fourth-order symmetric tensor decomposition [22], Kolda and Mayo’s
Shifted Symmetric Higher-Order Power Method (SS-HOPM) for computing
eigenvectors of symmetric tensors [38], and the methods for finding low-rank
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T =
R∑
i=1
λia
⊗2n
i A = Span{a⊗n1 , . . . , a⊗nR }
T ← T − λia⊗2ni
ai λi
(A) (B) (C)
Fig. 1.1: Schematic of the Subspace Power Method. The input is the symmetric
tensor on the left (the low-rank decomposition of T is unknown). The output is
(λi, ai)
R
i=1. SPM has three main steps: (A) Extract Subspace; (B) Power
Method; and (C) Deflate.
elements in subspaces of matrices in [57, 28, 51]. SPM integrates ideas in the
literature into a single, natural algorithm for symmetric tensor decomposition.
We provide provable guarantees for most aspects of SPM. In particular,
the classical trisecant lemma [20] implies that generically there are no extra-
neous rank-1 points in the subspace A (Proposition 4.2). We also prove that
the power method converges for all initializations, and converges to second-
order optimal points of a certain cost for a full measure set of initializations
(Theorems 5.5 and 5.7), by appeals to the  Lojasewicz inequality [1] and center-
stable manifold theorem [63]. Regarding local behavior, Theorem 5.10 shows
each ai is an attractive fixed point. Finally, we conjecture that there are no
bad second-order optimal points with high probability.
The Subspace Power Method seems to be a flexible algorithm. A tweak can
compute certain generalizations of the decomposition (1.1) (Algorithm 2):
T =
R∑
i=1
Λi ×1 Ai ×2 . . .×2n Ai. (1.2)
Here T is a real symmetric tensor of size L×2n, decomposed as a sum of sym-
metric Tucker factorizations. (See Definition 2.6: in (1.2), Λi are real symmet-
ric tensors of size `×2ni , and Ai are real matrices of size L× `i.) In particular,
we demonstrate that SPM may be applied to generalized principal component
analysis (GPCA) [70, 49, 71], most notably, at low SNR. GPCA is the task of
estimating a union of Euclidean linear subspaces from noisy point samples. By
appropriately computing the generalized decomposition (1.2), we can estimate
the subspaces in GPCA, without segmenting the noisy sample points.
The rest of this paper is organized as follows. Section 2 establishes notation.
Section 3 reviews the literature. Section 4 describes our algorithm for sym-
metric tensor decomposition. Section 5 analyzes the power iteration. Section 6
extends SPM to compute the generalized decompositions for GPCA. Section
7 presents numerics, comparing runtime and noise sensitivity to the state-of-
the-art. Section 8 concludes, and the appendices contain technical proofs.
To run SPM and compute the decompositions (1.1) or (1.2), or reproduce
the numerical simulations in Section 7, MATLAB code and documentation
will be made available at https://www.github.com/joaompereira/SPM.
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2 Model and notation
We fix notation regarding tensors. We use T mL = (RL)⊗m = RL
m
to denote the
vector space of real (not necessarily symmetric) tensors of order m and length
L in each mode. T mL is a Euclidean space, with Frobenius inner product and
norm. If T ∈ T mL , then Tj1···jm is the entry indexed by (j1· · · jm) ∈ [L]m, where
[L] = {1, . . . , L}. For tensors T ∈ T mL and U ∈ T m
′
L , their tensor product in
T m+m′L is defined by
(T ⊗ U)j1···jm+m′ = Tj1···jmUjm+1···jm+m′ ∀ (j1, . . . , jm+m′) ∈ [L]m+m
′
. (2.1)
The tensor power T⊗d ∈ T dmL is the tensor product of T with itself d times.
The tensor dot product (or tensor contraction) between T ∈ T mL and U ∈ T m
′
L ,
with m ≥ m′, is the tensor in T m−m′L defined by
(T · U)jm′+1···jm =
L∑
j1=1
· · ·
L∑
jn=1
Tj1···jmUj1···jm′ . (2.2)
If m = m′, contraction coincides with the inner product, i.e., T · U = 〈T,U〉.
For T ∈ T mL , a (real normalized) Z-eigenvector/eigenvalue pair (v, λ) ∈ Rm×R
is a vector/scalar pair satisfying T · v⊗(m−1) = λv and ‖v‖2 = 1, see [46, 58].
Definition 2.1 A tensor T ∈ T mL is symmetric if it is unchanged by any
permutation of indices, that is,
Tj1···jm = Tjσ(1)···jσ(m) ∀ (j1, . . . , jm) ∈ [L]m and σ ∈ Πm, (2.3)
where Πm is the permutation group on [m]. We denote by Sym T mL the vector
space of real symmetric tensors of order m and length L. A tensor T ∈ T mL
may be symmetrized by applying the symmetrizing operator, Sym, defined as
Sym(T )j1···jm =
1
m!
∑
σ∈Πm
Tjσ(1)···jσ(m) ∀ (j1, . . . , jm) ∈ [L]m. (2.4)
A nice conceptual fact is the existence of a one-to-one map between sym-
metric tensors and homogeneous polynomials, which we formalize as follows.
Here R[X1, . . . , XL] stands for the ring of real polynomials in n variables X,
and R[X1, . . . , XL]m denotes the subspace of homogeneous degree m forms.
Lemma 2.2 There is a function Φ from
⋃∞
m=0 T mL to
⋃∞
m=0R[X1, . . . , XL]m
(the set of homogeneous polynomials in L variables X) such that:
– For every integer m, Φ is a linear map from T mL to R[X1, . . . , XL]m and a
one-to-one map from SymT mL to R[X1, . . . , XL]m.
– For any vector v ∈ RL, symmetric matrix M ∈ RL×L and symmetric tensor
T ∈ T mL , the homogeneous polynomials Φ (v), Φ (M), Φ (T ) are such that
Φ (v) (X) = vTX, Φ (M) (X) = XTMX, Φ (T ) (X) = 〈T,X⊗m〉.
(2.5)
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– For symmetric tensors T1 ∈ T mL and T2 ∈ T m
′
L , we have
Φ(T1)Φ(T2) = Φ(Sym (T1 ⊗ T2)). (2.6)
The proof of Lemma 2.2 is standard, and available in Appendix A. We can
now give two viewpoints on symmetric tensor decomposition.
Definition 2.3 For a symmetric tensor T ∈ SymT mL , a real symmetric rank
decomposition (or real symmetric CP decomposition) is an expression
T =
R∑
i=1
λia
⊗m
i , (2.7)
where R ∈ Z is smallest possible, λi ∈ R, and ai ∈ RL (without loss of
generality, ‖ai‖2 = 1). The minimal R is the real symmetric rank of T .
Equivalently, via the one-to-one correspondence1 Φ, a real Waring decom-
position of a homogeneous polynomial F ∈ R[X1, . . . , XL]m is an expression
F =
R∑
i=1
λi(a
T
i X)
m, (2.8)
where R ∈ Z is smallest possible, λi ∈ R, and aTi X ∈ R[X1, . . . , XL]1 are
linear forms (wlog normalized). The minimal R is the real Waring rank of F .
In (2.8), each term λi(a
T
i X)
m is a homogeneous polynomial in one linear
form, or “latent variable”, namely aTi X. We propose a generalization: write
F as a sum of homogeneous polynomials each in a small number of latent
variables (linear forms). More formally, for a matrix Ai ∈ RL×`i , with `i ≤ L,
we consider homogeneous polynomials in the `i linear forms A
T
i X.
Definition 2.4 For a homogeneous polynomial F ∈ R[X1, . . . , XL]m, con-
sider an expression
F =
R∑
i=1
fi(A
T
i X). (2.9)
where R, `i ∈ Z are positive, Ai ∈ RL×`i and fi ∈ R[a1, . . . , a`i ]m is a ho-
mogeneous polynomial in the `i latent variables A
T
i X ∈ R`i . We call (2.9) an
(A1, . . . , AR)−generalized Waring decomposition of F .
Similarly to (2.7) and (2.8), we can recast (2.9) as a type of symmetric ten-
sor decomposition. First we need the definition of symmetric Tucker product.
Definition 2.5 For a symmetric tensor T ∈ Sym T mL , a real symmetric Tucker
product is an expression
T = Λ×1 A×2 . . .×m A = Λ×A×m, (2.10)
1 That is, Φ(a⊗mi )(X) = (a
T
i X)
m.
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where Λ ∈ Sym T m` (some `) is the “core tensor”, A ∈ RL×` is the “factor
matrix”, and the (j1, . . . , jm)-entry of the middle/RHS in (2.10) is defined by:(
Λ×A×m)
j1···jm =
∑`
k1=1
. . .
∑`
km=1
Λk1···kmAj1k1 . . . Ajmkm . (2.11)
Speaking roughly, Definition 2.5 encapsulates a symmetric tensor T that is
supported in an `m subtensor, after a symmetric change of basis. When ` = 1,
symmetric Tucker products are symmetric rank-1 tensors. So, sums of Tucker
products give a generalization of rank decompositions.
Definition 2.6 For a symmetric tensor T ∈ Sym T mL , consider an expression
T =
R∑
i=1
Λi ×A×mi (2.12)
for Λi ∈ Sym T m`i (some `i) and Ai ∈ RL×`i . We call (2.12) an (A1, . . . , AR)-
generalized symmetric rank decomposition.
As with rank and Waring decompositions, Definitions 2.4 and 2.6 are equiva-
lent in the following sense. Since fi is a homogeneous polynomial, there exists
Λi ∈ T m`i such that Φ(Λi) = fi. We then have2
Φ
(
Λi ×A×mi
)
(X) = fi
(
ATi X
)
. (2.13)
Definitions 2.4 and 2.5 specialize to Definition 2.3 when `1 = . . . = `R = 1 and
R is minimal. We return to the generalizations in Section 6, in connection to
GPCA. Now we set conventions for unfolding tensors into matrices and vectors.
Definition 2.7 For an even-order tensor T ∈ T 2nL , the square matrix flatten-
ing of T denoted mat(T ) ∈ RLn×Ln is defined by
mat(T )j1···jn,jn+1···j2n = Tj1···j2n ∀ (j1, . . . , jn), (jn+1, . . . , j2n) ∈ [L]n, (2.14)
where lexicographic order is used on [L]n. For U ∈ T nL , the vectorization of U
denoted vec(U) ∈ RLn is also with respect to the lexicographic order on [L]n.
Definition 2.8 Let A ∈ RL×R be a matrix with columns a1, . . . , aR ∈ RR.
Then the n-th Khatri-Rao power of A, denoted A•n ∈ RLn×R, is the matrix
with columns vec(a⊗n1 ), . . . , vec(a
⊗n
R ) ∈ RL
n
.
Remark 2.9 In this paper, some of our guarantees regarding decomposition
(2.7) hold for generic ai, λi. By that, we mean that there exists a polynomial
p (often unspecified) in the entries of ai and λi such that the guarantee is
valid whenever p(a1, . . . , λR) 6= 0, and moreover, p(a1, . . . , λR) 6= 0 holds for
some choice of unit-norm ai ∈ RL and λi ∈ R. This is called Zariski-generic
in algebraic geometry [31]. In particular, it implies that the guarantees hold
with probability 1 if ai and λi are drawn from any absolutely continuous
probability distributions on the sphere and real line. Similar remarks apply to
decomposition (2.12) and Ai,Λi.
2 We include a proof of (2.13) in Appendix A.
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3 Literature review
Fundamental uniqueness results for symmetric tensor decomposition were ob-
tained in a series of algebraic geometry papers, see particularly [21, 2]. On the
other hand, [32] established that computing symmetric tensor decomposition
is NP-hard in general (among several other tensor computations).
Far earlier than either of these developments, Sylvester considered decom-
positions of binary forms [65]. In one direction, his work was generalized to
produce a general algorithm based on symbolic techniques in [7], but this
method seems slow already on modest-sized examples. In another direction, in
low-rank regimes, Sylvester’s Catalecticant Method was extended to arbitrary
dimensions in [35], and later to slightly higher ranks in [53] using representa-
tion theory. The later works both reduce low-rank symmetric tensor decom-
position to solving certain systems of multivariate polynomial equations, and
(tacitly) suggest using standard polynomial-solving techniques, e.g., Gro¨bner
bases. By contrast, SPM is the first practical numerical procedure built on top
of Sylvester’s Catalecticant Method, and it appears to be highly well-suited
to the particular systems that arise (Conjecture 5.12 makes this precise).
Most existing practical decomposition methods rely on non-convex opti-
mization, e.g., symmetric variants of alternating least squares. However these
exhibit significant variation for different initializations and restarts may be
required [39]. Some state-of-the-art implementations are available in De Lath-
auwer and collaborators’ MATLAB package Tensorlab [68].
Somewhat related to decomposition, particularly best rank-1 approxima-
tions, tensor eigenvectors were introduced in [46, 58]. The tensor power method
and variants were developed in e.g. [37, 38, 41]. The paper [4] analyzed a de-
composition method directly applying the tensor method, but the analysis
relied on careful initialization as well as concentration of a random model
(e.g., to deduce tensor eigenvectors approximate tensor components well).
For low enough ranks and certain tensor orders, some provably efficient
decomposition algorithms are known. For third-order tensors, Jennrich’s algo-
rithm was introduced in the psychometrics literature [30] and is an efficient
and provable decomposition method for tensors of size L × L × L and rank
≤ L, using matrix eigendecompositions in a straightforward manner. In [48],
this rank was improved to O(L1.5) (up to factors of logL) using the sum-of-
squares hierarchy [43], at the price that the efficiency guarantees apply to a
random generative model, rather than generic low-rank tensors (see also faster
variants in [33]). For fourth-order decomposition, FOOBI [22, 13] is a provable
algorithm for L × L × L × L symmetric tensors of rank R ≤ 1√
6
L2 + O(1),
again using matrix eigendecompositions but now in a complicated scheme.
While FOOBI is polynomial-time, practically it can be rather expensive, taking
O(R4L2) = O(L10) operations (in an optimized implementation). For higher-
order tensors of order m ≥ 5, one may flatten into a third-order tensor and
provably apply Jennrich’s algorithm, up to rank Lbm/3c. Similarly if m is di-
visible by 4, one may flatten into a symmetric fourth-order tensor and apply
FOOBI, up to rank O(Lm/2). Generally, it is a folklore conjecture in the TCS
8 Joe Kileel, Joa˜o M. Pereira
community that efficient algorithms should only exist up to rank on the order
of the square root of the number tensor entries, R = O(Lm/2) (see, e.g., [48]).
By contrast, the Subspace Power Method is relatively straightforward.
SPM treats all even orders in a uniform manner3. It appears to significantly
improve state-of-the-art efficiency, and works up to rank roughly the square
root of the number of tensor entries for all even orders. As far as we can tell,
performance is insensitive to the specific random model used in simulations.
SPM’s departure from prior algorithms is that it combines the formula-
tion for low-rank decomposition afforded by Sylvester’s Catalecticant Method
together with robust numerical methods. Our precise reformulation based on
finding low-rank elements in matrix or tensor subspaces is closest to the dis-
cussion in [51]. It is interesting to note the task of finding low-rank matrices in
linear subspaces has arisen in settings besides tensor decomposition [57, 28],
though these use different algorithms than our power method-based approach.
Incidental to the analysis of SPM, we prove that the shifted power method
in [38] converges unconditionally, as conjectured in 2011 by Kolda and Mayo.
Previously, convergence of SS-HOPM was only guaranteed for tensors with
finitely real many eigenvectors, a condition which may be hard to verify for
structured tensors. We settle their conjecture by appealing to the  Lojasiewicz
inequality inequality [1]. Unconditional convergence is needed here as, in effect,
SPM’s Power Method is SS-HOPM applied to certain modified tensors,
constructed so as to have ±ai as eigenvectors; it is unclear a priori whether
these non-generic tensors have finitely many real eigenvectors or not.
Where the literature is vast for CP decompositions, it is limited for the
generalized rank decompositions (2.9). While Tucker products [66] are popular,
their symmetric counterparts (corresponding to R = 1 in (2.9)) seem much
less so [12, 59, 36]. We could find no mention of sums of symmetric Tucker
products, stated as such. In terms of the Waring formulation (2.9) and R > 1,
we located the discussion in [15, Section 5], and related work in [10] (for the
case R = 2 and colspan(A1) ∩ colspan(A2) = 0). As far as we know, ours is
the first work to isolate Definition 2.4 and consider its computational aspects.
We are motivated to study the generalized rank decompositions because
of a tight connection with generalized component analysis [49, 71, 8, 45] that
the present work draws. GPCA is the problem of estimating a union of linear
subspaces in a Euclidean space from sample points, popular in, e.g., motion and
image segmentation [69] and more generally subspace clustering. We consider
applying the method of moments. These moments, it turns out, admit a low-
rank generalized decomposition (as in Definition 2.6); see Lemma 6.1.
As compared to usual PCA, the covariance matrix provides insufficient
information in the case of multiple subspaces, and other methods are needed
for GPCA. Existing statistical approaches include K-subspaces (a variation on
K-means), expectation maximization (EM) and spectral clustering. Algebraic
methods involve low-degree polynomial interpolation [70]. Unfortunately, these
procedures are all quite sensitive to noise in the sample points, as they attempt
3 For an odd-order variant (m = 2n+ 1), see Remark 4.4, applicable up to rank
(L+n−1
n
)
.
Subspace Power Method 9
to cluster the points into subspaces. By contrast, the method of moments
interacts with the dataset only through its moments, that is, averages over the
dataset which become quite clean given enough data points. Naive though it
may be, passing from covariance in PCA to higher-order moments in GPCA
is yet to be done, perhaps because adequate understanding of the low-rank
structure in (2.9) has been lacking. We extend SPM to compute the generalized
decompositions. As a byproduct, this gives a new GPCA algorithm, especially
well-suited for the setting of high noise and many sample points.
4 Algorithm description
In this section, we describe SPM (Algorithm 1). The input is a real even-
order symmetric tensor T ∈ Sym T 2nL (n ≥ 2) assumed to obey a low-rank
decomposition (1.1), where R = O(Ln). The output is approximations to
(λi,±ai) for i = 1, . . . , R. It is convenient to divide the description into three
main steps: Extract Subspace, Power Method and Deflate.
To start, observe the tensor decomposition (1.1) of T is equivalent to a
certain matrix factorization4 of the flattening of T (Definition 2.7):
mat(T ) =
R∑
i=1
λi mat
(
a⊗2ni
)
,
=
R∑
i=1
λi vec(a
⊗n
i ) vec(a
⊗n
i )
T . (4.1)
Letting A ∈ RL×R denote the matrix with columns a1, . . . , aR ∈ RL, and
Λ ∈ RR×R be the diagonal matrix with entries λ1, . . . , λR, then (4.1) reads:
mat(T ) = A•nΛ (A•n)T . (4.2)
Here A•n ∈ RLn×R is the Khatri-Rao power of A (Definition 2.8). Define the
subspace A ⊂ Sym T nL as the column space of A (after un-vectorization), i.e.,
A = Span{a⊗n1 , . . . , a⊗nR } ⊂ Sym T nL . (4.3)
In light of 4.2, Extract Subspace obtains an orthonormal basis for A using
mat(T ). Note that if the columns of A•n were orthogonal, (4.2) would be an
eigendecomposition of mat(T ); however 〈vec(a⊗ni ), vec(a⊗nj )〉 = 〈ai, aj〉n, so
the columns of A•n are generally not orthogonal (and cannot be so if R > L).
Nevertheless, the eigendecomposition of mat(T ) does provide some orthonor-
mal basis for A (not a⊗n1 , . . . , a⊗nR ), so long as A•n is full-rank.
Proposition 4.1 – Assume A•n has rank R. Then mat(T ) has rank R.
Moreover, if (V,D) is a thin eigendecomposition of mat(T ), i.e., mat(T ) =
V DV T where V ∈ RLn×R has orthonormal columns and D ∈ RR×R is
full-rank diagonal, then the columns of V give an orthonormal basis of A.
4 For n = 2, this factorization was important in [22, 13].
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– If R ≤ (L+n−1n ) and a1, . . . , aR are generic, then A•n has rank R.
Proof First assume A•n has rank R. Let (Q,W ) be a thin QR-factorization
of A•n, i.e., A = QW where Q ∈ RLn×R is a matrix with orthogonal columns
and W ∈ RR×R is upper-triangular. Let (O,D) be an eigendecomposition of
WΛWT , i.e., WΛWT = ODOT where O ∈ RR×R is orthogonal and D ∈
RR×R is diagonal. We have:
mat(T ) = A•nΛ(A•n)T = (QW )Λ(QW )T = Q(ODOT )QT = (QO)TD(QO)T .
(4.4)
Since A•n has full column rank, W is invertible, and so D is invertible. Thus
the above shows rank(mat(T )) = R, and (QO,D) is a thin eigendecomposition
of mat(T ). In particular, colspan(QO) = colspan(Q) = colspan(A•n), and the
columns of QO give an orthonormal basis of A (after un-vectorization).
Next assume R ≤ (L+n−1n ). Full column rank of A•n imposes a Zariski-
open condition on a1, . . . , aR, described by the non-vanishing of the maximal
minors of A•n, i.e., certain polynomials in the entries of ai. The condition
holds generically because it holds for some a1, . . . , aR, since rank-1 symmetric
tensors span Sym T nL and dim(Sym T nL ) =
(
L+n−1
n
)
. uunionsq
Thus SPM extracts A ⊂ Sym T nL from an eigendecomposition of mat(T ).
Power Method, the next step of SPM, seeks to find a rank-1 point in
A. As in [53], the following fact is essential underpinning. For the proof and
discussion, let VL,n denote the set of rank ≤ 1 tensors in Sym T nL .
Proposition 4.2 If R ≤ (L+n−1n ) − L, then for generic a1, . . . , aR, the only
rank-1 tensors in A = Span{a⊗n1 , . . . , a⊗nR } ⊂ Sym T nL are a⊗n1 , . . . , a⊗nR (up
to nonzero scale).
Proof This is a special case of the generalized trisecant lemma in algebraic
geometry, see [21, Prop. 2.6] or [31, Exer. IV-3.10]. The set of rank ≤ 1 ten-
sors forms an irreducible algebraic cone of dimension L linearly spanning its
ambient space, Sym T nL . This is the Veronese variety, VL,n. Meanwhile, A is a
secant plane through R general points on VL,n. The dimensions of VL,n and
A are sub-complimentary, i.e.,
dim(VL,n) + dim(A) = L+R ≤
(
L+ n− 1
n
)
= dim(Sym T nL ). (4.5)
So the generalized trisecant lemma applies and tells us that we have no unex-
pected intersection points, i.e., VL,n ∩ A = Span{a⊗n1 } ∪ . . . ∪ Span{a⊗nR }. uunionsq
Continuing, the second step of SPM seeks a rank-1 element in A by iter-
ating the tensor power method on a suitably modified tensor, such that ai are
eigenvectors of the modified tensor. Our power iteration may be motivated as
an approximate alternating projection scheme to compute (unit-norm) points
in VL,n∩A, as follows. Let PA be orthogonal projection from symmetric order-
n tensors onto A, and Prank -1 orthogonal projection onto the set of unit-norm
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elements of VL,n. So PA is a linear map, while Prank -1 is a nonlinear map well-
defined outside an algebraic hypersurface in Sym T nL [23]. To compute VL,n∩A,
a naive alternating projection method could initialize unit-norm x ∈ RL and
iterate until convergence:
x⊗n ← Prank -1(PA(x⊗n)). (4.6)
In order to calculate PA(x⊗n), one could use that the columns of V (known
from the first step of SPM) form an orthonormal basis of A, and compute
vec(PA(x⊗n)) = V V T vec(x⊗n). (4.7)
Unfortunately, evaluating Prank -1 is NP-hard as soon as n ≥ 3. Nevertheless,
one could try the tensor power method for an approximation [23, 38]. Given
a tensor U and unit-norm vector z, the tensor power method [23, 38] iterates
z ← U · z
⊗n−1
‖U · z⊗n−1‖ . (4.8)
However performing this until convergence inside each iteration of alternat-
ing projections seems costly, and it is unclear if having a very good rank-1
approximation of PA(x⊗n) at each step improves the convergence of the al-
ternating projection method. Instead, one could simply apply (4.8) once with
U = PA(x⊗n) and z = x.
Such informal reasoning, in the previous paragraph, suggests replacing al-
ternating projections (4.6) by the cheaper iteration
x← PA(x
⊗n) · x⊗(n−1)
‖PA(x⊗n) · x⊗(n−1)‖ , (4.9)
where (4.7) is used to evaluate PA. As in [38], we will actually use a shifted
variant for its better convergence theory:
x← PA(x
⊗n) · x⊗(n−1) + γx
‖PA(x⊗n) · x⊗(n−1) + γx‖ , (4.10)
where γ > 0 is a constant depending just on n (see Lemma 5.4). Thus the
Power Method step of SPM is to iterate (4.10) until convergence. The
reader may verify that the iteration (4.10) is equivalent to projected gradient
ascent applied to the function f(x) = ‖PA(x⊗n)‖2 with constant step-size 1γ .
We defer analysis of (4.10) to the Section 5, and instead finish explaining
Algorithm 1. The last step, Deflate, is a procedure to remove rank-1 com-
ponents from T . Recall that (V,D) is a thin eigendecomposition of mat(T )
(Proposition 4.1). Suppose that (4.10) with random initialization converged
to a ∈ RL. We check whether vec(a⊗n) lies in the column space of V (in prac-
tice, up to some numerical threshold). If it does not, a is discarded and we
repeat Power Method with a fresh random initialization. Otherwise, we as-
sume a = a1 (after relabeling), and then determine λ1 as follows. Let α ∈ RR
12 Joe Kileel, Joa˜o M. Pereira
be such that V α = vec(a⊗n1 ), i.e., α = V
T vec(a⊗n1 ). Consider rank-1 updates,
T − ta⊗2n1 , for scalars t ∈ R. On one hand, these flatten to
mat(T )− t vec(a⊗n1 ) vec(a⊗n1 )T =
(λ1 − t) vec(a⊗n1 ) vec(a⊗n1 )T +
R∑
i=2
λi vec(a
⊗n
i ) vec(a
⊗n
i )
T , (4.11)
while on the other hand,
mat(T )− t vec(a⊗ni ) vec(a⊗ni )T = V (D − tααT )V T . (4.12)
Assuming A•n has full column rank (the hypothesis in Proposition 4.1), then
(4.11) shows mat(T − ta⊗2n1 ) has rank R− 1 if t = λ1, and rank R otherwise.
By (4.12), D − tααT is singular if t = λ1, and is non-singular otherwise. As
shown in Lemma B.1, this implies λ1 = (α
TD−1α)−1.
We proceed with the deflation. For faster computation, instead of updat-
ing T ← T − λ1a⊗2n1 and recalculating the eigendecomposition of mat(T ),
Deflate updates the eigendecomposition of T directly. Let (O, D˜) be a thin
eigendecomposition of D − λ1ααT , thus O is R × (R − 1) with orthonormal
columns, D˜ is (R− 1)× (R− 1) diagonal, and D − λ1ααT = OD˜OT . Then,
mat(T − λ1a⊗2n1 ) = V (D − λ1ααT )V T = V OD˜(V O)T . (4.13)
Since V O ∈ RR×(R−1) has orthonormal columns and D˜ ∈ R(R−1)×(R−1) is
diagonal, (V O, D˜) is a thin eigendecomposition of mat(T˜ ), and so we deflate:
(V,D)← (V O, D˜). (4.14)
Power Method and Deflate repeat as subroutines, such that each ten-
sor component (λi,±ai) is removed one at a time, until all components have
been found. The entire algorithm is specified by the following pseudocode.
The computational costs of Algorithm 1 are upper-bounded as follows. In
Extract Subspace, computing eig(mat(T )) upfront costs O(L3n). Suppose
r ≤ R components (λi, ai) are yet to be found. In Power Method, each
iteration is O(rLn), the price of applying PA. In Deflate, computing V Tα
is O(rLn), computing λi = (α
TD−1α)−1 is O(r), computing an eigendecom-
position of D − λiααT naively is O(r3) and computing V O is O(r2Ln).
Remark 4.3 For the simulations in Section 7, we slightly modified Deflate.
This gave a modest speedup to SPM overall, in some cases ≈ 20%. The mod-
ified deflation is slightly more involved, and we present it in Appendix B.
Remark 4.4 An odd-order variant of SPM is straightforward to describe. Given
T ∈ Sym T 2n+1L , one flattens T to an Ln+1×Ln matrix and extracts the column
space A ⊂ Sym T n+1L . The power method proceeds as before, while deflation
receives minor adjustment. Unfortunately, odd-order SPM has no chance of
working up rank roughly the square root of the number of tensor entries, as
believed tractable for efficient algorithms [48]. It is limited by the maximal
rank of the rectangular flattening, which is dim(Sym T nL ) =
(
L+n−1
n
)
since
each row of the flattened matrix lies in Sym T nL (after un-vectorization).
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Algorithm 1 Subspace Power Method
Input: Generic T ∈ Sym T 2nL of rank ≤
(L+n−1
n
)− L
Output: Rank R and tensor decomposition {(λi, ai)}Ri=1
Extract Subspace(V,D)← eig(mat(T ))
R← rank(mat(T ))
for i = 1 to R do
Power Methodx← random(SL−1)
repeat
x← PA(x
⊗n) · x⊗n−1 + γx
‖PA(x⊗n) · x⊗n−1 + γx‖
until convergence
ai ← x
Deflateα← V T vec(a⊗ni )
λi ← (αTD−1α)−1
(O, D˜)← eig(D − λiααT )
V ← V O
D ← D˜
return R and {(λi, ai)}Ri=1
5 Power Method Analysis
The object of this section is to prove the following guarantees regarding Power
Method in Algorithm 1.
Theorem 5.1 Given a tensor T ∈ Sym T 2nL with decomposition as in (1.1),
where λi ∈ R and ai ∈ SL−1 ⊂ RL, set f(x) = ‖PA(x⊗n)‖2, and consider the
constrained optimization problem:
max f(x) s.t. ‖x‖ = 1. (5.1)
Define the sequence:
xk+1 =
PA(x⊗nk ) · x⊗(n−1)k + γxk
‖PA(x⊗nk ) · x⊗(n−1)k + γxk‖
, (5.2)
where x1 ∈ SL−1 is some initialization, and γ ∈ R>0 is any fixed shift such
that F (x) = f(x)+ γ2n (x
Tx)n is a strictly convex function on Rn. For example,
the following is a sufficiently large shift:
γ =

√
(n−1)
2n if n ≤ 4
2−√2
2
√
n if n > 4.
(5.3)
– For all initializations x1, (5.2) is well-defined and converges monotoni-
cally to a constrained critical point x∗ of (5.1) at a power rate. (That is,
f(xk+1) ≥ f(xk) for all k, and there exist positive constants τ = τ(A, γ, x1)
and C = C(A, γ, x1) such that ‖xk − x∗‖ < C
(
1
k
)τ
for all k.)
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– For a full Lebesgue measure subset of initializations x1, (5.2) converges to
a constrained second-order optimal point of (5.1).
– For R ≤ (L+n−1n ) and generic {ai}Ri=1, the global optima of (5.1) are pre-
cisely ±ai. Moreover, each is attractive: for all initializations x1 sufficiently
close to ±ai, (5.2) converges to ±ai at an exponential rate. (That is, there
exist positive constants δ = δ(A, γ, i), τ = τ(A, γ, i) and C = C(A, γ, i)
such that ‖x1 −±ai‖ < δ implies ‖xk −±ai‖ < Ce−kτ for all k.)
Remark 5.2 It is clear that if γ > 0, then the sequence (5.2) is well-defined.
Indeed, 〈xk, PA(x⊗nk ) · x⊗(n−1)k + γxk〉 = ‖PA(x⊗nk )‖2 + γ > 0, so that the
denominator in (5.2) does not vanish.
Remark 5.3 Critical points are meant in the usual Lagrange multiplier sense.
Setting L(x, µ) = f(x) + µ2 (xTx − 1), one says x∗ ∈ SL−1 is a constrained
critical point of (5.1) if there exists µ∗ ∈ R such that ∇xL(x∗, µ∗) = 0, while
x∗ is second-order optimal if in addition (I−xxT )∇2xxL(x∗, µ∗)(I−xxT )  0.
Our proof strategy for Theorem 5.1 is as follows. First, we will regard (5.2)
as the shifted power method (SS-HOPM) [38] applied to a certain modified
tensor T˜ ∈ Sym T 2nL . Then, we will obtain the first two parts of theorem by
sharpening the analysis of SS-HOPM in general. Finally, for the third state-
ment, we will exploit special geometric properties of the modified tensor T˜ .
5.1 Power Method as SS-HOPM applied to a modified tensor T˜ ∈ Sym T 2nL
In Algorithm 1, let V1, . . . , VR ∈ Sym T nL be the orthonormal basis of A given
by the columns of V . Then
PA(x⊗n) =
R∑
i=1
〈
Vi, x
⊗n〉Vi. (5.4)
Now define
T˜ =
R∑
i=1
Sym(Vi ⊗ Vi) ∈ Sym T 2nL , (5.5)
and notice
T˜ · x⊗2n−1 =
R∑
i=1
〈
Vi, x
⊗n〉Vi · x⊗n−1 = PA(x⊗n) · x⊗n−1. (5.6)
Hence (4.9) is the vanilla power method (4.8) for the tensor T˜ . Recalling
Lemma 2.2, we also have T˜ = Φ−1(f(X)), with f defined in (5.1). Shifting by
γx, (4.10) and (5.2) are SS-HOPM applied to T˜ , or equivalently, the vanilla
power method (4.8) applied to Φ−1(F (X)) where F (X) = f(X)+ γ2n (X
TX)n:
xk+1 =
∇F (xk)
‖∇F (xk)‖ . (5.7)
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Usually in SS-HOPM, the shift γ is selected so the homogeneous polynomial
F becomes convex on RL. For functions of the form f(x) = ‖PA(x⊗n)‖2, where
PA is orthogonal projection onto any linear subspace A ⊂ Sym T nL (spanned
by rank-1 points, or not), we have the following estimate for γ.
Lemma 5.4 Let A ⊂ Sym T nL be any linear subspace, PA : Sym T nL → A be
orthogonal projection, and f(x) = ‖PA(x⊗n)‖2. If ‖x‖ = 1 and f(x) ≥ ν, then
Cν Cn ≥ − 1
2n
min
‖y‖=1
yT ∇2f(x) y, (5.8)
where
Cν =
{√
ν(1− ν) if ν > 12
1
2 if ν ≤ 12 ,
Cn =

√
2(n−1)
n if n ≤ 4
(2−√2)√n if n > 4.
(5.9)
In particular, F (x) = f(x) + γ2n (x
Tx)n is convex on RL when γ ≥ 12Cn.
The proof of Lemma 5.4 is a lengthy calculation given in Appendix C.1.
We have provided this bound, instead of an easier one, since (5.8) and (5.9)
suggest interesting adaptive shifts for SPM as in [41] (see Remark 5.11).
5.2 Sharpening the global convergence analysis of SS-HOPM in general
We now prove the first two parts of Theorem 5.1 by sharpening the analysis
of SS-HOPM in general. For this subsection, f(x) is any homogeneous poly-
nomial function on RL of degree 2n. We consider the optimization problem
max f(x) s.t. ‖x‖ = 1, (5.10)
and define the sequence
xk+1 =
∇f(xk) + γxk
‖∇f(xk) + γxk‖ , (5.11)
where x1 ∈ SL−1 is some initialization, and γ ∈ R is any shift such that
F (x) = f(x) + γ2n (x
Tx)n is convex on Rn and strictly positive on RL \ {0}.
The next result resolves Kolda-Mayo’s conjecture stated on [38, p. 1107].
This proves that SS-HOPM converges unconditionally. Previously, convergence
was guaranteed only for tensors with finitely many real eigenvectors. While all
symmetric tensors have finitely many eigenvalues, not all have finitely many
real eigenvectors [17]. Further, given a low-dimensional family of “structured”
tensors, it is unclear how to efficiently verify if this condition holds for a generic
tensor in that family. In particular, we could not verify the condition for the
modified low-rank tensors arising in SPM5, i.e, T˜ in (5.5), so we focused on
proving the conjecture. The main ingredient is the  Lojasiewicz inequality for
real analytic functions [47], which was first used in convergence analysis in [1].
5 In fact, for the generalization of SPM in Section 6 to compute generalized decompositions
(2.12), the corresponding tensors do have infinitely many real eigenvectors, namely S∩SL−1.
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Theorem 5.5 (Unconditional convergence of SS-HOPM) As above, let
f be any homogeneous polynomial function on RL of degree 2n. Let γ ∈ R be
any shift such that F (x) = f(x) + γ2n (x
Tx)n is convex on Rn and strictly
positive on RL \{0}. Then for all initializations x1 ∈ SL−1, the iterates (5.11)
are well-defined and converge monotonically to a constrained critical point x∗
of (5.10) at a power rate.
Proof Note that the denominator in the RHS of (5.11) does not vanish, since
〈xk,∇f(xk)+γxk〉 = F (xk) > 0, so (xk) is well-defined. Also, F (x) = f(x)+ γ2n
for ‖x‖ = 1, so constrained critical points of (5.10) are the same as constrained
critical points of
max F (x) s.t. ‖x‖ = 1, (5.12)
monotonic convergence with respect to f is the same as with respect to F , the
iteration (5.11) is the same as
xk+1 =
∇F (xk)
‖∇F (xk)‖ , (5.13)
and we may work just with the convex function F (x) and (5.13).
By convexity of F ,
F (xk+1)− F (xk) ≥ ∇F (xk)T (xk+1 − xk). (5.14)
By definition of xk+1 and Cauchy-Schwarz,
∇F (xk)T (xk+1 − xk) ≥ 0, (5.15)
so (F (xk)) monotonically increases.
Now suppose limk→∞ xk = x∗. Taking the limit of both sides of (5.13),
continuity gives:
∇F (x∗)
‖∇F (x∗)‖ = x∗ ⇒ ∃µ∗ ∈ R s.t. ∇F (x∗) = −µ∗x∗, (5.16)
so x∗ is a constrained critical point.
Since (xk) ⊂ SL−1, the sequence (xk) has an accumulation point by com-
pactness. To show (xk) has a single limit point, we need to (speaking infor-
mally) rule out pathological dynamics, namely that (xk) endlessly wanders
near a positive-dimensional component of critical points; see, e.g., [1, Fig. 2.1].
Precisely for convergence, it suffices to verify the conditions of [61, Thm. 2.3],
based on the  Lojasiewicz inequality for real analytic functions constrained to
real analytic submanifolds [47, p. 92]. Then
∑∞
k=1 ‖xk+1 − xk‖ <∞, and fur-
thermore (xk) converges at a power rate. The conditions are in terms of the
Riemannian gradient of F on SL−1, that is, grad F (x) := (I − xxT )∇F (x).
i) There exists a constant σ > 0 such that for all k:
F (xk+1)− F (xk) ≥ σ‖grad F (xk)‖‖xk+1 − xk‖; (5.17)
ii) grad F (xk) = 0 implies xk+1 = xk;
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iii) There exists a constant ρ > 0 such that
‖xk+1 − xk‖ ≥ ρ‖grad F (xk)‖. (5.18)
For condition i), we verify σ = 12 works. Since F is convex:
F (xk+1)− F (xk) ≥ ∇F (xk)T (xk+1 − xk)
= ‖∇F (xk)‖xTk+1(xk+1 − xk)
= ‖∇F (xk)‖(1− 〈xk+1, xk〉)
= 12‖∇F (xk)‖‖xk+1 − xk‖2. (5.19)
We also have:
‖grad F (xk)‖2 = ‖∇F (xk)− 〈∇F (xk), xk〉xk‖2
= ‖∇F (xk)‖2‖xk+1 − 〈xk+1, xk〉xk‖2
= ‖∇F (xk)‖2(1− 〈xk+1, xk〉2)
= ‖∇F (xk)‖2(1− 〈xk+1, xk〉)(1 + 〈xk+1, xk〉)
≤ 2‖∇F (xk)‖2(1− 〈xk+1, xk〉)
≤ ‖∇F (xk)‖2‖xk+1 − xk‖2. (5.20)
Substituting the square root of (5.20) into (5.19) gives (5.17) with σ = 12 .
Meanwhile condition ii) is clear from (5.13). For condition iii), by (5.20),
we may take ρ =
(
max‖x‖=1 ‖∇F (x)‖
)−1
. We are done by [61, Thm. 2.3]. uunionsq
Next we prove that SS-HOPM in general converges to second-order crit-
ical points for almost all initializations. In the language of [38], SS-HOPM
converges to stable eigenvectors. While intuitive and essentially implicit in
[38], this does require proof. We adapt the arguments in [54, 44] based on the
center-stable manifold theorem from dynamical systems. It is convenient to set
G(x) =
∇F (x)
‖∇F (x)‖ , (5.21)
and record a straightforward computation.
Lemma 5.6 Let x∗ ∈ SL−1 be a critical point of (5.10), with µ∗ ∈ R so that
∇f(x∗)+µ∗x∗ = 0. Then the Jacobian DG(x∗) ∈ RL×L and Hessian ∇2f(x∗)
have the same eigenvectors, and their eigenvalues are related as follows. If
y ∈ RL with 〈y, x∗〉 = 0 satisfies ∇2f(x∗)y = λy, then DG(x∗)y = λ+γ|−µ∗+γ| y.
Proof See Appendix C.2. uunionsq
We show that SS-HOPM converges to local optima, rather than saddle
points, almost always.
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Theorem 5.7 (Almost always convergence of SS-HOPM to local op-
tima) As above, let f be any homogeneous polynomial function on RL of degree
2n. Let γ ∈ R be any shift such that F (x) = f(x) + γ2n (xTx)n is convex on
Rn and strictly positive on RL \ {0}. Then there exists a full-measure subset
Ω ⊂ SL−1 such that for all initializations x1 ∈ Ω, the iterates (5.11) converge
to a second-order critical point x∗ of (5.10).
Proof By Theorem 5.5, for any initialization x1 ∈ SL−1, the iterates Gk(x1)
converge to some constrained critical point x∗ of (5.10). Let µ∗ ∈ R be the
corresponding Lagrange multiplier, so ∇f(x∗) + µ∗x∗ = 0 (5.22).
Now suppose x∗ fails the second-order optimality conditions. From Re-
mark 5.3, this means:
(I − x∗xT∗ )
(∇2f(x∗) + µ∗I) (I − x∗xT∗ )  0. (5.23)
In other words, there exists y ∈ RL \{0} lying in the tangent space Tx∗(SL−1),
i.e., 〈y, x∗〉 = 0, satisfying ∇2f(x∗)y = λy and λ+µ∗ > 0. By Lemma 5.6, y is
also a eigenvector of DG(x∗) with eigenvalue λ+γ|−µ∗+γ| .
Multiplying (C.20) and (5.22) on the left by xT∗ shows −µ∗ + γ = F (x∗),
which is positive by assumption on γ. So the eigenvalue of DG(x∗) is λ+γ−µ∗+γ ,
and crucially, λ+γ−µ∗+γ > 1 since λ+ µ∗ > 0.
By the center-stable manifold theorem [63, p. 65], it follows that there
exists an open neighborhood Bx∗ ⊂ SL−1 of x∗, and a smoothly embedded
disc Dx∗ ⊂ Bx∗ of dimension strictly less than L− 1 such that:(
x ∈ Bx∗ and Gk(x) ∈ Bx∗ ∀ k ≥ 1
)⇒ x ∈ Dx∗ . (5.24)
Since xk → x∗, there is K such that xk ∈ Bx∗ for all k ≥ K. So xK ∈ Dx∗
and x1 ∈ G|−K(Dx∗) ⊂ SL−1 where G|−K denotes K-fold inverse image under
G| = G|SL−1 (G restricted to the unit sphere). In particular,
x1 ∈
⋃
k≥1
G|−k(Dx∗). (5.25)
SinceDx∗ is a manifold of dimension< L−1, it has measure zero. Furthermore,
as G is a dominant homogeneous rational map, the inverse image of a measure
zero subset under G| is also measure zero (with respect to the natural measure
on SL−1). So the RHS of (5.25) is a countable union of measure zero subsets,
so has measure zero. We have shown the set of initializations that converge to
a particular critical point, failing second-order conditions, is a null set of SL−1.
We finish the argument with a union bound. Let x∗ range over all “bad”
critical points, that is, first-order critical points but not second-order critical
points (this is possibly an uncountable set). For each such x∗, let Bx∗ and Dx∗
be as above. Consider the following open subset of SL−1:
B =
⋃
x∗
Bx∗ (5.26)
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where the union is over all “bad” critical points x∗ ∈ SL−1. Since SL−1 is
second-countable, there is a countable set C ⊂ SL−1 of “bad” critical points
such that (5.26) equals the union just over C:
B =
⋃
x∗∈C
Bx∗ . (5.27)
If xk → x† for some “bad” critical point x†, then there is a “bad” critical point
x∗ ∈ C such that x† ∈ Bx∗ , and thus there exists K such that xk ∈ Bx∗ for all
k ≥ K and
x1 ∈
⋃
k≥1
G|−k(Dx∗). (5.28)
We conclude that any initialization x1 such that (5.11) does not converge to
a second-order critical point must lie in⋃
x∗∈C
⋃
k≥1
G|−k(Dx∗), (5.29)
which is a countable union of null sets. This completes the proof. uunionsq
5.3 Local linear convergence of Power Method to ±ai
Here we show the third part of Theorem 5.1, starting first with an easy lemma
and then an essentially geometric proposition.
Lemma 5.8 Under the assumptions of Theorem 5.7, suppose x∗ ∈ SL−1 is a
strict local optima of (5.10), that is, where µ∗ ∈ R is as in (5.22), we have
P(x∗)⊥
(∇2f(x∗) + µ∗I)PT(x∗)⊥ ≺ 0, (5.30)
where P(x∗)⊥ ∈ R(L−1)×L represents orthogonal projection onto the perpendic-
ular space (x∗)⊥ ⊂ RL. Then, (5.11) has local linear convergence to x∗.
Proof See Appendix C.3. uunionsq
Proposition 5.9 Let R ≤ (L+n−1n ) − n + 1. For generic a1, . . . , aR ∈ SL−1
with A = Span{a⊗n1 , . . . a⊗nR } ⊂ Sym T nL , the following holds: whenever x ∈ RL
is nonzero and perpendicular to ai, then Sym(a
⊗n−1
i ⊗ x) /∈ A.
Proposition 5.9 may be interpreted as a statement in projective algebraic
geometry about Zariski tangent spaces. We give the proof in Appendix C.4.
Theorem 5.10 Consider f(x) = ‖PA(x⊗n)‖2, where A = Span{a⊗n1 , . . . , a⊗nR },
a1, . . . , aR ∈ SL−1 and PA : Sym T 2nL → A is orthogonal projection, as in
Theorem 5.1. Fix γ ∈ R satisfying (5.3). Assume a1, . . . , aR are generic. For
R ≤ (L+n−1n ) − L, the only constrained global maxima of (5.1) are ±ai. For
R ≤ (L+n−1n )− n+ 1, the iteration (5.11) has local linear convergence to ±ai.
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Proof Since f(x) = ‖PA(x⊗n)‖2 ≤ ‖x⊗n‖2 = ‖x‖2n and f(±ai) = 1, evidently
±ai are global maxima of (5.1). By Proposition 4.2, generically there are no
other global maxima provided R ≤ (L+n−1n )− L.
For local linear convergence, firstly ±ai satisfy the first and second-order
conditions in Remark 5.3 by global optimality, where µ∗ = −2nf(±ai) = −2n.
By Lemma 5.8, it suffices to show strictness of the second-order condition
(5.30). Thus for each fixed ai, it is enough to verify:
xT
(
1
2n
∇2f(ai)− I
)
x < 0 for all nonzero x ⊥ ai. (5.31)
(The result for −ai will follow by evenness of f .) As in (C.2), we compute:
1
2n
xT∇2f(ai)x = n‖PA(a⊗n−1i ⊗ x)‖2 + (n− 1)
〈
a⊗ni , a
⊗n−2
i ⊗ x⊗2
〉
= n‖PA(a⊗n−1i ⊗ x)‖2
= n‖PA
(
Sym(a⊗n−1i ⊗ x)
)‖2. (5.32)
On the other hand, ‖ Sym(a⊗n−1i ⊗ x)‖ = 1n‖x‖2. To see this, we note
Sym(a⊗n−1i ⊗ x) =
1
n
∑
n1+n2=n−1
a⊗n1i ⊗ x⊗ a⊗n2i , (5.33)
where the summands are pairwise orthogonal in Sym T nL (using x ⊥ ai) and
each has norm ‖x‖ (using ‖ai‖ = 1). From this and (5.32), we obtain:
xT
(
1
2n
∇2f(ai)− I
)
x = n
(
‖PA(Sym(a⊗n−1i ⊗ x))‖2 −
‖x‖2
n
)
= n
(‖PA(Sym(a⊗n−1i ⊗ x))‖2 − ‖ Sym(a⊗n−1i ⊗ x)‖2)
= −n‖PA⊥(Sym(a⊗n−1i ⊗ x))‖2. (5.34)
Here PA⊥ : Sym T nL → A⊥ denotes the orthogonal projection onto the orthog-
onal complement A⊥ ⊂ Sym T nL to A ⊂ Sym T nL . However, by Proposition 5.9
below, we have that the RHS in Eqn (5.34) is strictly negative for all x ⊥ ai, if
R ≤ (L+n−1n )−n+ 1 and a1, . . . , aR are generic. That completes the proof. uunionsq
5.4 Putting it all together
To sum up, Theorem 5.1 is now proven. The first part follows from Lemma 5.4
and Theorem 5.5 applied to f(x) = ‖PA(x⊗n)‖2. The second part similarly
follows from Theorem 5.7, noting that positivity obviously holds for F (x) =
‖PA(x⊗n)‖2 + γ2n (xTx)n. Finally, the third part exactly is Theorem 5.7.
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Remark 5.11 As an aside, we discuss the possibility of using adaptive shifts in
SPM. Similarly to [41], the idea would be to use smaller shifts at xk according
to how close f(x) is to being locally convex around xk. To this end, Lemma
5.4 suggests making Power Method, governed by (5.2), adaptive as follows:
xk+1 =
PA(x⊗nk ) · x⊗(n−1)k + γkxk
‖PA(x⊗nk ) · x⊗(n−1)k + γkxk‖
, where γk = Cf(xk)Cn. (5.35)
For this adaptive Power Method, we are able to easily modify the proofs of
Theorem 5.5 about unconditional global convergence and also Theorem 5.10
about linear local convergence to ±ai. However, we have been unable to prove
avoidance of saddles, that is, an analog to Theorem 5.7. Time-inhomogeneous
variants of the center-stable manifold theorem might resolve this, as in [55].
5.5 Optimization landscape
Now that we have established that Power Method converges to a local
maximum of (5.1), it is important to understand if there are local maxima
which are not global maxima, and when the power method iterations converge
to these critical points. Note that when the algorithm converges to a local
maximum x∗ ∈ SL−1, we know it is a global maximum if and only if f(x∗) = 1.
By Proposition 4.2, we know up to which rank, it holds that the global maxima
of (5.1) are generically precisely the desired tensor components (up to sign).
To understand the optimization landscape, we have devised the following
experiment, depicted in Figure 5.1. We considered fourth-order tensors (n =
2), fixed the length L = 20 and varied the rank R from 120 to 200. Note
that here the threshold given by Proposition 4.2 is R =
(
21
2
)
= 190. For each
rank, we chose ground truth {ai}Ri=1 as R i.i.d. standard Gaussian vectors, and
then performed the power method with 303 random initializations. This was
repeated 33 times per rank, with fresh ground truth and initialization. Then,
we registered the relative frequency that the power method converged (up to
120 130 140 150 160 170 180 190 200
0
0.2
0.4
0.6
0.8
1
Fig. 5.1: Relative frequency of convergence to a global maximum.
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sign) to one of the components in {ai}Ri=1. In the experiment, for all values
of R smaller than 140, the algorithm always converged to a global maximum,
and when 140 < R < 170 the algorithm converged for a global maximum at
least 98% of the time. We observed a sharp transition when the rank varies
between 170 and 190. The width of the transition is ≈ L. This suggests if the
rank scales like cnL
n, for a fixed constant cn <
1
n! (since
(
L+n−1
n
) ≈ 1n!Ln),
then the power method converges to a global maximum with high probability.
Conjecture 5.12 Let {ai}Ri=1 be R i.i.d. standard Gaussian vectors in RL, cn <
1
n! a constant and consider the power method iterations given by (5.2), with x1
drawn uniformly from SL−1. Then if R < cnLn, the power method iterations
converge to ±aj for some j in {1, . . . , R} with high probability, i.e., with
probability converging to 1 as L diverges to infinity.
We have repeated the experiment drawing {ai}Ri=1 from distributions other
than the isotropic Gaussian and the results were identical.
6 Generalized rank decomposition
In this section, we describe how to adapt Algorithm 1 to compute the gen-
eralized symmetric tensor decomposition in Definition 2.10. We begin with a
lemma linking the generalized tensor decomposition to generalized PCA.
Lemma 6.1 Consider a subspace arrangement S = ∪Ri=1Si ⊂ RL where Si is
a linear subspace of dimension `i given by Si = colspan(Ai) for Ai ∈ RL×`i .
Let Y ∈ RL be a random variable supported on S. For each m, the moment
tensor E[Y ⊗m] ∈ Sym T mL admits a generalized tensor decomposition:
E[Y ⊗m] =
R∑
i=1
Λi ×A×mi , (6.1)
for some Λi ∈ Sym T m`i .
Proof We may write Y = Aκyκ where κ ∈ [R] is a random discrete variable
with Prob(κ = i) = pi for (p1, . . . , pR) in the probability simplex, and where
yi ∈ R`i is a random variable for each i ∈ [R]. Then, by linearity of expectation:
E[Y ⊗m] =
R∑
i=1
pi E[(Aiyi)⊗m] =
R∑
i=1
pi E[y⊗mi ]×A×mi . (6.2)
So we may set Λi = pi E[y⊗mi ]. uunionsq
Lemma 6.1 is one reason to develop a method for computing generalized
tensor decompositions. If in the setting of GPCA, we apply the method to
the empirical moments of a dataset of i.i.d. draws of Y , then we can obtain
an estimate to Ai (up to GL(`i,R)), and whence Si = colspan(Ai). If in
GPCA, the data points are subject to additive noise, then upon debiasing the
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empirical moments, we can still reduce to the generalized tensor decomposition
in Lemma 6.1 (see Subsection 7.5 and Appendix E). Other applications of
(2.12) exist, e.g., variations on blind source separation, but we omit these here.
As for usual symmetric rank decomposition in Section 4, it is easier to
describe SPM for the generalized decomposition in the case of even order
m = 2n. Thus, assume we have a symmetric tensor T ∈ Sym T 2nL satisfying:
T =
R∑
i=1
Λi ×A×2ni , (6.3)
where as above Λi ∈ Sym T 2n`i and Ai ∈ RL×`i . We assume Ai is full-rank, set
Si = colspan(Ai) ⊂ RL and S = ∪Ri=1Si, however, we do not assume knowledge
of R or `i. Given T , the goal is to recover (Λi, Ai) for i = 1, . . . , R up to
permutation of summands and change of basis in R`i , that is, the equivalence:
(Λi, Ai) ∼
(
Λi ×Q×2ni , AiQ−1i
)
, for Qi ∈ GL(`i,R). (6.4)
To this end, we generalize SPM. We begin by adapting (4.2), to generalize
Extract Subspace. Let A?ni denote the L
n×(`i+n−1n ) matrix whose columns
are given by all combinations vec(Sym(aij1 ⊗ · · · ⊗ aijn)) where 1 ≤ j1 ≤ · · · ≤
jn ≤ `i and aij ∈ RL are the columns of Ai (and these combinations appear
lexicographically in A?ni ). From the symmetric tensor Λi in T 2n`i there is an
injective linear map to a
(
`i+n−1
n
)× (`i+n−1n ) symmetric matrix Λi such that
mat(Λi ×A×2ni ) = A?ni ΛiA?ni , (6.5)
where mat is the flattening operator in Definition 2.7. Then (6.3) gives:
mat(T ) = [A?n1 · · ·A?nR ]

Λ1
Λ2
. . .
ΛR
 [A?n1 · · ·A?nR ]T . (6.6)
This is a block matrix factorization of mat(T ) corresponding to (4.2). It is
convenient to have shorthand for the left factor, of size Ln ×∑Ri=1 (`i+n−1n ):
A = [A?n1 · · ·A?nR ] . (6.7)
Generalizing (4.3), we set A ⊂ Sym T nL as the column space of A after un-
vectorization. We may also describe A using the Veronese embedding [70].
Lemma 6.2 We have A = Span
(
∪Ri=1 {a⊗n : a ∈ Si}
)
⊂ Sym T nL . In equiv-
alent geometric language, A is the linear span of the subspace arrangement
S = ∪Ri=1Si following re-embedding by the Veronese map νn : RL → Sym T nL .
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Proof The second sentence is a restatement of the first because the Veronese
map νn sends a 7→ a⊗n. For the first sentence, it suffices to fix i and check
unvec
(
colspan(A?ni )
)
= Span{a⊗n : a ∈ Si}. For ‘⊃’, take a ∈ Si and write
a =
∑`i
j=1 αjaij where aij ∈ RL are the columns of Ai and αj ∈ R. Then
a⊗n = Sym(a⊗n) = Sym
( `i∑
j=1
αjaij
)⊗n
=
`i∑
j1,...,jn=1
αj1 . . . αjn Sym (aj1 ⊗ . . .⊗ ajn) ∈ unvec
(
colspan(A?ni )
)
. (6.8)
The reverse inclusion is seen using homogeneous polynomials (Lemma 2.2). Via
Φ, the LHS corresponds to R[aTi1X, . . . , aTi`iX]n ⊂ R[X1, . . . , XL]n, i.e., degree-
n polynomials in the “latent variables” aTi1X, . . . , a
T
i`i
X. Meanwhile, the RHS
corresponds to Span{(aTX)n : a ∈ colspan(A)}. So, ‘⊂’ reduces to the fact
that any polynomial may be written as a sum of powers of linear forms. uunionsq
SPM for the generalized decomposition relies on A ⊂ Sym T nL in Lemma
6.2. We proceed, as in Algorithm 1, by obtaining a thin eigendecomposition
of mat(T ) to extract A. The following result is analogous to Proposition 4.1.
Proposition 6.3 Let A have rank R, so R ≤ ∑Ri=1 (`i+n−1n ). Assume Λi ∈
Sym T 2n`i are generic. Then the rank of mat(T ) is also R. Furthermore, if
mat(T ) = V DV T is a thin eigendecomposition of mat(T ), that is, V ∈ RLn×R
has orthonormal columns and D is full-rank diagonal, then the columns of V
give an orthonormal basis for A (after un-vectorization).
Proof Certainly, R ≤∑Ri=1 (`i+n−1n ) as the RHS is the number of columns in
A. For each i, fix generic vectors b1, . . . , b(`i+n−1n )
in colspan(Ai) ⊂ RL and
let Bi be the matrix with these as columns. Consider the Khatri-Rao B
•n
i ∈
RL
n×(`i+n−1n ) (Definition 2.8). Similarly to Lemma 6.2, we can argue that B•ni
and A?ni have the same column space. So there exists Mi ∈ GL
((
`i+n−1
n
)
,R
)
such that A?ni = B
•n
i Mi. Substituting into (6.6) gives:
mat(T ) = [B•n1 · · ·B•nR ]

M1Λ1M
T
1
M2Λ2M
T
2
. . .
MRΛRM
T
R
 [B•n1 · · ·B•nR ]T.
(6.9)
We want to show that mat(T ) and [B•n1 · · ·B•nR ] have the same column space,
for generic Λi. Since the condition is Zariski-open (characterized by polyno-
mials), it is enough to see there exists some such Λi. To this end, consider
Λi so that MiΛiM
T
i are generic diagonal matrices. Then the argument of
Proposition 4.1 applies nearly identically (genericity, instead of nonzeroness,
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of the diagonal matrices is needed in the case R <
∑R
i=1
(
`i+n−1
n
)
). That gives
rank(mat(T )) = R as well as the statement about the columns of V and A. uunionsq
Remark 6.4 For the generalized decomposition, we call R the square flatten-
ing rank of T , and the quantity min
((
L+n−1
n
)
,
∑R
i=1
(
`i+n−1
n
))
the expected
square flattening rank. The latter is often unknown to us, except in synthetic
numerical experiments, as we do not assume knowledge of R and `1, . . . `R.
Thus SPM again extracts A ⊂ Sym T nL from an eigendecomposition of mat(T ).
The next lemma is a simple equivalence, related to Proposition 4.2. It re-
expresses the condition that A ⊂ Sym T nL has no extraneous rank-1 points
in terms of algebraic geometry language, connecting with existing algebraic
literature on subspace arrangements and GPCA, for example, [24, 15].
Lemma 6.5 Suppose the subspace arrangement S = ∪Ri=1Si ⊂ RL is set-
theoretically defined by degree-n polynomial equations. This means that if we
let In(S) = {g ∈ R[X1, . . . , XL] : g(x) = 0 for all x ∈ S} be set of degree-
n equations of S, then these equations exactly characterize S, i.e., the set of
common zeroes Z(Id(S)) = {x ∈ RL : g(x) = 0 for all g ∈ In(S)} equals S.
In this case, the only rank-1 tensors in A are ∪Ri=1{a⊗n : a ∈ Si} (up to sign
if n is even). Moreover, the converse holds.
Proof This follows from the identification Φ(In(S)) = A⊥ ⊂ Sym T Ln , where
A⊥ is the orthogonal complement to A and Φ is as in Lemma 2.2. uunionsq
Remark 6.6 Given S = ∪Ri=1Si ⊂ RL and a degree n, it is subtle to decide if
the condition in Lemma 6.5 holds, i.e., if A contains any extraneous rank-1
tensors. The challenge persists even if Si ⊂ RL are generic subspaces, subject
to dim(Si) = `i for fixed `1, . . . , `R. An exception is the case li = 1 for all i =
1, . . . , R, which corresponds to usual tensor decomposition; then the trisecant
lemma implies extraneous rank-1 tensors generically do not lie in A up to
an explicit R (Proposition 4.2). Generally, for any fixed arrangement S, the
condition in Lemma 6.5 holds for all sufficiently large n. As a pessimistic
general bound, if n ≥ R then A cannot have extraneous rank-1 points by [25].
Practically speaking, in light of Lemma 6.5, Remark 6.6 and Proposition
6.9 below, when applying generalized SPM to GPCA where the subspace ar-
rangement S is fixed but unknown, the sufficient conditions on S and n for
our guarantees cannot be verified a priori. So, it is reasonable to try a degree-
increasing approach. That is, we apply SPM to the degree-2n moments of the
dataset for n = 2, 3, . . ., until the method does not fail and so S is recovered.
Continuing the algorithm description for generalized SPM, now that we
have an orthonormal basis for A, we seek a rank-1 element in A. To that
end, as in Algorithm 1, we apply Power Method, that is, we iterate (4.10)
where γ is given by (5.3) (recall that Lemma 5.4 applied to any linear sub-
space A ⊂ Sym T nL ). Here the first and second items in Theorem 5.1 apply, as
Subsection 5.2 pertained to SS-HOPM and symmetric tensors in general. So
Power Method converges to a critical point x∗ ∈ SL−1, and almost surely a
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local maximum, of max‖x‖=1 ‖PA(x⊗n)‖2. To see if x∗ is a global maximum,
we check if the objective function value at x∗ is 1 (up to a numerical tolerance);
if not, we discard x∗ and repeat Power Method with a fresh initialization.
The next step of generalized SPM departs from Algorithm 1. We assume
x∗ lies on exactly one Si (the current algorithm may fail if the constituent
subspaces in S have nontrivial pairwise intersection and x∗ lies on two of them).
The next step, Local Component, determines the subspace Si containing x∗.
For Algorithm 1, this is immediate, as usual tensor decomposition corresponds
to (6.3) when each Si is a line, so simply the span of x∗ ∈ Si. for the generalized
case, we note that an open neighborhood of x∗ in S is an neighborhood of x∗
in Si. So, Si is recovered by linearizing equations for S around x∗, that is, by
computing the tangent space to S at x∗. To this end, we let Q1, . . . , QR⊥ ∈
Sym T nL , where R⊥ =
(
L+n−1
n
)−R, denote an orthonormal basis for A⊥ (the
orthogonal complement of A in Sym T nL ). Then the equations〈
Qj , x
⊗n〉 = 0, for all 1 ≤ j ≤ R⊥ (6.10)
span the vector space of all degree-n equations for S. We try to determine
the column span of Ai by looking at the null space of the Jacobian of these
equations around x = x∗. Explicitly, we set
Ai ← nullspace(Q), (6.11)
where Q is a R⊥ × L matrix with rows given by
Qj = ∇
〈
Qj , x
⊗n〉
x=x∗
= nSym(Qj) · x⊗n−1∗ , (6.12)
and nullspace(Q) is a matrix whose columns form a basis for the kernel of Q.
Remark 6.7 Equations (6.11) and (6.12) correctly recover the column space of
Ai provided the tangent space to S at x∗ is determined by differentiating just
degree-n equations. See (6.16) in Proposition 6.9 below. Similarly to Remark
6.6, for any fixed arrangement S, this condition holds at all points x∗ in S for
sufficiently large degrees n. Again by [25], n ≥ R is sufficient but pessimistic.
Remark 6.8 Computationally, we calculate the null space of Q using the ma-
trix V ∈ RLn×R in Proposition 6.3, whose columns are vectorizations of an
orthonormal basis of tensors spanning A. This procedure is particularly effi-
cient as R decreases, and R⊥ increases. We explain the details in Appendix D.
Finally comes DEFLATE, in which the summand of (2.12) corresponding
to the subspace Si is removed. With Ai in hand, we construct the matrix A
?n
i ∈
RLn×(`i+n−1n ), with columns given by the combinations Sym(aij1⊗· · ·⊗aijn),
where 1 ≤ j1 ≤ · · · ≤ jn ≤ `i and aij ∈ RL are the columns of Ai. Similarly to
Algorithm 1, we consider updates of the form mat(T )−A?ni W (A?ni )T , where
W is a
(
`i+n−1
n
)× (`i+n−1n ) matrix. On one hand, by (6.6),
mat(T )−A?ni W (A?ni )T = A?ni (Λi −W )(A?ni )T +
∑
j 6=i
A?nj Λj(A
?n
j )
T , (6.13)
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Algorithm 2 Generalized Subspace Power Method
Input: T ∈ Sym T 2nL satisfying (2.12) and conditions of Lemma 6.5, Proposition 6.9
Output: Dimensions (`1, . . . , `R) and generalized decomposition {(Ai,Λi)}Ri=1.
Extract Subspace(V,D)← eig(mat(T ))
R← rank(mat(T ))
R⊥ ← (L+n−1
n
)−R
for i = 1 to R do
Power Methodx← random(SL−1)
repeat
x← PA(x
⊗n) · x⊗n−1 + γx
‖PA(x⊗n) · x⊗n−1 + γx‖
until convergence
x∗ ← x
Local ComponentQ1, . . . , QR⊥ ← orthonormal basis of A⊥
for j = 1 to R⊥ do
Qj ← Sym(Qj) · x⊗n−1∗
Ai ← nullspace(Q)
`i ← # columns of Ai
Deflateconstruct A?ni from Ai
α← V TA?ni
Λi ← (αTD−1α)−1
construct Λi from Λi
(O, D˜)← eig(D − αΛiαT )
V ← V O
D ← D˜
return (`1, . . . , `R) and {(Ai,Λi)}Ri=1
while on the other hand,
mat(T )−A?ni W (A?ni )T = V (D − αWαT )V T , (6.14)
where α = V TA?ni . As before, we proceed by applying Lemma B.1, now with
k =
(
`i+n−1
n
)
, to set Λi ← (αTD−1α)−1. We then obtain Λi from Λi by invert-
ing the map used in (6.5). Finally, we update V ← V O and D ← D˜, where
(O, D˜) is the thin eigendecomposition of D−αΛiαT . Power Method, Local
Component and Deflate repeat as subroutines, such that each generalized
tensor component (Λi, Ai) is removed one at a time, until all components have
been found. An overview of SPM for generalized symmetric tensor decompo-
sition is presented in Algorithm 2.
The last result this section is an analog to Theorem 5.10. For simplicity, we
assume the subspace arrangement S = ∪Ri=1Si satisfies Si∩Sj = 0 for all i 6= j.
We show, under certain additional geometric conditions on S, each Li ∩ SL−1
is an attractive set for Power Method enjoying local linear convergence.
Proposition 6.9 Suppose S = ∪Ri=1Si ⊂ RL satisfies Si ∩ Sj = 0 for all
i 6= j. For each i, let PS⊥i ∈ R(L−`i)×L represent orthogonal projection onto
the orthogonal complement S⊥i ⊂ RL. As above, set f(x) = ‖PA(x⊗n)‖2 where
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A is given by the column space of (6.7). Assume for all a ∈ Si ∩ SL−1:
PS⊥i
(
1
2n
∇2f(a)− I
)(
PS⊥i
)T
≺ 0. (6.15)
Then, the iteration (5.11) has local linear convergence to the set Si∩SL−1. That
is, there exist positive constants δ = δ(S, γ, i), τ = τ(S, γ, i) and C = C(S, γ, i)
such that dist(x1, Si ∩ SL−1) < δ implies dist(xk, Si ∩ SL−1) < Ce−kτ for all
k, where dist(x1, Si ∩ SL−1) = mina∈Si∩SL−1 ‖x1 − a‖.
Here, (6.15) is equivalent to the condition that the degree-n equations of S
correctly determine the tangent space to S at a ∈ Si ∩ SL−1. More precisely,
the gradients of the degree-n equations of S evaluated at a define Si, i.e.,
Si = Span{∇g(a) ∈ RL : g ∈ R[X1, . . . , XL]n, g(x) = 0 ∀x ∈ S}⊥. (6.16)
Proof By Taylor’s theorem and compactness, there exists a constant M =
M(S, γ) > 0 such that:
‖G(x)−G(y)−DG(y)(x− y)‖ ≤M‖x− y‖2 for all x, y ∈ SL−1, (6.17)
where G is the power iteration in (5.21).
Now fix i, let x ∈ SL−1, and write x = x‖+x⊥, where x‖ ∈ Si and x⊥ ⊥ Si.
Equivalently, we have x‖ = argminz∈Si‖x− z‖. Moreover, let
y = argminz∈Si∩SL−1‖x− z‖, (6.18)
thus dist(x, Si ∩ SL−1) = ‖x− y‖. Since y ∈ Si, we have
‖x⊥‖ = ‖x− x‖‖ ≤ ‖x− y‖. (6.19)
On the other hand, since G fixes Si ∩ SL−1 pointwise, DG(y)(z) = 0 for all
z ∈ Si. In particular, since DG is a linear map,
DG(y)(x− y) = DG(y)(x⊥). (6.20)
Using Lemma 5.6 and (6.15), similarly to (5.30) and the proof of Lemma 5.8,
we get that S⊥i decomposes as a sum of eigenspaces of DG(y) with eigenvalues
all strictly less than 1 in absolute value. So by continuity of eigenvalues and
compactness, there exists a constant λmax = λmax(S, γ, i) ∈ (0, 1) such that
for all z ∈ Si ∩ SL−1 each of eigenvalue of PS⊥i DG(z)
(
PS⊥i
)T
is at most λmax
in absolute value.
We proceed by substituting (6.20) into (6.17), using G(y) = y, (6.19) and
the triangle inequality:
dist(G(x), Si ∩ SL−1) ≤ ‖G(x)− y‖
≤ ‖DG(y)(x⊥)‖+M‖x− y‖2
≤ λmax‖x⊥‖+M‖x− y‖2
≤ (λmax +M‖x− y‖) ‖x− y‖. (6.21)
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If ‖x − y‖ = dist(x, Si ∩ SL−1) is sufficiently small, then the bracketed
quantity in (6.21) is less than and bounded away from 1. For the local lin-
ear convergence statement, we can take δ = (1− λmax)
/
(2M) (and related
expressions for τ and C).
For the next statement, as in the proof of Theorem 5.10, we have
xT
(
1
2n
∇2f(a)− I
)
x = −n‖PA⊥(Sym(a⊗n−1 ⊗ x))‖2, (6.22)
for a ∈ Li and x ⊥ Si, where A⊥ is the orthogonal complement of A in
Sym T nL . So (6.15) is equivalent to PA⊥(Sym(a⊗n−1 ⊗ x)) 6= 0 for all x ⊥ Si.
On the other hand, consider the RHS of (6.16). As above in the explanation
of Local Component, this equals
Span{Q · a⊗n−1 : Q ∈ A⊥}⊥, (6.23)
which always contains Si. So, (6.16) is equivalent to the intersection of (6.23)
and S⊥i being zero, i.e., for all x ⊥ Si, there exists Q ∈ A⊥ such that
0 6= x · (Q · a⊗n−1) = 〈Q, a⊗n−1 ⊗ x〉 = 〈Q,Sym(a⊗n−1 ⊗ x)〉. (6.24)
Equivalently, PA⊥(Sym(a⊗n−1 ⊗ x)) 6= 0 for all x ⊥ Si. uunionsq
In general, verifying the sufficient conditions in Proposition 6.9 is a sub-
tle matter6, though they hold for any fixed S and large enough degree n,
pessimistically for n ≥ R by [25]. For the special case of usual tensor decom-
positions (`1 = . . . = `R = 1), we have better control over n by Proposition 5.9.
7 Numerical simulations
In this section, we perform various numerical tests of SPM and provide com-
parisons of runtime, accuracy and noise stability against existing state-of-the
art algorithms. For symmetric tensor rank decompositions, we compare against
FOOBI [22] (state-of-the-art among provable algorithms) and Tensorlab [68]
(state-of-the-art among heuristic algorithms). For GPCA, we compare against
PDA [70] and GPCA-Voting [73, 49], algebraic methods somewhat related to
ours. All of the numerical experiments in this section were performed on a
personal laptop with a Intel R© CoreTM i7-7700HQ CPU and 16.0GB of RAM.
7.1 Comparing SPM for different tensor decompositions
In this subsection, we test the performance of SPM for different tensors. The
results are displayed in Table 7.1. We applied SPM to eight symmetric tensors
T1, . . . , T8 ∈ Sym T mL with order m and length L, generated as follows:
6 Interestingly, the question of whether quadratic equations (n = 2) correctly determine
Zariski tangent spaces recently arose in a different context, see [6].
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T m L R/R
Extract
Subspace
time (s)
Power
Method
time (s)
Deflate
time (s)
Total
time (s)
Avg.
no iter.
Error
T1 4 40 200 0.14 0.26 0.26 0.66 45 2.11×10−12
T2 4 40 400 0.14 1.59 1.15 2.87 69 1.41×10−11
T3 4 40 600 0.13 9.16 3.35 12.64 118 1.01×10−12
T4 4 45 400 0.21 1.90 1.37 3.49 57 1.89×10−12
T5 4 40 200+ 0.13 1.84 0.27 2.24 394 6.10×10−12
T6 4 40 180G 0.14 0.04 0.06 0.24 40 3.28×10−13
T7 6 16 400 0.16 7.02 2.68 9.86 67 9.59×10−13
T8 6 16 112G 0.17 0.02 0.03 0.22 32 4.01×10−13
Table 7.1: SPM’s performance for different low-rank tensors. The symmetric
tensors T1, . . . , T8 are described in Section 7.1. Here, the exponent + indicates
that the rank-1 components of T5 were drawn from the positive orthant, while
G indicates that T6 and T8 were planted with generalized rank decompositions.
– For tensors T1, . . . , T4 and T7, we planted a low-rank rank decomposition
(1.1) with L,m,R as in Table 7.1, by drawing {ai}Ri=1 independently and
uniformly from unit norm vectors in RL, and by drawing {λi}Ri=1 indepen-
dently from the standard Gaussian distribution. Notice T7 is order-6. We
then used SPM for computing rank decompositions (Algorithm 1).
– For the tensor T5, we planted a low-rank rank decomposition (1.1) with
correlated components. We drew {λi}Ri=1 as above, however the vectors
{ai}Ri=1 were drawn uniformly from the set of unit norm vectors in RL
with positive entries. Again, Algorithm 1 was used to recover {(λi, ai)}Ri=1.
– For tensors T6 and T8, we planted generalized decompositions (2.6), with
L,m,R as in Table 7.1, drawing each Λi to be a symmetric tensor with
standard Gaussian entries, and each matrix Ai with orthonormal columns
so that their span is a subspace in RL that is uniformly random in the
corresponding Grassmannian. Specifically, T6 ∈ Sym T 440 is a linear com-
bination of R = 40 Tucker decompositions, 20 of dimension 3 and 20 of
dimension 2, that is, `1 = . . . = `20 = 3 and `21 = . . . = `40 = 2. So
the expected square flattening rank of T6 is 20
(
3+1
2
)
+ 20
(
2+1
2
)
, and indeed
we found this to be its square flattening rank, R = 180 (Remark 6.4).
Meanwhile, T8 ∈ Sym T 616 is a linear combination of R = 16 Tucker decom-
positions, 8 of dimension 3 and 8 of dimension 2. So the expected square
flattening rank of T∗ is 8
(
3+2
3
)
+ 8
(
2+2
3
)
, and we found this to be its square
flattening rank, R = 112. For tensors T6 and T8, Algorithm 2 was applied.
For each example tensor T1, . . . , T8, we have recorded the time per each step
of SPM as well as the total time in Table 7.1 (we joined Deflate and Local
Component together in our accounting of Algorithm 2). We also recorded
the average number of iterations of the power method and the error between
Subspace Power Method 31
the ground-truth decomposition (Λi, Ai)
R
i=1 and the decomposition obtained
by SPM (Λ̂i, Âi)
R
i=1, where error is calculated using the following formula:
error :=
√√√√ min
pi∈ΠR
R∑
i=1
∥∥∥Λi ×A×mi − Λ̂pi(i) × Â×mpi(i)∥∥∥2. (7.1)
We first note that in most cases Extract Subspace is the fastest step in
SPM (except for T6 and T8). We believe this is due to only performing this op-
eration once upfront, whereas Power Method and Deflate are performed
multiple times throughout SPM; also, the eigenvalue decomposition algorithm,
on which Extract Subspace relies, is a highly optimized algorithm in MAT-
LAB. On the other hand, the Power Method takes the most time in most
cases. By comparing the average number of iterations in T1, T2 and T3, one
observes that the number of average number of iterations increases with the
rank. Interestingly, while the ranks of the tensors T2 and T4 are the same, the
average number of iterations for T4, which has larger length, is less than that of
T2. Based on empirical observations, the average number of iterations appears
to be a function of R/L2 for tensors of order 4, where R is the rank and L is
the length of the tensor. For tensor of even order m = 2n, we conjecture the
average number of iterations depends on the rank and length through R/Ln.
Note that the only difference in the random generation of T2 and T5 is
that for T5 the rank-1 components {ai}Ri=1 all have positive entries, and are
therefore much more correlated than those of T2. For the case of T5, the Power
Method takes considerably more iterations to converge, nevertheless SPM
succeeds to give the right decomposition with acceptable error.
Finally, the tensors T6, T7 and T8 give examples of SPM’s performance on
higher-order tensors (sixth order), and on the generalized decompositions. Note
that for T6 and T8 the timings for the Power Method and Deflate steps are
much smaller than their counterparts in the other tensors. This is due to two
reasons: the tensors have a smaller flattening rank R; and the number of times
Algorithm 2 repeats the Power Method and Deflate subroutines is equal
to the number of subspaces (40 for T6 and 16 for T8), which is also considerably
less than the number of repeats for the other tensors and Algorithm 1.
7.2 SPM maximal rank
In this subsection, we test what is the maximal rank for which Algorithm 1
still works. We generated low-rank tensors of order 4, similarly to T1, . . . , T4
in Subsection 7.1, with lengths ranging from 10 to 40 and ranks ranging from
8 to
(
L+1
2
)
, where L is the length of the tensor. For each length/rank pair,
we generated 10 random tensors and registered the frequency of times SPM
returns a decomposition with error, calculated by formula (7.1), at most 10−4.
Figure 7.1 plots this frequency as a function of the length L and rank R.
We observe that the maximal rank is slightly below the red line, which is
the threshold provided by Proposition 4.2. However there seems to be a sharp
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Fig. 7.1: Frequency of SPM successes as a function of length L and rank R for
tensors of order 4.
threshold near the dashed blue line, below which SPM works, and above which
it does not. Since this boundary satisfies R = L2/2 − O(L), this furnishes
further evidence for Conjecture 5.12.
7.3 Computation time comparison
We compare computation times for rank decompositions amongst SPM (Algo-
rithm 1), FOOBI [22] (a state-of-the-art provable algorithm for fourth-order
symmetric tensors) and the Tensorlab package [68] (a state-of-the-art heuris-
tic algorithm). While in [22], there are two variants of FOOBI, we consider
only the fastest method. Similarly, Tensorlab has two algorithms for symmetric
tensor decompositions, and we use here the fastest one, which employs second-
order methods to solve the non-convex least-squares optimization problem:
argminA∈RL×R
∥∥∥∥∥T −
R∑
i=1
a⊗mi
∥∥∥∥∥
2
, (7.2)
where ai are the columns of A. Since we found that Tensorlab’s algorithm
sometimes failed to correctly converge (depending on its initialization), in this
subsection and the next, we report only on Tensorlab’s successful attempts.
We compared for m = 4, since FOOBI only applies to fourth-order. For
several values of L, ranging from 10 to 55, we generated a tensor T as follows.
We set the rank R =
⌊
L2
3
⌋
and generated {ai}Ri=1 as R i.i.d. standard Gaussian
random vectors in RL, letting λi = 1 for i = 1, . . . , R, and then formed T as
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Fig. 7.2: Computation time comparison between SPM, FOOBI and Tensorlab.
in (1.1) 7. In Figure 7.2, we have plotted the computation time (in seconds)
of the decomposition of T for each algorithm, as a function of L.
The main takeaway from Figure 7.2 is that SPM considerably outperforms
both algorithms in time (note the logarithmic scale). SPM is, on average, 20
times faster than Tensorlab, which in terms of empirical performance, is a
state-of-the-art package for tensor decomposition in MATLAB. We also ob-
serve that, while FOOBI’s complexity is polynomial in L, in practice this
algorithm is considerably slower than alternatives, especially for large tensors.
7.4 Noise stability
In this subsection, we compare the sensitivity to noise of SPM, FOOBI and
Tensorlab. We fixed m = 4, L = 15, R = 75, generated T as in Section 7.3 and
added independent centered Gaussian noise to the entries of T , with standard
deviation ranging from 10−8 to 10−2, in a symmetric manner. It is important
to note that the resulting noisy tensors are no longer exactly low-rank, rather
they are only approximately so. Nevertheless, the algorithms return estimates
for {ai}Ri=1. We measured the error using formula (7.1), and show the results
in Table 7.2, where the last row is the average ratio between the noise standard
deviation and the estimation error.
As can be observed in Table 7.2, Tensorlab is the most stable to noise,
possibly due to its minimization of the L2 norm. SPM’s sensitivity to noise
is slightly larger than that of Tensorlab, and nearly half of the FOOBI algo-
rithm’s sensitivity.
7 While SPM allows for negative scalars, the FOOBI and Tensorlab algorithms we com-
pared do not deal with this case.
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Noise Level FOOBI SPM Tensorlab
1×10−8 2.181×10−8 9.702×10−9 6.833×10−9
1×10−6 2.202×10−6 9.647×10−7 6.984×10−7
1×10−4 2.109×10−4 1.004×10−4 6.793×10−5
1×10−2 2.066×10−2 9.938×10−3 6.649×10−3
Ratio 2.140 0.983 0.682
Table 7.2: Noise stability
7.5 Generalized principal component analysis
In this subsection, we measure Algorithm 2’s performance on GPCA, using
simulated data. As a first experiment, we drew 20 three-dimensional subspaces
of R20 uniformly at random (with respect to the orthogonally-invariant prob-
ability measure on the set of subspaces, i.e., the Grassmannian Gr(R3,R20)).
We drew N sample points from this subspace arrangement, with N ranging
from 102 to 105, from an equally-weighted mixture of standard Gaussian distri-
butions supported on each subspace. We then added centered Gaussian noise
to the data, independently drawn from N (0, σ2I20), where σ = 0.1. Note that
the noisy dataset is no longer an exact subset of the ground truth subspace ar-
rangement. Nevertheless, we calculated the sample 4-th order moment and de-
biased it using [56, Lemma 3.3.2]. We then applied SPM (Algorithm 2) to com-
pute the generalized decomposition of this tensor. From the generalized tensor
decomposition, we obtained subspace estimates via Ŝi = colspan(Âi) ⊂ RL.
Finally, the error in the subspace estimates was measured using the formula:
error :=
√√√√ min
pi∈Π20
20∑
i=1
‖PSi − PŜi‖2 . (7.3)
Here PSi ∈ R20×3 is the orthogonal projection operator onto the subspace Si
and likewise for PŜi (both with respect to the standard bases), the norm is the
Frobenius norm, {Si}20i=1 are the original subspaces and {Ŝi}20i=1 are the ones
obtained by SPM. In Figure 7.3, we plotted the error and times for estimating
the 4-th moment and computing the subspaces via SPM, as functions of N .
We see in Figure (7.3a) that the error scales as O(N−
1
2 ), which is expected
since the variance of the 4-th moment scales as 1N . On the other hand, in
Figure 7.3b we observe that computing the decomposition using SPM always
takes approximately the same time independently of N , since the length, rank
and order of the tensor do not change, however estimating and debiasing the
moment scales proportionally to the number of points.
Followingly, we compare SPM’s performance with Polynomial Differentia-
tion (PDA) [70] and GPCA-Voting (GPCA-V) [73, 49], two existing algorithms
for GPCA (somewhat close to SPM’s approach). To this end, we drew 2 three-
dimensional subspaces of R6 uniformly at random and drew 300 points from
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Fig. 7.3: SPM for GPCA with 20 subspaces of R20 and dimension 3.
the standard Gaussian distribution in each subspace (600 points at total).
We then add centered Gaussian noise, with variance σ2, to all points, with σ
varying from 10−2 to 100. Note that PDA is an unsupervised subspace clus-
tering algorithm, so, to compare the performance of the three algorithms, we
measured the misclassification error, using the formula:
misclassification error := min
{
1
600
600∑
i=1
1C(xi) 6=Ĉ(xi),
1
600
600∑
i=1
1C(xi)6=−Ĉ(xi)
}
,
(7.4)
where {xi}600i=1 are the drawn points, C(xi) ∈ {1,−1} are their true subspace
labels and Ĉ(xi) are the labels estimated by each algorithm. We plotted the
average misclassification error, over 100 runs, as a function of σ in Figure 7.4.
In order to use SPM, we calculated the sample second and fourth-order
moments of the data points, used the heuristic described in Appendix E to
estimate σ from the dataset, and then debiased the fourth moment using [56,
Lemma 3.3.2]. Subspace estimates were obtained using SPM (Algorithm 2) to
compute the generalized tensor decomposition of the debiased fourth moment.
We then assigned each data point to the closest subspace obtained by SPM.
As can be observed in Figure 7.4, SPM outperforms the other algorithms and
is able to do classification at higher noise levels.
We remark that for subspace estimation (rather than point classification),
SPM should work at arbitrary SNR, assuming the noise statistics are known
(or can be reliably estimated) and assuming the number of sample points is
sufficiently large compared to the noise level. This is because Algorithm 2
interacts with the dataset only through sample moments; and upon debiasing,
these converge to clean population moments (as the number of samples grows).
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8 Discussion
This paper introduced a new algorithm, called SPM, for symmetric even-order
tensor decomposition. While this algorithm significantly outperforms state-of-
the-art algorithms for tensor decomposition in terms of computational speed,
we were also able to establish a rich mathematical foundation for its properties.
We provided various guarantees for SPM. For tensors of order 2n, with
generic rank-1 components ai ∈ RL, i = 1, . . . , R, provided the rank R is be-
low a certain O(Ln) threshold, we showed the rank of the matrix flattening is
R, the subspace A = {a⊗ni : i = 1, . . . , R} ⊂ Sym T nL can be obtained from a
matrix eigendecomposition and the rank-1 points in the subspace A are pre-
cisely a⊗ni up to scale (Propositions 4.1 and 4.2). We proved that SS-HOPM
converges unconditionally, which is important for the analysis of structured
tensors (Theorem 5.5). Under the conditions mentioned above, we also proved
that, for almost all initializations, SPM’s power method converges to a local
maximum of a certain constrained polynomial optimization problem, such that
±ai in (2.7) are the only global maximizers (Theorem 5.1) and ±ai attractive
fixed points of the power method (Theorem 5.10). Empirically, we have ob-
served that for most ranks there are no bad local maxima (Figure 5.1), and
we conjecture that these do not exist with high probability as the length of
the tensor goes to infinity (Conjecture 5.12).
We also introduced generalized symmetric rank decompositions (Defini-
tion 2.6) and extended SPM to compute these. Using these decompositions,
we were able to use SPM for generalized principal component analysis, out-
performing state-of-the-art algorithms, especially in the presence of noise. We
made connections to degree bounds in the algebra of subspace arrangements.
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However, there are aspects of SPM that need further analysis. One is its
performance for low-rank tensors perturbed with noise. While the rank of the
flattening of a tensor is equal to its symmetric rank in the absence of noise,
in the presence of noise the flattening matrix is full rank, and determining the
correct singular value cut-off is crucial for SPM to work. On the other hand,
the added noise might shift the eigenvalues, similarly to the spiked covariance
model [27], and determining the optimal shrinkage for SPM is currently an
open problem. Another question of interest is the effect of noise in the ob-
tained subspace A and in the analysis of the power method. Empirically, we
observe that, as long as the noise perturbation is reasonable, the global max-
ima are only slightly perturbed. We intend to investigate how perturbations
affect the second order optimality conditions of these maxima, and if local
maxima appear as the noise increases. It seems that this effort may require
the development of novel perturbation bounds for tensor eigenvectors. It is
also important to note that SPM’s stability under noise is closely related to
its sample complexity when applied to statistical estimation problems.
Another aspect we would like to study is the possible extension of SPM
to implicit settings, as in [62]. Here a low-rank symmetric tensor arises as
the population moment of a latent variable model (for example, a mixture of
Gaussians). The idea is that to reduce storage costs, one wishes to recover
the latent variables, still essentially by tensor decomposition, but without ever
explicitly forming the moment tensor. It would be rather intriguing if our
subspace-based algorithm can be made to work in the implicit framework.
We are also interested in extending SPM to compute other tensor decom-
positions. While we can use a rectangular matrix flattening in SPM to de-
compose symmetric tensors of order 2n + 1 (Remark 4.4), the rank to which
this approach applies is merely O(Ln); however, rank R = O(Ln+0.5) is be-
lieved to be tractable. We have tried to extend SPM to decompose symmetric
odd-order tensors of such rank by decomposing Sym(T⊗2), where T is the odd-
order tensor, but were unable to obtain meaningful results. We also intend to
extend SPM to calculate non-symmetric tensor decompositions. Another ex-
tension of the SPM algorithm of interest arises when comparing SPM with
the power method for determining eigenvalues of a matrix. We can think of
the QR algorithm as a generalization of the power method, that performs n
power iterations all at once (where the matrix is n× n) and that is more sta-
ble to noise. Therefore, we are interested in an “all-at-once” analog for SPM
where all power iterations and deflation steps are performed at the same time.
Hopefully, this modification would further improve SPM’s numerical stability.
Finally, we are interested in the applications of SPM in statistics and analy-
sis of datasets. A first application arises from applying SPM to GPCA datasets,
but to harness the full potential of SPM, it should be further investigated how
the noise affects the moments and how to best debias these moments. We sus-
pect that high noise and big data sets in GPCA may be a setting in which
SPM is most helpful, as SPM interacts with noisy datasets only via averages.
To test this, we wish to apply SPM to cryo-electron microscopy (cryo-EM), a
molecular imaging technique known to produce massive and extremely noisy
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data sets. Specifically, we will investigate whether GPCA can help with pa-
rameter estimation in the rigid subunits model for molecular variability [50],
since rigid motion segmentation is an established application of GPCA [69].
Lastly, SPM can also recover the underlying polynomials in the latent vari-
ables, as in (2.9). It would be interesting to find applications where recovering
the underlying polynomials is of most relevance (rather than the subspaces).
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A Inner product and symmetric tensors
In this appendix, we present various results on symmetric tensors and inner product between
tensors which will be useful in several proofs throughout this paper.
Lemma A.1 For two tensors T, T ′ ∈ T mL , such that T is a symmetric tensor, we have〈
T, T ′
〉
=
〈
T,Sym(T ′)
〉
. (A.1)
Moreover if U,U ′ ∈ T m′L , we have〈
T ⊗ U, T ′ ⊗ U ′〉 = 〈T, T ′〉 〈U,U ′〉 . (A.2)
Proof We first show (A.1):〈
T,Sym(T ′)
〉
=
∑
k∈[L]m
Tk Sym(T
′)k
=
1
m!
∑
σ∈Πm
∑
k∈[L]m
TkT
′
σ(k)
=
1
m!
∑
σ∈Πm
∑
k′∈[L]m
Tσ−1(k′)T
′
k′
=
1
m!
∑
σ∈Πm
∑
k′∈[L]m
Tk′T
′
k′
=
〈
T, T ′
〉
. (A.3)
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Here we used the abbreviations Tk = Tk1···km and σ(k) = (σ(k1), . . . , σ(km)), a change of
variable k′ = σ(k) and, as T is symmetric, Tσ−1(k′) = Tk′ . Next up, (A.2) follows from:〈
T ⊗ U, T ′ ⊗ U ′〉 = ∑
k∈[L]m
∑
k′∈[L]m′
(T ⊗ U)(k,k′)(T ′ ⊗ U ′)(k,k′)
=
∑
k∈[L]m
∑
k′∈[L]m′
TkUk′T
′
kU
′
k′
=
∑
k∈[L]m
TkT
′
k
∑
k′∈[L]m′
Uk′U
′
k′
=
〈
T, T ′
〉 〈
U,U ′
〉
(A.4)
This completes the proof of Lemma A.1. uunionsq
We now prove Lemma 2.2.
Proof (Lemma 2.2) We define Φ as in (2.5), that is, for T ∈ T nL :
Φ(T )(X) =
〈
T,X⊗n
〉
, (A.5)
with X ∈ RL. The linearity of Φ follows from the bilinearity of the inner product. Since
all the entries of the tensor X⊗n are in R[X1, . . . , XL]n, Φ(T ) is also in R[X1, . . . , XL]n.
Moreover, the tensor X⊗n contains all the monomials of degree n in L variables, thus Φ is
surjective over all tensors in T nL . Additionally, since X⊗n = Sym(X⊗n), (A.1) implies that〈
T,X⊗n
〉
=
〈
Sym(T ), X⊗n
〉
, thus Φ is surjective over all symmetric tensors in T nL . Since
the vector space dimensions of Sym(T nL ) and R[X1, . . . , XL]n coincide, Φ is a one-to-one
map between these spaces. Finally, (2.6) follows from (A.2):
Φ (Sym (T1 ⊗ T2)) =
〈
Sym (T1 ⊗ T2) , X⊗m+n
〉
=
〈
T1 ⊗ T2, X⊗m+n
〉
=
〈
T1, X
⊗m〉 〈T2, X⊗n〉
= Φ(T1)Φ(T2). uunionsq
We now prove (2.13).
Proof (2.13) A useful property of symmetric Tucker products is that the adjoint of a sym-
metric Tucker product is the symmetric Tucker product associated with the matrix trans-
posed. Let T ∈ Sym T dn , U ∈ Sym T dm and A ∈ Rm×n. Then (2.11) implies:〈
U ,T ×A×d
〉
=
m∑
j1=1
. . .
m∑
jd=1
n∑
k1=1
. . .
n∑
kd=1
Uj1···jdTk1···kdAj1k1 . . . Ajdkd
=
〈
U ×
(
AT
)×d
, T
〉
. (A.6)
Recalling now (2.5), we have:
Φ
(
Λi ×A×mi
)
(X) =
〈
Λi ×A×mi , X⊗m
〉
=
〈
Λi, X
⊗m ×
(
ATi
)×m〉
=
〈
Λi,
(
ATi X
)⊗m〉
= Φ (Λi) (A
T
i X)
= fi(A
T
i X). (A.7)
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B Notes on deflation
In this appendix, we present some results involving the deflation step in SPM and its variant
for generalized decomposition. The following lemma states a formula for determining the λi
(or Λi for generalized variant) in the deflation step of SPM. This formula has similarities
with the Woodbury matrix identity [72] or the Bunch-Nielsen-Sorensen formula [11], however
we were unable to find a precise statement of this result in the literature.
Lemma B.1 Let An×n, Un×k and Vn×k be full rank matrices with k ≤ n, C∗ = (V TA−1U)†,
where † denotes Moore-Penrose pseudo-inverse, and d = rank(C∗). Then
rank(A− UCV T ) ≥ n− d, (B.1)
with equality if and only if C = C∗. Moreover, the null space of A−UC∗V T is spanned by
the columns of A−1UC∗.
Proof Since U is full-rank, there exists an SVD decomposition
U = W
[
D
0(n−k)×k
]
BT , (B.2)
where W and B are n × n and k × k orthogonal matrices respectively, and D is a k × k a
diagonal and full-rank matrix. Let
U† =
[
BD−1 0k×(n−k)
0(n−k)×k In−k
]
WT and U⊥ = W
[
0k×(n−k)
In−k
]
. (B.3)
Thus we have
U†[U U⊥] =
[
Ik 0k×(n−k)
0(n−k)×k In−k
]
. (B.4)
We now calculate U†(A−UCV T )A−1[U U⊥], since multiplying by these full rank matrices
do not change the rank of A− UCV T . We have U†AA−1[U U⊥] = In. On the other hand,
U†UCV TA−1[U U⊥] =
[
Ik
0n−k×k
]
CV TA−1[U U⊥]
=
[
CV TA−1U CV TA−1U⊥
0(n−k)×k 0(n−k)×(n−k)
]
, (B.5)
thus
U†(A− UCV T )A−1[U U⊥] =
[
Ik − CV TA−1U −CV TA−1U⊥
0(n−k)×k In−k
]
. (B.6)
Since this is a block upper triangular matrix, rank(A− UCV T ) = rank(In−k) + rank(Ik −
CV TA−1U), and rank(Ik−CV TA−1U) is minimized when C = (V TA−1U)† = C∗. Finally,
we note that C∗V TA−1U is an orthogonal projection matrix, therefore the null space of
Ik − C∗V TA−1U is spanned by the columns of C∗, and the result follows. uunionsq
We now explain the modified deflation step in Algorithm 1. Supposing r ≤ R components
(λi, ai) are yet to be found, then the modified deflation step takes time O(rL
n), which is
less than the time O(r2Ln) it takes to calculate V O. The key observation is noticing that
(V,D) does not in fact need to be an eigendecomposition, as long as V is an Ln × r matrix
with orthonormal columns. In general, vec(PA(x⊗n)) = V V † vec(x⊗n), and therefore it is
convenient if V has orthonormal columns, for then V † = V T . As a starting point, we still
obtain (V,D) from the thin eigendecomposition of mat(T ); this way it is easier to estimate
the rank by selecting a eigenvalue cut-off, and after each deflation step, we maintain V as
a matrix with orthonormal columns by updating V ← V O where O is a r × (r − 1) matrix
also with orthonormal columns. However, we do not need D to be diagonal. The iterations
which have higher computational cost in the deflation step of Algorithm 1 are as follows:
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(a) Calculating D−1α, as an intermediate step to calculate λ = (αD−1α)−1. If D is a
diagonal matrix this takes O(r) operations, but for a general r× r matrix D this might
take up to O(r3) operations.
(b) Determining Or×(r−1) and D˜(r−1)×(r−1) such that O has orthogonal columns and
OD˜OT = D − λααT . (B.7)
We need this for the updates D ← D˜ and V ← V O. We note that if D˜ is diagonal,
(B.7) is an eigendecomposition and takes time8 O(r3), therefore not requiring D˜ to be
diagonal might speed up this step.
(c) Calculating V O. Since V is a Ln × r matrix and O is a r× r− 1 matrix, this operation
might take time up to O(r2Ln), if not done intelligently.
We first focus on speeding up (c). To this end, we define O as a submatrix of a House-
holder reflection. Householder reflections are matrices that can be written as Hx = I−2xxT
for some unit norm vector x ∈ Rn. These matrices are orthogonal, symmetric, and since
they are rank-1 updates of the identity matrix, multiplying an m × n matrix by Hx takes
time O(mn), rather than O(mn2). In our case, we will define O such that
[O y] = Hx, (B.8)
for some unit-norm vector x, and for y in the null space of D − λααT . By Lemma B.1, the
null space of D − λααT is Span(D−1α), so we set y = D−1α/‖D−1α‖. Note that D−1α
was previously calculated as an intermediate step to calculate λ. Equation (B.8) implies
y = en − 2xnx, where en is the standard basis vector (en)j = δjn. Finally, we may solve
for x to obtain xn =
√
(1− yn)/2 and xi = −yi/xn for i = 1, . . . , n− 1. Since the obtained
matrix O is a submatrix of a Householder reflection, multiplying V by O takes time O(Lnr),
instead of O(Lnr2). Once O is calculated, we have:
D − λααT = (D − λααT )HxHTx
= (D − λααT )[O y][O y]T
= (D − λααT )(OOT + yyT )
= (D − λααT )OOT (B.9)
= OOT (D − λααT )OOT , (B.10)
where (B.9) follows from y being in the null space of D − λααT , and (B.10) follows from
D − λααT being symmetric. Thus, if we set D˜ = OT (D − λααT )O, we have D − λααT =
OD˜OT . To calculate D˜ we merely need to multiply an r×r matrix by O, which takes O(r2)
time. While steps (b) and (c) now take O(r2), D˜ is not diagonal anymore, so (a) might now
take up to O(r3) time. In order to speed up (a), we change our algorithm to store C = D−1
instead of D. By doing so, we can now calculate D−1α = Cα in O(r2) time. However, to
update C, we now need to update C ← C˜ = D˜−1, where D˜ = OT (D − λααT )O. It turns
out that D˜−1 = OTD−1O = OTCO, which we may verify as follows:
(OTD−1O)D˜ = OT D˜−1OOT (D − λααT )O
= OT D˜−1(D − λααT )O
= OT (O − λD˜−1ααTO)
= I. (B.11)
Here we used (B.9), the symmetry of D − λααT , OT y = 0 = OTD−1α and OTO = I. We
then update C ← OTCO, which takes O(r2) time.
8 In fact, the eigendecomposition of a rank-1 update of a diagonal matrix costs only O(r2)
operations by a specialized method [64]. However, using this would not reduce the overall
computation time of the deflation step because of the update V ← V O.
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We can also apply this improved deflation procedure to the generalized decomposition
(Algorithm 2), although with some modifications. Here α is not a column vector, but is
instead an r×k matrix, where k = (`i+n−1
n
)
. Nevertheless, Lemma B.1 still applies, with Λ =
(αTDα)−1 now being a k×k matrix, and the null space of D−αΛαT being colspan(D−1α).
Accordingly, [O y] is now a product of k Householder reflections, obtained by calculating the
QR decomposition of D−1α. Here, y is a matrix with orthogonal columns and U is an upper
triangular k × k matrix such that yU = D−1α. For our purposes, U is a byproduct of the
QR decomposition, and our main concern is setting the columns of y to be an orthonormal
basis of the null space of D − αΛαT . Since [O y] is a product of k Householder reflections,
multiplying V by O costs O(Lnkr). Finally, we keeping storing C = D−1, and similarly
update C ← OTCO, which now takes O(kr2) time.
C Supporting proofs for Section 5
This appendix contains proofs of several supporting lemmas and propositions in Section 5.
We have placed these arguments here in order to streamline the reading of Section 5.
C.1 Proof of Lemma 5.4
The Hessian of f at x is given by
∇2f(x) = 2n2
R∑
i=1
(Vi · x⊗n−1)(Vi · x⊗n−1)T + 2n(n− 1)
R∑
i=1
〈
Vi, x
⊗n〉Vi · x⊗n−2. (C.1)
In order to avoid repetition of the tensor product notation and make the proof more readable,
for the rest of this proof we use the notation xy := x⊗y and xn := x⊗n. Let x, y ∈ RL such
that ‖x‖ = ‖y‖ = 1. We have:
1
2n
yT∇2f(x)y = n
R∑
i=1
〈
Vi, x
n−1y
〉2
+ (n− 1)
R∑
i=1
〈Vi, xn〉
〈
Vi, x
n−2y2
〉
= n‖PA(xn−1y)‖2 + (n− 1)
〈
PA(xn), xn−2y2
〉
, (C.2)
where (C.2) follows from (5.4). Define y¯ ∈ RL and α, β ∈ R such that y¯ ⊥ x, ‖y¯‖ = 1,
α2 +β2 = 1 and y = αy¯+βx. From yT∇2f(x)x = yT∇2f(x)y = (2n−1) 〈PA(xn), xn−1y〉:
1
2n
yT∇2f(x)y = nα2‖PA(xn−1y¯)‖2 + (n− 1)α2
〈
PA(xn), xn−2y¯2
〉
+ (2n− 1)β 〈PA(xn), xn−1(βx+ 2αy¯)〉 . (C.3)
We have
0 ≤ ∥∥PA (xn−1(√nαy¯ +√2n− 1βx))∥∥2
=
〈
PA
(
xn−1(
√
nαy¯ +
√
2n− 1βx)) , xn−1(√nαy¯ +√2n− 1βx)〉
= nα2
∥∥PA(xn−1y¯)∥∥2 + (2n− 1)β2‖PA(xn)‖2
+ 2αβ
√
n(2n− 1) 〈PA(xn), xn−1y¯〉 . (C.4)
Subtracting (C.4) from (C.3), we obtain
1
2n
yT∇2f(x)y ≥ α 〈PA(xn), βbnxn−1y¯ + α(n− 1)xn−2y¯2)〉 , (C.5)
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where
bn = 2
(
2n− 1−
√
n(2n− 1)
)
. (C.6)
Letting Y = αβbnxn−1y¯ + α2(n− 1)xn−2y¯2, we have
1
2n
yT∇2f(x)y ≥ 〈PA(xn), Y 〉
≥ 〈PA(xn), Y 〉
= 〈PA(xn), Sym(Y )〉 , (C.7)
where the last equation follows from PA(xn) being a symmetric tensor and (A.1). From
(A.1), (A.2) and y¯ ⊥ x, we see 〈xn, Sym(Y )〉 = 〈xn, Y 〉 = 0. Since xn = PA(xn)+PA⊥ (xn),
where A⊥ is the orthogonal complement of A, and 〈PA(xn), PA⊥ (xn)〉 = 0, we have
〈xn, PA(xn)〉 = ‖PA(xn)‖2. (C.8)
We now apply Bessel’s inequality to obtain:
〈PA(xn), Sym(Y )〉2 = ‖Sym(Y )‖2
〈
PA(xn), xn−2
Sym(Y )
‖ Sym(Y )2‖
〉
≤ ‖ Sym(Y )‖2(‖PA(xn)‖2 − 〈PA(xn), xn〉2)
= ‖Sym(Y )‖2(‖PA(xn)‖2 − ‖PA(xn)‖4)
≤ ‖ Sym(Y )‖2C2λ, (C.9)
since f(x) = ‖PA(xn)‖2. Thus
1
2n
yT∇2f(x)y ≥ 〈PA(xn), Sym(Y )〉
≥ −‖ Sym(Y )‖Cλ. (C.10)
The result now follows if we show ‖ Sym(Y )‖ ≤ Cn. We first calculate ‖ Sym(xn−2y¯2)‖2.
Denoting by
([n]
2
)
the set of subsets of {1, . . . , n} of cardinality two, we have
Sym(xn−2y¯2) =
(n
2
)−1 ∑
S∈
(
[n]
2
)piS(xn−2y¯2). (C.11)
By this notation, we mean the following: if we let S = {s1, s2} ⊂ {1, . . . , n}, then piS(xn−2y¯2)
permutes the tensor product xn−2y¯2 such that y appears in positions s1 and s2. Now from
(A.2), y¯ ⊥ x and ‖x‖ = ‖y‖ = 1, we obtain〈
piS1 (x
n−2y¯2), piS2 (x
n−2y¯2)
〉
= 1S1=S2 . (C.12)
Thus
‖ Sym(xn−2y¯2)‖2 =
(n
2
)−1
=
2
n(n− 1) . (C.13)
Analogously, ‖ Sym(xn−1y¯)‖2 = 1
n
and
〈
Sym(xn−2y¯2), Sym(xn−1y¯)
〉
= 0, therefore
‖ Sym(Y )‖2 = α
2
n
(
β2b2n + 2α
2(n− 1)) . (C.14)
Letting t = α2, and noting that β2 = 1− t,
‖Sym(Y )‖2 = b
2
n
n
t−
(
b2n − 2(n− 1)
n
)
t2
≤ max
t∈[0,1]
b2n
n
t−
(
b2n − 2(n− 1)
n
)
t2 (C.15)
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The unique critical point of this quadratic function in t ∈ R is
t∗ =
b2n
2b2n − 4(n− 1)
. (C.16)
Therefore the maximum in (C.15) is attained at t = min(t∗, 1). Since t∗ > 1 if n ≤ 4 and
t∗ < 1 if n > 4, we have
‖ Sym(Y )‖2 ≤

2(n−1)
n
if n ≤ 4
b4n
4nb2n−8n(n−1)
if n > 4.
(C.17)
Equation (5.9) now follows from:
b4n
4nb2n − 8n(n− 1)
=
√
2(2n− 1)(3n− 1− 2√n(2n− 1))√
n
(
3− 11n+ 12n2 − (8n− 4)√n(2n− 1))
≤ (2−
√
2)
√
n (C.18)
when n > 4. This completes the proof of Lemma 5.4. uunionsq
C.2 Proof of Lemma 5.6
Simple calculations show
DG(x∗) =
∇2F (x∗)
‖∇F (x∗)‖
(
I −
( ∇F (x∗)
‖∇F (x∗)‖
)( ∇F (x∗)
‖∇F (x∗)‖
)T)
=
∇2F (x∗)
‖∇F (x∗)‖
(
I − x∗ xT∗
)
.
(C.19)
We may also verify
∇F (x∗) = ∇f(x∗) + γ(xT∗ x∗)2x∗ = ∇f(x∗) + γx∗, (C.20)
and likewise
∇2F (x∗) = ∇2f(x∗) + (2n− 2)γ(xT∗ x∗)n−2x∗xT∗ + γ(xT∗ x∗)n−1I
= ∇2f(x∗) + (2n− 2)γx∗xT∗ + γI. (C.21)
Substituting (C.20) and (C.21) into (C.19) implies the result. uunionsq
C.3 Proof of Lemma 5.8
By first-order optimality condition (5.22), we have G(x∗) = x∗, for G in (5.21) where (5.11)
is xk+1 = G(xk). Now consider the Jacobian DG|(x∗), for G| the restriction of G to SL−1.
Here DG|(x∗) is a linear map Tx∗ (SL−1) → Tx∗ (SL−1), and Tx∗ (SL−1) = x⊥∗ . As in the
proof of Theorem 5.7, the eigenvalues of DG|(x∗) are λ+γ−µ∗+γ , where λ ranges over the
eigenvalues of the Hessian matrix ∇2f(x∗) (restricted to x⊥). By assumptions, we have
λ + γ > 0 and −µ∗ + γ > 0. So, all eigenvalues of DG(x∗) are strictly less than 1 in
magnitude, if and only if λ + µ∗ < 0 for each eigenvalue of ∇2f(x∗). However, this holds
by the second-order strictness condition (5.30). Therefore, DG|(x∗) is a contractive linear
mapping, and G| is locally contractive around x∗. As G(x∗) = x∗, this implies local linear
convergence to x∗ as desired, see [60, p. 18]. uunionsq
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C.4 Proof of Proposition 5.9
Proof Relabeling if necessary, we assume i = 1. Applying a suitable orthogonal transfor-
mation to RL, we may further assume a1 = e1 (the first standard basis vector). Recalling
Lemma 2.2, we set lj = Φ(aj) and p for the linear forms in R[X1, . . . , XL] corresponding to
the vectors aj and x, and so in particular l1 = X1. The condition x ⊥ a1 corresponds to
p ∈ R[X2, . . . , XL] (that is, the variable X1 does not appear in p). Supposing this, it suffices
to assume
Xn−11 p = α1l
n
1 + . . .+ αRl
n
R (C.22)
for some scalars α1, . . . , αR ∈ R, and then to deduce p = 0. Note (C.4) is an equality
between degree n forms. By genericity, the variable X1 appears in each l2, . . . , lR (this is
equivalent to 〈a1, aj〉 6= 0 for each j). Thus dividing by appropriate nonzero coefficients, and
then scaling αj , we may assume the coefficient of X1 in lj exactly equals 1, for all j.
Now plug in X1 = 0 into (C.4). The LHS is identically 0, while the RHS is an expression
in the other variables, X2, . . . , XL:
0 = α2 l˜
n
2 + . . . αR l˜
n
R (C.23)
where l˜j := lj(0, X2, . . . , XL) ∈ R[X2, . . . , XL].
If n > 2, we differentiate (C.4) with respect to X1, obtaining
(n− 1)Xn−21 p = nα1ln−11 + . . .+ nαRln−1R . (C.24)
Plugging in X1 = 0 into (C.24) and dividing by n yields
0 = α2 l˜
n−1
2 + . . .+ αR l˜
n−1
R (C.25)
with l˜j as above.
Continuing in this way, differentiating repeatedly with respect to X1 and subsequently
plugging in X1 = 0, it follows that
0 = α2

l˜n2
l˜n−12
...
l˜22
 + . . . + αR

l˜nR
l˜n−1R
.
..
l˜2R
 . (C.26)
Equation (C.26) is a linear dependence between elements in the vector space R[X2, . . . , XL]n⊕
. . .⊕R[X2, . . . , XL]2, that is, between vectors of homogeneous polynomials in L−1 variables
in which the first entries are degree n, the second entries degree n−1 and so on until the last
entries of degree 2. By homogenizing, we regard this as a linear dependence of polynomials
in L variables. Specifically, using lj = l˜j+X1 and the binomial theorem, it is equivalent that
0 = α2PB(ln2 ) + . . . + αRPB(lnR), (C.27)
where B = 〈Xn1 , Xn−11 X2, . . . , Xn−11 XR〉⊥ ⊂ R[X1, . . . , XL] is the orthogonal complement
to the space of polynomials divisible byXn−11 and where the mapping PB : R[X1, . . . , XL]n →
B is orthogonal projection (orthogonality is with respect to the inner product on polynomials
induced by Φ in Lemma 2.2).
To finish, it is enough to know that, owing to Zariski genericity of l2, . . . , lR, the poly-
nomials PB(ln2 ), . . . ,PB(lnR) are linearly independent. For then, (C.27) implies α2 = . . . =
αR = 0, and whence p = 0 from (C.4), as desired. However this is true by elementary facts
from classical algebraic geometry, namely that the Veronese variety is non-degenerate and
that the linear projection of any non-degenerate variety is also non-degenerate. uunionsq
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D Determining the null space of Q
In this appendix, we explain how we calculate the null space of Q in the Local Compo-
nent step of Algorithm 2 (as sketched in Remark 6.8). The calculation is based on the
eigendecomposition of QTQ. Since, by definition, Sym(T nL ) = A⊕A⊥, we have:
yTQTQy =
K∑
j=1
〈
Qj , x
⊗n−1
∗ ⊗ y
〉2
= ‖PA⊥ (x⊗n−1 ⊗ y)‖2
= ‖PSym(x⊗n−1 ⊗ y)‖2 − ‖PA(x⊗n−1 ⊗ y)‖2. (D.1)
Using an argument similar to the one for (C.11), we see
‖PSym(x⊗n−1 ⊗ y)‖2 = 1
n
‖y‖2 + n− 1
n
(xT y)2
= yT
(
1
n
I +
n− 1
n
xxT
)
y, (D.2)
and therefore
QTQ =
1
n
I +
n− 1
n
xxT −VTV. (D.3)
Here the rows of V are defined by
Vj = Vj · x⊗n−1∗ , j = 1, . . . ,R (D.4)
where Vj for j = 1, . . . ,R form an orthonormal basis for A.
E A heuristic for determining the noise level in GPCA
Suppose we have N points Y1, . . . , YN in RL which are obtained by adding Gaussian noise
with variance σ2 to Z1, . . . , ZN , that is,
Yi = Zi + ξi, i = 1, . . . , N, (E.1)
where ξi ∼ N (0, σ2IL). Letting
MZn :=
N∑
i=1
Z⊗ni and M
Y
n := E
[
N∑
i=1
Y ⊗ni
]
, (E.2)
we have by [56, Lemma 3.3.2]
MY2 = M
Z
2 + σ
2IL, (E.3)
where IL is the identity matrix, and
MY4 = M
Z
4 + 6σ
2 Sym(MZ2 ⊗ IL) + 3σ4 Sym(IL ⊗ IL), (E.4)
or equivalently
MY4 = M
Z
4 + 6σ
2 Sym(MY2 ⊗ IL)− 3σ4 Sym(IL ⊗ IL). (E.5)
If the points Z1, . . . , ZN live on a union of subspaces, such that the corresponding square
flattening rank is less then
(L+1
2
)
, then the smallest eigenvector of mat(MZ4 ) should be 0.
Therefore, we will estimate σ as the minimum t ∈ R such that the smallest eigenvalue of
mat
(
MY4 − 6t2 Sym(MY2 ⊗ IL) + 3t4 Sym(IL ⊗ IL)
)
(E.6)
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is 0. Letting λ and v be the smallest eigenvalue and corresponding normalized eigenvector
of mat(MY4 ) and µ the smallest eigenvalue of mat(M
Z
4 ), we have, by matrix eigenvalue
perturbation theory [52]:
µ ≈ λ− 6t2a1 + 3t4a2, (E.7)
where
a1 = v
T mat(Sym(MY2 ⊗ IL))v and a2 = vT mat(Sym(IL ⊗ IL))v. (E.8)
We now set µ = 0 in (E.7) and solve for t. This yields the following estimator:
σ̂ =
√√√√a1 −√a21 − a2λ/3
a2
. (E.9)
