An efficient technique namely Backpropagation training with adaptive parameters using Lyapunov Stability Theory for training single hidden layer feed forward network is proposed. A three-layered Feedforward neural network architecture is used to solve the selected problems. Sequential Training Mode is used to train the network. Lyapunov stability theory is employed to ensure the faster and steady state error convergence and to construct and energy surface with a single global minimum point through the adaptive adjustment of the weights and the adaptive parameter β. To avoid local minima entrapment, an adaptive backpropagation algorithm based on Lyapunov stability theory is used. Lyapunov stability theory gives the algorithm, the efficiency of attaining a single global minimum point. The learning parameters used in this algorithm is responsible for the faster error convergence. The adaptive learning parameter used in this algorithm is chosen properly for faster error convergence. The error obtained has been asymptotically converged to zero according to Lyapunov Stability theory. The performance of the adaptive Backpropagation algorithm is measured by solving parity problem, half adder and full adder problems.
INTRODUCTION
Recently, neural networks have been extensively studied and used in many areas of science and engineering. The power and usefulness of artificial neural networks have been demonstrated in several applications including speech synthesis, diagnostic problems, medicine, business and finance, robotic control, signal processing, computer vision and many other problems that fall under the category of pattern recognition. For some application areas, neural models show promise in achieving human-like performance over more traditional artificial intelligence techniques.
Feedforward neural networks are known to be universal approximators for nonlinear functions. Training feedforward neural networks can be viewed as a nonlinear optimization problem in which the goal is to find a set of network weights that minimize an error function. The backpropagation approach is a well known approach for supervised learning for neural networks to minimize an error function. One of the major problems with backpropagation is local minimum entrapment. The Lyapunov Stability theory has been applied to detrap the local minima.
Backpropagation, or propagation of error, is a common method of teaching artificial neural networks how to perform a given task. It was first described by Paul Werbos in 1974, but it wasn't until 1986, through the work of David E. Rumelhart, Geoffrey E. Hinton and Ronald J. Williams, that it gained recognition, and it led to a renaissance in the field of artificial neural network research. Researchers at Ford Motor Company are devising a neural network system that diagnoses engine malfunctions. Marko et al. [1990] trained a neural network to diagnose engine malfunction, given a number of different faulty states of an engine such as open plug, broken manifold etc. The trained network had a high rate of correct diagnoses. Neural Networks have also been used in the banking industry, for example, in the evaluation of credit card applications.
Man et al. [12] has proposed Lyapunov stability based on adaptive backpropagation (LABP) for discrete systems. It can be applied to various aspects of adaptive signal processing. A Lyapunov function of the error between the desired and actual outputs of the neural network is first defined. Guo, H., Gelfand, S.B., [7] have introduced Analysis of gradient descent learning algorithms for multilayer feedforward neural networks, which is notable for easy stability monitoring and good sensitivity performance. However, their high cost for computing gradients is a problem.
The gradient-based Back-propagation training algorithms may have a slow convergence and the searching for the global minimum point of a cost function may be trapped at local minima during gradient descent. If a neural network has large bounded input disturbances, the global minimum point may not be found. To avoid those problems Backpropagation training algorithm based on Lyapunov Stability theory with adaptive parameters has been used in this paper. The adaptive parameter β, and other positive numbers like λ 1, λ 2, λ 3 and α and the weight selection plays an important role in error convergence. The efficiency of the proposed method is demonstrated for selected problems namely Parity problems and Half-adder and Full-adder problems. The proposed training technique and performance of the algorithm for the selected examples is presented in Section 2 and Section 3 respectively.
TRAINING NEURAL NETWORK
In training a three-layered feedforward neural network, the input is presented to the network and it is passed through weighted connections to calculate the net and output in the hidden layer.
TRAINING METHOD
The output of the jth nonlinear node in the hidden layer can be calculated as:
where the nonlinear function F j (net) is of the form, (2) where α is a positive constant.
Then, this output value of the hidden layer and the weights between the hidden and output layers are used to calculate the output of the neural network.
The output of the neural network can be calculated as:
where V i,j is the weight between hidden and output layers.
Then, the error will be measured by comparing the actual output of the network and the target output to ensure that the correct output is derived.
The error e k can be defined as:
where k is the time scale, y(p) is the actual output of the network and d(p) is the desired output.
The candidate of the Lyapunov function is chosen to ensure faster error convergence using,
where β is a positive constant and should be greater than 1 in order to guarantee the asymptotic error convergence. If β is closer to 1, the error convergence is very slow. If β is much greater than 1, the error convergence will be very fast.
Then, the weights of the network should be adaptively updated to ensure the error convergence and leads to the actual output.
WEIGHT UPDATION LAWS
The weight updation law used between the hidden and output layer is:
The weight updation law used between the input and hidden layer is: (8) where λ 1 , λ 1 and λ 3 are small positive numbers, n is the number of neurons in the particular layer and
The training algorithm will be terminated based on the specified Sum of Squared Error (SSE).
TRAINING ALGORITHM
Step1: Construct the three-layered feedforward neural network. Step2: Generate random numbers from the range [-1,1] for the weight vectors. Step3: Do steps 4 to 7 for all training patterns one by one. Step4: Compute output of the node in the hidden layer using (1).
Step5: Compute the output Y using (3).
Step6: Define the error of the network using (4). Step7: Choose a candidate of the Lyapunov function V(k) using (5).
Step8: Update the weights of the neural network at time instant k using (7) and (8) to make ∆V(k) < 0 as in (6) . Step9: The Steps 3 to 8 is repeated until the expected minimum error (10) is reached.
SIMULATION RESULTS
Backpropation Training Algorithm with Adaptive Parameters has been used to solve parity problem, half adder and full adder problems. A single hidden layer network is considered to solve the selected problems intelligently with the hidden layer activation function as
A three-layered feedforward architecture with one output unit has been used for 3-bit and 4-bit parity problems. For Half adder and Full adder problems, a three-layered feedforward architecture with two output units has been used. The selected problems have been executed using 5 different initial weights. The initial values of the adaptive parameter β should be carefully chosen to get faster and asymptotic error convergence. If the initial value of β is chosen to be much closer to 1, the error convergence will be very slow. Otherwise, if its initial value is chosen to be much greater than 1, the error convergence will be very fast.
The tables and figures show the results obtained using one set of weight. 
THREE-BIT PARITY
The training patterns used for 3-bit parity are: 000 ---0; 001 ---1; 010 ---1; 011 ---0; 100---1; 101---0; 110---0;111---1. Three-layered feedforward architecture with input, hidden and output neurons are 3-4-1 respectively, is used to solve this problem. The initial value of the adaptive learning parameter β is chosen as 1.1. The β value is incremented by 0.0005 per iteration. The parameters used are: α = 0.03; λ 1 = 0.88; λ 2 = 0.69; λ 3 = 0.85. Table. 1. depicts the minimized error and number of epochs during training. The output chart for the 3-bit parity problem showing expected and obtained output is as follows: Table. 3. The learning curve for the 3-bit parity problem without using the adaptive parameter β is as follows:
In the above figure, the error reaches a local minimum point at 1000 th epoch. To avoid the entrapment of local minima, the adaptive parameter should be used and chosen properly.
After using the adaptive learning parameter β, the learning curve for the 3-bit parity problem depicting SSE and number of epochs is as follows: 
FOUR-BIT PARITY
The training patterns used for 4-bit parity are: 0000 ---1; 0001 ---1; 0010 ---1; 0011 ---0; 0100 ---1; 0101 ---0; 0110 ---0; 0111 ---1; 1000 ---1; 1001 ---0; 1010 ---0; 1011 ---1; 1100 ---0; 1101 ---1; 1110 ---1; 1111 ---0. A three-layered feedforward architecture with input, hidden and output neurons are 4-6-1 respectively, is used to solve this problem. The initial value of the adaptive learning parameter β is chosen as 1.11. The β value is incremented by 0.0005 per iteration. The parameters used are: α = 0.04; λ 1 = 1.4; λ 2 = 1.65; λ 3 = 1.12. Table 4 shows the expected and obtained output for the 4-bit parity problem during training. The difference between the expected and obtained output of the 4-bit parity problem is shown in Fig.4 . The learning curve for the 4-bit parity problem depicting SSE and number of epochs is as follows: 
HALF ADDER
The training patterns used for Half Adder Problem are: 00 ---0 0; 01 ---0 1; 10 ---0 1; 11 ---1 0; A three-layered feedforward architecture with 2-5-2 input, hidden and output neurons respectively, is used to solve this problem. The initial value of the adaptive learning parameter β is chosen as 1.1. The β value is incremented by 0.01 per iteration. The parameters used are: α = 0.12; λ 1 = 0.999; λ 2 = 0.85; λ 3 = 1. 16 . Table. 7. shows the expected and obtained output for half adder problem. The curve depicts the difference between the expected and obtained sum in Fig.6 . The curve depicts the difference between the expected and obtained carry in Fig.7 . The learning curve for the Half Adder problem depicting SSE and number of epochs is as follows: Table. 10. shows the expected and obtained output of full adder problem. The following figure depicts the difference between expected and obtained sum of full adder. Expected and obtained carry of full adder problem is depicted in Fig.10 . Fig.10 . Expected vs obtained carry of full adder Table. 11. depicts the minimized error and number of epochs during training. The learning curve for the Full Adder problem depicting SSE and number of epochs is as follows: The adaptive learning parameter β plays a vital role in the error convergence. The convergence of error may be fast or slow depending on the initial value of the adaptive learning parameter β. If the initial value of β is chosen to be much closer to 1, the error convergence will be very slow. Otherwise, if its initial value is chosen to be much greater than 1, the error convergence will be very fast.
The selected algorithm gives fast error convergence and it avoids local minima. Lyapunov stability theory used in this algorithm guarantees that the error of the network converges to zero. Adaptive learning parameter gives a steady state error convergence. The backpropagation algorithm with adaptive parameters requires a smaller number of neurons and epochs with better results. My heartful thanks to all my friends for giving valuable information and suggestions to carry out the work successfully. 
