Abstract. This article tries to generalize former works of Derksen, Weyman and Zelevinsky about skew-symmetric cluster algebras to the skew-symmetrizable case. We introduce the notion of group species with potentials and their decorated representations. In good cases, we can define mutations of these objects in such a way that these mutations mimic the mutations of seeds defined by Fomin and Zelevinsky for a skew-symmetrizable exchange matrix defined from the group species. These good cases are called non-degenerate. Thus, when an exchange matrix can be associated to a non-degenerate group species with potential, we give an interpretation of the F -polynomials and the g-vectors of Fomin and Zelevinsky in terms of the mutation of group species with potentials and their decorated representations. Hence, we can deduce a proof of a serie of combinatorial conjectures of Fomin and Zelevinsky in these cases. Moreover, we give, for certain skew-symmetrizable matrices a proof of the existance of a non-degenerate group species with potential realizing this matrix. On the other hand, we prove that certain skew-symmetrizable matrices can not be realized in this way.
Introduction
The aim of this paper is to extend the results of [DWZ2] and [DWZ1] to the case of skew-symmetrizable exchange matrices. Unfortunately, the techniques presented here do not work in any situation, but nevertheless in some important cases.
For this, we introduce group species with potential (GSP), which can be seen as quivers with potential with more than one idempotent at each vertex. Thus, we can also define a Jacobian ideal and a Jacobian algebra and study their representations. More precisely, we define the notion of a group species with potential with a decorated representation (GSPDR) and the notion of the mutation of a GSPDR at a vertex k (which is called the direction of the mutation). In good cases, we can mutate a GSPDR as many times as we want in any direction. In this case, the underlying GSP is called nondegenerate. Moreover, we can associate to certain GSPs, called locally free, a skew-symmetrizable matrix in such a way that the mutation we introduce projects, when it exists, to the mutation of matrix introduced by Fomin and Zelevinsky [FZ1] . Any skew-symmetrizable matrix can be reached in this way using a locally free GSP. The hard problem is to find which skewsymmetrizable matrix can be reached using a non-degenerate GSP. It is the case of matrices of the form DS where D is diagonal with positive integer coefficients and S is skew-symmetric with integer coefficients. It is also the case for the skew-symmetrizable matrices which occur in the situation of [Dem] , in particular in all acyclic cases. Nevertheless, it is not always true, as shown by the counterexample at the end of section 12. The techniques presented in [DWZ2] work here almost in the same way. The only problem is that it is not always the case that for any 2-cycle, there exists a potential canceling it (this fact is very easy in the context of [DWZ2] ).
We now explain the content of this article in more details. Let K be an algebraically closed field. Let I be a finite set and E ü iÈI KÖΓ i × where, for each i, Γ i is a finite group whose cardinal is not divisible by the characteristic of K. Let also A be an ÔE, EÕ-bimodule. This data is called a group species and its complete path algebra is
A potential S on this group species can be seen as a (maybe infinite) linear combination of cyclic path, up to rotation. It permits to construct a two sided ideal JÔSÕ, called the Jacobian ideal and a quotient algebra PÔA, SÕ EÜÜAÝÝßJÔSÕ called the Jacobian algebra. A decorated representation of the GSP is a pair consisting of a PÔA, SÕ-module X and an E-module V . In sections 5 and 8, we define the mutation of a GSP with a decorated representation (GSPDR). This mutation is well defined if the group species has no loop and is 2-acyclic (that is, for any i È I, E i ÔA A E AÕE i 0, where
In what follows, we suppose that the Γ i are commutative and that the GSP is locally free, that is, for any i, j È I, E i AE j is a free E i -left module and a free E j -right module. In section 6, we define the exchange matrix B of a the group species by
ij . Thus, the mutation of GSPDRs descends to the mutation of matrices defined by Fomin and Zelevinsky [FZ1] . In section 7, we discuss a class of matrices, namely those of the form DS, for which there is always a non-degenerate GSP. Moreover, we remark that there exists also non-degenerate GSP in all cases which are categorified in [Dem] (because the endomorphisms rings of cluster-tilting objects constructed in [Dem] are Jacobian algebras). Remark also that there is no chance, with definitions given here, to construct non-degenerate GSPs for any skew-symmetrizable matrix, as shown by the counterexample ending section 12.
Following the ideas of [DWZ1] , we explain in section 9 how to reinterpret the F -polynomials and g-vectors defined in [FZ2] in terms of GSPDRs and their mutations. We deduce in section 11 that, when a skew-symmetrizable matrix can be obtained from a non-degenerate GSP, then the following conjectures are true: Conjecture ([FZ2, conjecture 7.12]). For any i È I n , k È I, we denote by ki the concatenation of ÔkÕ and i. Let j È I and Ôg i Õ iÈI g B j;i and [FZ2, remark 7 .11], if B is a full rank skew-symmetrizable matrix which correspond to a non-degenerate GSP, then the cluster monomials of a cluster algebra with exchange matrix B are linearly independent.
Group species and path algebras
Let K be a field. Definition 2.1. A group species is a triple ÔI, ÔΓ i Õ iÈI , ÔA ij Õ Ôi,jÕÈI 2 Õ where I is a finite set, for each i È I, Γ i is a finite group and for each Ôi, jÕ È I 2 , A ij is a finite dimensional ÔKÖΓ i ×, KÖΓ j ×Õ-bimodule (the first acting on the left and the second on the right).
Fix now such a group species Q ÔI, ÔΓ i Õ iÈI , ÔA ij Õ Ôi,jÕÈI 2 Õ Definition 2.2. A representation of Q is a pair ÔÔV i Õ iÈI , Ôx ij Õ Ôi,jÕÈI 2 Õ where for each i È I, V i is a right finite dimensional KÖΓ i ×-module and for each Ôi, jÕ È I 2 ,
representations of Q. A morphism from the first one to the second one is a 
The previous definitions give rise to an abelian category.
If for each i È I, Γ i is the trivial group, we get back the classical definition of a quiver (up to the choice of a basis of each A ij ) and of the category of representations of a quiver.
If for each i È I, KÖΓ i × is replaced by a division algebra, we obtain the usual definition of a species (see for example [DR] A n the first one being called the path algebra of the group species and the second one the complete path algebra of the group species (note that every tensor product is taken over E).
Remarks 2.6.
As usual for quiver, the category of representations of a group species is equivalent to the category of finite dimensional right modules over its path algebra. Moreover, the category of nilpotent representations of a group species is equivalent to the category of finite dimensional right modules over its complete path algebra.
If one denotes
which is clearly a two-sided ideal, then EÜÜAÝÝ becomes a topological algebra for the m-adic topology and EÜAÝ is a dense subalgebra of it.
As in [DWZ2] , m is the unique maximal two-sided ideal of EÜÜAÝÝ not intersecting E. Moreover, if we have another group species with the same vertices whose arrows are encoded in the ÔE, EÕ-bimodule A ½ , then, again as in [DWZ2] 
Group species with potentials
For the rest of this article, the data ÔI, ÔΓ i ÕÕ and so E will be fixed.
Following the ideas of [DWZ2] , define: 
We will see now how to find, as in [DWZ2] , algebraic conditions guaranteeing the 2-acyclicity of the reduced part of a group species. Let K ÖEÜÜAÝÝ cyc × be the ring of polynomial functions on EÜÜAÝÝ cyc vanishing on all but a finite number of the A n cyc .
For each S È EÜÜAÝÝ cyc and i, j È I, define the bilinear form α S,ij by:
First, an easy lemma:
Lemma 4.9. Let i, j È I. The followings are equivalent: (i) there exists S È EÜÜAÝÝ cyc such that α S,ij is of maximal rank;
(ii) either A ¦ ij is a subbimodule of A ji or A ¦ ji is a subbimodule of A ij . Proof. We clearly have α S,ij α S,ji for any S and therefore, one can suppose without loss of generality that 
Mutations of group species with potential
Let ÔA, SÕ and k È I be a vertex such that E k A 2 E k Ø0Ù (we say that ÔA, SÕ is 2-acyclic at k). We suppose also that for any i È I, the characteristic
In other terms, 
and we define ∆ k ÔAÕ to be the image of Id AE k A through this isomorphism.
Thus, define
The proof of [DWZ2, proposition 5.1] can be easily generalized: 
Proposition 5.6. The Jacobian algebra PÔA, SÕ is finite-dimensional if and
Corollary 5.7. The Jacobian algebras E k PÔA, SÕE k and E k P Ôµ k ÔA, SÕÕ E k are isomorphic and PÔA, SÕ is finite-dimensional if and only if P Ôµ k ÔA, SÕÕ is.
As stated in [DWZ2, remark 6.8], the following definition makes sense:
Definition 5.8. We define the deformation space of ÔA, SÕ to be DefÔA, SÕ PÔA, SÕ E ÖPÔA, SÕ, PÔA, SÕ× where ÖPÔA, SÕ, PÔA, SÕ× is the closure of the two-sided ideal of PÔA, SÕ generated by the commutators.
Thus, let us introduce the following extension of [DWZ2, proposition 6.9]:
Proposition 5.9. We have an isomorphism:
Proof. It is enough to prove that
is in fact an isomorphism (which is true because A has no loop) and to use proposition 5.5.
As in [DWZ2],
Definition 5.10. The GSP ÔA, SÕ is called rigid if DefÔA, SÕ Ø0Ù. Corollary 5.11. The GSP ÔA, SÕ is rigid if and only if µ k ÔA, SÕ is.
Exchange matrices
We suppose now that A has neither loop nor 2-cycle (that is A 1 cyc A 2 cyc Ø0Ù). We suppose also that for any Ôi, jÕ È I 2 , A ij is a free left E imodule and a free right E j -module (we will call it a locally free GSP). Define the matrix B BÔAÕ BÔA, SÕ to be the matrix with rows and columns indexed by I and coefficients
(by default, dimension are taken relatively to the left module structure). This matrix is clearly skew-symmetrizable since
Definition 6.1. The matrix B is called the exchange matrix of A.
The following proposition justifies this generalization of [DWZ2]:
Proposition 6.2. Every skew-symmetrizable matrix B can be reached in this way from a GSP.
Proof. Let B be a skew-symmetrizable matrix and D Ôd i Õ iÈI be a diagonal matrix with positive integer coefficients such that BD is skew-symmetric.
where the µ k on the left hand is the one defined in [FZ1] . Namely:
Proof. 
and, as a left module,
which ends the proof that Ö µ k ÔA, SÕ is locally free.
(
ij is left and right free (thanks to the previous point). Moreover 
and to use the definition and the duality A triv,ij A ¦ triv,ji . Definition 6.4. The group species is said to be globally free if, for any
Remark 6.5. The class of globally free group species is stable under mutation.
Proposition 6.6. If a matrix is of the form DB, where D is diagonal with positive integer coefficients and B is skew-symmetric, then the group species constructed in proposition 6.2 is globally free.
Existance of nondegenerate potentials
If ÔI, ÔΓ i Õ, AÕ is a group species without loop nor 2-cycle, a potential S È EÜÜAÝÝ cyc will be said to be non-degenerate if every sequence of mutation going from ÔA, SÕ yields to a 2-acyclic GSP.
We cite the following adapted result, whose proof is the same than the proof of [DWZ2, corollary 7.4]:
Theorem 7.1. If the group species is globally free then there is a countable number of non-constant polynomials in K ÖEÜÜAÝÝ cyc × such that the nonvanishing of these polynomials on S È EÜÜAÝÝ cyc implies that S is nondegenerate. In particular if K is uncountable, there exist non-degenerate potentials.
Proof. The only thing to change is that, if the group species is globally free, then for each i, j È I, either A ¦ ij is a subbimodule of A ji , or A ¦ ji is a subbimodule of A ij and, therefore, proposition 4.10 can be applied.
Remark 7.2. It is also easy to prove that for any skew-symmetrizable matrix B coming from the categories with an action of a group Γ considered in [Dem] , there is a non-degenerate GSP realizing it. More precisely, the endomorphism ring of a Γ-stable cluster-tilting object in the stable category of a category constructed in [Dem] can be realized by a non-degenerate GSP (it is the case because Γ-2-cycles do not appear after mutations). In particular, the only potential for an acyclic group species is non-degenerate. where X is a PÔA, SÕ-module and V is a E-module.
In the following, we will look at pairs consisting of a GSP ÔA, SÕ and a decorated representation of it. We will denote this type of objects by ÔA, S, X, V Õ and call them group species with potential and decorated repre- ψ : X X ½ is a linear isomorphism such that the following diagram commutes:
for any u È EÜÜAÝÝ; η : V V ½ is an isomorphism. Using proposition 4.6, for each GSPDR ÔA, S, X, V Õ, the decorated representation ÔX, V Õ can be seen as a representation of ÔA red , S red Õ. Thus, we can call ÔA red , S red , X, V Õ the reduced part of ÔA, S, X, V Õ. As in [DWZ2, proposition 10.5], the right-equivalence class of the reduced part of a GSPDR is fully determined by the right-equivalence class of this GSPDR. Now, we can define the mutation of a GSPDR ÔA, S, X, V Õ. Let k È I. Our aim is to define a GSPRD µ k ÔA, S, X, V Õ ÔA ½ , S ½ , X ½ , V ½ Õ such that ÔA ½ , S ½ Õ µ k ÔA, SÕ. Denote:
Thus, we can define two right E k -module morphisms. One, α, from X in to X k XE k which is the application Ôx aÕ xa and one from X k to X out which is defined by βÔxÕ ô bÈB xb b ¦ which does not depend on the basis B of E k A. Observe also that we have a canonical sequence of isomorphisms:
with αγ γβ 0 [DWZ2, lemma 10.6]. For i È I, define:
To get the structure of an PÔA ½ , S ½ Õ-module on X ½ , we must define the way Ö A acts on it where Ô Ö
First of all, E k AE k AE k A E k EÜÜAÝÝE k and for the vertices outside k, X ½ k X k . Therefore, we can take the same action for this part of Ö A. For the rest, we have Ö AE k A ¦ E k and Ö A ¦ E k AE k and therefore, we have to define:
As in [DWZ2] , we have to choose a splitting data:
let ρ : X out ։ ker γ be a splitting of ker γ X out in the category mod E k (it is possible, as the characteristic of K does not divide the cardinal of Γ k ); let σ : ker αß im γ ker α a splitting of ker α ։ ker αß im γ in mod E k . Now, using the direct sum decomposition Theorem 8.7. On the right-equivalence classes of GSPDRs which are 2-acyclic at k, µ k is an involution.
It is easy to define the notion of a direct sum of two decorated representations of a GSP and, therefore, the notion of an indecomposable decorated representation of a GSP. Thus, as µ k clearly commutes with this type of direct sums, µ k acts on GSPs with indecomposable decorated representations.
We call a GSPDR ÔA, S, X, V Õ positive if V Ø0Ù and negative if X Ø0Ù. Moreover, it is called simple at i È I if X V is an indecomposable E imodule. Then we adapt [DWZ2, proposition 10.15]:
Proposition 8.8. An indecomposable GSPDR is either positive, or negative simple. The mutation µ k exchange a positive simple at k with the corresponding negative simple at k. Moreover, it is the only case where a mutation interchanges positive and negative indecomposable GSPDRs. can be seen as a functorial isomorphism by introducing adapted quotient categories.
F -polynomials and g-vectors of decorated representations
The aim of this section is to define the notions of the F -polynomial and the g-vector of a GSPDR and to give a link with the usual notion (see [FZ2] ).
It is an extension of [DWZ1] . As before, ÔI, ÔΓ i ÕÕ and therefore E are fixed.
We suppose also that the characteristic of K does not divide any of the cardinals of the groups Γ i . We suppose moreover that K is algebraically closed and that all the Γ i are commutative (as seen in section 6, this case is sufficient to realize skew-symmetrizable exchange matrices). 
If e È C (resp. e È C i ) and Ôj, ρÕ È irr (resp. ρ È irr i ) then e j,ρ (resp. e ρ ) is the coefficient of Ôj, ρÕ (resp. ρ) in e.
If ÔY j Õ jÈirr (resp. ÔY j Õ jÈirr i ) is a family of indeterminates or of elements of a ring, and e È C (resp. e È C i ), one denotes
If ÔA, SÕ is a GSP, X a representation of it, ÖX× is its class, seen as an E-module, in C. If e È C then Gr e ÔXÕ is the Grassmanian of the PÔA, SÕ-submodules X ½ of X such that ÖX ½ × e.
Let ÔA, S, X, V Õ be a GSPDR, we recall the diagram of section 8, by changing a little the notation:
Definition 9.2. One defines the F -polynomial F X of X to be a polynomial in Z ÖÔY i Õ iÈirr × defined by:
where χ is the Euler characteristic. One define also the g-vector g X,V
With the same indexing, define h X,V Ôh k Õ kÈI by h k ¡Öker β k ×. Proposition 9.4. The polynomial F X ÔY Õ has constant term 1 and maximum term (for divisibility of monomials) Y ÖX× .
Proposition 9.6. If F X È Q ÔY Õ, then F X can by evaluated in the semifield TropÔY ½ Õ where ÔY ½ Õ iÈirr is a family of indeterminates. Then h X and F X are related by the following formula:
Proof. We follow the proof of [DWZ1] . Remark that for any e È C, ÔY
which can be interpreted as ¡ÖX ½ ÔiÕ× ÖX ½ out ÔiÕ× for any submodule X ½ of X such that ÖX ½ × e. Thus, the end of the proof is the same as in [DWZ1] .
Recall the definition of a Y -seed:
Definition 9.7 ([DWZ1, §2]). A Y -seed is a pair Ôy, BÕ where y is a family of elements of a semifield indexed by I and B is a skew-symmetrizable matrix.
For k È I, we define µ k Ôy, BÕ Ôy ½ , µ k ÔBÕÕ where, for i È I,
Now, define the notion of an extended Y -seed: Definition 9.8. A extended Y -seed is a pair Ôy, ÔA, SÕÕ where y is a family of elements of a semifield indexed by irr and ÔA, SÕ is a non-degenerate GSP. For k È I, we define µ k Ôy, ÔA, SÕÕ Ôy ½ , µ k ÔA, SÕÕ where, for Ôi, ρÕ È irr,
Remark 9.9. The mutation of extended Y -seeds is involutive. Definition 9.12. Let Ôy, ÔA, SÕÕ be a free extended Y -seed and Ôz, BÔAÕÕ be a Y -seed (for the same A). The following morphism of algebra is called the specialization map:
The analogous for ZÖy× and ZÖz× is also denoted by Φ.
Proposition 9.13. Let Ôy, ÔA, SÕÕ be a free extended Y -seed such that ÔA, SÕ is a locally free GSP, and Ôz, BÔAÕÕ be a Y -seed. Let k È I. Denote y ½ µ k ÔyÕ, and z ½ µ k ÔzÕ. Then, Φ y ½ z ½ Φ y z . Proof. As y ½ generates Z Ôy ½ Õ Z ÔyÕ, it is enough to look at this for the
(here we use the fact that every considered irreducible representation is of dimension 1, as the considered groups are commutative and K is algebraically closed).
To make the relation with F -polynomials and g-vectors in cluster algebras, we need the following adaptation of [DWZ1, lemma 5.2]:
Proposition 9.14. Let ÔA, S, X, V Õ be a GSPDR such that ÔA, SÕ is nondegenerate. Let k È I. Denote ÔA ½ , S ½ , X ½ , V ½ Õ µ k ÔA, S, X, V Õ. Suppose also that the extended Y -seed Ôy ½ , ÔA ½ , S ½ ÕÕ is obtained from Ôy, ÔA, SÕÕ by the
(ii) one has
Proof.
(i) By definition, for i È I, g i Öker γ i × ¡ ÖXÔiÕ× ÖV ÔiÕ×, h i ¡Öker β i × and h ½ i ¡Öker β ½ i × (where β ½ is the analogous of β for ÔX ½ , V ½ Õ). So it is enough to prove that
From the definition of β ½ i given in section 8, it is easy to see that
And, therefore, the searched equality reduces to
which is obvious.
(ii) We follow the proof of [DWZ1, lemma 5.2]. Let e È C and e ½ its projection in
which are well defined because ÔA, SÕ has no loop (and therefore
For r, s È C k , define Z e ½ ,r,s ÔXÕ to be the subvariety of Gr e ½ÔX 0 Õ consisting of the W satisfying
Define also the variety Ö Z e,r,s ÔXÕ W È Gr e ÔXÕ W E k È Z e ½ ,r,s ÔXÕś o that, by an easy computation, Ö Z e,r,s ÔXÕ is a fiber bundle over Z e ½ ,r,s ÔXÕ with fiber Gr e k ¡r Ôs ¡ rÕ (where, by abuse of notation, we identify s ¡ r 0 with any of its representatives in mod E k , and Gr e k ¡r Ôs ¡ rÕ À if e k ¡ r or s ¡ r are not nonnegative). Hence, using the easy fact that Gr e ÔXÕ is the disjoint union of the Ö Z e,r,s ÔXÕ, we obtain, as every considered irreducible representation is of dimension 1,
where, for any r 1 , r 2 È C k ,
Then, substituting this expression in the definition of F X , we obtain:
Now, as in [DWZ1], we have easily that
Using this, one gets
If j k, the equality we want to prove becomes, using again
and, up to a possible exchange of ÔA, S, X, V Õ and ÔA ½ , S ½ , X ½ , V ½ Õ, we can suppose that A kj 0 (because A is 2-acyclic) and therefore, we have to prove that
In this setting, one will prove that
Along these decompositions, one has:
ÔjÕ are two E j -modules morphisms (basically speaking, these two morphisms encode the part of γ j which is not modified by the mutation at k). Using definitions of section 8, we get easily that ker α ½ k im β k and we get an exact sequence of E j -modules:
where, along the previous decompositions
This short exact sequence implies that
To finish, it remains to prove that Öker Ö γ j × Öker γ ½ j ×. The proof is the same than in [DWZ1] .
Definition 9.15. For any GSPDR ÔA, S, X, V Õ, we define in the following way the reduced g-vectors, h-vectors and F -polynomials:
F X Φ Y Z ÔF X Õ where ÔY i Õ iÈirr and ÔZ i Õ iÈI are families of indeterminates.
Corollary 9.16. Let ÔA, S, X, V Õ be a GSPDR such that ÔA, SÕ is nondegenerate and locally free. Let
We also denote by Ôb ij Õ i,jÈI the coefficients of BÔAÕ.
Thenȟ X andF X are related by the following formula:
Proof. The points (i) and (iii) are immediate consequences of proposition 9.14. To prove (ii), it is enough to apply Φ y z to the analogous identity in proposition 9.14 (for any extended free Y -seed Ôy, ÔA, SÕÕ) and then apply proposition 9.13. For (iv), remark that for any Ôi, ρÕ È irr,
is independent of ρ and therefore, it is easy to see thať
using proposition 9.6.
In [FZ2] , (see also [DWZ1, §2] ), Fomin and Zelevinsky defined the notions of the F -polynomials and the g-vectors associated to a sequence of mutation. More precisely, for a skew-symmetrizable matrix B (which will play the role of an initial seed), a sequence of indices i Ôi 1 , i 2 , . . . , i n Õ È I n and k È I, they define a polynomial F B k;i È ZÖZ i × iÈI and a vector g B k;i È Z I . Definition 9.17. Let ÔA, SÕ be a non-degenerate GSP and i Ôi 1 , . . . , i n Õ be in I n and V an E-module. We denote Proof. With corollary 9.16, it is the same proof as in [DWZ1] .
We get also this following, analogous to [DWZ1, corollary 5.3]:
Corollary 9.19. In the situation of theorem 9.18, suppose that F 
E-invariant
The aim of this part is analogous to [DWZ1, §7, §8] . Let ÔA, S, X, V Õ and ÔA, S, X ½ , V ½ Õ be two GSPDRs with the same non-degenerate GSP. We denote:
Define the three following integer functions:
where ÖX× È C is the class of X seen as an E-module, and, for e, e ½ È C (resp. e, e ½ È C k for k È I),
Then, we get, with the same proof as [DWZ1, theorem 7.1]:
Theorem 10.1. We have, for any k È I,
In particular, E sym and E are stable under mutations.
Proof. The only difference with [DWZ1] is that computations have to be done in the Grothendieck groups. Moreover, we have to worry about the skewsymmetrizability: with our convention, informally speaking, all b ik should be replaced by ¡b ki in the proof of [DWZ1] ). For example,
if the GSP is locally free and B BÔAÕ.
We get also the following analogous of [DWZ1, corollary 7.2]:
Corollary 10.2. If ÔX, V Õ is obtained by a sequence of mutations from a negative decorated representation ÔØ0Ù, V Õ then EÔX, V Õ 0.
We denote by A op the ÔE, EÕ-bimodule whose underlying vector space is A and whose bimodule structure is given by g ¤ a op ¤ h Ôh ¡1 ¤ a ¤ g ¡1 Õ op if g È Γ i and h È Γ j for some i, j È I and op : A A op comes from the identity of A. It is then easy to extend op to an anti-isomorphism of algebras EÜÜAÝÝ EÜÜA op ÝÝ. Thus, ÔX ¦ , V ¦ Õ is a decorated representation of the GSP ÔA op , S op Õ on the ring E, where for each i È I, X ¦ i is contragredient to 
which does not depend of the bases B X and B A of X and A. Thus, we have, as in [DWZ1] ,
where we used that
Hence, the following theorem has the same proof as [DWZ1, theorem 8.1] (note that all [DWZ1, §10] can be easily adapted in this case):
Theorem 10.4. The E-invariant satisfies
Then, we obtain the analogous of [DWZ1, corollary 8.3]:
Applications to cluster algebras
We conclude here that the following conjectures of [FZ2] are true for skewsymmetrizable integer matrix which can be obtained from a non-degenerate GSP with abelian groups. In particular, every matrix of the form DS where D is diagonal with integer coefficients and S is skew-symmetric with integer coefficients can be obtained in view of section 7. Every exchange matrix corresponding to the situation described in [Dem] (in particular every acyclic ones) can also be raised. Let B be such a skew-symmetrizable integer matrix.
We suppose moreover that some ÔA, SÕ is fixed satisfying the hypothesis of section 9 such that BÔAÕ B. 
Proof. We need here to add some trick to the proof of [DWZ1, §9] . Indeed, we need to prove, as in [DWZ1] , that
But what we obtain by using corollary 10.5 is minÔ0, g k,ρ Õ h k,ρ for any ρ È irr k . Moreover, we have, as seen before,
and therefore, what we need is equivalent to the fact that the g k,ρ are of the same sign. We will prove this with an indirect method. Retaining the notation of definition 9.17, we get 
In the same way,
Moreover, by an immediate induction using proposition 9.14, as ÖE j × is the class of a free E j -module, g X A,S E j ;i k and h X A,S E j ;i k are also free and therefore, their coefficients in term of the irreducible representations of E k are of the same sign. Hence, we obtain, by adding these components minÔ0, Ô#Γ j Õg k Õ Ô#Γ j Õh k and the rest follows as in [DWZ1] . Note that it implies also that the g k,ρ are of the same sign. 
An example and a counterexample
The aim of this part is to show an example where the technique shown in the previous sections works and a counterexample where there is no nondegenerate potential.
Suppose here that K C. We fix Γ 1 Γ 2 to be the trivial group and Γ 3 Zß2Z. We take A 12 C and A 23 CÖZß2Z×, the other A ij vanishing. Then A is acyclic and therefore S 0 is a non-degenerate potential, in view of section 7. Moreover, Now, we will compute explicitly F B 3;213 and g B 3;213 . We will follow the construction of section 9. According to the exchange graph, We will show that there is no non-degenerate locally free GSP with mutation matrix B. Suppose that ÔI, ÔΓ i Õ, A, SÕ is a non-degenerate GSP with mutation matrix B. Then, Γ 1 , . . . , Γ 5 have the same cardinal which is two times the one of Γ 6 . Applying µ 3 followed by µ 5 create 2-cycles and implies, in view of proposition 4.10, that
A 23 E 3 A 31 ÔA 15 E 5 A 52 Õ ¦ .
In the same way, applying µ 4 followed by µ 5 implies that Thus, there are exactly two indices which can be supposed to be 1 and 2 such that s 1 , s 2 are trivial and r 1 and r 2 are of dimension 1 and appear only one time in the sequence Ôr i Õ. In the same way, Thus, there are exactly two indices which can be supposed to be 1 and 2 such that t 1 , t 2 are trivial and the u 1 and u 2 are of dimension 1 and appear only one time in the sequence Ôu j Õ. Hence 
