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1 Introduction
Both Spectral Geometry and Semi-classics seem to be concerned with more or
less the same thing - studying the correspondence between classical-dynamical
and geometrical quantities, such as the metric, the geodesic flow or the effec-
tive potential for example, on the one hand, and on the other - the spectrum
of a Laplace or Dirac-type operator, acting on the space of square-integrable
functions on the given manifold.
However it seems that each theory has its own independent motivation - the
physicists’ approach, referred to as ’semi-classical’ is, widely speaking, a man-
ifestation of the famous Bohr’s correspondence principle1, while Spectral ge-
ometry, representing the mathematician’s point of view, is mostly dedicated
to resolving inverse problems, or to the contrary, finding counterexamples.
The essence of a typical inverse spectral problem is most naturally expressed
by the question posed by Mark Kac in 1966, ’Can one hear the shape of a
drum?’, that is usually considered the birth of Spectral geometry. The idea
is the following: given a smooth compact Riemannian manifold, one may
construct, with the help of its metric, an unique Laplace-Beltrami operator,
which is elliptic, self-adjoint, with discrete, definite spectrum, that obeys
certain growth rate estimates2. It is then quite natural that the geometry of
the underlying manifold determines the spectrum. The question is to what
extend the same is true in the reverse order, or, in other words, can we re-
trieve from the spectrum a sufficient amount of geometrical data in order to
determine completely the metric or the shape of the boundary? It turns out
that most typically the answer is negative. Even in dimension two there are
examples of iso-spectral domains that are not isometric. Nevertheless, there
are few cases of resolved inverse problems, such as low dimensional spheres
and tori (d < 7), hyperbolic surfaces, real analytic surfaces of revolution and
the result of Guillemin and Melrose, that is our main example. The methods
for obtaining such results demand solid background in geometry, mechanics,
PDE’s and pseudo-differential calculus, as well as several more specific tools.
1postulating equivalence between the classical and quantum description in the limit
~→ 0 and certain analogy close to that limit - a good example of its validity is a famous
theorem stating that the mean values of the quantum probabilities evolve according to
classical laws
2in order to have all these properties we assume reasonable boundary conditions in the
non-closed case and as for the definiteness, only a finite part of the spectrum can be with
inverse sign in the Neumann case
4
That is why we dedicate the first half of the present work to the introduction
of some preliminaries that are crucial for understanding the framework of the
problem and apart from that give some physical insight.
The second half already goes straight to the topic with the introduction of
trace formulae, that appear to be a major tool both in Semi-classics and
Spectral Geometry. These equalities relate infinite sums over closed classi-
cal paths to traces of functions of the laplacian. Some of these are exact
(Poisson and Selberg), while others (Gutzwiller, Berry-Tabor) rely on semi-
classical asymptotic expansions. This common apparatus is one more reason
to regard the two theories as being closely connected - one may treat the on
the one hand semiclassical analysis as a tool of Spectral geometry, and on the
other - consider a spectral-geometrical problem in the semiclassical context.
The heat trace is somewhat exceptional - it expands the heat propagator
as a power series in the high-temperature limit. As heat is diffusive, this
expansion could not be related to classical hamiltonian dynamics, but is still
rather sensitive to geometry - symbolic calculus yields infinitely many terms
involving the metric derivatives when constructing a formal inverse and the
coefficients appear to be linear combinations of the polynomial curvature
invariants of the corresponding degree. This formalism appears to be very
fruitful in rather unexpected directions. As we discuss in the following, it
gives a regularization scheme and a handy tool for calculating conformal
anomalies in quantum gravity, provides a simple procedure for obtaining the
Korteweg-de Vries hierarchy and the infinite set of first integrals, but finds
also an application in Index theory, statistical mechanics and others.
Next we introduce quantum billiards as typical model systems in both the-
ories. In spectral geometrical context they are considered as Euclidean do-
mains in the context of the inverse spectral problem, while semi-classical (or
geometrical-optical) approach treats them as quantum dynamical systems
close to the classical limit. The most familiar interpretation is a particle
captured in a box with infinite potential walls (Dirichlet boundary condi-
tions). This setting, no matter how conceptually simple, appears to be a
powerful tool for quantizing classically chaotic systems. Apart from this,
spectral statistics can be used for retrieving qualitative information about
the underlying dynamics, as we shall see in the following.
In the last section we discuss some strategies and techniques for solving in-
verse spectral problems and provide concrete examples in which they have
found successful application. At the end we review the Guillemin-Melrose
5
problem3 and calculate the spectral variation with respect to varying the
function in the homogeneous Robin boundary condition. The corrections,
expressed as single-layer potentials, are found by using a slight modification
of the standard in quantum mechanics apparatus of perturbation theory.
3The authors show that the function, participating in the homogeneous Robin bound-
ary condition for the region in the inside of an ellipse is completely determined by the
laplacian spectrum (more precisely, the resolvent trace built with its help) together with
the spectrum of the pure Neumann problem
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2 Dynamics and Geometry
The classical dynamics of a physical system is usually derived from varia-
tional principle. According to that formalism, we prescribe for example to
a particle, constrained to move on a surface X and sensitive to external
potential V , a Lagrangian function4
L(q, q˙) = mq˙
2
2
− V (q)
where (q, q˙) are the local coordinates in TX .
With the help of L we easily construct the action functional
S =
∫ t1
t0
L(q, q˙) dτ
as s function over the space of paths with fixed endpoints q0 = q(t0) and
q1 = q(t1) respectively. The classical path is chosen as the critical point of S,
that is the one for which the action is stationary, that is δS = 0. Substituting
the above definition of S gives, after integration by parts
d
dt
(
∂L
∂q˙
)
=
∂L
∂q
(1)
which is known as the Euler - Lagrange equation of motion.
With our particular choice of Lagrangian, the Euler-Lagrange Equations cer-
tainly coincide with the Newton second principle
q¨ = −∇V (q)
2.1 Hamiltonian Dynamics
Usually, however it is most convenient to describe such systems by means of
Hamilton formalism. In order to switch from Lagrangian to Hamilton for-
mulation of dynamics, we need to consider momenta p instead of velocities q˙,
that is moving from the tangent to the co-tangent bundle TX → T ∗X, q˙ → p.
The Lagrangian L(q, q˙) undergoes a non-trivial change, known as the Legen-
dre transform defined as
H(q, p) = p q˙ −L(q, q˙), q˙ → p
4in general we define a Lagrangian density, but in the one-dimensional case, both
constructions are certainly equivalent
7
The Lagrangian equations of motion, derived from variational principle are
then equivalent to the canonical equations of Hamilton
p˙ = −∂H
∂q
q˙ =
∂H
∂p
(2)
where q and p are referred to as the generalized coordinate and momentum
respectively.
One of the reasons to prefer this representation is that it makes rather ex-
plicit some nice properties of the conservative systems and is very often more
convenient for various calculations, including quantization. This relief is due
to the elegant framework of symplectic geometry we are allowed to use here.
The key is that the cotangent bundle T ∗X , unlike the tangent, possesses a
natural symplectic structure (a non-degenerate closed two-form), that in the
above coordinates is given locally by ω = dp ∧ dq. Such simple form of ω is
called canonical and so is the pair p, q. The canonical pair is however not
unique - we can always choose another pair of canonical variables in which
the form ω looks in the same way. If the system is integrable, we can always
find one pair J, φ, such that the hamiltonian depends only on the J ’s, but
not on the φ’s and thus the equations (2) look much simpler:
J˙ = 0 φ˙ = ν (3)
The first is obvious and in the second ν is a constant, since the J - variables
are all constants of motion and H depends only on them.
Such variables are called action-angle variables and provide in many cases a
powerful tool for integrating the hamiltonian system - each Jk reduces the
phase space to the hyper-surface Jk = const and the final reduction gives the
unique solution. Of course, one can choose J1 = H , since the ’total energy’
of such systems is always preserved, and then follow a standard procedure
for construction of canonical basis, analogous to the method of Gram and
Schmidt in the metric case.
If, however, one has found a full set of action variables Ji, it is not evidence
enough that the system is integrable: for example, they may appear to be
functionally independent and the reduction in this case is not full. Another
problem might appear if the reduction procedure is not commutative. There-
fore we put the restrictions that the Ji’s must be in involution with respect
to the symplectic form, ω∗(Ji, Jk) = 0 and that the differentials dJk must be
all linearly independent. Under these conditions, the existence of the action-
angle basis is already sufficient for a hamiltonian system to be integrable.
8
Sometimes it is more convenient to write the evolution equations using the
Poisson bracket defined as follows
{F,G} = ω∗(dF, dG) =
n∑
k
∂F
∂pk
∂G
∂qk
− ∂G
∂pk
∂F
∂qk
. (4)
Using this formalism it is easy to express the equations of motion (2) in terms
of this new structure as
p˙ = {H, p} q˙ = {H, q} (5)
and in general, each physical quantity in a system with hamiltonian H is
transformed with respect to the flow defined infinitesimally by x˙ = {H, x}.
Therefore we have that each quantity that commutes with the hamiltonian
the system (with respect to the Poisson bracket) is preserved by the evolu-
tion, defined by this hamiltonian. Such quantities are called conservation
laws and the hamiltonian itself is one of these due to the fact that our struc-
ture is skew-symmetric. Moreover, if we present another hamiltonian whose
action preserves the initial one, then obviously the new hamiltonian is a con-
servation law of the initial system (a version of No¨ther’s theorem).
Thus the problem of finding a solution of an integrable hamiltonian system
is equivalent to the problem of finding a complete set of pairwise commut-
ing linearly independent hamiltonian vector fields. In practice, however, it
is often not an easy task and a lot of techniques have been developed to
overcome technical difficulties. It is out of our aim to go into detail with this
matter, but just as an illustration of a possible hidden trap for beginners:
suppose that we know two of the conservation laws of an integrable hamil-
tonian system of dimension n > 2 and we wish to generate the others. A
straightforward method is to use the Poisson bracket - since this structure
fulfils the Jacobi identity we have a series of commutators of the two pre-
served quantities, that are preserved as well. Nothing, however, can be said
about their functional independence, so there is some extra work to be done.
In order to make things clearer, we may think of the dynamical equations
(2) as of a vector field XH , associated with the hamiltonian of the system
and therefore, carrying the name hamiltonian vector field. We write instead
of (2)
XH(Φ) = ω
∗(dH, dΦ) = {H,Φ} (6)
The flow of XH then defines the evolution of the hamiltonian system. In
particular, this flow preserves the symplectic form as it is easy to be seen by
9
the expression for its Lie derivative5
LXHω = iXH ◦ dω + d ◦ iXHω (7)
The first argument is zero, since ω is closed. The second one can be trans-
formed to d2H = 0 by using that on the flow, defined by H we have
iXHω = dH
that is one way to write the canonical equations.
Since LXH is a linear derivation, the hamiltonian flow preserves, together
with ω, all of its degrees up to n, which means all even dimensional pro-
jections of the phase volume, including the volume itself 6. Therefore, it is
not surprising that in hamiltonian systems asymptotic convergence is not
possible (unlike Liapunov), nor are any types of attractors. All we can have
are either integrable (or quasi-integrable) or chaotic, usually ergodic types of
motion.
Another footnote to make here is that the notion of a hamiltonian vector
field makes the analogy between Poisson brackets and commutators far more
explicit. Namely, if a given quantity, say F , commutes with the hamiltonian
H of the system (in the sense that {F,H} = 0), it may be regarded as a
hamiltonian associated to a flow
F → XF → φs
that leaves our initial system undisturbed, which can be written as [XH , XF ] =
0 and vise versa: each time the latter condition holds, we have a preserved
quantity F for XH (or H for XF ) which can be found by exploiting the
differential of the action, known as the integral invariant of Poincare´-Cartan
dS = p dq −Hdt (8)
Since, on the one hand, φs is a flow that leaves H and therefore its Legendre
transform - the Lagrangian invariant, and on the other t− and s− derivatives
commute (due to the vanishing of the above commutator), we may write
0 =
d
ds
dS
dt
=
d
ds
(p q˙ −H) = d
dt
(
q˙
dq
ds
−H dt
ds
)
(9)
5this formula, due to Cartan gives the derivative of a quantity in direction to the flow,
defined by XH (Lie derivative of a vector field). Here iXH is an operator, fixing the first
argument equal to XH
6 note that ωn ∼ dVol(X) since dimΩn(X) = 0 and note also that this imposes one
nontrivial restriction on the field XH , namely divXH = 0
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and the expression in brackets on the righthand side is a constant of motion.
Let us go back to the symplectic structure ω. Note that it splits the 2n-
dimensional phase space into two subspaces on which it vanishes (in our
initial basis it were the coordinate base and the cotangent momentum sub-
space). When we change coordinates the splitting may not be so simple,
but each time we have an n-dimensional submanifold, the restriction of ω on
which is identically zero (take for example the submanifold, defined by the
constants of motion Jk) we call it a Lagrangian submanifold.
Lagrangian submanifods, as we shall see shortly, are crucial both for dynam-
ics and geometric optics. One way to construct such manifold is to start with
one that we know (say the q-space) and make it flow according to a canonical
change of variables. The latter means simply that ω should be preserved by
the so chosen flow. The group, that is responsible for such canonical trans-
formations is called real symplectic group and denoted usually by Sp(2n,R).
Generating functionals and Hamilton-Jacobi equations: In practice,
the canonical change of variables, we are interested in, is being made via gen-
erating functional. The main idea roots in the observation that a coordinate
transition φ : (p, q) → (P,Q) is canonical if the co-homological class of the
momentum one-form is preserved under this transformation, that is
p dq = P dQ+ dΦ
One can easily assure oneself by differentiating both sides of the above equal-
ity that, since d2Φ = 0, φ is volume - preserving and hence, canonical. The
potential Φ, expressed in (q, Q)-variables7, is called a generating functional
for the transformation φ and appears to be a useful tool for the description
of the canonical equations in the new variables. Moreover, the flow φ induces
its pull-back, acting on the hamiltonian functions φ∗ : H → H˜ which can
be used as an alternative description of the theory. In particular, we may
use this pull-back to find the generating functional of a transition to action-
angle variables and then express the hamiltonian in these new variables - that
would simply be H˜(Q). Since, by the definition of a generating functional
7this can always be done as long as the Jacobian det
∂Q
∂p
is non-vanishing, or, equiva-
lently, the Hessian of Φ is non-degenerate
11
we have
p =
∂Φ
∂q
, P = −∂Φ
∂Q
our aim is to find a solution of the non-linear PDE
H˜(Q) = H(
∂Φ
∂q
, q, t) (10)
known as a Hamilton-Jacobi type equation.
The action variables Q are the constants of motion defined by p =
∂Φ
∂q
(Q, q)
and the linear flow on the ’angles’ is naturally given in terms of the new
hamiltonian:
P˙ = −∂H˜
∂Q
Thus, resolving the above non-linear PDE is equivalent to finding the tra-
jectories of the initial Hamiltonian system. This equivalence can be utilized
in both directions, but, surprisingly enough, it turns out to be the most pow-
erful tool known so far for integrating the canonical Hamilton equations of
motion.
At the end we mention that the classical action also satisfies a Hamilton-
Jacobi type equation. Namely, it is straightforward to check that
∂tS +H(
∂S
∂q
, q, t) = 0 (11)
due to the explicit expression for the Poicare´ - Cartan integral invariant (8).
As we shall see shortly, this leads to an analogy between the description of
the dynamics of a classical particle and that of phenomena from geometric
optics.
2.2 The Geodesic Flow and Geometric Optics
A good example of a hamiltonian system can be seen in the problem of a
free particle, constrained to move on a Riemannian surface M . It is well
known that all possible trajectories are namely the geodesics on M . Thus
the concept of a geodesic flow is somewhat central for classical mechanics,
let alone that even if we have interaction in the system, its potential might
be ’transformed’ into some effective curvature of the underlying manifold, so
at the end we have again the problem of a free particle. This is the case
12
with the two-bodies problem in physics - the solutions are easy to obtain as
geodesics over the sphere.
To put these thoughts in order, let us first consider the metric Lagrangian
L =
1
2
〈q˙, q˙〉, which is nothing but the lagrangian of a free particle of unit
mass, constrained to our manifold. The corresponding hamiltonian is then
given by H =
1
2
〈p, p〉. This immediately yields conservation of momentum
and extremal trajectories.
Another way to find the equations of geodesics is using the concept of co-
variant differentiation on M which is locally given by
(∇vi)j = ∂jvi + Γijkvk
where the additional term accounts for the transformation of the local basis:
Γijk = ∂je
i
k is called the Lie-Christophel Symbol. With a suitable choice of
the evolution parameter the equation of the geodesics looks like
v¨ i + Γijkv˙
j v˙ k = 0 (12)
Both formalisms are certainly equivalent and we have the choice between
the former Lagrangian (or Hamiltonian) representation, fully in the spirit
of extremal principle and the latter, which accounts for the fact that the
tangents to the geodesics are auto-parallel8.
Let us consider now a wave function with rapidly varying9 phase Φ. When
substituted into the Schro¨dinger equation, semi-classical approximation gives
up to first order in ~ a Hamilton - Jacobi equation in the form
∂tΦ +H(
∂Φ
∂q
, q, t) = 0 (13)
This means, on the one hand, that semiclassical ’trajectories’ of photons are
given by Hamiltonian canonical equations with principal function Φ and,
on the other, these trajectories are all perpendicular to the wavefront Φ =
const (Huigens principle). There is therefore a kind of dualism between the
description of geometric-optical phenomena by means of their wavefronts, or
by the light rays.
In the present considerations, we pay much more interested to the second
8trivially translated along their own integral curves
9compared to the alterations of the potential, or the geometry
13
interpretation, as leading to more obvious optical - mechanical analogy. For
example, by Fermat principle, light trajectories minimize the time of arrival,
which is proportional to the functional known as optical distance
S = c−1
∫
n(l)dl
where n is the refraction coefficient of the media and dl - the length element.
In particular, for homogenous media (n = 1), those trajectories are nothing
but the geodesics. For example, it is well known from general relativity,
that on the large scale, the light travels through the Universe, following the
space-time geodesics with respect to the metric, ’curved’ by the presence of
matter, according to the famous Einstein - Hilbert equations10.
2.3 Morse Theory and Catastrophes
We take as our main example the geodesic flow or, alternatively, the geomet-
ric optical problem concerning ray families. Both descriptions happen to give
somewhat equivalent picture due to Fermat principle of stationary action.
To begin with, let us recall the basics from the classical Morse theory. The
first crucial statement of the theory is that on each compact Riemannian
manifold M there exists a smooth function f with only simple, and thus
isolated, critical points11, we refer to as Morse function. Then at each such
critical point the f is locally isomorphic to a quadratic form, so that local
extrema are given as minima, maxima and saddle points only. Define the
index of this quadratic form, called the Hessian form, as the number of its
negative eigenvalues. Then the main theorem of the classical Morse theory
states that if to each critical point xj we assign a cell of dimension equal
to the index of Hess(f) at xj and then ’glue’ all the cells starting from the
lowest dimension12 we obtain a smooth manifold with the same homotopy
type as M .
10stating that the Riemann curvature tensor of space-time is proportional to the stress-
energy tensor of the classical fields (which is, on the large scale, mostly dominated by
gravitation)
11the point x0 is called critical for ∇f = 0 at x0 and simple, or non-degenerate if in
addition to that the Hessian ∇∇f is non-degenerate at this point
12the boundary of each cell is glued to the cells of lower, but maximal possible dimension:
for example a 1-cell glued to a 0-cell is isomorphic to a circle, a 2-to-1-gluing gives a disk
and 2-to-0 makes a 2-sphere etc.
14
The simplest examples are, as usual, the two-dimensional sphere and torus,
with the height function. For the sphere we obviously encounter a 0-cell
(for the minimum) and a 2-cell (for the maximum) which is all we may ever
expect. On the torus (if we make it ’stand’ properly) we have two saddles
plus the above ones, which gives two circles attached to a common point and
then ’dressed’ in a 2-cell skin.
Back to the geodesic flow: Now consider the manifold of all piecewise
smooth curves over a Riemannian manifold M and denote it by Ω(M).
Now functionals over M are recognized as functions in Ω. In particular the
geodesic action S =
1
2
∫ τ1
τ0
||γ˙(τ)||2dτ is one such function and we are going
to pay special attention to it in the rest of this section.
The variation of the classical functional S(γ) is generated by vectors in TγΩ.
One such vector is the velocity field v = γ˙ along the path γ, or we may choose
a transversal direction, say u ∈ TγΩ. The critical points of the functional
with respect to one such variation give the stationary paths of a free particle,
bound to move onM . The Euler-Lagrange equation defines the geodesic con-
necting γ(τ0) with γ(τ1). This geodesic however does not have to be unique
- what happens in practice is that uniqueness is fulfilled naturally for close
enough initial and final point, but globally it is no longer so. For instance
there are infinitely many geodesics, connecting the south and the north pole
of a round sphere. In order to understand this phenomenon one has to fix a
geodesic and take into account the second variation of S around it as well.
Uniqueness is required whenever the Hessian13
δ2uvS(γ) = −
∫ τ1
τ0
〈v,∇2γ˙u+R(γ˙, u)γ˙〉dτ (14)
is strictly definite, but as long as one of the eigenvalues changes sign this
uniqueness is broken. To be just a little bit more precise, at the moment
of the sign transition the Hessian is degenerate, meaning that the field u
satisfies the Jacobi equation
∇2γ˙u+R(γ˙, u)γ˙ = 0 (15)
13for derivation of this formula one may refer to the famous Milnor’s comprehensive
book ’Morse Theory’
15
The field u is called a Jacobi field and it deforms the initial geodesic γ into a
smooth one-parameter family of geodesics g(s, τ). We just outline the proof
which comes together with the proof of the above formula (15).
The first variation of the action gives the Euler - Lagrange equation of the
form
δvS(γ) =
∫ τ1
τ0
〈v,∇γ˙ γ˙(τ)〉dτ = 0
since the lagrangian is independent of coordinates14. Then, varying second
time in the u-direction (u, v ∈ TΩ(M)) and assuming that both variations
are independent, we simply arrive at the second order equality
δ2uvS(γ) =
∫ τ1
τo
〈v,∇u∇γ˙ γ˙(τ)〉dτ
Now, we have to keep in mind that
∇u∇γ˙ γ˙(τ) = ∇γ˙∇u +R(u, γ˙)
provided [u, v] = 0, which can be easily arranged at least locally. Secondly,
due to equality of the second derivatives, we have ∇uγ˙ = ∇γ˙u and thus we
easily recover (15) and besides, if one seeks for a smooth deformation leav-
ing the geodesic property of γ invariant, that is ∇γ˙ g˙(s, τ) = 0 preserved in
the u-direction, after a while one comes upon the requirement that u is a
Jacobi field and vice versa - to each Jacobi field at certain geodesic γ, one
may associate a one-parameter smooth deformations, preserving its geodesic
property.
Now, given a geodesic γ, two points on it are called conjugate if there exists
a Jacobi field on γ which vanishes at both points. The number of such lin-
early independent fields is called multiplicity of this conjugacy. This number
is always finite since it must be less than the dimension of the underlying
manifold. Then the Morse index of the geodesic γ is defined as the number
of conjugate points along γ, counted with their multiplicities and this num-
ber is equal to the index of the quadratic form ∇∇S at the critical point
γ. Furthermore, the main result of the so extended theory states that chord
space of geodesics with given endpoints is homotopy equivalent to a union
of cells of dimensions, equal to the Morse indices of all possible geodesics
having the same endpoints fixed.
14this is easy to derive by fixing the endpoints and integrating by parts
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First we note that the way we defined the Morse index of the geodesic flow,
it happens to coincide with the Maslov index of the Hessian of S, defined
as the number of sign changes of the eigenvalues from negative to positive
minus the number of opposite changes.
Second, we wish to discuss in brief the Jacobi equation (15). It is a second-
order evolution equation that describes the behavior of the geodesic flow on
M . Let us take the two-dimensional compact surfaces as an example. The
constant scalar curvature allows for writing (15) in the form u¨ + κu = 0,
where κ is the scalar curvature and u is the vector of deformation chosen
to point in a direction normal to the one defined by the evolution param-
eter. Then for the sphere the solutions are oscillating, which is a hint for
the presence of conjugate points15. On the torus, as it should be expected,
the geodesics are parallel, so the flow is uniform, while on hyperbolic sur-
faces it is exponentially divergent. This is a nice illustration of the fact that
whenever the sectional curvature in all two-directions is strictly negative, all
Morse indices are zero16.
The theory has two quite natural extensions - one of them is to consider
closed orbits, but them one needs to be careful about periodic conditions
imposed on the deformations and possible complications due to revolutions
of simple periodic orbits. The results, however, are quite analogous to what
we have seen so far.
Another generalization is to consider manifolds with billiard types of geodesics,
where γ˙(τ) may suffer noticeable jumps. In this case there are additional
terms in the expressions for the action variations, proportional to these jumps
(and their square). Since the results are quite analogous and nothing con-
ceptually new is obtained, we omit these considerations here, although we
shall need the notion of Morse index namely in this case.
Although a lot of progress has been done so far in Morse theory - there are
generalizations to gauge and super-symmetric theories, we modestly refer to
the basics, given in [49]. For Hamiltonian mechanics and symplectic geome-
try, a good choice would be [1] together with the appendix. The Hamilton-
Jacobi method can also be found there.
15more generally on Sn the two poles are conjugated with the maximal possible multi-
plicity n− 1
16this result is far not difficult to prove together with its almost immediate consequence
that closed geodesics on closed manifolds of negative curvature are isolated, so that there
is only one in each homotopy class - a simple way to do this relies on Bochner technique
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The Poincare´ map Now is the time to briefly introduce the Poincare´
map for periodic orbits. Given one such orbit γ with period T , so that
γ(T ) = GTγ(0) = γ(0), one takes a point x ∈ γ and considers a symplectic
transversal Sγ to γ at x. Then the Poincare´ map is defined as the first return
map to Sγ :
P˜γ : Sγ → Sγ, P˜γ(ζ) = GT (ζ)(ζ)
where T (ζ) is the smallest time it takes ζ to return to Sγ
The linear Poincare´ map is then Pγ = dP˜γ. Sometimes it is convenient
to define Pγ on the span of complex normal Jacobi fields along γ. It is a
symplectic vector space with respect to the Wronskian
w(X, Y ) = g(X,DsY )− g(DsX, Y )
Then Pγ is defined on this space simply by
PγY (τ) = Y (τ + T )
Note that the abstract definition we gave for Pγ is often reduced to rather in-
tuitive constructions. For example, in the case of convex billiards, we take the
symplectic transversal (or Poincare´ sectionas they usually call it) to be the
domain boundary, fibred with the normalized momentum (in more math-
ematical terms the unit ball bundle B∂Ω) and then one defines Pγ as the
first-return map of a neighborhood of an initial point ξ0 in B∂Ω. It could be
interpreted also as an action of monodromy around a given closed geodesic.
More precisely Pγ maps the variation δξ0 = (δq0, δp0) into δξ relative to a
circuit around the closed path γ.
One major advantage to describe the billiard flow by means of the Poincare´
map is that in this way one reduces the n-dimensional dynamical problem
to the study of a discrete iterative map on the boundary. As we shall see in
the following, this is a great relief.
The eigenvalues of the linear symplectic map Pγ help us to distinguish be-
tween different types of closed geodesics. For example, γ is said to be non-
degenerate, if det(id − Pγ) 6= 0 or, in other words, unity does not belong
to Spec(Pγ). Such non-degenerate closed orbits fall in one of the following
classes:
1. elliptic if all eigenvalues are of modulus one, so they come in families
e±iαj , αj ∈ R, j = 1..n
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Figure 1: The evolute of the ellipse is built as the envelope of all normals and is
thus a caustic for the normal fibration
2. hyperbolic if all eigenvalues are of the type e±µj , µj ∈ R
3. loxodromic if λj = e
±iαj±µj
Since Pγ is symplectic, no other possibilities are available.
Lagrangian singularities So far we managed somehow to avoid the ques-
tion of degenerate singularities both in our geometrical and dynamical con-
siderations. This is the point where Morse theory fails and we need new tools
to investigate in depth such structures. These structures themselves carry
the curious name catastrophes and have been somewhat unrevealed mystery
of geometry until the second half of 20th century when mathematicians at
last came up with a consistent theory on the matter.
To illustrate better the idea of what a catastrophe might be, let us first give
an example. Consider an ellipse in the plane and a nice Morse function on it,
which will be the distance to a fixed point in the inside region. Now suppose
that, by some unlucky coincidence, one has chosen a point which is a center
of curvature. In this case the distance is no longer Morse function, since the
ellipse looks like a circle up to second order from one such point of view. As
it is well known, all centers of curvature of an ellipse form a piecewise smooth
curve, which is also the envelope of all lines normal to the boundary, that is
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Figure 2: The simplest catastrophe - the fold in two dimension, obtained by
projection
called the evolute of the ellipse.
As we may see from this example, unlike Morse critical points, degenerate sin-
gularities need no longer be isolated, but could come in various co-dimensions
instead.
Another typical example of a catastrophe are the caustics in geometric
optics. Caustics are, widely speaking, envelopes of ray families and they
are usually visible as a projection of focused beams. The first example that
comes to mind is the focused through the reading-glass sunbeam that burns
the paper. But this type of singularity is highly unstable - we can easily
distort it by a small perturbation. Then it starts to look like a cusp - the
curve from the previous example.
All classes of topologically stable caustics, however, at least in low dimen-
sions17, have been studied and can be locally represented by polynomials.
Let us become familiar just with the first few of them - the rest can be easily
found in almost every book or article on catastrophe theory.
In the maximal codimension we have only two possibilities - the fold, locally
given by the potential function x3 + αx. The parameter α is responsible for
the ’unfolding’ of the singularity.
17more precisely, dimensions up to twenty-two and co-dimensions - up to seven
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Figure 3: The cusp catastrophe is the second and last possibility for structurally
stable Lagrangian singularity in dimension two (codimension one)
Common examples of a fold catastrophe are the sea’s sparkles or the ap-
pearance of rainbow via complete reverse refraction of light in small drops of
water.
A little more complicated is the cusp, which looks like x4 + αx2 + βx. We
already have two good examples of a cusp catastrophe, and the picture below
shows how this singularity is projected in the plain.
The swallowtail has co-dimension two and the corresponding polynomial is
x5 + αx3 + βx2 + γx. For examples of the swallowtail and the more compli-
cated catastrophes in practical problems we refer to [66].
As an easy exercise, one may check how variations of the control parameters
alter the extrema of the potential function. There are critical values that cor-
respond to bifrucation of different types: collision and separation of minima
and maxima (and in particular anihilation of a minimum and a maximum),
loosing stability (minimum to saddle point) etc.
The whole catastrophe theory classification we talk about is somewhat spe-
cial, although it includes almost all possible topics of interest both in ge-
ometry and physics. Its peculiarity originates in the fact that we are con-
sidering Lagrangian catastrophes only. We remind that a submanifold of a
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2n-dimensional manifold is called Lagrangian if its dimension equals n and
the symplectic form vanishes on it. The most trivial case is the base of a
cotangent bundle, considered as a symplectic manifold (in particular - the q-
plane) or, as it was in our geometric optical settings, the level set of the phase
function or the integral surface of the Hamilton - Jacobi equation. Then we
naturally call Lagrangian the singularities between lagrangian manifolds of
equal dimension. In our case these were the projections of critical points on
the coordinate space. This locus of branch points plays the role of an in-
variant curve (or surface, or point) to which infinitely many rays (or particle
trajectories, as far as classical dynamics is involved) tangate. In the case of
the elliptic billiard table for example, the caustics are namely the confocal
ellipses and hyperbolae with the help of which one integrates the system.
An alternative treatment would pay interest in the wave-front singularities,
instead of those of the light rays, but we are not going to consider this case
here. The reader may look in [3] and [12] instead. In the appendices of [1]
one may find a lot of interesting considerations concerning geometric optics,
normal forms and catastrophes.
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3 Elementary Quantum Mechanics
In section one we described the dynamics of a particle by a hamiltonian
function together with the symplectic structure (or Poisson bracket) in the
cotangent bundle. Then integration in this formalism, reduces to finding a
complete set of commuting first integrals.
In elementary quantum mechanics, as we shall see in an instant, this picture
is somewhat preserved: the reduction of a stationary quantum mechanical
system for example, which is this time represented by a linear operator, act-
ing in Hilbert space, is equivalent to finding a generator of symmetry for the
system. Since the corresponding operator commutes with the hamiltonian of
the system, it provides a convenient ’splitting’ of eigenstates. Various prob-
lems have been attacked in this way, among which the hydrogen atom, the
oscillator, the Zeeman effect and many others. A good comprehensive book
on the basics is [24]. However, for the path integral formulation we refer to
[27] and [28].
3.1 Heisenberg and Schro¨dinger Pictures
We start with a picture in which each physical observable Z is represented
by a linear self-adjoint operator, acting in the Hilbert space L2 of square
integrable functions. The evolution of a physical observable given again in
terms of a hamiltonian and a Poisson bracket
Z˙ = {H,Z} (16)
but this time the hamiltonian function is an operator itself and the bracket is
given by a commutator times a numerical factor
1
i~
, with ~ being the famous
Plank constant.
Straightforward integration of the above formula gives for the flow of Z
Z(τ) = exp [
iτ
~
H ]Z(0) exp [−iτ
~
H ] (17)
The above expression is an adjoint action and expands in an infinite series
of commutators according to the famous Campbell - Housdorff formula.
It is sensible to call the operator U(τ) = exp [−iτ
~
H] the propagator associ-
ated to H . Since H is self-adjoint by definition, the propagator is always
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unitary. Of course, H may depend on time itself and one should consider
T -ordered exponents instead, but for the time being we neglect this case.
The reason we have to call an infinite dimensional operator a physical observ-
able is that what we can really observe and measure in experiments are the
eigenvalues of the operator. Therefore we have to choose a canonical basis
in which the operator is diagonal. One may think of the process of observa-
tion or the experiment itself as being equivalent to one particular choice of
such basis. But we know from simple algebra that two linear operators share
a common canonical basis if and only if they commute. This is the place
we come across the first crucial difference between classical and quantum
mechanics, known as the Heisenberg uncertainty principle: in the quantum
picture we are ’allowed to observe’ only quantities that commute with each
other. In deed, as we shall se in the following we are not even able to mea-
sure simultaneously the initial coordinate x and the momentum p, so what
is usually referred to as quantum indeterminism is laid in the very roots of
the theory.
Nevertheless, the equations of quantum mechanics give rather exact and in
many cases the only known description for various phenomena from the world
of particles, atoms and molecules, to the description of large ensembles such
as polymers, crystals, gases and even stars. In order to obtain these equa-
tions, however, we need to start with choosing a suitable basis.
Let {φk} be the basis of eigenfunctions for the observable W . We have
Wφk = wk φk
and sinceW is self-adjoint, all eigenvalues are real and the φi’s are orthogonal
with respect to the standard scalar product in L2:
〈φ |ψ〉 =
∫
φ∗(x)ψ(x)dx
as long as they do not fall in the same degeneracy subspace (have the same
w as an eigenfunction).
We use the above to express the matrix elements of another observable Z as
Zkl = 〈φk |Zφl〉
Moreover, let ψ =
∑
ckφk be an arbitrary
18 unit vector in L2. For reasons
that were already explained, we call the vectors in L2 states. Then, in the
18once more, for the sake of simplicity we avoid the question of continual indices, but
there might be an additional term of the form
∫
k
c(k)φ(k)dk in the generic case
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state ψ, the observable Z projects as
〈Z〉|ψ = 〈ψ |Zψ〉
In view of the above definition of the scalar product and the normalization
of ψ, 〈Z〉|ψ can be regarded as an expression for the expectation value of Z
in the state ψ. With this in mind it is easy to interpret |ψ|2 = ψ∗ψ as a
probability density and the Fourier coefficients in the above expansion give
respectively the transition amplitudes |ck|2 - the probabilities for transition
from a state ψ to φk, or the probability to detect wk in the experiment.
The above description (known as Heisenberg picture or matrix mechanics)
gives a good intuitive link between Hamiltonian dynamics and quantum me-
chanics. For practical reasons, however, it is often convenient to consider a
dual situation, in which the observables remain unchanged in time, but states
evolve instead. In explicit terms it follows directly from the above that if we
assume Z(τ) = Z(0) = const and ψ(τ) = U(τ)ψ(0), we easily obtain the
same values for the ’measurable’ quantities - eigenvalues, expectation values,
transition amplitudes etc. The latter leads immediately to
i~
∂
∂τ
ψ(x, τ) = H(p, x)ψ(x, τ) (18)
known as the (non-stationary) Schro¨dinger equation. Now it is time to reveal
the explicit form of the operator H . In fact, just as in the classical case, it
is a sum of kinetic and potential term, usually in the form
H =
p2
2m
+ V (x)
where the classical coordinate and momentum are replaced by the operators
x→ multiplication by x and p→ i~∇x respectively19. Their Poisson bracket
agrees with the classical one, since obviously
[p, x] = i~
Now it becomes clear why coordinates and momenta are not compatible in
measurement. Moreover, using Fourier analysis20, it is easy to prove the
estimate for their dispersions △a = 〈|a− a¯|〉
△p△x ≥ ~ (19)
19in order to be fair, we add that this choice is only a convention - one may alternatively
choose p→ p. and x→ −i~∇p - the so called ’momentum representation’
20note that p and x are related via Fourier transform
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Thus the more precise we measure the coordinate, the less we know of the
momentum and vise versa. The same remark certainly refers not only to p
and x, but to any other pair of operators that satisfy analogous commutation
relations, e.g. energy and time, angular momentum and angle etc.
Let us now return to the equation (18). It is a second-order differential equa-
tion that in most cases is practically unsolvable. Moreover, regarded as an
evolution equation, the Cauchy problem for which does not exist (due to the
uncertainty principle just discussed), it resembles more the wave equation,
than the equation of conductivity, thanks to the i-factor in front of the time
derivative. That is why its solution is sometimes called wave function. In
many cases the solutions really behave like waves.
Now consider a special class of solutions, for which the probability density
does not evolve in time. This requirement allows ψ to depend on τ only
through a factor of unit modulus, that is
ψ(x, τ) = e−iωτ ψ˜(x) (20)
Then, substituting this into the Schro¨dinger equation, we reduce the problem
to a Helmholtz type equation for the function ψ˜(x):
Hψ˜ = ~ωψ˜ (21)
The eigenvalues of the Hamiltonian operator represent the energy spectrum
Ek = ~ωk of the system. The spectrum is discrete whenever there is an
appropriate energy bound. In the generic case we have an discrete and a
continuous part (for example in scattering problems).
The representation in which the Hamiltonian is diagonal is called therefore
the energy representation and the above equation that defines it - the sta-
tionary Schro¨dinger equation. We are going to use it a lot in the following.
3.2 The Oscillator
Let us consider one of the simplest classical problems and try to quantize.
The classical hamiltonian of the linear harmonic oscillator (with unit mass)
is given by
H(p, x) =
p2
2
+
ωx2
2
where ω is a constant of elasticity. If we apply directly the formalism we have
built up till now, we the quantum hamiltonian in the form of a second-order
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differential operator with a quadratic potential term. We are interested in
the eigenvalue problem for this operator.
Following an idea of Dirac, we express the hamiltonian in terms of the oper-
ators
a =
1√
2ω
(Q+ iP ), a† =
1√
2ω
(Q− iP ) (22)
where P and Q are the quantum momentum and coordinate operators, re-
spectively.
It is easy to see that a and a† are not self-adjoint, but pair-wise adjoint,
instead. Moreover, they fulfill the commutation relation {a, a†} = 1, that
gives, by induction {a, (a†)k} = k(a†)k−1. In this way a acts on the functions
of a† as formal differentiation. Now the quantized hamiltonian can be written
in the form
H = ω
(
aa† − 1
2
)
= ω
(
aa† +
1
2
)
which allows for computing easily
[H, a] = −ωa, [H, a†] = ωa†
This construction already resembles very much the standard weight decom-
position of semi-simple Lie algebras. The analogy goes a bit further with
finding the highest (lowest) weight.
More precisely, the spectrum of H is bound from below.
E ≥ ω
2
To see this, one simply needs to exploit the standard scalar product in L2
for an eigen-state, corresponding to the energy E. From the above, we have
directly
〈ψE |HψE〉 = E||ψE||2 = ω|| aψE||2 + ω
2
||ψE ||2
which proves our assertion and gives in addition that equality is reached if
and only if aψ = 0. As we shall see shortly, such ψ0 exists and E0 =
ω
2
is the
lowest state energy, also referred to as the ’vacuum energy’.
In order to show that this lowest energy is reached, we consider the series
of vectors ψkE−m = a
m ψE . We claim that if ψE is an eigenvector with
eigenvalue E then ψkE−m is also such with eigenvalue E − mω. For m = 1
we obviously have
HaψE = aHψE − ωψE = (E − ω)ψE
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and the rest follows by induction. Since this series is diminishing and bounded
from below, it should be finite, so there is such a natural number kE for which
akE+1ψE = 0 and correspondingly such ψ0 for which
aψ0 = 0, Hψ0 =
ω
2
ψ0
On the other hand, the operator a† generates infinite, non-vanishing series of
solution ψn = (a
†ψ0) with eigenvalues En = ω
(
n+
1
2
)
respectively.
Now it becomes clear why a† and a are called creation and annihilation
operators respectively. With their help we can construct explicitly the basis
of solutions. We start with ψ0 and substitute in the differential equation
E0 =
ω
2
. We obtain
ψ0 = Ce
−ωx2
2
where the constant C is defined by the normalization condition.
For the rest of the eigen-states, we obtain, by a complicated and non-interesting
procedure
ψn ∼ Hn(
√
ωx)e−
ωx2
2
where Hn are the Hermit polynomials.
3.3 The Density Matrix
Sometimes, when we are interested in the practical side of the matter, espe-
cially in the study of ensembles in quantum statistics, it is more sensible to
study directly partition functions (probabilistic distributions) for a certain
problem, rather than the ’non-physical’ wave-function ψ. As we already saw,
the meaningful quantity that we may get out of ψ is its squared modulus
ψ∗ψ. What we do in practice, however, is to define instead the projector
over the ψ - state Πψ as acting on a state σ by
Πψ σ = 〈ψ|σ〉ψ
and in Dirac notations we write Πψ = |ψ〉 〈ψ|. Note that it is in fact an
integral operator with unit trace since, by normalization, 〈ψ|ψ〉 = 1. This
very projector we call a density matrix for the state ψ and denote by ρ or
ρψ.
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The reason for choosing this name is somewhat obvious: once a complete
orthonormal basis of pure states φi is introduced in our Hilbert space the
above integral operator adopts indices, namely
ρkl = c
∗
k cl, cj = 〈φj|ψ〉 (23)
and the diagonal elements wi := ρii can be regarded as probabilistic weigths
of the ’pure states’ φi. If the system is entirely in a pure state, then only one
of them equals unity (all other matrix entries vanish) and ρ2 = ρ.
With the help of the density matrix it is easier to express statistical data in
covariant terms. For example, the expectation value of an observable Z is
now written as
〈Z〉 = tr(ρZ) (24)
and various thermodynamical functions can also be given in this way. For
example the free energy F = −k T ln trρ, or the entropy S = −∑wk lnwk.
Note that this picture is still Schro¨dinger rather than Heissenberg and due
to equation (18) we have for the evolution equation for the density matrix in
the form
ρ˙ = {ρ,H} (25)
which resembles the dynamical equations for observables in Heissenberg rep-
resentation, except for the ’minus’ sign.
In statistical mechanics, we know by general considerations that, up to a
normalization factor, the diagonal elements of ρ are given in the energy rep-
resentation by
wk = e
−βEk
where β is proportional to the inverse temperature21 and Ek is the energy of
the corresponding pure state. In a more covariant form, we may write
ρ = exp [−βH ]
which leads directly to the famous Bloch equation for the density matrix
∂
∂β
ρ+Hρ = 0 (26)
This is a diffusion or heat equation as it is easily seen from the simplest case
- a free particle in Euclidean space. Then the solution is easily seen to be a
Gaussian distribution.
21equals the inverse absolute temperature times the inverse Boltzman constant, to be
more precise
29
3.4 Path Integrals
Now we shall develop an alternative approach to the study of the density ma-
trix. The so-called path integrals involve the quantum mechanical concept of
non-locality, by letting the present state of the system be influenced not only
by a single evolution, but instead, by all possible paths that link the initial
and final points in phase space22. Following Feynman, we write formally
ρ(xin, xf , u) = exp
(
−Hˆu
~
)
which holds for sufficiently close xin and xf . For more general considerations
we divide the trajectory into small parts of length △x for which the above
expression is still true and then perform a summation (or rather an integra-
tion in the limit △x→ 0) over all possible trajectories.
In more explicit terms, what we do is to express the propagator kernel
(and the Green function) by such path summation. As we know from Huy-
gens principle, the propagator responsible for the evolution of ψ(qin, tin) →
ψ(qf , tf ) can be expressed as a composition of infinitesimal propagators
K(qin → qf , tin → tf) =
∫
dq1dq2 . . . dqN−1
N−1∏
n=0
K(qn → qn+1, tn → tn+1)
with q0 = qin, qN = qf . Since, as we already know, for small intervals
K(qn → qn+1, tn → tn+1) = 〈qn+1|exp[−iHˆ△t
~
]|qn〉
separating the kinetic and potential term in Hˆ and neglecting O(△t2) terms,
we may approximate each of the infinitesimal propagators as △t→ 0 with a
factor in the form(
m
2πi~△t
)−1/2
exp
[
i△t
~
(
m
2
(△q
△t
)2
− V
)]
22at this stage we are already dealing with a semi-classical method since points in purely
quantum phase space are ill-defined due to Heisenberg uncertainty principle
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which gives for the overall kernel
K(qin → qf , tin → tf ) = lim
N→∞
∫
. . .
∫ (
m
2πi~△t
)−1/2
× (27)
×
N−1∏
j=1
dqj(2π~△t)−1/2exp
[
i
~
∫ tf
tin
L(q, q˙, t)dt
]
Note that most ’weighted’ paths are namely the classical trajectories, for
which the action functional is extremal. On the other hand, a path, partici-
pating in the above distribution does not necessarily have to be smooth, as
can be seen in the example of Brownian motion.
From path integrals one may readily retrieve information about transition
coefficients, that are propagator entries, but also, via Fourier transform one
may recover the Green function. Calculation of path integrals in practice ,
however, is not that simple. In the trivial case of quadratic Lagrangian, the
expression is reduced to the standard Gaussian integral, that is computed ex-
actly. For the more generic case, however, we need to rely on approximation
procedures, such as the stationary phase approximation, or the perturbation
series expansion, both considered in the following.
3.5 Perturbation Theory
There are but few known problems in quantum mechanics that allow for ex-
act solutions and for practical matters, we need to be equipped with good
approximation methods. Perhaps the most used one (not only in quantum
mechanics, but in classical dynamics and QFT as well) is the perturbation
method.
The simplest illustration of the method23 starts with an unperturbed Hamil-
tonian Hˆ0, for which the stationary Schro¨dinger equation is solvable by an-
alytical methods, or for some reason we know the spectral decomposition
Hˆ0ψ
0
k = E
0
kΨ
0
k
Then imagine that we want to go a bit farther and study the eigenvalue
problem of the operator Hˆ = Hˆ0 + Vˆ , where the term Vˆ is small compared
23this is the easiest case with time-independent hamiltonian with discrete spectrum, but
also the most relevant to the topics discussed here
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to Hˆ0 in the sense that |Vkl| ≪ |E0k − E0l | where the matrix coefficients are
computed in the initial basis {ψ0k}. This restriction will be justified in the
following.
Now, as usual, one expands the unknown eigenfunctions ψk in the initial
basis as
ψ =
∑
j
cjψ
0
j
and substitutes into the equation for Hˆ . What one gets is∑
k
cj(E
0
j + Vˆ )ψ
0
l =
∑
m
E cmψ
0
m
Multiplying both sides by ψ0i and integrating yields
(E − E0i )ci =
∑
l
Vijcj (28)
which is a homogenous system for the cj ’s which leads to an infinite series of
relations for the perturbed energy states Ej in terms of the unperturbed ones
E0k and the matrix entries of Vˆ . However, considering the fact that the latter
were chosen to be small, we may expand Ek in a series Ek = E
0
k+E
′
k+E
′′
k+. . . ,
where the jth term is a polynomial of order j with respect to the Vkl’s and
cut that series at an appropriate place24. The same procedure we do with
ψ, or rather, with the ck’s. Then we restrict to the eigen-state ψk by taking
c0k = 1 and c
0
j = 0 for j 6= k in the above equation. Substituting all this
in the equation we may immediately determine the first correction E ′k. For
k = i it gives
E1k = Vkk (29)
and for i 6= k, obtain the first correction to the eigenfunction
c′i =
Vik
E0k −E0i
(30)
In order to have this correction small, we really need the estimate we imposed
in the beginning. Then the perturbed egen-state ψ is given, up to a first-order
corrections, by
ψk ∼ ψ0k +
∑
i 6=k
Vik
E0k −E0i
ψ0i (31)
24in practice, it usually suffices to take the first two or three terms
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Note that the correction term lies in the orthogonal complement of ψ0k, so
the new state ψk is normalized up to second order corrections.
Following the same procedure, we easily obtain the next few terms
E ′′k =
∑
i 6=k
|Vik|2
E0k − E0i
E ′′′k =
∑
j 6=k
∑
i 6=k
VkiVijVjk
(E0k − E0i )(E0k − E0j )
− Vkk
∑
i 6=k
|Vki|2
(E0k −E0i )2
(32)
The results obtained here can be generalized to the case when Hˆ0 has a con-
tinuous part of the spectrum as well. Then summation is simply replaced by
integration.
In the case when the spectrum of Hˆ0 is degenerate we still have to modify
our procedure a little, due to the arbitrariness of the states in the degenerate
subspace. It happens, that this arbitrariness is eliminated once we impose
the condition that states should be altered only by small variation. Such
’correct’ states are defined as combinations of the initial ones with coeffi-
cients c0i1 , . . . c
0
is where s denotes the degree of degeneracy of the eigenvalue
E0i . With this substitution, equation (28), restricted on the corresponding
invariant subspace gives∑
k
(Viik −E ′δiik)c0ik = 0, i, k = 1 . . . s (33)
which as a linear homogenous system for the c0ik ’s has nontrivial solution if
and only if
det(Viik − E ′δiik) = 0 (34)
which on its side is a polynomial of degree s in E ′ and its s roots give
the energy shifts within the degenerate state up to first order. In order to
determine the ’correct’ eigenfunctions, we substitute these roots back in the
matrix equation in order to get all the c0ik ’s. Then, for the perturbation of
the eigenfunctions we find
c′ik =
1
Vii − Vikik
∑
l
ViklVli
E0i − E0l
, i 6= ik
It may happen that some of the corrections (or even all) are zero. Then one
proceeds with higher order perturbations. On the other hand, if the roots
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are distinct, so are the perturbed levels and this is how perturbation often
cancels degeneracy.
Now, for the sake of consistency, we need to consider time-dependent case as
well. Let
Hˆ0ψ
0
k = i~
∂
∂t
ψ0k
in the first place and Hˆ = Hˆ0 + Vˆ (t). Now we expand, just as before, the
corresponding solution in the form
ψl(t) =
∑
k
akl(t)ψ
0
k(t)
and substituting into the equation for Hˆ , we end up with a ODE for the
coefficients akl(t), namely
i~ a˙kl =
∑
m
Vkm(t)aml (35)
Then, proceeding as before, we get for the first correction to the lth state
i~ a˙′kl = Vkl(t)
or
a′kl(t) =
1
i~
∫
Vkl(t) dt
There are numerous interesting applications of perturbation theory in diverse
branches of classical and quantum Physics. We only point out here one more
important aspect that goes far beyond the basics of quantum mechanics,
considered here.
Let us take the kernel of the propagator for the transition qin → qf of a free
particle and denote it by K0(qin → qf ). We already know that this kernel
can be represented as path integral in the form
K0(qin → qf) =
∫
exp
(
i
~
∫ tf
tin
L0(q, q˙) dt
)
Dq(t)
where L0(q, q˙) = mq˙/2 is the classical free-particle Lagrangian and D denotes
the measure of the path integral, as found in the previous section.
Now, let us perturb this Lagrangian with a small potential term L(q, q˙, t) =
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L0− V (q, t), V ≪ L0 and pose the question of finding a reasonable approxi-
mation of the perturbed propagator kernel KV .
Assuming that V is small compared to ~ in the whole time interval, we may
expand the V -dependent exponent factor in the path integral in Taylor series
exp
(
i
~
∫ tf
tin
V (q, t) dt
)
= 1 +
i
~
∫ tf
tin
V (q, t) dt− 1
2~2
(∫ tf
tin
V (q, t) dt
)2
+ . . .
which leads to an expansion for the overall kernel in the form
K = K0 +K ′ +K ′′ + . . .
For the calculation of the distinct terms it is helpful to note that KV is a
fundamental solution of the Schro¨dinger equation in the sense that(
i~
∂
∂tf
+
~2
2m
∇2qf − V (q, t)
)
KV = i~ δ(tf − tin)δ(qf − qin) (36)
and so is K0 with V = 0. This allows for applying the parametrix method,
briefly discussed below in the case of the heat equation, to expand KV as an
infinite convolution product geometric series25, which allows for writing the
nth correction term in the form
K(n)(qin → qf ) = 1
(i~)n
∫ tf
tn−1
∫ tn−1
tn−2
. . .
∫ q1
qin
K0(qn−1 → qf )V (qn−1, tn−1)×
×K0(qn−2 → qn−1) . . . . . . V (q1, t1)K0(qin → q1) dtn dtn−1 . . . dt1
This term is interpreted as a propagator of a particle that has been scattered
n times by the potential V within the interval (tin, tf ). This interpretation
is illustrated by the so called Feynman graphs, that are used as a means of
calculation as well.
The zeroth term in particular describes the probability that the particle
remains free without noticing the presence of potential. Then K ′V stands for
a one-collision process etc. Resuming, if possible , all (or at least a sufficient
number) of the above terms, we get the demanded propagator KV (or a good
approximation of it). Such summation leads to the integral equation for KV
KV (qin → qf) = K0(qin → qf ) + 1
i~
∫ tf
tin
K0(q → qf )V (q, τ)KV (qin → q) dτ
(37)
which can be obtained also directly, using the differential equations for the
two kernels.
25known as Voltera series
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3.6 Scattering Problems
We end this section with a short discussion on the stationary Schro¨dinger
equation defined on the line R, which for simplicity we write in the form
(H − k2)ψ = 0 (38)
where H =
d2
dx2
+ V (x) represents the re-scaled hamiltonian with a finite
potential (or ’scattering’) term V and the spectral parameter k2 stands for
the energy.
The whole space of solution can be expanded over a basis, chosen in the
following way: consider a solution ψr+ with that tends to e
ikx as x → ∞
and another such ψr− which tends to e
−ikx. These two independent solutions,
sometimes called right Jost solutions, represent, in physical terms, two plain
waves traveling to and from plus infinity, respectively. There is, however,
another option to construct such a basis by switching from left to right infinity
ψl± ∼ e±ikx as x→ ±∞. Since the full space of solutions of the above second-
order ODE is two-dimensional, these two sets must be linearly dependent.
We shall construct such dependence in an instant. Consider for example a
solution that behaves like an outgoing plain wave as x tends to infinity and in
the other limit, it should be given by a linear combination of the two ’basic’
states, or
ψ ∼ a(k)eikx + b(k)e−ikx
where a(k) and b(k) are holomorphic in C/{0}. The physical picture repre-
sents two asymptotically plane waves - one initial and one that is ’scattered
backward’ by V (x). Alternatively, we may take the initial wave traveling
from the right to the left - a solution φ that tends to e−ikx as x→ −∞ and
as x→∞ fulfills the limit
φ ∼ β(k)eikx + α(k)e−ikx
The same considerations hold here as well. Moreover, both φ and ψ satisfy
the property that the Wrontzkian of the function and its complex conjugate
is constant. For the proof we only use that both functions are solutions of
the stationary Schro¨dinger equation, given above. Take for instance ψ and
substitute then multiply by ψ¯. The same procedure we repeat with inverting
ψ and ψ¯ - note that ψ¯ is still a solution, since the Schro¨dinger operator is
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self-adjoint. Then we subtract the two terms and finally obtain
d
dx
(
ψ¯
d
dx
ψ − ψ d
dx
ψ¯
)
which means that
W (ψ, ψ¯) :=
(
ψ¯
d
dx
ψ − ψ d
dx
ψ¯
)
= const
The same certainly holds for φ as well.
From this single relation we get
|a|2 − |b|2 = |α|2 − |β|2 = 1
and because of this neither a(k) nor α(k) is allowed to vanish for real k 26.
On the other hand, in the same way as before, it is obvious that W (φ, ψ) =
const, which immediately leads to a = α and hence |b|2 = |β|2 = 1 + |a|2.
Now let us think in more physical terms and regard the whole problem from
the initial wave’s point of view - this means, above all, choosing it’s amplitude
to be unity or, in other words, simply dividing by the non-zero factor α(k),
so that the reflected term adopts a factor r+ =
b
a
( respectively r− =
β
a
), and
the transited comes with t =
1
a
. The letter are called reflection and transition
coefficients respectively. Now we define the scattering matrix of the problem
as
S(k) =
(
t(k) r−(k)
r+(k) t(k)
)
It clearly gives the scattered state (in both directions) expanded over the
basis of Jost solutions. Moreover, the matrix S(k) is unitary - that is un-
derstood most easily if we look at it as representing an evolution operator,
acting on quantum-mechanical states. It also appears to be real in the sense
that S(−k) = S¯(k).
There is one more significant operator involved in the very root of our prob-
lem. Essentially, this is given by the monodromy matrix M, defined in
the following way. We start with a solution ψ that has the form of a single
plain wave as x tends to minus infinity. Let ψl0 be the unique solution of
the free-particle (Helmholtz) equation, that coincides with ψ at this limit.
26one may check that their zeroes are purely imaginary
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Alternatively, we denote by ψr0 the solution that coincides with ψ in the limit
x → ∞. Then the matrix M is defined as the unique linear isomorphism
which satisfies
ψr0 =Mψl0
In order to be more explicit, we express a generic monodromy matrix by
means of the transition and reflection coefficients. We have
M =
(
t¯−1 −r¯+t¯−1
−r+t−1 t−1
)
This turns out to be a SU(1, 1) matrix, as can be derived from a simple
consideration: construct a real basis (involving sine and cosine instead of the
complex exponents) in the space of solutions of the free-particle equation.
Then, the monodromy matrix (in this basis) should be area-preserving27,
and hence, SL(2,R), which in the complex basis, as we know, takes the form
of a SU(1, 1) - matrix. This is enough for us to prove the above formula. We
just note that it transforms the plain wave eikx+ r+e
−ikx into the plain wave
teikx which immediately gives the first column of the contra-gradient matrix,
transforming the basis e± = e±ikx. For the second one we only have to take
the complex conjugate to obtain finally
tM−1 =
(
t−1 r+t−1
r¯+t¯
−1 t¯−1
)
then we easily obtain the monodromy matrix, exploiting the fact that to
invert a SU(1, 1) matrix, we only have to exchange the diagonal elements
and take the non-diagonal with opposite sign.
With this formula in mind it is easy to see that the sum of the transition
and the reflection amplitudes is always unity28, which is the fundamental
principle of matter preserving in physics.
To sum up, we built in this paragraph a tool through which to each finite
scattering potential one may assign a monodromy matrix in the group of
isometries of the unit disk (or, equivalently, the upper-half plane, depending
on the basis chosen). Alternatively, one may assign a SU(2) - scattering
matrix, which in many situations possesses additional symmetries, giving
27that is because it can be thought of as being adjoint with the phase-area preserving
flow, acting in the space of 1-jets of solutions of the initial equation
28the amplitudes are defined as the squared moduli of the coefficients and have the
physical meaning of probabilistic densities for transition and reflection, respectively
38
birth to a means of reducing interaction problems - a common practice in
Quantum field theory for example.
Sometimes it is sensible to ask weather one can restore the potential from
the scattering data: the S-matrix, together with the finite spectrum (the
finite set of negative eigen-energies, that correspond to bound states) and the
divergent points of the transition coefficient. This is the inverse scattering
problem that turns out to be solvable in some cases and in addition gives
rise to a powerful tool of resolving a special kind of non-linear differential
equations, called for historical reasons solitons.
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4 Towards the Theory of Integrable Systems
The theory of non-linear integrable equations (or infinite-dimensional hamil-
tonian systems) is relatively new, but has already evolved far and spreads
over various branches of modern mathematics, such as group theory, func-
tional analysis and others. Our aim here is only to outline the close relation
between this topic and our main concern - spectral theory.
4.1 Hamiltonian Formulation
Our base point so far was a quadratic hamiltonian (or lagrangian) description
of a classical dynamical system, naturally leading to linear ordinary differ-
ential equations. The problem of integrability from standard ODE theory
was reduced to finding a full set of functionally independent and pairwise
commuting integrals of motion. Conceptually the same thing refers to the
non-linear case, but this time the action-angle basis is infinite-dimensional
and the problem of finding one becomes much more complicated.
Our only constructive example until the end of this section will be one of
the first well examined non-linear PDE’s - the Korteweg - de Vries (KdV)
equation
u˙ = 6uu′ − u′′′ (39)
where ˙ stands for time derivative, while ′ means differentiation with respect
to x.
First of all, let us introduce our algebra of observables as the space of real-
analytic functionals F [u] and then introduce on it a Poisson structure, defined
by the bracket
{F,G} =
∫
δF
δu(x)
∂
∂x
(
δG
δu(x)
)
dx (40)
where the δ-sign stands for functional derivatives.
It is clear that this bracket defines also a symplectic structure in the usual way
and we can easily build a Hamiltonian formalism with its help. In particular,
once we have chosen a Hamiltonian functional F [u], we recover the evolution
equation of an observable via the Poisson bracket in the standard form
f˙ = {f,H} (41)
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If we choose the hamiltonian in the form
H [u] =
∫
R
(
u′2
2
+ u3
)
dx (42)
for example, we recover the KdV equation
u˙ =
∂
∂x
(3u2 − u′′)
where the last term is obtained via integration by parts.
With the help of the Poisson structure, one generalizes the Liuville-Arnold
theorem to the infinite-dimensional case and claims that a system, defined
by the hamiltonian H [u] is integrable if and only if it allows an infinite set of
functionally independent and pair-wise commuting integrals of motion Ik[u],
that are functionals, commuting with the hamiltonian in the Lie algebra,
defined by the above bracket.
In our example we have first I0 = H , the second integral I1[u] =
∫
u(x) dx is
concerned with the structure of the Poisson bracket and more specifically, the
presence of a spacial derivative in it. The third preserved quantity follows
from translation invariance of the hamiltonian functional. One immediate
consequence of this invariance is the vanishing of the term
∫
R
δH
δu
∂u
∂x
dx that
is the first correction for the small translation parameter expansion of H [u].
Now it is obvious that if we define
I2 =
∫
R
u2(x) dx
then u(x) =
1
2
δI2
δu
and hence I˙2 = 0.
As we shall see shortly these are really just the first few representatives of an
infinite set of integrals of motion, each of which can be itself thought of as a
hamiltonian of an integrable system. Therefore these system come in infinite
hierarchies defined by the set of hamiltonians Ik[u]. For example, from the
above we easily see that in the hierarchy of the KdV equation we have also
the evolution equations u˙ = u′, u˙ = 2uu′ etc.
4.2 Lax Representation and Iso-spectral Deformations
Using again the KdV equation, we construct an equivalent operator repre-
sentation, known as the Lax representation. To begin with, we consider the
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Scho¨dinger operator for the potential u from the KdV equation
L = −∂2x + u(x, t)
that is a special case of Lax operator we are going to investigate here and
consider also the equation
L˙ = [L,M ] (43)
where the operator M is given by
M = 4∂3x − 3(u∂x + ∂xu) (44)
A simple calculation shows that the left hand side multiplies a test function
by u˙, while the remaining factor from the right-hand side is exactly 6uu′−u′′′
which recovers the initial partial differential equation for u.
Now let us see what else we can retrieve from it. First of all, consider a
solution φ of the scattering equation
Lφ = k2φ
with the asymptotic of a left-going wave at minus infinity. Next we differ-
entiate the latter with respect to t. Substituting into the Lax equation we
obtain29
(L− k2)(φ˙−Mφ) = 0
so the function φ˜ = φ˙ −Mφ is also a solution, corresponding to the same
eigenvalue k2. The asymptotic behavior of φ completely determines that of
φ˜. We only substitute to see that
φ˜ ∼ 4ik3e−ikx as x→∞
Since this behavior does not depend on t, substituting the explicit expression
for φ˜ gives the time-dependence (47) of φ exactly as promised in the begin-
ning.
Let us now go back to the scattering problem for the Schro¨dinger equation
from the previous section , where the quantum hamiltonian coincides with
the Lax operator. Note that we let this time the potential depend on an
additional ’time’ parameter t, so the solutions and all scattering data will
29here we use the fact that the spectrum of L is preserved with time that is to be
explained below
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depend on t as well. It turns out that in some cases, a quite complicated
non-linear evolution of u(x, t) may result in a linear transformation of the
S-matrix entries. Consider again the KdV equation
u˙ = 6uu′ − u′′′ (45)
This quite cumbersome evolution equation for the potential naturally induces
a quite simple transformation rule for the scattering coefficients, namely
a˙(k, t) = 0, b˙(k, t) = 8ik3b(k, t) (46)
and the ’scattered wave’ evolves like
ψ˙ = (4ik3 −M)ψ (47)
With this in mind, it is quite natural to use the correspondence potential-
scattering data and transform our non-liner problem into a linear one.
In order to see how the S-matrix evolves with time, all that one needs to do
is to substitute in (47) the right-infinity limit for φ:
φ(x, k, t) ∼ a(k, t)eikx + b(k, t)e−ikx
All these equations are linear and easy to solve. In order to benefit from this,
however, one needs to translate backwards the information - from evolved
scattering data, to potential at time t. This leads to the Gelfand-Levitan-
Marchenko integral equation of the form
K(x, y) + F (x+ y) +
∫ ∞
0
K(x, z)F (z + y)dz = 0 (48)
where the function F is defined by the formula
F (x) =
N∑
n=1
bne
−κnx
ia′(iκn)
+
1
2π
∫ ∞
−∞
r(k)eikxdk
All the functions on the right hand side are completely determined by the
scattering data 30 but we are not going into detail with this dependence.
Instead we refer to [29] and especially for the inverse scattering method
30including the spectrum, the S-matrix and the scattering poles residua
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[76]. Then the solution of the above integral equation recovers the potential
function by the simple formula
u(x) = −2K ′(x, x) (49)
One immediate consequence of the the skew-symmetric nature of M is the
unitary evolution for the Lax operator, which means that at time t, we have
L(t) = U(t)L(0)U †(t)
where the unitary operator U has the form U(t) = exp(−Mt) and inversely,
M = UU˙−1. This means that L(0) and L(t) are unitary equivalent and there-
fore the spectrum together with all spectral invariants is preserved with time.
This observation has two straightforward consequences. One of them is the
use of the spectral invariants as generators of infinitely many pair-wise com-
muting integrals of motion that we need to resolve the system in Hamiltonian
terms. For the special case of the KdV equation this procedure has a lot to
do with our further considerations on spectral theory. For the time being
we only mention that first few integrals of motion for the KdV equation are
polynomials of u and its spacial derivatives, given by
I1 = −
∫
u dx
I2 =
∫
u2 dx
I3 = −
∫
(u′2 + 2u3) dx
I4 =
∫
(u′′2 − 5u2u′′ + 5u4) dx
The second consequence we would like to mention here is the following. Con-
sider the geometry of a smooth manifold with a Laplace operator L defined on
it (u might represent curvature term for example, and the ordinary deriva-
tives might be replaced with covariant ones). Then we study all possible
smooth deformations on the manifold and the way they reflect the operator
L. We call one such deformation iso-spectral if it preserves the spectrum of
L. In this context, each such deformation generates an integrable partial dif-
ferential equation (infinite-dimensional hamiltonian system) and vise versa.
This dualism between iso-spectral deformations and integrable system may
be used in several directions but this investigation, as they often say, goes
far beyond the scope of the present work.
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5 Calculus
After providing some physical and geometrical insight, it is time to introduce
some of the the basic tools and results used for practical calculation.
5.1 Laplacian Spectra
The use of spectral theory in physics is so common that we often put a sign of
equality between certain mathematical spectral problem and a whole branch
of the physical theory as it is in the case with the Maxwell, Schro¨dinger,
Klein-Gordon, Dirac, Poisson equations etc.
In this section we give the mathematical roots of the beautiful physical the-
ories derived by the equations, mentioned above. In order to do this, we
introduce the most typical classes of PDE’s, referred to as the equations of
mathematical physics, and give a first hint how their spectral properties are
linked to the geometry of the underlying manifold.
This is going to become clear from the examples that follow. We along with
them give some facts from the theory of partial differential operators.
To begin with, each such operator (of order k), acting on a manifold X has
the form31
P (x,D) =
∑
|α|≤k
Jα(x)D
α (50)
and can be represented in terms of its symbol
σ(P )(ξ)x = P˜ (x, ξ) :=
∑
|α|≤k
Jα(x)ξ
α (51)
This is simply a polynomial in the dual variable ξ = ξidx
i ∈ T ∗X , obtained
by a Fourier transform. Its homogenous part of highest degree
σL(P ) :=
∑
|α|=k
Jα(x)ξ
α
is called the leading symbol of P and defines an invariant32 homogeneous map
of degree k from T ∗X to the space of coefficients (in the case of matrix-values
31here and below α is a multi-index, meaning that Dα = ∂α11 ∂
α2
2 . . . ∂
αn
n (m is called
’the length’ of the multi-index and |α| =
n∑
αi - its ’volume’).
32in fact it is the only covariant part of the symbol
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coefficients, this is the space of homomorphisms between the corresponding
vector bundles over X).
Now P is said to be of Laplace type if there exists a metric g on X such, that
the leading part of the symbol can be represented as a scalar square with
respect to this metric σL(P ) = ||ξ||2g.
P is said to be of Dirac type if P 2 is of Laplace type.
There are numerous examples of such operators in almost every branch of
modern mathematics. We mention here some of the simplest and most intu-
itive ones.
1. Consider a smooth compact and orientable manifoldM without bound-
ary and regard the spaces of differential k-forms Ωk(M) = Λk(T ∗M)
and the differential, acting on them
d : Ωk(M)→ Ωk+1(M) (52)
The property d2 = 0 turns (52) into a differential complex with co-
homological groups33
Hk(M,R) := ker(dk)/im(dk−1) (53)
the so-called de Rham co-homologies. In the spaces Ωk we have also
a well-defined scalar product, thanks to the Hodge duality ∗ : Ωk →
Ωm−k, m = dim(M). Namely for two k-forms ω and φ we have the
coupling
〈ω, φ〉 :=
∫
M
ω ∧ ∗φ (54)
which allows for defining the conjugate differential (or co-differential)
δ : Ωk → Ωk−1 by the equality 〈ω, δφ〉 = 〈dω, φ〉. Then, since δ is
immediately nilpotent δ2 = 0, the operator
△H := dδ + δd
is by construction self-adjoint, and its leading symbol is given by a
scalar square with respect to the above metric (this is easy to verify
using a suitable basis).
△H : Ωk → Ωk is called the Hodge Laplacian and the restriction of its
kernel to the space of k-forms has the dimension of Hk(M,R) - there
33dk is in this case the restriction of d to Ω
k(M)
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is exactly one representative in each cohomological class. This is the
statement of the famous Hodge - de Rham theorem, providing the first
example of the great topological and geometrical significance of the
operators we are concerned with here34.
2. Consider now a (pseudo-)Riemannian manifold with Levi-Civita con-
nection ∇. It defines the Laplace-Beltrami operator, by the formula
△LB = ∇i∇i = 1√|g|∂i
(√
|g|gij∂j
)
(55)
where gij are the entries of the metric tensor and |g| - the modulus of its
determinant. This operator happens to coincide with the one from the
previous example only when acting on scalar functions, or in the trivial
case of flat manifolds.For 1-forms, they disagree with a term, equal to
the scalar curvature of the manifold and for higher rank tensors, this
relation becomes more complicated.
For physical applications it is often convenient to use the fact that a
generic Laplace operator
P := −g(∂, ∂) ◦ id + ak∂k + b
can be represented in the form
P := −g(D,D)−E (56)
where D and E are a Riemannian connection and an endomorphism,
chosen as follows:
Aj =
1
2
gij
(
ai + gklΓikl
)
E = b− gij (∂iaj + AiAj − AkΓijk) (57)
The above note makes it now quite obvious why in classical field theo-
ries we talk about curvatures and and potentials as if they are equiva-
lent.
34in electrodynamics and fluid mechanics the operators d and δ play central role and are
usually denoted by rot and div respectively - more precisely, they act in this way on one
forms, while on m − 1-forms it is the other way round, since δ = ± ∗ d ∗ and the Hodge
duality on forms holds
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Exploiting some tricks from differential geometry we obtain the promised
relation between the two Laplace operators defined so far, at least for
1-forms and vector fields. Namely, in this case we have
△1H = (dδ + δd)|Ω1 = −∇i∇i +Ric (58)
In fact this is only the first of a series of formulas, relating the Hodge
laplacian △H with the Laplace-Beltrami operator△LB, known asBochner
- Weitzenbo¨ch formulas. In a flat space (possibly compactified) cer-
tainly both laplacians coincide.
One may go a bit farther and prove that
1
2
△| ξ|2 = |∇ξ|2 ±Ric(ξ, ξ)
in which the ’plus’ sign refers to harmonic vector fields ξ for which the
tensor ∇ξ is symmetric (they are locally given by gradients of smooth
functions), whereas the ’minus’ sign is taken on the space of Killing
vector fields - the ones for which ∇ξ is skew-symmetric35.
Integration over M in both cases gives zero and when in the right hand
side we have two non-negative summands, they must both vanish inde-
pendently. In this way we easily conclude that if M is closed, and the
Ricci tensor is non-negative, then all harmonic one-forms (and respec-
tively vector fields) are parallel36. In addition to that, if Ric is positive
definite at least at one point (and still non-negative everywhere else),
then ξ is bound to vanish there due to non-degeneracy, but since it
is parallel, this means that it vanishes everywhere. In this case there
are no non-zero harmonic one-forms or vector fields on M at all. This
result is known as the Bochner vanishing theorem.
These quite simple considerations provide some useful information con-
cerning the topology of the underlying manifold. First of all, if ||Ric|| ≥
0 then the dimension of the maximal flat subspace imbedded in TM (in
the case of symmetric spaces, this is their rank) equals the first Betti
number 37 β1 = dimH
1(M,R). Therefore we have β1 = βm−1 ≤ m =
35recall that a Killing field X is by definition a field, generating isometry, and satisfies
∇νXµ +∇µXν = 0
36we call σ ∈ Ω1(M) parallel with respect to the connection ∇ if ∇X(σ) = 0 ∀X ∈ TM
37since the above considerations about vector fields naturally refer to one-forms as well
and one may easily verify that all parallel sections are harmonic
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dimM . Equality holds only for tori, while on spheres we obviously
have no global parallel sections.
In the case of strictly negative scalar curvature, the above equation
could be used to verify that there are no Killing vector fields on M .
Therefore, the group of isometries could only discrete and thus, due to
compactness, finite. This result may be used directly to prove that all
geodesics in this case are isolated. Another possible use wold be in the
attempt to obtain hyperbolic manifolds as ball quotients.
3. Now suppose that we have the flat Minkowski space R(1,3) and the
D’Alambert wave operator
 = ∂1 − ∂2 − ∂3 − ∂4
acting on it. This is a well defined Laplace type operator that possesses
a square root. Namely, we may construct a Dirac operator with the
help of the matrices38 γα, satisfying the relations
γµγν + γνγµ = −2gµν id (59)
Here g is the flat hyperbolic (Lorenzian) metric and our operator is
simply given by
P = γµ∂µ + γ
0
Note that the existence of Laplace operators is guaranteed by the metric
and the smoothness of the manifold, whereas their square root might
not exist. Speaking in general, the presence of a Dirac operator, acting
on X is a matter of whether the vector bundle of interest admits a
spin stricture, or a representation of the Clifford algebra, which is the
universal unital algebra, generated by vectors in Rn subject to the
relations (59). If so, we have a double cover of groups:
Z2 → Spin(n)→ SO(n,R) (60)
The Spinor groups in the low dimensions happen to coincide with the
universal covering groups of the special orthogonal groups. For example
Spin(3) ∼= SU(2) ∼= S3, or Spin(4) ∼= S3 × S3 etc. In order to investigate
the problem of existence of spin structures on manifolds, one needs to
38usually referred to as Dirac matrices
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study some topological properties of the corresponding principle bundle
with the help of characteristic classes. Namely, we use the notion of
Stiefel-Whitney classes ωi(V ) ∈ H i(X,Z2), where V is a real vector
bundle over X . For example, if ω1 6= 0 (and certainly H1(X,Z2) 6=
0), then the bundle V is not orientable, as we know from elementary
algebraic topology. In the case it is, the second class ω2 is an obstruction
for the existence of spin structure. Furthermore, the Abelian group
H1(X,Z2) parametrizes the inequivalent spin structures on V .
Using this apparatus, we easily obtain that the spheres of all dimensions
are spin as well as odd-dimensional complex projective spaces. In the
real case RPm is spin if and only if m = 4k−1 and has two inequivalent
spin structures as H1(RP4k−1,Z2) = Z2. For a spin manifold we have
at least one Dirac operator and a spinor connection, that agrees with
it. In our case it is given by D = γν∇ν . Then D2 is known as the spin
Laplacian and might be shown39 to be of the form
△spin := Tr(∇2) + κ
4
(61)
with κ(x) being the scalar curvature of the underlying manifold. This
formula helps for retrieving results analogous to these from the previ-
ous example. Namely, we have that if the scalar curvature on M is
non-negative, all harmonic spinors are parallel and if at least at one
point it is positive, then there are no harmonic spinors at all.
The three major classes of second-order linear PDE’s, concerned in mathe-
matical physics in which Laplace type operators are involved are:
elliptic equations of the type △φ = ρ(x), where the Laplacial is taken with
respect to a metric with positive (elliptic) signature. The function ρ is usually
interpreted as a volume distribution of the charge and φ(x) is the potential
field. Sometimes we regard the homogeneous equation with ρ = 0 to investi-
gate stationary processes (electrostatics, distribution of heat etc.)
parabolic equations involve more (for example time) derivatives of lower or-
der, which are absent in the leading symbol. Therefore, the heat equation for
instance, known also as continuity or diffusion (△+ ∂t)φ = 0 is considered
to be with degenerate leading symbol.
The last class is the class of hyperbolic equations of the above type φ = ρ(x),
39again using Bochner technique - the above formula is due to Lichnerovicz
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but this time with hyperbolic metric. One of the most popular examples is
the D’Alambert wave equation, considered in the previous section. In par-
ticular problems the save equations is reduced to a spectral equation of the
type △φ = k2φ, known as the Helmholtz equation.
5.1.1 Boundary Value Problems
In the case of closed manifolds the Laplacian appeared to be self-adjoint by
construction, but this property is no longer guaranteed when introducing a
boundary. According to the Green formula, one has to encounter boundary
terms as well. In order to get rid of them and to keep the symmetry of △,
one imposes appropriate conditions for the behavior of the solution and/or
its normal derivatives at the boundary.
As we may see from the following considerations, there are some naturally
preferable ways to do this.
The Green Function and Layer Potentials For the so called equations
of mathematical physics, it is possible to reduce the problem to the bound-
ary, using single and double layer potentials, defined by means of the Green
function and thus transform the initial PDE into an integral equation on
the boundary.
Let L(x) be a general self-adjoint PDO with varying coefficients and Λ(x, ξ)
represent its integral kernel, given by the Fourier inverse of the characteristic
polynomial. Thus we have
L(x)ψ(x) =
∫
Λ(x, ξ)ψ(ξ)dξ = F (x)
for any solution ψ and we may write formally
ψ = L−1F (x)
where the formal inverse is an integral operator. We write
L−1F (x) =
∫
G(x, ξ)F (ξ)dξ
The kernel G(x, ξ), referred to as the Green function of L(x) is determined
by the sole definition of inverse L ◦ L−1 = id, which leads to
L(x)G(x, ξ) = δ(x− ξ)
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Let us now take L to be the Laplace-Beltrami operator ∇2 in a bounded re-
gion Ω, and apply the Green theorem for the Green function and an arbitrary
solution ψ. We have∫
Ω
[
G∇2ψ − ψ∇2G] dω = ∮
∂Ω
[
G
∂ψ
∂ν
− ψ∂G
∂ν
]
dσ
where ∂/∂ν = ν.∇ is the inward-pointing normal derivative at the boundary.
Considering that ψ is a solution and G is the kernel of the formal inverse, we
obtain from the above
ψ(ξ) =
∫
Ω
G.Fdω +
∮
∂Ω
[
G
∂ψ
∂ν
− ψ∂G
∂ν
]
dσ (62)
In order to solve this integral equation, we need to get rid of some of the
terms. This is being done by imposing appropriate boundary conditions.
There are three types of boundary conditions used in this situation:
1. Dirichlet boundary conditions demand the restriction of ψ on ∂Ω to
be equal to some known function f . The solution is obtained if we set
G = 0 on the boundary in order to eliminate the term involving the
normal derivative of ψ on ∂Ω. We finally have
ψ(ξ) =
∫
Ω
G.F dω −
∮
∂Ω
f
∂G
∂ν
dσ (63)
2. Neumann boundary data prescribes the behavior of the normal deriva-
tive of the solution at the boundary ∂νψ|∂Ω = f . By analogy with the
previous case, one may attempt to set ∂νG = 0 on ∂Ω, but such so-
lution would be ill-posed, as one may see, substituting into the Green
formula. We may easily get rid of this inconvenience, and still have
∂νG|∂Ω = 0, if we let the Green operator to be inverse just modulo a
constant term
∇2G = δ + C
The constant we really need is the inverse volume of Ω (taken with
’minus’ sign). The Neumann BVP then reduces to
ψ(ξ) =< ψ > +
∫
Ω
G.F dω −
∮
∂Ω
G.f dσ (64)
with < ψ >= Vol(Ω)−1
∫
Ω
ψ dω
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3. The Robin case40 is obtained if we set a combination of the solution and
its normal derivative at the boundary to be equal to a known function
∂νψ + Sψ = f on ∂Ω. It is reasonable to ask the Green function to
satisfy ∂νG + SG = 0 at the boundary. Then, applying directly the
Green formula, one gets again
ψ(ξ) =
∫
Ω
G.F dω −
∮
∂Ω
G.f dσ (65)
The boundary terms, appearing in the above expressions are usually referred
to as layer potentials. More precisely, the single-, respectively double-layer
potentials are defined in terms of the integral operators
Sℓ(k)[f ](x) =
∮
∂Ω
G(k, x, y)f(y) dy(φ)
Dℓ(k)[f ](x) =
∮
∂Ω
∂G
∂ν
(k, x, y)f(y) dy(φ) (66)
Now the question of how we build Green functions, satisfying given boundary
conditions, naturally comes to mind. To understand this, one first takes a
more general fundamental solution, known as the free Green function G0 and
then adds correcting function in order to fulfill the demanded behavior at the
boundary.
Note that the non-homogeneous boundary conditions do not constitute a
vector space - for example a sum of two such solutions is no longer a solution,
so one may think that he has come upon an obstacle. However it is easy to see
that all non-homogenous solutions of a given equation of the above type may
be obtained form the homogenous ones via modification of Green function, as
we already saw, so that it suffices to consider only the homogeneous case41.
Let us come back to our initial example - the Laplace-Beltrami operator,
acting in a bounded domain. In the two-dimensional case, the free Green
function is known to be proportional to ln r, r =
√
x2 + y2, otherwise G0 ∼
r2−d, d 6= 2 - for each dimension there is a characteristic divergency, which is
rather topological in nature, but easy to find by analytical methods as well.
40called also ’mixed’, or ’modified Neumann’
41the same refers to the question of homogeneity of the equation itself - if φ is a solution
of the homogeneous equation, then ψ = φ ∗ f satisfies non-homogeneous equation with f
instead of zero on the right, since the convolution product is compatible with the operators
we are concerned with here
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It is obvious that these G0’s are harmonic, except for the singularity at the
origin. Adding a regular harmonic function h does not affect that property
and that is exactly how boundary conditions are obtained.
For the heat equations, it is easy to show via Fourier transform that the
fundamental solution has kernel in the form
G0(x, y, t) = (4πt)
−d/2e−
||x−y||2
4t
A particular interest for us in the following will be the two-dimensional
Helmholtz equation ∇2ψ + k2ψ = 0. Its free Green function is shown to
be given by a Hankel function of the first kind
G0(~x, ~x
′) =
i
4
H
(1)
0 [k(~x− ~x′)]
5.1.2 Estimates and Properties of the Spectrum
Here we study some of the properties that a Laplace spectrum on a compact
Riemannian manifold should possess. Most of them could be found either in
[34] or in [21].
First of all, let us consider again the eigenvalue problem
△φ = λkφk (67)
with the corresponding boundary condition (D,N or R). Then we have for
the spectrum growth rate the following estimate:
1. ∀ ε > 0 ∃n(ε) ∈ N, n 2m−ε ≤ λn ≤ n 2m+ε, where m is the dimension
of the underlying manifold M
2. let ck denote the Fourier coefficients in the expansion of any L2 - func-
tion ψ over the basis φk of eigenfunctions of △. Then ψ is smooth if
and only if lim
n→∞
nkcn = 0, ∀k ∈ Z
3. if in M we have a Riemannian connection and ||ψ||k denotes the sup-
norm of the k−th covariant derivative of the L2 - function ψ, then for
sufficiently large n there exists j(k) such that ||φn||k ≤ nj(k)
Furthermore, one has some estimates for the first eigenvalue for closed mani-
folds of dimension m ≥ 2. Namely, ifM is such manifold and its Ricci tensor
satisfies
ρ(X,X) ≥ (m− 1)α > 0 (68)
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for all X ∈ TM and some positive real constant α, then for the first eigen-
value of the Hodge laplacian we have (by Lichnerovicz formula) λ1 ≥ mα.
On the other hand, for non-negative Ricci curvature, there is a lower bound
λ1 ≥ π
2
d2M
, where dM is the diameter of M . With this newer result, the above
estimate could be improved as follows:
Let M be as before and suppose
ρ(X,X) ≥ (m− 1)α, α ∈ R (69)
then there are two cases
λ1 ≥ (m− 1)α
4
+
π2
d2M
if α ≥ 0
λ1 ≤ (m− 1)
2α
4
+
β(m)
d2M
if α < 0 (70)
In the latter β(m) is a real constant, depending only on the dimension.
In the special case m = 2 we also have restrictions concerning multiplicities
µj of the non-zero eigenvalues. For example, we have µj ≤ 2j + 1 for the
sphere, µj ≤ 2j+4 for the torus, for the Klein bottle and the real projective
plane the upper bound is 2j+3, and finally µj ≤ 2j−2χ(M)+3 for surfaces
of negative curvature42.
Note that in the case of a Riemannian surface of genus g we also have the
classical estimate for eigenvalue multiplicities:
dimEλk =
1
2
(2g + k + 1)(2g + k + 2) (71)
42here and below χ(M) denotes the Euler number of M
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5.2 The Ψ-calculus and Quantization
5.2.1 The Fourier Transform, ΨDO′s and Sobolev Spaces
The Fourier transform F is a well-defined endomorphism of the space of
Schwartz functions43 S(Rn):
∀f ∈ S(Rn) fˆ(p) = F(f)p =
∫
Rn
f(x)e−i(p,x)dnx
and with its inverse
F−1(φ)x = (2π)−n
∫
Rn
φ(p)ei(p,x)dnp
it is an involution for even functions due to the property F2(φ)x = φ(−x).
The fixed point of this involution is easily seen to be the Gaussian distribution
f(x) ∼ (2π)−n/2e−|x|2/2
as one may easily check with a simple calculation.
The map (2π)−n/2F is a unitary automorphism of the Schwartz space of
function due to the Perseval-Plancherel theorem
||fˆ ||L2 = (2π)n/2||f ||L2 (72)
No matter that S is the maximal closed under F subspace of L2, it can
naturally be prolonged over its dual space - the distributions in S ′(Rn) by
the formula44
〈Fu, v〉 := 〈u,Fv〉 (73)
For example F(δ) = 1 for the Dirac δ-function etc.
One of the main advantages of the Fourier transform for the theory of PDE
is that it turns differentiation into multiplication. More precisely, for every
multi index α we have
F(Dαf) = ξαf D = i ∂
∂x
(74)
43these are by definition the smooth functions f for which there exist constants Ckl such
that for every choice of the multi-indices, the estimate |xkDlf | ≤ Ckl hold for all k, which
means that the Schwartz functions, together with all their derivatives, decrease faster at
infinity than the inverse of any polynomial |Dlf | ≤ Ckl(1 + |x|)−k
44unlike ( , ) that we use for the usual dot product in Rn, here 〈 , 〉 denotes the scalar
product in L2
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which allows for expressing a constant-coefficient differential operator by
means of a polynomial in the ξ-variable:
P =
∑
aiD
i = Op(P˜ ) := F−1P˜ F (75)
Recall that the polynomial σ(P ) = P˜ =
∑
ai ξ
i is called the symbol of P
(often denoted P (x, ξ) for simplicity) and we write Op(P˜ ) = P (x,D) for an
operator with varying coefficients whose symbol is P˜ .
The notion of symbol allows for expressing easily the inverse of various dif-
ferential operators. For example, the resolvent of the constant-coefficient
operator 1−△ is simply given by
(1−△)−1 = Op
(
1
1 + |ξ|2
)
For the x-dependent case there is a natural extension of this formalism as we
shall see later.
Another familiar example is the resolvent of the heat equation, which is of
particular interest for our considerations. As it not hard to prove by a simple
Fourier technique, it has the form Op (et|ξ|
2
), or as we shall formally write,
e−t△.
One may alternatively define the action of an operator P , acting on S(Rn)
by its integral kernel Kp (x, y), given by the symbol via Fourier transform
P (f)x =
∫
Rn
Kp (x, y)f(y)dy = (2π)
−n
∫
Rn
ei(x−y).ξP˜ (x, ξ)f(y) dy dξ (76)
We remark that the integral on the right side does not necessarily converge
absolutely, so in the generic case we are not allowed to interchange the order
of integration.
Note that for integral kernels the sensible composition law is given by the
convolution product45
(f ∗g)(x) :=
∫
f(x− y)g(y)dy =
∫
f(x)g(y − x)dy, f, g ∈ S(Rn) (77)
which is a kind of generalization of the usual matrix multiplication for con-
tinuous indices.
45sometimes called also star product
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Although we define the star product for the Schwartz class it extends to a
broader functional space. For example in S(Rn) the convolution algebra does
not posses unit element. However, as we know, the δ-distribution is such an
element in the extended case. There are some basic properties of ∗ we shall
take advantage of in the following:
δ ∗ f = f
fˆ ∗ gˆ = f̂. g, fˆ . gˆ = f̂ ∗ g
∗△ = △ ∗
f ∗ (g ∗ h) = (f ∗ g) ∗ h (78)
From now on we shall use both the symbol and the kernel of the operators
in interest.
As we saw in the examples, the inverse of a differential operator is no more
differential, but belongs to a broader class of operators. For the study of
these classes we investigate the spaces of symbols. Therefore we introduce
the notion of the Sobolev space Hs. For integer values of s, this is simply
the space of functions with square integrable derivatives up to order s. The
norm in this case is naturally expressed by means of the L2-norm with the
formula
||f ||s =
∑
|α|≤s
||Dαf ||L2
However, the definition is extended to all real values of s as follows:
f ∈ Hs ⇔ f(1 + |ξ|2) s2 ∈ L2
||f ||s :=
∫
(1 + |ξ|2)s|fˆ(ξ)|2 dξ (79)
Actually, the first follows from the definition of the norm, thanks to the
Perseval-Plancherel theorem.
Of course, for integer s both definitions agree and of course46 H0 ≡ L2.
Moreover, each two positive real numbers s ≤ t we have the inclusion
S(Rn) ⊂ H−t ⊂ H−s ⊂ L2 ⊂ Hs ⊂ Ht ⊂ S ′(Rn) (80)
In this hierarchy of spaces we have quite a natural descending map - deriva-
tion. Namely the derivative Dα extends to a continuous map
Dα : Hs → Hs−|α|
46therefore from now on we shall write || . ||0 instead of || . ||L2
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Intuitively, by applying this map, we loose the first |α| square-integrable
derivatives of f and fall down on a lower stair in the hierarchy.
There are several nice properties, concerning the topology of the Sobolev
spaces, which we omit for the sake of simplicity, but instead we give a good
interpretation of H−s as the dual of Hs with respect to the L2 scalar product,
which extends to a perfect pairing between Hs and H−s.
Baring these things in mind, we are ready to give the definition of a pseudo-
differential operator. First let us consider a function p (x, ξ) : Rn×Rn → C,
such that
1. p (x, ξ) is smooth in both arguments and compactly supported in the
x-space
2. ∀α, β ∈ Nn ∃Cα,β, |DαxDβξ p (x, ξ)| ≤ Cα,β(1 + |ξ|)d−|β|
We call such a function a symbol of order d (p ∈ Sd, d ∈ R) and assign to it
an operator in the familiar way
P (x,D)f = Op (p (x, ξ)) = (2π)−n/2
∫
Rn
ei(x−y).ξp (x, ξ)f(y) dy dξ
Such P we call the pseudo-differential operator(of order d), associated with
(or having as its symbol) p (x, ξ).
First of all we need a few notes. The well-known differential operators are
a private case of ΨDO’s according to the above definition - the ones with
polynomial symbols. Their order as differential operators (the degree of the
symbol) certainly coincides with the order given by our new definition. For
a wider class of operators, however, the order is not bound to be an integer.
For example, given a compactly supported smooth function f(x) ∈ C∞0 (Rn),
for all real d the symbol p (x, ξ) = f(x)(1 + |ξ|2) d2 ∈ Sd defines correctly a
ΨDO of order d.
Another feature of the pseudo-differential operators is that they generalize
the role of the PDO’s in the sense that each ΨDO of order d extends to a
continuous map
P : Hs → Hs−d
for all real values of s.
And at the end of this section we give one more very important definition.
We say that P (x,D) is smoothing if its symbol belongs to Sd for all d, and
that is C∞, but we write p ∈ S−∞. One can show that in this case P (u) is
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smooth, regardless of weather u is smooth or not.
5.2.2 Symbolic Calculus, Weyl Quantization and F IO’s
First of all we note that the operators under consideration constitute an al-
gebra with respect to the operator composition and taking the adjoint. The
infinitely smoothing operators form its ideal and in practice we mod out by
it to obtain a nice factor-algebra.
We use the notation P ∈ Ψd to show that p ∈ Sd and Ψ−∞ = ∩dΨd will de-
note the space of infinitely smoothing operators. We also use P ∼ Q to show
that operators (as well as the associated symbols) fall in the same equivalence
class - differ only by infinitely smoothing term. We have the formulae
σ(P ∗) ∼
∑
α
1
α!
dαξD
α
xp
∗
σ(PQ) ∼
∑
α
1
α!
dαξ pD
α
xq (81)
whenever both sides are well-defined. In particular, if we consider only the
leading symbols (the highest-order homogeneous parts of the symbol func-
tions), we have simply
σL(PQ) = σL(P ) σL(Q)
Moreover, the algebra thus defined, is graded, in the sense that if P ∈ Ψl
and Q ∈ Ψm, then PQ ∈ Ψl+m. The above remains true also in the case of
matrix-valued symbols.
This construction may be used for example to construct asymptotic series of
operators. More precisely, if pj ∈ Sdj , dj → −∞ we have p ∼
∑
j
pj which
is unique modulo S−∞.
Pseudo-differential operator possess the important property of pseudo-locality
which means that if f ∈ Hs is smooth in some open set U then Pf is smooth
there as well.
In practice one has to deal with ΨDO’s defined on manifolds, rather then on
Rn as we implicitly assumed so far. The generalization, however, is straight-
forward using partition of unity as long as one keeps in mind that the Sobolev
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spaces the operators live in are preserved under diffeomorphisms and the
leading symbols transform in a covariant way. This gives a sufficiently nice
transition between coordinate charts, so that modulo Ψ−∞ everything works
fine.
Now we mention some important classes of ΨDO’s that appear naturally in
calculus and mathematical physics.
Elliptic and Fredholm Operators Generally we call P ∈ Ψd elliptic if it
is invertible modulo a Ψ−∞ operator. More precisely, this would mean that
there exists Q ∈ Ψ−d such that PQ ∼ id and QP ∼ id. Elliptic operators
have some very nice properties compared to the generic case. One of them
is the so-called Ga¨rding’s inequality, which states that if P ∈ Ψd is elliptic
in a region U and f ∈ C∞0 (U), then the estimate
||f ||d ≤ C(||f ||0 + ||Pf ||0)
always holds for some constant C.
Note that the sum of two elliptic ΨDO’s need not be elliptic. This is always
true, however, if they have both positive symbols. This allows for defining
an elliptic ΨDO on a manifold again using a partition of unity. A crucial
point in the theory of elliptic operators is the fact that when defined on
closed manifolds, they are Fredholm. Fredholm operators are usually defined
as bounded linear maps between Hilbert spaces Fred(L,M) ∈ Hom(L,M)
that are invertible modulo a compact operator, which means that if F ∈
Fred(L,M) there exist operators G,H ∈ Hom(M,L) such that FG − id is
compact in M and HF − id - compact in L respectively. Such operators
have finite-dimensional kernel and co-kernel (the null-space of the adjoint
operator). Moreover, their image is closed (and the same refers to the image
of the adjoint). It is not very hard to see that each operator with these
properties is Fredhom and that they survive under composition and taking
the adjoint. The above properties of Fredholm operators are widely used -
for instance, for the derivation of Hodge decomposition in algebraic topology,
or for the definition of index.
k-ΨDO’s For a natural generalization of the notion of a pseudo-differential
operator, that is often used in physics, we first define the k-Fourier transform
by the formula
Fk[u](ξ) = uˆk(ξ) =
∫
Rn
e−ik〈ξ,x〉u(x) dnx (82)
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and to each symbol function47 p(x, ξ), we associate an operator in the familiar
way
P [u] = Op (p)[u] = F−1k [p ]Fk [u]
In more explicit terms what we have is
P [u](x) =
(
k
2π
)n ∫
Rn
eik〈x,ξ〉p (x, ξ) uˆk(ξ) dnξ (83)
The additional k-dependence appears in various problems as we shall be able
to make sure very shortly. Apart from the k-dependence hidden in the Fourier
transform, one may have to deal with a more explicit one - in the symbol
itself. In this case it is a standard situation to observe such dependence also
in the estimate for p from the definition. Namely, one may be interested in
symbol functions for which
∀α, β ∈ Nn ∃Cα,β, |DαxDβξ pk (x, ξ)| ≤ Cα,βkr(1 + |ξ|)d−|β|
and then one has an additional r-parameter which appears to be very helpful.
For example, if the above is true for a whole series pkj with corresponding rj
than monotonically tend to minus infinity, then this series is an asymptotic
expansion of some symbol pk in the sense that
pk(x, ξ) ∼
∑
j
pkj (x, ξ)
The above has the meaning of a power series expansion where the reminder
is bounded and the bound is governed by a term of order k−∞.
One significant subclass here is the class of the so-called classical symbols for
which the above expansion is in integer powers48 of k:
pk(x, ξ) ∼
∑
j
kr−jpj(x, ξ)
In particular, the leading symbol of the above is σL = k
rp0(x, ξ).
The space of operators, associated to such classical symbols is usually denoted
47in the sense, clarified above
48note that the absence of upper index on the right hand side means that the symbols
pj(x, ξ) fulfill only the standard estimate for a generic symbol function, whereas for p
k(x, ξ)
it is with an additional factor kr as previously introduced
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by Ψrcl. We note that a lot of ΨDO’s appearing in mathematical physics are
of this type. For such operators we still have a nice-looking composition
rule - let P1, P2 ∈ Ψ0cl and p1, p2 denote their symbols respectively. Then if
Q = P1P2, we have for its symbol q = σ(Q) the power series expansion
q(y, η) = exp
[
i
k
〈Dx, Dξ〉
]
p1(y, ξ) p2(x, η) (84)
evaluated at x = y, ξ = η.
Weyl Quantization We already saw that (at least formally) a ΨDO is
defined by its symbol (and vise versa) via the formula49
P [u](x) =
(
k
2π
)n ∫
Rn
p (x, ξ) u(y) eik〈(x−y), ξ〉dnξ dny
In some cases, however, it is more convenient to use a slightly different defi-
nition of a symbol, we shall refer to as Weyl symbol and denote pW , in order
to have the above in the form
P [u](x) =
(
k
2π
)n ∫
Rn
pW
(
x+ y
2
, ξ
)
u(y) eik〈(x−y), ξ〉dnξ dny (85)
Note that this does not introduce a different operator, but simply offers
another formulation. The relation between the two symbols is given by the
formula50
pW (x, ξ) = exp
[
1
2
DxDξ
]
p (x, ξ) (86)
Note that an alternative way to define a ΨDO is by its integral kernel.
Namely, if Kp(x, y) a matrix-valued function with compact x-support and
f(y) is vector-valued, with compact support, then we define the operator
Pf(x) =
∫
Kp(x, y)f(y)dy
49we refer to the more generic case of a k −ΨDO, the usual one is, of course, the same
with k = 1
50here and below we use the notation D = −i∇
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as a ΨDO that is Ψ−∞ if Kp is smooth. For the case of Weyl symbols one
may use the Fourier inversion formula to find the one-to-one correspondence
between the two representations. It is obvious from the above that
Kp
(
x+ y
2
,
x− y
2
)
=
(
k
2π
)n ∫
pW (x, ξ)eik〈y,ξ〉dny
and then, by Fourier inversion
pW (x, ξ) =
∫
Kp
(
x+ y
2
,
x− y
2
)
e−ik〈x,ξ〉dny
One of the main advantages of the Weyl symbol is that (in terms of operator
multiplication) it is written in explicitly symplectic-invariant form. In order
to see this one needs to regard first (x, ξ) as a point z in the cotangent bundle
over the x-space, endowed with a natural canonical symplectic form ω. Then
if PQ = R, for the corresponding symbols it is true that
r(z) = pW (z − 1
2
ωDz)q(z) = q
W (z +
1
2
ωDz)p(z)
which can be interpreted in the following way: let γ ∈ Sp(n,R) and γ∗ denote
its natural pull-back to functions γ∗f(z) = f(γ−1z). It is then a matter of
computation to show that
γ∗p (x,D) γ∗q (x,D) = γ∗r (x,D)
Using this invariance we can introduce a quantization scheme that is mostly
used for ΨDO’s. Let Op(pWj ) ∈ Ψ0cl, j = 1, 2 and let Q = P1P2 denote their
product with Weyl symbol qW . Then the latter is still a classical symbol and
its asymptotic expansion is given by the formula
q(x, ξ) ∼
∞∑
k=0
1
k!
(
i
2k
(DηDx −DξDy)
)k
pW1,k(x, ξ) p
W
2,k(y, η) | η=ξ, y=x
= σL(p
W
1 )σL(p
W
2 )(x, ξ)−
i
2k
{pW1,1, pW2,1}(x, ξ) +O(k−2) (87)
where the symbols pW1,k and p
W
2,k are those that take part in the asymptotic
power series representing pW1 and p
W
2 respectively, and {. , .} denotes the
Poisson bracket.
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One may readily see that the above formula leads to a natural correspondence
(modulo terms of order k−2) between the classical quantities (functions on
T ∗X) and their dynamics, defined by the Poisson bracket on the one hand,
and the quantum observables (operators, acting in Hilbert space) with the
commutator algebra on the other. More precisely, from the above we easily
derive the formula
σ[P,Q] =
1
ik
{σ(P ), σ(Q)}+O(k−2) (88)
The Weyl quantization is quite convenient physical considerations as it de-
fines the operator by its natural action on plane waves. Moreover, it allows
for an easy expression of the expectation value
〈ψ | Op(pW ) | ψ〉 =
(
k
2π
)n ∫
Rn
pW (x, ξ)Wψ d
nx dnξ
where the Wigner function Wψ is defined as
Wψ(x, ξ) =
∫
Rn
ψ¯(x− y/2)ψ(x+ y/2)e−ik〈y,ξ〉dny
A Glimplse On Fourier Integral Operators We note that the set of
all k −ΨDO’s forms an infinite-dimensional Lie algebra with the grading
[Ψr1 ,Ψr2] ∈ Ψr1+r2−1
and in particular Ψ1 forms a sub-algebra. It is interesting to see what are
the corresponding Lie groups (if there are any) to these algebras. It turns
out that these groups exist and are formed by invertible k-Fourier integral
operators. To introduce k − FIO’s one takes the standard construction of a
classical k − ΨDO via an oscillatory integral and extends a little. Namely,
the action of a k − FIO is given by an expression of the form
Fk[u](x) =
(
k
2π
)d ∫
Rd×Rm
eikφ(x,y,ξ) f(x, ξ) u(y) dy dξ (89)
where f ∈ Srcl is a classical symbol in the above sense and the non-degenerate
phase function φ is homogeneous map of degree one in ξ and generates a conic
Lagrangian manifold Λ ∈ T ∗M × T ∗M/{0}. We may also restrict ourselves
to the specific case where Λ is a graph of symplectic diffeomorphism η and
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φ - its generating function. With this interpretation in mind it is natural to
write the above oscillatory integral in the form
Fk[u](x) =
(
k
2π
)d ∫
Rd×Rm
eik(S(x,ξ)−〈y,ξ〉) f(x, ξ) u(y) dy dξ (90)
With the choice S(x, ξ) = 〈x, ξ〉 one recovers the definition of a k − ΨDO.
In this case, as it is not hard to see, η = id and Λ is the diagonal in T ∗M ×
T ∗M/{0}. Hence, we have the imbedding
DO ⊂ ΨDO ⊂ FIO
Now let us just enumerate some of the nice properties of the FIO’s that
make them an often preferred tool for calculations.
First of all, due to their invariance under diffeomorphisms, these FIO’s can
be defined on manifolds51 as bounded linear operators. Moreover, they ex-
tend to such maps between Sobolev spaces, just as the ΨDO’s do. Second,
these operators are not pseudo-local, but posses the more general property
to make the wavefront evolve in a fairly ’nice’ way, namely
WF (F [u]) ⊂ Λ ◦WF (u)
It is also a important to see how these operators behave under composition
and conjugation. The answer is quite satisfactory:
1. Let Fi, i = 1, 2 be two FIO’s of order ki and bi(ξi, x, y), φi(ξi, x, y)
denote their amplitudes and phase functions respectively. Then F1 ◦F2
is again a FIO of order k1 + k2 with amplitude b1(ξ2, x, y)b2(ξ2, x, y)
and phase function φ1(ξ1, x, y)+φ2(ξ2, x, y). The corresponding diffeo-
morphism is just a composition of the morphisms, defined by F1 and
F2, namely η12 = η1 ◦ η2.
2. Now let F † denote the conjugate of F . Then it defines a diffeomor-
phism η−1 and is given by an amplitude b∗(ξ, x, y) and phase function
−φ(ξ, x, y). From here we see that the product of a FIO with its
conjugate is actually a ΨDO.
51in order to avoid confusions, let us restrict our attention to compact ones for the time
being
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We give clear account of the fact that the above exposition on pseudo-
differential calculus and applications hardly covers the minimum for any
decent survey. However the hope is most of all to draw the reader’s at-
tention to the topic and to the matter and ensure a sufficient platform for
further exploration. Our basic guides in the second half of this section are
[35] as well as the appendix of the dissertation [31]. Both works have the
advantage of clear and plain exposition. A more thorough investigation could
be found in Ho¨rmander’s monograph on partial differential equations.
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6 Trace Formulae
Throughout the present work we became familiar with some basic concepts
in modern (and not that modern) mathematical physics, starting with inte-
grability, quantization and arriving at the theory of PDE’s and Ψ-calculus
at the end. No matter how significant these things are for the whole theory,
we have to admit that nothing yet has been said about spectral geometry
itself.
The trace formulae introduced below are the basic tools of spectral geometry
and reveal the essence of its philosophy. Only in this section we have system-
atically exposed the theory of the correspondence between spectra, geometry
and dynamics.
To start with, we recall the classical Poisson summation formula:∑
k∈Zn
f(k) =
∑
k∈Zn
∫
Rn
f(ρ) e2πi〈ρ,k〉dρ =
∑
k∈Zn
fˆ(k) (91)
The above formula is crucial for the theory of theta and zeta functions, and
it relates the sum over all lengths of closed geodesics (the right hand side) to
the spectrum of the self-adjoint operator
√△ on the torus Tn (on the left).
Thus, it inspires a whole series of formulae, involving operator traces and
geometric quantities to be discussed below.
Even the simplest case that we consider here can be very helpful in practical
computations. It is worth nothing for example to show the extremely valuable
identities concerning traces on the unit circle
∑
k∈Z
e−k
2τ =
√
π
τ
∑
m∈Z
e
mpi2
τ
∑
k∈Z
1
x2 − k2 =
π
x
cotπx
∑
k∈Z
δ(x− k) = 1 +
∞∑
m=1
cos 2πmx
One of the first generalizations was made by Selberg, who obtained a trace
formula for a particle, moving freely on a negatively curved surface X . The
formula relates the spectrum of the Laplace-Beltrami operator over such
hyperbolic surface to the length spectrum of the closed geodesics over it.
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For a smooth, even test function h on X , with compactly supported Fourier
transform hˆ, the formula reads
∞∑
j=0
h(ρj) =
Vol(X)
4π
∫
R
h(τ) tanh (πτ)τ dτ +
∑
γ∈H∗
∞∑
k=1
ℓγhˆ(kℓγ)
2 sinh (kℓγ/2)
(92)
where H∗ is the set of primitive closed geodesics and ℓγ - their lengths.
The quantities ρj are related to the spectrum of the Lapacian by ρ
2
j =
λj + κ/4, λj ∈ Spec(△), but we may take the scalar curvature with the
normalization κ = −1. Then the left hand side is, according to Lichnerovicz
formula, a symmetric function of the Dirac operator with eigenvalues ρj.
Selberg trace formula appears to be a powerful tool for relating classically
chaotic motion to quantum spectra and apart form that has proved useful
in scattering theory52.One may attempt for example to restore the whole
geometry of a hyperbolic surface X from the spectrum {λj}. The idea is
to determine one by one the lengths of the primitive closed geodesics on X ,
which are known to be isolated and represent the fundamental cycles gener-
ating π1(X). Once π1 is determined, X is easily represented as a quotient of
the Poincare´ unit disk.
There is one rather algebraic formulation of the above trace formula, that
relies on the notion of induced representations. Let G be a Lie group,
Γ - its subgroup and let L : Γ → H(L) be a representation of Γ. We
use F to denote the space of functions f : G → H(L) with the property
∀γ ∈ Γ, f(γ.g) = L(γ)f(g). Moreover, the space F is equipped with a scalar
product induced by the scalar product in H(L)
〈f1|f2〉 =
∫
G/Γ
(f1, f2)H(L)dµg
where µ is the Haar measure on G.
Now the representation we call induced by L and denote UL, appears natu-
rally as
UL : G→ F, UL(h) · f(g) = f(g · h)
A crucial property of induced representations is the following
UL⊕M = UL ⊕ UM
52recall that the monodromy matrix constitutes a representation of SU(1, 1), which us
a principle bundle over the Poincare´ disk
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From here it follows immediately that if L is reducible, so is UL and vice
versa.
Now let UL be completely reducible UL = ⊕jnjM j . Then we have for its
trace
TrUL =
∑
j
njTrM
j =
∫
G
M(f)dµ(M)
The Selberg trace formula then concerns the trace of the induced represen-
tation. It states
TrUL =
∫
G/Γ
∫
Γ
f(g.γ.g−1)χL(γ) dγ dν(g) (93)
Here ν(g) is the normalized measure on G/Γ induced by µ.
In the trivial case when Γ = {e} and G is abelian, we recover the classical
Poisson summation formula∫
f(γ) dγ =
∑
χ∈Γ⊥
fˆ(χ)
6.1 The Heat Kernel and ζ-regularization of the Effec-
tive Action
One of the best known examples of trace formulae in mathematics and physics
is the so called Weyl expansion53 for the asymptotic fundamental solution of
the heat equation. Here we are going to briefly introduce this technique and
give some examples of its applicability from quantum gravity.
6.1.1 High-temperature Expansion
We consider the heat equation
(△+ ∂
∂t
)φ = 0
mainly for closed manifolds but also as a boundary-value problem. In both
cases one may construct a parametrix, or a fundamental solution modulo
Ψ−∞, given by a power series in
√
t with locally computable coefficients
53sometimes called also heat content or Seeley-DeWitt expansion
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ak(x), depending only on the curvature and its derivatives.
To start with, the kernel of the resolvent for Rn is known to be of the form
K0(x, y, t) = (4πt)
−n
2 e−
||x−y||2
4t
For a curved manifold, however, the Laplacian undergoes certain deforma-
tion and so does its resolvent. Nevertheless, some basic features remain
unchanged: namely, the homogeneity in |x − y|/√t, the translation invari-
ance and the exponential damping for large ’distances’.
Now let us consider a perturbative expansion of the resolvent kernel for a
generic closed manifold. It is quite obvious that the Euclidian laplacian is
the zeroth approximation in
△ = △0 + ǫ△1 + ǫ2△2 + . . .
and respectively K0 is the zeroth order term in the solution. Substitution in
the non-perturbed equation yields
(△+ ∂
∂t
)K0 = δ +R (94)
where R is a lower-order kernel. We claim that the first correction term54 is
given by K0−K0 ∗R. This is easy to verify by a straightforward substitution
in the initial equation - here we take advantage of the fact that ∗ commutes
with the heat operator and δ ∗ R = R by the very definition of δ. Thus we
have cancelation of the first-order residue R, which is replaced by a lower
order term −R ∗R. To get rid of it, following the same idea, we correct the
Green function by adding the term K2 = K0 ∗R ∗R, which generates on its
side another residual term of lower order. With this iterative procedure one
obtains a convergent series of the form
K ∼
∞∑
k=0
Kj, Kj := (−1)jK0 ∗R . . . ∗R︸ ︷︷ ︸
j
(95)
and as j tends to infinity, the order of the residual term in the approxima-
tion tends to minus infinity, so the above series represents by definition the
54here ∗ stands for the convolution product for the integral kernels defined in the usual
way
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parametrix of the heat equation for a generic smooth compact manifold with-
out boundary. We note that this construction is in fact quite natural - this is
nothing but a convergent geometric series in Banach space, where the usual
multiplication is replaced by convolution of Voltera kernels and the condition
|R| < 1 makes sense once the corresponding operator norm is introduced.
Let us consider now the kernel K(x, y, t). As the general theory says, it is a
well defined smooth function everywhere in its domain, except on the diago-
nal x = y where it has a singularity at t = 0. The idea of theWeyl expansion
is to give an asymptotic representation of K(x, x, t), or more precisely of its
parametrix, in the limit t → 0 as a power series. This is being done with
the help of the theorem of Minakshisundaram and Plejiel, stating that the
parametrix of K is really expandable in the form
K(x, x, t) ∼ 1
(4π)
n
2
∞∑
k=0
a˜k(x)t
k−n/2 (96)
modulo infinitely smoothing terms with d being the dimension of the under-
lying manifold.
One immediate consequence of theMP theorem is that the coefficients in this
series are spectral invariants, that locally depend polynomially, as we shall
see later, only on the curvature and its derivatives. The first and simplest
ones have very clear geometrical meaning55. In the case of closed manifolds
for example, we have
a0 = Vol(X)
a1 =
1
6
∫
X
R
√
g dnx
a2 =
1
360
∫
X
(2|Rˆ|2 − 2|Ric|2 + 5R2)√g dnx (97)
In the latter |Rˆ|2 and |Ric|2 are the square norms of the curvature and Ricci
tensors respectively and R, as usual - the scalar curvature of M . Now we
can easily see that the first approximation in high-temperature (or ultravio-
let) limit gives us the opportunity to ’hear’ the volume of the under lying
manifold, asMark Kac formulated it. The second is nothing but the Einstein-
Hilbert action. In dimension two it is proportional (via Gauss-Bonnet for-
mula) to the Euler number of the manifold. The third accounts for the
55here and below we adopt the notation ak =
∫
X
a˜k(x) for the integrated invariants
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presence of anomalies in 4D field theory, as we shall explain below etc.
Obtaining these quantities in explicit form however is not that easy. There
are several preferable ways to do this - some are based on geometrical invari-
ants and dimensional reduction, others use residual calculus for the resolvent
kernel. Here we only give a brief idea of the most popular methods that have
found application so far.
Perturbative Ansatz To begin with, let us consider a Riemannian mani-
fold with almost flat metric. One may regard the MP theorem as a construc-
tive tool for perturbative calculation of heat invariants. Supposing that the
curvature is relatively small, one may expand the curved metric as a sum of
the flat (Euclidean or Lorentzian) metric ηµν and a correcting term
gµν = ηµν + hµν
Then one needs to obtain the variation of the Laplacian and by substituting
the Euclidean heat kernel K0 in the formula (95) for the perturbed Laplacian,
obtain (at least the leading part of) the remainder in (95). Next, using the
convolution procedure described above, one may, in principle, find higher-
order corrections as well. The coefficient in front of the jth power of t in the
cut-off Voltera series so obtained is certainly a polynomial of the entries of
hµν and their derivatives. These polynomials may look confusingly complex
(the whole complexity coming from the cumbersome-looking variation of the
Laplacian) and yet they are not that difficult to transform in the form aj
given above by means of Stokes theorem and some basic identities from vector
calculus and differential geometry. The integral invariants are then obtained
by simple integration. For example the coefficient a0 is trivially given by
a0 = (4πt)
n
2TrK(x, x, t)|t→0 = Vol(M)
However, analogous computation even for a2 becomes complicated. Thus in
order to obtain in relatively simple manner higher order coefficients, we need
some more efficient method that are described below.
Variational Method In this paragraph we shall be using the so called
smeared heat kernel
K(f,D, t) = TrL2(fe
−tD)
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that emphasizes the distributional nature of K. Here f is a smooth function
and D - an elliptic, self-adjoint operator, acting on the space of square-
integrable functions L2. Accordingly, we refer to ak(f,D) as to the ’smeared
coefficients’.
Then, as this trace is still well defined, one may write the following variational
equations for the corresponding heat coefficients ak(f,D):
a˙k(1, e
−2ǫfD) = (n− 2k)ak(f,D)
a˙k(1, D − ǫF ) = ak−1(F,D)
a˙n/2−1(e−2ǫfF, e−2ǫfD) = 0 (98)
where the notation x˙ is used for
dx
dǫ |ǫ=0
and f, F are two arbitrary smooth
functions.
To prove the first equation we use that
T˙r[exp(−e−2ǫf tD)] = Tr[2ftD exp(−tD)] = −2t d
dt
Tr[f exp(−tD)]
and expand both sides in power series in t. The second one could be easily
checked in a similar way. In order to prove the third identity, we construct
the operator Dǫ,δ = e
−2ǫf(D − δF ) for which, by the first equality, we have
a˙n/2(1, Dǫ,δ) = 0. Then we vary the latter with respect to δ and since the
variations commute, we can easily apply the second equality to prove what
we have in the third.
The strategy we use to construct heat invariants, first used by Gilkey [35], is
the following: first, according to the MP theorem, we construct ak as a linear
combination of all possible independent invariants of the corresponding de-
gree, one may build from the metric and its derivatives (and the derivatives
of the potential term, if there is one). Then we use the above variational
equations and some other generic considerations to eliminate the free pa-
rameters. For example, if n = 2, there are only two invariants - E and the
scalar curvature R. Note that we can always eliminate the derivatives of f
via integration by parts, which is no longer true in the case of manifolds with
boundary. Moreover, all half-integer coefficients equal zero in this case, since
one cannot construct an odd dimensional invariant integral if boundary is
absent - integration by parts makes them all vanish.
Now, in order to make things a bit more complicated, we let all our con-
siderations take place in a vector bundle V , so that we may have additional
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indices (gauge, spin etc.) which we denote by Greek letters, or omit, if pos-
sible. Then let us write once more the Laplacian under consideration, in the
generic form (56), which now would be
Dαβ = −gik∇αi ∇βk − Eαβ
where ∇ and E are respectively a (matrix-valued) covariant derivative and
an endomorphism (as chosen in (57)), taking values in a vector bundle V over
X . We may think of E as of a kind of effective potential, as far as physics is
concerned. In the physical example of a free massless scalar field in curved
space-time, it is given approximately by
Eαβ ∼ −1
2
(U ′′(Φ¯))αβ − n− 2
4(n− 1)R δ
αβ
For the construction of the non-vanishing ak(f,D) we consider several quite
special cases. Assume, first of all, that the underlying manifold has a direct
product structure M = M1 ⊗M2 and the operator D is given respectively
by D = D1⊗ 1 + 1⊗D2. Since the bundle indices are also independent, one
may write symbolically exp(−tD) = exp(−tD1) ⊗ exp(−tD2) and use that
the smearing function factorizes as well f(x1, x2) = f1(x1)f2(x2) to obtain
finally
ak(x,D) =
∑
p+q=k
ap(x1, D1) aq(x2, D2) (99)
The above equation may be used to show that the dependence of the heat
coefficients on the dimensionality d is fairly trivial - they are all simply
multiplied by an overall factor (4π)−n/2. In order to prove this, one takes
M1 ∼= S1, for which we know, from Poisson summation formula, that the
high-temperature expansion has only one non-zero term. More precisely
KS1(1,−∂2x) ∼
√
π
t
and applying the product formula for ak one obtains the recursion relation
needed.
Therefore, it is sensible to write
a0(f,D) = (4π)
−n/2
∫
dnx
√
gtrV {fα0} (100)
a1(f,D) = (4π)
−n/2
∫
dnx
√
gtrV {f(α1R + α2E)} (101)
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and so on. We already know that α0 = 1, and can prove it once more by
using our new approach. The coefficient α2 = 1 is easily determined by the
second variational equation. For α1, however, we need to include higher-order
coefficients in the system of equation which would give in the end α1 = 1/6.
When boundary is introduced, we have in general
ak(f,D,B) =
∫
dnx
√
gf(x)a˜k(x,D) +
k−1∑
j=0
∫
∂M
dn−1ξ
√
hf (j)a˜k,j(ξ,D,B)
where h is obviously the induced metric and f (j) denotes the jth normal
derivative at the boundary. The dimensional dependence of the constant
coefficients is shown in complete analogy to the previous case.
In the following we need asymptotic expansion on the interval x ∈ [0, π],
namely
K(1,−∂2x,B±) ∼
√
π
4t
± 1
2
(102)
where B± denotes the Neumann (resp. Dirichlet) boundary conditions. For
the modified Neumann (Robin) case we have
K(1,−∂2x,BS+) ∼
√
π
4t
+
1
2
+ S
√
t
π
+O(S2) (103)
Since a0 is absolutely the same as before we omit it and compute the next
two in the expansion. We have
a1/2(f,D,B±) = (4π)−n−12
∫
∂M
dn−1x
√
h β±1 trV f
a1(f,D,B±) = (4π)−n/21
6
{∫
M
dn
√
g trV (fR+ 6fE)
+
∫
∂M
dn−1x
√
h trV (β
±
2 fLkk + β
±
3 ∂νf + β
±
4 fS)
}
where Lik denote the components of the extrinsic curvature of the boundary,
or the second fundamental form, defined as L(Y, Z) = 〈∇YZ, ∂n〉 (∂n denotes,
as usual, the unit inward normal to the boundary). The unknown coefficients
β± can be determined with the help of the above result for the interval. For
example, it immediately gives56 β+1 = −β−1 = 1/4 and β+4 = 12 (β−4 is
56when M is an interval, the boundary integral reduces to a sum of contributions form
its endpoints
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certainly meaningless).
In order to determine β±2 and β
±
3 , we use the conformal variational equation
(the first formula) in (98).
The variation of the second fundamental form L is given by the variation of
the metric and has the form
d
dǫ |ǫ=0
Lkk = −fLkk − (n− 1)∂νf
Now, in order to keep the Robin boundary conditions conformally invari-
ant (in the Dirichlet case this is always so), we demand that the boundary
function S fulfills
d
dǫ |ǫ=0
S = −fS + 1
2
(n− 2)∂νf
and after finding a bunch of explicit expressions for the other terms in (104),
we arrive at a linear system for the β’s, satisfied by
β+2 = β
−
2 = 2, β
+
3 = −β−3 = 3
For the sake of generality we suggest below an explicit expression for the first
few heat kernel coefficients of KD(1, D, t)
a0 =
∫
X
dimV
a1/2 = −
√
π
2
∫
∂X
dimV
a1 =
1
6
∫
X
Tr(6E +R IV ) +
1
3
∫
∂X
Tr(Lii)
a3/2 = −
√
π
190
∫
∂X
Tr(96E + 16R− 8Ricaa + 7LiiLjj − 10LijLji )
(104)
For the computation of more complicated terms we refer to [33] and [35].
In [5] and [61] one may find alternative methods that allow in principle for
computing infinitely57 many ak’s. We also refer to [69] for a survey on the
famous DeWitt procedure, that is not mentioned here.
57this should not be taken literally, as it would mean ’with infinite complexity’, since
both procedures are iterative
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One more use of the heat kernel expansion can be found in obtaining semi-
classical distribution functions of various systems from quantum statistical
mechanics. For examples
ZS1 ∼ 1√
4πβ
ZS2 ∼ 1
4πβ
(
1 +
β
3
+
β2
15
+ . . .
)
(105)
ZS3 ∼ 1
(4πβ)3/2
(
1 + β +
β2
6
+ . . .
)
are the high-temperature asymptotics58 for the partition functions of the
rotators with two, one and zero symmetric axes respectively. Using this ex-
pansion we are able to compute the thermodynamical functions in Quantum
Statistics and QFT in the high-temperature (respectively ultraviolet) limit.
For example the inner energy is given by U = −∂ lnZ(β)
∂β
, the Helmholtz free
energy - simply by F = − lnZ(β)
β
, the specific heat - by
Cv =
∂
∂T
(
kT 2
∂ lnZ(β)
∂β
)
and so on.
The quantities ak find also one very curious application - in the theory of
integrable systems. As we already saw, each such system is equivalent to
an iso-spectral deformation of its Lax operator. In some cases we can re-
gard the Lax operator as a Laplacian acting on a curved manifold. Then
the spectral invariants in the heat-kernel expansion for this operator are first
integrals for the corresponding hierarchy of dynamical systems. In the case
for the KdV equation for example, the Lax operator is known to be of the
form L = − ∂
2
∂x2
+ u(x), which is the Hamiltonian of a one-dimensional scat-
terer with potential u(x). The spectral invariants in this case generate the
Korteweg - de Vries hierarchy via the first-order PDE system
∂u
∂t
=
(2n)!
2n!
∂
∂x
an([u]n) (106)
where [u]n denotes the n-jet of u over the point x. For n = 0 we obtain the
trivial u = const, for n = 1 we have ut = ux, and n = 2 gives the well-known
58recall that β ∼ 1
kT
, where T is the absolute temperature and k - the Boltzman constant
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KdV equation ut = uxxx + 6uux.
Using the above formula, one may in principle generate non-linear PDE’s
from the same hierarchy - as many as heat kernel coefficients ak are available
and on the other hand, reconstruct these coefficients from the explicit form of
the integrable equations in given KdV hierarchy. This interesting observation
is left to the reader for further development.
6.1.2 The ζ-function Approach
In the following we suggest an interesting illustration of the way the MP
theorem may lead to rather unexpected benefits for modern physical appli-
cations. The particular case, considered here is still rather simplified, but the
technique used, is very powerful and somewhat conceptual, with far reaching
consequences, some of which we discuss here as well.
In order to get started, let us first introduce the notion of spectral ζ-function
of an elliptic self-adjoint operator.
We remind that the definition of the classical Riemann ζ-function involves a
Dirichlet L-series of the form
ζ(s) =
∞∑
n=1
n−s (107)
which is convergent for ℜ(s) > 1. However, Euler managed to introduce an
analytic continuation in the whole complex plane (excluding s = 1) with the
following functional equality
ζ(s) =
πs−
1
2Γ(1−s
2
)
Γ( s
2
)
ζ(1− s) (108)
For the proof we use the famous Poisson summation formula (91) and then
the Mellin transform for ζ :
ζ(s) =
1
Γ(s)
∫ ∞
0
ts−1
∑
k∈N
e−tkdt (109)
To obtain this formula one only needs to expand ζ(s)Γ(s), using their defi-
nitions59 and then interchange the summation and integration.
59recall that Γ(s) =
∫ ∞
0
ts−1e−tdt
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In this way (by means of formula (108)) ζ is defined as a meromorphic func-
tion with simple poles at s = 1, 2 . . . n
2
for even n, and s = −1
2
, 1
2
. . . n
2
for odd
n, as well as simple zeroes for s ∈ −N - the poles of the Euler Γ - function.
There are also non-trivial zeroes, that are proved to be bounded in the strip
0 ≤ ℜ(s) ≤ 1 (none of them lies on the real axis) and spread symmetrically
with respect to the line ℜ(s) = 1/2. The famous and still unproved Riemann
hypothesis consists of the assumption that all of them lie on this line.
One-loop Regularization Let us now take advantage of the nice ζ-formalism
developed above. Namely, in physics we use ζ-functions for regularization of
infinities. To give an example what this is, we consider once more the func-
tional equality (108). In the case s = 2 we have the result60∑ 1
k2
=
π2
6
and via (108) this defines correctly the value
ζ(−1) = − 1
12
which is quite an amazing result: we sum all natural numbers and obtain a
negative fractional number. The key to understanding this is to accept the
value −1/12 as the regularized value of the above sum, the value we obtain
when we get rid of divergencies via analytic continuation.
In Physics we resort to the trick of regularization quite often in order to
compute measurable quantities - vacuum energies, functional determinants
and self-interacting potentials are some of the things that often need to be
regularized. In the above example, we obtained a regularized expression for
the resultant force, acting on a particle in an infinite chain with potential of
interaction U ∼ −x2 and lattice constant equal to one.
In order to solve more serious problems, we need first to build a more powerful
formalism. In complete analogy with the above case, we define the Spectral
ζ - function of an elliptic self-adjoint operator D with the formal series61
ζD(s) =
∑
λ∈Spec(D)
λ−sdimEλ (110)
60again a result due to Euler - in fact one may relate ζ2k to the non-zero Bernoulli
numbers, using a consideration about the harmonic oscillator given later in this section
61later we shall skip the dimEλ - term, assuming that in the degenerate case multiplicities
are always encountered
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which is correctly defined at least for ℜs > n/2. The question of convergence
in the elliptic case is ruled by considered above estimates for the spectrum
of D. Note also that the Mellin transform (109) applies here as well with
the only difference that the sum over natural numbers is replaced by a sum
over the spectrum62 and ζ(s) is so defined as a meromorphic function with
zeroes, determined by the poles of Γ(s).
For a more detailed study of the spectral ζ-function and its analytical prop-
erties we refer to [40].
Now we shall focus on a more ’physical’ application of ζ-regularization.
Namely, in the following example we regularize the determinant of an el-
liptic, self-adjoint operator, acting on functions in L2. The determinant in
question appears naturally in the path integral formalism of - when we cal-
culate Gaussian integrals for the partition functions in QFT. In our example
we regard a free massless scalar field φ(x) in curved space-time (X, g). The
classical action is well known to be given in this case by the expression
S =
1
2
∫
X
L = 1
2
∫
X
∇µφ∇µφ
√
|g| dnx (111)
Variational principle yields ∇2φ = 0 inside the domain of interest63. The
kernel of the propagator is given by the path integral
K(qin, qf ; tin, tf ) =
∫ qf
qin
DpDq exp
(
iS
~
)
(112)
where qin = q(tin) and qf = q(tf) are the initial and final positions respec-
tively,
DqDp = lim
n→∞
[
n∏
k=1
dpk dqk
2π~
]
dp 0
2π~
- the integral measure, defined as usual, and S =
∫ tf
tin
L(q, q˙)dt is the classical
action along the trajectory starting from qin at time tin and arriving at qf
at time tf . It is clear, however, that apart from the classical one, there are
infinitely many possible trajectories and K(qin, qf ; tin, tf) is interpreted as a
partition function in the space of such paths.
In QFT due to the hyperbolic signature of the metric, the integral measure
62in other words, ζ(s) is the Mellin transform of the heat kernel
63and with the corresponding boundary conditions as long as boundary is concerned
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above is somewhat ill-defined. Therefore the simple trick of analytic contin-
uation in the complex plane is performed - the so called Wick rotation. This
is nothing but rotation of the time coordinate from the real to the imagi-
nary axis (t → iτ), so that we end up with an Euclidian or Riemannian,
rather than pseudo-Riemannian metric and imaginary time. Due to the co-
variant transformation law we obtain the transformed action (we refer to as
Euclidean action from now on) as SE = iS and the path integral from above
in the form64
Z[φ] =
∫
Dφ exp (−SE/~) = detD−1/2 (113)
Let us write down the above partition function in the form e−W . The func-
tional
W =
1
2
ln detD = −1
2
ζ ′(0)
in this expression we call from now on the one loop effective action for the
corresponding theory. The effective action gives the one-loop quantum cor-
rection to the classical one and is a powerful tool for various calculations. In
our somewhat simplified considerations the path integral representing K is
Gaussian (the classical action contains only a quadratic term) and we obtain
immediately K ∼ det(D)−1/2 = exp(1
2
ζ ′D(0)), so at least here W recovers
one-loop contribution to the path integral exactly. In more complicated set-
tings, where there are several quantum corrections to the effective action.
Namely, we expand the Lagrangian up to the quadratic order in quantum
fluctuations φ
L ≃ Lcl + 〈φ, J〉+ 〈φ,Dφ〉 (114)
where J is an external current and Lcl - the classical Lagrangian, to obtain
the more generic form of the path integral
Z[J ] = e−Lcl det (D)−
1
2 exp [
1
4
JD−1J ] (115)
and in this case the effective action gives only the determinant contribution
to the overall propagator.
We are now close to obtaining a regularized expression for the effective action
in terms of the spectral ζ-function. What we have to do is simply express
ζD(s) as the Mellin transform of the heat kernel and then differentiate at s =
64the measure Dφ is chosen in such a way that the final result is free of multiplicative
constants
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0. When we deal with ultraviolet divergences it is useful and legal to expand
the heat kernel as a power series in t and neglect the higher order terms, as
the MP theorem teaches us. Then, after introducing a cutoff τ → 0+ and
exploiting the formulae for the first spectral invariants, differentiation term
by term gives:
W [gµν ] = −
∫
d4x
√|g|
32π2
[
1
2τ 2
+
R
6τ
+
(
1
120
R2 +
1
60
RµνR
µν
)
ln |τ |+ . . .
]
where the remainder consists of finite terms only. Next we introduce a mod-
ified action for the background field (gravitation) so that its singularities
cancel the singularities of W :
Sbgrav[gµν ] =
∫
d4x
√
|g|
[
−R + 2Λb
16πGb
+ αb
(
R2
120
+
RµνR
µν
60
)]
(116)
The quantities with subscript b are called bare coupling constants of the
theory. They are functions of τ chosen to cancel the divergent terms in W .
Their presence can never be observed since the back-reaction can never be
switched off. However, with their help, one obtains the expression of the
regularized effective action as
Wreg = W + S
b
grav
For the sake of honesty we note that there are several different ways to get
rid of divergencies in physical theories, but we describe only the one that
corresponds most directly to the topic of this work and at the same time is
usually referred to as the most elegant regularization scheme known so far.
We refer to [55] for a systematic exposition of the ζ-regularization procedure
from a physicist’s point of view. Another good source of information for the
application of this technique in QFT is [69]. The latter is in fact suitable
reference for the most part of this section.
The Oscillator There is a nice example that allows for exact expressions
for the heat kernel and the operator ζ-function. This example is one of the
very few exactly solvable problems in quantum mechanics, but also one of
utmost significance for the whole theory.
The partition function of the harmonic oscillator can be written in the form
Z(β) =
1
2 sinh (~ωβ/2)
=
1
~ωβ
+
∞∑
j=1
B2j
(2j)!
(1− 21−2j)(~ωβ)2j−1
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with B2j being the non-zero Bernoulli numbers.
For the relevant ζ-function, we have already a number of ways to retrieve the
result
ζHO(s) =
2s − 1
(~ω)s
ζR(s)
with ζR standing for the classical Riemann ζ-function.
One may find exact values of thermodynamical quantities in this and just
a few other cases. However, in quantum statistics, the oscillatory degrees
of freedom play central role, so the result, no matter how simple, is not to
underestimate.
Residual Calculus Here we give one more idea how to calculate heat
invariants. The trick is to use the integral representation (109) of ζD(s) and
its inverse
TrK(x, x, t) =
1
2πi
∮
t−sΓ(s)ζD(s)ds (117)
where the contour of integration encircles all poles of the integrand. Then,
baring in mind that ak =
∂
k! ∂xk
TrK(x, x, t), we easily obtain the expression
ak = Ress=n/2−kΓ(s)ζD(s) (118)
and in particular an/2 = ζ(0). Curiously enough, this gives ζ(0) = 0 for
odd-dimensional closed manifolds.
The power-series form of the heat kernel, obtained above, allows for express-
ing the high-temperature asymptotic and all thermal functions once we know
explicitly the ζ-function in certain quantum-mechanical problem. The latter
is, unfortunately, very rarely so. At least, the above expression gives one
more curious connection between the analytic properties of a Laplace-type
operator, and geometric quantities of the underlying manifold. For example
it is far non-trivial that the regularized range of the Laplace-Beltrami oper-
ator on two-dimensional manifolds is proportional to their Euler number.
6.1.3 Conformal Anomaly and the Polyakov Action
Now we briefly discuss the case of conformal anomaly. In the classical con-
formal field theory we have action, which is invariant under conformal trans-
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formations of space-time, that are, roughly speaking, all isometries plus di-
latations65 of the type
gµν → e2ρ(x)gµν
Such classical theories are characterized by traceless energy-momentum ten-
sor
Tµν =
2√
g
δW
δgµν
(119)
since the variation of the action with respect to dilatations is given by
δW = −
∫
M
δρT µµ dωg (120)
However the conformal symmetry is broken by quantization even in the one-
loop approximation66, as one may easily verify, substituting the effective
action, constructed above and obtaining finally
T µµ = an/2(x) (121)
So, the one-loop quantum theory possesses an energy-momentum tensor, that
is not traceless anymore.
There is a very famous physical example in which the explicit form of the ef-
fective action may be obtained via integration of the conformal anomaly. The
model considers a free scalar field on compact Riemannian surface, described
by the classical action
S =
∫
M
d2x
√
g ∂ νφ ∂νφ (122)
It is well known on the other hand that all two-dimensional metrics are
conformally flat, so we may choose a gauge in which
gµν = e
2ρ(x)ηµν
and calculate in this gauge the trace of the stress-energy tensor and thus the
conformal anomaly. Varying S we obtain
δW =
1
12π
∫
M
d2x δρ ηµν∂µ∂νρ (123)
65and more precisely speaking, a pseudo-Riemannan space with metric of signature (p, q)
has SO(p+1, q+1) as a conformal group - for example the conformal group of the Gaussian
sphere CP1 is easily shown to be PSL(2,C) ∼ SO(3, 1)
66recall that in this case the laplacian appears as a fluctuation operator of the theory
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Baring in mind that in the so chosen gauge
√
g R = −2ηµν∂µ∂νρ
we obtain after integration the conformal part of the effective action in the
form known as the Polyakov action in string theory
W =
1
96π
∫
M
d2x
√
g R△−1R (124)
The inverse of the laplacian is naturally obtained via integration over the
Euclidean Green kernel.
We note that this results may in principle be generalized to higher dimensions
but, unless M is conformally flat, the integrated anomaly represents only a
part of the effective action. For more thorough investigation on this matter
and further applications of spectral methods in quantum field theory we refer
to [9], [57] and [70], together with the references therein.
6.1.4 A Note On Index Theory
Now we mention a rather peculiar appearance of the spectral invariants from
the heat kernel expansion in index theory.
To begin with, define the index of a Fredholm operator as
indF = dimker(F )− dim coker(F )
From this definition it is easy to see that the index is additive (for a com-
position of operators) and ind(F ∗) = −ind(F ), therefore the index of a self-
adjoint operator is always zero.
The index has a very strong topological meaning in the elliptic case - it
depends only on the homotopy type of the leading symbol of the operator
within the class of elliptic ΨDO’s of the given order. This observation has
some deep consequences connecting analytic theory of elliptic operators on
manifolds to algebraic geometry.
A good basic example is obtained if we roll up the whole de Rham com-
plex, distinguishing only between even and odd dimensional forms. Then
the index of the Dirac type operator P := d + δ : Ω[0] → Ω[1] defined as
indP := dim ker(P ) − dim coker(P ) = dim ker(P ) − dim im(P )⊥ gives ex-
actly the Euler number of M .
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There are several similar observations that inspired the famous index theo-
rem of Atiyah and Singer, relating the analytic index with the topological
index, given by the A-genus67 of the corresponding bundle. Namely, for an
elliptic operator, acting on section of this bundle, we have
indP =
∫
M
(Aˆ) (125)
Suggesting that the integral on the right is integer-valued is already quite
non-trivial. The approach of Gilkey to this matter uses the construction of
the two operators P+ = PP ∗ and P− = P ∗P . It is easy to see that their
non-zero eigenvalues coincide, so when we consider the difference of the their
heat-kernels, only the terms, corresponding to the zero modes survive, and
these are the terms, independent of t in the series expansion. Thus, what we
have in the end is
indP = an/2(P
+)− an/2(P−) (126)
One may consider once more the previous example - the rolled de Rham
complex examine the heat kernels of dδ and δd, or more precisely, the coef-
ficients a1 in both cases, to obtain the same result. Moreover, by the above
construction and Gauss-Bonnet theorem, we have
ind(d) = χ(M) =
1
2π
∮
M
Rdσ
which is a special case of (125).
6.1.5 The η-function and the Berry Phase
We conclude with a short discussion on η-functions. Consider first an op-
erator P that is not positive definite. Then the ζ-function is in general
ill-defined. We define a new spectral function instead by the series
ηP (s) =
∑
µ∈Spec(P )/{0}
sign(µ)|µ|−s (127)
For this new quantity we have an integral representation again thanks to the
Mellin transform
ηP (s)Γ(
s+ 1
2
) =
∫ ∞
0
t
s−1
2 Tr[P exp (−tP 2)]dt (128)
67the A-genus is defined as Aˆ =
∏
i
ci/2
sinh(ci/2)
, where the ci’s are the Chern classes of
the bundle
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In particular, for the η-invariant we have
ηP (0) =
∫ ∞
0
1√
πt
Tr[P exp(−tP 2)]dt (129)
that is a regularized expression for the spectral asymmetry of P (recall that
the ζ-invariant ζD(0) gives in a similar way a regularized expression for the
range of D).
Another useful applications of η-functions is the computations of functional
determinants for operators of the type under consideration. First of all we
use that P 2 possesses a well-defined ζ-determinant and thus
det |P | = exp (−1
2
ζ ′P 2(0)) (130)
Next we easily decompose Spec(P )/{0} to purely positive and purely nega-
tive eigenvalues in order to obtain a formal expression for ζ ′P (0). The final
result is
det(P ) = exp[−iπ
2
(ζP 2(0)− ηP (0))] det |P | (131)
The argument of the oscillating exponent to the right is sometimes called
Berry phase of the determinant and plays an important role in path integral
formalism.
The spectral invariants considered in this section possess also a topological
meaning due to certain index theorems. They are of different sensibility and
some of them are rather subtle for investigation. A good survey on this
matter is [64]
6.2 Path Integrals and the Gutzwiller Trace Formula
In this section we consider the non-stationary Schro¨dinger equation(
pˆ2
2m
+ V (q) + i ~ ∂t
)
ψ(q, t) = 0 (132)
where the first two terms represent the quantized hamiltonian Hˆ(p, q), con-
sisting of potential V (q) and kinetic energy pˆ
2
2m
= −~
2
2m
∇2. It is easier to
expand the solutions over the basis of solutions of the stationary equation
- the eigenfunctions of the Hamiltonian φk : Hˆφk = Ekφk. For bounded
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systems this basis is known to be orthonormal and complete. The solution
ψ(q, t) we are interested in is then expanded as
ψ(q, t) =
∞∑
n
cne
− iEnt
~ φn(q) (133)
where the Fourier coefficients are given by cn =
∫
Rm
φ¯n(q)ψ(q, 0) d
mq. We
can write it also as
ψ(q, t) =
∫
K(q, q′, t)ψ(q′, 0)dmq (134)
where the integral kernel of the propagatorK(q, q′, t) =
∑
φ¯n(q
′)φn(q)e−
iEnt
~
carries the whole dependence on q and t so it is itself a solution of the initial
Schro¨dinger equation. Moreover, it is a fundamental solution68 due to the
completeness of the basis.
The Fourier transform of K in the time variable is a well-defined distribution
depending on the dual variable - the energy. This is nothing but the resolvent
of Hˆ and is usually introduced in a regularized way as follows:
G(q, q′, E + iε) =
1
i~
∫ ∞
0
dt e−
it
~
(E+iε)K(q, q′, t)
=
1
i~
∑
n
φ¯n(q
′)φn(q)
∫ ∞
0
dt e−
it
~
(E−En+iε) =
∑
n
φ¯n(q
′)φn(q)
E − En + iε
Once we have guaranteed the existence of the above integral, we may get rid
of the imaginary shift by taking the limit ε → 0. In the following we shall
be interested in the trace of the green function
TrG(E) =
∫
Rm
G(q, q, E) dmq =
∑
n
1
E − En (135)
which is connected to the spectral density d(E) =
∑
n
δ(E − En) with the
famous Sohotski formula
πd(E) = −ℑ (TrG(E)) (136)
68that is K(q, q′, 0) = δ(q − q′)
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6.2.1 Semi-classics for the Scho¨dinger Equation
For a relatively slowly varying potential69 we are allowed to apply theWentzel-
Kramers-Brillouin (WKB) ansatz for the wave function:
ψ(q, t) = A(q, t)e
i
~
R(q,t) (137)
We note that this ~ → 0 asymptotic solution cannot be prolonged trivially
for large times due to the formation of caustics at time t ∼ ~0. Therefore, we
need to let it evolve with clear account of the singularities it passes through.
Substitution into the initial equation yields (after separating the real and
imaginary part and taking the limit ~→ 0)
∂tρ+∇(ρv) = 0
∂tR +H(∇R, q) = 0 (138)
The former is interpreted as a continuity equation for the flow ρ = A2(q, t), v =
1
m
∇R(q, t), referred to as the Madelung flow, while the latter is simply the
classical Hamilton-Jacobi equation for R(q, t).
Now it is easy to obtain the evolution of R with respect to this flow, replacing
∇R→ p
R˙(q, t) = pq˙ −H(p, q) = L(q, q˙, t)
where H and L are respectively the classical Hamiltonian and Lagrangian of
the system. Thus for a classical trajectory, starting at the point (q′, p′), R
evolves with time as
R(q(t), t) = R(q′, 0) +
∫ t
0
L(q, q˙, t′)dt′
the integral to the right, being the Hamiltonian principal function. Denoting
it by R(q, q′, t) we obtain the classical initial and final momenta
p′ = −∇q′R(q, q′, t)
p = ∇R(q, q′, t) (139)
The conservation of matter demands covariant transformation of the volume
form so we have
A(q, t) =
√
det
(
∂q′
∂q
)
A(q, 0) = e−
ipiν
2
√∣∣∣∣det(∂q′∂q
)∣∣∣∣A(q, 0) (140)
69the semi-classical approximation is valid only in the case when the potential does not
change considerably within the de Broiglie wavelength
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where the quantity ν(q, q′, t), called the Maslov index, counts the sign changes
of the Jacobi determinant along the path, connecting q′ with q. Strictly
speaking, there are usually many classically allowed paths γk, ending up in q
at time t, and each such path has its own starting point, principal function
and Maslov index, and gives its own contribution to the evolution of states.
Thus we need to sum over all such trajectories:
ψ(q, t) =
∑
k
e
iRk(q,q
′
k
,t)
~
− ipiνk
2
√∣∣∣∣det(∂q′k∂q
)∣∣∣∣ψ(q′k, 0) (141)
Now we are ready to express the propagator, but first, to get rid of the
singularities due to the point-like contribution of initial states in configuration
space, we switch to momentum space, where the Dirac delta-distribution is
transformed to a constant factor by simple Fourier transform. We have
ρ(q, t)dmq = |c|2dmp′
and changing from p′ to q in the righthand side, we easily obtain
ρ(q, t) = |c|2det (−∂q′∂qR(q, q′, t))
For normalization reasons, the constant is easily shown to be c = (2πi~)−m/2
so, expressing the propagator as before, in terms of the evolved states, one
obtains the famous expression for the semi-classical Van-Vleck propagator
K(q, q′, t) = (2πi~)−m/2
∑
k
e
iRk(q,q
′
k
,t)
~
− ipiνk
2
√
|det (−∂q′∂qR(q, q′, t))| (142)
6.2.2 The Method of Stationary Phases and the Green Function
From the above formula, it is not difficult to obtain the Green function as
G(q, q′, E) =
∑
k
Gk with each Gk being the Fourier image of the k
−th term
in the above sum, representing K(q, q′, t). First of all, we need to know how
to compute integrals of the type
I =
∫
Rm
u(x)eik f(x)dmx (143)
in the limit k →∞, where u(x) and f(x) are sufficiently smooth and ℑ(f) ≥
0. The idea for this method is to take advantage of the fact that the main
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contribution to the integral comes from the set of points where the phase
function is stationary - that is f ′ = 0, and ℑ(f) = 0.
Around a stationary point x0 we have, up to the leading term∫
Rm
u(x)eik f(x)dmx = eik f(x0)
(
2π
k
)m/2
u(x0)√
det (−if ′′(x0))
+O(k−m/2−1)
(144)
With this formula in mind it is not hard to obtain a good approximation
for some of the integrals, representing Gk(q, q
′, E). The stationary phase
condition70 is given in our case by ∂tRk + E = 0 since νk(q, q
′, t) is constant
on the trajectory. This means that the time of the saddle point tc is the time
it takes to a particle with energy E to move from q′ to q following γk. Thus the
stationary phase method is good only for relatively long trajectories. A direct
application of the above formula (or rather to its direct multidimensional
generalization) yields
Glongk (q, q
′, E) ≈
(2πi~)
1−m
2
i~
e
iSk(q,q
′
k
,E)
~
− ipiνk
2 × (145)
× [det (∂2tR(q, q′, tc))]− 12 √|det (−∂q′∂qR(q, q′, tc))|
where S(q, q′, t) = R(q, q′, tc) + Etc =
∫ q
q′
p dq is the classical action func-
tional for the trajectory q′ → q.
We may, on the other hand, separate the spatial derivatives of R in normal
and tangential parts with respect to the flow and thus represent the latter
determinant as
det
(
−∂qi∂q′jR
)
=
1
|q˙| |q˙′| ∂
2
tR(q, q
′, t) det
(
−∂qi∂q′jS
)
(146)
which leads an integral expression for the long-time contribution to the trace
in a form, suggesting once more a stationary-phase approximation. Here the
stationary condition is
∇R(q, q′, E) = ∇qS|q=q′ +∇q′S|q=q′ = p− p′ = 0 (147)
which means, together with the energy-preserving condition, that the orbits,
giving the main contribution to the trace are not only periodic in the spatial
70the condition, under which the approximation is legal
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variable, but also in momentum, so they end up in the same point in phase
space.
Introducing the stability (ormonodromy) matrix Pγ of an orbit, as the matrix
relation between the initial and final variations of the phase space variables
in direction, perpendicular to the flow71
δ(q, p)⊥ = Pγ δ(q′, p′)⊥ (148)
and using the definitions of the initial and final momenta and their variations
in terms of the action derivatives, one may prove the matrix relation
det(Id− Pγ) = det (∂q∂qS(q, q, E)) det
(
∂2q′qS
)−1
(149)
which allows for the expression of the long-time contribution in somewhat
completed form. Namely, after all substitutions and integrating over the
diagonal q = q′ we obtain
TrGlongk (q, q
′, E) ≈
1
i~
∮
d q‖
q˙‖
e
iSk(E)
~
− ipiνk(E)
2√
|det (I− Pγk) | (150)
where summation is taken over all closed classically allowed paths through
(p, q).
Now realizing that the integral to the right is simply the period
∮
d q‖
q˙‖
=∮
dt = Tk and taking into account the revolutions of simple orbits, that also
give contribution to the trace72 we finally obtain the famous Gutzwiller trace
formula
Tr(G) = Tr(G0) +
1
i~
∑
k, l
Tl
|det(I− J lk)|
1
2
e
il
~
Sk− ilpi2 νk (151)
The contribution from short-time trajectories on the other hand, for which
the stationary phase method is not applicable, is approximately given by
Gshortk (q, q
′, E) ≈
1
i~
∫ ∞
0
( m
2πit~
)m
2
e
i
~
„
m(q−q′)2
2t
−V (q) t+E t
«
dt
≈ −im
2~
(√
2m(E − V )
2π~| q − q′|
)m−1
2
H
(1)
m−1
2
(S0/~) (152)
71note that this is by definition the matrix of the linear Poincaree´ map for this orbit
72if l is the winding number of the orbit, then we simply have T → lT, S → lS, ν → lν
and Pγ → P lγ
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where S0(q, q
′, E) =
√
2m(E − V )|q−q′| is the short-distance approximation
of the classical action. Moreover the Hankel function of the first kind is
defined as
H(1)ν (x) =
1
πi
∫ ∞
0
e
x
2
(t− 1
t
)
tν−1
dt
Now one simply takes the imaginary part of the trace and substitutes in the
integral the asymptotic expansion for the Bessel function
Jν(x) ≈
1
Γ(ν + 1)
(x
2
)ν
, |x| << 1
which is the real part of part of H
(1)
ν (x).
Then, after integration over a ball of radius |p| =√2m(E − V ) in momentum
space, one obtains the famous Weyl law for the asymptotic distribution of
energy levels
lim
λ→∞
N(λ) =
V ol(M)λ
d
2
2dπ
d
2Γ(d
2
+ 1)
6.3 The Berry-Tabor Trace for Integrable Systems
In the derivation of the previous result, we implicitly assumed that the closed
orbits are isolated so that the stationary phase method for the Green function
could be applied to each orbit separately. In practice, however, this is not
always a reliable assumption. There are cases when the closed orbits come
in continuous families filling whole areas of the phase space. One such case
is a bound integrable system, with multiply periodic classical motion. In
this case, as we know, phase-space trajectories fill invariant tori, given by
action-angle variables. The idea for the derivation of the following trace
formula is to use these variables in order to simplify the trace expansion in
the integrable case.
We start with the familiar expression for the semiclassical propagator
K(q, q′, t) = (2πi~)−m/2
∑
k
e
iRk(q,q
′
k
,t)
~
− ipiνk
2
√
|det (−∂q′∂qR(q, q′, t))| (153)
where the summation in our case is taken over all closed paths, and without
writing additional subscripts, it is understood that the principal function
R(q, q′, t) is evaluated separately at each such path.
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Next, we use the fact that the action variables Ik are constants of motions
and the angles θk evolve linearly with time according to θ˙ = ∇IH(I) = ω(I),
so that we have the classical action in the form
S = I.(θ − θ′)−H(I)t
and thus for the determinant in the propagator we can write
det (−∂q′∂qR(q, q′, t)) =
(
dθ
dI
)−1
=
1
tm det(∂ω/∂I)
When we take the propagator trace, we use the multiple periodicity with
respect to the angle variables and expand the integral as a sum of integrals
over the lattice, defining the m-torus with generators I and coordinates θ:∫
Rm
dmqK(q, q, t) =
∑
L∈Zm
∫ 2π
0
K(θ + 2πL, θ, t) dθ
In fact, the integer vector L accounts for the different topologies of closed
paths 73. Under the assumption that no vector L can give paths in more
than one m-torus simultaneously, all summations considered so far can be
labeled by the corresponding Zm- coordinate L. For instance, the classical
action over a closed L-path is given by
SL = 2πIL(t).L−H(IL(t)).t
The above expression is independent of θ and so should be the semiclassical
propagator in these coordinates. Hence, integration over the angle variables
is simply reduced to a factor (2π)m.
After substituting it in the initial expression for K, we need to extract the
zero-length orbits with L = 0 - they give the smooth term in the spectral
density, just as in the Gutzwiller case. To the rest we apply stationary-phase
method and after that evaluate the amplitudes by introducing curvilinear
coordinates ξj in the I-space. Let ξ0 point in the ∇H direction, and the rest
m − 1 ξi’s be local parameters on the energy contour H(IL) = E. Then we
finally obtain
n(E) = n¯(E) +
2
~(m+1)/2
∑
L 6=0
cos[2πL(IL/~− νL/4) + πβL/4]
|L|(m−1)/2|ω(IL)|
√|κ(IL)| (154)
73in the two-dimensional case for example, we sum over toric knots
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where κ is the scalar curvature of the energy contour in the ξ-coordinates,
βL is the excess of positive over negative eigenvalues in the matrix
ω.
∂2I
∂ξj∂ξk
and the vector-valued Maslov factor νL encounters the number of caustics
met by the orbit at each cycle of the corresponding torus.
The above proof of the Gutzwiller formula follows [45] and for the Berry-
Tabor trace we refer to the original paper [15].
6.4 The Wave Trace
The wave trace is defined as the distributional trace or as asymptotic series
for the kernel of the wave resolvent
U(τ) = Tr exp (iτ
√
△) =
∑
λ∈Spec△
eiτ
√
λ (155)
The very crucial fact that makes the above a powerful tool in inverse prob-
lems, known as Poisson relation, is that the singular support (wave front)
of U(τ) is contained in the length spectrum (the set of lengths of closed
geodesics) both for closed manifolds and manifolds with boundary74. More-
over, as to each length in this set always correspond at least two geodesics
(say γ and γ−1, where the latter is understood as ’time reverse’), we may,
with no loss of generality, restrict ourselves to the even part of the trace
U+(τ) = Tr cos τ
√
△ (156)
What we have to deal with in practice is the singularity expansion of the
above trace around closed geodesics. More precisely, as long as all closed
geodesics are non-degenerate, one has (modulo Ψ−∞)
U(τ) = α0 +
∑
l∈Lsp(M,g)
αl(τ) (157)
where the distribution α0 is given by a power series expansion in τ with
coefficients that actually coincide at τ = 0 with the heat invariants. The
74an interesting observation in the case of real-analytic manifolds shows that we may
have an equality rather than inclusion if we consider the analytic wave front (defined as
the complement of the set where U(τ) is real analytic) instead of the ordinary one
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more complicated terms αl involve infinite series with logarithmic terms, but
the principal part that measures the most severe singularity - that is the
coefficient in front of (t− l + iǫ)−1, is given by the familiar formula
αl,−1 =
∑
γ
e
ipi
4
µγ l#γ
| det(I− Pγ)| 12
(158)
where the sum is taken over all closed geodesics with length lγ = l and l
#
γ
denotes the primitive length in each case. This formula works both for closed
manifolds and domains with Neumann boundary conditions. In the Dirichlet
case one has to modify it with a factor (−1)r, where r is the number of
reflections of the given orbit (note that this is the well known from geometric
optics phase inversion from a mirror). In the Robin case this factor is more
complicated and will be discussed below.
From the above it is already quite visible that the wave trace is a more
general case of the Gutzwiller trace formula that we derived in connection to
the Schro¨dinger equation. The information contained in the latter will often
be sufficient for our considerations, but knowledge about the full wave trace
(if possible at all) is much more profitable in inverse spectral problems.
There are several distinct approaches aiming the computation of the wave
trace coefficients. The first one is to construct a micro-local parametrix just
as in the case of the heat equation, and then to use stationary phase method
to evaluate the singular terms in the expansion. This appears, however,
quite a cumbersome procedure even in the simple case of closed manifolds.
Instead of going into detail, we give in the last section just an idea of several
alternative methods. For more consistent exposition we refer to [73], [74] and
[75].
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7 Billiards
Billiards are model systems that for many reasons have earned great popular-
ity in the investigation of various problems in mathematical physics. Among
their major advantages are their conceptual simplicity and the good behavior
in the semiclassical limit, that makes them easy to quantize. Moreover, they
are so far the best candidate in the attempt to quantizing chaos.
There are many books and articles that for some reason incorporate this item
- starting with [14], [32] and the appendix of [1] for the classical dynamics of
a billiard, through the Berry articles [10] and [11] (and many others) and ar-
riving at some modern aspects, found in [31], [77], [8] and [58]. We specially
refer to [72] for the elliptic case and to [63], [67] - for a thorough review of
various mathematical aspects, concerning ergodicity as well.
The notion of a (classical) billiard system is quite an intuitive one: given
a connected domain M in Rn with piecewise smooth boundary ∂M = ∪iNi
(Ni being smooth boundary arcs), the billiard dynamics is defined as the
dynamics of a free particle, constrained in M and reflected according to the
familiar from geometric optics Snell law of reflection75. That is how the bil-
liard ball map is constructed: given an initial point x ∈M together with the
initial direction (or equivalently a point ξ in the unit ball bundle over M),
we parameterize the unit geodesic γξ passing from ξ with some parameter
τ (usually chosen to be the distance, measured along the geodesic arc - we
shall call it ’time’ here), and then the ’transformed point’ Gτ (ξ) we define as
the position and normalized velocity of the same free particle after time τ .
We note that billiard trajectories can also be defined as the the trajectories
along which the singularities of the wave equation are propagated. Most
of them are simple n-bounce orbits (n ≥ 2), governed by the Snell law.
However if the trajectory intersects the boundary tangentially rather then
transversally (forming a so-called ’gliding ray’), one has to deal with com-
putational complications. Therefore, it is common practice to consider only
convex domains for which all closed trajectories are n-bounce orbits plus
closed geodesics on the boundary (it two dimensions there is only one such
’glancing’ trajectory that is the boundary itself).
Another important class are the two-fold trajectories called also bouncing
ball orbits. Each convex billiard has at least two of them, one being the
75according to which the angle of reflection is equal to the angle of incidence
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diameter. For this special type of orbits, the notion of ellipticity is reduced
to the constraint that the length lγ should satisfy either lγ < min(ρ0, ρ1) or
max(ρ0, ρ1) < lγ < ρ0 + ρ1, where ρ0,1 denote the radii of curvature at each
of the two endpoints respectively. Alternatively, γ is said to be hyperbolic if
lγ > ρ0 + ρ1 or min(ρ0, ρ1) < lγ < max(ρ0, ρ1). In particular, if γ is a local
minimum diameter, then lγ < ρ0 + ρ1 and for local maxima we always have
lγ > ρ0 + ρ1.
In the elliptic case the eigenvalues of Pγ are of the form e
±iα, where the real
parameter α 6= kπ is given by
cos
α
2
=
√(
1− lγ
ρ0
)(
1− lγ
ρ1
)
At the same time, the eigenvalues in the hyperbolic case, which are of the
form e±λ, λ ∈ R are calculated with the help of the formula
cosh
λ
2
=
√(
1− lγ
ρ0
)(
1− lγ
ρ1
)
No matter the simple definition, billiards might become very complicated in
terms of dynamics. Fortunately, there are special cases when they appear
much easier to study, thanks to some exceptional features, such as integra-
bility, ergodicity, or discrete symmetries. In this paper our main concern is
the elliptic billiard table, which is a typical example of an integrable system
(its integrability follows from the integrability of the geodesic flow of the
ellipsoid, by a limiting procedure), but we also pay attention to the chaotic
case, as it is rather conceptual.
Polygonal billiards on the other hand are interesting as they illustrate the
role of corners in the boundary. They can exhibit both integrable (triangle,
rectangle) and chaotic motion. Nevertheless we omit this topic in order to
be as concise as possible.
7.1 Integrable and Chaotic Billiard Dynamics
Now we investigate a little bit more thoroughly both types of billiards we are
interested in.
In the integrable case trajectories typically come in families, parameterized
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Figure 4: Here we see plots of several typical billiard tables - the integrable circle,
rectangle and ellipse, and the chaotic ones - Sinai, stadium and cardioid
by KAM tori76 while in the latter they fill regions of the phase space every-
where dense - the dynamics is said to be ergodic.
We consider below the two most typical integrable billiard tables, shown in
the picture - the rectangle and the ellipse (and its limiting case - the circle,
usually studied separately).
For the rectangular table integrability is obvious - after a suitable folding, the
table is transformed to a torus and the billiard flow, up to a parametrization,
coincides with the geodesic flow on the torus, which is integrable by definition.
For the ellipse we may deduce the integrability from the integrability of the
geodesic flow over the three-dimensional ellipsoid, which projects exactly on
the billiard flow after shrinking one of the axes to zero size. This procedure
can be shown to preserve the integrability.
In order to show that the n−dimensional ellipsoid has integrable dynamics,
76the tori that foliate phase space, given by action-angle variables
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Figure 5: The elliptic coordinates allow for the integration of the billiard table
and the geodesic flow of the ellipsoid in the higher dimensional case. At the same
time they describe most naturally the caustics - confocal ellipses and hyperbolae.
one may introduce Jacobi elliptic coordinates λi, defined as the roots of the
algebraic equation
n∑
k=1
x2k
ak − λ = 1
where ak are the semi-axes and xk - the cartesian coordinates of x. However,
by doing so one may attempt to show directly that the elliptic table is inte-
grable. In the two-dimensional case these coordinates reduce to the sum and
difference of the distances from a given point to the foci f1 and f2. So, let
for example r(f1, f2) = 2c, and ri(x) = r(x, fi) for each point x on the table.
Then the elliptic coordinates are defined, according to the above definition
by
ξ = r1 + r2, η = r1 − r2
In this way the whole table is knitted by an orthogonal net of confocal el-
lipses ξ = const and hyperbolae η = const, as shown on the picture. Now,
using the fact that these are actually caustics for the closed billiard orbits and
each orbits remains tangent to the same ellipse or hyperbola of the family, one
may treat them as first integrals and thus show that the billiard is integrable.
For chaotic billiards, in many cases the same limiting procedure can still be
used. Planar convex tables with additional scatterers in the inside for exam-
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ple 77 may be regarded as projected hyperbolic surfaces. The latter are known
to posses chaotic geodesic flow as seen from the Jacobi equation. Note also
that the scatterer’s boundary is concave from the inside of the table, which
is reason enough for a chaotic motion. Other typical cases of chaotic tables
are represented by the stadium billiard and the cardioid, shown above, as
well as various Sinai billiards, that are usually constructed by removing a
disc from the skin of the torus. In fact, a slightly modified Sinai billiard -
a circular scatterer in a rectangular box, instead of a torus, would be the
simplest known so far proof of the ergodicity of hard-sphere gasses - even for
two particles, the system is chaotic, as the additional scatterer (representing
the second particle) looks concave from the inside.
In the case of chaotic billiards what one usually does in attempt to study
the spectral statistics is to retrieve information about the mean level spac-
ing, clustering etc., using ergodic theory. These estimates are often the only
relevant data to predict and test by experiment. However in many cases they
reach to amazingly rich results.
It would be unfair not to mention the large class of billiards, known as
pseudo-integrable. The pseudo-integrable systems in general are given by
a hamiltonian
H = H0(p, q) + ǫH
′(p, q)
where H0(p, q) is a completely integrable hamiltonian and ǫ - a small param-
eter.
It is known from KAM theory, that for ǫ close enough to zero, most tori
survive and the set measure of totally destroyed tori grows with ǫ, so the
system is by no means ergodic, nor integrable for a generic H ′(p, q).
77 that are somewhat natural generalization to the Sinai billiard
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7.2 Billiard Quantization
Roughly speaking, to quantize a billiard, means to study the wave (or Schro¨dinger)
dynamics instead of the geodesic (or billiard) flow. Due to the compactness
of the domain in interest (the billiard table Ω), the wave dynamics is reduced
to the stationary equation
(△+ λ)ψ(x) = 0 x ∈ Ω (159)
However, since Ω is not anymore a closed manifold, one needs to impose suit-
able boundary conditions on ∂Ω. The most naturally appearing in quantum
mechanical setting boundary conditions are homogenous Dirichlet. They are
interpreted as infinite potential walls, surrounding the domain. Neumann
boundary data is mostly applicable to problems concerning electrodynamics,
acoustics and fluid dynamics.
The Robin case is also relevant, as observed by Ballain and Bloch, in the
investigation of a particular problem of nuclear physics.
7.2.1 A Toy Model for the Toy Model
The first explicit example to consider here will be the circular billiard table -
one of the few that exhibit exact solutions. The dynamics is rather simple - it
is governed by the conservation law p = const (all reflection angles are equal).
Nevertheless, there is a conceptual difference between orbits with angles that
are rational, respectively irrational sub-multiples of π. The former close after
n bounces while the latter fill a whole annulus78. Note that even rational
orbits are non-isolated, but come in families instead - we may rotate each
n-bounce orbit to an arbitrary angle φ ∈ (0, 2π/n) that actually labels the
family. In addition, all closed orbits are neutrally stable.
The reason to consider this case in the first place is that the Helmholtz
equation for the circle has an exact solution given by
ψlm = clmJl(klmr) exp ilθ, l ∈ Z, m ∈ Z/{0}
and the free Green function can be expressed in terms of modified Bessel
functions as
G0(x, x
′, s2) = − 1
2π
K0(s|x− x′|)
78these are certainly projections of rational and irrational windings of the torus, defined
by the integrability of the system - the inner radius of the torus projects onto the caustic
for the corresponding family of orbits
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What one needs to do next is to adapt this kernel to the boundary conditions
and then, using the classical Sohotski formula, express the spectral density
in the large k limit.
7.2.2 The Beauty of Ellipses
Elliptic billiard tables posses some noticeable properties, in addition to inte-
grability, that make them an interesting item in themselves. For example, it
is a familiar result that a trajectory, passing trough one of the foci, passes
trough the other after the first reflection. Moreover such trajectory asymp-
totically tends to the major axis - the line, determined by the two foci. This
is the stable bouncing-ball orbit. There is only one more two-fold trajectory
- the minor axis, which is unstable. Note that these two lines are also the
symmetry axes of the ellipse - it is preserved under reflection with respect
to them. The fact that the table is parameterized by a caustic net is rather
geometrical, even if we leave aside its crucial role for the integrability of the
system. The two types of caustics determine two types of trajectories - the
first, sometimes referred to as rotation-like trajectories are those, that never
cross the segment between the foci - the ones that are tangent to confocal
ellipses. Orbits in the second class are said to be of oscillatory type, as they
bounce near the minor axis, each time crossing the segment between the foci
and always touch the same confocal hyperbola. Note that according to our
previous definitions these are exactly the elliptic and hyperbolic orbits in the
billiard. We also make a point here that the fixed set of this billiard is clean,
meaning that all fixed orbits are sub-manifolds, with their tangent spaces
being the fixed set of the differential map, or, equivalently, the length func-
tional is Bott-Morse on the free loop space. The whole chord space has the
topology of Mo¨bius strip, since closed orbits are periodic and invariant under
time-reversal. When unfolded, this strip is seen to be divided into regions
of elliptic and hyperbolic type of motion - note that due to the additional
symmetries it looks rather specific. The separatrices are given by the two
axes of the ellipse.
As far as classical dynamics is concerned, we remind that the billiard map is
integrable with the help of the elliptic coordinates, we previously introduced.
If the boundary ellipse with foci, positioned at f1,2 = (±ǫ, 0), is defined by
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Figure 6: The phase portrait of the elliptic billiard in s, p-coordinates: the two-
bounce orbits may be regarded as degenerate cases of oscillatory and rotation-type
motion, respectively. The stable one begins at p = 0, s = L/2, and the unstable
(the minor axis) - at p = 0, s = 0
the equation
x2 +
y2
1− ǫ2 = 1, 0 ≤ ǫ < 1
then the elliptic coordinates η = cosh ρ and ξ = cosφ are introduced via the
transformation
(x, y) = (ǫ cosφ cosh ρ, ǫ sinφ sinh ρ)
The confocal ellipses are the curves ρ = const, φ ∈ [0, 2π) and the hyperbolae
- φ = const, ρ ∈ [0, arcosh(1
ǫ
)]. In these coordinates the classical hamiltonian
of a free particle of unit mass is given by
H =
p2ρ + p
2
φ
2ǫ2(cosh2(ρ)− cos2(φ))
This hamiltonian is now most easily seen to be integrable - one just needs
to multiply by the denominator and introduce the separation constant K to
reduce the problem to a system of one-dimensional equations
p2ρ = 2Eǫ
2 cosh2 ρ−K
p2φ = K − 2Eǫ2 cos2 φ (160)
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Then the two integrals of motion are the energy E and κ2 = K/2E. The
above equations can be regarded as describing hamiltonian dynamical sys-
tems with effective energy Eρ = −Eκ2, Eφ = Eκ2 and effective potentials
Vρ = −Eǫ2 cosh2 ρ and Vφ = Eǫ2 cos2 φ, respectively.
We note that the above representation allows also for exact quantization -
the system is transformed to two identical Mathieu equations of the form
(1− x2)f ′′ − xf ′ + (λ− c2x2)f = 0
with x = ξ and x = η respectively.
The eccentricity e of the ellipse is given in these coordinates by e = (cosh2 ρ)−1.
If we consider the slope angle of the ellipse ψ (the angle, between the coun-
terclockwise oriented tangent and the x-axis at each point), it is obviously
connected with the elliptic coordinates by the formula
tanψ =
dy
dx
= − tanh ρ cosφ
and the radius of curvature is given correspondingly by
R(ψ) =
ds
dψ
=
ǫ cosh ρ sinh ρ
(cosh2 ρ sin2 ψ + sinh2 ρ cos2 ψ)3/2
In these coordinates one may find explicit expression for the caustics in the
billiard as
F (s, p) =
p2 − e2 cos2 ψ(s)
1− e2 cos2 ψ(s)
In certain considerations, however, it is more convenient to work in different
coordinates. Namely, let s denote the arc-length coordinate of the initial
bounce of the orbit and p = cos θ - the normalized momentum79. Then the
canonical symplectic form is given by the area element ω = sin θ ds∧ dθ and
it is easy to see for example that the billiard map preserves it.
7.3 Back to Semi-classics
Various techniques have been involved so far in the semi-classical study of
billiards. One can attempt to apply any of the methods discussed above as
79since the hamiltonian is homogenous function of p, it can always be re-scaled, restrict-
ing the momentum to a unit ball sub-bundle of T ∗(∂Ω)
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Figure 7: Standard plots of closed geodesics of different type for the elliptic bil-
liard. For higher number of reflections caustics become quite visible.
well as many others that have been invented for specific cases.
For instance, one may go for the heat kernel expansion for the billiard ta-
ble, considered as a manifold with boundary. Here are the first few heat
kernel coefficients for a Dirichlet quantum billiard in terms of the boundary
curvature κ
a0 = Area(Ω), a1/2 = −
√
π
2
L(Σ)
a1 =
1
3
∫
κ dσ, a3/2 =
√
π
64
∫
Σ
κ2 dσ
a2 =
4
315
∫
Σ
κ3 dσ, a5/2 =
37
√
π
213
∫
Σ
κ4 dσ −
√
π
210
∫
Σ
(κ′)2 dσ
where L(Σ) =
∫
Σ
dσ denotes the length of the boundary Σ = ∂Ω.
We note that for many purposes, as long as billiards are concerned, the heat
trace approach is insufficient as it does not account for the dynamics in any
explicit way - unlike the wave group, the heat semi-group is dissipative and
could not be related directly to a conservative dynamical system.
A more adequate approach in this direction would involve the wave trace,
or semiclassical propagator traces. In the case of two-dimensional convex
billiards for example, we have the two parts of the spectral density d(E) =
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Figure 8: Plots of the probability density of different states for the elliptic table.
The accumulation of intensity close to classical caustics is obvious.
d¯(E) + dosc(E) in the form
d¯(E) ∼ 2mΩ
2π~2
J0(0)
dosc(E) ∼
( m
2π2~2
)3/4
E−1/4
∑ Ωi√
li
cos
(
li
~
√
2mE + 2νi − 1/4
)
where li denotes the length of the i
th orbit and Ωi - the area of its band. The
summation is performed over all primitive periodic orbits and their repeti-
tions.
7.3.1 Integrability vs. Ergodicity
The problem of quantizing classically chaotic systems has drawn a lot of at-
tention of both physicists and mathematicians. Unlike the integrable case,
exact quantization here is inapplicable since uncertainty principle and dis-
crete spectrum lead to somewhat regular behavior. The only way known so
far for quantizing chaos is to consider instead the semi-classical limit ~→ 0
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of a given chaotic system. Only then the typically chaotic classical properties
such as ergodicity or mixing are preserved80.
One of the fundamental systems in quantum mechanics - the helium atom
(that is actually the three-body Coulomb problem) has been successfully
quantized only with the help of the Gutzwiller trace formula, that is already
a serious achievement. For detailed study on this problem we refer to [23].
Now let us turn our attention to the chaotic billiard tables, which are the
main tool to model quantum chaos on the semiclassical level. Such systems
differ from the integrable ones in several aspects. Firstly, their closed orbits
are exponentially unstable and this usually leads to ergodicity in the phase
portrait. Secondly, most orbits are isolated and pass trough almost every
point of the 2N − 1 energy surface in phase space, due to the lack of first
integrals. Nevertheless there are exceptional families of orbits, but these cer-
tainly do not fill resonant N -tori as in the integrable case.
There is significant difference between isolated and non-isolated orbits in
terms of eigenvalue clustering as we shall see further. An adequate way to
describe the first case is the Gutzwiller trace that has proved a fairly powerful
tool.
Nevertheless we follow here a slightly different approach. First we suggest an
alternative description of quantum mechanics that is very popular, although
not taught in the under-graduate course, and appears to be quite convenient
for semi-classical considerations. Then we briefly compare the spectral statis-
tics in the integrable and the chaotic case.
The Wigner Function Approach The idea of the Wigner function for
a quantum state ψ is expanding in a basis of plain waves. More precisely, it
is defined as the distribution
Wψ(x, p) = (2π~)
−m
∫
Rn
ψ¯(x− y/2)ψ(x+ y/2)e−ik〈y,p〉dny
The quantum-mechanical description of a system in terms of Wψ allows for
representing in a convenient form basic physical quantities, such as the den-
sity
|ψ(q)|2 =
∫
dmpWψ(q, p)
80which means that the small ~ and large t limits do not commute, or the semi-classical
estimate is not uniform in time
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or in momentum representation
|ψ(p)|2 =
∫
dmqWψ(q, p)
but it also allows for a very ’nice-looking’ formulation of the semiclassical
description. Namely, we may insert the de Broigle wave approximation of ψ
in the definition of Wψ and compute the integral for small y. What we get
is the form
Wψ ∼
∣∣∣∣det(∂2S(q, P )∂qi∂qj
)∣∣∣∣ δ(p− p(q, P ))
which, apart from other things, restricts the dynamics (in the roughest ap-
proximation) to classical Lagrangian manifold, given by the Hamilton-Jacobi
equation.
In the integrable case we have a quantized torus, labeling functions by quan-
tum numbers k = (k1 . . . km) and
W kψ(q, p) =
1
(2π)m
δ(I(p, q)− Ik)
where the action variables are given by the WKB quantization condition
Ik = ~
(
k +
νk
4
)
In the analogous situation concerning ergodic systems, we have similarly
Wψ(q, p) ∼ δ(E −H(q, P ))∫ ∫
dmp dmq δ(E −H(q, p))
Using this approach one may find some qualitative differences between the
two cases in terms of spectral statistics. We shall only enumerate some ba-
sic results, concerning spectral clustering and degeneracies. A more detailed
study on that topic may be found for example in [13].
To begin with, we make a brief discussion on degeneracies. We shall be inter-
ested not in degeneracies, coming from symmetries for the Hamiltonian, but
only those, obtained by smooth varying of parameters in a family of ’simi-
lar’ Hamiltonians. Thorough investigation shows that for a ’generic’ system,
crossing of level curves demands varying at least two parameters (see [13]
for details), so it is of codimension two81. This makes it highly unusual to
81in two dimensions these singularities are projections of the diabolic points at which
cones in phase space meet
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have such situation in ergodic or pseudo-integrable systems, although it is
quite common for ergodic systems to have levels that become very close to
each other and then repulse again (these may be viewed as hyperbolae on
the touching cones, passing close to the singularity).
However, in the case of torus-quantized systems, codimension one usually
suffices (lattice planes always cross each other when perturbed), so degener-
acy of such kind may be observed and a lot of examples are available.
The level spacing S is another quantity that differs a lot between the ergodic
and the integrable case. Let us consider the distribution P (S) defined as the
differential probability for the spacing
S(λ) =
△λ
< △λ >
to lie in the interval (S, S + dS) and its asymptotic behavior as S → 0. If it
tends to zero, this can be thought of as effective ’repulsion’ of levels, whereas
if the limit of P is a non zero constant, then spectral levels become thicker
and form a cluster at λ.
It has been proven that, broadly speaking, P ∼ Sk−1 where k is the minimal
codimension of the singular set of spectral degeneracies in the hamiltonian
family, considered above. Thus, we have level repulsion for ergodic systems
and clustering for those that exhibit torus quantization (integrable or pseudo-
integrable). For integrable systems with more than one degree of freedom
one has an even better estimate of the form P ∼ e−S.
One more point to make here is that the mean level density in the Gutzwiller
trace formula is of order ~−m so one might quite naturally expect to obtain
it by smoothing d(E) over this range. However, this is not a good idea, since
the oscillatory contribution has wavelength of order ~−1 which is much larger
scale in dimensions higher than one. Therefore d¯ and dosc should be treated
separately. Let us focus for the time being on the latter.
Note that for isolated orbits the amplitudes in dosc(E) oscillate with each rep-
etition l for stable orbits and decay exponentially with l for unstable ones.
In the integrable case, where orbits come in m− 1 parameter families, these
amplitudes are shown to behave like l
1−m
2
On the other hand each closed orbit contributes to the level density an os-
cillation of wavelength given by
λ˜j = Tj(λ)h/p
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where Tj is the period and p - the momentum. According to this formula,
closed orbits describe level clustering of order ~, whereas the mean level
spacing, as we already know, forms on the much finer scale ~−m.
In the case of billiards, where the classical action along the jth orbit is given
by
Sj = ~kℓj
we have an analogous rule for the wave-number range
k˜ = 2π/ℓj
Note also that in both cases each closed orbit does not give individual lev-
els, but collective properties of the spectrum82, namely, clustering of range
given by the above equations. Thus the determination of an individual level
in the spectral density involves summation over infinitely many (or at least
sufficiently many) closed orbits in order to generate a single delta function
via interference of oscillatory terms.
The sense of ’sufficiently many’ varies from integrable to ergodic systems
and for the former this number behaves like ~−m(m−1) as ~ → 0. It is even
bigger in the ergodic case. For the Sinai billiard for example, as a typical
representative, it has been evaluated to n ∼ ~−3eα/~.
In both cases there are much more practical methods for determining indi-
vidual levels, but nevertheless the path summation is appreciable in certain
cases - for instance, if we only want to know the ’smoothed’ over a certain
range △λ level density, it suffices to include much less paths as the range
increases. This can be of practical interest for acoustics, where certain reso-
nances (in a concert hall for example) dominate the fine structure of spectra
and thus introduce a natural ’smoothing’ criterion.
Now let us give some explicit examples of particular results obtained in the
ergodic case.
The first one is the Sinai billiard, that is a typical classically chaotic system.
The smooth part of the spectral staircase function is given by
N¯ (E) = λ
32π
(1− πr2)−
√
λ
4π
[1 +
√
2/2− r(2− π/4)] + 31
96
82this non-locality can be partly explained by the Fourier transform used in the deriva-
tion of the Poisson type summation formulae and seems to be a major property of classical-
to-quantum phenomena
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where r is the radius of the scattering disk and the torus is taken to be
double-folded unit square. The first term above stands for the area contri-
bution, the second - the one of the perimeter, and the last represents the
contribution from curvature and corners.
A more thorough investigation would reveal the presence ’ghost’ orbits - these
are non-physical trajectories that pass through the obstacle (or, as in the case
of non-convex tables, leave the interior of the billiard domain). One of the
advantages of path summation in this case is that such orbits ’cancel’ each
other, after adding sufficiently many terms in the trace. For details we refer
to [13].
For the case of Robin boundary conditions we refer to [67] where the bound-
ary function S is taken into account to obtain for the smooth part of the
spectral density83
d¯(λ) =
Area(Ω)
√
λ
2π
− L(Σ)
4π
1− 2√
1 + S
2
λ
+ . . .
whereas the oscillatory contribution comes with an additional phase (com-
pared to the Dirichlet case)
Φγ ∼ 2
∑
arctan(
pi
√
λ
S(σi))
where pi = cos θi are the tangential projections of the momenta in the points
of reflection of the corresponding closed orbit γ.
We leave this quite interesting topic of quantum chaology for the moment,
realizing that there are many aspects and that we consider here only a few
examples. For the most part we follow [13]. One may, however, decide to use
more statistical methods, as it is done in [19], or study more thoroughly the
quantization of discrete maps, as shown in [23]. We refer to the latter for a
thorough investigation on the matter.
There is one more case we only mentioned in the previous section - the
geodesic flow on a hyperbolic surface that also exhibits chaotic motion, but
this time our research is armed with the more exact Selberg trace formula
and the whole machinery of harmonic analysis on homogeneous spaces. For
83see the article for much more precise results
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a review on this special case we refer to [47] and other articles by the same
author.
114
8 Inverse Problems
Solving an inverse spectral problem meas to determine geometrical data (met-
rics, boundary conditions etc.) from spectral data. If isospectral deformation
is impossible, then the metric or the boundary data is said to be spectrally
rigid. If it is the unique geometry with this spectrum84, then we call it spec-
trally determined.
There are only few positive inverse spectral results known so far and a vast
number of counterexamples. For instance, it has been proved that the stan-
dard metric on the sphere is spectrally determined only in dimensions up
to six. The ellipses in the plane are known to be spectrally determined for
the Robin boundary conditions, as we shall see in the following, but it is
not known whether they are in the Dirichlet case. Flat tori are spectrally
determined only in the low dimensions and in the higher-dimensional case
this is so only locally - there are isospectral pairs that are not isometric, but
no isospectral deformations are available, since each metric is determined in
a sufficiently small neighborhood of the superspace. And in the end we know
almost nothing about the hyperbolic manifolds. In dimension two we know
that isospectral pairs contain only hyperbolic representatives, which cannot
be said for sure in the generic case.
However we have spectral determination within the corresponding class of
simple real analytic surfaces of revolution with one critical distance from the
axis and convex analytic plane domains with the symmetries of the ellipse
and a bouncing ball orbit of fixed length.
Spectral problems may be understood as revealing the relation between dy-
namics, geometry and spectrum, hidden in the trace formulae. Note that in
these formulae we cannot in general distinguish between different geodesics,
but encounter just what is usually referred to as length spectrum.
The length spectrum is defined as the set of all lengths of simple closed
geodesics. Moreover, when multiplicities of geodesic lengths are also taken
into account, we refer to this as the extended length spectrum. Since the
length spectrum gives no information about which length belongs to which
closed geodesic, in practice it is often preferable to deal with the so called
marked length spectrum which classifies the closed geodesics in homotopy
84usually it is understood ’within the same class’, meaning that each time we try to
determine a metric or domain, we do it relative to other representatives of some restricted
class of metrics and domains
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types (in the case of closed manifolds) or in terms of rotational numbers85
(as long as convex domains are involved).
It is curious to note that equality of the marked length spectra implies isom-
etry at least for locally symmetric spaces and so does symplectic conjugacy
between the geodesic flows.
8.1 Basic Strategies
How do we find a positive or a negative inverse spectral result?
The negative one is certainly easier to prove, since one may just find a coun-
terexample. For a positive result, however, a lot of work needs to be done.
Perhaps the simplest inverse result is the spectral determination of Dirichlet
discs. It uses only the two leading terms in the heat asymptotic expansion
and the property that for any planar domain the inequality
Area(Ω) ≤ L(∂Ω)
4π
holds and turns to equality if and only if Ω is a disc.
This case is, however, rather exceptional - there are many others in which the
heat invariants remain constant under deformation which does not in general
preserve the spectrum (for example the ’bumpy metrics’ considered in [51])
so one needs to resort to more subtle spectral data, such as the wave trace.
To sum up, solving a generic inverse spectral problem is far from being trivial,
but if there is any chance for it to be done, it would be best to have certain
procedure to follow. The first step is usually defining as much spectral in-
variants as possible (from heat or wave trace, zeta function etc). Next one
needs to express these invariants in geometrical or dynamical terms, as in the
case of the heat kernel coefficients. In the wave case we have the coefficients
in the asymptotic expansion arising in an analogous way from singularities
(or non-commutative residua). Under certain simplifying assumptions (for
instance a simplicity of the length spectrum or analyticity of the domain)
one may find a very ’nice’ set of geometrical and dynamical spectral invari-
ants, such as the length spectrum itself, or the Birkhoff normal form. But
then comes the third crucial step when we need to completely determine the
85this quantity is defined as the ratio of the winding number and the number of reflec-
tions
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geometry (or dynamics) out of these invariants, and this is, first of all, rarely
possible, and second - there is plenty of hard work to be done.
Livsic Cohomology Let us now go a little bit more into detail. Up to
first order in perturbation theory, we have for the variation of eigenvalues
λ˙k = 〈△˙φk, φk〉
where φk are the unperturbed eigenvalues, and △˙ - the variation of the
laplacian, which is, generally speaking, a ΨDO with a leading symbol g˙.
The linearized problem suggests defining the space of variation of the metric
(the tangent to the supers-pace of M at g) for which∫
γ
g˙ = 0⇐⇒ λ˙k = 0
for all indices k and closed geodesics γ. At this stage a special class of
co-homologies, the so-called Livsic cohomologies, are already involved. The
Livsic cohomological problem studies whether each cocycle
∫
γ
f = 0 ∀γ nec-
essarily has a potential in the sense f = Xh(F ) where Xh is the generator of
the geodesic hamiltonian. This is connected to inverse theory in the following
way: let the variation of the metric tensor satisfy∫
γ
g˙ = 0 ∀γ
so that it also preserves the extended length spectrum. When the cohomol-
ogy is trivial one has by all means the above representation of g˙ and then
one has to study the harmonic analysis of the underlying manifold in order
to determine whether such representation is possible at all. For negatively
curved surfaces the answer is ’no’ and thus no iso-spectral deformations are
available in this case. Therefore such manifolds are spectrally rigid. This
technique works fairly well in the case of closed manifolds - especially when
all geodesics are closed or in the case of integrable systems, foliated by flat
tori - the Livsic equation then involves integration over these level sets and
Fourier analysis suffices. However this approach is generally ill-defined or too
complicated for billiards.
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The Parametrix On the other hand one may choose to construct a parametrix
of the wave equation in analogy with the heat kernel. However such construc-
tion becomes in this case rather complicated86 even for simple geometries.
Therefore we prefer to briefly review two other more up-to-date methods in
the context of concrete problems they can be successfully applied to.
For a more consistent exposition we refer to [74] and [75]. Among the few
surveys on inverse problems, we adhere mostly to [73] and [51].
8.2 Quantum Birkhoff Normal Forms and Surfaces of
Revolution
Let us first note that the wave group is a quantization of the geodesic flow and
certain correspondence-principle relations hold. For instance, if two lapla-
cians are conjugated with respect to a unitary FIO, the geodesic flows are
conjugated with respect to a homogeneous symplectic transformation. At
least locally, isospectrality implies (for simple length spectrum) symplectic
equivalence around closed orbits (equal Birkhoff normal forms). In the next
paragraph we remind the notion of a classical normal forms, that is some-
what central for the theory of dynamical systems, and then obtain formal
quantization.
Classical Birkhoff Normal Forms The so-called Birkhoff Normal Forms
treat hamiltonians close to a stationary point (such as periodic orbits, that
will be our main concern). Roughly speaking, putting an equation or a
hamiltonian function into normal form means finding simple approximate
expression (linear, polynomial etc.)
Compared to the generic case, however, here there are certain principle diffi-
culties due to the symplectic nature of the problem. First of all, the transfor-
mation that brings H into normal form should be canonical, so usual cutting
the Taylor series up to the quadratic term, as we are used to in the context of
ODE close to equilibrium, is not sufficient. By doing so, in this case one may
lose qualitative information - for instance the linearized equation may predict
Lyapunov stability, that is observed in practice and can be easily destroyed if
one takes a higher-order correction. If the system is close to integrability, it
86nevertheless it has been successfully used for obtaining certain inverse results before
new schemes were developed
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could be possible to find a set of action-angle variables for which its normal
form is integrable up to the higher-order remainder. However its influence
may accumulate over a sufficiently large time scale and may end up in a
chaotic motion.
There is one more major obstacle - the appearance of resonances. Suppose
that one has managed to put H into normal form close to stable equilibrium.
Then its quadratic term (for n degrees of freedom) will give an expression of
the type
H ∼ 1
2
n∑
k=1
ωkτk (161)
where the canonical actions are expressed in terms of the new symplectic
coordinates P and Q as τj =
1
2
(P 2j +Q
2
j ) and ωj are the corresponding fre-
quencies. The system is said to be resonant of order s if there exists a
linear combination of the frequencies with integer coefficients kj such that∑ |kj| = s. The main theorem, due to Birkhoff, states then, that if there
are no resonances of order s and smaller, then H can be put in normal form
which is polynomial of order s in the (P,Q)-variables (that is [s/2] in the
τ ’s) and the reminder is of order O(τ [ s+12 ]).
Quantization and relation to wave invariants The strategy of normal
forms works for integrable dynamics and we illustrate it in the case of sim-
ple real analytic surfaces of revolution. The first step is to use the Laplace
spectrum to construct the quantum Birkhoff normal form of the wave group,
that is essentially, expressing the operator
√△ as a polynomial of the action
operators Ik and the tangential derivative along γ. Then, one hopes to re-
constructs the metric from its normal form. After imposing some additional
assumptions on the geodesic flow, in many cases this turns out to be possible,
although the procedure is far non-trivial. Here the aim is only to give an idea
of it, avoiding technicalities as much as possible.
First of all one conjugates
√△ into the maximal abelian algebra of ΨDO’s,
generated by the action variables around a closed non-degenerate geodesic
and the tangential derivative Ds := −i d
ds
. Actually, this conjugation is per-
formed on the normal bundle of γ and the result is governed by the spectrum
of Pγ. In the elliptic case for example, one has all the action variables in the
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form of oscillators
Iˆk = αk(D
2
yk
+ y2k)
where αk are the exponent factors of the linear Poincare´ map spectrum and
(s, yk) are the Fermi normal coordinates around γ.
In the real hyperbolic case one has alternatively
Iˆk = µk(Dykyk + ykDyk)
Under some additional assumptions that we are going to specify later, it
turns out that for a non-degenerate closed geodesic γ there always exists a
microlocal FIO, W : T ∗Nγ/0 → T ∗(S1 × Rn) which conjugates
√△ in the
form
W
√
△W−1 = Ds + Hα
L
+
∑ p˜k(Iˆ1, . . . Iˆn, L)
Dks
(162)
where p˜k are polynomials of degree k + 1 in the action variables and 2Hα =∑
αkIˆk.
Next, one hopes to establish a one-to-one correspondence between the normal
form coefficients and the wave trace invariants. In order to do so, it is helpful
to use residual calculus techniques to show that
aγ,k = Resz=0TrD
k
t e
it
√△√△ −z
After putting
√△ into normal form one hopefully obtains the equality
aγ,k = Φk(p˜)
iσ√| det(I− Pγ)|
where the Φk’s form a special class of polynomials in the p˜j’s and hence in
the Iˆl’s, and the last factor to the right is a character of a metaplectic repre-
sentation. The important thing we need to know about the above formula is
that it is in our case invertible, which means that the Birkhoff normal form
coefficients can be derived from the wave trace invariants.
First Integrals The last step in the procedure consists in determining the
metric form the normal form. This is actually deriving the metric from the
hamiltonian function, which is quite clear conceptually, but demands some
additional efforts. Therefore we restrict ourselves to the case of simple real
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analytic surfaces of revolution with simple length spectra.
The metric on such a surface may be written in the form
ds2 = dr2 + a(r)2dΘ2
and impose the additional condition that there is precisely one critical point
at which a′′ < 0 that corresponds to equatorial geodesic. Moreover, we de-
mand the Poincare´ map to be of ’twist’ type87.
Surfaces in this class have completely integrable geodesic flows and the corre-
sponding hamiltonians posses global real analytic action-angle variables. The
first action variable in our case obviously can be chosen to be the angular
momentum I1 = pθ and then the second takes the form
I2 =
1
π
∫ r+
r−
√
E2 − I
2
1
a(r)2
dr + |I1|
with r± being the two extremals of r lying on the annulus determined by
I1. From the first part of I2, one may retrieve that (see [74] for calculations)
both
∑
± |a′(r±(x))| and
∑
± |a′(r±(x))|−1 are spectral invariants88 and hence
a′(r) is determined by the spectrum. But since we have a(0) = 0, the shape
of the surface is spectrally determined.
8.3 The Balain-Bloch Approach
The idea of the method is essentially using exact identities for the Dirichlet
or Neumann resolvent in terms of the free resolvent. It is far more explicit
than the other two methods and rather convenient to apply for bounded
domains. It has first been used by Balain and Bloch for the Robin problem
in a three-dimensional ball.
Suppose for the time being that we are dealing with a convex analytic region
in the plane and consider an r-fold bouncing-ball orbit γr of length Lγ along
the y-axis. Then denote by f
(j)
± the Taylor coefficients of the boundary,
considered as a function of one variable and calculated at both ends of the
87which means, roughly speaking, that its differential rotates all tangent vectors in the
same direction
88note that the integral of interest is Abel transform and hence invertible, we have
chosen x to denote a(r)
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orbit.
In this case we have the expression
det(Id− Pγ) = L2rγ det h
where h = Hess(f) and let hij± denote the matrix entries of its inverse
89.
Then, under the assumption that the domain is symmetric with respect to
reflections in the x-direction (so that we may drop the ’±’ subscript) and
γ, γ−1 are the only geodesics whose length is Lγ , one may express the wave
invariants at γ as polynomials of the f (j)’s.
In order to see why this is so, let us first consider the boundary-value problem
for the wave equation and construct a regularized resolvent Rρ using a cut-off
ρ around the geodesic length Lγ . Under the above assumptions, this resolvent
admits a complete asymptotic expansion of the form
Tr IΩRρ(k + iτ) ∼ e(ik−τ)Lγ
∞∑
j=1
(aγj + aγ−1j)k
−j, k →∞ (163)
which is essentially the same as the wave trace asymptotic at t = Lγ . In order
to find it, one reduces the problem to the boundary, using exact identities
from potential theory. The key formula in the so-called Fredholm-Neumann
reduction yields
RΩ(k+iτ) = R0(k+iτ)−Dℓ(k+iτ)◦(Id+N(k+iτ))−1◦B◦ Sℓ t(k+iτ) (164)
where R0 is the free-space resolvent in R
2 and B : Hs(Ω)→ Hs−1/2(∂Ω) is the
restriction to the boundary. The single and double-layer potential operators
Sℓ, Dℓ : Hs(∂Ω) → Hs+1/2loc (Ω) are constructed as in (66), with the help
of the free-space Green function G0 and its normal derivative respectively.
Note that here Sℓ and Dℓ are considered as Fourier integral operators in this
context (Sℓ t denoting the transpose), and finally N(k + iτ) stands for the
the Fredholm resolvent, that is the boundary integral operator, induced by
Dℓ ∈ Ψ−1(∂Ω)(see [73]). It is classical that Id+N(k+iτ) is an automorphism
of the Sobolev space Hs(∂Ω).
The above formula is in close analogy to the Grushin result, that relates the
trace of the wave group to traces, concerning the monodromy operator (see
[73] for example).
89note that one has in addition hij− = h
i−1,j−1
+
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Following this analogy a bit farther, under the assumption that Lγ is the
only length in suppρˆ one obtains∫
R
ρ(k − λ) d
dλ
ln det(Id +N(k + iτ))dλ ∼
∞∑
j=1
aγjk
−j (165)
where the aγj ’s are the wave invariants at γ and det denotes the usual Fred-
holm determinant.
Next one examines semi-classically N(k+iτ) and the geometric series expan-
sion for (Id + N(k + iτ))−1. The former clearly has a WKB approximation
away from the diagonal, where it has singularity of order −1, which90 rep-
resents it by a FIO with phase equal to the boundary distance function91
d(φ, φ′) = |q(φ) − q(φ′)|. Then substituting the explicit form of the free
Green function in the plane into the definition of N , one obtains for its
integral kernel
N(k + iτ, q(φ), q(φ′)) = −2(k + iτ)H(1)1 (k + iτd(φ, φ′)) cosα(φ, φ′) (166)
where α(φ, φ′) = ∠(q(φ)− q(φ′), νq(φ)) with νq(φ) being the unit normal at
the boundary point q(φ). Note that this is exactly the angle of incidence
at q(φ) for a billiard trajectory passing through q(φ) and q(φ′). Then keep-
ing in mind that for convex domains the boundary distance function d(φ, φ′)
generates the billiard dynamics, it is natural to regard N(k+ iτ) as a global
quantization of the billiard ball map.
Due to the singularity at the diagonal it is not possible to apply directly the
stationary-phase approximation scheme and we need some kind of regular-
ization. So the next step is to perform (at least formally) a finite geometric
series operator expansion with a remainder. After introducing a suitable
cut-off, one separates N(k + iτ) into a tangential and transversal part. The
former is irrelevant to the semi-classical quantization of the billiard map and
behaves like an Airy operator, classically associated to gliding (or ’creeping’)
rays at the boundary. Its contribution turns out to be possible to factor out,
which is one of the main features of the Balain-Bloch approach. Another
feature is the possibility to introduce a cut-off at γ that ensures the good
90it is actually order −2 in the two-dimensional case
91from the off-diagonal asymptotic of G0 it follows that as long as |q(φ)−q(φ′)| ≥ |k|1−ǫ
for some ǫ < 1, N(k + iτ) is a semi-classical FIO with a phase function given by the
boundary distance function
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behavior of the estimate.
After having done all this, one ends up with oscillatory integral series which
demand a stationary phase method to evaluate. Therefore a kind of Feyn-
man graph technique92 is incorporated to determine all the coefficients.
Calculations show that the coefficients f
(2j)
± (0) and f
(2j−1)
± (0) of the Taylor
expansion for the boundary93 appear in the stationary-phase expansion for
the first time in the term of order k−j+1. In the presence of a symmetry axis,
the leading part of this term has the form94
aγ,j−1 ∼ 2rLγ(h11)jf (2j)(0) + . . .
where the dots stand for lower order derivatives. And in addition, if the
domain has the symmetries of the ellipse, since the odd-dimensional coef-
ficients disappear, one may iteratively determine the f (2j)’s and hence the
whole geometry. This gives a strong result for analytic convex plane do-
mains with two symmetries - they can be determined by the wave invariants
at a bouncing-ball orbit along the second symmetric axis.
8.4 Variation on a Theme by Guillemin and Melrose
Actually, although we revise it in the context of the Balain-Bloch strategy,
the results obtained in [36] and [37], rely on the construction of a microlocal
paramatrix.
The main result in [36] is that the spectrum of the Robin problem in the
interior of the ellipse, together with the pure Neumann spectrum completely
determine the function S, taking part in the boundary condition. More
precisely, the difference of the wave traces for the modified and pure Neumann
case respectively:
χ = Tr cos τ
√
△S − Tr cos τ
√
△0
is shown to be ΨDO of order −1 (the most singular parts cancel each other)
which admits an asymptotic expansion in fractional powers of t−T at t = T ,
around a closed geodesic with period T and leading symbol
σL(χ) ∼
∑
j
S(sj)
sin θj
(167)
92a diagrammatic technique used as a means of computing integrals appearing as quan-
tum corrections in perturbation theory
93considered as a graph of a function of one variable
94recall the notations from the beginning of the paragraph
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where summation is taken over all points of reflection at the boundary.
Guillemin and Melrose menaged to rewrite this spectral invariant as an in-
tegral over the set of closed orbits95 with period T ( σT below denotes the
induced invariant measure)
σL(χ) =
∫
YT
S
sin θ
dσT (168)
Using some simple arguments from the geometry of the ellipse, the authors
rewrite the above in the form∫ 2π
0
S(s)h(s)ds√
2M(s) + Z − b (169)
where the function Z actually defines the confocal caustics by the equation
x2
e+ Z
+
y2
Z
= 1
(e = a− b as before) and M(s) denotes the function
M(s) =
a + b
2
− ab
a+ b− e cos 2s
Moreover we have
sin θ =
√
Z − b
M
and the rest follows from considerations concerning the invariance of the
integral measure. More precisely, the volume form ω = sin θdθ ∧ h(s)ds can
be written also as
ω = dZ ∧ f(s)ds
where the second multiplier to the right is the invariant Leray form on the
curves Z = const, that is exactly the one we need. We have from the above
f(s) = sin θ
∂θ
∂Z
h(s)
and easily find
∂Z
∂θ
= −2
√
(Z − b)(2M − Z + b)
95which is a smoothly imbedded manifold since the billiard map is clean and its action
is conjugate to rotation
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Using the symmetry of the ellipse D ∼= Z2 ⊗ Z2, one may write the above
integral as a sum of four components and the function S is determined at the
endpoints of each interval, that could be easily checked, expanding over two
’special’ orbits - the major and minor axes. Moreover, since the remaining
factor in the integral is strictly monotonous in each of the intervals, one sees
that the boundary function is determined itself.
Evaluating the significance of the result of Guillemin and Melrose, we should
admit that it is not very likely that in practice anyone will ever desperately
need to ’guess’ the elasticity of the boundary of a vibrating elliptical region
by its spectrum, but this is one of the very few exactly solved inverse results
that makes it of particular interest for further investigation. The articles [59]
and [77] provide some insight about this.
In this section we offer an easy way to obtain explicit formulae for the spectral
variations with respect to varying the boundary function. It is worth saying
that the method is completely identical to the one offered in the second
chapter of [52], where it was applied to the pure Neumann case only. As
a matter of fact the same investigation has been cited in [77], but using a
different method, and obtaining, as it seems, a different result, which we
consider a minor misunderstanding.
To start with, we regard the spectral problem
(△+ λ)φ(x) = 0 x ∈ Ω (170)
in a plane domain Ω , enclosed by the ellipse Σ = ∂Ω.
Let φ 0 be a solution satisfying the homogeneous Robin boundary condition(
∂
∂n
+ S0(s)
)
φ 0(s) = 0 s ∈ Σ (171)
and let G0 denote the corresponding Green function. By definition we have
(△+ λ)G0λ(x, y) = δ(x− y) (172)(
∂
∂n
+ S0(x)
)
G0λ(x, y) = 0, x ∈ Σ
Now let us perturb the boundary condition with a small correction
S0 → S = S0 + ǫS ′ +O(ǫ2)
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and denote with φ and G the solution and the Green function for S respec-
tively.
Then we take the spectral equation for G0λ and multiply it by φ, and the one
for φ we multiply by G0λ. After subtracting the latter from the former and
integrating over the Ω we get
φ(x) =
∫
Ω
[
φ(y)△G0λ(x, y)−G0λ(x, y)△φ(y)
]
dω (173)
Applying the Green theorem to the above leads to
φ(x) = ǫ
∫
Σ
S ′G0λ φ dσ (174)
from which φ is determined.
In order to find λ′ we choose to work in the basis spanned by the eigenfunc-
tions φ 0 of the non-perturbed system. We expand in this basis
φ =
∑
cαφ
α
0 (175)
and take the usual spectral expansion of the Green function
G0λ(x, y) =
∑
α
φ¯α0(x)φ
α
0(y)
λ− λ0k
(176)
which, substituted in (174), together with (175), leads to∑
µ
φµ0 cµ = ǫ
∑
µ,ν
φµ0
S ′µν
λ− λ0µ
cν ∀µ (177)
where S ′µν are the L2(Σ) matrix entries of the boundary function derivative
in the sense that
S ′µν =
∫
∂Ω
S ′(σ)φ¯µ(σ)φν(σ) dσ
Then (177) turns into a system of homogenous matric equations (for all µ)
for the unknown coefficients cν . More precisely
(λ− λ0µ)cµ = ǫ
∑
S ′µνcν (178)
Now we restrict ourselves to the solution φµ of the perturbed problem, cor-
responding to eigenvalue λµ . If we would like to solve the integral equation
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(174) with the method of consequent approximations, we need to substitute
as a first ’guess’ φi0 under the integral sign. Then, up to first order we have
cν = 0, ν 6= µ and certainly cµ = 1. Then, this first approximation gives
λµ − λ0µ = ǫS ′µµ +O(ǫ2)
meaning that the spectrum is being shifted up to first order in ǫ namely by
the diagonal element of the boundary function correction, exactly as in the
standard stationary perturbation theory, only with the difference that this
time the role of ’potential’ is played by a single layer distribution instead of
a volume term.
In more explicit terms, we have for the first correction to the Robin spectrum
the expression
λ˙ν =
∫
Σ
S ′(σ)| φν0|2 dσ (179)
The analogy to the old quantum mechanical perturbation-theory problem
spreads even farther and allows for writing the higher-order terms as well.
For instance one has
λ′′ = ǫ2
∑
i 6=j
S ′µνS ′νµ
λ− λ0j − S ′νν
and so forth.
From the above considerations it also becomes clear how to vary the trace of
the wave propagator
TrU(τ) = Tr exp (iτ
√
△) =
∑
ν
eiτ
√
λν
According to the Guillemin and Melrose’s result, we have96
δσL|τ=T = ǫ
∫
YT
S ′(s)
sin θ(s)
dσT (180)
According to [36] the dependence of the wave trace on the boundary function
appears only in the second term, so it is not sensitive to varying S until the
third term. Or, in other words, the ΨDO corresponding to the variation, is
of order −2.
96note that the classical momenta p = cos θ and thus the denominator sin θ =
√
1− p2
are not altered by changing the boundary condition, nor is the integral measure
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We note once more that the results obtained by Zelditch in [77] (see page 14)
are slightly different - for instance he obtains a variation of the wave trace of
the form97
δTrU(τ) = iτ
∑
ν
δλν e
iτ
√
λi
and this is used (again in cooperation with the result of Guillemin and Mel-
rose) as a mens of evaluation of boundary traces98 such as∑
λk≤λ
|φk
Σ
|2 ∼ Cnλn2 +O(λn−12 )
for the n-dimensional case. Note that this power dependence suffers slight
modification according to the present considerations.
Now let us see what happens if we formally differentiate directly the trace
(180). According to the simple rule for composite functions we have
d
dǫ |ǫ=0
TrU(τ) = iτ
∑
ν
λ˙ν
2
√
λν
eiτ
√
λν (181)
Substitution into the earlier obtained form of λ˙ν yields
d
dǫ |ǫ=0
TrU(τ) =
iτ
2
∫
∂Ω
∑
ν
eiτ
√
λν
√
λν
S ′(s)| φν0(s)|2 dσ (182)
Note also that from the above expression one may easily find the first terms
in the power series expansion for the wave trace perturbation. Namely
d
dǫ |ǫ=0
TrU(τ) = iτζ(1/2)− τ
2
2
ζ˙(−1)− iτ
3
6
∑
λ˙ν
√
λν +
τ 4
16
ζ˙(−2) + . . .
Then using again the representation of the zeta function as a Mellin trans-
form of the heat kernel, we obtain after cancelation of individual terms, an
expression for the linear term
d
dǫ |ǫ=0
TrU(τ) ∼ iL(∂Ω)
4π3/2
∫ ∞
0
dt
(
2S ′t−1/2 + 1
4
(κS ′ + 2SS ′) +O(√t)
)
, τ → 0
97that obviously contradicts with our result
98the definition of the boundary trace of a function in the context of a certain boundary-
value problem is f b = (I−B)f|∂Ω, where B is the corresponding to the condition boundary
operator
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and may also fight for expressing higher-order terms in a similar manner.
To the contrary, one may express ζ-invariants in terms of derivatives of wave
trace coefficients.
Note also that the above formulae hold in the strict sense only away from the
singularities, present due to periodic orbits, that is for τ 6= Tγ . However, one
would like to use it together with (180) in order to obtain a formal expression
for the first derivative of σL.
130
References
[1] V. Arnold, Mathematical Methods of Classical Mechanics, ”Science”,
Moscow 1974 (Springer, New York, 1978)
[2] V. Arnold, Geometrical Methods in the Theory of Ordinary Differential
Equations, Regular and Chaotic Dynamics, 1999
[3] V. Arnold, Catastrophe Theory, Nature 1979, No 10
[4] I. Alexandrova, A survey of inverse spectral results,
http://math.berkeley.edu/∼alanw/240papers00.html, 2000
[5] I. Avramidi, Covariant Algebraic Method for Calculation of the Low-
energy Heat Kernel, arXiv:hep-th/9503132 v1 21 Mar 1995
[6] I. Avramidi, Heat Kernel Approach in Quantum Field Theory,
arXiv:math-ph/0107018 v1 19 Jul 2001
[7] I. Avramidi, Covariant Techniques for Computation of the Heat Kernel,
arXiv:hep-th/9704166 v1 21 Apr 1997
[8] A. Backer, Numerical Aspects of Eigenvalue and Eigenfunction Com-
putations for Chaotic Quantum Systems, arXiv:nlin.CD/0204061, Vol.1
No.25, Apr 2002
[9] A Barvinsky, V. Mukhanov, New Nonlocal Effective Action,
arXiv:hep-th/0203132 v2 3 Apr 2002
[10] M. Berry, Regularity and Chaos in Classical Mechanics, Illustrated by
Three Deformations of a Circular Billiard, Eur. J. Phys. 2, 1981, 91-102
[11] M. Berry, C. Howls, High Orders of the Weyl Expansion for Quantum
Billiards: Resurgence of Periodic Orbits, and the Stokes Phenomenon,
Proc. R. Soc. Lond. A, 1994(447)
[12] M. Berry, C. Upstill, Catastrophe Optics: Morphologies of Caustics and
Their Diffraction Patterns, E. Wolf, Progress in Optics XVIII, North-
Holland, 1980
[13] M. Berry, Semi-classical Theory of Regular and Irregular Motion, Les
Houches, Session 36, 1981
131
[14] G. Birkoff, Dynamical systems, AMS, 1966
[15] Berry, Tabor, Calculating the Bound Spectrum by Path Summation in
Action-angle Variables, J. Phys. A: Math. Gen., Vol. 10, No. 3, 1977
[16] Christian Ba¨r Heat Kernel Asymptotics for Roots of Generalized Lapla-
cians, Intern. Journ. of Math., Vol. 14, No. 4 (2003)
[17] M. Bennet, F. Friedlander, The Poisson Summation Formula for a
Dirichlet Problem with Gliding and Glancing Rays, Journ. E´q. aux
De´riv. Part. (1982), p.1-11
[18] D. Bleeker, B. Booss-Bavnbek, Spectral Invariants of
Operators of Dirac Type on Partitioned Manifolds,
ftp://ftp.esi.ac.at/pub/Preprints/esi1293.pdf
[19] J. Botle, Semi-Classical Trace Formulae and Eigenvalue Statistics in
Quantum Chaos, ULM-TP \ 97-2, arXiv:chao-dyn/9702003v1, 1997
[20] J. Chazarain, Parame´trix du Proble`me Mixte pour l’E´quation des Ondes
a` l’Inte´rior d’un Domaine Convexe pour les Bicaracte´ristiques, Journ.
E´q. aux De´riv. Part. (1975)
[21] M. Cruz, The Spectrum of the Laplacian in Riemannian Geometry,
http://math.berkeley.edu/∼alanw/240papers03/vitocruz.pdf, 2003
[22] A. Chamseddine, A. Connes, The Spectral Action Principle,
arXiv:hep-th/9606001 v1 3 Jun 1996
[23] P. Cvitanovic´, R. Artuso, R. Mainieri, G. Tanner, G. Vat-
tay, N. Whelan, A. Wirzba, Chaos: Classical and Quantum,
http://ChaosBook.org/version11.9, 2006
[24] P. Dirac, Principles of Quantum Mechanics, Oxford, 1947
[25] J. Derezinski, Some Remarks on Weyl Pseudodifferential Operators,
Jour. E´q. aux De´r. Part., 1993
[26] E. Elizalde, Some Uses of Zeta-regularization in Quantum Gravity and
Cosmology, Gravitation and Cosmology, Vol. 6, No. 4, 2000
[27] R. Feynman, Quantum Mechanics and Path Integrals
132
[28] R. Feynman, Statistical Mechanics, Frontiers in Physics, W. A. Ben-
jamin Inc., 1972
[29] L. Fadeev, L. Takhtadjan, The Hamiltonian Approach to Soliton Theory,
Springer Verlag, Berlin, 1987
[30] D. Freed Geometry of Dirac Operators,
http://www.ma.utexas.edu/users/dafr/vita.pdf
[31] S. Furstberger, Quantum Billiards in Reduced Phase Space,
http://vts.uni-ulm.de/docs/2004/3622/vts 3622.pdf, 2003
[32] S.Tabachnicov , Billiards
[33] T. Branson, P. Gilkey, D. Vassilevich The Asymptotics of the Laplacian
on a Manifold with Boundary II, arXiv:hep-th/9504029, Apr 1995
[34] P. Gilkey, Spinors, Spectral Geometry and Riemannian Submersions,
http://www.emis.de/monographs/GLP/GLP.ps.gz
[35] P. Gilkey, Invariance Theory, The Heat Equation, and the Atiyah-Singer
Index Theorem, http://www.emis.de/monographs/gilkey/index.html
[36] V. Guillemin, R. Melrose, An Inverse Spectral Result for Elliptical Re-
gions in R2, Adv. in Math. 32 (1979), no. 2, 128–148
[37] V. Guillemin, R. Melrose, The Poisson Summation formula for Mani-
folds with Boundary, Adv. Math. 32 (1979), 204–232
[38] D. Grieser, Notes on Heat Kernel Asymptotics,
http://www.math.uni-bonn.de/people/grieser/wwwlehre/heat.pdf
[39] V. Guillemin, A. Uribe, Some Inverse Spectral Results for Semi-classical
Schro¨dinger Operators, arXiv:math.SP/0509290, Sep 2005
[40] N. Hurt, Geometric Quantization in Action, ’MIR’, Moscow, 1985
[41] A. Iantchenko, J. Sje¨ostrand, M. Zworski, Birkhoff Normal Forms
in Semi-classical Inverse Problems, Mathematical Research Letters 9,
337–362 (2002)
[42] C. Johnson, D-Brane Primer, htpp://arXiv:hep-th/0007170
133
[43] K. Kirsten, Spectral Functions in Mathematics and Physics,
arXiv:hep-th/0005133, 2000
[44] K. Kirsten, A. McKane, Functional Determinants by Contour Integra-
tion Methods, arXiv:math-ph/0305010, 2003
[45] M. Lu´bcke, Gutzwiller Trace Formula and Applications,
http://www.teorfys.uu.se/courses/exjobb/gutz.pdf, 2001
[46] L. Landau, E. Lifschitz, Theoretical Physics III: Quantum Mechanics,
”Science”, Moscow, 1989
[47] J. Marklof, Arithmetic Quantum Chaos,
www.maths.bris.ac.uk/ majm/bib/arithmetic.pdf
[48] A. Miller, Riemannian Manifolds with Integrable Geodesic Flow,
http://math.berkeley.edu/∼alanw/240papers00/miller.pdf
[49] J. Milnor. Morse Theory, Annals of Math. Studies 51, Princeon Univer-
sity Press, Princeton 1965
[50] Moser, Integrable Hamiltonian Systems and Spectral Theory
[51] R. Merlose, The Inverse Spectral Problem for Planar Domains,
http://www-math.mit.edu/∼rbm/papers/anulec/anulec.ps
[52] Morse, Feshbach, Methods of Theoretical Physics II, McGraw-Hill, New
York, 1953
[53] I. Moss, W. Naylor, Diagrams for Heat Kernel Expansions,
arXiv:gr-qc/0101125v1 31 Jan 2001
[54] I. Moss, Heat Kernel Expansions for Distributional Backgrounds,
arXiv:hep-th/0007185, Jul 2000
[55] V. Mukhanov, S. Winitzki, Introduction to
Quantum Fields in Classical Backgrounds,
http://www.theorie.physik.uni-muenchen.de/∼serge/T6/book.pdf
[56] G. Nagy, Essentials of Pseudodifferential Operators,
http://math.ucsd.edu/∼gnagy/teaching/n-pdo.pdf
134
[57] S. Nojiri and S. Odintso, Trace Anomaly Induced Effective Action
for 2D and 4D Dilaton Coupled Scalars, NDA-FP-35, June 1997,
arXiv:hep-th/9706143v4 18 Jul 1997
[58] O. Knill On Nonconvex Caustics of Convex Billiards, 1996
[59] G.Popov, P.Topalov, Invariants of Isospectral Deformations and Spectral
Rigidity, http://mpej.unige.ch/mp arc/c/05/05-62.pdf
[60] I. Politerovich, From Agmon-Kannai Expansion to Korteweg-de Vries
Hierarchy, arXiv:solv-int/9905001 v1 30 Apr 1999
[61] I. Politerovich, A Commutator Method for Computation of Heat Invari-
ants, arXiv:math.DG/9805047, Jul 1998
[62] N. Pavlov, Discrete Symmetries in the Weyl Expansion for Quantum
Billiards, arXiv:chao-dyn/9411017 v1 15 Nov 94
[63] H. Parab, Semicalssical Study of Statistical Measures of Spectral Fluctua-
tions in Some Pseudointegrable Billiards, arXiv:nlin.CD/0503037, Vol.1,
No.16, Mar. 2005
[64] S. Rosenberg, Nonlocal Invariants in Index Theory, AMS, vol. 34, No.
4, 1997
[65] R. Schmid, The Lie Group of Fourier Integral Operators on Open Man-
ifolds, http://www.mathcs.emory.edu/∼rudolf/howard.pdf
[66] I. Stewart, T. Poston, Catastrophe Theory and its Applications, Pitman
Press, London 1978
[67] Sieber, Primack, Smilansky, Ussishkin, Schanz, Semiclassical Quantiza-
tion of Billiards with Mixed Boundary Conditions, chao-dyn/9502015 24
Feb 1995
[68] S. Tabachnicov, Elipsoids, Complete Integrability and Hyperbolic Geom-
etry, Moscow Math. J., Vol. 2, No. 1, Jan-Mar 2002,
[69] D. Vassilevich, Heat Kernel Expansion: User’s Manual ,
arXiv:hep-th/0306138 v3, 2003
135
[70] D. Vassilevich, Spectral Problems From Quantum Field Theory,
arXiv:math-ph/0403052 v1 28 Mar 2004
[71] K. Weibert, J. Maina, G. Wunner Higher-Order h-corrections in the
Semiclassical Quantization of Chaotic Billiards, Eur. Phys. J. D 19, 379
388 (2002)
[72] H. Waalkens, J. Wiersing, H. Dullin, Elliptic Quantum Billiards,
arXiv:chao-dyn/9612020, Vol.1, No.12, Dec. 1996
[73] S. Zelditch, The Inverse Spectral Problem, arXiv:math.SP/0402356 v1
23 Feb 2004
[74] S. Zelditch, Normal Form of the Wave Group and Inverse Spectral The-
ory, Eq. aux de´riv. part., Sint-Jean-de-Monts, 2-5 juin 1998
[75] S. Zelditch, Inverse Spectral Problem for Analytic Domains I: Balain-
Bloch Trace Formula, arXiv:math.SP/0111077, Apr 2003
[76] V. Zakharov, S. Novikov, S. Manakov, L. Pitaevski, Soliton Theory: The
Inverse Problem Method
[77] S. Zelditch Billiards and boundary traces of eigenfunctions, Jour. Eq.
aux de´riv. part. Forges-les-Eaux, 2–6 juin 2003
136
