Abstract-This paper links multiple invariance sensor array processing (MI-SAP) to parallel factor (PARAFAC) analysis, which is a tool rooted in psychometrics and chemometrics. PARAFAC is a common name for low-rank decomposition of three-and higher way arrays. This link facilitates the derivation of powerful identifiability results for MI-SAP, shows that the uniqueness of single-and multiple-invariance ESPRIT stems from uniqueness of low-rank decomposition of three-way arrays, and allows tapping on the available expertise for fitting the PARAFAC model. The results are applicable to both data-domain and subspace MI-SAP formulations. The paper also includes a constructive uniqueness proof for a special PARAFAC model.
sive proposition, and drifts can render the collected data unreliable.
In the multiple-parameter case, things become considerably more complicated. In effect, one needs an array with displacement structure in more than one dimension, and applying ES-PRIT separately in each dimension leaves much to be desired. On the one hand, even if azimuth and elevation parameters are independently resolved, the association problem (i.e., pairing corresponding azimuth and elevation estimates) remains. More importantly, this approach does not fully capitalize on the multidimensional invariance structure present in the data.
Several authors have considered ways around the association problem, see e.g., [36] and [42] . The weighted subspace fitting (WSF) viewpoint of Viberg and Ottersten [37] led to the single-parameter multiple-invariance subspace fitting (SSF) formulation of ESPRIT [32] and then to the multiple-parameter multiple-invariance SSF formulation of ESPRIT in [31] . In parallel, several authors have investigated suboptimal but computationally efficient solutions for the multiple-parameter multiple-invariance case (see, e.g., [12] and [41] ).
ESPRIT ideas have revolutionized sensor array signal processing. Interestingly, a general principle underlying ESPRIT has flourished independently in other scientific fields and disciplines, where it is commonly referred to in a variety of ways, including parallel proportional profiles, trilinear decomposition, canonical decomposition, and parallel factor (PARAFAC) analysis. PARAFAC has been first introduced as a data analysis tool in psychometrics, 1 where it has been used, e.g., for "individual differences multidimensional scaling" but in phonetics, exploratory data analysis, statistics, arithmetic complexity, and other fields and disciplines. R. A. Harshman [14] [15] [16] , and Caroll and Chang [7] developed the PARAFAC model. Nowadays, much of the research in the area is conducted in the context of chemometrics, 2 where it is used for spectrophotometric, chromatographic, and flow injection analyses. This body of work includes tools and concepts that are very useful in deriving identifiability results plus decades of expertise on the algorithmic side of things. The term PARAFAC is widely adopted in chemometrics, and we adopt it here as well.
In an earlier paper [29] , we have linked PARAFAC to the DS-CDMA blind multiuser detection problem. In this paper, we wed PARAFAC ideas to multiple-invariance sensor array processing, with emphasis on identifiability results. Relative to the CDMA problem in [29] , array invariance replaces spreading as the third dimension, and the information-bearing source signals can now be uncoded.
PARAFAC is a common name for low-rank decomposition of three-and higher way arrays. As such, it falls under multiway analysis or linear algebra for multiway arrays. Multiway analysis has also been used in the context of higher order statistics (HOS)-based independent component analysis (ICA) of non-Gaussian source mixtures [10] , [22] . Our approach herein is deterministic; it requires neither statistical independence nor non-Gaussianity.
A. Organization
The rest of this paper is structured as follows. Section II contains the MI-SAP data model and provides necessary MI-SAP preliminaries along with a summary of previously known MI-SAP identifiability results. Section III introduces the PARAFAC model and explains how it arises in the context of MI-SAP. Section IV contains the core contributions of this paper, which are in terms of MI-SAP identifiability results. Section V discusses algorithmic issues, whereas Section VI presents simulation results. Conclusions are drawn in Section VII.
II. MI-SAP PRELIMINARIES
Consider a sensor array consisting of elements receiving signals from narrowband sources in the far field. The discrete-time baseband-equivalent model for the noisy array outputs can be written as follows: (1) where is the array response, is an vector of source signals, and models measurement noise. Throughout, we assume that is tall and full rank, which is necessary for identifiability. Collecting snapshots, (2) where is the source signal matrix, and is the noise matrix. Suppose that the array contains displaced but otherwise identical subarrays of sensors each (an extension of the usual ESPRIT scenario, which corresponds to ). Let denote a selection matrix that extracts the rows corresponding to the th subarray; then (see, e.g., [12] , [31] , [32] , [41] 
where subarray response; diagonal depending on source parameters, th subarray displacement, and frame of reference; measurement noise for the th subarray. Throughout this paper, denotes noisy data. Note that in general, , with left equality for subarrays that share elements and right equality for subarrays that do not overlap.
As an example, consider a uniform square array with interelement spacing in both dimensions, sources, and square subarrays corresponding to the bottom-left , bottom-right , top-left , and top-right blocks . Then, assuming is the reference subarray [31] diag diag where denotes the identity matrix, and and are the azimuth and elevation angles for the three sources (in rads).
The core problem that we deal with in this paper can now be stated as follows.
PROBLEM: Given , , find (estimate) , , and . Returning to (1) nonsingular. This is the basis of subspace approaches to signal parameter estimation. For the multiple-invariance structure at hand, (3) implies that [32] . . . . . . . . .
which means that the signal subspace inherits the invariance structure present in the raw data. In practice, is estimated using 
A special case will be of interest as well. For linearly and uniformly displaced subarrays as those depicted in Fig. 1 , it holds that (using the zeroth subarray as reference). Both data-domain (4) and subspace models (7) incorporate errors. Assuming Gaussian noise, the least squares/weighted least squares principle is appropriate, leading, e.g., to data-domain least squares fitting . . . . . .
and the corresponding weighted subspace fitting (WSF) problem [31] , [32] , [37] , [39] . . . . . .
where is a weighting matrix, and holds all the diagonals. The problems in (8) and (9) have common structure from a regression viewpoint. Depending on the particular problem at hand, constraints on some or all of the matrices may be imposed, e.g., known displacement structure, training symbols, etc.
A. Previous Identifiability Results for MI-SAP
It is helpful to clarify that by identifiability, we mean uniqueness of all spatial source parameters as well as temporal source signals given a finite set of sensor measurements in the absence of noise and up to inherently unresolvable source permutation and scaling ambiguities. Other notions of identifiability are possible, e.g., [18] defines identifiability in the sense of distributions (i.e., distinct model parameterizations give rise to distinct distributions of the measurements), which is different from what is meant herein. • As stated earlier, tall and full rank is necessary for identifiability [40] .
• (single-invariance ESPRIT): , , full rank , , and displacement are required for identifiability (e.g., cf. [27] and [38] 
If is already tall/full rank, then the single-invariance ESPRIT result applies [32, p. 874] . However, may well be tall/full rank even if is not, resulting in significantly relaxed identifiability conditions. This has been left open in [32] . We will fill this gap in the sequel.
• General case: Identifiability results for the general case of arbitrary displacement structure are missing from the literature. We will provide such general results herein. As alluded to in the introduction, the tools we will use toward our stated goals come from parallel factor analysis. How parallel factor analysis relates to multiple-invariance sensor array processing is explained next, including the necessary background.
III. PARALLEL FACTOR ANALYSIS
We introduce some notation that will be useful in the sequel. Let be the matrix whose st row is the diagonal of , and let denote the diagonal matrix containing the st row of :
, and (11) Letting stand for the element of (the signal part of the output of the th antenna of the th subarray at time ), we have (12) where stands for the -element of , and similarly for the others. Equation (12) expresses as a sum of triple products; it is variably known as the trilinear model, trilinear decomposition, triple product decomposition, canonical decomposition, or parallel factor (PARAFAC) analysis of . Define a three-way array with typical element . A rank-1 three-way array is the "outer product" of three vectors ; its typical element can be written as Equation (12) is an -component triple product decomposition of . The rank of is defined as the minimum number of rank-1 three-way components needed to decompose [20] . The above definition is consistent with matrix (two-way array) rank, which is the minimum number of rank-1 matrices needed to decompose a given matrix.
Notice how the assumed shift invariance is crucial in establishing trilinearity of the MI-SAP model; hopping through corresponding subarray elements involves picking up a factor that depends on the chosen subarrays and source azimuth/elevation parameters but not the particular subarray elements . In the absence of shift invariance, the three-way data in no longer obey a PARAFAC model of rank .
Equation (11) can be viewed as "slicing" the 3-D array in a series of "slabs" (2-D arrays) perpendicular to the invariance dimension, i.e., , that is, the 2-D slice of corresponding to the given . Two additional slicings are possible and useful in understanding the regression algorithm in Section V. (13) where the matrix . Similarly (14) where the matrix .
IV. IDENTIFIABILITY
We will need the following definition. Definition 1: Consider a matrix . If rank , then contains a collection of linearly independent columns. Moreover, if all columns of are linearly independent but there exists a collection of linearly dependent columns of (or ), then has Kruskal-rank ( -rank) . The concept is implicit in the work of Kruskal [20] , but the term was later coined by Harshman and Lundy [17] . Note that unlike regular matrix rank, the concept of -rank is asymmetric, as it pertains to columns: A fat matrix , may have full rank ( row rank column rank) but -rank one if it contains two colinear columns or even zero if it contains an all-zero column. On the other hand, the -rank of will be full ( ) in this case. A square/tall full-rank matrix has -rank equal to its rank. In general, rank , . PARAFAC uniqueness has a long history [14] [15] [16] , [27] , but Kruskal's result [20] , [21] is the deepest.
Theorem 1 [20] : Consider the set of matrices , , where , ,
, and denotes the common dimension. If (15) then , , and are unique up to permutation and scaling of columns, meaning that any other triple that gives rise to the data is related to via (16) where is a permutation matrix, and are diagonal scaling matrices satisfying (17) The result holds for , irrespective of condition (15), as long as does not contain an identically zero 2-D slice along any dimension.
Radar and communication systems employing in-phase/quadrature processing lead to discrete-time baseband-equivalent models involving complex arrays. Kruskal, in [20] , states and proves his uniqueness of trilinear decomposition results explicitly under the working assumption of real-valued arrays. Splitting into real and imaginary parts destroys trilinear structure, and three-way array rank is sensitive to the domain of numbers used in the decomposition [21] . Care should therefore be exercised in treating the complex case. The proof of the following result can be found in our earlier paper [29] .
Theorem 2 [29] : Given , , ,
then , , and are unique up to permutation and (complex) scaling of columns.
As it stands, the condition applies to the data-domain MI-SAP formulation (3). The following result shows that nothing is lost in terms of identifiability by going to the corresponding subspace formulation (6 . The -rank of is inherited from . The result then follows by applying Theorem 2 to (6) . Note that can be recovered up to permutation and scaling of rows from and the row subspace of . Carroll et al. [8] have in fact considered the relationship between the data domain and subspace fitting problems for what amounts to the special case of nonoverlapping subarrays extracted from , without reference to identifiability, however.
There exists a very interesting link between -rank and the concept of rank ambiguity that appears in the study of sensor arrays (e.g., cf. [34] , [35] , and references therein). It is well known [40] that in order to uniquely determine the DOA's of uncorrelated sources from the array outputs, one requires an array manifold that is free of rank-ambiguities, meaning that every steering vectors (corresponding to distinct DOA's) drawn from the manifold are linearly independent. Let be the maximum such for a given manifold; 3 the associated antenna array can resolve up to uncorrelated sources. Let , be the resolvability bounds for the subarray manifold and the displacement manifold, respectively. Clearly Now, suppose that the source signal matrix is fat and full rank . Then, the -rank identifiability condition (18) becomes which is guaranteed a fortiori if the DOA's of the different sources are distinct and The latter inequality is an intuitively pleasing subarray synthesis result; the resolving power of the reference subarray and the displacement subarray add up. See [34] for a discussion of issues related to the design of antenna arrays with a specified .
A random matrix whose columns are drawn independently from an absolutely continuous distribution has full rank with probability one. Interestingly, it also has full -rank because any combination of columns can be thought of as another random matrix with columns drawn independently from an absolutely continuous distribution. This holds even if the elements across a given column are dependent random variables. In our present context, for source-wise independent source signals, , and therefore, (18) becomes which implies that sources can be identified with as few as snapshots, provided , , and the subarray and displacement matrices are full rank .
A. DOA Recovery Considerations
Thus far, we have ignored the issue of DOA recovery from the matrix estimates. If the reference subarray is uncalibrated, as is 3 depends on array geometry and other antenna design factors [34] , [35] .
usually assumed in ESPRIT approaches, then one relies on the structure of to recover azimuth and elevation estimates. Unlike DOA determination from array outputs, unambiguous azimuth/elevation recovery from the columns of requires only mild conditions on the displacement structure, which can be easily satisfied by array design. This is best illustrated by example. In the case of the uniform square array in Section II, the displacement steering vector has the following structure: which means that unambiguous azimuth/elevation recovery from the columns of is possible, provided the sources are confined within plus or minus 90 in both azimuth and elevation. In particular, this does not require that , which is required for unambiguous DOA determination from displacement subarray outputs.
If the reference subarray is calibrated, then the steering vectors from both and can be used to recover azimuth/elevation estimates.
B. One Angle in Common
It is interesting to investigate whether the identifiability condition (18) can hold in the presence of two sources with one angle in common. Consider a uniform square array with interelement spacing , and square subarrays corresponding to the bottom-left reference), bottom-right , top-left , and top-right blocks . Let there be sources at the same azimuth but different elevations. Let , , and . Then If , then the first and the third row are linearly independent, and therefore, and are full rank as well as full -rank:
. For fat and full rank, , and hence, (18) is satisfied, and uniqueness is guaranteed.
C. Regarding Coherence
For coherent sources (rank-deficient source covariance matrix), the Cauchy-Schwartz inequality implies that the sample paths are colinear with probability one. The -rank of a matrix with colinear nonzero columns is one, which implies that the sum of -ranks in (18) can never exceed two times the number of sources plus two; hence, PARAFAC uniqueness apparently fails. However, we have the following.
• A recent partial uniqueness result of Bro et al. [3] (in the context of applications in chemistry) can be applied to show that the coherent source signals are still identifiable (albeit under more restrictive conditions). However, there is partial rotational freedom for buckets of columns of the subarray and displacement matrices associated with the colinear sources, e.g., a pair of steering vectors corresponding to two coherent sources can be rotated without affecting the data.
• Full uniqueness can be restored for fully coherent sources if Vandermonde structure is available in either the subarray or (by symmetry) the displacement matrix, using smoothing ideas. This requires several new results on the -rank of certain structured matrices, as well as optimizing the smoothing factor from the identifiability perspective. The final results include improved identifiability conditions for PARAFAC models exhibiting Vandermonde structure along one or two modes; these are reported in [30] .
D. Subarrays of Different Sizes
One limitation of the PARAFAC approach is that it cannot handle subarrays of different sizes. This situation can arise, for example, if the full array is uniform rectangular with more rows than columns and one extracts two maximal row-overlap subarrays and two maximal column-overlap subarrays [11] .
E. Linearly and Uniformly Displaced Subarrays
Let us now return to the special case of linearly and uniformly displaced subarrays in (10) . It is of interest to determine relaxed conditions under which the matrix is full rank. We have the following result. (20) by Sylvester's inequality. However, by definition of -rank rank rank (21) Therefore, from (20) and (21), we obtain
We have the following cases. . This constitutes a contradiction, and thus, the proof is complete.
Lemma 1 is the heart of the following theorem. Theorem 3-PARAFAC/Vandermonde Uniqueness:Consider the data model (22) and suppose that is Vandermonde with distinct nonzero generators and that is fat and full rank. If , then , , are unique up to permutation and scaling of columns. Under the same conditions, the corresponding subspace model in (10) is also unique.
Proof: We prove it for the subspace model in (10); the proof for the data-domain model follows along similar lines. Recall that fat and full rank implies square and full rank, and consider with , where contains the first rows of .
is Vandermonde with distinct nonzero generators (the diagonal elements of ). It is shown in [30] that a Vandermonde matrix with distinct nonzero generators has full -rank, i.e., . Then, the condition and Lemma 1 imply that is tall and full rank. This brings us back to the familiar case of single-invariance ESPRIT [25] , [27] , at which point, different routes can be taken. One way to obtain is as follows. Define The rows of can therefore be determined up to permutation and scaling from the left eigenvectors of . From , can be recovered as , whereas can be recovered as , where means equal up to permutation and scaling of columns. can then be recovered up to permutation and scaling of columns from . The computational steps are summarized in Tables I and II. In the presence of noise, the estimates can be refined using the algorithm described in the next section.
Remark 2: If a ULA is employed as reference subarray, then is Vandermonde as well, and therefore, , assuming distinct generators. In this case, the -rank condition in the statement of Theorem 3 becomes .
V. TRILINEAR ALTERNATING LEAST SQUARES REGRESSION (TALS)
Let us now return to the least squares fitting problem in (8) and (9) . Without loss of generality, let us consider the data-domain formulation in (8) .
We are given the noisy data and wish to estimate and . Using Khatri-Rao product notation and letting , where , are the noisy slabs along the invariance dimension, (8) can be written as (23) It follows that the conditional least squares update of given interim estimates , is given by (24) where stands for pseudo-inverse. Stacking the data matrices in (13) leads to the following equivalent way of writing (8): (25) , and , are the noisy slabs along the subarray element dimension. It follows that (26) Finally, stacking the data matrices in (14) (27) where and , are the noisy slabs along the temporal dimension.
TALS may be initialized by single-invariance ESPRIT when applicable or randomly otherwise. In the present context, TALS may also be initialized using any suboptimal multiple-parameter multiple-invariance algorithm, e.g., [12] , [31] , [41] -there are clearly many possibilities. Given initial estimates, TALS proceeds by updating , , and in a round-robin fashion using (24) , (26) , and (27) . Note that the conditional update of any given matrix may either improve or maintain, but cannot worsen, the current fit. Global monotone convergence to (at least) a local minimum follows directly from this observation.
Many algorithms based on the ALS principle have been proposed in the signal processing literature and aimed at solving a wide variety of estimation problems. The so-called ILSE algorithm is one well-known example [33] . All algorithms of the ALS genre build on the same basic "piecemeal" optimization approach. Aside from global monotone convergence, different ALS algorithms have different properties, especially regarding whether the global minimum is reached, rate of convergence, and complexity. ILSE, for example, utilizes a computationally demanding enumeration step, which is the fundamental complexity bottleneck. ILSP [33] is actually not an ALS algorithm because it uses a two-step finite-alphabet update procedure that is not optimal in the conditional LS sense, and hence, convergence is not guaranteed.
The per-iteration complexity of TALS is equal to the cost of computing a matrix pseudo-inverse. Overall complexity depends on the number of iterations, which varies depending on problem-specific parameters and the given batch of data. Typical runtime for the problems considered herein is between 0.01 s and a few seconds.
TALS was first utilized to fit the PARAFAC model by Harshman [14] [15] [16] and Caroll and Chang [7] . The bare-bones TALS algorithm outlined above does not take advantage of the structure of . Other structures may also be available, e.g., finite-alphabet or constant-modulus of the elements of , training symbols embedded in , known DOA for one or more sources, etc. If one has an algorithm that solves the vector regression problem , for arbitrary constraint set , then one can enforce on the columns of any one of the three matrices ( ) in a LS fashion [4] , thereby maintaining monotone convergence. Hence, arbitrary parametric or nonparametric source-wise constraints can be easily incorporated, and this is one of the nice features of ALS (cf. [4] for a treatment of unimodality and non-negativity constraints in the context of TALS). Another feature of ALS is its conceptual simplicity and the fact that there is no need to tune parameters to guarantee convergence. Finally, TALS can be extended to fit quadrilinear and more generally multilinear models.
TALS can be used to fit the data-domain problem in (8) or the WSF problem in (9) . The Gauss-Newton (GN)-type algorithms of [31] and [32] , which were developed for the WSF problem, may also be applied to (8) . A GN approach for fitting the PARAFAC model has first been proposed in [13] . The question of which algorithmic approach is the most efficient has not yet been thoroughly investigated and further depends on the characteristics of the problem and the particular batch of data at hand. We use the COMFAC implementation of TALS described in [29] . COMFAC is basically a faster implementation of TALS that employs data compression using the Tucker3 three-way model.
VI. SIMULATION
Given that our identifiability results and algorithms apply to both data domain and subspace problem formulations, an important question is which formulation to choose. A secondary consideration is which algorithm to choose. Since the latter depends on many factors, including data conditioning and whether/which constraints are enforced during the iterations, we confine ourselves to the following two goals: i) to illustrate identifiability results and ii) to report our experimental findings on the data domain versus subspace issue.
The permutation and scale ambiguity is inherently unresolvable from output data only and a common denominator to all blind identification/source separation methods. In the present sensor array processing context, recovering the source symbol, direction finding, and subarray response matrices within a common permutation matrix ambiguity simply amounts to shuffling the sources. If signal copy is the ultimate objective, then the permutation ambiguity can be resolved by resorting to a priori or embedded information, e.g., known DOA's or user ID bits, respectively. The (generally complex) scale ambiguity is relevant for digital communications applications, but it can be resolved using automatic gain control (AGC) and differential encoding/decoding [24, p. 187] or phase estimation. Note that column-wise scale ambiguity in the estimated is irrelevant because the extraction of azimuth and elevation information involves normalization with respect to the reference subarray, which effectively amounts to dividing the elements across one column with the top element. For the purpose of performance evaluation only, the permutation ambiguity is resolved using a greedy least squares matching algorithm. SNR is defined in terms of the observation model in (2) as . Complex Gaussian source signals are used throughout.
The first experiment is designed to illustrate performance in a high SNR scenario. Figs. 2 and 3 present azimuth-elevation scatter diagrams for sources with (azimuth, elevation) equal to (10, 25) , (15, 20) , (20, 15) , and (25, 10) , using data-domain LS fitting as in (8) 250 Monte-Carlo trials, and 25, 50, 100, 250 symbol snapshots. The WSF weighting matrix in (9) was chosen according to [31] ; see also [23] , [37] , and [39] . No weighting was used in (8) . Single-invariance ESPRIT was used to initialize both (8) and (9) . The results are reported in Figs. 6 and 7 in terms of azimuth and elevation root mean square error, respectively, for both (8) and (9) versus sample size. A more difficult scenario involving two correlated sources with correlation coefficient 0.8, common elevation of 7 , and SNR of 30 dB was also simulated. The remaining parameters are identical to those in Figs. 6 and 7. The results are reported in Figs. 8 and 9 . Note that (8) and (9) provide comparable results, even in the relatively difficult scenario of Figs. 8 and 9 . However, the situation can change quite drastically in tough cases. For the same setup as in Figs. 8 and 9, but this time taking SNR down to 23 dB, data-domain fitting behaves considerably worse than WSF, as shown in Fig. 10 . The erratic behavior of the data domain LS curve is a manifestation of bad runs leading to local minima. This can happen in tough cases involving a combination of close-to-colinear sources and/or low SNR and/or closely spaced DOA's. The difference between data domain LS fitting and WSF can be attributed to the difference between deterministic and stochastic ML [39] , to which WSF is asymptotically equivalent for proper . Our experimental results are consistent with [39] , especially [39, Fig. 5(a), p . 2445]. Although we do not pursue this thread herein, note that weighting can also be applied in the data domain to improve performance, and a few reinitializations can help alleviate problems with local minima (but at the cost of runtime complexity).
The last two simulation experiments are meant to illustrate the validity of the identifiability conditions of Theorem 2/Proposition 1, and Theorem 3. Theorem 3 is first. Fig. 11 depicts source signal estimation results for , nonoverlapping subarrays, snapshots, and sources, using randomly drawn complex Gaussian , , , and for a total of 1000 Monte Carlo trials. Both eigendecomposition and data-domain LS results are depicted. Output SNR improves roughly linearly with increasing input SNR, and acceptable estimation results can be obtained even with these small sample sizes in all three dimensions, provided input SNR is high enough-a clear manifestation of identifiability. Of course, better results can be obtained by increasing or . Taking down to means that Theorem 3 is no longer applicable, but Theorem 2 (and Proposition 1) is. Fig. 12 depicts source signal estimation results for and, otherwise, the same setup as Fig. 11 . This time data-domain LS is randomly initialized. The results are obviously worse than 
VII. CONCLUSIONS
This paper has established a link between MI-SAP and PARAFAC analysis. What PARAFAC brings to the table is primarily in the form of strong identifiability results. Conceptually, the link highlights the fact that single-and multiple-invariance ESPRIT uniqueness stems from the uniqueness of low-rank decomposition of three-way arrays. Interestingly, the link works both ways: Theorem 3 was motivated by multiple-invariance single-parameter ESPRIT, and it is the first constructive proof of PARAFAC uniqueness that is applicable when two of the three modes are smaller than the number of factors (sources). Proposition 1 also shows that uniqueness extends to subspace models in a lossless fashion.
