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Lifshitz transitions induced by magnetic field
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The Fermi surface can be changed by different external conditions like, e.g., pressure or doping. It
can lead to a change in the Fermi surface topology, called as the Lifshitz transition. Here, we briefly
describe the Lifshitz transitions induced by the external magnetic field in a one-dimensional optical
lattice and iron-based superconductors. We also discuss physical consequences emerging from these
transitions.
I. INTRODUCTION
In some situations specific external conditions can lead
to a change of the Fermi surface (FS) topology (Fig. 1).
The main idea of this behavior, called as the Lifshitz
transition (LT), was proposed for the first time by I. M.
Lifshitz in his original paper [1]. A source of the LT can
be, e.g., external pressure or doping.
Since the first description of the LT, this type of be-
havior has been observed experimentally multiple times
in different types of materials, such like, e.g., cuprates [2–
4], heavy-fermion compounds [5–10], iron-based super-
conductors (IBSC) [11–19], topological insulators [20] or
graphene [21].
It should be noted, that in every case the LT is as-
sociated with some changes of physical properties of
the system. The influence of the LT on the physical
properties will be shortly described in two cases: (i)
NaxCoO2 [22] and (ii) doped IBSC from 122 family (i.e.
Ba1−xKxFe2As2 [11–18] or Ba(Fe1−xCox)2As2 [19]). In
case (i) we can observe the discontinuous LT [22]. For
NaxCoO2 a critical value of the doping xc, for which
the Fermi level touches the bottom of the band, can be
found. For x > xc a small electron pocket appear. As
a consequence the dependence of the heat capacity di-
vided by temperature C/T versus T 2 changes its shape.
A constant Sommerfeld coefficient γ for x < xc means
that the added electrons occupy the large FS with two-
dimensional character, whereas increasing γ for x > xc
Figure 1. A schematic example of the main idea of the Lifshitz
transition. Here, the Lifshitz transition changes the topology
of the Fermi surface from the quasi-two dimensional one (left)
into ”true” three dimensional one (right). A black box denotes
the first Brillouin zone.
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implies that an additional FS emerges. In case (ii), IB-
SCs from 122 family exhibits a strong dependence of
the FS on the doping [11–19]. The angle-resolved pho-
toemission spectroscopy (ARPES) measurements show a
change of the FS shape around M point of the first Bril-
louin zone [15–19]. In these compounds the LT induced
by doping is observed, e.g., in a low temperature mea-
surement of the Hall coefficient [14, 19] or thermoelectric
power [12]. Moreover, as consequence we can observe a
change of the superconducting gap from a nodeless one
to that of a nodal symmetry [13].
In this paper we briefly describe the LT induced by
external magnetic field, thus it is called as the magnetic
Lifshitz transition (MLT) [23, 24]. First, we shortly de-
scribe the main idea of the MLT (Sect. II). Next, we
review two examples of the MLT: (i) in a case of the
one-dimensional periodic chain (Sect. II A) and (ii) in a
case of the two-band model of iron-based superconduc-
tors (Sect. II B). Finally, in Sect. III, we summarize the
results and give a brief outlook.
II. MAGNETIC LIFSHITZ TRANSITIONS
The MLT in a relatively simply way can be realized in
a system, in which the top or bottom of a band is located
near the Fermi level. Then, an external magnetic field h,
by the Zeeman effect, leads to a shift of energy levels of
electrons with opposite spins. For relatively large h the
FS for one spin can be shifted above (below) the Fermi
level, what in a case of the electron-like (hole-like) band
leads to disappearance of the FS pocket created by this
band. As a consequence of this behavior, similarly like
in a case of the standard LT induced, e.g., by doping or
pressure, evidences of that transition can be observed in
some changes of physical properties of the system.
In literature also other types of the LT induced by mag-
netic field have been discussed [4, 7–9]. We can mention
here a few relevant cases: (i) YbRh2Si2, where the mul-
tiple LT induced by a magnetic field has been reported
[9] (ii) CeIn3, where the Fermi surface reconstruction oc-
curs inside the Ne´el antiferromagnetic long-range ordered
phase [7, 8]; and (iii) YBa2Cu3Oy, where the metal-
insulator crossover is driven by a Lifshitz transition [9].
However, these issues are beyond the scope of this paper.
2A. Magnetic Lifshitz transition in 1D optical lattice
The first discussed example of the system, where we
can realize the MLT, is the one-dimensional (1D) periodic
optical lattice [24, 25]. This system can be described in
the real space by the following Hamiltonian:
H =
∑
ijσ
(
−tδ〈i,j〉 − (µ+ σh)δij
)
c†iσcjσ (1)
+ U
∑
i
c†i↑ci↑c
†
i↓ci↓,
where c†iσ (ciσ) is the creation (annihilation) operator of
the particle with spin σ at i-th site. Numerically, we
express σ as +1 (−1) for the spin parallel (antiparallel)
to the external magnetic field h [which corresponds to
spin ↑ (↓), respectively]. The first term describes free
particles, where t is the hopping integral between the
nearest-neighbor sites, µ is the chemical potential and
h is the external magnetic field (in the Zeeman form).
Our main scope of the study are systems in the Pauli
limit [26, 27], in which the orbital effects are sufficiently
weaker than the paramagnetic ones [28]. On the other
hand, this assumption can be realized also in a case when
the external magnetic field is directed along the 1D lattice
(or in plane the 2D lattice). The second term describes
the on-site pairing interaction (U < 0). This term can
be decoupled by mean field approximation, which leads
to
c†i↑ci↑c
†
i↓ci↓ = ∆
∗
i ci↓ci↑ +∆ic
†
i↑c
†
i↓ − |∆i|
2, (2)
where we introduce ∆i = 〈ci↓ci↑〉 as a superconducting
order parameter (SOP). Because we assume a general
expression for the SOP in the real space, we can take
∆i = ∆0 exp(iQ ·Ri), where ∆0 is the amplitude of the
SOP, whereas theQ is the total momentum of the Cooper
pairs. ∆0 can be treated as an order parameter in the
momentum space and the superconducting state exists
in the whole system of ∆0 > 0 and normal state (NO)
occurs otherwise, whereas Q describes a type of the su-
perconducting phase [24, 25]. If |Q| = 0 we have NO
or BCS phases (with a constant value of the SOP in the
real space), whereas otherwise the Fulde–Ferrell–Larkin–
Ovchinnikov [29, 30] (FFLO) phase is present. In the
momentum space, Hamiltonian (1) can be rewritten in
the form:
H =
∑
kσ
Ekσc
†
kσckσ + U
∑
k
(∆∗0c−k+Q↓ck↑ + h.c.) ,(3)
where Ekσ = −2t cos(kx)−(µ+σh) is the spin-dependent
dispersion relation. Using the standard Bogoliubov
transformation the eigenstates of Hamiltonian (3) can be
found, which allow to calculate the grand canonical po-
tential Ω = −kBT ln{Tr[exp(−H/kBT )]} (details of cal-
culations can be found, e.g., in Ref. [24]).
In the described case, Ω for fixed physical quantities
(i.e., µ, h and T ) is the function of the ∆0 andQ, whereas
the ground state is defined by the global minimum of
Ω ≡ Ω(∆0,Q). In a high-magnetic-field regime we expect
a discontinuous phase transition [31], thus a correct crit-
ical parameters (describing a point of the phase transi-
tion) can be found only from the global minimum of Ω. It
is a consequence of the exact form of the Ω function [32],
for which conditions ∂Ω/∂∆0 = 0 and ∂Ω/∂|Q| = 0 can
give incorrect transition point to the metastable phase,
e.g., Sarma phase [33]. Moreover, for a lattice model,
where we effectively describe a chain of N sites, we can
realize the N different types of the FFLO phase (with N
different Q). Note that parameters (∆0 and Q) describ-
ing the ground state of the system strongly depend on the
size N [34]. Thus, it is necessary to adopt a relatively
large system for the model. To accelerate the numerical
calculation of the ground state for such a large system,
we used the Graphics Processing Unit (GPU) supported
CUDA nVidia technology and the procedure described in
Ref. [35].
A schematic representation of the ground state phase
diagram is shown in Fig. 2(a) (cf. with Fig. 4 in
Ref. [24]). We can discuss it in two types of coordinates:
(i) effective chemical potentials of particles with given
spins µσ = µ + σh (red axes) and/or (ii) chemical po-
tential µ vs. magnetic field h (blue axes). In a case
of non-interacting particles, the critical parameters de-
scribing the band edges are shown as the dashed black
square (|µσ| = 2t). Inside this region, the average num-
Figure 2. (a) A schematic phase diagram of the system as a
function of the effective chemical potentials µσ = µ + σh of
particles with given spins (red axes) and chemical potential
µ vs. magnetic field h (blue axes) (cf. Ref. [24]). A black
dashed square denotes the bands edges. Labels BCS, FFLO
and NO denote stable phases. Panel (b) shows the main idea
of the magnetic Lifshitz transition in one-dimensional peri-
odic optical lattice. At half-filling (µ = 0, n = 1) and in
an absence of the external magnetic field (h = 0), we have
one two-folded spin-degenerated band with dispersion relation
Ekσ = −2t cos(kx) (pink line). For h 6= 0, the spin-degeneracy
is removed (blue and red line correspond to particles with
spins ↑ and ↓, respectively). A dispersion relation is given
as Ekσ = −2t cos(kx) − (µ + σh). Around half-filling, if the
magnetic field is smaller than half-bandwidth (h < 2t), both
bands (solid blue and red lines) cross the Fermi level (point
on horizontal axis) and two separated Fermi surfaces for elec-
trons with opposite spins can be observed. If the magnetic
field is bigger than a value of the field at the magnetic Lifshitz
transition (i.e., h = 2t), only one of the shifted bands (dashed
lines) creates the Fermi surface (red points).
3Figure 3. Realizations of the magnetic Lifshitz transition in a case of the iron-based superconductors. This superconductors
is characterized by the band structure with hole-like and electron-like bands around Γ and M points of the first Brillouin zone.
It gives the Fermi surface composed from two pockets centered at these points. (a) A presence of the external magnetic field
leads to a shift of energy of electrons with spin up (blue line) and down (red lines). Thus, four Fermi surfaces exists (solid
lines). Increasing of the magnetic field leads to the situation when one of the Fermi surfaces disappears ((b1) and (b2)). (c) In
an extreme case, for relatively large magnetic fields, only two Fermi surfaces are present.
ber of particles n = 1/N
∑
iσ〈c
†
iσciσ〉, changing from zero
(fully empty bands µσ = −2t) to two (fully filled bands
µσ = 2t). In an absence of the magnetic field (h = 0),
along the chemical potential µ coordinate, the BCS phase
is stable (pink region). However, with an increase of the
pairing interaction U , the region of this phase extends
also outside of the dashed square (dark pink region). This
behavior is known as the Leggett condition [36] and de-
scribes the BEC–BCS crossover [37–42]. In this regime,
relatively large pairing interaction |U | leads to modifica-
tion of the (non-polarized) quasi-particle spectrum, and
consequently to the existence of tightly bound local pairs,
even if formally any Fermi surfaces do not exist in the
system. On other hand, if h > 0 the FFLO phase can
be stable, in which the Cooper pairs have non-zero total
momentum (blue region). This phase, even for weak in-
teraction |U |, covers almost the whole range of µ and h
parameters [24, 43], what is a result of the ideal Fermi
surface nesting in a 1D system. However, an increase
of U leads to leaking of the FFLO phase beyond the
boundary for the non-interacting system (dark blue re-
gion). The boundary restricting FFLO phase region out-
side the dashed squre near the half-filling (around h axis),
is a condition for MLT emergence and it corresponds to
the Leggett condition in the BEC–BCS crossover case.
Similarly to the previous case, strong |U | modifies the
polarized quasi-particle spectrum [44], which effectively
leads to the situation when one of the spin-type Fermi
surface disappears (panel (b)) [24]. Moreover, in this re-
gion the FFLO is characterized by |Q| = pi [25]. This
type of the FFLO phase, in which total momentum of
the Cooper pair are characterized by the vertex of the
first Brillouin zone [45], is called the η phase [46–49].
B. Magnetic Lifshitz transition in iron-based
superconductors
Now, we will describe the MLT in a case of the IB-
SCs. These materials are characterized by the multi-
band structure [50, 51], which is a consequence of layered
structure [51, 52]. Unfortunately, a source of the super-
conductivity in these compounds is still unknown [53].
Similarly to the one-dimensional system (Sect. 2),
some types of the IBSCs show a tendency to exhibit
the FFLO phase [31, 35, 54–56] and the BCS–BEC
crossover [57–61]. The second possibility is a result of
the proximity between the bottom (or top) of the band
and the Fermi level, which is found in the Fe(Te,Se) su-
perconductor.
Now we briefly describe how the MLT is realized in
the IBSCs. As a consequence of the layered structure
of the IBSCs, the Fermi surface is quasi-two dimensional
one composed of hole- and electron-like pockets, around
Γ and M points of the first Brillouin zone (Fig. 3). Rel-
atively weak magnetic field h leads to the emergence of
four Fermi surfaces (panel (a)), corresponding to given
spins. If h is relatively large (bigger than a distance be-
tween the top of band and the Fermi level in a case of the
hole-like band and between the bottom of the band and
the Fermi level in a case of the electron-like band), we
can only observe two of the different spin-type Fermi sur-
faces (panel (c)). In the transition region (between (a)
and (c) panels), dependently on relation between hole-
and electron-like bands widths, we find a range of h in
which three Fermi surfaces exist (panels (b1) or (b2)).
A realization of the MLT in the multi-band system can
be a source of additional phase transitions inside super-
conducting phase. Such a situation has been reported
in Ref. [58], and observed in the thermal conductivity
measurements in a presence of high magnetic field and at
low temperature. The phase transition mentioned above,
exists in approximately constant magnetic field indepen-
dently of temperature, what is in agreement with theo-
retical calculation [23].
III. SUMMARY
The Lifshitz transition can be induced by e.g. doping
or pressure. In some compounds, in which the top or
bottom of the band is located near the Fermi level, also
an external magnetic field can lead to the Lifshitz transi-
tion. In this paper, we shortly characterized the Lifshitz
transitions induced by the magnetic field and called them
as the magnetic Lifshitz transition (MLT). We also de-
scribed two systems, in which the MLT can be realized.
In the first case of one-dimensional optical lattice with
4attractive interaction, the unconventional pairing can ex-
ist in a system for high magnetic fields. For the strong
pairing interaction, in a wide range of magnetic field and
doping, one of the spin-type Fermi surface disappears.
In second case of iron-based superconductors the sit-
uation is more complicated. The Fermi surface of
these compounds can be characterized by the hole- and
electron-like pockets. If the top or bottom of the bands
are near the Fermi level, relatively large magnetic field
can lead to the few Lifshitz transitions that are associ-
ated with a disappearance of some spin-dependent Fermi
surfaces.
ACKNOWLEDGMENTS
The author is thankful to A. Cichy, K. J. Kapcia, A.
Kobia lka, A. M. Oles´, P. Piekarz and K. Rodr´ıguez for
very fruitful discussions and comments. This work was
supported by the National Science Centre (NCN, Poland)
under grant UMO-2017/25/B/ST3/02586.
[1] I. M. Lifshitz, Zh. Eksp. Teor. Fiz. 38, 1569 (1960), [Sov.
Phys. JETP 11, 1130–1135 (1960)].
[2] M. R. Norman, J. Lin, and A. J.
Millis, Phys. Rev. B 81, 180513 (2010),
DOI:10.1103/PhysRevB.81.180513.
[3] S. Benhabib, A. Sacuto, M. Civelli, I. Paul,
M. Cazayous, Y. Gallais, M.-A. Me´asson, R. D.
Zhong, J. Schneeloch, G. D. Gu, D. Colson,
and A. Forget, Phys. Rev. Lett. 114, 147001 (2015),
DOI:10.1103/PhysRevLett.114.147001.
[4] D. LeBoeuf, N. Doiron-Leyraud, B. Vignolle, M. Suther-
land, B. J. Ramshaw, J. Levallois, R. Daou, F. Laliberte´,
O. Cyr-Choinie`re, J. Chang, Y. J. Jo, L. Balicas,
R. Liang, D. A. Bonn, W. N. Hardy, C. Proust,
and L. Taillefer, Phys. Rev. B 83, 054506 (2011),
DOI:10.1103/PhysRevB.83.054506.
[5] R. Daou, C. Bergemann, and S. R. Ju-
lian, Phys. Rev. Lett. 96, 026401 (2006),
DOI:10.1103/PhysRevLett.96.026401.
[6] N. Harrison, S. E. Sebastian, C. H. Mielke, A. Paris,
M. J. Gordon, C. A. Swenson, D. G. Rickel, M. D.
Pacheco, P. F. Ruminer, J. B. Schillig, J. R.
Sims, A. H. Lacerda, M.-T. Suzuki, H. Harima,
and T. Ebihara, Phys. Rev. Lett. 99, 056401 (2007),
DOI:10.1103/PhysRevLett.99.056401.
[7] K. M. Purcell, D. Graf, M. Kano, J. Bourg,
E. C. Palm, T. Murphy, R. McDonald, C. H.
Mielke, M. M. Altarawneh, C. Petrovic, R. Hu,
T. Ebihara, J. Cooley, P. Schlottmann, and
S. W. Tozer, Phys. Rev. B 79, 214428 (2009),
DOI:10.1103/PhysRevB.79.214428.
[8] P. Schlottmann, Phys. Rev. B 83, 115133 (2011),
DOI:10.1103/PhysRevB.83.115133.
[9] H. Pfau, R. Daou, S. Lausberg, H. R. Naren, M. Brando,
S. Friedemann, S. Wirth, T. Westerkamp, U. Stockert,
P. Gegenwart, C. Krellner, C. Geibel, G. Zwicknagl,
and F. Steglich, Phys. Rev. Lett. 110, 256403 (2013),
DOI:10.1103/PhysRevLett.110.256403.
[10] D. Aoki, G. Seyfarth, A. Pourret, A. Gourgout,
A. McCollam, J. A. N. Bruin, Y. Krupko, and
I. Sheikin, Phys. Rev. Lett. 116, 037202 (2016),
DOI:10.1103/PhysRevLett.116.037202.
[11] S. N. Khan and D. D. Johnson,
Phys. Rev. Lett. 112, 156401 (2014),
DOI:10.1103/PhysRevLett.112.156401.
[12] H. Hodovanets, Y. Liu, A. Jesche, S. Ran,
E. D. Mun, T. A. Lograsso, S. L. Bud’ko, and
P. C. Canfield, Phys. Rev. B 89, 224517 (2014),
DOI:10.1103/PhysRevB.89.224517.
[13] K. Cho, M. Kon´czykowski, S. Teknowijoyo,
M. A. Tanatar, Y. Liu, T. A. Lograsso, W. E.
Straszheim, V. Mishra, S. Maiti, P. J. Hirschfeld,
and R. Prozorov, Sci. Adv. 2, e1600807 (2016),
DOI:10.1126/sciadv.1600807.
[14] Y. Liu and T. A. Lograsso,
Phys. Rev. B 90, 224508 (2014),
DOI:10.1103/PhysRevB.90.224508.
[15] T. Sato, K. Nakayama, Y. Sekiba, P. Richard,
Y.-M. Xu, S. Souma, T. Takahashi, G. F.
Chen, J. L. Luo, N. L. Wang, and
H. Ding, Phys. Rev. Lett. 103, 047002 (2009),
DOI:10.1103/PhysRevLett.103.047002.
[16] K. Nakayama, T. Sato, P. Richard, Y.-M.
Xu, T. Kawahara, K. Umezawa, T. Qian,
M. Neupane, G. F. Chen, H. Ding, and
T. Takahashi, Phys. Rev. B 83, 020501 (2011),
DOI:10.1103/PhysRevB.83.020501.
[17] W. Malaeb, T. Shimojima, Y. Ishida, K. Okazaki,
Y. Ota, K. Ohgushi, K. Kihou, T. Saito, C. H. Lee,
S. Ishida, M. Nakajima, S. Uchida, H. Fukazawa, Y. Ko-
hori, A. Iyo, H. Eisaki, C.-T. Chen, S. Watanabe,
H. Ikeda, and S. Shin, Phys. Rev. B 86, 165117 (2012),
DOI:10.1103/PhysRevB.86.165117.
[18] N. Xu, P. Richard, X. Shi, A. van Roekeghem,
T. Qian, E. Razzoli, E. Rienks, G.-F. Chen,
E. Ieki, K. Nakayama, T. Sato, T. Takahashi,
M. Shi, and H. Ding, Phys. Rev. B 88, 220508 (2013),
DOI:10.1103/PhysRevB.88.220508.
[19] C. Liu, T. Kondo, R. M. Fernandes, A. D. Pal-
czewski, E. D. Mun, N. Ni, A. N. Thaler, A. Bost-
wick, E. Rotenberg, J. Schmalian, S. L. Bud’ko, P. C.
Canfield, and A. Kaminski, Nat. Phys. 6, 419 (2010),
DOI:10.1038/nphys1656.
[20] G. E. Volovik, Low Temp. Phys. 43, 47 (2017),
DOI:10.1063/1.4974185.
[21] I. V. Iorsh, K. Dini, O. V. Kibis, and
I. A. Shelykh, Phys. Rev. B 96, 155432 (2017),
DOI:10.1103/PhysRevB.96.155432.
[22] Y. Okamoto, A. Nishio, and Z. Hi-
roi, Phys. Rev. B 81, 121102 (2010),
DOI:10.1103/PhysRevB.81.121102.
[23] A. Ptok, K. J. Kapcia, A. Cichy, A. M.
Oles, and P. Piekarz, Sci. Rep. 7, 41979 (2017),
DOI:10.1038/srep41979.
[24] A. Ptok, A. Cichy, K. Rodr´ıguez, and
K. J. Kapcia, Phys. Rev. A 95, 033613 (2017),
5DOI:10.1103/PhysRevA.95.033613.
[25] A. Ptok, A. Cichy, K. Rodr´ıguez, and K. J.
Kapcia, J. Supercond. Nov. Magn. , in press (2017),
DOI:10.1007/s10948-017-4366-0.
[26] A. M. Clogston, Phys. Rev. Lett. 9, 266 (1962),
DOI:10.1103/PhysRevLett.9.266.
[27] B. S. Chandrasekhar, Appl. Phys. Lett. 1, 7 (1962),
DOI:10.1063/1.1777362.
[28] K. Maki, Phys. Rev. 148, 362 (1966),
DOI:10.1103/PhysRev.148.362.
[29] P. Fulde and R. A. Ferrell, Phys. Rev. 135, A550 (1964),
DOI:10.1103/PhysRev.135.A550.
[30] A. I. Larkin and Y. N. Ovchinnikov, Zh. Eksp. Teor. Fiz.
47, 1136 (1964), [Sov. Phys. JETP 20, 762 (1965)].
[31] A. Ptok, J. Phys.: Condens. Matter 27, 482001 (2015),
DOI:10.1088/0953-8984/27/48/482001.
[32] R. Casalbuoni and G. Nar-
dulli, Rev. Mod. Phys. 76, 263 (2004),
DOI:10.1103/RevModPhys.76.263.
[33] G. Sarma, J. Phys. Chem. Solids 24, 1029 (1963),
DOI:10.1016/0022-3697(63)90007-6.
[34] A. Ptok and D. Crivelli,
Comm. Comput. Phys. 21, 748 (2017),
DOI:10.4208/cicp.OA-2016-0041.
[35] M. Januszewski, A. Ptok, D. Crivelli, and B. Gar-
das, Comput. Phys. Commun. 192, 220 (2015),
DOI:10.1016/j.cpc.2015.02.012.
[36] A. J. Leggett, Le Journal de Physique Colloques 41, C7 (1980),
DOI:10.1051/jphyscol:1980704.
[37] R. Micnas, J. Ranninger, and
S. Robaszkiewicz, Rev. Mod. Phys. 62, 113 (1990),
DOI:10.1103/RevModPhys.62.113.
[38] Q. Chen, J. Stajic, S. Tan, and
K. Levin, Phys. Rep. 412, 1 (2005),
DOI:10.1016/j.physrep.2005.02.005.
[39] A. Kujawa-Cichy and R. Micnas, EPL 95, 37003 (2011),
DOI:10.1209/0295-5075/95/37003.
[40] A. Cichy and R. Micnas, Ann. Phys. 347, 207 (2014),
DOI:10.1016/j.aop.2014.04.014.
[41] K. Kapcia, J. Supercond. Nov. Magn. 27, 913 (2014),
DOI:10.1007/s10948-013-2409-8.
[42] K. J. Kapcia, Acta Phys. Pol. A 126, A53 (2014),
DOI:10.12693/APhysPolA.126.A-53.
[43] T. K. Koponen, T. Paananen, J.-P. Mar-
tikainen, M. R. Bakhtiari, and P. To¨rma¨,
New J. Phys. 10, 045014 (2008), DOI:10.1088/1367-
2630/10/4/045014.
[44] A. V. Chubukov, I. Eremin, and D. V.
Efremov, Phys. Rev. B 93, 174516 (2016),
DOI:10.1103/PhysRevB.93.174516.
[45] A. Ptok, M. M. Mas´ka, and M. Mierzejew-
ski, J. Phys.: Condens. Matter 21, 295601 (2009),
DOI:10.1088/0953-8984/21/29/295601.
[46] K. J. Kapcia, W. R. Czart, and
A. Ptok, J. Phys. Soc. Jpn. 85, 044708 (2016),
DOI:10.7566/JPSJ.85.044708.
[47] C. N. Yang, Rev. Mod. Phys. 34, 694 (1962),
DOI:10.1103/RevModPhys.34.694.
[48] A. Ptok and M. Mierzejewski,
Acta Phys. Pol. A 114, 209 (2008),
DOI:10.12693/APhysPolA.114.209.
[49] A. Ptok and K. J. Kapcia,
Supercond. Sci. Technol. 28, 045022 (2015),
DOI:10.1088/0953-2048/28/4/045022.
[50] A. A. Kordyuk, Low Temp. Phys. 38, 888 (2012),
DOI:10.1063/1.4752092.
[51] X. Liu, L. Zhao, S. He, J. He, D. Liu, D. Mou,
B. Shen, Y. Hu, J. Huang, and X. J. Zhou,
J. Phys.: Condens. Matter 27, 183201 (2015),
DOI:10.1088/0953-8984/27/18/183201.
[52] G. R. Stewart, Rev. Mod. Phys. 83, 1589 (2011),
DOI:10.1103/RevModPhys.83.1589.
[53] P. J. Hirschfeld, M. M. Korshunov, and I. I. Mazin,
Rep. Prog. Phys. 74, 124508 (2011), DOI:10.1088/0034-
4885/74/12/124508.
[54] A. Ptok and D. Crivelli,
J. Low Temp. Phys. 172, 226 (2013),
DOI:10.1007/s10909-013-0871-0.
[55] D. A. Zocco, K. Grube, F. Eilers, T. Wolf, and
H. von Lo¨hneysen, Phys. Rev. Lett. 111, 057007 (2013),
DOI:10.1103/PhysRevLett.111.057007.
[56] C. w. Cho, J. H. Yang, J. Shen, T. Wolf, and R. Lortz,
“Thermodynamic evidence for the Fulde-Ferrell-Larkin-
Ovchinnikov state in the KFe2As2 superconductor,”
(2017), arXiv:1708.05526.
[57] Y. Lubashevsky, E. Lahoud, K. Chashka, D. Podol-
sky, and A. Kanigel, Nat. Phys. 8, 309 (2012),
DOI:10.1038/nphys2216.
[58] S. Kasahara, T. Watashige, T. Hanaguri, Y. Kohsaka,
T. Yamashita, Y. Shimoyama, Y. Mizukami, R. Endo,
H. Ikeda, K. Aoyama, T. Terashima, S. Uji, T. Wolf,
H. von Lo¨hneysen, T. Shibauchi, and Y. Mat-
suda, Proc. Natl. Acad. Sci. U.S.A. 111, 16309 (2014),
DOI:10.1073/pnas.1413477111.
[59] K. Okazaki, Y. Ito, Y. Ota, Y. Kotani, T. Shimo-
jima, T. Kiss, S. Watanabe, C.-T. Chen, S. Niitaka,
T. Hanaguri, H. Takagi, A. Chainani, and S. Shin,
Sci. Rep. 4, 4109 (2014), DOI:10.1038/srep04109.
[60] S. Kasahara, T. Yamashita, A. Shi, R. Kobayashi,
Y. Shimoyama, T. Watashige, K. Ishida,
T. Terashima, T. Wolf, F. Hardy, C. Meingast,
H. v. Lo¨hneysen, A. Levchenko, T. Shibauchi,
and Y. Matsuda, Nat. Commun. 7, 12843 (2016),
DOI:10.1038/ncomms12843.
[61] S. Rinott, K. B. Chashka, A. Ribak, E. D. L. Rienks,
A. Taleb-Ibrahimi, P. Le Fevre, F. Bertran, M. Ran-
deria, and A. Kanigel, Sci. Adv. 3, e1602372 (2017),
DOI:10.1126/sciadv.1602372.
