Traffic model based on the fractional Brownian motion (fBm) contains three parameters: the mean rate Ñ, variance parameter and the Hurst parameter À.
INTRODUCTION
One of the simplest and most studied models for aggregated data traffic is the fractional Brownian motion (fBm) model [7] , which is a model for truly self-similar Gaussian traffic. An important feature of the fBm model is its parsimonity [3] : in its basic form the model contains only three parameters, the mean rate Ñ, the variance parameter and the Hurst parameter À describing the scaling behaviour of the traffic. The estimation of even a small number of parameters poses a problem for long range dependent traffic. Some early work [7] suggested that to obtain a reasonable accuracy a very large number of sample points may be required. As À describes the scaling behaviour of the traffic variability, the sample points have to cover several time scales, i.e., the total time range must be several orders of magnitude greater than the finest time resolution in the measurement.
In this paper we show that by an appropriate choice of the sampling instants, the number of sampling points can be considerably reduced. In particular, we will introduce a grid of geometrically distributed sampling points Ø « ½ , ½ Ò where « is some constant less than one. The geometrical grid, being 'self-similar' fits well with the traffic process and gives rise to a simple structure in the covariance matrix. Throughout this work we apply the maximum likelihood estimation (MLE) method [1] . MLE method has previously been applied to this problem by Deriche and Tewfik [2] and Ninness [5] using ordinary linear sampling. Explicit formulas for the estimators of Ñ and are given along with the log-likelihood function for determining the estimator for À. A major difficulty in this method is the calculation of the inverse and determinant of the covariance matrix. For the original fBm process the increment process is stationary. We show that another stationary process is obtained from the fBm process by 'descaling' and changing the process index to logarithmic time, i.e., on the geometrical sampling grid the descaled process is stationary. It turns out that the elements of the inverse covariance matrix far from the diagonal are small, enabling us to derive a simple approximation for the inverse matrix directly without using e.g. Whittle's method [1] based on the spectral analysis.
We compare the effectiveness of the MLE estimator based on ordinary evenly spaced sampling grid with that obtained with a geometrical grid by simulations.
The rest of this paper is organized as follows. In Section 2 we review the fractional Brownian motion traffic model with its three parameters. The general problem of the estimation of these parameters by the maximum likelihood method is considered in Section 3. The idea of geometrical sampling and the descaled process, along with an approximate form of the MLE, are introduced in Section 4. For comparison, in Section 5 we present the MLE method for the case of ordinary linear sampling. In Section 6, we present results for estimating the fBm parameters with the described methods from simulated realizations of the process. Section 7 concludes the paper. 
FRACTIONAL BROWNIAN TRAFFIC
The covariance structure of the process is given by
Fractional Brownian motion is a popular model for long-range dependent traffic. Norros [6] has suggested the following model ´Øµ ÑØ · Ô ´Øµ (3) where ´Øµ represents the amount of traffic arrived in´¼ Ø µ. The model has three parameters, Ñ, and À with the following interpretations and intervals for allowed values: Ñ ¼ is the mean input rate, ¼ is a variance parameter, and À ¾ ¼ ½µ is the self-similarity parameter of ´Øµ.
EXACT GAUSSIAN MLE
We use the notation of Beran [1] . Assume the traffic has been observed at 
The MLE for Ñ is obtained by maximizing ÐÓ ´ Ñµ with respect to Ñ,
Note, that the estimate is unbiased, irrespective whether our estimate for À is correct or not. The variance of Ñ can also be calculated with the assumption that À is known exactly, À À. With straightforward calculations we get
The variance of our estimator is smaller than for the estimator based on the sample mean, by the factor in the denominator (which is close to one). Next, consider the estimator for . is a simple linear function of , À , where À is independent of and is given by
The MLE of is obtained by maximizing the log-likelihood function ÐÓ ´ µ with respect to . If we do not know the mean input rate Ñ in advance, Ñ should be replaced by ÑØ, and we get:
Again, assuming for the time being that À is known correctly the expectation and variance of can be calculated and finally we have
Thus has the "normal"´Ò ½µ Ò bias. Finally, we are left with the maximization of the À-dependent part of the log-likelihood function, i.e., essentially we have to minimize
The minimum is obtained for some value À which is the MLE estimate; the corresponding MLE estimates for Ñ and are Ñ Ñ´ Àµ and ´ Àµ.
GEOMETRICAL SAMPLING
The Hurst parameter À describes the scaling behaviour of the traffic. Therefore, in order to determine its value from measured traffic, the sample points have to cover several time scales, i.e., the total time range of the measurements has to be many orders of magnitude greater than the finest resolution (smallest interval between the sampling points). With the ordinary linear sampling, i.e., sampling points at constant intervals, this leads to the requirement of very large number of sampling points. In order to use the measurements more efficiently we introduce a geometric sequence of sampling points, Ø « , ½ Ò , with some ¼ « ½.
In addition to distributing the sampling points in a better way on different time scales, geometric sampling fits neatly with the self-similar behaviour of the fBm traffic. We show first that by a simple transformation we can obtain from the fBm process another process which is a stationary process of logarithmic time. As a geometric sequence corresponds to equidistant points in logarithmic time, it follows that the samples of the modified process constitute a stationary sequence. This leads to a simple Toeplitz-type structure of the covariance matrix and allows us to develop approximations to the inverse and determinant of the covariance matrix. 
APPROXIMATE MLE
In practice, the exact MLE poses computational problems. And this is not just because of the computation time needed in case of large data sets, but because of the evaluation of the inverse and the determinant of the covariance matrix may be numerically unstable. To avoid these problems, one can use approximate methods for the calculations. In [1] , several possible approaches are discussed, among them the well known Whittle's approximate MLE.
In our case we focus on the properties of the covariance matrix À , trying to take advantage of the stationarity and short range dependent properties of the descaled process. Using the 'descaling matrix' diag´Ø
we can easily derive , and from this we get
The elements of the autocorrelation matrix À can be written aś
It is interesting to note, that ´Üµ is nearly completely linear for Ü ¾´¼ ½µ. 
It should be noted that though the linear approximation to ´Üµ is rather accurate, the resulting inverse matrix Ê ½ of Eq. (21) is rather poor an approximation to ½ for large Ò. Nevertheless, the use of Ê ½ in the log-likelihood function (23), as we will see, yields a good estimate for À, while the accuracy of the estimate suffers more from this approximation.
IMPROVED APPROXIMATION
Since the matrix is a Toeplitz-type matrix with decreasing elements as we go farther from the diagonal, we expect that its inverse can be well approximated with a band matrix of the form:
so that 
Again, finally we have to minimize
The minimum is obtained for some value À which is the MLE estimate.
However, to calculate the inverse and the determinant of ¦ À the same problems arise as in the case of geometrical sampling with the covariant matrix À . Since ¦ À is also a Toeplitz type matrix, the same method as described in 
SIMULATION RESULTS
The fBm samples were generated using the fact
where AE is a vector of independent standard Gaussian variables. The model parameters were set as Ñ ½, ½ and À ¼ as an example, but similar results were obtained using different values of the parameters. The parameter « for the geometrical grid was chosen so that the difference between the nearest two measurement time instants (the 'resolution' of the measurement) was ½¼ . Figure 2 shows the results of À estimates as a function of the number of sample points using both geometrical and linear sampling. In the geometrical case Eq.(23) was minimized while for the linear sampling we used the formula Eq.(31) where the inverse of ¦ À was approximated with a band matrix of Eq.(24) with Ô ¾ . The ± confidence interval was obtained by repeating the simulations 100 times and calculating the sample variance of the estimates. The results show that the estimates using geometrical sampling have much smaller variance and are unbiased for sample sizes larger than 25. However, the variance of the estimates is always higher than in the geometrical case. For example, the variance for 800 samples using linear sampling is nearly the same as for only 50 geometrically sampled points.
The next question was how the two different sampling methods affect the estimates for the variance parameter . Figure 3 displays the results, assuming that À is known. These simulations were useful to test whether our approximations in calculating the inverse and determinant of the covariance matrices are adequate or not. labeled 'linear approximation' in the figure) . As can be seen, the estimates of are strongly biased and the bias is getting larger as the number of samples increases. So this estimate is clearly inadequate, the approximation of Eq.(21) had to be refined. Next, we used the approximation of Eq.(24) for ½ À with five parameters (Ô ). As we see from Figure 3 , the strong bias from the estimates disappeared and the variance of the estimates is only slightly higher than the theoretical value that can be calculated using Eq.(10). (Note, however, that the bias for sample sizes of 400 and 800 seems to be slightly increased.) Finally, the linear sampling method was used. Its estimates are asymptotically unbiased and have approximately the same variance as expected. The approximate inverse matrix used was as in Eq.(24) with only two parameters (Ô ¾ ). Figure 4 shows the MLE estimates without any a priori knowledge about the model parameters. All the approximations used here were the same as in the previous cases. Since À is not known and can only be estimated with a given variance, the estimates of have larger variances than in the previous simulations. The question is how robust those estimates are when À can have a slight bias (see Figure 2) . As for the geometrical sampling, the bias of gets smaller and its variance is also decreasing rapidly as the sample size increases. On the other hand, for the linear sampling case the estimates seem to be biased for larger sample sizes and their variance does not seem to decrease. The reason for this behaviour lies in the fact that the linear sampling for estimating À is less accurate than the geometrical sampling. The bias in À together with its higher variance is responsible for the bias and variance of , even if the linear Figure 4 Estimates of (when À is also estimated) using geometrical and linear sampling and different approximations.
sampling seems to be a better choice to estimate than the geometrical one for known À (see Figure 3) . As for the MLE estimates for Ñ the geometrical sampling does not give any extra advantage or disadvantage compared to the linear sampling. In fact, the MLE estimate gives almost negligible reduction in the variance of Ñ when compared to the sample mean as an estimate for Ñ.
CONCLUSION
In this paper we have introduced the idea of using geometrical sampling for the ML estimation of the parameters of fractional Brownian traffic. The intention with this sampling is to reduce the number of sampling points required for a given predefined confidence level. Intuitively, the geometrical sampling distributes the sampling points advantageously at different time scales, whereas linear sampling stresses the finest time scale.
We have derived expressions for the estimators of Ñ and and the loglikelihood function from which the estimator of À can be derived. Approximations were developed for the inverse and the determinant of the covariance matrix, needed for the calculation of the estimates. With these approximations the evaluation of the log-likelihood function is fast and the maximization with respect to À can easily be made.
The experiments with simulated traffic showed that the geometrical sampling does indeed give a better estimate for À leading to a reduction of sample points.
In one example the number of required points was reduced from 800 to 50. For the estimation of the geometrical sampling does not give any direct advantage, but as the estimator actually depends on the estimator À, the overall accuracy obtained is better. For the estimation of Ñ, different sampling schemes give essentially the same result, the estimate is basically the observed average rate.
