We consider adaptive output feedback control of uncertain multi-input multi-output nonlinear systems, in which both the dynamics and the dimension of the regulated plant may be unknown, but knowledge of vector relative degree is required. Given smooth reference trajectories, the problem is to design controllers that force the system measurements to track them with bounded errors. We propose a linear observer for the output tracking error vector and a Single Hidden Layer (SHL) Neural Network (NN) to cancel the modelling errors. Ultimate boundedness of the error signals is shown through Lyapunov's direct method. Simulations of a fourth order two-input two-output nonlinear system illustrate the theoretical results.
Introduction
Research in adaptive output feedback control of uncertain nonlinear systems is motivated by the many emerging applications that employ novel actuation devices for active control of flexible structures, fluid flows and combustion processes. These include such devices as piezo electric films, and synthetic jets, which are typically nonlinearly coupled to the dynamics of the processes they are intended to control. Modeling for these applications vary from having accurate low frequency models in the case of structural control problems, to having no reasonable set of model equations in the case of active control of flows and combustion processes. Regardless of the extent of the model accuracy that may be present, an important aspect in any control design is the effect of parametric uncertainty and unmodeled dynamics. While it can be said the issue of parametric uncertainty is addressed within the context of adaptive control, very little can be said regarding ro-'Research Scientist 11, Member IEEE 'Professor, Member IEEE 1555 bustness of the adaptive process to unmodeled internal process dynamics.
In [l] a direct output feedback adaptive control architecture has been developed for arbitrary relative degree S E 0 systems that is not only robust to unmodeled dynamics, but also learns to interact with and control these dynamics. The approach is applicable to systems of unknown, but bounded dimension. However, the stability analysis was carried out with linearly parameterized NNs, which have been shown to be universal approximators only for suitably chosen basis functions [8] . The number of required basis functions increases dramatically with the dimension of the input space. Therefore one challenge is to design an output feedback controller, the adaptive term of which adjusts on-line for unknown nonlinearities using nonlinearly parameterized NNs.
In this paper we extend the approach of [4] to MIMO systems, which have well defined but otherwise arbitrary vector relative degree. We remove the assumptions on type of MIMO systems introduced in [5] and show that, subject to a set of mild restrictions, the approach, developed in [4], can be extended to MIMO systems of arbitrary, but otherwise bounded dimension.
Moreover, a nonlinearly parameterized NN is implemented to model the inversion error on line. No prior off-line training is required. One implication is that, in addition to being adaptive to parametric uncertainty, the controller architecture is adaptive to unmodeled dynamics as well.
The paper is organized as follows: in section 2 we present the problem formulation. In section 3 we develop the controller structure. The ob,server design is presented in section 4. Section 5 discusses the single hidden layer NN implementation. Section 6 contains the boundedness analysis. Simulation results are reported in section 7, and section 8 summarizes the paper.
Let the dynamics of an observable and stabilizable nonlinear multi-input-multi-output (MIMO) system be given by the following equations:
where x E Cl c R" is the state of the system, U , y E R" are the system input (control) and output (measurement) signals, respectively, and f (., .), g(.) are unknown functions. Moreover, n need not be known. Extensions to situations in which there are m regulated outputs plus other outputs that are not regulated are straightforward, and consequently are not explicitly treated here. The objective is to synthesize a feedback control law that utilizes the available measurements yi, so that yi ( t ) track bounded smooth reference trajectories yci ( t ) with bounded errors.
Assumption 1

Controller Design and Tracking Error Dynamics
Feedback Linearization
Feedback linearization is approximated by introducing the following control signal
is commonly referred to as pseudo-control. The
~ that is invertible with respect to its second argument. It may be constructed from approximate linear models. Additional requirements on h ( y , U ) will be specified in Assumption 3.
For now we will assume that it has non-singular Jacobian.
Then, the system dynamics can be transformed:
where the notation y(') is introduced for the vector
is the difference between the possibly unknown function
h(& x, U ) and its estimate h(y, U ) .
The pseudo control is chosen to have the form
where yc(") = [y::' ),
. . . , yLm)IT is a vector, composed of the ri-th derivatives of input signals yc, , generated by stable reference models for each channel, vdc is dynamic compensator, and v,d is the adaptive control signal designed to cancel A.
From ( 6 ) , notice that A depends on v,d through U, whereas v,d has to be designed to cancel A. Therefore the following assumption is introduced to guarantee existence and uniqueness of a solution for wad.
Assumption 3 The map V,d ++ A is a Contraction over the entire input domain of interest.
A contraction is defined by the condition IIe/I < 1.
Using ( 6 ) , this reduces to where I is the identity matrix.
Condition (8) imposes certain restrictions on the choice of the approximate model used in inversion and consequently in the design. In a particular case of a completely decoupled MIMO system the condition (8) is equivalent to the conditions similar to the ones of SISO case [4] .
Dynamic Compensator, Error Dynamics
The input to the dynamic compensator is the tracking 
Then the vector e together with the compensator state r] will obey the following dynamics, hereafter (with a slight abuse of language) referred t o as tracking error dynamics:
A -BD,C -BC, observer is used to provide the necessary estimates in the adaptation laws. However, the stability analysis was limited to second order systems with position measurements. To relax these assumptions, we propose a simple linear observer for the tracking error dynamics (14), assuming that the adaptive part of the control signal can compensate for the inversion error. This observer gives estimates of the feedback linearized states and not the states that are associated with the internal dynamics. These estimates will be used in the update laws of the adaptive parameters in Section 6.
Thus, consider the following linear observer for the tracking error dynamic system in (14):
where K is a gain matrix, and should be chosen such that A -K C is asymptotically stable, and t is defined in (14).
This observer design ignores the nonlinearities that enter the tracking error dynamics (14) as a forcing function. This can be justified by the fact that the original nonlinear system is feedback linearized, or that 2],d
nearly cancels A. This will be demonstrated in section 6 by using Lyapunov stability analysis.
error dynamics can be written: For the stability proof we will need the following representation:
where
Such a representation is achieved via Tayloy series expansion of a ( N T p ) around the estimates N T p (refer to [7] for more details). The following assumption is used in the stability analysis.
)
Assumption 4 Assume that the input vector to the N N is uniformly bounded over the compact set R,:
1 1 P 1 1 L P*' P* > 0.
(26)
With (26), a bound over a compact set for (w -6 ) can be presented as follows [7] :
lIzo-E1I < Y l l l Z l l F + 7 2 ,
where 7 1 , 7 2 are computable constants, and y1 comprises the unknown constant p*, 7 2 comprises the E * . 
For every C E BR, we have p E R,, Z E 02, where both R, and R z are bounded sets.
Assumption 5
Assume 
(34)
The derivative of V along (21), (16) will be -T --
With the definition of E = E -E and (25), (33), this can be written:
Using upper bounds from (24) and (27), the derivative of the Lyapunov function can be upper bounded as:
Completing the squares twice, we get:
Either of the following three conditions 
ultimate boundedness of C.
The condition in (32) ensures that flzp C R, and thus
To illustrate that the approach is applicable to systems with both parametric uncertainty and unmodeled dynamics, we consider the following nonlinear MIMO system: 
Summary
A new approach is proposed for adaptive output feedback control of uncertain nonlinear MIMO systems using nonlinearly parameterized NNs. Ultimate boundedness of the tracking error and observation error are shown using Lyapunov's direct method. The method is applicable to systems of unknown but bounded dimension, so long as the vector relative degree of the system is known. The implication is that the controller architecture is adaptive to both parametric uncertainty and unmodelled dynamics.
