ABSTRACT Steganography aims to conceal secret data into common media, and steganalysis takes the adversarial position by trying to reveal embedding traces. Most of the existing steganographic schemes for spatial images are designed for gray-scale images. Their extensions to color images are often simply processed by treating each color channel as a single gray image and distributing payload uniformly to different color channels. However, color images are commonly used in daily life, and some effective steganalytic methods recently proposed for color images have improved detection performance with features designed by taking color correlations into consideration. In this paper, we propose a novel steganographic scheme for spatial color images by considering color pixel vectors (CPVs), which are composed of color components in the same spatial location, as embedding units. Embedding costs are directly defined on CPVs, and therefore, intricate relationships among color channels can be explicitly considered, and embedding payload is adaptively assigned to all three color channels. To further enhance the performance, an adapted clustering modification directions strategy is incorporated. The experimental results show that the proposed scheme can effectively resist the steganalytic methods, especially with color-rich model features.
I. INTRODUCTION
Steganography [1] - [3] is an important research topic in multimedia security. As a complementary technique to cryptography, by which plain-text data is encrypted into ciphertext data but easily arouses suspicion, steganography aims to hide confidential data into common cover objects and reduce the risk of being detected. Modern image steganographic schemes are designed under the distortion minimization framework [4] . The distortion is associated with embedding costs, which specify the expense of modifying cover elements and are usually content-adaptive [5] - [14] . The costs can be defined based on either heuristic principles [5] - [8] or statistical models [12] - [14] . Furthermore, some effective rules or strategies are proposed to adjust costs, such as the spreading rule [15] , the clustering/syncrhonizing rule [9] , [10] , and the controversial pixels prior rule [11] .
Color images are commonly used in daily life. However, most of existing spatial image steganographic schemes, such as HUGO [5] , WOW [6] , S-UNIWARD [7] , HILL [8] , MG [12] , MiPOD [14] , are designed for gray-scale images. Their application to RGB (Red, Green, Blue) color images is extended by considering each color channel as an independent grayscale image. In [16] , a strategy, which has extended the idea of CMD (Clustering Modification Directions) [9] , has been proposed for color images. However, the color correlation has not been fully exploited.
Trying to defeat steganography, steganalysis aims to reveal the traces of data hiding. Contemporary steganalysis resorts to advanced machine learning techniques. One way is to construct discriminative features [17] - [21] and to use pattern classifiers [22] - [25] to separate cover and stego objects. It is very critical to craft features that can provide statistical evidence of data embedding. Existing steganalytic methods [26] - [29] , which take color channel correlations into consideration, are effective in detecting steganographic methods for color images. For instance, in [26] , a spatial color rich model (SCRM) is proposed by extracting features modeling intricate relations among three color channels and within each channel. In [28] , color filter array (CFA) aware features are proposed by considering color correlation introduced by demosaicing. The other way is to use deep neural networks which are capable of automatically extracting features [30] - [39] . It is expected that some methods based on neural networks in the future may also incorporate the color information in their network architecture designs.
The fact that there is short of steganographic schemes targeted for color images motivates our work. In this paper, we propose a steganographic scheme for color images from the perspective of Color Pixel Vectors (CPVs), where the three color components from the same pixel location form a vector. Embedding costs are directly defined based on color pixel vectors rather than on individual color component; therefore, color correlations can be explicitly considered and preserved better after data embedding. A novel vector operation called Vector Product Filtering (VPF) is proposed to facilitate the construction of the vector-based embedding costs. With the help of DeJoin (decomposing joint distortion) method [40] , we turn vector-based costs into component-based costs. Consequently, conventional steganographic coding schemes, such as syndrome-trellis codes (STCs) [41] , can be employed. The CMD strategy [9] can also be adapted in the proposed scheme to further improve the performance. The contributions of this work are as follows.
1) We have extended the distortion minimization framework [42] for color images by considering each CPV as an embedding unit. In this way, the embedding payload can be adaptively distributed to each color channel. Such an adaptive payload allocation scheme introduces less distortion than the uniform payload allocation. 2) We have designed a novel cost assignment scheme for CPVs, and as a result, the color correlation can be explicitly considered and better preserved. A practical embedding scheme have been proposed by firstly decomposing the vector-based costs into componentbased costs, and then applying effective conventional steganographic coding schemes. Experimental results have shown that the proposed steganographic scheme can achieve better undetectability against color-based steganalytic features. 3) We have generalized the CMD strategy [9] for CPVs.
Consequently, the disturbance vectors, which are the differences between the vectors before and after embedding, tend to head towards the same direction in local regions. Such a strategy can better resist steganalytic methods which extract both inter and intra-color channel features. The rest of this paper is organized as follows. Firstly, in Section II, we introduce the extended distortion minimization framework for color images. Then, the proposed CPV-based cost function is given in Section III. Next, the generalized CMD strategy is illustrated in Section IV. Extensive experimental results are shown in Section V to demonstrate the effectiveness of the proposed method. Finally, this paper is concluded in Section VI.
II. CONSTRUCTING THE DISTORTION MINIMIZATION FRAMEWORK FOR COLOR IMAGES

A. NOTATIONS
In this paper, it is assumed that a color image is composed of color pixel vectors, each of which contains color components for the same spatial location. We consider RGB color images without loss of generality. We use
3 ) and
3 ) respectively to denote the i-th cover color pixel vector and its corresponding stego counterpart, where i ∈ I denotes the location index and it is omitted when there is no ambiguity. In the rest parts of this paper, the location index may also be represented by (i, j) to indicate the i-th row and the j-th column. Let
3 ) ∈ X be the disturbance vector, which is caused by steganographic modification. Since the probability and the cost of modifying x (i) to y (i) is related to the cover color pixel vector and the disturbance vector, we denote them π(x (i) , x (i) ) and ρ(x (i) , x (i) ), respectively, and abbreviate them as π
B. CPV-BASED DISTORTION MINIMIZATION FRAMEWORK
Based on the framework established in [4] , we formulate the distortion minimization framework for color images as the following optimization problem to minimize distortion under payload constraint:
where
is the expected distortion, L is the payload size, and
is the entropy function. With the concept of CPV, when ±1 modification is applied, i.e., x k ∈ M {−1, 0, 1}, x has 27 possible forms (| X | = 27). As a result, ρ 
and Note that, in conventional schemes, costs are independently defined for pixels in individual color channel, and only nine cost values are used for a color pixel vector. In contrast, costs directly defined for a color pixel vector have more cost values by considering the relations among color components. Following the optimal embedding probability obtained in [4] , the optimal change probability for (1) follows a distribution:
where λ is a parameter determined by the payload constraint in (1) . In conventional schemes, the embedding payload is uniformly distributed to three color channels. To simplify the discussion, color component costs (ρ R , ρ G , and ρ B ) and color component probabilities (π R , π G , and π B ) are used. The expect distortion in conventional schemes is
In contrast, taking the three components together as whole leads to the following problem.
It is clear that, since more constraints are stipulated in (7), the solution of (7) will be a sub-optimal solution of (8). Solving (8) directly will lead to a solution with smaller distortion than the solution of (7).
In the proposed framework, we will address the problem of (8) . Fig. 1 illustrates the process of the conventional scheme as well as the proposed method. The main differences between these two schemes are summarized as follows.
1) The manners for computing costs are different. Conventional schemes compute costs based on the pixels in each channel independently, while the proposed scheme first computes costs based on color pixel vectors, and then decompose the costs for three channels in sequence. The disturbance vectors, i.e., X 1 and X 2 , are involved in the cost computation of the second and the third color channels in the proposed scheme.
2) The manners for distributing embedding payload are different. Embedding payload is uniformly distributed to three color channels in conventional schemes, while the payload can be automatically and adaptively distributed to three color components in the proposed scheme. The details of the proposed method is given in the next section.
III. VECTOR-BASED COST
We propose a novel method to define costs on CPVs in Section III-A. To facilitate the embedding process, we propose to decompose the vector costs into component costs and the details will be given in Section III-B.
A. COMPUTING COSTS FOR CPVs
Under the framework formulated in (1), the costs for CPVs should be determined. To this end, we incorporate the knowledge of the cost function for gray-scale images and extend it for color images. The basic idea is as following. It is widely accepted that it is better to embed data by modifying the cover elements with less predictability. Consequently, we perform high-pass filtering to each color channel to obtain a residual image at first. Then we use a metric called Residual Correlation Level (RCL) to evaluate the intricate relationship among residual vectors in neighborhood. By evaluating the RCLs of different disturbance patterns, the relative change of RCL, which is called Sensitivity Index (SI), is obtained to measure the impact of the disturbance. Following the spreading rule [15] , we conduct low-pass filtering to the SI image for each disturbance pattern to obtain the final cost values.
Since costs are defined on CPVs, in this way the correlation both within and among color channels can be taken into consideration. The process is shown in Fig. 2 and the details are described as follows.
1) HIGH-PASS FILTERING
Assume a color image X is composed of three color component images, i.e., X 1 , X 2 , and X 3 . Firstly, we compute the high-pass residual images for each color component as
where H is a high-pass filter, and ⊗ denotes the 2-D convolution. Since the LoG (Laplacian of Gaussian) filter is well-known for its effective performance for extracting edges and textures while suppressing random noise, in our implementation, we use a modified 7 × 7 LoG filter for (9) . The modified LoG filter is obtained by a 5 × 5 Gaussian filter (with the standard deviation parameter σ = 0.5) convolving with a 3 × 3 KB (Ker-Böhme) filter [43] , [44] . The reason why we use a KB filter instead of a conventional Laplacian filter is that the KB filter is often used in steganalysis to capture stego artifacts. Fig. 3 shows the modified LoG filter, where (a) illustrates values of the high-pass filter H and (b) characterizes a 3-D view of it.
2) RESIDUAL CORRELATION LEVEL
In order to evaluate the intricate relationship among residual vectors in a neighborhood, we define an operation called vector product filtering (VPF) to compute a metric called residual correlation level as:
where r (i) is a residual vector computed according to (9) , r (u) (u ∈ U) are its neighboring residual vectors, and the magnitude of the vector product is defined as
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As stated in Section II, the disturbance vector has 27 disturbance patterns (including 0). For the n-th disturbance pattern, we can obtain the residual vector r (i) n (n ∈ {0, 1, · · · , 26}) by adding the disturbance vector to the i-th cover element and computing the residual according to (9) . For the n-th disturbance pattern, an RCL image L n = { (r (i) n )|i ∈ I} can be formed by evaluating the RCL values for each image element according to (10) .
3) SENSITIVITY INDEX
In order to evaluate the impact of the disturbance, we define a metric called sensitivity index (SI), which computes the relative change of RCL as
, (n ∈ {0, 1, · · · , 26}), (12) For the n-th disturbance pattern, an SI image S n = {s(r (i) n )|i ∈ I} can be formed by evaluating the SI values for each image element according to (12) .
4) LOW-PASS FILTERING
Following the spreading rule [15] , we perform low-pass filtering on the SI image, and obtain the cost matrix ρ n for the n-th disturbance pattern as
where F is a low-pass filter. In this way, a 27-tuple cost ρ (i) n (n ∈ {0, 1, · · · , 26}) can be obtained for the CPV x (i) with 27 possible disturbance patterns. Note that ρ 0 = 0, which implies that the costs correspond to zero as there is no disturbance. In our implementation, we use a 15× 15 average filter as the low-pass filter F for (13) .
In practice, there may be some forbidden disturbance patterns such as those making the image element value exceeding the representation range. We make their corresponding costs extremely large (e.g., 10 10 ).
B. DECOMPOSING CPV COSTS FOR DATA EMBEDDING
As mentioned above, the cost for a CPV is a 27-tuple. If a 27-ary steganographic coding scheme is available, we can use the vector costs directly for embedding. However, it is complicated in practice to construct such a coding scheme. Instead, following the philosophy in DeJoin [40] , we decompose the vector costs of CPVs into component costs for each color component. By using the component costs with ternary embedding, the CPV-based distortion minimization problem can be solved by using the same procedure for addressing the conventional distortion minimization problem for gray-scale images. The detailed steps are as follows.
1) EMBEDDING DATA IN THE FIRST COLOR COMPONENT
After obtaining the 27-tuple vector cost ρ (i) n (n ∈ {0, 1, · · · , 26}), we compute λ and the corresponding optimal change probabilities π (i) ( x 1 , x 2 , x 3 ) according to (6) , where the index n and the disturbance pattern ( x 1 , x 2 , x 3 ) are transformed by (4) and (5). Then, we compute the optimal marginal change probability of the first color component as:
The cost of the first color component in the CPV can be obtained by
Note that ξ
is a 3-tuple cost and conventional ternary coding schemes, such as STCs, can be applied. We can embed a payload size of L 1 bits in the first color channel, where
2) EMBEDDING DATA IN THE SECOND COLOR COMPONENT
Given the first color component being modified as x 1 , the optimal conditional probability of the second color component can be computed by
where (18) is the optimal joint probability. In this way, the cost of the second color component in the CPV can be obtained by
We can embed a payload size of L 2 bits with a ternary coding scheme in the second color channel, where
3) EMBEDDING DATA IN THE THIRD COLOR COMPONENT
Given the first and the second color components being modified as ( x 1 , x 2 ), the optimal conditional probability of the third color component can be computed by
. (21) The cost of the third color component in the CPV can be obtained by
IV. EXTENDING THE CMD STRATEGY FOR CPVs
A. CLUSTERING MODIFICATION DIRECTIONS FOR COLOR PIXEL VECTORS
Previous studies [9] , [10] have shown that when modification patterns in local regions are synchronized towards the same direction, it is effective to resist steganalysis which extracts features from high-frequency residuals. We assume that when embedding modifications of color pixel vectors are locally heading toward the same direction, the steganographic security might be improved too.
To check if the assumption is true, we performed a simulation as follows. For a given image, we divided it into non-overlapping 8 × 8 blocks. For each block, the central 2 × 2 region was modified according to one of the three kinds of simulated modification patterns as shown in Fig. 4 and defined as follows.
• Pattern A: all disturbance vectors are different.
• Pattern B: the disturbance vectors in the horizontal direction are the same, but the disturbance vectors in the vertical direction are different.
• Pattern C: all disturbance vectors are the same. We used the BOSS-LAN and BOSS-BIL image sets, each of which contains 10000 color images. Three kinds of modification patterns were used respectively to simulate three kinds of stego images. An example of modification of a 64 × 64 portion of a sample image can be found in Fig. 5 . The 18157-dimensional steganalytic features SCRMQ1 [26] equipped with Fisher linear discriminant based ensemble classifier [23] were used to classify the cover images and the simulated stego images. 5000 image pairs were used for training, and the rest 5000 pairs were used for testing. Steganographic security ability was assessed by averaged testing errors (P E ), the higher the better. The details of the image sets, steganalytic methods, evaluation metrics can be found in Section V-A. The results are shown in Table 1 . It can be noticed that Pattern C has the highest P E , and Pattern B takes the second place. The simulation results imply that clustering modification directions of CPVs can improve steganographic security.
B. THE CPV-CMD SCHEME
We incorporate the clustering modification strategy to CPV scheme, and denote the corresponding method as CPV-CMD. The basic idea is that for a color image, CPVs are decomposed into several groups for embedding in sequence, and the costs of CPVs will be updated according to the modification status of their neighboring CPVs to make the disturbance patterns in the neighborhood synchronize after data embedding. The detailed steps are illustrated in Fig. 6 and are described as follows, where for notational convenience we use the position index (i, j) for CPVs. S1: Load a cover image X. 
where the index n of the disturbance pattern is computed according to (4) , and (u, v) belongs to the 4-connected neighborhood of the (i, j)-th element, and β ∈ (0, 1] is a scaling parameter. We use β = 1/9 as the default parameter. Note that n (u,v) is a set including disturbance pattern indexes of adjacent disturbance vectors. S8: Select a sub-image for embedding. S9: Embed the corresponding segment of data in the subimage by using the updated CPV costsρ
n . S10: Update the stego image Y with the sub-image having been embedded. S11: If all sub-images have been embedded with data, output a stego image Y. Otherwise, repeat the process from
Step S5. In Step S2, the cover image X of size M ×N is decomposed into a number of W a ×W b disjoint sub-images. The sub-image
where k a ∈ {0, 1, · · · ,
− 1}, and · is the operation of floor rounding of an integer. Message payload is also divided into W a × W b segments with equal length in Step S3. Each segment is embedded in the corresponding sub-image in sequence. An embedding sequence for sub-image is predetermined. In this paper, we used W a = W b = 2; therefore we had four sub-images, and we set the embedding sequence as I (1, 1) → I (1,2) → I (2,2) → I (2, 1) .
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The cost updating process in Step S7 follows the philosophy of the CMD strategy. It leads to the fact the (i, j)-th CPV has a lower cost on the n-th disturbance pattern, which is in accordance with the disturbance pattern of one of its neighboring CPVs.
V. EXPERIMENTS
To demonstrate the performance of the proposed method, we conducted some experiments. In this section, firstly we describe the experimental setups. Secondly, we show that the performance of 27-ary optimal embedding simulator performs equivalently to the ternary optimal embedding simulator, and their performances are close to the ternary STC. Then, we compare the proposed method with existing steganographic methods under steganalytic detection. Next, the time for executing the proposed method is reported. Finally, we show that the embedding order for RGB channels does not have a major impact on the performance and the payload is adaptively distributed in three color channels.
A. SETUPS 1) DATASET 2) STEGANOGRAPHIC SCHEMES FOR COMPARISON
We used WOW [6] , S-UNIWARD [7] , HILL [8] , MiPOD [14] and their corresponding color CMD versions 1 [16] for comparison. We applied these methods on three color channels and embedded payloads with equal size in each channel. The optimal ternary embedding simulator was used for each steganographic scheme. The embedding payload α was measured by bit per color component (bpcc). 1 The scheme implementation was flawed by embedding the same message in each R/G/B channel, leading to the effect that the modification patterns in three color channels were synchronized. When each color channel was embedded with different messages, their proposed method was slightly better or just comparable to the method by using CMD strategy for gray-scale image. The erroneous implementation has been fixed in our experiments.
3) STEGANALYTIC SCHEMES FOR EVALUATION
Different steganalytic feature sets were used to evaluate the steganographic performances, including the following.
• SRMQ1 (spatial rich model with q = 1): According to [26] , 12753-dimensional spatial rich model (SRM) features were extracted from the 4-D co-occurrence matrix of filtered image residuals for each color channel. The step q = 1 was used for quantizing the residuals and the features from three channels were merged.
• CRMQ1 (color rich model with q = 1): According to [26] , 5404-dimensional color rich model features were extracted from the 3-D co-occurrence of filtered image residuals from color channels. The step q = 1 was used for quantization.
• SCRMQ1 (spatial color rich model with q = 1): According to [26] , 18157-dimensional features were formed by concatenating SRMQ1 and CRMQ1.
• SCRMQ1 + GTM (geometric transformation measure): According to [27] , 24157-dimensional features were formed by concatenating SCRMQ1 and 6000-dimensional GTM features. These GTM features were extracted from the co-occurrence correlation matrices formed by the sine and cosine of gradient angles between color channels.
• SCRMQ1 + SGF (steerable Gaussian filter): According to [29] , 22563-dimensional features were formed by concatenating SCRMQ1 and 4406-dimensional SGF features. The SGF features were extracted by applying steerable Gaussian filters and then computing the cooccurrence of image residuals.
4) EVALUATION METRIC
For each steganographic scheme, we randomly selected 5000 cover and stego image pairs for training, and used the rest 5000 pairs for testing. The Fisher linear discriminant (FLD) based ensemble classifier [23] was used to perform classification. The performance was evaluated by the testing error defined as
where P FA and P MD are the false-alarm and the misseddetection probabilities, respectively. We repeated the random split of the training and testing sets 10 times and used the averaged value P E .
B. INVESTIGATING THE 27-ARY OPTIMAL EMBEDDING SIMULATOR
As shown in (6), a 27-ary optimal embedding simulator can be directly used for the proposed scheme to simulate the data embedding process. On the other hand, we can also decompose vector costs into component costs and apply the ternary optimal embedding simulator for three color channels according to the approach described in Section III-B. In order to show whether there is any difference between these simulators, we employed the 27-ary simulator and the ternary simulator respectively for the proposed CPV method. The payloads were ranged from 0.1 to 0.5 bpcc. The SCRMQ1 features were used for evaluation. From Fig. 8 , we can observe that the performance (P E ) of 27-ary simulator and that of the ternary simulator are very close. We also included the STC with parameter h = 10 for comparison. It can observed that the performances of STC drop very slightly. Therefore, in the rest of the experiments, we used the 27-ary simulator for the proposed scheme.
C. PERFORMANCE EVALUATION
To investigate ability of the proposed method to resist modern steganalysis, we compared the performances by using various steganalytic features for evaluation. The results for payloads α = 0.1 bpcc and α = 0.4 bpcc are shown in Table 2 . We can make the following observations.
• The SRMQ1 steganalytic features incorporated with color features, such as CRMQ1, GTM, and SGF, always perform better than those without color features. Therefore, it is important to consider color correlation in steganography explicitly. Although CPV does not perform better than HILL under SRMQ1, it always achieves the best performance under steganalytic features with color features, showing its advantage in considering color correlation by pixel vector.
• The steganographic schemes with the CMD strategy perform better than their corresponding non-CMD versions. This phenomenon also exists for the proposed scheme, implying that the proposed generalized CMD scheme works well for CPV.
• Under different payloads and different image sets, the performance ranks of CPV and CPV-CMD seem to be stable in comparison with other steganographic schemes, implying that the proposed scheme performs well in different settings. The results indicate that the proposed method performs better than conventional schemes.
D. EXECUTION TIME
To investigate the computational complexity of the proposed method, we randomly selected 100 cover images from image sets BOSS-LAN and BOSS-BIL, respectively, and computed the average required time for generating stego images. HILL, MIPOD, and CPV were investigated under the payload α = 0.4 bpcc. The experiment was conducted by a computer equipped with Intel(R) Xeon(R) CPU E5-2630 v2 @ 2.60GHz and 32G physical memory. The results are shown in Table 3 . It can be observed that the time required for STC embedding is similar for the three schemes, while the time required for cost computation is much different. HILL has the lowest complexity and MiPOD has the highest. Apparently, CPV has a more complicated cost computation process than HILL, as it is required to compute both CPV costs and component costs. But it still has a lower computational complexity than the model-based method MiPOD in cost computation and overall computation. Considering the more secure performance in resisting steganalysis, the increased complexity in CPV may be worthwhile.
E. COMPARING THE PERFORMANCE OF DIFFERENT EMBEDDING ORDERS OF COLOR COMPONENT
To investigate whether the embedding order of color component has an impact on the performance, we performed an experiment by changing the embedding order of the color components. The default one was R-G-B in the previous experiments and we used G-R-B, B-R-G, and G-B-R for comparison. The CPV scheme was tested under payloads ranged from 0.1 to 0.5 bpcc against the steganalytic features SCRMQ1. The results are shown in Table 4 . We can observe VOLUME 7, 2019 that the embedding order has only neglectable difference in performance.
F. PAYLOAD ALLOCATION
Note that CPV scheme benefits from adaptively distributing payload to three color components. To investigate the difference in payload allocation in each color channel, in Table 5 , we show the mean value of the payload rate (denoted by m p ) of each color channel for the 10000 stego images. It can be observed that different color channel hosts different amount of data.
When we change the order of the color components, it can be observed that the R color channel still hosts more payload than the other two channels for high embedding rates. We speculate that it may be due to the fact that red channel is more ''noisy'' than the other two channels, and therefore hosts more data. To verify the speculation, we use SNR (signal noise ratio) as equation (26) to assess the noise level. (26) In the equation, f is the cover image, andf is its de-noised version by using a 3 × 3 averaging low-pass filter. The mean SNR values for each color channel are shown in Table 6 . The results show that the red color channel has the lowest SNR and indicate that red color channel is most noisy. Besides, SNR values of BOSS-LAN are lower than those of BOSS-BIL. It indicates that the images in BOSS-LAN are more noisy than those in BOSS-BIL. It explains why steganographic schemes work better on BOSS-LAN than on BOSS-BIL, as shown in Table 2 in Section V-C.
VI. CONCLUSION
In this paper, we have presented a novel steganographic scheme for spatial color images. The proposed scheme has the following merits. 1) Embedding costs are directly defined on color pixel vectors. As a result, the payload can be adaptively distributed to three color components, and thus introducing less distortion in the sense of color correlation.
2) Vector costs can be easily decomposed into component costs. Therefore, it can utilize practical coding scheme to facilitates data embedding.
3) The proposed method is compatible with the CMD strategy. Simulation results show that by clustering the modification patterns of CPVs, better steganographic security performance can be obtained. Therefore, the proposed CPV scheme equipped with the extended CMD strategy works well. Extensive experiments have been conducted to show that the proposed scheme performs effectively against various kinds of steganalytic detectors. However, this work still has some limitations, such as follows.
1) For an image represented in a color space other than RGB (such as a JPEG image with YCbCr), the color components may have different characteristics compared to RGB components, so that the proposed algorithm cannot be directly applied to such images. 2) Although the computation complexity of the proposed method is less than some conventional schemes (such as MiPOD), it may not satisfy the requirement of some real time applications (such as the ''stream steganography'' mentioned in [3] ). For moving this theoretical approach into the real world, the algorithm has to be optimized to match engineering requirements. Since we only consider spatial color images in this work, how to extend the existing scheme to JPEG color images is an interesting direction for our future study.
