We consider learning to maximize reward in combinatorial cascading bandits, a new learning setting that unifies cascading and combinatorial bandits. The unification of these frameworks presents unique challenges in the analysis but allows for modeling a rich set of partial monitoring problems, such as learning to route in a communication network to minimize the probability of losing routed packets and recommending diverse items. We propose CombCascade, a computationallyefficient UCB-like algorithm for solving our problem; and derive gap-dependent and gap-free upper bounds on its regret. Our analysis builds on recent results in stochastic combinatorial semi-bandits but also addresses two novel challenges of our learning setting, a non-linear objective and partial observability. We evaluate CombCascade on two real-world problems and demonstrate that it performs well even when our modeling assumptions are violated. We also demonstrate that our setting requires new learning algorithms.
Introduction
Combinatorial optimization is an established field [16] with numerous applications, many of which have a probabilistic character. A recommender system may want to recommend a list of items that maximizes the probability that at least one item satisfies the user. A network routing protocol may want to choose a routing path to minimize the probability of losing routed packets. In this work, we propose combinatorial cascading bandits to model these problems. Combinatorial cascading bandits are an online learning problem where the learning agent maximizes its long-term expected reward by choosing items from a set of combinatorial nature. The reward is the probability that a certain event happens for all chosen items, or alternatively for at least one.
Our learning problem poses two major challenges. First, the expected reward is non-linear in unknown probabilities. Second, the learning agent receives partial feedback about the solutions that it chooses. In network routing, for instance, the agent may only observe the portion of the routing path before the packet is lost. These characteristics are shared with recently introduced cascading bandits [10] . The key difference in our work is that the feasible set can be arbitrary. In cascading bandits, the feasible set is a uniform matroid, all sequences of a fixed length of unique items from some ground set. The question is how does an arbitrary feasible set interfere with learning.
Stochastic online learning with combinatorial action sets have been previously investigated with a linear objective and semi-bandit feedback [8, 11, 12] , or its modular transformations [5] . Popular algorithms for multi-armed bandits, such as UCB1 [3] , KL-UCB [9] , and Thompson sampling [18, 2] , can be usually easily adapted to both stochastic combinatorial semi-bandits and cascading bandits.
However, it is non-trivial to establish that these algorithms are optimal, in the sense that the upper bound on their regret matches some lower bound. Recently, Kveton et al. [12] established this for stochastic combinatorial semi-bandits. We build on this work and address two additional challenges of our setting, a non-linear objective and partial observability. Both of these challenges are novel in general combinatorial optimization and cannot be addressed based on Kveton et al. [10] .
We make the following contributions. In Section 2, we precisely define the online learning problem of combinatorial cascading bandits and propose an adaptation of UCB1 for solving it. We refer to this adaptation as CombCascade. CombCascade is computationally efficient on any combinatorial set where the linear objective can be optimized efficiently. A minor-looking improvement to the standard upper confidence bound, which exploits the fact that the expected weights of items are bounded by one, is critical in our analysis. We derive a gap-dependent upper bound on the regret of CombCascade and show that it matches the upper bound in stochastic combinatorial semi-bandits [12] , up to a factor which is arguably small. We also derive a gap-free upper bound. Finally, we evaluate CombCascade on two real-world problems and show that it performs well even when our modeling assumptions are violated. We also demonstrate that CombUCB1 [8, 12] cannot solve some instance of our problems. This highlights the need for new algorithms for our setting.
Combinatorial Cascading Bandits
This section introduces the formal setting of our learning problem, some applications, and also our proposed algorithm. We briefly discuss the computation complexity of the algorithm. We finish by describing the co-called disjunctive variant of our problem and how we can solve it.
We use boldface letters to indicate random variables. The cardinality of set A is denoted by |A| and we define min ∅ = +∞. The binary and operation is denoted by ∧, and the binary or is ∨.
Setting
We formulate our problem as a combinatorial cascading bandit. A combinatorial cascading bandit is a tuple B = (E, P, Θ), where E = {1, . . . , L} is a finite set of L ground items, P is a probability distribution over a binary hypercube {0, 1} E , Θ ⊆ Π * (E), and:
is the set of all tuples of distinct items from E. We refer to Θ as the feasible set and to A ∈ Θ as a feasible solution. We abuse our notation and treat A as the set of items in solution A. Without loss of generality, we assume that the feasible set Θ covers the ground set, E = ∪Θ.
Our online learning problem is defined as follows. Let (w t ) n t=1 be an i.i.d. sequence of n weights drawn from P where w t ∈ {0, 1} E . At time t, the learning agent chooses feasible solution A t ∈ Θ based on its past observations. As a response to its choice, the agent receives a binary reward:
which is equal to one if and only if the weights of all items in A t are one. The key to our solution and its analysis is that the reward can be written as
At the end of time t, the agent observes the index of the first item in A t whose weight is zero, and +∞ if such an item does not exist. We denote this feedback by O t and define it as:
Note that O t fully determines the weights of the first min {O t , |A t |} items in A t . In particular:
Accordingly, we say that item e is observed at time t if e = a t k for some 1 ≤ k ≤ min {O t , |A t |}. Note that the ordering of the items in solution A t affects the observation but not the reward. This is one of the properties that differentiates our problem from combinatorial semi-bandits.
The goal of the agent is to maximize its reward over time. The quality of the agent's learning policy is measured by its expected cumulative regret. Let A * = arg max A∈Θ E [f (A, w)] be the optimal solution in hindsight of knowing P . Then we measure the speed of learning by:
the expected cumulative regret of the agent's policy, where R(A t , w t ) = f (A * , w t ) − f (A t , w t ) is the instantaneous stochastic regret of the agent at time t. For simplicity of exposition, we make the assumption that A * , as a set, is unique.
A major simplifying assumption, which simplifies both our optimization problem and its learning, is that the distribution P is factored:
where P e is a Bernoulli distribution with meanw(e). We borrow this assumption from the work of Kveton et al. [10] and it is critical to our results. We would face computational difficulties without it. Under this assumption, the expected reward of solution A ∈ Θ, the probability that the weights of all items in A are one, can be written as E [f (A, w)] = f (A,w). Therefore, it only depends on the expected weights of individual items in A. It follows that:
In Section 4, we experiment with two problems where our assumption is violated. We also discuss implications of this violation.
Many interesting online learning problems can be cast as combinatorial cascading bandits. One such example is the problem of learning to route packets in an unreliable communication network with the objective of maximizing the probability of packet delivery. The ground set E in this problem is the set of all links in the network and Θ is the set of all possible routing paths. The learning agent chooses a routing path A t ∈ Θ and then observes if the packet is delivered. If not, the failing link is revealed. This problem can be modeled as a combinatorial cascading bandit, where w t (e) indicates the event that link e is up at time t. The independence assumption in (4) requires that the links fail independently of each other. This assumption is relatively standard in the existing network routing models [6] . We return to our routing problem in Section 4.2. A popular routing protocol that can be modeled in our framework is Simple Mail Transfer Protocol (SMPT). In this case, the objective of the learning agent would be to maximize the probability of e-mail delivery, rather than minimizing the delivery time.
CombCascade Algorithm
Our proposed algorithm, CombCascade, is outlined in Algorithm 1. This algorithm belongs to the family of UCB algorithms. At time t, CombCascade operates in three stages. First, it computes the upper confidence bounds (UCBs) U t ∈ [0, 1] E on the expected weights of all items in E. The UCB of item e at time t is defined as: U t (e) = min ŵ Tt−1(e) (e) + c t−1,Tt−1(e) , 1 , whereŵ s (e) is the average of s observed weights of item e, T t (e) is the number of times that item e is observed in t steps, and c t,s = (1.5 log t)/s is the radius of a confidence interval aroundŵ s (e) after t steps such thatw(e) ∈ [ŵ s (e) − c t,s ,ŵ s (e) + c t,s ] holds with high probability. After the UCBs are computed, CombCascade chooses the optimal solution with respect to the UCBs:
Finally, based on (3), CombCascade updates its estimates of the expected weightsw(e) of all items e = a Algorithm 1 CombCascade for combinatorial cascading bandits. // Initialization Observe w 0 ∼ P ∀e ∈ E : T 0 (e) ← 1 ∀e ∈ E :ŵ 1 (e) ← w 0 (e) for all t = 1, . . . , n do // Compute UCBs ∀e ∈ E : U t (e) = min ŵ Tt−1(e) (e) + c t−1,Tt−1(e) , 1 // Solve the optimization problem and get feedback
with a linear objective [12] . The initialization procedure of Kveton et al. [12] tracks observed items and chooses solutions that contain unobserved items. This approach can be implemented efficiently whenever the problem of maximizing a linear function on Θ can be solved efficiently.
CombCascade has two attractive properties. First, the algorithm is computationally efficient, in the sense that A t = arg max A∈Θ e∈A log(U t (e)) is the problem of maximizing a linear function on Θ. This problem can be solved efficiently for numerous different feasible sets Θ, such as a matroid, paths, and matchings [16] . Second, CombCascade is sample efficient because the UCB of solution A, f (A, U t ), is defined as a product of the UCBs of individual items in A. Therefore, the regret of CombCascade does not depend on |Θ|, and is polynomial in all other quantities of interest.
Disjunctive Objective
A natural alternative to our conjuctive objective is when the reward at time t is one if the weight of at least one chosen item is one, r t = max e∈At w t (e) = e∈At w t (e). We refer to this objective as disjunctive. This objective arises, for instance, in recommender systems, where the recommender is rewarded when the user accepts any recommended items.
w) and:
Therefore, A * can be learned by a variant of CombCascade where the observations are 1 − w t and the UCB U t (e) is substituted by a lower confidence bound L t (e) on 1 −w(e), which is computed as L t (e) = max [1 −ŵ Tt−1(e) (e)] − c t−1,Tt−1(e) , 0 . The regret bound in Theorem 1 also holds, except that the constants are redefined as:
and the instantaneous stochastic regret is R(A t ,
Analysis
The key contribution of our analysis is that we prove a gap-dependent upper bound on the regret of CombCascade (Section 3.1). We discuss the tightness of this upper bound in Section 3.2.
Upper Bound
We denote the suboptimality gap of solution A by ∆ A = f (A * ,w) − f (A,w) and the probability that all items in this solution are observed by p A = |A|−1 k=1w (a k ). We define f * = f (A * ,w) and p * = p A * . LetẼ = E \ A * denote the set of suboptimal items, the items that are not contained in the optimal solution A * . The minimum gap associated with item e ∈Ẽ is:
Let K = max {|A| : A ∈ Θ} be the largest number of items in any solution. Let min e∈Ew (e) > 0.
Then we can show that the regret of CombCascade is bounded as follows.
Proof. A detailed proof of our claim is in Appendix A. The key idea of our analysis is to bound the n-step regret of CombCascade similarly to CombUCB1 in stochastic combinatorial semi-bandits [12] . Our setting differs from that of stochastic combinatorial semi-bandits in two key aspects. First, the weights of the items are only partially observed. Second, our objective function is non-linear.
We address the partial observability problem by introducing an event of observing items. Under the assumption that all items are observed, the conditional regret at time t can be written as:
where
is the history of CombCascade up to choosing A t , the first t − 1 observations and t actions. This approach is problematic because the probability p At can uncontrollably low. We address this issue by substituting A t with its prefix B t .
Lemma 1. Let A = (a 1 , . . . , a K ) ∈ Θ be a solution and B k = (a 1 , . . . , a k ) be a prefix of k items of this solution. Then k can be set such that
The prefix B t has two desirable properties. First, its gap is similar to ∆ At . Second, the probability of observing all items is high. In summary, based on Lemma 1, we can eliminate of what would be a factor of max A∈Θ (1/p A ) in our upper bound and substitute it with easier to control 8/f * .
We address the non-linearity of our objective by showing that the product of UCBs on the expected weights of individual items is bounded from above by the product of the estimates of their means, plus the sum of their confidence radii.
Lemma 2. Let 0 ≤ p 1 , . . . , p K ≤ 1 and u 1 , . . . , u K ≥ 0 be two sets of K numbers. Then:
The rest of the analysis is along the lines of Theorem 5 of Kveton et al. [12] . We can achieve linear dependency on K, in exchange for a multiplicative factor of 534 in our upper bound.
We also prove the following gap-free bound for CombCascade.
Theorem 2. The regret of CombCascade is bounded as R(n) ≤ 131
KLn log n f * + π
Step Step n 2k 4k 6k 8k 10k 
Discussion
In Section 3.1, we prove that the n-step regret of CombCascade is O(KL(1/[f * ∆]) log n). Apart from f * , this upper bound matches the upper bound of CombUCB1 in stochastic combinatorial semibandits [12] . This result is rather surprising, because the learning agent in stochastic combinatorial semi-bandits observes the weights of all chosen items, and not just a subset as in our setting. Note that the upper bound of Kveton et al. [12] is tight. Based on this, we believe that our upper bound is tight in the setting where our problem resembles stochastic combinatorial semi-bandits. This is the setting where the expected weights of all items are close to 1, and likely to be observed.
The assumption that f * is large is realistic in many problems. In network routing, for instance, the optimal routing path does not fail with a high probability. In recommender systems, on other hand, the optimal recommended list often does not satisfy a reasonably large fraction of users.
Experiments
We conduct three experiments. In Section 4.1, we compare CombCascade to CombUCB1 [8, 12] , a state-of-the-art algorithm for stochastic combinatorial semi-bandits. This experiment highlights the need for new learning algorithms for our setting. It also illustrates the limitations of our approach. We evaluate CombCascade on two real-world problems in Sections 4.2 and 4.3.
Synthetic Experiment
In the first experiment, we compare CombCascade to CombUCB1 [12] on a synthetic problem. The problem is a combinatorial cascading bandit with L = 4 items and Θ = {(1, 2), (3, 4)}. CombUCB1 is a state-of-the-art algorithm for solving stochastic combinatorial semi-bandits with linear rewards. We approximate max A∈Θ f (A, w) as min A∈Θ e∈A (1 − w(e)). This approximation is motivated by the fact that f (A, w) = e∈A w(e) ≈ 1 − e∈A (1 − w(e)) when w(e) → 1. We assume that CombUCB1 updates its estimates ofw(e) based on the weights of observed items, as our method.
Our results are reported in Figure 1 . The expected weights of itemsw are shown above the plots. We assume that the weights of items w t (e) are distributed independently of each other, except for the last plot where w t (4) = w t (3). Our plots represent three scenarios that we encountered in this experiment. In the first plot, f (A, w) is approximated well by a linear function of w. In this case, both CombCascade and CombUCB1 can learn the optimal solution. CombCascade performs slightly better than CombUCB1. In the second plot, arg max A∈Θ f (A, w) = arg min A∈Θ e∈A (1 − w(e)). In this case, CombUCB1 cannot learn the optimal solution and suffers linear regret. In the third plot, we violate our modeling assumptions. Surprisingly, CombCascade still learns the optimal solution, although CombUCB1 suffers smaller regret.
Network Routing
In the second experiment, we evaluate CombCascade on a network routing problem on six network topologies from the RocketFuel dataset [17] . The networks are described in Figure 2a .
Our learning problem is formulated as follows. The ground set E are the links of the network. In each experiment, we choose a random starting node in the network and our goal is to learn routing Network Nodes Links  1221  108 153  1239  315 972  1755  87  161  3257  161 328  3967  79  147  6461 141 374
Step n 20k 40k 60k 80k 100k Step n 20k 40k 60k 80k 100k The n-step regret of CombCascade in this experiment. The results are averaged over 50 runs. We choose a random starting node in each run. paths to the rest of the nodes, which we call end nodes. The end node at time t is chosen randomly and the feasible set Θ are all paths between the starting node and the chosen end node. The weight of item e at time t indicates if the routed packet passes sufficiently fast through link e. The packet is returned to the starting node if it does not. We assume that w t (e) ∼ 1{Exp(µ e ) < 5}, where µ e is the mean latency of link e in milliseconds and Exp(µ e ) is an independent exponential random variable with mean µ e . The mean latency µ e is reported in our dataset. Our latency model is motivated by the fact that high latency in ISP networks is unlikely [6] . Therefore, Exp(µ e ) is good approximation for the distribution of the latency of link e.
The results of our experiments are reported in Figure 2b . We observe in all experiments that the nstep regret of CombCascade is a concave function of time n. This means that CombCascade learns better policies over time.
Diverse Recommendations
In the third experiment, we evaluate CombCascade on a diverse recommendations problem. This problem is motivated by video on-demand services like Netflix that recommend groups of movies, such as "Trending on Netflix" and "Suitable for children". We experiment with the MovieLens dataset [13] released in March 2015, which contains 229k people who assigned 21M ratings to 27k movies between January 1995 and March 2015.
Our learning problem is formulated as follows. The ground set E are 200 movies from the MovieLens dataset, a half of which are suitable for children. The feasible set Θ are all K-permutations of E where one half of the movies are suitable for children. The weight of item e at time t is defined as w t (e) = 1{user at time t chooses movie e}. We assume that the user chooses movie e at time t if the user rated the movie in their historical profile. This indicates that the user is willing to watch the movie. The user at time t is chosen randomly from our pool of 229k users. The optimal list of recommended movies is a list from Θ that maximizes the probability that an average user chooses at least one recommended movie, A * = arg max A∈Θ f ∨ (A,w) (Section 2.3). We show this list for K = 8 in Figure 3a .
Our results are reported in Figure 3b . As in Figure 2b , we observe that CombCascade learns better policies over time for all values of K ∈ {8, 12, 16}. We also observe that the regret decreases when the number of recommended items K increases. Note that our modeling assumptions are violated in this experiment, because the users rate movies in their historical profiles based on their preferences, which introduces dependencies in w t (e) across e. Nevertheless, CombCascade performs well, and we believe that it may perform similarly well in other domains where the independence assumption in (4) is not satisfied.
Related Work
Our paper is related to several lines of work. First and foremost, we generalize cascading bandits of Kveton et al. [10] to arbitrary combinatorial constraints, from the setting where the feasible set Θ is the set of all lists of K items out of L. Our generalization significantly expands the applicability of the original model and we demonstrate this on two new problems (Section 4). The generalization is non-trivial for two reasons. First, CombCascade differs from CascadeUCB1 in the definition of the UCBs. This is critical in the analysis. Second, the regret bound of CombCascade cannot be proved similarly to that of CascadeUCB1. The proof of Kveton et al. [10] relies heavily on the fact that their feasible set is a uniform matroid of rank K. Our feasible set Θ can be arbitrary. Combes et al. [7] also recently proposed and analyzed a learning variant of the cascade model.
Our problem is also related to stochastic combinatorial bandits, which are often studied with linear rewards and semi-bandit feedback [8, 11, 12] . The key differences in our setting are that the reward function is non-linear in unknown parameters; and that the feedback is less informative than semibandit, we only observe a subset of the chosen items. In the experimental section, we compare our approach to CombUCB1, a state-of-the-art algorithm for stochastic combinatorial semi-bandits.
Our problem is an instance of partial monitoring [4, 1] and can be formulated as such. For instance, in the setting of Bartok et al. [4] , our problem is a partial monitoring problem with |Θ| actions and | {0, 1} L | = 2 L observations. Bartok et al. [4] proposed a method for solving their problems. This method is not practical in our setting because it reasons over all pairs of actions, which is |Θ| 2 , and stores vectors of length 2 L . We can also formulate our problem in the setting of Agrawal et al. [1] . Similarly to Bartok et al. [4] , the algorithm of Agrawal et al. [1] is not computationally efficient in our setting. Finally, we note that Lin et al. [15] studied partial monitoring in combinatorial bandits. The setting of this work differs from ours. The feedback in Lin et al. [15] is a linear function of the weights of chosen items. Our feedback is a non-linear function of the weights.
Our reward function is non-linear in unknown parameters. A similar problem was studied by Chen et al. [5] in stochastic combinatorial semi-bandits, where the reward function is a known monotone function of a linear function in unknown parameters. The work of Chen et al. [5] does not consider the case of partial observability. Le et al. [14] studied a network optimization problem in which the reward function is a non-linear function of observations.
Conclusions
In this paper, we study a stochastic partial monitoring problem that can model learning variants of numerous practical problems, such as finding a routing path in a computer network that minimizes the probability of failures, and recommending a diverse list of items that maximizes the satisfaction probability of the user. We propose a computationally-efficient algorithm for solving our problem, CombCascade, and prove upper bounds on its regret. We evaluate CombCascade on two real-world problems and show that it performs well even when our modeling assumptions are not satisfied. We also demonstrate that CombUCB1 [8, 12] cannot solve some instance of our problems. So our setting requires new learning algorithms.
The strongest part of our work is that we study a very general combinatorial optimization problem with arbitrary constraints. The weakest part is the assumption that the weights of items are distributed independently of each other. This assumption is necessary to derive an efficient learning algorithm for our problem and is not easy to eliminate. However, we believe that it can be alleviated by embedding the items in a feature space, along the lines of Wen et al. [19] . In this case, we would only need to assume independence conditioned on features. We leave this for future work.
From the theoretical point of view, we want to derive a lower bound on the regret in combinatorial cascading bandits and show that the factor of f * = f (A * ,w) in Theorems 1 and 2 is inherent.
A Proof of Theorem 1
Our proof consists of two parts. First, we show that:
where f * = f (A * ,w) and:R
The event:
is the event that suboptimal solution B t is "hard to distinguish" from optimal solution A * at time t, where B t is a prefix of A t which is defined later,B t = B t \ A * , and all items in B t are observed. Second, we boundR(n) for any sequence of B t .
Let R t = R(A t , w t ) be the stochastic regret of CombCascade at time t, where A t and w t are the solution and the weights of the items at time t, respectively. Let:
be the event thatw(e) is outside of the high-probability confidence interval aroundŵ Tt−1(e) (e) for some item e ∈ E at time t; and let E t be the complement of E t , the event that for all e ∈ E,w(e) is in the high-probability confidence interval aroundŵ Tt−1(e) (e) at time t. Then we can decompose the expected regret of CombCascade as:
Next we bound the above two terms.
The first term in (11) is small because R t is bounded and all of our confidence intervals hold with high probability. In particular, Hoeffding's inequality yields that for any e, s, and t:
and therefore:
be the history of CombCascade up to choosing solution A t , the first t − 1 observations and t actions; and E [· | H t ] be the conditional expectation given this history. We bound the second term in (11) by conditioning on H t and O t . In particular, note that:
for any history H t at any time t. The problem with the above decomposition is that the probability p At can be low, and as a result we get a loose regret bound. To address this problem, we condition on a variable number of observed items in A t . More specifically, by Lemma 1, we choose a prefix B t of observed items in A t such that ∆ Bt ≥ ∆ At /2 and p Bt ≥ f * /2, where f * = f (A * ,w). For this choice, we can bound the expected regret at time t conditioned on H t as:
Now we bound the second term in (11):
Equality (a) is due to the tower rule and that 1 E t is only a function of H t . Inequality (b) is due to the decomposition in (12).
Next we bound
The bound is proved based on two facts. First, when CombCascade chooses
, and moreover:
whereB t = B t \ A * andB * = A * \ B t . Now we substitute the definitions of the UCBs and get:
e∈Bt min ŵ Tt−1(e) (e) + c t−1,Tt−1(e) , 1 ≥ e∈B * min ŵ Tt−1(e) (e) + c t−1,Tt−1(e) , 1 .
Second, since E t happens, w(e) −ŵ Tt−1(e) (e) < c t−1,Tt−1(e) for all items e. Therefore: Finally, we combine all of the above inequalities and get:
Since c n,Tt−1(e) ≥ c t−1,Tt−1(e) for any time t ≤ n, the event F t in (9) happens and therefore:
This concludes the first part of our proof.
It remains to bound:R
Note that the event F t happens only if the weights of all items in B t are observed. Therefore,R(n) can be bounded similarly to stochastic combinatorial semi-bandits [12] . The key idea of our proof is to define infinitely-many mutually-exclusive events and then bound the number of times that these events happen when a suboptimal solution is chosen. The event i at time t is:
Bt log n times, . . . , less than β i−1 K items inB t were observed at most
Bt log n times, at least β i K items inB t were observed at most
Bt log n times,
where we assume that ∆ Bt > 0; and the constants (α i ) and (β i ) are defined as:
and satisfy lim i→∞ α i = lim i→∞ β i = 0. Based on Lemma 3 of Kveton et al. [12] , events G i,t are exhaustive at any time t when (α i ) and (β i ) satisfy:
In this case:R
Now we define item-specific variants of events G i,t and associate the regret at time t with them. In particular, let:
G e,i,t = G i,t ∩ e ∈B t , T t−1 (e) ≤ α i K 2 ∆ 2 Bt log n be the event that item e is not observed "sufficiently often" under event G i,t . Then it follows that:
because at least β i K items are not observed "sufficiently often" under event G i,t . Therefore, we can boundR(n) as:R
1{G e,i,t , ∆ Bt > 0} ∆ Bt β i K .
Let each item e be in N e suboptimal prefixes and ∆ e,1 ≥ . . . ≥ ∆ e,Ne be the gaps of these prefixes, ordered from the largest gap to the smallest. ThenR(n) can be further bounded as: 
where inequality (a) follows from the definition of G e,i,t ; inequality (b) is due to the solution to: For the same (α i ) and (β i ) as in Theorem 4 of Kveton et al. [12] , we get ∞ i=1 αi βi < 267. Furthermore, by the relation of the gaps in our solutions and their prefixes, we have ∆ e,Ne ≥ ∆ e,min /2. It follows that the regret of CombCascade is bounded as:
Proof. The proof is by induction on K. Our claim clearly holds when K = 1. Now choose K > 1 and suppose that our claim holds for any 0 ≤ p 1 , . . . , p K−1 ≤ 1 and u 1 , . . . , u K−1 ≥ 0. Then:
