Abstract. A linear locally nilpotent derivation of the polynomial algebra K[Xm] in m variables, over a field K of characteristic 0, is called a Weitzenböck derivation. It is well known from the classical theorem of Weitzenböck that the algebra of constants K[Xm] δ of a Weitzenböck derivation δ is finitely generated. Let m = 2d, and the Weitzenböck derivation δ act on the the polynomial algebra K[X 2d ] in 2d variables as follows:
Introduction
Let K be a field of characteristic zero, X m a set of variables x 1 , . . . , x m , and KX m be the vector space with basis X m . Now consider a non-zero nilpotent linear operator δ of KX m . It is well known that δ can be extended to a derivation of the polynomial algebra K[X m ], which is the free algebra of rank m in the class of all commutative unitary algebras. Such derivations are called Weitzenböck, due to the classical theorem of Weitzenböck [26] dating back to 1932, such that the subalgebra K[X m ] δ = kerδ of constants of the derivation δ in the algebra K[X m ] is finitely generated as an algebra. Obviously, any Weitzenböck derivation δ is locally nilpotent and the linear operator exp(δ) which acts on the vector space KX m is unipotent. Hence the algebra K[X m ] δ of constants of δ is equal to the algebra of invariants
The algebra of invariants exp(δ) is equal to the algebra of invariants K[X m ]
UT2(K)
of the unitriangular group U T 2 (K) consisting of all elements exp(cδ), c ∈ K. This means the methods inherited from the classical invariant theory are linked to the study of the algebra of invariants K[X m ] δ . One can see computational aspects of algebra of constants and invariant theory in the books by Nowicki [22] , Derksen and Kemper [5] , and Sturmfels [25] . We assume that δ(x 2j ) = x 2j−1 , δ(x 2j−1 ) = 0, j = 1, . . . , d. Nowicki conjectured in his book [22] (Section 6.9, page 76) that in this case the algebra K[X 2d ] δ is generated by x 1 , x 3 . . . . , x 2d−1 , and x 2i−1 x 2j − x 2i x 2j−1 , 1 ≤ i < j ≤ d.
The conjecture was proved by several authors with different techniques. The first published proof appeared in 2004 by Khoury [16] in his PhD thesis, followed by [17] , where he makes use of Gröbner basis techniques with a very computational approach. Derksen and Panyushev applied ideas of classical invariant theory whose proof remains unpublished. Later in 2009, Drensky and Makar-Limanov [10] confirmed the conjecture by an elementary proof from undergraduate algebra, without involving invariant theory. Another simple short proof was given by Kuroda [20] in the same year. Bedratyuk [2] proved the Nowicki conjecture by reducing it to a well known problem of classical invariant theory.
It is natural to ask the following question. Let δ be a Weitzenböck derivation of the free algebra F m (V) of rank m in a given variety V (or relatively free algebra of rank m of V). Then give an explicit set of generators of the algebra of constants of F δ m (V). Recently, Dangovski et al. [3, 4] gave some results in this direction. They showed that the algebra of constants F δ m (V) is not finitely generated as an algebra except for some cases, when V is the variety of metabelian Lie algebras, and of metabelian associative algebras. However they gave a finite set of generators in both cases as a module of algebra of constants of polynomial algebra in m and 2m variables, respectively. This implies also that these algebras are infinitely generated as an algebra. Also in [9] Drensky and Gupta studied Weitzenböck derivations δ acting on F m (V) proving that if the algebra U T 2 (K) of 2 × 2 upper left triangular matrices over a field K of characteristic zero belongs to a variety V, then F δ m (V) is not finitely generated whereas if U T 2 (K) does not belong to V, then F δ m (V) is finitely generated by a result of Drensky in [7] .
When studying varieties of associative unitary algebras over a field of characteristic zero, the polynomial identities of U T 2 (K) play a crucial role. It is well known the identities of U T 2 (K) follow from the metabelian identity [x 1 , x 2 ][x 3 , x 4 ] = 0, so every variety V contains U T 2 (K) or satisfies the Engel identity [x 2 , x 1 , . . . , x 1 ] = 0. Another precious tool in the study of varieties is given by the identities of the infinitely generated Grassmann algebra G. In a famous work by Kemer (see [15] or his monograph [14] ) the author proves any variety V of associative algebras satisfies the Specht property, i.e, any proper subvariety of V is finitely generated. In particular the identities of V are the same of the identities of the Grassmann envelope of a finite dimensional superalgebra.
In the description of varieties of (not necessarily associative) algebras and their rate of growth the exponent of an algebra is worthy used. In the next lines we shall recall the definition of the exponent. Let V be a variety, then by a well known multilinearization process, in order to study the polynomial identities of V, it is enough studying its multilinear identities. Hence, if we denote by P n the vector space of multilinear polynomials of degree n, we denote by c n (V) the dimension of P n modulo the multilinear identities of V of degree n. In [12] , [13] Giambruno and Zaicev proved that if V is a variety of associative algebras, then there exists the limit
and it is a non-negative integer called the PI-exponent of V denoted by exp(V). In the Lie case the existence of the exponent has been proved in the finite dimensional case by Zaicev in [27] . Indeed varieties of exponent one are called polynomial growth varieties, hence varieties having a non-polynomial growth may have exponent at least two. The algebras U T 2 (K) and G are also fundamental tools in the study of the growth of varieties of exponent two. In particular in [11] the authors constructed five "minimal" varieties {A i } i=1,...,5 and they proved that a variety V has exponent two if and only if none of the A i belongs to V and either G or U T 2 (K) belongs to V.
At the light of the above discussion, the goal of the paper is giving experimental results supporting the computational aspects of Novicki conjecture for any 2d-generated relatively free algebra of any variety of associative and Lie algebras. In the third section we give the full set of infinite generators of the free metabelian associative algebra of rank 2d, d ≥ 1, whose commutator ideal is of a K[X 2d ]-bimodule structure. Hence its algebra of constants is a K[U 2d , V 2d ] δ -module, where the elements u j and v j stand for the associative and Lie multiplication, respectively. This allows to use the results from Nowicki conjecture as a counterpart of the work. For this purpose, we worked in the abelian wreath product where the algebra of constants is embedded into, and δ acts in the same way, and finally the obtained results were pulled back to the actual algebra. In the fourth and fifth sections, we have the relatively free associative and Lie algebras whose algebra of constants are finitely generated. In the proofs, we consider the subalgebra generated by the given finite set of constants, and basicaly using the linear algebra techniques, this algebra contains all the constants.
Moreover we give the explicit form of the set of generators for the algebra of constants in the variety of associative algebras generated by the infinite dimensional Grassmann algebra G (Section 4). Of course the free metabelian associative algebra coincides with the variety V generated by U T 2 (K). As noticed above, both G and V have exponent two although G does not belong to the variety generated by U T 2 (K). At the light of the results [7] and [9] the algebra of constants in G is finitely generated instead of the metabelian one.
We also work inside Lie varieties. In fact in Section 5 we give the full set of finite generators of the center-by-metabelian variety C. We recall that an infinite set of generators for the algebra of constants of the metabelian Lie variety has been given in [8] . Hence studying the generators of the algebra of constants of the relatively free center-by-metabelian algebra is the next step in derived series of a general Lie algebra.
Preliminaries
Let K be a fileld of characteristic zero, P 2d be the free unitary associative algebra of rank 2d over K, P ′ 2d = P 2d [P 2d , P 2d ]P 2d be its commutator ideal generated by all elements of the form [x, y] = xy − yx, x, y ∈ P 2d . Let us consider the quotient algebra
2 . The algebra F 2d is the free algebra of rank 2d in the variety of all associative algebras satisfying the polynomial identity [x, y][z, t] = 0. Let the free associative metabelian algebra F 2d be generated by X 2d = {x 1 , . . . , x 2d }. We assume that all Lie commutators are left normed; i.e.,
The commutator ideal F ′ 2d of F 2d has the following basis (see e.g. [1, 6] 
As a consequence of the metabelian identity in F ′ 2d we have the following identity:
for any permutation π ∈ S m and σ ∈ S n . Thus the commutator ideal F ′ 2d can be "seen" as a polynomial algebra from both sides via the associative (left side) and Lie (right side) multiplication.
We recall now some of the results and constructions given in [4] . Let U 2d = {u 1 , . . . , u 2d } and V 2d = {v 1 , . . . , v 2d } be two sets of commuting variables and let
We are going to construct a wreath product which is the same as the one used in [4] . It is a particular case of the construction of Lewin [21] given in [9] and is similar to the construction of Shmel'kin [24] in the case of free metabelian Lie algebras as appeared in [3] .
Let Y 2d = {y 1 , . . . , y 2d } and V
} be sets of commuting variables and let A 2d = {a 1 , . . . , a 2d } in 2d variables. Now let M 2d be the free K[U 2d , V ′ 2d ]-module generated by A 2d equipped with with trivial multiplication M 2d · M 2d = 0. We endow M 2d with a structure of a free K[Y 2d ]-bimodule structure via the action
is an algebra satisfying the metabelian identity. As well as in [21] F 2d can be embedded into W 2d . In fact we have the following result.
Proposition 2.1. The mapping ε : x j → y j + a j , j = 1, . . . , 2d, extends to an embedding ε of F 2d into W 2d .
We identify
Thus we may assume that M 2d is a free
is an image of some element from F ′ 2d if and only if v i f (U 2d , V 2d ) = 0, as a consequence of (1) . Let δ be a Weitzenböck derivation of F 2d acting on the variables U 2d , V 2d , as well as explained in the Introduction on X 2d . By [4] we know that the vector space M δ 2d of the constants of δ in the
δ -module. The following results are particular cases of [7] (Proposition 3) and [4] .
In the sequel we shall write down an explicit set of generators for the algebra of constants
δ as a consequence of the Nowicki conjecture [22] (proved in [16, 17, 10, 2, 20] ), and one of the results by Drensky and Makar-Limanov [10] . Let the Weitzenböck derivation δ act on X 2d , A 2d , U 2d , V 2d by the rule
δ is generated by
and the determinants
with the following defining relations
The vector space K[U 2d , V 2d ] δ has a canonical linear basis consisting of the elements of the form
such that among the generators β pq , γ p ′ q ′ , and α p ′′ q ′′ there is no intersection, and no one covers v 2i k −1 or u 2j l −1 . 
The pairs of indices are ordered in the following way:
, which is generated by a 1 , a 3 , . . . , a 2d−1 and the determinants
and spanned as a vector space on the elements of the form (12)
for each i 0 , p 0 , q 0 = 1 . . . , d. We also have the following relations in the algebra C δ 2d
as a consequence of [10] .
The free metabelian associative algebras
In this section we will give an explicit form for the generators of the algebra of constants (F ′ 2d ) δ working in the vector space C δ 2d . We denote by L the K[U 2d , V 2d ] δ -submodule of C δ 2d generated by the following elements (16) 
One can observe that the generating elements (16)- (23) of L are the images of some elements in the commutator ideal F ′ 2d of the free associative algebra F 2d . Lemma 3.1. The quotient space C δ 2d /L is spanned on the following elements.
such that when we replace a 2i0−1 and w p0q0 by v 2i0−1 and β p0q0 , respectively, we obtain the basis elements of the algebra
Proof. We start by showing that the spanning elements of the form (13) reduce to the form (25) . By (16) and (17) we assume p 0 < q 0 . Then (22) ensures that β p0q0 does not intersect with each
. Now by the relation (15) we assume β p0q0 does not intersect with each β pµqµ . By definition, β p0q0 does not intersect with each α pσ qσ and it does not cover each u 2ic−1 . By (20) we can fix the order among β p0q0 , β p1q1 , . . . , β pr qr . Now if m ≥ 1 in (13), by (19) we may replace w p0q0 v 2im−1 by a 2im−1 β p0q0 . Hence we may assume m = 0, and the expression (13) reduces to (25) with the desired conditions.
Let us consider the spanning element of the form (12) . We have to check whether we obtain a basis element of
which is not of the form (25) . In this expression, if m = 0, then applying the argument above we reduce it to (25) . If m ≥ 1, we apply (19) and get
which has a number of v 2ic−1 's and γ p ′ q ′ 's strictly less than in the previous expression. Hence this process terminates when there is no more γ p ′ ξ q ′ ξ covering v 2i0−1 . Now by (21), we may assume v 2i0−1 is not covered by each β p ξ q ξ . Then by (18) we are able to fix the order among v 2i0−1 , v 2i1−1 , . . . , v 2im−1 . Finally the order among the generators of constants of
δ is fixed by the defining relations (2)-(10). Now we are in the position to prove the main result of this section.
consists of all commutator elements; i.e., images of elements in the commutator ideal
be a commutator element. By the metabelian identity we get
On the other hand the two sums are linearly independent basis elements of the algebra of constants K[U 2d , V 2d ] δ . Then by Lemma 3.1 we have π
′′ j = 0, and
′′ j are uniquely determined by the basis elements.
As a consequence of the previous result we get the full list of generators of (F
This gives also an infinite generating set of the subalgebra of constants (F 2d ) δ of the free metabelian associative algebra F 2d as an algebra.
δ is generated by the following polynomials:
The variety G generated by the Grassmann algebra
The variety G consists of all associative unitary algebras satisfying the polynomial identity [z 1 , z 2 , z 3 ] = 0. We shall set F 2d = F 2d (G). As noted in the Introduction, G is the variety generated by the infinite dimensional Grassmann algebra G and F 2d coincides with the 2d-generated relatively free algebra in the variety G. The identities of G and related topics have been studied by several authors. See for example the paper [18] by Krakovski and Regev about the ideal of polynomial identities of G.
Let X 2d = {x 1 , x 2 , . . . , x 2d } be the generating set of F 2d . It is well known (see for example [6] ) that the commutator ideal F ′ 2d of F 2d has a basis consisting of all
in F 2d . Consider the following Weitzenböck derivation δ of F 2d acting on X 2d such that δ :
We define the following objects inside F 2d :
is a basis element of F 2d , we set O m := {i r |i r is odd} and O m = {i k = i r + 1|i r ∈ O m }. 
Proof. It is easy to see that the elements from (27)-(30) are constants of F 2d . We consider the subalgebra L of F 2d generated by the elements (27)-(30). Now consider the quotient vector space V := F 2d /L. In order to prove the sentence our aim is proving that V has no constants. Because of (27)-(30), a multihomogeneous polynomial in V is spanned on all multihomogeneous basis elements m with the following properties:
By (27) , at least one of the a 2i 's is not zero, or by (28), at least one of the i k 's is even or by (29), |O m | = |O m | and by (30), we may assume that |O m | − |O m | > 0.
Simply applying δ on the latter basis elements, we have that any multihomoge- 
In order to get our result it is sufficient proving V δ = 0, i.e., the latter polynomials are linearly independent but it is immediate since they afford to different sets of variables unless they are equal (remember that 0 ≤ i k ≤ 1 via the identity (26)) and we are done.
The center-by-metabelian variety
In this section we will give the full set of (finite) generators for the algebra of constants of the 2d-generated relatively free algebra in the center-by-metabelian Lie variety C which consists of all Lie algebras on a field K of characteristic zero satisfying the polynomial identity
We shall set F 2d = F 2d (C) for the free algebra of rank 2d in the variety C. For every i = 1, . . . , 2d, let
where the x 
where the latter is the Lie algebra generated by
] the second term of the derived series of the centre-bymetabelian Lie algebra F 2d . We define the adjoint action on F 2d as follows
Moreover the following facts hold inside F 2d .
The proof of both of the results above is obtained by a straightforward computation involving Jacobi identity only. As a direct consequence of Lemmas 5.1 and 5.2 we get the following decomposition of F 2d as a vector space
. We fix an order among the variables x i 's and y i 's so that
and indeed a linear basis of F 2d related to the decomposition above is given by the following Lie monomials:
We consider now the following Weitzenböck derivation δ on the free centre-bymetaabelian Lie algebra F 2d such that
Now we have all the tools in order to state the main result of this section. In particular, we have the following.
Theorem 5.5. The algebra of constants F δ 2d is generated as an algebra by the following polynomials:
Proof. It is easy to see the polynomials (32)-(34) are constants. Let L be the Lie subalgebra of F 2d generated by these polynomials. We want to show that the vector space V = F 2d /L contains no constants. By meaning of the decomposition given in (31), F 2d = F 1 ⊕ F 2 ⊕ F 3 . Indeed F 1 is spanned modulo L by the y i 's, whereas F 2 is spanned modulo L by: 
where at least one of the β t 's of the polynomials from (35) is non-zero and at least one of the β t 's of the polynomials from (37) is non-zero if i = j. Moreover F 3 is spanned modulo L by the following set of polynomials: where z q < z p , z j < z i , for z p , z q , z i , z j ∈ ξ. Applying δ to the polynomials (35), A, B, C are ones among (41), (42), (43) such that they can be considered linearly independent. In order to get our result it is sufficient proving V δ = 0, i.e., the polynomials (41), (42), (43), (44), (46), (45) and the x i 's are linearly independent. Because of the decomposition (31) we are allowed to prove the linearly independence separately. Hence the x i 's are obviously linearly independent. In order to prove the linearly independence of the polynomials (41), (42), (43) 
