The quantum state of a few-mode optical field can be determined by performing a multitude of measurements of the continuous-variable field-quadrature amplitudes at many different phase values. The quadratures are measured using balanced homodyne detection. This method, called optical homodyne tomography (OHT), was one of the earliest demonstrated instances of quantum state tomography. It is useful for precise characterization of light fields and optical devices, including rudimentary quantum-information processors. OHT is able to measure quantum states of optical qubits, including quantum amplitudes that fall outside of the assumed two-state Hilbert space. This makes OHT a powerful alternative to direct photon counting, which typically characterizes a device in terms of a postselection-based set of states. This review covers the latest developments in optical homodyne tomography, placing a special accent on its practical aspects and applications in quantum information technology. A range of practical topics are discussed, such as state-reconstruction algorithms, the technology of time-domain homodyne detection, mode matching issues, and the preparation of high-purity photons and qubits. We also review quantumstate tomography for the transverse spatial wave function of single photons, which arises if, instead of viewing the electromagnetic field mode as a state carrier, one interprets the photon as a particle distributed over a set of electromagnetic modes.
I. INTRODUCTION
Quantum-state tomography (QST) is the art of inferring the quantum state of an ensemble of similarly prepared physical systems by performing a set of observations. Since the first theoretical proposals (Newton and Young, 1968; Band and Park, 1970 , 1979 Bertrand and Bertrand, 1987; Vogel and Risken, 1989 ) and the first experiments determining the quantum state of a light field (Smithey et al., 1993a; Smithey et al., 1993b) , the concept and practice of QST has become a standard tool in quantum-information research (Paris andŘeháček, 2004; Leonhardt, 1997) . A quantum logic operation (gate device) or a quantum memory device can be fully characterized by a series of measurements of the state of a physical object (qubit) before and after interacting with the device (Paris andŘeháček, 2004) . In this chapter, we review the basis of and methods for QST of optical fields. We emphasize optical QST for the continuous degrees of free-dom: field amplitude and/or spatial distribution.
What is a quantum state? A quantum state is what one knows about a physical system. The known information is codified in a state vector |ψ , or in a density operatorρ, in a way that enables the observer to make the best possible statistical predictions about any future interactions (including measurements) involving the system. Such a definition has a comfortable interpretation within information theory, and so appears natural in the context of research in quantum information.
Imagine that an experimentalist, Alice, uses a wellcharacterized procedure to prepare an individual particle in a particular physical state. Since Alice possesses the information about the procedure, she can make definite predictions about the particle's behavior under various conditions, and is thus fully aware of the particle's state. Now suppose Alice sends the prepared particle to another party, Bob, who is not aware of the preparation procedure. By making observations on the particle, Bob can obtain information about the physical state prepared by Alice by observing how it interacts with other wellcharacterized systems, such as a measurement apparatus 1 . The amount and nature of this information depends strongly on whether the particle is macroscopic or microscopic. In the macroscopic, classical case Bob can observe the individual particle's trajectory without disturbing it, and determine its state.
In quantum mechanics, on the contrary, it is impossible to learn the quantum state of any individual physical system (Alter and Yamamoto, 1995; Alter and Yamamoto, 2001; D'Ariano and Yuen, 1996) . Each observation, no matter how subtle, will disturb its state just enough to prevent further observations from yielding enough information for a state determination. This is the basis of quantum key distribution for cryptography (Bennett and Brassard, 1984) .
If Alice provides Bob with an ensemble of identically prepared systems, then he can measure the same variable for each system, and build up a histogram of outcomes, from which a probability density can be estimated. According to the Born rule of quantum theory, this measured probability density will equal the square-modulus of the state-vector coefficients, represented in the statespace basis corresponding to the measuring apparatus. This by itself will not yet yield the full state information, since the phase of the complex state-vector coefficients will be lost. That is, this just gives us the statistics associated with the projection of the state onto a particular measurement basis.
As an example, measure the position x of each of 100,000 identically prepared electrons, which can move 1 We can interpret the quantum state as a belief, or confidence level, that a person has in his or her knowledge and ability to predict future outcomes concerning the physical system (Fuchs, 2002) . No measurements can, generally speaking, provide full information on Alice's preparation procedure.
only in one dimension. This yields an estimate of the position probability density, or the square-modulus |ψ(x)| 2 of the Schrödinger wave function. If the wave function has the form |ψ(x)| exp[iφ(x)], where φ(x) is a spatially dependent phase, then we will need more information than simply |ψ(x)| 2 in order to know the wave function. If we are able to measure the momentum p of a second group of identically prepared electrons, then we can estimate the probability density ψ(p) 2 , where
is the Fourier transform of the spatial wave function. If we know a priori that the ensemble can be described by a pure state, then we can determine, by numerical methods, the complex wave function ψ(x), up to certain symmetry transformations (such as a complex conjugation) just from these two measurements. This is a classic example of phase retrieval (Gerchberg and Saxon, 1972) .
In the typical case, however, we do not know ahead of time if the system's state is pure or mixed. Then we must make many sets of measurements on many subensembles, every time modifying the apparatus so that sets of projection statistics associated with many bases can be acquired. One can then combine these results to reconstruct the density matrix of the state. The data do not yield the state directly, but rather indirectly through data analysis (i.e., a logical inference process). This is the basis of quantum-state tomography, or QST. For elementary reviews, see and Leonhardt (1997) .
Niels Bohr (1958) seems to have understood this intuitively, when he said, "A completeness of description like that aimed at in classical physics is provided by the possibility of taking every conceivable arrangement into account". We should recognize, however, that a maximalinformation description of a state in quantum physics is different than it would be in a classical world.
The modern interest in QST is motivated by recent developments in measurement technologies, which allow experimenters to acquire tomographically complete information by measuring a set of observables sufficiently diverse to allow a reliable state reconstruction from the data. Such a set of complete variables was called, by Ugo Fano (1957), a quorum.
To continue the example of an electron moving in one dimension, a quorum of variables can be constructed by measuring different groups of electrons' positions x ′ after a variable length of time has passed. For example, in free space this is x ′ = x+pt/m, where m is the electron mass. The wave function at time t is ψ(x ′ , t) = G(x ′ , x; t) ψ(x)dx,
where
is the quantum propagator appropriate to the wave equation for the particle. The experimentally estimated probability densities pr(x ′ , t) = |ψ(x ′ , t)| 2 , for all t (positive and negative), provide sufficient information to invert Eq.(2) and determine the complex state function ψ(x) (assuming the functions pr(x ′ , t) are measured with very high signal-to-noise ratio). Note that Eq.(2) can be interpreted as a generalization of Eq.(1). As such, it corresponds to a change of basis.
If the state is not known beforehand to be pure (that is, the physical system's state is entangled with some other system), then it is described by a density matrix, ρ(x ′ 1 , x ′ 2 ; t), in which case the probability densities correspond to the average,
2 , x 2 ; t)ρ(x 1 , x 2 ; 0).
Through inversion of Eq.(4), the set of the measured probability functions pr(x ′ ; t) determines the density matrix ρ(x 1 , x 2 ; 0). This procedure works in principle for a Schrödinger equation with an arbitrary, known potential-energy function. Such a method was proposed (Raymer et al., 1994; Janicke and Wilkens, 1995; and implemented (Kurtsiefer et al., 1997) for the transverse spatial state of an ensemble of helium atoms and the classical light beam . More recently, an alternative technique has been developed for transverse spatial states of single photons (Mukamel et al., 2003; Smith et al., 2005) .
The dynamics of the electromagnetic field is equivalent to that of the harmonic oscillator. Quantum states of light can thus be reconstructed similarly to motional states of massive particles (Leonhardt, 1997) . The procedure of this reconstruction, known as optical homodyne tomography (OHT), is the central subject of this paper.
Mathematical methods of OHT can be subdivided into two categories. The so-called deterministic techniques (Sec. II.C) use one of several linear integral transforms to convert the measured probability histograms into a quantitative representation of the density matrix in a chosen basis. Such methods work well only in the limit of a very large number of data and very precise measurements, so that statistical and systematic uncertainties in the estimation of the density matrix are negligible.
In cases with smaller data sets, statistical fluctuations can lead to inaccurate, even seemingly unphysical, results for a state reconstructed deterministically. For example, negative values may be found on the diagonal of the reconstructed density matrix. In this case, more general methods must be used (Paris andŘeháček, 2004, chapters 2,3,6, and 10) . These are the methods of statistical inference, whose classical versions have been developed in traditional statistics and data analysis. These methods include the Maximum-Likelihood (MaxLik) method and the Maximum-Entropy (MaxEnt) method. The MaxEnt method (Bužek and Drobny, 2000) looks for the least biased inference of the density matrix that will generate the observed data. The MaxLik method looks for the most probable density matrix that will generate the observed data. The latter method is discussed in detail in Sec. II.D.
It is interesting, in the context of this article, that the first experimental demonstration of optical QST using a quorum involved measurement of a set of continuous variables -the two quadrature-phase components (i.e., real and imaginary amplitudes, Q and P ) of a light wave. Using balanced homodyne detection (BHD), Smithey et al. (1993a) measured a set of probability densities for the quadrature amplitudes of a squeezed state of light. Each of 27 quadrature phase values was selected by setting the phase of the local oscillator field used in the BHD. In this case, the optical phase plays the role of time in Eqs. (1)-(4), and must be varied over one complete cycle. The resulting probability histograms were inverted using the inverse Radon transform, familiar from medical tomographic imaging, to yield a reconstructed Wigner distribution and density matrix for a squeezed state of light. This 1993 paper introduced the term tomography into quantum optics.
The early experiments in optical homodyne QST suffered from relatively low detection efficiency, which obscured some of the details of the squeezed state. Subsequent experiments, with higher efficiency, reaped a wealth of detail that simply could not have been acquired using any other known measurement technique at the time. For example, the even-odd photon-number probability oscillation predicted for squeezed vacuum states was clearly demonstrated (Schiller et al., 1996) . Following this, the OHT technique was applied to single-photon wave packet states, which are achievable using parametric down conversion (Lvovsky et al., 2001) (Sec. III.D.1). This experiment showed, for the first time, a quadrature-amplitude Wigner function (a phase-space quasiprobability) of a light wave having a negative value. Studies have also included OHT-like measurements for two optical modes McAlister and Raymer, 1997b; Blansett et al., 2005; Raymer and Beck, 2004; Vasilyev et al., 2000; Voss et al., 2002; Babichev et al., 2004b ).
An altogether different use of QST arises when a light field is known a priori to contain a definite number of photons, but their distribution over geometric or polarization modes is unknown. If the number of modes is discrete, (e.g. in the case of polarization qubits), characterization can be done by studying relative photon number statistics in each mode and in their various linear superpositions as well as photon number correlations between modes. This experimental method has been recently reviewed in detail by Altepeter et al. (2004) and is beyond the scope of this paper. However, as we discuss in Sec. III, even in the case of discrete modes, state characterization using homodyne tomography is much more complete than by means of photon counting and can be applied to various states and protocols of discrete quantum information.
If the distribution of light particles over electromagnetic modes is described by a continuous degree of freedom, methods of continuous-variable QST become irreplaceable. Here the question is, what quantum state describes the spatial distribution of the field? This problem is analogous to determining the spatial wave function ψ( r) of a massive particle, as described by Eq.(2). In Sec. IV, we point out that the procedure described by Eqs.(1)-(4) also applies to QST for an ensemble of single photons, and is in fact quite similar to the method of OHT. This follows from the adoption of a sensible definition of a photon's spatial wave function (Sipe, 1995; Bialynicki-Birula, 1996) , in which the Schrödinger equation is replaced by the Maxwell equations. This is subtle perhaps, since a photon cannot be strictly localized in space.
An experimental scheme based on a Sagnac interferomemter has been proposed and demonstrated for measuring such a wave function (Mukamel et al., 2003; Smith et al., 2005) .
These works are outgrowths of earlier work on reconstructing the field profiles of classical light waves Iaconics and Walmsley, 1996; Cheng and Raymer, 1999; Cheng et al., 2000; Lee et al., 1999 ). An alternative, holographic, technique applies when the possible spatial basis states are restricted to a small subset of the possible ones, making discrete-state QST applicable (Thew et al., 2002; Langford et al., 2004) .
The situation becomes even more interesting when the joint spatial wave function ψ( r A , r B ) of a pair of photons is considered (Nogueira et al., 2002; Walborn et al., 2004; Pittman et al., 1996) . In the case that the two photons' spatial and momentum variables are described by an entangled state, such a state measurement will provide the maximal-information characterization of the entanglement. Below we discuss a recent proposal for such a measurement (Mukamel et al., 2003; Smith et al., 2005) .
II. THE PRINCIPLES OF OHT, RECONSTRUCTION ALGORITHMS A. Balanced homodyne detection
The technique of balanced homodyne detection (BHD) and homodyne tomography has been extensively described in the literature, for example, in the textbook of Leonhardt (1997) and in the book chapter by Raymer and Beck (2004) . Here, we present only a brief introduction with concentration on theoretical aspects of mode matching between the local oscillator and the signal field. Figure 1 illustrates balanced homodyne detection, which is a means to measure the amplitude of any phase component of a light mode. In BHD, the weak signal fieldˆ E S (t) (which may be multimode) and a strong coherent local oscillator (LO) fieldˆ E L (t) are overlapped at a 50% reflecting beam splitter, and the two interfered fields are detected, temporally integrated, and subtracted.
The signal electric field operator is written as a sum of positive-and negative-frequency parts, which are conjugates of one another,ˆ E S =ˆ E (+)
S . The positivefrequency part can be decomposed into plane waves according to Dirac's quantization schemê
where ω j , k j , and ǫ j are, respectively, the mode frequency, wave vector, and the unit polarization vector; the creation and annihilation operators obey the commutator [b j ,b † j ′ ] = δ jj ′ and are defined in some large volume V (which may be taken to infinity later). It is convenient to consider the signal field in the paraxial approximation with z being the propagation axis. In this case ω j ≈ ck jz and the polarization ǫ j is along either x or y.
The LO field is treated classically, and at each photodiode face (z = 0) is assumed to be a strong coherent pulse propagating along the z axis,
where the coherent-state amplitude is α L = |α L | e iθ , and v L (x, y)g L (t) is the normalized spatiotemporal mode. The difference of the numbers of photoelectrons recorded in the two channels is, assuming a perfect detection efficiency (see Raymer and Beck, 2004 for details and more general considerations),
where the integration is done over the detector sensitive area and the measurement time ∆t. Assuming that the above fully accommodate the local oscillator pulse, all integration limits in Eq. (7) can be assumed infinite. The photon creation operatorâ † associated with the detected spatiotemporal mode is given bŷ
where the C j 's equal the Fourier coefficients for the LO pulse,
When using a pulsed LO field E L (t), the concept of a light mode needs to be generalized beyond the common conception as a monochromatic wave. As first discussed by Titulaer and Glauber (1966) , a polychromatic light wave packet can be considered a mode with a well defined spatial-temporal shape, whose quantum state is described in the usual way using photon creation and annihilation operators. For example, a onephoton wave-packet state is created by |1â =â † |vac (more on this in Sec. IV.A). The meaning of Eqs. (8), (9) is that the BHD detects the state of the electromagnetic field in the spatial-temporal mode defined by the LO pulse (Smithey et al., 1993a; Raymer and Beck, 2004) . This allows temporal and spatial selectivity, or gating, of the signal field (not the signal intensity). This gating technique (linear-optical sampling) has application in ultrafast signal characterization Raymer and Beck, 2004) .
We emphasize that for the purposes of quantum information technology, OHT requires pulsed homodyne detection at zero frequency (also known as DC or timedomain BHD), which results in "whole-pulse" measurement (Smithey et al., 1993a; Hansen et al., 2001 ). This differs from radio frequency (RF) spectral analysis of the photocurrent (Slusher et al., 1985; Wu et al., 1986) , which yields the power in a certain intensity-modulation component. Further details of time-domain BHD are discussed in Sec. III.B.
As usual, the mode's annihilation operator can be expressed as a sum of Hermitian operatorsâ = e i θ (Q θ + iP θ )/ √ 2, called quadrature amplitudes, with 2 [Q θ ,P θ ] = i. For zero phase,Q θ ,P θ are denotedQ,P , respectively (soQ θ =Q cos θ +P sin θ), and are analogous to position and momentum variables for a massive harmonic oscillator. For the LO phase equal to θ, BHD measures the quadrature amplitudê
According to quantum mechanics, the probability density for observing the quadrature equal to Q θ for the field in the signal mode given by the density operatorρ is
where |Q θ is the quadrature eigenstate. In quadrature QST, the optical phase plays the role of time in Eqs.
(1)-(4). When it is varied over one complete cycle, quadrature amplitudes Q θ form a quorum for QST (Vogel and Risken, 1989) . In a practical experiment, the photodiodes in the homodyne detector are not 100% efficient, i.e. they do not transform every incident photon into a photoelectron. This leads to a distortion of the quadrature noise behavior which needs to be adjusted for in the reconstructed state. We present, without derivation, a generalization of the above expression for detectors with a nonunitary quantum efficiency η (Raymer and Beck, 2004; :
where 2σ 2 = 1/η and the averaging is done in the quantum mechanical sense. The double dots indicate normal operator ordering (annihilation operators to the right of creation operators).
B. Wigner function
Because the optical state reconstructed using tomography is generally non-pure, its canonical representation is in the form of a density matrix, either in the quadrature basis or in the photon-number (Fock) basis. In the case of homodyne tomography it is convenient to represent the reconstructed state in the form of the phase-space quasiprobability density, the Wigner function (Wigner, 1932) .
(13) This object uniquely defines the state and, at the same time, is directly related to the quadrature histograms (11, 12) measured experimentally Raymer and Beck, 2004) via the integral pr(Q θ , θ)
In other words, the histogram pr(Q θ , θ) is the integral projection of the Wigner function onto a vertical plane oriented at angle θ to the Q axis (Fig. 2) . The "detected" Wigner function W Det corresponds to the ideal Wigner function (13) for a lossfree detector, and for a detector with quantum efficiency η is obtained from the latter via a convolution (Leonhardt and Paul, 1993; Kuhn et al., 1994; Leonhardt, 1997 )
C. Deterministic state reconstruction The deterministic methods 3 employ integral transformations to convert the measured probability histograms into a desired quantitative representation of the state measured.
Inverse Radon transformation
The expression (14) is known as the Radon transform (Herman, 1980) , and has the form of a line integral, which forms a projection of the W Det function onto an axis Q θ oriented at angle θ. It can be inverted numerically using the back-projection algorithm, familiar from medical imaging (Herman, 1980; Leonhardt, 1997) to reconstruct the phase-space density W Det (Q, P ):
with the integration kernel
Because the kernel is singular at x = 0, in numerical implementations of the inverse Radon transformation it is subjected to low pass filtering: the infinite integration limits in Eq. (17) are replaced by ±k c , with k c chosen so as to reduce the numerical artifacts associated with the reconstruction while keeping the main features of the Wigner function [see Fig. 3 (a) as an example]. This technique is known as the filtered back-projection algorithm.
This was the strategy used in the first QST experiments (Smithey et al., 1993a; Dunn et al., 1995) . A certain number [e.g., 27 in ] of LO phase values θ n were used to collect probability histograms pr(Q θ , θ n ). In later implementations of this algorithm (Lvovsky and Babichev, 2002) , the summation of Eq. (16) was applied directly to acquired pairs (θ m , Q m ):
with phases θ m uniformly spread over the 2π interval. This approach is simpler and more precise as it eliminates an intermediate step of binning the data and calculating individual marginal distributions associated with each phase.
3 Reviewed in detail in (Paris andŘeháček, 2004; Leonhardt, 1997; D'Ariano, 1997; Raymer and Beck, 2004 Smithey et al. (1993b) .
Given the reconstructed density matrix in the continuous Q basis, we can compute the matrix elements of the density operator in any other basis, for example the number basis ρ nm = n|ρ |m . This scheme was applied to reconstruct photon-number statistics n|ρ |n , as well as quantum-phase statistics for squeezed and for coherent light Smithey et al., 1993b; Smithey et al., 1993c) . This calculation can however be significantly simplified as discussed below.
Pattern functions
If the goal is to reconstruct the density operator of the ensemble, we can exploit the overlap formula
valid for any operatorÂ and the associated density matrix WÂ(Q, P ) as defined by Eq. (13) withρ replaced bŷ A. For example, givenÂ mn = |m n| with |m and |n being the Fock states, we write ρ mn = Tr(|m n|ρ) and use Eq. (19) to determine, one by one, the elements of the density matrix in the Fock basis.
The intermediate step of reconstructing the Wigner function can however be sidestepped using an improved deterministic scheme introduced by D'Ariano et al. (1994, 2004) , and refined several times to the present optimal form Leonhardt, 1997) . We combine Eqs. (16) and (19) to write
where averaging is meant in the statistical sense over all acquired values of (Q θ , θ) and
is the sampling function. Given a specific operatorÂ, the function FÂ does not depend on the experimental histogram pr(Q θ , θ), but only on the operator itself. It thus need be calculated only once, prior to the experiment, and substituted into Eq. (20) once the data become available. Specializing to the Fock basis, Paul et al., 1995; :
are the Fock state wave functions -that is, wavefunctions of energy eigenstates of a harmonic oscillator. H n denote the Hermite polynomials. Figure 3 (a) shows an example of calculating the density matrix using the pattern function method. Efficient numerical algorithms for computing them were given by and Leonhardt (1997) . In our experience, the most practical algorithm involves the irregular wave functions ϕ n (x), which are alternative, non-normalizable solutions of the timeindependent Schrödinger equation for the harmonic oscillator. These functions obey a recursion
with
and are all readily expressed through the error function erfi(x). Once the desired number of the irregular wave functions have been calculated, the pattern functions are obtained using
The pattern function method can be extended to direct sampling, or quantum estimation (Paul et al., 1995; Munroe et al., 1995) , of the expectation value of any operator directly without first reconstructing the state. In many cases, this requires fewer probability functions to be measured, since less complete information is being asked for. Indeed, since Wigner functions are linear with respect to their generating operators, we conclude from Eq. (21) that for any operatorÂ = A mn |m n|,
The expectation value Â = Tr(ρÂ) can then be calculated according to Eq. (20) . For example, if we desire the photon-number probability pr(j), we chooseÂ j = |j j|. Then FÂ
, which is independent of phase θ, and Eq. (20) becomes (Munroe et al., 1995) pr
This is a convenient result, since only a single probability function need be measured, while sweeping or randomizing the phase. Demonstrations of this technique can be found in Munroe et al. (1995) , Schiller et al. (1996) , as well as Raymer and Beck (2004) .
The techniques of QST Opatrný et al., 1996; D'Ariano et al., 2000) and direct sampling D'Ariano et al., 2000) have been generalized to cases involving more than one optical mode -spatial, polarization, or temporal. This allows the joint state of two or more modes to be reconstructed from measured data, although this is challenging in practice. Direct sampling allows two-mode correlations of fields or photon numbers to be determined, without the need to reconstruct the complete two-mode state. Two-mode or two-time joint-number statistics have been obtained by this method Vasilyev et al., 2000; Blansett et al., 2001; Voss et al., 2002; Blansett et al., 2005) .
D. MaxLik reconstruction in homodyne tomography

The principle of likelihood maximization
The inverse Radon strategy, as well as other deterministic methods, suffer from several limitations. Filtered back-projection introduces a smoothing of the data, reducing the accuracy of the reconstruction (Herman, 1980; Leonhardt, 1997) . Along with systematic errors of the BHD quadrature measurements, this typically introduces spurious oscillations on the reconstructed phase-space density W Det (Q, P ) [see, for example, Fig. 3(a) ]. More fundamentally, the (electromag-netic) harmonic oscillator is a quantum system of infinite dimension, and no finite amount of measurement data will constitute a quorum. There is nothing preventing statistical and systematic errors from producing an unphysical density matrix, with, for example, negative elements on the diagonal. The ripples visible in the Wigner function reconstruction in Fig. 3 (a) are a direct consequence of the statistical noise and are associated with unphysical high number terms in the reconstructed density matrix. Such ripples are typical of the inverse Radon transformation Hansen et al., 2001) . These issues do not indicate an inconsistency in the method, since any negative values are within the known error bounds, which are determined from the procedure itself . Still, one would like to have a data collection scheme and analysis technique that eliminates the artifacts of the inverse Radon method.
Assuming a particular density matrixρ, one can evaluate the likelihood (probability) of acquiring a particular set of measurement results in a quantum tomography experiment. The Ansatz of the Maximum Likelihood (MaxLik) quantum state estimation method is to find, among the variety of all possible density matrices, the one which maximizes the probability of obtaining the given experimental data set. To date, this method has been applied to various quantum and classical problems ranging from quantum phase estimation (Řeháček et al., 1999) to reconstruction of entangled optical states (Řeháček et al., 2001; James et al., 2001) .
As any statistical method, homodyne tomography is compatible with the likelihood maximization approach. The applications of MaxLik to homodyne tomography have been investigated by Banaszek (1998a Banaszek ( ,1998b , who reconstructed the photon-number distribution (the diagonal density matrix elements which correspond to a phase-randomized optical ensemble) from a MonteCarlo simulated data set.
In a subsequent publication, Banaszek et al. (1999) discussed the MaxLik estimation of the complete density matrix, but no explicit reconstruction algorithm was presented. Most recently, a general algorithm has been elaborated (Lvovsky, 2004) and tested in homodyne reconstruction of single-mode (Babichev et al., 2004a) and multi-mode (Babichev et al., 2004b) states and has proven robust and reliable.
Iterative scheme for the discrete case
This iterative scheme is based on that elaborated by Hradil et al. for discrete-variable states (Hradil, 1997; Řeháček et al., 2001; Fiurášek, 2001) . Here we give a brief overview of the latter. Consider a large set of von Neumann measurements, each one projecting the state of the system onto an eigenstate of a measurement apparatus |y j . The set of all possible outcomes {|y j } can be associated with either one or several measurement bases. Let f j be the number of occurrences for each outcome. Then, with the system being in the quantum stateρ, the likelihood of a particular data set {f j } is
where pr j = y j |ρ |y j = Tr[Π jρ ] is the probability of the outcome |y j andΠ j = |y j y j | denotes the projection operator.
To find the density matrixρ that maximizes the likelihood (29), one introduces the operator
and notices that for the stateρ 0 that is most likely to produce the observed data set, f j is lineraly proportional to pr j . Furthermore, since the jΠ j ∝1, we findR(ρ 0 ) ∝1 and thuŝ
as well asR
The last relation forms the basis for the iterative algorithm. We choose some initial denstity matrix as, e.g.,
, and apply repetitive iterationŝ
where N denotes normalization to a unitary trace [i.e. N (ρ) =ρ/Tr(ρ)] 5 . Each step will monotonically increase the likelihood associated with the current density matrix estimate while the latter will asymptotically approach the maximum-likelihood stateρ 0 . This iterative scheme can be viewed as a special case of the classical expectation-maximization algorithm (Vardi et al., 1993) .
Iterative scheme for the continuous case
Now we consider a homodyne tomography experiment performed on an optical mode prepared in some quantum stateρ. For a given LO phase θ, the probability to detect a particular quadrature value Q θ is proportional to
whereΠ(Q θ , θ) is the projector onto this quadrature eigenstate, expressed in the Fock basis as
where the overlap between the number and quadrature eigenstates is m|Q θ , θ = e imθ ψ m (Q θ ) with ψ m (x) given by Eq. (23).
6 . Because a homodyne measurement generates a continuous value, one cannot apply the iterative scheme (33) directly to the experimental data. One way to deal with this difficulty is to discretize the data by binning it up according to θ and Q θ and counting the number of events f Q θ ,θ belonging to each bin. In this way, a number of histograms, which represent the marginal distributions of the desired Wigner function, can be constructed. They can then be used to implement the iterative reconstruction procedure.
However, discretization of continuous experimental data will inevitably lead to a loss of precision. To lower this loss, one needs to reduce the size of a single bin and increase the number of bins. In the limiting case of infinitely small bins, f Q θ ,θ takes on the values of either 0 or 1, so the likelihood of a data set {(Q m , θ m )} is given by
and the iteration operator (30) becomeŝ
where i = 1 . . . N enumerates individual measurements. The iterative scheme (33) can now be applied to find the density matrix which maximizes the likelihood (36). In practice, the iteration algorithm is executed with the density matrix in the photon number (Fock) representation. Since the Hilbert space of optical states is of infinite dimension, the implementation of the algorithm requires its truncation so the Fock terms above a certain threshold are excluded from the analysis. This assumption conforms to many practical experimental situations in which the intensities of fields involved are limited anyway.
Comparison with deterministic methods
It is instructive to compare the maximum-likelihood quantum state estimation with deterministic homodyne tomography methods. Fig. 3 (b) shows application of these two techniques to the experimental data from 6 The additional phase factor e imθ originates from the properties of the phase-space rotation operator (Leonhardt, 1997) U(θ) = e −iθn . FromÛ † (θ)âÛ (θ) =âe −iθ we find for the quadrature operatorÛ † (θ)QÛ(θ) =Q θ and for its eigenstate |Q θ , θ =Û † |Q θ , 0 . From the first and last relations above, we obtain m|Q θ , θ = e iθm m|Q θ , 0 . The quantity m|Q θ , 0 is the energy eigenfunction of a harmonic oscillator. Lvovsky and Mlynek (2002) . The data set consists of 14152 quadrature samples of an ensemble approximating a coherent superposition of the single-photon and vacuum states.
The reconstruction shown in the figure reveals the advantages of the MaxLik technique in comparison with the deterministic Radon algorithm. First, the finite amount and a discrete character of the data available leads necessarily to statistical noise which prevents one from extracting complete information about a quantum state of infinite dimension. To deal with this issue, both techniques make use of certain assumptions about the ensemble to be reconstructed. While the MaxLik algorithm truncates the Fock space, the filtered back-projection imposes low pass filtering onto the Fourier image of the Wigner function 7 , i.e. assumes the ensemble to possess a certain amount of "classicality" (Vogel, 2000) . The latter assumption is dictated by mathematical convenience and is much less physically founded than the former.
Second, the MaxLik technique allows to incorporate the density operator positivity and unity-trace constraints into the reconstruction procedure, thus always yielding a physically plausible solution (Banaszek, 1998a; Banaszek, 1998b) . A third important aspect of the MaxLik technique is a possibility to incorporate the detector inefficiences. A valid model for a homodyne detector of non-unitary efficiency η is a perfect detector preceded by a fictitious beam splitter of transmission η. The reflected mode is lost so the incident density matrix undergoes, in transmission through the imaginary beam splitter, a so-called generalized Bernoulli transformation (Leonhardt, 1997) :
(38) whereρ 0 andρ η are the density matrices of the original and transmitted ensembles, respectively, and B n+k,n = n+k n η n (1 − η) k . Under these circumstances, the probability (34) of detecting a quadrature value x becomes 7 The pattern function reconstruction of the density matrix is free from this drawback as it does not involve spectral filtering and relies on truncating the Fock space instead. Still it may generate negative diagonal density matrix elements; see below.
so the projection operatorΠ(θ, x) in Eq. (37) becomes replaced by a positive operator-valued measure (POVM) element given byÊ
Aware of the homodyne detector efficiency η, one runs the iterative algorithm (33) and reconstructs the original density matrixρ 0 . Theoretically, it is also possible to correct for the detector inefficiencies by applying the inverted Bernoulli transformation after an efficiency-uncorrected density matrix has been reconstructed (Kiss et al., 1995) . However, this may give rise to unphysically large density matrix elements associated with high photon numbers. Similar concerns about possible numerical instability arise when the detector inefficiency is being accounted for in the patternfunction reconstruction (Leonhardt, 1997) . With the inefficiency correction incorporated, as described above, into the MaxLik reconstruction procedure, this issue does not arise (Banaszek, 1998b) .
It is interesting to discuss the MaxLik reconstruction of the density matrix in comparison with the point-bypoint reconstruction of the Wigner function. To determine the value of the Wigner function at a specific point (p, q) in the phase space, Banaszek (1999) proposed to apply a phase-dependent shift to the experimental data which corresponds to a displacement of the point (p, q) to the phase space origin. Then one reconstructs a phaseaveraged ensemble according to Banaszek (1998a Banaszek ( ,1998b , and calculates the value of the Wigner function at the origin of the displaced phase space, which is equal to that at the desired location in the undisplaced phase space.
This scheme may appear more involved than the one proposed here, as one needs to run a separate iteration series for every point in which the Wigner function is to be calculated. However, due to a smaller number of parameters and a simplified iteration step, each iteration takes less time and the series converges faster. The choice of a particular scheme depends on a specific task and on the chosen truncation threshold in the Fock space. It is important to note that the scheme of Banaszek (1999) does not impose any a priori restrictions onto the state being reconstructed, and therefore the latter is not guaranteed to be physically meaningful.
Finally, we discuss statistical uncertainties of the reconstructed density matrix. In generic MaxLik algorithms, they are typically estimated as an inverse of the Fisher information matrix (Rao et al., 1945; Cramér, 1946 
where t denotes a set of independent parameters with respect to which the likelihood is evaluated. Because the density matrix elements are not fully independent but bound by the positivity and unity trace constraints, one should express the density matrix through another matrix, T :
. Now the constraints forρ are satisfied for anyT and one can regard the elements of the latter as free parameters in evaluating the Fisher information Usami et al., 2003) .
A sensible alternative is offered by a clumsy, yet simple and robust technique of simulating the quadrature data that would be associated with the estimated density matrixρ ML if it were the true state. One generates a large number of random sets of homodyne data according to Eq. (34), then applies the MaxLik reconstruction scheme to each set and obtains a series of density matricesρ ′ k , each of which approximates the original matrix ρ ML . The average difference |ρ ML −ρ ′ k | k evaluates the statistical uncertainty associated with the reconstructed density matrix.
III. HOMODYNE TOMOGRAPHY OF DISCRETE-VARIABLE STATES A. Motivation
One of the main concepts in quantum information processing is that of the quantum bit, or qubit, the basic unit of information. Most generally, the qubit is a twodimensional quantum system which can be prepared not only in logical states 0 or 1 , but also in an arbitrary coherent superposition α 0 + β 1 . In one of the optical implementations of the qubit, the logical value is assigned to a single photon being in one of two orthogonal modes A or B:
where the right-hand side is written in the photon number (Fock) basis for each mode. The two modes do not have to be spatially separated, but may as well be different polarization directions or short optical pulses well separated in time. Such a dual-rail optical qubit is an intuitively simple object, and is highly immune to decoherence and permits construction of algorithmically ef-ficient computational gates involving only linear optical elements 8 . Efficient application of optical qubits for quantum information processing is impossible without a robust technology of their characterization. To date, characterization of optical logical states has been based primarily on studying relative photon number statistics in each mode and in their various linear superpositions as well as (in the case of multiple qubits) photon number correlations between modes. Employing this approach, White et al. have implemented tomography of entangled twoqubit systems . More recently, this technique has been extended to characterization of quantum dynamical processes (Mitchel et al., 2003) . Similar methods are used in celebrated quantum cryptography and quantum teleportation protocols.
A major drawback of the photon counting approach to qubit characterization is the a priori assumption that the modes involved are in one of the states (41) or their linear combination. As a result, characterized are not the true quantum states of the carrier modes, but their projections onto the subspace spanned by the basis vectors (41). All those events in which the expected number of photons has not been detected are simply eliminated from the analysis.
The necessity for this postselection is a natural consequence of a relatively poor quantum efficiency of modern single-photon detectors and their incapability of discriminating the number of incident photons. Furthermore, even if perfect photon detectors were available, complementarity of the photon-number (energy) and phase observables would prevent one from retrieving complete phase information about the quantum phase in question unless an additional phase reference (such as the local oscillator) is employed (Resch et al., 2002) .
Therefore, the photon counting approach to measurement of optical qubits does not provide a correct performance estimate of an experimental scheme under investigation and it does not allow one to evaluate its scalability. Application of light for quantum information processing requires a method that permits complete characterization of a quantum optical ensemble as an element of the full Hilbert space of optical-mode states. This requirement is satisfied by OHT. In this section, we discuss both fundamental and technical aspects of applying continuousvariable tomography to discrete units of quantum information and review existing research results on this subject.
Traditionally, continuous-variable tomography has been applied for the measurement of quadrature-squeezed (Smithey et al., 1993a; and quadrature-entangled (Ou et al., 1992; Bowen et al., 2003; Wenger et al., 2005) states whereas photon counting was employed to characterize "discrete-variable" states such as optical qubits and polarization-entangled photons. Quantum optics has developed along these two separate avenues that had almost no overlap. Frequently, novel results in the discrete-variable domain have been followed by their continuous-variable analogs and vice versa, one of the examples being the celebrated quantum teleportation experiments (Bouwmeester et al., 1997; Boschi et al., 1998; Furusawa et al., 1998) . Application of continuous-variable tomography to discrete optical states has created a bridge between these two domains of quantum optics. As we demonstrate below, it opens up a wide range of new possibilities both in the fundamental and applied aspects of the field. From the technical point of view, application of OHT in the discrete-variable domain brings both simplifications and challenges. Unlike the single-photon detectors that employ avalanche photodiodes, in homodyne detectors (HDs) regular semiconductor photodiodes are used. The latter are widely available from commercial suppliers, are cost-efficient and routinely possess high quantum efficiency, low noise, and linear response over a large dynamic range. Furthermore, single-photon detectors require thorough isolation from ambient light. In homodyne detection, on the other hand, the optical mode to be measured is selected "automatically" by the local oscillator so the influence of ambient light is insignificant.
In this way, OHT provides information on the modal structure of the signal field, which is especially valuable for evaluating quantum optical information processing systems, because they require that interacting optical qubits be prepared in identical, pure optical modes. Mode matching between the local oscillator and the signal can however be challenging if the latter comes from an independent or a semi-independent source such as a down-conversion crystal. Another challenge, of pure technical nature, is associated with the construction of time-domain (DC) HDs which possess sufficient sensitivity, bandwidth, and signal-to-noise ratio to implement precise measurement of the field quadratures.
B. Time-domain homodyne detection
In the first years of BHD, most measurements were performed in the frequency domain: a certain spectral component of the photocurrent difference signal (usually around 5-10 MHz where the technical noise is minimized) is used to determine the quadrature quantum noise of the optical state. While frequency-domain (AC) BHD has been successfully applied both in the continuouswave and pulsed regimes to detect quadrature squeezing (Slusher et al., 1985; Wu et al., 1986) , it is inapplicable for quantum-information related tasks as it has limited capability of time resolving.
Quantum-information applications require time-domain homodyning. Both the local-oscillator and signal modes are pulsed; each LO pulse generates a difference photocurrent which is observed in real time and yields a single value of a field quadrature. Repeated measurements on a large number of pulses produce a quantum probability distribution associated with this quadrature. When transform-limited LO pulses are used, time-domain BHD yields complete information about the quantum state in the spatio-temporal optical mode matching that of the local oscillator. Time-domain BHD is conceptually easier to understand, but more technically challenging than its frequency-domain counterpart. First, the electronics must ensure time separation of responses to individual laser pulses. The shot-noise difference charge must be low-noise amplified within a bandwidth exceeding the local oscillator pulse repetition rate. Second, precise subtraction of photocurrent is necessary in order to eliminate the classical noise of the local oscillator (Bachor, 1998). There is a trade-off between this requirement, which is easier satisfied at lower LO energies, and that of a sufficiently strong subtraction signal N − , which is approximated by the square root of the number of photons N LO in the local oscillator pulse 9 . The compromise is achieved on the scale of N − ∼ 10 3 -10 5 photoelectons. Finally, the measured quadrature values must not be influenced by low-frequency noises. The detector must thus provide ultra-low noise, high subtraction and flat amplification profile in the entire frequency range from DC to at least the LO pulse repetition rate.
The first time-domain homodyne detector was implemented by Smithey et al. (1992 Smithey et al. ( ,1993a in their original quantum tomography experiments. A pair of photodiodes were wired in series to subtract their output currents, and this difference signal was integrated by an Amptek A225 charge-sensitive transimpedance amplifier, allowing sub-shot-noise measurements of light pulses containing millions of photons.
Since then, the DC, "whole-pulse" HD technique has been developed into a robust set of methods for measuring photon statistics and correlations on ultrafast time scales Raymer and Beck, 2004; Munroe et al., 1995; Blansett et al., 2001; Blansett et al., 2005) .
As an example, we describe an improved scheme implemented by Hansen et al. (2001) which features a signalto-noise ratio of 14 dB, pulse repetition rate of up to 1 MHz and a 91% quantum efficiency [ Fig. 4(a) ]. As the local oscillator, 1.6-ps, 790-nm pulses from a titaniumsapphire laser were used. The laser was employed in combination with a pulse picker which reduced the repetition rate to 200-800 kHz. The orientation of the beamsplit-9 This follows from Eq. (10), because |α L | = √ N LO and Q θ varies on the scale of 1.
ter slightly deviated from 45
• to provide a splitting ratio of exactly 50%. The two beamsplitter outputs passed through a pair of λ/2 plates and polarizing beamsplitter (PBS) cubes, which in combination served as variable attenuators compensating for slightly different quantum efficiencies of the photodiodes 10 . The two beams were then focused on a pair of Hamamatsu S3883 Si-PIN photodiodes which were chosen because of their high quantum efficiency (specified at 91%), high bandwidth (300 MHz) and low noise equivalent power of 6.7 × 10 −15 W/ √ Hz . The positive and negative charges produced by the optical pulses were collected and physically subtracted at a 470-pF capacitance that was much larger than the capacitances of the photodiodes (6 pF). The difference charge was then pre-amplified using a 2SK152 FET in connection with the low-noise Amptek A250 preamplifier and further amplified using a 5-pole pulse shaping amplifier based on two low-noise Amptek A275 units. The two photodiodes were mounted at a distance of only 1 cm from each other in order to minimize spurious RF interferences.
Figure 4(b) shows typical time traces of the HD difference signal for vacuum signal input. The width of a single electrical pulse is less than 1 µs. Its integrated value is a single measurement of the electric field quadrature of the signal wave. The (quantum) noise of the optical pulses indicates the statistical distribution of the quadratures of the vacuum field.
To prove that the pulsed noise generated by the HD with a vacuum signal input is indeed the shot noise, one needs to verify that the output rms noise scaled as the square root of the LO power. This is a signature distinguishing the shot noise from the classical noise (which scales proportionally to the local oscillator intensity) and the electronic noise (which is a constant) (Bachor, 1998). The behavior of the output noise is shown in Fig. 4(c) . After subtraction of the noise background corresponding to 730 electrons/pulse, the standard deviation of the noise scales with the square root of the local oscillator power as expected for the shot noise. Such behavior was observed for local oscillator powers spanning over more than two orders of magnitude, up to 3 × 10 8 photons per pulse. This corresponds to a subtraction efficiency of at least 85 dB. The capabilities of this detector model were demonstrated in experiments on tomographic reconstruction of the single-photon Fock state (see Sec. III.D.1)
Along with an excellent (> 26 dB) signal-to-noise ratio, the Hansen et al. (2001) detector suffers from a relatively narrow bandwidth. As evident from Fig. 4(b) , it cannot support LO pulse repetition rates higher than 1 MHz. If a higher bandwidth is required, one has to employ broad-band operational or transimpedance amplifiers for the first amplification stage, which usually have poorer noise characteristics than the charge-sensitive preamplifier. An additional bandwidth limitation arises from the intrinsic capacitance of photodiodes, which either causes the integration of the signal or instability in the amplification circuit. Technologically, this capacitance is determined by the thickness of the photodiode PIN junction; reducing the thickness compromises the quantum efficiency. To date, the Hamamatsu S3883 photodiode seems to be one of the best for high-bandwidth OHT applications. However, further reduction of capacitance from its present value of 6 pF would be desired in order to build detectors that can be used with commercial mode locked lasers operating at a repetition rate of 70-80 MHz while maintaining a good signal-to noise ratio.
In an HD scheme recently implemented by Zavatta et al. (2002) , a broadband operational amplifier (CLC 425 from National Semiconductor 11 ) was employed at the primary amplification stage, which has resulted in a dramatic bandwidth increase, albeit at a reduced signal-tonoise ratio (2-5 dB over a ∼ 100 MHz bandwidth). This detector was employed for high-efficiency characterization of nonclassical optical states (Zavatta et al., 2004a; Zavatta et al., 2004b) .
We briefly note that time-domain homodyne detection finds its applications not only in quantum tomography, but also in other fields of quantum and classical technology.
One example is the shot-noiselimited absorption measurements at subnanowatt power levels achievable thanks to the very low technical noise (Hood et al., 2000) . Most recently, time-domain homodyning found application in continuous-variable quantum cryptography where quantum fluctuations of field quadratures are used to securely transmit information over large distances (Silberhorn et al., 2002; Grosshans and Grangier, 2002; Grosshans et al., 2003; Funk, 2004) .
C. Matching the mode of the local oscillator
One of the main challenges associated with developing the technology of optical quantum information processing is a robust and reliable method of synthesizing its primary element, the single-photon state. In order to be applicable for scalable quantum computing, the photon must be produced "on demand" with a high efficiency and in a clearly defined, highly pure spatiotemporal mode. In spite of many promising developments, none of the existing methods fully satisfy this requirements. Existing "on demand" photon sources either possess a poor efficiency or produce a photon in a mode with 11 this unit is no longer produced by CLC; the successor unit is LMH6624
poor spatiotemporal characteristics. Although applications of photons originating from such sources in simple quantum information processing protocols have been demonstrated Santori et al., 2002) , they heavily rely on postselection and are thus not well scalable.
Under these circumstances, a sensible alternative is offered by heralded single-photon preparation by means of parametric down-conversion. The latter is a nonlinear optical effect in which a photon in a strong (pump) laser beam propagating through a nonlinear medium may spontaneously annihilate and produce two photons of lower energies in the form of a highly entangled quantum state known as biphoton. The two generated photons are separated into two emission channels according to their propagation direction, wavelength and/or polarization. Detection of a photon in one of the emission channels (labeled trigger ) causes the non-local photon pair to collapse, projecting the quantum state in the remaining (signal ) channel into a single-photon state [ Fig. 5(a) ]. Proposed and tested experimentally in 1986 by Hong and Mandel (1986) as well as , this technique has become a workhorse for many quantum optics experiments.
The biphoton is a complex entangled state with many parameters (spectrum, direction, polarization, etc.) of the two photons highly correlated:
where ω and k denote the frequencies and wavevectors of the signal and trigger photons. If the trigger photon is measured with any uncertainty in one of these parameters, the signal photon will be prepared in a non-pure state
where T (ω t , k t ) is the transmission function of the filters in the trigger channel defining the measurement uncertainty. An imperfect purity of the signal photon mode would degrade its applicability in quantum information technology where photons from independent sources are brought into interference. To our knowledge, for the first time this matter has been investigated theoretically by Zukowski et al. (1995) , independently by Rarity (1995), and later confirmed in a more detailed study by Ou (1997) . These publications conclude that in order to observe strong interference effects, narrow (in comparison to the bandwidth of the pulsed pump) spectral filtering must be applied to the trigger channel of the downconverter. This implies, in particular, that high-purity photons are best obtained with sufficiently short pump pulses. Specifically in the context of OHT, theoretical treatment was given by Grosshans and Grangier (2001) as well as . One particular advantage of OHT as a method of quantum state characterization is that it measures the optical state in the spatiotemporal mode defined by the local oscillator, thus providing indirect information on the purity of the signal mode and its matching to the local oscillator. On the other hand, achieving this mode matching becomes an additional experimental requirement and poses a significant challenge. The standard mode matching procedure for classical modes -by observing interference fringes and optimizing their visibility -is not applicable to the situation when one of the modes is a single photon. Although the spatial location of the conditionallyprepared photon can be approximately determined by detecting coincidences between the photon count events in the signal and trigger (Pittman et al., 1996) , optimizing the mode matching requires adjustment of a much larger set of parameters, such as the beam direction, divergence, spatial and temporal width, optical delay, etc. This can hardly be done through sole optimization of the coincidence rate.
Recently, progress has been reported on complete reconstruction of spatial modes of quantum and classical fields (see Sec. IV). By measuring both the signal and LO modes, one can, in principle, achieve good matching between the two. An alternative to this cumbersome procedure is offered by the concept of advanced waves proposed by Klyshko (1998a Klyshko ( , 1998b Klyshko ( , 1998c and further advanced by . According to this concept, the trigger photon detector is replaced with a fictitious light source, which, at the moment of detection, produces a classical incoherent electromagnetic wave traveling backwards in space and time [see Fig. 5(b) ]. When propagating through the trigger channel filters, the advanced wave acquires some degree of spatiotemporal coherence, quantified by the filters' width. It then enters the down-conversion crystal and undergoes nonlinear interaction with the pump pulse, generating a differencefrequency pulse. Remarkably, this pulse turns out to be completely identical, in its modal characteristics 12 , to the optical mode of the conditionally prepared single photon , and is thus helpful for visualizing many of its properties.
The nonlinear interaction between the advanced wave and the pump is restricted by the spatiotemporal window determined by the coherent pump pulse. If the latter is much narrower than the coherence time and spatial width of the advanced wave, the difference-frequency pulse will be almost transform limited, both in the spatial and temporal dimensions. This explains why narrow spatial and spectral filtering of the trigger photon is necessary to obtain a pure spatiotemporal mode of the conditionally prepared photon. The advanced wave model suggests the following experimental procedure for achieving mode matching be-12 More discussion on quantitative characterization of optical modes of single photons and classical waves can be found in Sec. IV.A.
tween the conditionally prepared photon and the local oscillator. Although the advanced wave propagates backwards in space and time and is thus a purely imaginary object, it can be modeled by a forward-going alignment beam inserted into the trigger channel so that it overlaps spatially and temporally with the pump beam inside the crystal and passes through the optical filters [ Fig. 5(c) ].
Nonlinear interaction of such an alignment beam with the pump wave will produce difference frequency generation into a spatiotemporal mode similar (albeit no longer completely identical) to that of the conditionally prepared single photon. If one observes and optimizes the interference pattern between this wave and the local oscillator, one can be sure that, after blocking the alignment beam, the mode of the signal photon will be matched to that of the local oscillator . Narrow filtering of the trigger photon is so far the only practical experimental method for obtaining a high degree of spatiotemporal coherence of the signal photon. It possesses a number of drawbacks, the main one being a reduced productivity. The narrower the filtering, the fewer pair creation events are registered by the trigger detector. A strong effort is underway towards circumventing this bottleneck (Walmsly and Raymer, 2005; Keller and Rubin, 1997) . One possible approach is to arrange the parametric down-conversion setup in such a way that the trigger and signal photons in the output of the down-converter are uncorrelated: the function Ψ in Eq. (42) can be written as
In this case, detection of any photon in the trigger channel signifies that the signal photon has been emitted into a pure spatiotemporal mode defined by the function ψ s . The configuration of the correlation function Ψ depends primarily on the energy-conservation condition
and the phase-matching condition
For any pair of photons with parameters (ω s , k s , ω t , k t ) there must exist a pump photon (ω p , k p ) for which the above equations are satisfied. Because the frequency and the wavevector are connected through dispersion relations (dω = v gr d| k| with v gr being the wave's group velocity), each of the Eqs. (45) and (46) 
where the angles θ s and θ t are defined in Fig. 5(a) ]. Consider just the spectral part of the biphoton correlation function Ψ = Ψ(ω s , ω t ), assuming that θ s and θ t are fixed. Because the pump is pulsed, its frequency ω p has some intrinsic uncertainty and for each value of ω t , there is a finite range of frequencies ω s allowed by Eqs. (45) and (47) as shown in Figs. 6(a) and 6(a), respectively. The shape of Ψ(ω s , ω t ) can be approximated as a product of these two functions and is strongly anticorrelated (Grice et al., 2001) . Grice et al. (2001) and U' Ren et al. (2005) proposed to eliminate these frequency correlations by exploiting an additional restriction imposed onto Ψ(ω s , ω t ) by the transverse components of the signal and idler photons' momenta, for which Eq. (46) requires
The range of pairs (ω s , ω t ) permitted by the above equation is plotted in Fig. 6(c) . Its width is determined by the geometric width of the pump laser beam inside the down-conversion crystal that can be chosen at will by the experimentalist. By manipulating this parameter as well as the configuration of the crystal, one can achieve that the correlation function defined by restrictions (45), (47), and (48) is completely separable as shown in Fig. 6(d) .
The application of this method requires precise spatial filtering of the signal and idler photons, which may defeat the purpose of eliminating correlations in the biphoton spectrum. A more efficient, but also more technically challenging solution recently proposed is to engineer down-conversion by integrating the nonlinear crystal into a microcavity formed by distributed Bragg reflectors created by a small, periodic modulation of the linear refractive index along the cavity axis (preferably confined by a waveguide). The cavity (a small ∼ 0.1 mm gap in the center) has a much shorter length than does the nonlinear medium (L ≃ 4 mm). In this case, only a single cavity mode falls within the phase-matching bandwidth of the down-conversion process, leading to creation of a spectrally uncorrelated biphoton in a spatial mode defined by the cavity.
D. Tomography of photons and qubits
Once the technical challenges discussed in previous subsections have been addressed, one can apply homodyne tomography to characterizing discrete-variable quantum optical states and to solving more complex tasks of quantum-optical information technology.
Single-photon Fock state
Fock states, which contain a definite number of energy quanta, play a key role in quantum optics. They constitute the essence of the quantum nature of light and are indispensable in both theoretical description of many optical phenomena, as well as in a wide range of applications, such as quantum cryptography and quantum information processing. Another fundamental feature of the Fock states that makes their characterization interesting is their Wigner functions, which take on highly nonclassical negative values. In an experiment by , pulsed single photons were prepared by conditional measurements on a biphoton state generated via parametric down-conversion and characterized by means of optical homodyne tomography.
The experiment employed a mode-locked Ti:sapphire laser to obtain transform-limited pulses at 790 nm with a repetition rate ∼80 MHz and a pulse duration of 1.6 ps. In order to accommodate the 1-MHz bandwidth of the available HD , the laser repetition rate was reduced by means of an acousto-optical pulse picker that transmitted only every 100th pulse
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The laser beam was then directed into an optical arrangement shown in Fig. 7(a) .
Most of the laser field was frequency doubled and then subjected to parametric down-conversion in a 3-mm BBO crystal, which occurred in a type-I frequency-degenerate, but spatially non-degenerate configuration. The trigger photons passed through a spatial filter and an 0.3-nm interference filter centered at the laser wavelength; the bandwidths of the filters were chosen to compromise between the requirement of high purity of the signal photon mode and a reasonably high pair production rate . With the electro-optical pulse picker, the trigger photon detection rate was on the scale of 300-400 s −1 . In comparison with the pulse repetition rate of the laser, this number is very low, which ensured that the effect of Fock states with n > 1 was negligible.
A small fraction of the master laser beam -split off before the frequency-doubler -was used as the local oscillator for the homodyne system. These pulses had to be temporally and spatially mode-matched to the photons in the signal channel as described above.
In the actual experiment, the reconstructed ensemble was not described by an ideal Fock state |1 but by a statistical mixture whose density matrix can be approximated as
The quantity η is the measurement efficiency, which depends on many factors: optical transmission of the signal photon, quantum efficiency of the HD, trigger dark counts, optical mode matching of the signal photon and the local oscillator, and spatiotemporal coherence of the signal photon. The greater η, the deeper the "well" in 13 In a later version of the experiment (Lvovsky and Shapiro, 2002) , this pulse picker was replaced by an electro-optical shutter placed in the local oscillator beam path. Whenever a trigger photon detection event occurred, the shutter opened to transmit a single local oscillator pulse that activated a homodyne measurement. In this way, the data collection rate was increased, in comparison to the original work , by a factor of over 1000.
the Wigner function; classically impossible negative values are obtained when η > 0.5. In this experiment, the efficiency is (62 ± 1) % so the Wigner function does become negative 14 . Quantum state reconstruction of the Fock state |1 has been reported on the vibrational degree of freedom of a trapped berillium ion (Liebfried et al., 1996) as well as in a cavity QED setting (Nogues et al., 2000) . A special feature of the optical experiment is that the technique of homodyne tomography can be fully understood in the framework of classical physics. In other words, this measurement could have been conducted (and interpreted) by someone who does not believe in quantum mechanics. Yet the result of negative quasi-probabilities would appear absurd, incompatible with classical physics -thus providing a very strong evidence of "quantumness" of our world. It can however be shown (Lvovsky and Shapiro, 2002 ) that with any single-photon fraction -even below 50% -statistical mixtures of states |0 and |1 are nonclassical according to the Vogel criterion (Vogel, 2000; Diósi, 2000; Richter and Vogel, 2002) .
Tomography of the qubit
Aside from its fundamental implications, the experiment described above demonstrates that all the technologies necessary for the application of OHT to discretevariable quantum-optical states are now available. One important application of the method, as discussed in Sec. III.A, is the reconstruction of a dual-rail optical qubit, an experiment performed by Babichev et al. (2004b) 
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A dual-rail qubit, theoretically described by the state
is generated when a single photon state |1 incident upon a beam splitter with transmission τ 2 and reflectivity ρ 2 , entangles itself with the vacuum state |0 present in the other beam splitter input. To perform tomography measurements, a HD (associated with fictitious observers Alice and Bob) was placed into each beam splitter output channel [ Fig. 8(a) ]. With every incoming photon, both detectors made a measurement of the field quadrature Q θA and Q θA with the local oscillators' phases set to θ A and θ B , respectively. Fig. 8(c,d) shows 14 Fig. 7 shows the result of a later experiment (Lvovsky and Shapiro, 2002; Lvovsky and Babichev, 2002) . In the original work , the efficiency was 55%. 15 A deterministic OHT scheme for two-mode state reconstruction in the Fock basis was first proposed and tested numerically in . A detailed theoretical analysis of different aspects of such an experiment was also made by Jacobs and Knight (1996) as well as Grice and Walmsley (1996) .
histograms of the dual-mode quadrature measurements. The two-dimensional distribution pr δθ (Q θA , Q θB ) (where δθ = θ A −θ B ) indicates the probability of detecting a particular pair (Q θA , Q θB ) of quadratures at a given local oscillator phase setting. These densities are the marginal distributions of the four-dimensional Wigner function of the two-mode system being measured. They have been used to determine the density matrix of the two-mode state via the maximum-likelihood technique (Sec. II.D).
The positive operator-valued measure (POVM) operator, used to describe the HDs, was modified with respect to that of an ideal HD so as to correct for the imperfect detection efficiency as well as for random variation of the input photon phase θ A + θ B . The four-dimensional density matrix of the qubit [ Fig. 8(e,f) ], reconstructed using OHT, extends over the entire Hilbert space and thus reveals complete information about the dual-rail optical qubit as a state of the electromagnetic field. It features a strong contribution of the double-vacuum term |0, 0 0, 0|, which is a consequence of imperfect preparation of the initial single photon. The presence of this term in the measured density matrix shows that the goal of a full reconstruction of the qubit (including measurement of undesired terms) has been achieved.
Nonlocality of the single photon; its consequences
Whether the state (50) can be considered entangled is a widely debated issue. This controversy seems to be related to the wave-particle duality of light. If the photon is viewed as a state of the electromagnetic oscillator, the notation (50) is valid and denotes an entangled object (van Enk, 2003; van Enk, 2005) . If, on the other hand a photon is considered a particle, i.e. not a state but a carrier of a state, e.g. of a polarization state, the dual rate qubit should be written as a superposition |Ψ qubit = τ |A − ρ |B of two localizations of one photon, which may not be seen as entangled. While both viewpoints are equally valid, the ideology of OHT is based on the former view, and below we show how this approach to quantum state measurement evidences the entangled nature of a delocalized single-photon state. a. Bell-like nonlocality of the single photon
The entangled nature of the split single photon entails its nonlocal behavior in a number of proposed experiments (Oliver and Stroud, 1989; Tan et al., 1991; Banszek and Wodkiewicz, 1999; Jacobs and Knight, 1996) , one of which was recentl realized (Hessmo et al., 2004) . The delocalized singlephoton quadrature statistics observed in the experiment by Babichev et al. (2004b) also demonstrate quantum nonlocality: they can be interpreted to violate, albeit with a loophole, the Bell inequality. In order to apply the Bell theorem to the continuous-variable experimental data, quadrature measurements have been converted to a dichotomic format by means of a fictitious dis-criminator, which operated as follows. For every input quadrature Q, it produced the value S = 1 if Q exceeded a certain threshold T , S = −1 if Q was below −T , and no output otherwise. Correlations E AB =< S A S B > between the discriminator outputs acquired by Alice and Bob exhibited a Bell-like interference pattern. For a sufficiently high threshold T , its amplitude exceeds 1/ √ 2 and the Bell inequality was violated. Such an interpretation involves rejection of some of the the acquired data and thus entails a loophole. Babichev et al. (2004b) argue that although this objection is valid, similar selection is also a part of the traditional way of verifying Bell's theorem by studying the counting statistics of a polarization-entangled photon pair (Freedman and Clauser, 1972; Aspect et al., 1982) . Viewed outside of a context of any particular physical theory, both tests possess an equal degree of validity: they both involve a fair sampling assumption and thus suffer from the detection loophole (Pearle, 1970) .
Further evidence of the entangled nature of the delocalized single photon is its applicability as a resource in quantum communication protocols such as remote state preparation (RSP) as we discuss below 16 . b. Remote state preparation using a nonlocal single photon
To implement RSP, Alice performs a measurement on her share of the entangled resource in a basis chosen in accordance with the state she wishes to prepare. Dependent on the result of her measurement, the entangled ensemble collapses either onto the desired state at the receiver (Bob's) location, or can be converted into it by a local unitary operation.
The experiment on tomography of the dual-rail qubit can also be interpreted as an implementation of the remote preparation protocol in the continuous basis (Babichev et al., 2004a) . By performing a homodyne measurement on her part of the entangled state (50) and detecting a particular quadrature value Q θA = Q at the local oscillator phase θ, Alice projects the entangled resource (50) onto a quadrature eigenstate Q θA |:
which is just a coherent superposition of the singlephoton and vacuum states
16 The first theoretical proposal of quantum teleportation was made by Bennett et al. (1993) ; RSP was analyzed in (Lo, 2000; Bennett et al., 2001; Pati, 2001; Paris et al., 2003; Bennett et al., 2005) . Both protocols allow disembodied transfer of quantum information between two distant parties by means of a shared entangled resource and a classical channel. The difference between them is that in teleportation, the sender (Alice) possesses one copy of the source state, while in RSP she is instead aware of its full classical description.
where x = τ Q θ , θ|1 = τ ψ 1 (Q θ )e −iθ and y = −ρ Q θ , θ|0 = −ρψ 1 (Q θ ) are expressed through the Fock state wave functions given by Eq. (23). By choosing her LO phase θ A and postselecting a particular value of Q θA , Alice can remotely prepare an arbitrary coherent superposition of states |0 and |1 , in other words, any arbitrary single-rail optical qubit (Babichev et al., 2004a) . c. Teleportation using a nonlocal single photon
The entangled nature of the nonlocal single photon also permits quantum teleportation of single-rail optical quantum bits of a form α 0 |0 +α 1 |1 . The standard Bennett protocol (Bennett et al., 1993) is realized by Alice performing a Bell-state measurement on the source state and her share of |Ψ qubit . She overlaps the two modes on a beam splitter and counts photons in its two outputs using detectors D1 and D2. If these detectors register one and zero photons, respectively, the input state of the Bell-state analyzer is projected onto |Ψ qubit and Bob's channel obtains a copy of the source state. Restricting to these events, one can perform OHT measurements on the teleported state. Ideally, the above protocol requires number resolving photon detectors; however, even with non-resolving, inefficient commercial detectors the teleportation protocol would exhibit high fidelity for α 1 /α 0 < ∼ 1 (Özdemir et al., 2002) . Another interesting feature of the protocol is the removal of the Fock terms with n > 2 from the teleported ensemble if those were present in the source state (the "quantum scissors" effect (Pegg et al., 1998)). Babichev et al. (2003) implemented the protocol experimentally by using a weak pulsed coherent state as the source. Given commercial photon counters, only conceptual demonstration of the effect could be done. To verify the nonclassical nature of teleportation, the optical phase of the source state was varied and the phase of the teleported state was observed to vary accordingly although nothing was done directly to Bob's share of the original entangled state |Ψ qubit . The teleported state was also characterized by means of OHT for various input amplidudes. The teleportation fidelity approached unity for low input amplitudes but with this parameter increasing, it quickly fell off due to the effect of "quantum scissors".
E. Homodyne tomography in quantum optical technology
The goals of quantum optical technology can be defined as mastering our abilities to synthesize, manipulate, and characterize arbitrary quantum states of the electromagnetic field. As discussed in Sec. III.A, homodyne tomography is irreplaceable if complete (not postselected) characterization of the engineered state is required. In a few examples below, we illustrate the role of continuous-variable tomography in engineering of complex quantum states of the light field that can be used in quantum information technology.
Characterization of rudimentary quantum gates
Any computational gate -quantum or classical -requires nonlinear interaction of participating information carriers: certain information registers change their values dependent on values of other registers. Although photons are excellent carriers of quantum information and are highly immune to decoherence, they have long been considered unsuitable as the principle medium for quantum information processing because of their poor capability for nonlinear interaction: there are no bulk materials exhibiting optical nonlinearity at single-photon intensity levels. The situation has changed with seminal theoretical works by Knill et al. (2001) and Koashi et al. (2001) who showed that the required nonlinearity can be effectively simulated by conditional quantum measurements performed on optical modes interfering on a linear optical element such as a beam splitter.
An experinent by Lvovsky and Mlynek (2002) demonstrated how a conditional measurement can simulate nonlinearity using interference of single-photon and coherent states at a high-reflection beam splitter. One of the beam splitter outputs was subjected to a quantum measurement via a single-photon detector (SPD). In the event of a "click", this detector triggered a homodyne measurement in the other (signal) channel [ Fig. 9(a) ]. The signal ensemble was thus prepared conditioned on one of the beam splitter output states being the single-photon state, i.e. identical to that in one of the inputs. Contrary to the classical intuition, the signal was found to differ from the original ("target") coherent state |α : it was approximated by a coherent superposition |ψ s ∝ t|0 + α|1 , t 2 being the beam splitter transmission. A highly classical coherent state was thus converted into a nonclassical single-rail qubit thanks to a measurement-induced nonlinearity. The effect of such transformation was called quantum-optical catalysis because of the role of the single photon, which facilitates generation of a non-classical signal ensemble without being affected by this interaction.
The output state was characterized by means of OHT; the phase-dependent quadrature measurement data and the density matrix reconstructed using the pattern function method is shown in Fig. 9(b,c) . The only nonnegligible elements are associated with Fock states |0 and |1 ; an excessive fraction of the vacuum state is due to experimental inefficiencies in preparing the singlephoton state and its measurements [see Eq. (49)]. The Wigner function of the reconstructed state is shown in Fig. 3 .
This experiment can be seen as an implementation of the first of two stages of the nonlinear sign shift quantum gate, the basic element of the single-rail linear-optical quantum computation scheme (Lund and Ralph, 2003) . It is also useful for distillation of two-mode quadratureentangled states in a protocol resembling that proposed by Browne et al. (2003) : if such a state is prepared with only a small fraction of the nonzero photon-pair terms, this fraction can be enhanced by applying the catalysis procedure to each mode. Also, if the OHT measurement in the signal channel is made without conditioning on the single-photon detection event, the signal ensemble will approximate another important nonclassical state of light, the displaced Fock state (De Oliveira et al., 1990 and references therein). An experiment on homodyne reconstruction of this state has been reported recently (Lvovsky and Babichev, 2002) .
Squeezing of single photons
Generating non-Gaussian quadrature statistics from pulsed squeezed vacuum was reported by Wenger et al. (2004b) The experiment, whose scheme is shown in Fig. 10(a) , employs parametric deamplification of 150-fs, 40-nJ pulses at 850 nm in a 100 µm non-critically phase matched KNbO 3 crystal to generate pulsed squeezed vacuum (Wenger et al., 2004a) . Time-domain homodyne detection was used, similar to that developed in Smithey et al. (1993a) , Munroe et al. (1995) and Hansen et al. (2001) . The squeezed vacuum |Ψ s , which can be written in the Fock basis as
was subjected to a photon subtraction operation (Dakna et al., 1997) . The latter is done by transmitting the state through a low-reflection (in this experiment, ρ 2 = 0.115) beam splitter and conditioning the output on registering a photon reflected off the beam splitter. The output is then approximated by
which is the squeezed single-photon state that can be reconstructed using homodyne tomography. As expected, the experimentally reconstructed state contained a significant fraction of the vacuum; yet the efficiency is sufficiently high so the measured Wigner function clearly resembles that of a squeezed single-photon state. This experiment, which combines, for the first time, the techniques of conditional preparation of single photons and pulsed squeezing, is a significant technological breakthrough in quantum optical information technology. In particular, it is one step in the distillation scheme for quadrature-entangled two-mode squeezed states (Browne et al., 2003) . Also, the state (54) approximates, to a high precision, the odd Schrödinger cat state N [|α − |−α ]. As demonstrated by Lund et al. (2004) , two Schrodinger cats of coherent amplitudes α can be employed in a conditional linear-optical setting to generate a single cat state of a larger amplitude α √ 2. A remarkable practical advantage of this protocol is that it requires neither null single photon detection nor photon number discrimination. Large "Schrödinger cat" states are of immense importance in both basic and applied aspects of quantum physics (Bužek and Knight, 1995) .
Single-photon-added coherent states
Photon-added states (Agarwal and Tara, 1991) are generated when the photon creation operator acts on an arbitrary state |ψ of light: |ψ, m = (â † ) m |ψ . They are nonclassical due to a vanishing probability of finding n < m photons (Lee, 1995) . Of special interest are photon-added coherent states |α, m because in the limit of large α, they approximate highly classical coherent states |α while for α → 0 they become highly nonclassical Fock states |m . Therefore, photon-added coherent states can be interpreted as a link between the particle and wave aspect of the electromagnetic field.
Experimentally, photon addition can be implemented using a procedure opposite to photon subtraction described in the previous section. Instead of passing through a beam splitter, the target state is transmitted through a signal channel of a parametric down-conversion setup [ Fig. 11(a) ]. If a photon pair is generated in the down-converter, a photon is added to the target state. This event, which is heralded by a single photon emerging in the trigger channel of the down-converter, can be followed by a OHT measurement of the signal ensemble.
This scheme was implemented, for the first time, by Zavatta et al. (2004a Zavatta et al. ( , 2005 . Thanks to a high-bandwidth time-domain homodyne detector (Zavatta et al., 2002) , no pulse-picking was necessary so the setup could be made highly compact and phase stable. Fig. 11(b) demonstrates how an increasing amplitude of the input coherent state results in a gradual transition from the Fock state to an approximation of a coherent state. An interesting feature observed in SPACS of moderate amplitudes is quadrature squeezing (up to 15%) associated with certain phases.
The technology developed in the experiment on reconstruction of SPACS opens up a possibility for engineering and characterization of more complex quantum states of light. For example, a coherent superposition of the single-photon and vacuum states, generated using one of the methods described above (Babichev et al., 2004a; Babichev et al., 2003; Lvovsky and Mlynek, 2002) can be fed into the signal channel of the photon-addition setup [ Fig. 11(a) ] while a weak coherent state enters its trigger channel. In this case, emergence of a trigger photon signifies the generation of a coherent superposition α |0 + β |1 + γ |2 in the signal, where the amplitudes of individual terms can be controlled by choosing the parameters of the input states. Using several stages of repeated down-conversion in a chain of nonlinear crystal one can, theoretically, engineer any arbitrary coherent superposition of Fock states (Clausen et al., 2000) . By applying entangling schemes of linear-optical quantum computation, one can further extend quantum state engineering to the multimode domain.
IV. SPATIAL QUANTUM-STATE TOMOGRAPHY
A. The photon wave function As we discussed in Sec. II.A, homodyne tomography measures the quantum state of light occupying the optical mode defined by the local oscillator pulse. It is therefore important to achieve a good matching between the signal and LO modes. This task, straightforward for classical waves, becomes tricky if the signal is in a quantum state of weak intensity. In practice, it can be resolved by modelling the quantum field by a strong classical one (see Sec. III.C). It is desirable, however, to find a more general solution -that is, to establish a technique that would allow one to fully measure and characterize an optical mode containing a given quantum state, for example, the single-photon state.
To this end, we are adopting an approach different from that in previous sections (see Sec. III.D.3 for a detailed discussion). We are considering the photon not as a state of a field mode, but as a physical carrier of a state represented as the distribution of the photon over a continuum of spatial locations, and set the goal to find this distribution.
A photon is an elementary excitation of the electromagnetic field. If it is known a priori that only one such excitation exists, it can be treated as a (quasi-) particle, roughly analogous to an electron. It has unique properties arising from its zero rest mass and its spin-one nature (Sipe, 1995; Bialynicki-Birula, 1996) . In particular, there is no position operator for a photon, leading some to conclude that there can be no properly defined wave function, in the Schrödinger sense, which allows localizing the particle to a point. On the other hand, it is known that even electrons, when relativistic, don't have such wave functions, and this opens our minds to broader definitions of wave function. In relativistic quantum theory, one distinguishes between charge-density amplitudes, massdensity amplitudes, and particle-number density amplitudes. These can have different localization properties. Photons, of course, are inherently relativistic, so it is not surprising that we need to be careful about defining their wave functions.
Because a photon is a spin-one particle, its wave function should have three components, forming a (nonoperator) vector field ψ( r, t). Sipe (1995) and BialnickiBirula (1996 BialnickiBirula ( ,1998 argued convincingly that the complex, classical Maxwell field plays the role of the quantum wave function for a single photon (see also Kobe, 1999) ]. The complex Maxwell field is
where E( r, t) and B( r, t) are the usual real transverse electric and magnetic fields. The function ψ( r, t) obeys the transversality condition ∇ ψ( r, t) = 0, and the wave equation (c = speed of light) is
which simply states Faraday's law and the AmpereMaxwell law. This equation is analogous to the Dirac equation for a single electron. Planck's constant does not appear in Eq. (56) because the photon's rest mass is zero. The square | ψ( r, t)| 2 is the probability density to detect the energy of the photon at a location r. The function ψ( r, t) is called the photodetection amplitude (Hong and Mandel, 1986; Walborn et al., 2004) .
Assuming a constant polarization, a single-photon state of the quantized field can be represented by a superposition [cf. Eq. (8)]
is a one-photon state occupying a plane-wave mode with definite momentum p =h k. The function C( k) is the photon wave function in the momentum representation. In the position representation for free space propagation, the matrix element
( ǫ being the polarization vector) fully determines the magnetic field B( r, t), and thus the wave function ψ( r, t). The goal of spatial QST is to reconstruct the state by determining the function E( r, t). Upon replacing the Schrödinger wave field by the Maxwell wave field, we can, in principle, follow the strategy discussed in Sec. I, involving measuring a set of light intensities pr( r, t) ∝ | E( r, t)| 2 , following temporal evolution. However, this has not yet been realized due to the difficulty of measuring light intensities with high time resolution. For this purpose, special nonlinear techniques have been developed, such as frequencyresolved optical gating (Kane et al., 1993) or spectralshearing (Iaconis and . To date, these techniques have not been applied to nonclassical fields.
On the other hand, if one considers a photon propagating in a paraxial beam one can draw a close analogy between the wavefunction describing its transverse degrees of freedom and that of a massive particle under the Schrödinger equation. Suppose a photon is created with a sharp frequency ω 0 and is propagating along the z axis with the wavenumber k 0 = ω 0 /c. In the paraxial approximation, k z ≫ k x , k y and
so we can rewrite Eq. (59) as
in which we define the spatial mode [with
(62) We compare the above expression with the Schrödinger evolution of a free two-dimensional particle of mass m, initially in a superposition |ψ (0) 
where m is the mass of the particle. Expressions (62) and (63) become equivalent if one sets z = ct and m =hk 0 /c. We can utilize this equivalence by applying the program set forth in Eqs. (1)- (4) in order to determine the transverse wave function of a photon. We measure the beam intensity profile I( x, z) = |E( x, z)| 2 in different planes along the beam propagation direction. The transverse degrees of freedom of the wave evolve during propagation, allowing inversion of measured intensity (probability) distributions using the propagator (3), which now takes the form
to determine the transverse wavefunction u( x, z) of the photon.
If the transverse state of the photon is not pure, it is defined by the density matrix
with the angle brackets implying an ensemble average over all statistical realizations of the photon wave function. Here we notice that the above definition is completely analogous to that of the classical field correlation function determining the degree of its spatiotemporal coherence 17 . Therefore, the tomography procedure we have developed for single photons is also applicable to classical fields, making them a useful "testing ground" for singlephoton QST procedures. One can also introduce the transverse, two-dimensional spatial Wigner distribution at a particular plane in the fashion analogous to Eq.(13):
where k x is the transverse-spatial wave-vector component. The transverse Wigner function is reconstructed from a set of beam intensity profiles using the inverse Radon transform. Such a phase-space-tomography scheme was proposed in 1994 by Raymer et al. for quantum or classical waves and implemented for the transverse spatial mode of a "classical" (coherent-state) light beam by McAlister et al. (1995) .
B. Non-interferometric reconstruction
The non-interferometric method just described is best performed with an array detector to image the probability distributions at different propagation distances (Scanning a single detector would be prohibitive.) In addition, for a reliable reconstruction, it is necessary to ensure that the beam waist (its region of minimum spatial extent) occurs well within the measured zone. If this is not the case, then only partial state reconstruction is possible. In the case of a limited scan, the density matrix in momentum representation can be measured everywhere except for a band around the diagonal, whose width decreases as a larger range of longitudinal distances (time-of-flight) is measured . This was the case in a demonstration of transverse spatial QST of an ensemble of helium atoms (Kurtsiefer et al., 1997; Janicke and Wilkens, 1995) .
By using lenses (for light or for atoms), the waist region can be brought into range for imaging, thus ensuring a reliable reconstruction (Raymer et al., 1994; McAlister et al., 1995) . Suppose a beam propagates through a lens at z = d, with focal length f , to a detection plane at z = D (Raymer et al., 1994) . The Maxwellfield propagator (64), in paraxial approximation, takes the form
Here C is a constant and h(x) is an unimportant phase function.
The first measurements of this type were carried out for macroscopic ("classical") fields from a laser . Figures 12 and 13 show the setup and the reconstructed data in the object plane, for the case of a two-peaked field distribution created by reflecting the signal beam from a two-sided reflecting glass plate. The field correlation function E(x 1 )E * (x 2 ) (which in this case should not interpreted as a quantum density matrix) was reconstructed using the method in Raymer et al. (1994) -the inverse Radon transform of intensity distributions measured for different lens and detector position combinations.
For the data in Fig.13(a) , the neutral-density filter ND was replaced by a beam block, so two coherent beams comprised the signal. Four lobes are seen in the reconstructed field correlation function. Figure 13(c) shows the reconstructed field and the phase profile. For the data in Fig.13(b) , the beam block BB was inserted in the lower beam (as shown) and the second beam component was created by reflection from a mirror M3 mounted on a translator driven by a random voltage, so two mutually incoherent beams comprised the signal. In this case, the off-diagonal lobes are missing in the reconstructed field correlation function, as expected. This experiment verified the method of phase-space tomography for reconstructing spatial field correlations at the macroscopic level. applied a similar technique to reconstruct the optical mode emerging from a two-slit interferometer and obtained a Wigner function with negative values, similar to that of Kurtsiefer et al. (1997) . The method has been applied to study light scattering from complex fluids (Anhut et al., 2003) .
Other methods for classical wave-front reconstruction have since been developed (Iaconics and Walmsley, 1996; Cheng et al., 2000; Lee et al., 1999) and applied (Cheng and Raymer, 1999; Lee and Thomas, 2002; Lee and Thomas, 2005) .
A method has been elaborated for characterizing single-photon states in terms of a discrete spatial basis (Sasada and Okamoto, 2003; Langford et al., 2004 ) and a proposal has been made for generalizing this to arbitrary beams (Dragoman, 2004) .
C. Interferometric reconstruction by wave-front inversion
A technique for continuous-spatial-variable characterization of single-photon fields was proposed by Mukamel et al. (2003) , and recently implemented by Smith et. al. (2005) . The method uses a parity-inverting Sagnac interferometer to measure the expectation value of the parity operatorΠ, 18 which, as first shown by Royer (1977) , is proportional to the Wigner distribution at the phase space origin:
The Wigner function at an arbitrary phase-space point can be determined by measuring the parity expectation value of the mode displaced in the phase space in a manner similar to that proposed by Banaszek (1999) and discussed in the end of Sec. II.D.4 for Wigner functions in the field quadrature space:
Experimentally, the displacementD is implemented by physically shifting the mode location by x and tilting its propagation direction by k x (see Fig. 14) . The mode parity is measured as follows. One decomposes the signal field into a sum of even and odd terms,
the terms in angular brackets being the experimentally measurable mean intensities or photon count rates for a given shift and tilt ( x, k x ). This measurement is achieved by means of a dove-prism (Mukamel et al., 2003) or an all-reflecting (Smith et al., 2005) Sagnac interferometer as shown in Fig. 14 . The beam is split at beam splitter BS, after which the two beams travel in different directions around the Sagnac loop. Each beam travels out-of plane to reach the center mirror in the topmirror configuration, which has the effect of rotating the wave fronts by ±90
• , depending on direction, in the x-y plane. The net result is the interference of the original field with its (two-dimensional) parity-inverted image. Any odd-parity beam [E(−x, −y) = −E(x, y)] passes through to detector D1, while any even-parity beam [E(−x, −y) = E(x, y)] reflects back toward the source, and is detected by D2. By subtracting the average count rates integrated over detector faces large enough to capture all signal light, one measures the Wigner distribution at a point in phase space, according to Eq. (70). One can also use only one detector, in which case the average counting rate, as a function of x and k x , is proportional to the Wigner distribution plus a constant, which must be subtracted.
In order to apply this technique in the photoncounting regime, one would like to use high quantumefficiency avalanche photodiodes (APDs) operating in Geiger mode. Unfortunately, these typically have very small detector area (0.1 mm diameter), making them unsuitable for detecting beams with large intrinsic divergence. The experiment by Smith et al. (2005) used a single large-area photon-counting detector D1. The detector was a photomultiplier tube with 5 mm diameter, 11% efficient at wavelength 633 nm. Figure 15 shows results obtained for an expanded laser beam after passing through a single-slit or double-slit aperture placed in the beam just before the steering mirror. The beam was attenuated so that only a single photon was typically present at any given time. Again, these results are similar to those obtained by Kurtsiefer et al. (1997) for a beam of helium atoms. Note that although the Wigner functions shown in Fig. 15 are the "Wigner functions of the single-photon Fock state", they represent quantum objects fundamentally different from that plotted in Fig. 7 . The latter describes the quantum state of a specific electromagnetic oscillator while the former describes the superposition of electromagnetic oscillators carrying a specific optical state.
The ability to measure quantum states or wave functions for ensembles of single photons can be generalized to pairs of photons. As pointed out in Mukamel et al. (2003) and Smith et al. (2005) , if a photon pair in a position-entangled stateρ AB can be separated, then each can be sent into a separate Sagnac interferometer, and subsequently detected. The rate of coincidence counts is proportional to a sum of terms, one of which is the two-photon Wigner distribution,
[where D ≡ D( x A , k xA , x B , k xB )] which can be extracted from the counting data. If the state is pure, this Wigner function can be transformed into the "two-photon wave function", defined by
Measuring the two-photon wave function would provide a complete characterization of position-entangled states, which are of interest in the context of Einstein-PodolskyRosen correlations or Bell's inequalities with photon position and momentum variables (Howell et al., 2004) .
V. SUMMARY
This review covers recent developments in theoretical and experimental aspects of optical homodyne tomography and spatial quantum-state tomography as methods for characterizing quantum states of light. An emphasis is placed on their quantum optical information processing applications.
Quantum information deals mainly with "discrete" quantum objects, such as photons and qubits while homodyne measurements involve an inherently "continuous" basis of quantum quadratures. Applying OHT to quantum information brings about a unification of these previously independent domains of quantum optics and is thus both challenging and rewarding. In this paper, we addressed many of the arising challenges and explained why one should make an effort to overcome them.
Time-domain, "whole-pulse" homodyne detection, needed for quantum information applications, requires a balanced detector with ultra-low-noise amplification over a wide spectral range from DC to at least the local oscillator pulse repetition rate. We discussed several existing models of such detectors and the difficulties associated with their improvement.
We also examined numerical methods of reconstructing the quantum state from a set of field quadrature samples acquired via BHD. We showed that the maximum likelihood approach is advantageous with respect to the inverse integration (deterministic) methods, particularly because it permits the incorporation of a priori constraints on the density matrix into the reconstruction procedure.
OHT requires good matching between the optical modes containing the signal and local oscillator waves. Achieving this condition is nontrivial if the signal field is generated by an independent or a semi-independent source, which is usually the case for photons and optical qubits. Concentrating on preparing photons using conditional measurements on biphotons, we discussed how to obtain high purity spatiotemporal optical mode and high quality mode matching. Narrow filtering of the idler channel, commonly used at present, achieves this goal at the expense of a poor preparation rate. Progress towards a promising alternative scheme, involving creation of a photon pair with uncorrelated spatial and temporal properties, has been reported recently.
After addressing these technical issues, we reviewed recently demonstrated applications of homodyne tomography to discrete-variable quantum optical states. We discussed tomography of single photons, single-and dualrail qubits, displaced Fock states, photon-added states, and squeezed Fock states. OHT is also useful for characterizing optical quantum logic primitives, such as quantum teleportation, remote state preparation, and rudimentary logic gates. The advantage of OHT with respect to traditional, photon-counting-based characterization of qubit ensembles is that the information it provides is more complete and includes quantum amplitudes that fall outside of the assumed two-state Hilbert space. In this context, we discussed the delocalized single-photon state (the dual-rail qubit) and showed a number of experiments providing evidence in favor of its entangled nature, including a violation of the Bell inequality.
Finally, we presented continuous-wave tomography of optical spatial modes, particularly in application to the single-photon state. Although an optical mode of a particle-like state and the state of the field within a specific mode are fundamentally different quantum concepts, there are many similarities in the reconstruction methodology. Furthermore, characterization of optical mode is highly relevant for minimizing the mode matching losses in homodyne detection.
Because this review paper covers many practical aspects of OHT, we hope it can serve as a guide to physicists aiming to implement this method in their laboratories. Figures   FIG. 1 Balanced homodyne detection. • from CL1 and CL2) is varied in position, and intensity profiles in the z = D plane are imaged and recorded using spherical lens SL and the camera. Profiles are measured for 32 combinations of distances d and D. The piezoelectric transducer (PZT) introduces partial coherence between the two peaks. From . . Each shows a shear associated with beam divergence. In both cases, the interference fringes oscillate positive and negative, as expected for a nonclassical momentum state. In the case of two slits, the fringes can be understood as resulting from a superposition ("Schrödinger cat") state of two well-separated components. From (Smith et al., 2005) .
