The constrained space orbital variation ͑CSOV͒ method for the analysis of the interaction energy has been implemented in the periodic ab initio CRYSTAL03 code. The method allows for the partition of the energy of two interacting chemical entities, represented in turn by periodic models, into contributions which account for electrostatic effects, mutual polarization and charge transfer. The implementation permits one to carry out the analysis both at the Hartree-Fock and density functional theory levels, where in the latter the most popular exchange-correlation functionals can be used. As an illustrating example, the analysis of the interaction between CO and the MgO ͑001͒ surface has been considered. As expected by the almost fully ionic character of the support, our periodic CSOV results, in general agree with those previously obtained using the embedded cluster approach, showing the reliability of the present implementation.
I. INTRODUCTION
The decomposition of the interaction energy between two chemical entities on the grounds of the underlying physical contributions constitutes one of the main issues in the analysis and understanding of chemical interacting systems. With this purpose, both perturbational and variational computational procedures have been proposed. In both cases, the interaction energy is rebuilt by computing different terms from the wave functions of the separate monomers.
The constrained space orbital variation ͑CSOV͒ method was initially introduced by Bagus et al. 1, 2 and falls in the framework of the variational type of approaches, first developed by Morokuma 3 and Ziegler and Rauk. 4 This procedure allows one to decompose the interaction energy into physically meaningful contributions, building specific variational spaces on the basis of the orbitals of isolated monomers. Depending on the set of orbitals frozen, it is then possible to estimate the different physical contributions to the interaction energy. Although the CSOV method was originally intended for the analysis of the interaction of closed shell ligands with metals, it was later generalized and can be applied to decompose the interaction energy of almost any chemical bond. 5 In particular, it has been extensively used to analyze the interaction between adsorbates and surfaces.
As most of the variational procedures for analysis, the CSOV method was initially implemented on a Hartree-Fock ͑HF͒ based scheme and most of its applications have been performed at such uncorrelated level. Nevertheless, the influence that electron correlation exerts on the adsorbatesubstrate interaction energy suggests that the contribution of the various physical mechanisms involved in a given chemisorption bond is also susceptible to change. However, decomposing the interaction energy obtained from highly correlated ab initio wave functions appears to be a quite involved task, which is only achieved for some simple multiconfiguration self-consistent-field ͑MCSCF͒ cases. 6 This limitation was later overcome using the single determinant form of the Kohn-Sham ͑KS͒ approach to density functional theory ͑DFT͒ which allows one to perform the CSOV analysis in a rather straightforward way simply using the KS orbitals in the variational procedure. This implementation was first done by Neyman and co-workers 7, 8 and later incorporated in a general purpose program as HONDO95 by Dupuis et al. 9 A comparison of the differences between the HF and the DFT physical contributions to the interaction energy has also been reported.
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A still remaining drawback of the CSOV method arises from its original design oriented to molecular species, and, therefore, its application is limited to "molecular" cases, i.e., gas phase calculations or extended systems described through finite models. As mentioned above the method has been extensively used to interpret adsorbate-surface interactions, in which case the surface has been modeled by using either finite clusters or clusters embedded in an array of point charges and/or model potentials to at least incorporate into the electronic Hamiltonian the electrostatic contributions of the environment ͑see for instance Ref. 11͒. This, of course, limits the application of the method to those materials where such embedded cluster models are possible and even then a͒ On leave from Departamento de Química Física, Universidad de Sevilla, Spain.
b͒ Author to whom correspondence should be addressed. Fax: ϩ34-954557177. Electronic mail: sanz@us.es one have to deal with the actual value of the point charges, an issue which is always difficult to set up for any not fully ionic material. 12 The technical limitations of the ab initio embedded cluster models in surface chemistry and chemisorption are clearly overcome by the use of ab initio theory under periodic boundary conditions. Either using plane waves or Gaussian functions as basis set, this formulation allows for an elegant and powerful description of the extended nature of a solid employing an infinite model. 13, 14 Because of its computational advantages and reliability, the periodic ab initio theory has been widely used during the last years, up to the point that most of the theoretical research on surface properties published nowadays makes use of periodic codes. Nevertheless, the analysis and physical interpretation of the surface-adsorbate interaction can only be made at a qualitative level in many cases. For example, the study of the charge transfer between a supported metal and a surface can qualitatively be performed from the maps of the electron density differences, but to obtain quantitative conclusions it is necessary to integrate the density for a given ͑unknown͒ radius. More details might also be obtained from the density of states projected onto some atoms and by analyzing the new features with respect to the isolated system. However, a quantitative conclusion and a direct estimation of such contributions to the interaction energy are still not possible.
As a practical alternative to circumvent these issues there still is the possibility to use mixed periodic-cluster strategies. In this case the periodic based calculations are followed by an analysis using a cluster tailored from the infinite model. This alternative has recently been used, for instance, in the analysis of the interaction energy between alumina surfaces and transition metals as Cu, Ag, Au, and Pd. 15, 16 However, besides its unwieldiness, a key aspect in such a type of calculations refers to the surface relaxation that can change not only the energetics of the problem, but also the qualitative description of the chemisorption, 17 and that it is not always properly accounted for in embedded cluster calculations.
In this paper, we present for first time the combination of the advantages of periodic model and CSOV analysis. To this purpose we have extended the CSOV strategy to account for the crystalline systems. In this scheme the partition into variational spaces is not performed on the whole model space, which in the periodic model is infinite, but on a set of subspaces invariant under space symmetry operators. Owing to the computational techniques usually employed in the periodic approach, those subspaces are of finite dimension, and only a finite number of them are enough to describe the whole system. The procedure has been implemented in the periodic code CRYSTAL03. 18 Beyond the well-known reliability and performance of the code, the choice provides, in this case, several additional advantages with respect to the most popular plane-wave methods. First of all, CRYSTAL spans the wave function as a linear combination of atomic orbitals, being therefore a natural extension of the procedures used in traditional quantum chemistry into which the CSOV analysis has been formulated. In addition, the full exploitation of space symmetry performed in the code provides not only a better performance in many symmetric surface-adsorbate systems, but also allows for an efficiently use of the CSOV scheme in the study of the interaction between general threedimensional ͑3D͒ sublattices, a situation that often occurs in clathrates, mixed molecular crystals, or zeolite chemistry, among others. Last but not the least, the periodic theory under localized basis sets permits to easily and efficiently compute the exact exchange energy. Beyond its usefulness in the computation of the HF energy, the exact exchange allows to define hybrid DFT exchange functionals that are widely employed in the molecular quantum chemistry owing to its very often revealed accuracy, in many cases comparable to high level correlation methods but at signficantly lower computational cost.
The paper is arranged as follows. In the next section, after a brief description of the CSOV method, we report the basic aspects of the implementation in a periodic model. In Sec. III we perform a test of the procedure using as a case study the well-known problem of adsorption of CO on the MgO͑001͒ surface. This system has been extensively studied in the past years and may be considered as a paradigm in surface science which has been the subject of many theoretical papers, 19 not always exempt of controversy ͑see for instance Refs. 20 and 21 and references therein͒. Finally the main conclusions are outlined in Sec. IV.
II. THE CSOV ANALYSIS FOR PERIODIC SYSTEMS

A. The CSOV method
The CSOV foundations have been described in detail in the literature ͑see for instance Ref. 5͒, however, to properly understand the physical significance of the periodic implementation it is necessary to briefly review the different steps that are followed in the molecular case. In the CSOV analysis, the interaction between two fragments or units A and B is analyzed by computing wave functions where variational changes from the initial separated fragments are allowed to occur in well-defined, controlled steps. Each step measures a physically interpretable contribution to the studied observable in such a way that it is decomposed into a nonbonding contribution ͑Pauli or nonbonding electronic repulsion͒ plus bonding contributions corresponding to internal ͑intraunit͒ rehybridization or polarization and ͑interunit͒ charge transfer contributions. To set up the procedure it is first necessary to divide the full variational space of the supersystem AB to form sets of orbitals that will be used in the constrained variations. The full variational space is divided into four sets. The occupied orbitals on A and B form two of these sets, denoted by OA and OB, and the unoccupied, or virtual, orbitals on A and B form the other two sets, denoted by VA and VB. The starting point of this process, step number 0, corresponds to the simple superposition of the separated frozen densities ͑FO= frozen orbital͒ of both fragments. At this step no variation or changes in the superposed charge density other than proper normalization of the FO wave function for AB are allowed. Only the electrostatic interactions between A and B are considered for this starting point; this includes the Pauli repulsion due to the nonbonding overlap or interpenetration of the charge distributions OA and OB. In the next step, the fragment A electron density is fixed, but the orbitals arising from fragment B are allowed to vary in their own basis space by adding the set VB to the variational space ͑which of course must be kept orthogonal to that of A, yielding the B polarization contribution to the observable. In CSOV step 2, the A orbitals are still fixed, but now the B orbitals are varied in a space that includes the virtual unoccupied molecular orbitals of A. This measures the effect of B to A charge transfer and covalent bonding, and unfortunately, it also accounts for a possible basis set superposition error ͑BSSE͒. In a similar way, in CSOV step 3, the A fragment is relaxed in its virtual space adding the set VA to the varational space ͑while the occupied space of B is that obtained at step 2, the virtual space of B is restored at its initial configuration, and the whole set is properly orthogonalized͒, giving the A polarization contribution. Finally, in CSOV step 4, the A to B charge donation contribution is measured. The difference between the sum of all these contributions and the full variational, unconstrained result yields an estimation of the completeness of the variational freedom allowed to the wave function during the CSOV procedure, so that small values of this difference indicate that essentially all important bonding effects have been taken into account during the CSOV analysis.
B. Periodic implementation
The basic idea of the present method is to exploit the diagonal block factorization of the Fock ͑and KS͒ matrix when it is given in terms of a basis of symmetry adapted orbitals. Since orbitals belonging to different irreducible subspaces do not mix during any variational procedure, the CSOV analysis can be performed independently in each subspace without any loss in the description, while giving the possibility to deal with infinite periodic systems, as it is shown in what follows.
According to the previous considerations, let us now consider a crystalline system, that for convenience we will also denote as AB, although now it refers to the interaction between two component sublattices, namely, A and B. All three systems have the same periodicity, therefore the interaction energy per unit cell between both sublattices reads ⌬E AB = E AB − E A − E B , where the terms at the right hand side are the total energy per unit cell of the full and the component lattices, respectively. To perform a quantitative evaluation of the weight of the different physicochemical effects involved in the interaction between A and B, ⌬E AB , we follow a way parallel to that of CSOV for molecules and we start by considering the partition of the Fock ͑or KS͒ matrix of the whole system AB into sub-blocks, attributed to occupied and virtual orbitals of each component sublattice. This is performed via a previous transformation into a basis set constituted by the re-orthonormalized canonical orbitals of A and B computed separately.
In CRYSTAL ͑Ref. 22͒ a basis set of symmetry adapted crystalline orbitals 23 ͑SACOs͒ is used to transform the Fock matrix into block diagonal form, each block being in one-toone correspondence to an irreducible representation ͑irrep͒ of the space symmetry group of the system. These irreps are labeled here by the symbol ͑k , r͒, which refers to point k in the Brillouin Zone ͑BZ͒ of reciprocal space and the r-irreducible representation of the corresponding k-little group, respectively. Each SACO is a linear combination of k-atomic Bloch functions generated from a translationally invariant set of localized atomic orbitals ͕ ͑r͖͒ =1 N according to
where s gives the position in the reference cell of the nucleus on which orbital is centered, and the sum runs over the set of lattice vectors. Atomic orbitals are in turn expressed as linear combinations of Gaussian-type orbitals such as in most molecular quantum chemistry implementations. Concerning the set of k points considered for sampling along the BZ, it is finite and generated employing the widely used Monkhorst-Pack scheme. 24 Each block of the Fock matrix in the SACO basis set, F ij ͑k,r͒ , is independently diagonalized during the SCF procedure to compute the corresponding occupied and virtual crystalline orbitals and energy bands.
In the present periodic CSOV implementation, the symmetry of the overall system AB is also imposed on the component sublattices A and B. This permits one to straightforwardly extend the CSOV partition scheme, initially formulated for a single molecular Fock matrix, to each ͑k , r͒ block in the periodic case. In this approach the SACOs used to construct the Fock matrix blocks of AB are actually the canonical Bloch orbitals of A and B ͑already symmetry adapted͒. At each ͑k , r͒ irrep there are n ͑k,r͒ occupied and p ͑k,r͒ virtual orbitals in A, as well as m ͑k,r͒ occupied and q ͑k,r͒ virtual orbitals in B, which span subspaces OA ͑k,r͒ , VA ͑k,r͒ , OB ͑k,r͒ , and VB ͑k,r͒ , respectively. The set of orbitals is next Gram-Schmidt orthonormalized and employed to construct a transformation matrix, namely, T ͑k,r͒ , which allows to compute a new ͑k , r͒-Fock matrix according to
Following the original proposal, 1 this periodic CSOV implementation is developed in several steps. In each of them, a set of FЈ ͑k,r͒ matrices is generated by means of transformations T ͑k,r͒ . In these matrices some of the sub-blocks that correspond to the coupling of a pair of subspaces P and Q, namely, F P,Q Ј ͑k,r͒ , where P , Q ͕OA ͑k,r͒ , OB ͑k,r͒ , VB ͑k,r͒ , VA ͑k,r͒ ͖ set to zero, and the modified ͑k , r͒-Fock matrices are used to initiate the constrained SCF calculations. The steps are as follows:
• Step 0: matrices T ͑k,r͒ are constructed for each irrep by orthonormalizing the eigenvectors of A and B in the order OA ͑k,r͒ OB ͑k,r͒ VB ͑k,r͒ VA ͑k,r͒ . In the resulting FЈ ͑k,r͒ matrices, all but the diagonal sub-blocks are set to zero. In this way, orbital variation inside each subspace is only allowed.
• Step 1: The eigenvectors of the previous step are now used to construct matrices T ͑k,r͒ and FЈ ͑k,r͒ . The mixing between occupied and virtual orbitals of B under the field generated by A is now allowed by including F OB,VB Ј ͑k,r͒ among the nonzero sub-blocks.
• Step 2: As in step 1, the transformed Fock matrices are computed using the eigenvectors of the previous step. In this case the variation space is extended making zero the same sub-blocks as in step 1 except for F OB,VB Ј ͑k,r͒ .
• zero so as to initiate the SCF process.
• Step 4: Similar to step 2, but exchanging A and B.
• Step 5: All blocks are kept from the original FЈ ͑k,r͒ block matrices. A nonconstrained orbital variation is performed in the SCF.
The CSOV energy partition of the interaction energy is given by five terms ⌬E͑n͒ = E͑n͒ − E͑n −1͒ , n =1, ... ,5, where E͑n͒ is the total energy obtained at the nth CSOV step.
III. TESTING THE CSOV IMPLEMENTATION
Many systems of the form atom/molecule deposited on a surface have been analyzed in order to understand the properties of the adsorbate-substrate bond. The ͑001͒ surface of MgO is certainly one of these "ideal surfaces," for which a vast collection of both experimental and computational modeling results have been reported. Since carbon monoxide has been widely used as probe molecule in surface science, the CO / MgO ͑001͒ system constitutes the prototypical case study specially suited to test our implementation. Indeed, many theoretical studies, with different degrees of sophistication, have addressed such an interaction. 19, 26, 27 Nevertheless, although the system seems to be structurally simple, the accurate estimation of the interaction energy appears to be rather elusive since the binding energy ͑BE͒ is actually very small: 0.13 eV experimentally determined using a MgO single crystal. 28 A theoretical analysis of the nature of the interaction between CO and the perfect ͑001͒ surface was first reported by Pacchioni et al. 29 employing an embedded cluster approach. Using the CSOV partition scheme these authors concluded that electrostatic and Pauli exchange repulsion were the main driving forces, whereas charge transfer was negligible. Somewhat later Mejías et al. 11 reported a detailed analysis of this interaction using clusters of different size embedded in both an array of point charges and model potentials. Although the conclusion about the nature of the interaction was similar to that formerly reported, that work revealed the role played by some technical aspects inherent to this type of modeling such as oscillatory behavior, size of the array of charges, finiteness of point charges, etc.
More recently, in an already mentioned paper, Damin et al. 20 reported on a study of the CO / MgO͑001͒ interaction using CRYSTAL ab initio periodic calculations at both the HF and DFT levels using an alternative tool. Based on classical electrostatics, an expansion of the interaction energy was performed and compared with the results obtained for the CO/Na + and CO / CO 2 . These authors concluded that both polarization and charge transfer components play a negligible role in the binding process of CO to the surface. Likewise, the weak binding energy would result from a large cancellation between electrostatic and exchange repulsion components as formerly suggested by accurate embedded cluster calculations.
To test our CSOV implementation in CRYSTAL03 we have employed the same three-layer slab used in Ref. 20 to model the MgO͑001͒ surface. The cell parameter used to build the slab is 4.250 Å, and some surface rippling have been included consisting of a displacement of both Mg 2+ ions ͑in-wards͒ and O 2− ͑outwards͒ by 0.001 Å. 20 The carbon monoxide was perpendicularly adsorbed to the surface Mg atom through its C atom, and three different coverages were considered, namely, = Fig. 1͒ . To keep as much symmetry as possible, the CO was deposited on both sides of the MgO ͑001͒ slab, after checking for the negligible intraslab CO / CO interaction.
The calculations have been carried out at both the Hartree-Fock and the DFT levels of theory using Becke's three parameter hybrid exchange 30 and the Lee-Yang Parr 31 correlation functional ͑B3LYP͒. The level of accuracy in evaluating the Coulomb and exchange series is controlled by five parameters, 18 for which standard values have been used ͑6, 6, 6, 6, and 12͒. The DFT exchange-correlation contribution is evaluated by numerical integration over the cell volume. Here, integration was performed by means of a pruned grid with 75 radial and a maximum 434 angular points in the region relevant for chemical bonding ͑see keyword LGRID in the CRYSTAL manual 18 ͒. The reciprocal space has been sampled according to a regular net with a shrinking factor of 4, corresponding to six independent k points in the irreducible Brillouin zone.
For the sake of coherence, the same basis sets considered in Ref. 20 have been used, namely, ͑I͒ and ͑II͒, referred to as A and B, respectively, in the original paper. Basis ͑I͒ is of Pople type with triple-zeta valence ͑TZV͒ quality plus polarization on atoms belonging to the CO molecule. The second basis set ͑II͒ is a modification of TZV of Schafer et al., 32 which has been successfully used to model the interaction between CO and the complete series of alkaline cations with methods including electron correlation. 33 A detailed description of both basis sets is provided in Ref. 20 .
Concerning the localization of the CO molecule on the surface and its bond length, the optimized geometries reported in the same work 20 have been considered for each basis set. Briefly, at the B3LYP level the distances between the Mg surface atom and the C atom of CO molecule are 2.61 and 2.64 Å, using basis set ͑I͒ and ͑II͒, respectively, while the distance estimated from Hartree-Fock calculations and basis set A is 3.0 Å ͑with small variations depending on the coverage͒.
In the CSOV analysis the MgO ͑001͒ surface slab is ascribed to group A, and the set of almost noninteracting CO molecules to group B. Notice that all calculations were made using the same reciprocal space ͑k points͒ and space symmetry group. The computed wave functions vectors were used then to build the T ͑k,r͒ matrix at each k point and r-irreducible representation, and performed the SCF in constrained spaces. In this way, by conveniently setting to zero the elements of FЈ ͑k,r͒ , a series of steps each associated to a given physical effects was carried out. A summary of results for each basis set, step by step, is gathered in Table I . In this Table the binding energy is defined as
where E͑A͒ is the energy of the MgO slab, E͑B͒ is the energy of the periodic array of adsorbed CO molecules without the underneath surface, and E͑AB͒ is the energy of the slab interacting with the periodic array of CO molecules. These quantities are negative, and a positive BE value corresponds to a bound state.
At the first glance one can observe a large difference between the DFT results and the HF ones in agreement with the analysis performed in Ref. 20 Some contributions to the interaction energy, as well as the BE itself computed from DFT calculations are roughly twice than estimated from HF wave functions. Furthermore, the FO contribution even changes sign. To rationalize these features lets start considering that at the FO step the energy contains two factors: the purely electrostatic contribution between the carbon monoxide molecule and the surface ͑attractive͒, and the Pauli repulsion ͑negative͒, which accounts for the interaction arising from the electronic densities of the fragments. On going from HF to DFT there is a shrinking of the orbitals that allow CO to lie closer to the surface by ϳ0.4 Å. Such a shorter distance slightly increases the electrostatic attraction through interaction of CO with the surface field, but also largely enhances the Pauli repulsion. From this first step one can conclude that in DFT calculations the Pauli repulsion prevails over the electrostatic attraction, while is negligible at the HF level.
It is also worth to compare these values with that found using the ͓Mg 14 O 25 ͔ 22− cluster embedded in total ion potentials and point charges. 11 As the basis set level in both cases is almost equivalent, let us focus our attention on the effect of the way one models the solid part. In the embedded cluster case, the FO step is also unfavorable likely due to the relatively short CO surface distance ͑2.5 Å͒ used in these calculations which increases the Pauli repulsion. However, the fact that the use of point charges leads to an overestimation of the pure electrostatic attraction has also to be considered. This put in evidence that, even in an ionic system, which is the case most favorable for using charge-embedding techniques, the periodic CSOV analysis can improve the description of the interactions occurring at the surface.
The three next steps account for the polarization of CO, charge transfer from CO to the surface, and surface polarization. Concerning polarization, only the surface electrostatic field exerted on CO contribution has a significant ͑though very small͒ value, while surface polarization is negligible. Also significant is the contribution arising from the CO donation towards the surface. At the DFT level these values are similar to each other and noticeably larger than those found at the HF level. Finally, the last contribution, but not the least, results from the charge transfer from the surface towards the CO molecule. Since these values appear to dominate the interaction one would be inclined to ascribe to this physical ingredient as the main role. However, as previously 20 where periodic boundary conditions were used to estimate the BSSE with the same basis set.
The sum of the contributions leads to final interaction energy close to the full BE estimation showing the coherence of the analysis and that most of the physical effects have been taken into account. The comparison of the present values with those reported in Ref. 11 does not qualitatively change the already described bond mechanism between CO and MgO surface in the sense that there is a weak interaction of mainly electrostatic origin with no noticeably chemical contributions. On the other hand, dispersion forces, not included neither in the DFT nor in the HF approaches, are predicted to bring only a low contribution. 34 However, from a numerical point of view the coherence of the values reported in Table I supports the reliability of the present CSOV implementation, which was the focus of this work.
IV. CONCLUSIONS
In this work we report the implementation of the CSOV method for the analysis of the interaction energy between two chemical entities under the periodic approximation. The routines for the analysis have been implemented in the ab initio code CRYSTAL03. The method allows one to carry out the analysis both at the HF and DFT levels using the most popular exchange-correlation functionals. An initial numerical test for the CO / MgO ͑001͒ system has been performed. The coherence of the different contributions, compared with those previously obtained using embedded cluster calculations shows the soundness of the implementation. The CSOV analysis here reported agrees with previous works and shows that there are no noticeable chemical contributions to the bond between the CO and the oxide surface. From the quantitative point of view, the main difference between the present periodic approach and previous CSOV analyses, performed on embedded clusters for this almost purely ionic system, arises from the weight attributed to the electrostatic forces between surface and adsorbate that seem to be slightly overestimated in the latter. Applications of this analysis to systems relevant in heterogeneous catalysis are currently ongoing.
