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Enrique Arrondo and Carlo G. Madonna ∗
Abstract
In this paper we study arithmetically Cohen-Macaulay (ACM for short)
vector bundles E of rank k ≥ 3 on hypersurfaces Xr ⊂ P
4 of degree r ≥ 1.
We consider here mainly the case of degree r = 4, which is the first un-
known case in literature. Under some natural conditions for the bundle E
we derive a list of possible Chern classes (c1, c2, c3) which may arise in the
cases of rank k = 3 and k = 4, when r = 4 and we give several examples.
1 Introduction
Let X = Xr ⊂ P
4 be a smooth hypersurface of degree r ≥ 1 and let H be the
class of a hyperplane section. It is well known that
Pic(Xr) ∼= Z[H ] ∼= Z (1.1)
and hence we may identify any line bundle L on Xr with the sheaf OXr (nH)
∼=
OXr (n) for some n ∈ Z. We recall the following:
Definition 1.1. Let E be a rank k vector bundle on Xr, r ≥ 1. We call E
arithmetically Cohen-Macaulay (ACM for short) if hi(Xr,E(n)) = 0 for all
i = 1, 2 and n ∈ Z, where E(n) := E⊗OXr (n), under the identification of (1.1).
In a previous work [19] the second author showed that a rank two ACM
vector bundle on Xr splits as a direct sum of two line bundles with only few
possible exceptions. Specifically, for each r, all the possible first Chern classes of
such an undecomposable bundle (up to a twist with a line bundle) were given.
For low values of r, i.e. r = 1, 2, 3, 4, a complete classification of undecom-
posable rank two ACM vector bundles is known. We refer the interested reader
to [15] [27] [4] [20] for more details on these cases. When r = 5 the possible
Chern classes of such an undecomposable bundle where found in [21] while,
when r ≥ 6 and Xr is general, the results of [8] (for the case r = 6) and of [18]
(for any r ≥ 6) ensure the non existence of such bundles. Similar results were
obtained for more general threefolds and in particular a complete classification
of rank two ACM vector bundles on prime Fano threefolds of index 1 was given
∗The first author was supported in part by the project BFM2003-03971/MATE funded by
the Spanish MCYT. The second author was supported in part by the projects I3P-CSIC and
MTM2007-67623 founded by the Spanish MEC.
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in [12] and [5]. Also in some cases the corresponding moduli spaces are described
(see [16] for a comprehensive account of the known results).
On the other hand, for the higher rank case very little is known even in the
cases of low degree hypersurfaces. When the rank is bigger than or equal to 3,
it is known that there are no undecomposable ACM vector bundles if r = 1, 2,
while as far as we know, only the cubic case was considered in [4] under the
following natural assumption (which we generalize to arbitrary r):
Definition 1.2. We say that a rank k ≥ 2 vector bundle on Xr ⊂ P
4 satisfies
condition ⋆ if the following conditions hold:
(i) h0E(−1) = 0 and h0E ≥ k;
(ii) there exist k − 1 global sections of E whose dependency locus has codi-
mension equal to two;
(iii) E has not trivial summands.
In this paper we will consider mainly the cases of low rank, (precisely k =
3, 4) when r = 4, X = X4 is general, and the above condition ⋆ is satisfied.
Notice, it is easy to produce examples of higher rank (> 3) ACM vector bundles
by using extension classes. Specifically, starting with a pair (E′,E′′) of rank k
and k′ ACM bundles on Xr, one may always consider extensions
0→ E′ → E → E′′ → 0 (1.2)
to get a rank k′ + k′′ ACM bundle on Xr. Of course, since line bundles on
Xr are ACM, to get such non trivial extension classes it is necessary to have
k, k′ ≥ 2. We will give several examples of rank four ACM bundles satisfying
condition ⋆ when r = 4 obtained in this way in Section 3.
Since such a construction was already used for the case r = 3 in [4] and for
the case r = 5 in [22], one could state the following:
Question 1.3. Let E be a rank four ACM vector bundle satisfying condition ⋆
on a general hypersurface Xr ⊂ P
4. Is E necessarily obtained as an extension
class of a pair of rank two ACM bundles on Xr, as in (1.2)?
We give here a negative answer to the above question when r = 4 and X4
is general (see Proposition 4.4). We notice that Question 1.3 still remains open
when r = 3. Moreover when r = 6 we have not examples at all of rank 4 ACM
bundles, while when r = 5 we know actually only one example, given in [22],
which satisfies condition ⋆.
Turning to the case of rank k = 3, we want to answer the following question:
Question 1.4. Are there rank three ACM bundles satisfying condition ⋆ on a
general hypersurface Xr ⊂ P
4 of degree r ≥ 4?
Since in [4] an affirmative answer (see Proposition 4.9) was already given for
the case r = 3 we consider the case r = 4 here. We give an affirmative answer to
this last question when r = 4. We notice that Question 1.4 remains open when
r ≥ 5. To answer the previous questions, we derive the possible first Chern
2
class of an ACM bundle of rank k ≥ 3 satisfying condition ⋆ on any smooth
hypersurface of degree r ≥ 3. Then we consider in detail the cases of low rank,
i.e. k = 3 and k = 4, when r = 4, and we go on by a case by case analysis. In
this direction our main result is the following:
Theorem 1.5. Let E be an ACM vector bundle of rank k ∈ {3, 4} on a general
quartic threefold X4 ⊂ P
4 which satisfies condition ⋆. Then the possible Chern
classes ci = ci(E) and the genus g = g(C) of the curve C, dependency locus of
k − 1 global section of E, are given in the following table:
k c1 c2 ∈ c3 g
3 1 5 2 2
3 2 [8, 11] c2 − 6 c2 − 2
3 3 [17, 18] 2c2 − 26 2c2 − 12
3 4 [27, 28] 3c2 − 66 3c2 − 32
4 1 6 4 3
4 2 [8, 12] c2 − 4 c2 − 1
4 3 [16, 22] 2c2 − 24 2c2 − 11
4 4 [28, 32] 3c2 − 64 3c2 − 31
4 5 [44, 46] 4c2 − 132 4c2 − 65
4 6 64 84 203
Moreover there are examples of bundles with invariants (k; c1, c2, c3) for any of
the following quadruples:
(4; 1, 6, 4), (4; 2, α, α− 4), (4; 3, β, 2β − 24), (4; 4, γ, 3γ − 64),
(4; 5, 46, 52), (4; 6, 64, 84), (3; 1, 5, 2),
where α ∈ {10, 11, 12}, β ∈ {19, 20}, and γ ∈ {29, 30, 32}.
In the case of the rank four, almost all the examples are given by considering
extension classes of rank two ACM bundles. It is not so for the case (4; 1, 6, 4),
which is constructed by means of the Hartshorne-Serre correspondence (see
Proposition 2.1) starting from a suitable smooth projectively normal curve in
X4 and it is not given by any extension class of any two rank two ACM bundles
on X4. The example for the rank three case is given in similar way, by showing
the existence of the corresponding curve with prescribed invariants and then
applying the above mentioned Hartshorne-Serre correspondence.
The paper is organized as follows. In Section 2 we recall some known facts
and generalities that we need in the paper. In Section 3 (see Lemma 3.4), we
find conditions such that the direct sum (or more generally any extension class)
of ACM vector bundles satisfying condition ⋆ is still an ACM vector bundle
satisfying condition ⋆, and produce from this several examples of rank four
bundles on X4 (precisely all but one in the list of Theorem 1.5). In Section 4 we
use the Hartshorne-Serre correspondence (see Proposition 2.1) between curves
and vector bundles to give a characterization (see Proposition 4.1) of when the
vector bundle obtained from a curve is ACM and satisfies condition ⋆; using
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this, we construct the example of rank three and the remaining one of rank four
of ACM vector bundles satisfying condition ⋆ on X4 of the list of Theorem 1.5.
Finally, in section 5 we give restrictions for the Chern classes of ACM vector
bundles on Xr satisfying condition ⋆, which when particularized for r = 4 and
rank k = 3, 4 yields the list given in Theorem 1.5 of all possible Chern classes
in these ranks.
The preliminary draft of this paper was completed during the second author
stay in the Departamento de A´lgebra of University Complutense in Madrid,
supported by a grant “Mensilita` per l’estero” from the “Istituto Nazionale di
Alta Matematica F.Severi” (10/2005-03/2006).
2 Preliminaries and basic facts
In this paper we work over the field of complex numbers C. Let us consider
a smooth hypersurface Xr ⊂ P
4 of degree r ≥ 1 in the complex 4-dimensional
projective space P4. Then, as recalled in the introduction Pic(Xr) ∼= Z[H ]
where H is the class of a hyperplane section, and the canonical divisor of Xr is
KXr = (r − 5)H .
If P denotes the class of a point and L the class of a line, then the intersection
products on Xr are given by H
3 = rP = r , HL = 1P = 1 , H2 = rL. Let E be
a rank k vector bundle on Xr. We identify the first Chern class c1(E) of E with
the integer number c1 which corresponds to c1(E) under the above isomorphism,
i.e. c1(E) = c1H = c1. In a similar way we identify c2(E) = deg c2(E) = c2 and
c3(E) = c3P = c3. Under this identification to any rank k vector bundle E on
Xr corresponds a quadruple (k; c1, c2, c3) ∈ N×Z
3. In this language, our main
result gives all the possible quadruples of a rank three and four ACM vector
bundle on a smooth quartic threefold which could arise under the condition ⋆
of Definition 1.2.
For further computations we write down explicitly the Chern classes of the
bundle E(n) = E⊗ OXr (n) in the following equations:
c1(E(n)) = c1 + kn
c2(E(n)) = c2 + r(k − 1)nc1 + r
(
k
2
)
n2 =
= c2 + rn(k − 1)
(
c1 +
1
2
nk
)
c3(E(n)) = c3 + (k − 2)nc2 + r
(
k − 1
2
)
n2c1 + r
(
k
3
)
n3 =
= c3 + (k − 2)n
(
c2 +
1
2
(k − 1)nrc1 +
1
6
rn2k(k − 1)
)
In the sequel, to perform some computations, we will frequently use the following
version of Riemann-Roch theorem for vector bundles:
Hirzebruch-Riemann-Roch Theorem. If E is a rank k vector bundle on a
smooth hypersurface Xr ⊂ P
4 of degree r ≥ 1 with Chern classes ci(E) = ci ∈ Z
4
for i = 1, 2, 3, then
χ(E) =
1
6
rc31 −
1
2
c1c2 +
1
2
c3 +
1
4
rc21(5− r) −
1
2
c2(5 − r)+
+
1
12
(
(r − 5)2 + (10− 5r + r2)
)
c1r +
1
24
rk(5 − r)(10 − 5r + r2)
(2.1)
In particular
χ(OXr (a)) =
1
6
a3r +
1
4
a2r(5 − r) +
1
12
ar
(
(r − 5)2+
+ (10− 5r + r2)
)
+
r
24
(5− r)(10 − 5r + r2)
(2.2)
Recall that a vector bundle E is “decomposable” if there exist E′ and E′′ such
that E ∼= E′ ⊕ E′′. Otherwise E is “undecomposable”. By the Serre’s duality, E
is ACM if and only if
h1E(n) = h1E∨(−n+ r − 5) = 0 ∀n ∈ Z
which is equivalent to the condition h1E(n) = h1E∨(n) = 0 ∀n ∈ Z.
From now on we will consider mainly vector bundles E of rank k ≥ 3 for
which the condition ⋆ (see Definition 1.2) is satisfied. If h0E(−1) = 0 and
h0E > 0 we will say that E is “normalized”. It is always possible to assume this
condition since we may replace E with E(−b), where b = b(E) is defined as
b(E) = b = max{n ∈ Z : h0E(−n) = 0}. (2.3)
We recall also the notion of stability that we will use in the sequel. A rank
k vector bundle E on Xr is “stable” (resp. “semistable”) if for any subbundle
F ⊂ E of rank m < k we have c1(F)/m < c1(E)/k (resp. ≤). In particular if
b(E) = b is defined as in (2.3) we have kb(E)− c1(E) < 0 if E is stable (resp. ≤).
Indeed, any global section of H0E(−b) gives rise to a morphism OXr → E(−b)
and hence if E is stable then 0 < c1(E(−b))/k = (c1(E) − kb)/k and hence
kb − c1 < 0. In particular if E is normalized and stable then c1 > 0. When
k = 2 the condition kb(E) − c1(E) ≤ 0 is in fact equivalent to the semistablity
of E. If k ≥ 3 this is not an equivalence any more.
We can use condition (ii) in Definition 1.2 to translate properties of vector
bundles satisfying ⋆ to properties of curves in Xr. Indeed, for a vector bundle
E satisfying condition ⋆, the choice of k − 1 global sections whose dependency
locus is a curve C ⊂ Xr yields the fundamental exact sequence:
0→ Ok−1Xr → E → IC(c1)→ 0 (2.4)
where IC is the ideal sheaf of C ⊂ Xr. When dualizing (2.4), we get the exact
sequence
0→ OXr (−c1)→ E
∨ → Ok−1Xr → ωC(5− r − c1)→ 0 (2.5)
where ωC ∼= Ext
2(OC , ωXr) is the dualizing sheaf of C. This implies, in particu-
lar, that ωC(5− r− c1) is generated by k− 1 global sections. Next we recall the
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generalized Hartshorne-Serre correspondence (see [28] [3]), which states that is
possible to reverse this process, in the sense that one recovers the vector bundle
from the surjection in (2.5):
Proposition 2.1. Let C ⊂ Xr be a locally complete intersection curve and
assume that, for some c1 ∈ Z, ωC(5 − r − c1) has k − 1 generating global
sections. Then, there exists a rank k vector bundle E on Xr fitting in the exact
sequence (2.4) and the surjection of (2.5) corresponds to the choice of the k− 1
global sections of ωC(5 − r − c1). In particular c1(E) = c1, c2(E) = degC and
C is the dependency locus of the k − 1 global sections of E given by (2.4).
This gives, any time we have an exact sequence like (2.4), the relation be-
tween the two first Chern classes of E and the degree of C. Moreover, the third
Chern class of E is determined by the (arithmetic) genus of the curve C:
Corollary 2.2. If C ⊂ Xr is a locally complete intersection curve associated
to a vector bundle on Xr of rank k ≥ 2 as above, then
g(C) = −
5
2
c2 +
1
2
c1c2 +
1
2
c3 +
25
12
r +
1
2
rc2 −
35
24
r2 +
5
12
r3 −
1
24
r4
where ci = ci(E), i = 1, 2, 3. In particular when r = 4 we have
g(C) = 1 +
1
2
c1c2 −
1
2
c2 +
1
2
c3. (2.6)
Proof. It follows from the equalities g(C) = 1 − χ(OC) = 1 − χ(OXr ) + χ(IC),
χ(IC) = χ(E(−c1)) − χ(O
k−1
Xr
(−c1)) (by the exact sequence (2.4)) and the
Riemann–Roch theorem.
Having in mind Hartshorne-Serre correspondence, we will frequently consider
pairs
(E, C) (2.7)
given by a vector bundle E of rank k ≥ 3 which satisfies condition ⋆ and a curve
C ⊂ Xr dependency locus of k− 1 global sections of E. We will also say in this
case that the pair (E, C) is a ACM pair and satisfies condition ⋆ (in Proposition
4.1 we will give a criterion for this property in terms of the curve C).
We recall the following generalization of Clifford’s theorem (observe that in
our situation C is connected because the fact that E is ACM implies from (2.4)
the vanishing of H1IC):
Theorem 2.3. Let C be a connected locally complete intersection curve, and let
L be a line bundle on C such that H0L 6= 0 and H1L 6= 0. Then 2(h0L− 1) ≤
degL.
Proof. The same proof as in [11] Theorem A works in this case, since the ir-
reducibility assumed there is not used to prove the inequality. In fact, we still
have a nondegenerate bilinear map H0L ⊗Hom(L, ωC) → H
0ωC , so that the
result follows, as in [11], by the so-called bilinear lemma, Serre’s duality and
Riemann-Roch theorem. The connectedness of C is used to conclude that the
dimension h0ωC = h
1OC is g(C) because h
0OC = 1.
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Let us finish this section by recalling the classification of undecomposable
rank two ACM bundles on quartics X4 obtained in [20] and on cubics X3 ob-
tained in [4].
Proposition 2.4. Let E be a normalized and undecomposable rank two ACM
bundle on a smooth hypersurface Xr ⊂ P
4 with Chern classes ci(E) = ci, i =
1, 2.
1. If r = 4 then (c1, c2) ∈ {(−1, 1), (0, 2), (1, 3), (1, 4), (1, 5), (2, 8), (3, 14)};
2. if r = 3 then (c1, c2) = {(0, 1), (1, 2), (2, 5)}.
Moreover all the cases arise.
Remark 2.5. In particular in all the above cases condition ⋆ is satisfied with
the only exceptions of cases (c1, c2) ∈ {(−1, 1), (0, 2), (1, 5)} when r = 4 and
(c1, c2) = (0, 1) when r = 3. Moreover, as shown in [20], it also holds that the
vector bundles on X4 with (c1, c2) = (3, 14) and the general one with (c1, c2) =
(2, 8) are generated by their global sections.
3 Constructing bundles from extensions
We prove in this section that direct sums (and more generally extensions) of
vector bundles satisfying condition ⋆ are still ACM vector bundles satisfying
condition ⋆. We will end by producing in this way examples of rank four ACM
vector bundles satisfying condition ⋆ on X4. Observe first that an ACM vector
bundle E satisfying condition ⋆ cannot decompose as E ∼= E′ ⊕ OXr(a) where
E′ is a vector bundle of rank k − 1. Indeed, the possibility a > 0 is excluded
by condition (i), the possibility a = 0 is excluded by condition (iii) and the
possibility a < 0 is excluded by condition (ii), since the dependency locus of
k− 1 sections of E would be the dependency locus of k− 1 sections of E′ (hence
of expected codimension one).
Of course it can be possible to have direct sums E ∼= E′ ⊕ E′′ with rk(E′)
and rk(E′′) ≥ 2. In fact, we are going to see that the second part in condition
(i) implies that condition ⋆ is preserved by direct sums (and more generally by
extensions). To show this, we start with a standard fact:
Lemma 3.1. Let E′ and E′′ be two vector bundles on Xr of rank k
′ and
k′′ respectively. Let s′1, . . . , s
′
k′ be linearly independent sections of E
′ and let
s′′1 , . . . , s
′′
k′′ be linearly independent sections of E
′′. Assume that the dependency
locus of s′1, . . . , s
′
k′−1 is a curve C
′ and the dependency locus of s′′2 , . . . , s
′′
k′′ is a
curve C′′. Then the dependency locus of the sections
(s′1, 0), . . . , (s
′
k′−1, 0), (s
′
k′ , s
′′
1), (0, s
′′
2), . . . , (0, s
′′
k′′)
of E′ ⊕ E′′ is C′ ∪ C′′ ∪ V (s′1 ∧ . . . ∧ s
′
k′ , s
′′
1 ∧ . . . ∧ s
′′
k′′ ), where s
′
1 ∧ . . . ∧ s
′
k′ is
interpreted as a section of the line bundle ∧k
′
E′ and s′′1 ∧ . . . ∧ s
′′
k′′ as a section
of ∧k
′′
E′′.
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Proof. It is enough to check the statement locally. We can thus restrict our-
selves to an open subset of Xr on which the vector bundles trivialize. If on
that open set the section s′i is represented by the functions f
′
i1, . . . , f
′
ik′ and
the section s′′j is represented by f
′′
j1, . . . , f
′′
jk′′ , then the dependency locus of
(s′1, 0), . . . , (s
′
k′−1, 0), (s
′
k′ , s
′′
1), (0, s
′′
2), . . . , (0, s
′′
k′′) is defined by the vanishing of
the maximal minors of the (k′ + k′′ − 1)× (k′ + k′′)matrix


f ′11 . . . f
′
1k′ 0 . . . 0
...
...
...
...
f ′k′−1,1 . . . f
′
k′−1,k′ 0 . . . 0
f ′k′1 . . . f
′
k′k′ f
′′
11 . . . f
′′
1k′′
0 . . . 0 f ′′21 . . . f
′′
2k′′
...
...
...
...
0 . . . 0 f ′′k′′1 . . . f
′′
k′′k′′


These k′ + k′′ − 1 minors take the form
∣∣∣∣∣∣∣
f ′11 . . . f
′
1,i−1 f
′
1,i+1 . . . f
′
1k′
...
...
...
...
f ′k′−1,1 . . . f
′
k′−1,i−1 fk′−1,i+1 . . . f
′
k′−1,k′
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
f ′′11 . . . f
′′
1k′′
...
...
f ′′k′′1 . . . f
′′
k′′k′′
∣∣∣∣∣∣∣
, i = 1, . . . , k′
∣∣∣∣∣∣∣
f ′11 . . . f
′
1k′
...
...
f ′k′1 . . . f
′
k′k′
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
f ′′21 . . . f
′′
2,j−1 f
′′
2,j+1 . . . f
′′
2k′′
...
...
...
...
f ′′k′′1 . . . f
′′
k′′,j−1 f
′′
k′′,j+1 . . . fk′′k′′
∣∣∣∣∣∣∣
, j = 1, . . . , k′′
Since the curve C′ is locally defined by the minors
∣∣∣∣∣∣∣
f ′11 . . . f
′
1,i−1 f
′
1,i+1 . . . f
′
1k′
...
...
...
...
f ′k′1 . . . f
′
k′,i−1 f
′
k′,i+1 . . . f
′
k′k′
∣∣∣∣∣∣∣
, i = 1, . . . , k′,
the curve C′′ is defined by the minors
∣∣∣∣∣∣∣
f ′′11 . . . f
′′
1,j−1 f
′′
1,j+1 . . . f
′′
1k′′
...
...
...
...
f ′′k′1 . . . f
′′
k′′,j−1 f
′′
k′′,j+1 . . . f
′′
k′′k′′
∣∣∣∣∣∣∣
, j = 1, . . . , k′′
and the set
V (s′1 ∧ . . . ∧ s
′
k′ , s
′′
1 ∧ . . . ∧ s
′′
k′′)
is defined by ∣∣∣∣∣∣∣
f ′11 . . . f
′
1k′
...
...
f ′k′1 . . . f
′
k′k′
∣∣∣∣∣∣∣
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and ∣∣∣∣∣∣∣
f ′′11 . . . f
′′
1k′′
...
...
f ′′k′′1 . . . f
′′
k′′k′′
∣∣∣∣∣∣∣
,
the result follows at once.
As a corollary, we can prove the following (see also Lemma 4.1 of [4]):
Lemma 3.2. Let E′ and E′′ be two vector bundles on Xr of rank k
′ and k′′ re-
spectively. Assume that E′ and E′′ satisfy condition ⋆ and that there are sections
s′1, . . . , s
′
k′ of E
′ and s′′1 , . . . , s
′′
k′′ of E
′′ such that the hypersurfaces V (s′1∧. . .∧s
′
k′)
and V (s′′1∧. . .∧s
′′
k′′) do not share a common component. Then a general E fitting
in an exact sequence
0→ E′ → E → E′′ → 0 (3.1)
satisfies condition ⋆.
Proof. It is clear that E satisfies conditions (i) and (iii) of Definition 1.2. Hence
it is enough to check condition (ii). Since this condition is open, it suffices to
prove it for E = E′ ⊕ E′′. But this follows immediately from Lemma 3.1, since
our assumption implies that we can find sections s′1, . . . , s
′
k′ of E
′ and s′′1 , . . . , s
′′
k′′
of E′′ such that V (s′1 ∧ . . . ∧ s
′
k′ , s
′′
1 ∧ . . . ∧ s
′′
k′′) is a curve.
Remark 3.3. We can use condition (ii) in Definition 1.2 to give a geometric
interpretation (and a criterion) for the hypothesis in Lemma 3.2. For a vector
bundle E satisfying condition ⋆, the choice of k − 1 global sections s1, . . . , sk−1
whose dependency locus is a curve C ⊂ Xr yields the exact sequence (2.4).
Since we are assuming h0E ≥ k, this means that there is at least a section sk
of E independent of s1, . . . , sk−1. Any such sk yields a hypersurface of degree
c1 containing C and defined by the global section s1 ∧ . . .∧ sk of OXr(c1) (with
the convention of Lemma 3.1). Notice if E′ and E′′ are ACM also E is ACM.
Corollary 3.4. Let (E′, C′) and (E′′, C′′) be two ACM pairs satisfying condition
⋆. Then a general E appearing in an extension as (3.1) satisfies condition ⋆ if
at least one of the following conditions is satisfied:
(a) there is a hypersurface of degree c′1 containing C
′ and a hypersurface of
degree c′′1 containing C
′′ such that these two hypersurfaces do not share
any component;
(b) at least one of E′ and E′′ is generated by its global sections.
Proof. Part (a) is an immediate consequence of Lemma 3.2 and the previous
remark. To prove part (b), assume for instance that E′ is generated by its
global sections. We fix any hypersurface of degree k′′ containing C′′ and take
a point in any of its components. Since E′ is generated by its global sections
we can find k′ sections of it whose dependency locus does not contain any of
those points. This dependency locus is therefore a hypersurface of degree c′1
containing C′ and having no common components with the fixed hypersurface
of degree c′′1 containing C
′′. We thus conclude from (a).
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We want now to apply Corollary 3.4 to obtain rank four ACM vector bundles
on X4 satisfying condition ⋆ from vector bundles of rank two E
′ and E′. We
recall how to compute the invariants of any E fitting in an extension (3.1). Let
us denote by c′i ∈ Z the Chern classes of E
′ and by c′′i ∈ Z the Chern classes of
E
′′. Then:
c1(E) = c
′
1 + c
′′
1
c2(E) = c
′
2 + 4c
′
1c
′′
1 + c
′′
2
c3(E) = c
′
2c
′′
1 + c
′
1c
′′
2
(3.2)
Checking Remark 2.5 for finding the list of rank two ACM bundles on X4
satisfying condition ⋆ we find the following list of examples.
Example 3.5. We take E′,E′′ to be rank two ACM vector bundles on X4
with c1 = 3, c2 = 14. These are generated by their global sections, so that it
follows from Corollary 3.4(b) that any general element in Ext1(E′′,E′) (which
is a vector space of dimension at least 7) provides a rank four ACM vector
bundle satisfying condition ⋆. In fact, in this case it is easier to observe that
any extension provides a globally generated vector bundle, and hence it always
satisfies condition ⋆. By the formulas (3.2), the invariants of such vector bundle
are (k; c1, c2, c3) = (4; 6, 64, 84).
Example 3.6. We take now the rank two ACM vector bundles E′,E′′ in X4 with
c1(E
′) = 3, c2(E
′) = 14, and c1(E
′′) = 2. It follows again from Corollary 3.4(b)
that a general element in Ext1(E′′,E′) (which is a vector space of dimension
at least 7) provides a rank four ACM vector bundle E satisfying condition ⋆.
In this case, the invariants produced by the formulas (3.2) are (k; c1, c2, c3) =
(4; 5, 46, 52).
Example 3.7. We repeat the same reasoning as in Example 3.6, but taking now
E′′ a rank two ACM vector bundle with c1(E
′′) = 1, c2(E
′′) = d (for d = 3, 4). As
before, a general element in Ext1(E′′,E′) (which is a vector space of dimension
at least 3d − 8) yields an unstable rank four ACM vector bundle satisfying
condition ⋆ and with invariants (k; c1, c2, c3) = (4; 4, 26 + d, 3d+ 14), d = 3, 4.
Example 3.8. Now we take E′,E′′ two normalized rank two ACM vector bun-
dles that are globally generated on X4 with c1 = 2 and c2 = 8. Again from
Corollary 3.4(b) we get that a general element in Ext1(E′′,E′) (which is a vector
space of dimension at least 4) provides a rank four ACM vector bundle satisfy-
ing condition ⋆. Using once more the equations (3.2) we find that this bundle
has invariants (k; c1, c2, c3) = (4; 4, 32, 32).
Example 3.9. We replace now in Example 3.8 the vector bundle E′′ with a
normalized rank two ACM vector bundle on X4 with c1(E
′′) = 1 and c2(E
′′) = d
(with d = 3, 4). Hence we get that a general element in Ext1(E′′,E′) (which
is a vector space of dimension at least 2d − 4) provides an unstable rank four
ACM vector bundle satisfying condition ⋆ and with invariants (k; c1, c2, c3) =
(4; 3, 16 + d, 8 + 2d), d = 3, 4.
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Example 3.10. Take now E′ and E′′ to be two normalized rank two ACM
bundles on X4 with c1(E
′) = 1, c2(E
′) = d′ and c1(E
′′) = 1, c2(E
′′) = d′′, (with
d′, d′′ = 3, 4). The curves obtained as the zero loci of sections of E′ and E′′
are elliptic curves of degree d′ and d′′, in any case contained in at least one
hyperplane of P4. A simple calculation shows that a hyperplane section of X4
(which is a K3 surface) contains at most a pencil of elliptic curves of degree d,
while the family of those curves in X4 has dimension d (see [20]). Hence we can
take pairs (E′, C′) and (E′′, C′′) such that the hyperplanes containing C′ and
C′′ are different. Therefore we can apply Lemma 3.2 and take a general element
in Ext1(E′,E′′) (which has dimension at least d′ + d′′ − 6 ≥ 0) to produce an
ACM vector bundle satisfying condition ⋆ and with invariants (k; c1, c2, c3) =
(4; 2, d′ + d′′ + 4, d′ + d′′), d, d′ = 3, 4.
4 Constructing bundles from curves on the quar-
tic threefold
In this section, we use first Hartshorne-Serre correspondence, to translate the
property of being an ACM vector bundle satisfying condition ⋆ to the property of
curves in Xr to be associated to it. This will allow to produce several examples
of ACM vector bundles of rank k = 3, 4 on X4 satisfying condition ⋆ from curves
in X4.
We start by characterizing when a curve C determines an ACM vector bundle
(observe that the condition c1 > 0 will not be restrictive because of (5.1)). In
the sequel we will denote by OC(1) the restriction of the hyperplane class H of
Xr to C ⊂ Xr.
Proposition 4.1. Let C ⊂ Xr be a locally complete intersection curve and
let E be the vector bundle of rank k ≥ 2 obtained, as in Proposition 2.1, from
k − 1 sections of ωC(5 − r − c1). Assume c1 > 0. Then E is an ACM bundle
satisfying condition ⋆ if and only if C is projectively normal and the following
four conditions hold:
(a) the k − 1 given sections form a basis of H0ωC(5 − r − c1) (in particular
h0ωC(5− r − c1) = k − 1);
(b) h0IC(c1 − 1) = 0 and h
0IC(c1) ≥ 1;
(c) h0ωC(4 − r − c1) = 0, for which a sufficient condition is 2g(C) − 2 <
(r + c1 − 4) degC;
(d) the natural map αn : H
0ωC(5−r−c1)⊗H
0OC(n)→ H
0ωC(5−r−c1+n)
is surjective ∀n ≥ 1.
Proof. Since hiOXr (n) = 0 for all n ∈ Z and i = 1, 2 then the condition
h1E(n) = 0 for all n ∈ Z is equivalent to the condition h1IC(c1 + n) = 0
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for all n ∈ Z, i.e. to the projective normality of C. On the other hand, splitting
(2.5) into the following exact sequences
0→ OXr (−c1)→ E
∨ → K → 0 (4.1)
and
0→ K → Ok−1Xr → ωC(5 − r − c1)→ 0 (4.2)
we get that h1E∨(n) = 0 ∀n ∈ Z if and only if the map rn : H
0O
k−1
Xr
(n) →
H0ωC(5 − r − c1 + n) is surjective ∀n ∈ Z. The surjectivity of rn for all
n < 0 is equivalent to h0ωC(4 − r − c1) = 0, for which a sufficient condition is
2g(C)− 2 < (r + c1 − 4) degC. For n = 0, the map r0 is the one coming from
the choice of k − 1 sections of ωC(5− r − c1 + n), so it is surjective if and only
if we take a system of generators of H0ωC(5 − r − c1 + n). For n > 0, observe
that rn factors through
H0Ok−1Xr ⊗H
0
OXr (n)→ H
0ωC(5− r− c1)⊗H
0
OC(n)→ H
0ωC(5− r− c1+n).
If C is projectively normal and r0 is surjective, the first map is surjective, and
hence the surjectivity of rn becomes equivalent to the surjectivity of the second
map, which is precisely αn.
Finally, observe that the map r0 is not injective (i.e. condition (a) does not
hold) is equivalent, by (4.1) and (4.2) and the fact that c1 > 0, to the existence
of a section of E∨ mapping to a nonzero section of Ok−1Xr . This is equivalent to
say that E has a trivial summand, which means that condition (iii) in Definition
1.2 dos not hold. On the other hand, condition (b) is clearly equivalent, by
(2.4), to h0E(−1) = 0 and h0E ≥ k, i.e. condition (i) in Definition 1.2.
We give now some examples of the above construction applied to X = X4
(for the rest of this section, unless otherwise specified, X will stand for X4). We
start by giving a method to construct curves contained in a hyperplane, which
we will thus allow us to construct vector bundles with c1 = 1.
Lemma 4.2. Let C be a family of degenerate curves in P4 such that some curve
of C is contained in a smooth degenerate (in P4) quartic surface and it is not
the complete intersection of this surface and a hypersurface. Then the general
quartic hypersurface X ⊂ P4 contains a curve of C.
Proof. Consider the set Σ of degenerate quartic surfaces of P4 containing a
curve of C. We define the natural map
ϕ : Σ→ (P4)∗
associating to each quartic surface the unique hyperplane containing it. Fix now
a hyperplane H of P4. It is a standard fact in the Noether-Lefschetz theory
(see for example [6]), that the set of quartic surfaces in H containing a curve in
C has codimension one in the set of quartic surfaces of H . In other words, the
set ϕ−1(H) has dimension 33, and hence Σ has dimension 37.
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Consider now the set I of pairs (S,X) where S ∈ Σ and X is a quartic
hypersurface of P4 containing S. Since the fibers of the projection I → Σ are
projective spaces of dimension 35, it follows that I has dimension 72.
We finally consider the second projection p2 : I → P
69 (where we identify
P69 with the set of quartic hypersurfaces of P4). The lemma will be proved if we
show that p2 is surjective. Observe that, since any smooth degenerate quartic
surface in P4 is the hyperplane section of some smooth quartic hypersurface of
P4, it follows from our hypotheses that there is a smooth quartic hypersurfaceX
in the image of p2. Since a general hyperplane section of X has its Picard group
generated by the hyperplane divisor (see for example [24]), such a hyperplane
section cannot contain a curve of C, and hence the set p−12 (X) has dimension at
most three. Hence the fiber of any element of the image of p2 has necessarily
dimension three, which shows that p2 is surjective, as wanted.
In order to apply the previous lemma we show the following:
Lemma 4.3. A smooth projectively normal space curve C of degree d and genus
g with d ≥ g − 1 is contained in a smooth quartic surface in P3.
Proof. The statement follows readily from the more general results of [23]. We
give however a direct proof valid for our cases using the following simple standard
argument. We first observe, from Castelnuovo-Mumford’s criterion, that IC(4) is
globally generated. Indeed the projective normality of C provides the vanishing
of h1IC(3), while the vanishings of h
3IC(1) and h
2IC(2) come from the equalities
h3IC(3) = h
2
OC(3) = 0,
h2IC(2) = h
1
OC(2) = h
0ωC(−2) = 0
(the latter coming from the assumption d ≥ g − 1).
Hence the linear system |H0IC(4)| has no base-points outside C and there-
fore, by Bertini’s theorem, a general element of it is smooth outside C. By a
well known argument (see e.g. [25]), from the exact sequence
0→ I2C(4)→ IC(4)→ N
∨
C (4)→ 0 (4.3)
a surface in the linear system |H0IC(4)| provides a section of N
∨
C (4), and the
singular points of the surface belonging to C are those in the zero locus of the
section. The sequence (4.3) proves that the rank two vector bundle N∨C (4) is
generated by the global sections coming from sections of IC(4). Hence, a general
such section of N∨C (4) will be nowhere vanishing, which implies that a general
element of |H0IC(4)| is smooth also in the points of C. Such a general element
gives thus the wanted smooth quartic surface containing C.
As a first application, we give a negative answer to Question 1.3.
Proposition 4.4. There exists an ACM bundle on X satisfying condition ⋆ with
invariants (4; 1, 6, 4). Moreover a general such bundle is not extension class of
any rank two ACM bundles.
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Proof. Let C be a smooth projectively normal curve (hence non hyperelliptic)
of degree degC = 6 and genus g(C) = 3 in P3. By Lemma 4.3, C is contained
in a smooth quartic surface and by Lemma 4.2 a general quartic hypersurface
in P4 contains a degenerate curve C of degree 6 and genus 3. Since h0ωC = 3,
by Proposition 2.1 C defines a rank four vector bundle given by
0→ O3X → E → IC(1)→ 0 (4.4)
with c1(E) = 1, c2(E) = 6, c3 = 4 (by (2.6)) and h
0
E = 4. Proposition 4.1
applies once we show the map
α1 : H
0ωC ⊗H
0
OC(1)→ H
0ωC(1)
is surjective, which follows by Castelnuovo’s Lemma (see [1] pg.151 or [2] theo-
rem (1.6)). Hence E is ACM and satisfies condition ⋆.
Finally any such bundle is not an extension class of any two rank two ACM
bundles on X . Suppose to the contrary that there exists a non trivial extension
class
0→ E′ → E → E′′ → 0
with E′ and E′′ ACM of rank two. Since E satisfies condition ⋆, then both E′
and E′′ are normalized, i.e. b(E′) = b(E′′) = 0 and h0E′ · h0E′′ ≥ 1. Then a
direct computation shows that equations (3.2) have not integral solutions for
Chern classes of E′ and E′′ as in Proposition 2.4 and we are done.
Remark 4.5. Alternatively, to show the existence of space curves of degree 6
and genus 3 on general X one can start with a curve of degree 10 as in Example
3.10 and then taking the residual curve to it in a complete intersection (2, 2, 4).
Similar to the previous case, we have also the following:
Proposition 4.6. There exists an ACM bundle on X satisfying condition ⋆
with invariants (3; 1, 5, 2).
Proof. Let C be a smooth curve of type (2, 3) in a smooth quadric surface
C ⊂ Q ⊂ P3. By Lemma 4.3, there exists a smooth quartic surface containing
C. Hence, by Lemma 4.2, a general quartic hypersurface contains a curve C of
degree 5 genus 2. Since h0ωC = 2, by Proposition 2.1 we get a rank three vector
bundle E fitting in the exact sequence
0→ O2X → E → IC(1)→ 0
with c1 = 1, c2 = 5, c3 = 2 and h
0
E = 3. Using Castelnuovo’s Lemma it is easy
to check that C satisfies the conditions of Proposition 4.1 and hence E is ACM
and satisfies condition ⋆.
Remark 4.7. A similar liaison argument as above shows the existence of ra-
tional space cubic curves in X . Specifically, let Q be the unique quadric surface
containing a quintic C ⊂ X of genus 2 as in Proposition 4.6. Then C is residual
to a rational cubic curve D ⊂ Q ∩X .
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5 Bounds of the Chern classes
In this section we will prove several restrictions for the Chern classes of ACM
vector bundles, with special attention to the case r = 4. This will yield the list
of possible Chern classes stated in Theorem 1.5 for the cases k = 3, 4. We start
with bounds for c1 and c2. The proof of the bound for c1 is a straightforward
extension of the method used in [19] for the rank two case.
Lemma 5.1. Let (E, C) be an ACM pair on Xr satisfying condition ⋆ and
having invariants (k; c1, c2, c3). Then
1 ≤ c1 ≤
k(r − 1)
2
(5.1)
and
c2 ≤
r
2
c21 −
r(r − 2)
2
c1 +
r(r − 1)(r − 2)
6
k.
Proof. By the exact sequence (2.4), since h0E ≥ k it follows h0IC(c1) ≥ 1 and
hence c1 ≥ 1. Let H be a general hyperplane section of Xr. Taking cohomology
in the exact sequence
0→ E(−2)→ E(−1)→ EH(−1)→ 0
(and its twists by any OXr(l)), we get that EH is an ACM bundle on H . Since
h0E(−1) (because E normalized) we also get h0EH(−1) = 0. Therefore,
0 ≤ h2EH(−1) = χEH(−1) = −c2 +
r
2
c21 −
r(r − 2)
2
c1 +
r(r − 1)(r − 2)
6
k
and the bound for c2 follows. Similarly, if Y is a general hyperplane section of
H , we have an exact sequence
0→ EH(−2)→ EH(−1)→ EY (−1)→ 0
which implies h0EY (−1) = 0. Therefore 0 ≥ χEY (−1) = r(c1 − k(r− 1)/2) and
the upper bound for c1 follows immediately.
In the case of quartic hypersurfaces X4, which is the case we are interested
in, we have stronger restrictions:
Proposition 5.2. Let (E, C) be an ACM pair satisfying condition ⋆ on X4 and
having invariants (k; c1, c2, c3). Then
c3 = −
4
3
c31 + 2c
2
1 −
14
3
c1 + c1c2 − c2 + 2k (5.2)
and
g(C) = −
2
3
c31 + c
2
1 −
7
3
c1 + 1 + (c1 − 1)c2 + k. (5.3)
Moreover
1 ≤ c1 ≤
3k
2
. (5.4)
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2c21 − 2c1 + k ≤ c2 ≤ min{2c
2
1 − 4c1 + 4k, 2c
2
1 + k} (5.5)
and if c1 > 1 then c2 ≥ 2c
2
1 − 4c1 + 8.
Proof. By hypothesis h0E(−1) = 0, and also h0E∨ = 0 because E has not trivial
summands (see the proof of Proposition 4.1). Since h3E(−1) = h0E∨ (this is
the point in which we use r = 4) it follows χE(−1) = 0, which provides (5.2) by
using Riemann-Roch. Now (5.3) comes from (2.6) performing the substitution
of c3 given by (5.2).
The bound (5.4) and first upper bound for c2 in (5.5) are the ones of Lemma
5.1 for r = 4. For the other upper bound for c2, since h
3E = h0E∨(−1) = 0
(again because r = 4) and h0E ≥ k by hypothesis, if follows that χ(E) ≥ k. By
Riemann-Roch, using the substitution (5.2) we get χ(E) = −c2+2c
2
1+2k which
yields the wanted upper bound for c2.
For the lower bound of c2, we take a general linear projection π : X → P
3
from a point of P4. It is immediate to observe that π∗E is an ACM vector
bundle of rank 4k, which should split completely by Horrocks theorem. Since
h0E(−1) = 0, π∗E must contain a direct summand O
h0E
X4
, and similarly a direct
summand OX4(−2)
h3E(−2), since h3E(−1) = 0. Therefore, h0E+h3E(−2) ≤ 4k,
which gives the wanted inequality when using Riemann-Roch and the substitu-
tion (5.2).
Finally, let us prove the last lower bound for c2. Since h
0IC(c1 − 2) = 0 (by
Proposition 4.1(b)), it follows that
h0OC(c1 − 2) = h
0
OX4(c1 − 2) =
2
3
c31 − 3c
2
1 +
19
3
c1 − 5.
Since by Riemann-Roch we have
χOC(c1 − 2) =
2
3
c31 − c
2
1 +
7
3
c1 − k − c2
we derive h0ωC(2−c1) = c2−2c
2
1+4c1−5+k. The proof concludes by applying
the bilinear lemma (see [11]) to the nondegenerate bilinear map
H0ωC(1− c1)⊗H
0
OC(1)→ H
0ωC(2− c1)
using that h0ωC(1 − c1) = k − 1 (by Proposition 4.1(a)) and that h
0OC(1) ≥
5 if c1 > 1, because C is not contained in any hyperplane (by Proposition
4.1(b)).
We will study separately the cases c1 = 1 and 2 ≤ c1 ≤ 3k/2. Proposition
5.2 gives immediate results for vector bundles of rank k ≥ 3 with c1 = 1:
Proposition 5.3. Let (E, C) be a pair on X4 satisfying condition ⋆, where E is
ACM of rank k ≥ 3 and c1 = 1. Then c2 = k+ 2, c3 = 2k− 4 and C is a curve
of degree k + 2 and genus g(C) = k − 1.
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Proof. We immediately get from Proposition 5.2 g(C) = k−1 and degC = c2 ≤
k + 2. Hence, C cannot be a plane curve and therefore h0IC(1) = 1 (it is at
least 1 by Proposition 4.1). This implies (h3E = 0, as proved in Proposition 5.2)
χ(E) = h0E = k−1+h0IC(1) = k. Since by Riemann-Roch χ(E) = −c2+2k+2
it follows c2 = k + 2, which is the degree of C. Finally, from (5.2) we get
c3 = 2k − 4.
For the rank three case when c1 > 1 we have the following result if c1 = 3, 4:
Proposition 5.4. Let (E, C) be a pair satisfying condition ⋆, where E is ACM
of rank k = 3. If c1 ≥ 3 then 2c
2
1 − 4c1 + 11 ≤ c2 ≤ 2c
2
1 − 4c1 + 12.
Proof. The upper bound follows from Proposition 5.2. For the lower bound,
observe that h3E∨(1) = h0E(−2) = 0, and thus h0E∨(1) = χE∨(1) = 2c21−4c1−
c2 + 12. Hence it will be enough to prove h
0E∨(1) ≤ 1.
Assume for contradiction h0E∨(1) ≥ 2 and let s1, s2 be two independent
global sections. Then ∧2(E∨(1)) ∼= E(2−c1) contains the nonzero section defined
by s1 ∧ s2, which is absurd since E is normalized and 2− c1 < 0.
Remark 5.5. The above Proposition leaves only two possibilities for c2, de-
pending on whether h0E∨(1) is 0 or 1. When h0E∨(1) = 0 (i.e. c2 = 2c
2
1− 4c1+
12), it follows that both E(−1) and its dual have no global sections, so it follows
(as in [26] Remark 1.2.6) that E(−1), and hence E, is stable. Observe that if
c1 = 3 we get c2 = 18, and if c1 = 4 then c2 = 28.
Propositions 5.2, 5.3 and 5.4 give immediately the following possibilities for
the Chern classes of ACM vector bundles of rank three or four over X4:
Proposition 5.6. Let (E, C) be an ACM pair satisfying condition ⋆ where E is
of rank k = 3. Then the possibilities for the Chern classes of E and the genus
g = g(C) are:
1. c1 = 1, c2 = 5, c3 = 2, g(C) = 2;
2. c1 = 2, 8 ≤ c2 ≤ 11, c3 = c2 − 6, g(C) = c2 − 2;
3. c1 = 3, 17 ≤ c2 ≤ 18, c3 = 2c2 − 26, g(C) = 2c2 − 12;
4. c1 = 4, 27 ≤ c2 ≤ 28, c3 = 3c2 − 66, g(C) = 3c2 − 32.
Proposition 5.7. Let (E, C) be an ACM pair satisfying condition ⋆ where E is
of rank k = 4. Then the possibilities for the Chern classes of E and the genus
g = g(C) are:
1. c1 = 1, c2 = 6, c3 = 4, g(C) = 3;
2. c1 = 2, 8 ≤ c2 ≤ 12, c3 = c2 − 4, g(C) = c2 − 1;
3. c1 = 3, 16 ≤ c2 ≤ 22, c3 = 2c2 − 24, g(C) = 2c2 − 11;
4. c1 = 4, 28 ≤ c2 ≤ 32, c3 = 3c2 − 64, g(C) = 3c2 − 31;
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5. c1 = 5, 44 ≤ c2 ≤ 46, c3 = 4c2 − 132, g(C) = 4c2 − 65;
6. c1 = 6, c2 = 64, c3 = 84, g(C) = 5c2 − 117.
We end this section with some remarks and comments. We notice the fol-
lowing result can be derived using similar arguments as in the above cases of
rank three:
Corollary 5.8. There are no rank three ACM vector bundles satisfying condi-
tion ⋆ on a general quartic hypersurface in Pn, n ≥ 5. In other words, rank three
ACM bundles satisfying condition ⋆ on a general quartic threefold X4 ⊂ P
4 do
not extend to a general quartic hypersurface W ⊂ P5 having X4 as a hyperplane
section.
Since in [9] we showed that all rank two ACM bundles on a general quartic
W ⊂ Pn, n ≥ 5, splits, then a natural question, which we hope to consider
later, is the following:
Question 5.9. Which is the minimum rank for a positive dimensional family
of ACM bundles satisfying condition ⋆ on a general quartic fourfold W ⊂ P5.
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