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Abstract. In the case that $f$ is linear growth and quasiconvex we treat asystem of
second order quasilinear hyperbolic equations
(0.1) $\frac{\partial^{2}u^{i}}{\partial t^{2}}(t, x)-\sum_{\alpha=1}^{n}\frac{\partial}{\partial x^{\alpha}}$ {fp\subsetneq (\nabla u( $x$ ) $)$ } $=0$ , $i=1,2$ , $\ldots$ , $N$
in abounded domain $\Omega\subset R^{n}$ with initial and boundary conditions
(0.2) $u(0, x)=u_{0}(x)$ , $\frac{\partial u}{\partial t}(0, x)=v_{0}(x)$ , $x\in\Omega$ ,
(0.2) $u(t, x)=0$ , $x\in\partial\Omega$ .
Approximate solutions to (0.1)-(0.3) are constructed in Rothe’s method and it is proved
that asubsequence of them converges to afunction $u$ and that, if $u$ satisfies the energy
conservation law then it is aweak solution to (0.1)-(0.3) in the space of functions having
bounded variation.
1Introduction
There are several works on the following nonlinear hyperbolic equation
(1.1) $\frac{\partial^{2}u}{\partial t^{2}}(t, x)-\sum_{=J1}^{n}\frac{\partial}{\partial x_{J}}\{(1+|\nabla u(t, x)|^{2})^{-1/2}\frac{\partial u}{\partial x_{j}}\}=0$ , $x\in\Omega$ ,
which is in [5, 9, 10] referred to as an equation of motion of vibrating membrane. This
equation does not always have aclassical solution globally in time; furthermore it is
proved in [S] that in the two dimensional case (1.1) does not always have aclassical
solution globally in time even though the initial data is smooth and small. Thus atime
global solution should be found in aweak sense. When a $C^{2}$ class function $u$ satisfies
(1.1), multiplying $u_{t}$ to (1.1) and integrating with respect to $x$ , we obtain the energy
conservation law
$\int_{\Omega}|u_{t}(t, x)|^{2}dx+\int_{\Omega}\sqrt{1+|\nabla u|^{2}}dx=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}$ .
The area functional $u-* \int_{\Omega}\sqrt{1+|\nabla u|^{2}}dx$ is finite for $u\in W^{1,1}(\Omega)$ , and thus this space
is expected to be the appropriate function space for weak solutions to (1.1). But it is not
reflexive and thus does not guarantee the weak compactness of bounded sets. While, the
relaxed functional of the area functional in the $L^{1}(\Omega)$ norm
$A(u, \Omega):=\inf${ $\mathrm{h}.\mathrm{m}\inf_{jarrow\infty}\int_{\Omega}\sqrt{1+|\nabla u_{j}|^{2}}dx;\{\mathrm{u}\mathrm{j}\}$ $\subset W^{1,1}(\Omega)$ , $\mathrm{s}-\lim_{jarrow\infty}uj=u$ in $L^{1}(\Omega)$ }
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is finite whenever the distributional derivative Du is an $R^{n}$ valued finite Radon measure
in $\Omega$ . Such afunction is called afunction of bounded variation in $\Omega$ , or simply aBV
function in $\Omega$ (compare to, for example, [1, 3, 7]). The vector space of all BV functions in
$\Omega$ is denoted by $BV(\zeta l)$ . It is aBanach space equipped with the norm $||u||_{BV}=||u||_{L^{1}(\Omega)}$
$+|Du|(\Omega).1$ For abounded set $B$ in $BV(\Omega)$ , there exist asubsequence $\{u_{m}\}\subset B$ and a
function $u\in BV(\Omega)$ such that $u_{m}arrow u$ strongly in $L^{1}(\Omega)$ and $Du_{m}arrow Du$ in the sense of
distributions. Thus $BV(\Omega)$ satisfies akind of compactness for bounded sets. These facts
suggest that equation (1.1) should be treated in the class of BV functions.
In [5, 9, 10] equation (1.1) is investigated in the space of BV functions. All of these
works have obtained basically that a sequence of approximate solutions to (1.1) converges
to a function $u$ in $L^{\infty}((0, T);L^{2}(\Omega)\cap BV(\Omega))$ , and that, if $u$ satisfies the energy con-
semation law, it is a weak solution to (1.1) in the space of $BV$ functions, which is in
the sequel referred to as a $BV$ solution. In [5] approximate solutions are constructed by
Ritz-Galerkin method, while in $[9, 10]$ by Rothe’s method. In [5] afurther technical as-
sumption is required, while in $[9, 10]$ it is removed. In $[5, 9]$ the boundary condition is not
essentially discussed, while in [10] it is discussed. We more comment on the last point.
Seemingly the main theorem of [9] asserts that the function $u$ satisfies the boundary con-
dition; however Dirichlet boundary condition is in fact implicitly assumed in the energy
conservation law (compare to [10, Section 1]). The approximation method employed in
$[9, 10]$ suggests that the most appropriate weak formulation of Dirichlet condition (0.3)
is not to suppose the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ vanishes but to replace $\mathrm{A}(\mathrm{u}7\Omega)$ with $A(u, \overline{\Omega})$ , the value of the
measure of $\overline{\Omega}$ defined by $A(u$ , $\cdot$ $)$ , where $u$ is regarded as the null extension of $u$ to adomain
0containing $\overline{\Omega}$ (for details, refer to [10], in Section 2we briefly review the definition of a
BV solution to (1.1) $)$ . Remark that this weaker formulation of (0.3) makes the condition
of energy conservation law weaker. In [10] it is proved that the same result still holds
even if we only suppose this weaker condition.
Rothe’s approximation method employed in $[9, 10]$ is amethod of semidiscretization
in time variable. Hence in this method we should solve elliptic equations with respect
to space variables, and the most effective method of solving an elliptic equation in the
BV space is adirect variational method; indeed in $[9, 10]$ elliptic equations are solved by
$\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{n}\dot{\mathrm{u}}\mathrm{z}\mathrm{i}\mathrm{n}\mathrm{g}$ variational functional. In this respect this method is essentially the same as
the method of minimizing movements. The minimizing movement theory is proposed by
E. De Giorgi [6] and in terms of this theory the result in $[9, 10]$ can be said, if a generalized
minimizing movement corresponding to (1.1) satisfies energy conservation law, then it is
a $BV$ solution.
The purpose of this article is to establish the same result for vectorial cases. In the
sequel the set of all $N$ by $n$ matrices with real elements is simply denoted by $R^{nN}$ . Let
$f$ be areal valued function defined o$\mathrm{n}$ $R^{nN}$ and suppose that it is asymptotically linear:
(A1) there exist constants $m$ and $M$ such that
(1.2) $m|p|\leq f(p)\leq M(1+|p|)$ .
In this article we consider system (0.1) of quasilinear hyperbolic equations. Similarly
to the scalar case, if we have aclassical solution $u$ to (0.1), multiplying $u_{t}$ to (0.1) and
lGiven avector valued Radon measure $\mu$ , we write its total variation as $|\mu|$ .
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integrating with respect to $x$ , we obtain the following energy conservation law
$\mathit{1}_{\Omega}^{\cdot}|u_{t}(t, x)|^{2}dx+\int_{\Omega}f$(Vu(x))dx $=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}$ .
If
(A2) $f$ is quasiconvex, $\mathrm{i}.\mathrm{e}.$ ,
$\frac{1}{\mathcal{L}^{n}(D)}\int_{D}f(p_{0}+\nabla\varphi(x))dx\geq f(p)$
for each bounded domain $D\subset R^{n}$ , for each $p_{0}\in R^{nN}$ , and for each $\varphi\in[W_{0}^{1,\infty}(D)]^{N}$ ,
the relaxed functional of the functional $u\vdasharrow J_{\Omega}^{\cdot}f(\nabla u(x))dx$ in the $[L^{1}(\Omega)]^{N}$ no$\mathrm{r}\mathrm{m}$ , which
is denoted by $J$ , is finite for $u=$ $(u^{1}, u^{2}, \ldots, u^{N})\in[BV(\Omega)]^{N}$ and is expressed as
(1.3) $\mathrm{J}(\mathrm{w},\Omega)=\int_{\Omega}f(\nabla u(x))dx+J_{\Omega}^{\cdot}f_{\infty}(\frac{dD^{s}u}{d|D^{s}u|})d|D^{s}u|$ ,
where $Du=D^{a}u+D8u$ (absolutely continuous part and singular part with respect to
$\mathcal{L}^{n})$ , $D^{a}u=\mathcal{L}^{n}\mathrm{L}\nabla u$ , alld $f_{\infty}(p)$ is defined as, for $p\in R^{n}$ ,
(1.4) $f_{\infty}(p)= \lim_{\rhoarrow}\sup_{0}f(\frac{p}{\rho})\rho$
(see, for example, [1, Theorem 5.47]). However similarly to the scalar case the most ap-
propriate weak formulation of Dirichlet condition (0.3) is to replace $J(u, \Omega)$ with $J(u,\overline{\Omega})$ .
The functional $J(u,\overline{\Omega})$ is expressed as
(1.3) $J(u, \overline{\Omega})=J(u, \Omega)+\int_{\partial\Omega}f_{\infty}(\gamma u\cross\tilde{n})d\mathcal{H}^{n-1}$ ,
where $\vec{n}$ denotes the inward pointing unit normal to an and $\mathcal{H}^{k}$ denotes the k-dimensional
Hausdorff meas $\mathrm{u}\mathrm{r}\mathrm{e}$ .
Naturally several technical assumptions should be required.
(A3) $f\in C^{1}(R^{nN})$ .
(A4) there exists aconstant $C$ such that $|f_{p}(p)|\leq C$
(A5) $\mathrm{h}.\mathrm{m}$ $f_{p}(^{\underline{p}}):p$ exists and this convergence is uniform with respect to $p$ in acompact
$\rhoarrow 0$
$\rho$
subset in $R^{nN}$ .
Moreover we should require astrictness of quasiconvexity of $f$ . It is presented in Section
4(assumption (A6)).
In $[9, 10]$ the main theorem is obtained by the use of varifold theory, more precisely,
by corresponding each BV function to avarifold based on its graph and the broken part,
passing to alimit in the topology of the class of general varifolds, and investigating the
structure of the limit varifold. The purpose of this article is to establish the same fact
for vectorial cases. However the graph of avector valued BV function cannot in general
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correspond to avarifold as in the scalar case. For this reason the varifold theory is not
available in vectorial cases and we should give up observations to geometrical structures
of the graph. As aresult we are forced to define a BV solution in asomewhat weakened
sense.
Suppose that $u_{0}\in[L^{2}(\Omega)\cap BV(\Omega)]^{\mathrm{N}}$ and $v_{0}\in[L^{2}(\Omega)]^{N}$ . In this article we $\mathrm{e}$ mploy
the following as adefinition of a BV solution to (0.1) with (0.2) and (0.3).
Definition 1.1 Afunction $u$ is said to be a BV solution to (0.1)-(0.3) in $(0, T)\cross\Omega$ if
and only if
i) $u\in L^{\infty}((0, T);BV(\Omega))$ , $u_{t}\in L^{2}((0, T)\cross\Omega)$
$\mathrm{i}\mathrm{i})u(0, x)=u_{0}(x)$
$\mathrm{i}\mathrm{i}\mathrm{i})$ for any $\phi$ $\in C_{0}^{1}([0, T)\cross\Omega)$ ,
$J_{0}^{T}. \{-\int_{\Omega}u_{t}\phi_{t}(t, x)dx+\int_{\Omega}f_{\mathrm{p}}(\nabla u) : \nabla_{x}\phi(t, x)dx\}dt=J_{\Omega}^{\cdot}v_{0}(x)\phi(0, x)dx$
$\mathrm{i}\mathrm{v})$ for any $\psi$ $\in C_{0}^{1}([0, T))$ ,
$\int_{0}^{T}\{-J_{\Omega}^{\cdot}ut(\psi’(t)u+\psi(t)u_{t})dx+\psi(t)\int_{\Omega}f_{p}(\nabla u)$ : Vudx
$+$ $\psi(t)\int_{\Omega}f_{\infty}(\frac{dD^{s}u}{d|D^{s}u|})d|D^{s}u|+\psi(t)\int_{\partial\Omega}f_{\infty}(\gamma u\otimes\tilde{n})d\mathcal{H}^{n-1}\}dt$
$=$ $\psi(0)J_{\Omega}^{\cdot}v_{0}(x)u_{0}(x)dx$ .
This definition is possibly too weak. But, at least, for (1.1), (0.2), (0.3) ( $N=1$ and
$f(p)=\sqrt{1+|p|^{2}})$ it is equivalent to the definition of aweak solution to $u_{tt}+\partial A(u)\ni 0$ .
We briefly review the definition of aBV solution to (1.1) in Section 2. In Section 3our
main theorem is presented (Theorem 3.3) and give aproof except for the convergence
of nonlinear terms, which is proved in Section 4in ameasure theoretic way having a
background of Young measure $\mathrm{t}\mathrm{h}\mathrm{e}o\mathrm{r}\mathrm{y}^{2}$.
2Backgrounds of the definition of a BV solution
In this section we review the definitions of a BV solution to (1.1) with (0.2), (0.3) that
are discussed in $[9, 10]$ .
This equation is derived as the Euler-Lagrange equation of the action integral
(2.1) $\int_{0}^{T}(\frac{1}{2}\int_{\Omega}|u_{t}(t, x)|^{2}dx-\int_{\Omega}\sqrt{1+|\nabla u|^{2}}dx)dt$ .
The relaxiation $A$ of the area functional is expressed as
$A(u, \Omega)=\int_{\Omega}\sqrt{1+|\nabla u(x)|^{2}}dx+|D^{s}u|(\Omega)$
$2\mathrm{N}\mathrm{o}\mathrm{t}\mathrm{e}$ that varifold theory also has abackground of Young measure theory
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(see [1, 7]). However this is not always G\^ateaux differentiable on $BV(\Omega)$ and thus we
cannot calculate $\frac{d}{d\epsilon}A(u+\epsilon\varphi, \Omega)|_{\epsilon=0}$ directly. The area functional $A(u, \Omega)$ coincides with
the $n$-dimensional Hausdorff measure of the reduced boundary $\partial^{*}E_{u}$ of the epigraph
$E_{u}=\{(x, y);x\in\Omega, y>u(x)\}$
(refer to [3], [7] for details about the reduced boundary), and we should only calculate
avariation of $\mathcal{H}(\partial^{*}E_{u})$ . Noticing that the equation describes the longitudinal vibration,
we could calculate the variation by the use of aone parameter family of diffeomorphisms
of $U:=\Omega\cross R$ each of which is written as $U\ni(x,y)\mathit{1}arrow(x, y+\epsilon\varphi(x,y))\in U$ , where
$\epsilon$ is the parameter and $\varphi$ is agiven function on $U$ . If $\varphi\in C_{0}^{1}(U)$ , the function $\epsilon\vdash+$
$A(u+\epsilon\varphi(x, u)$ , $\Omega)$ is differentiable and its derivative at $\epsilon$ $=0$ is expressed by the use of
$\nu_{E_{4}}:=dD\chi_{E_{u}}/d|D\chi_{E_{u}}|(\chi_{E_{u}}$ denotes the characteristic function of $E_{u}$ and it belongs to
$BV(U))$ :
$\frac{d}{d\epsilon}A(u+\epsilon\varphi(x, u))|_{\epsilon=0}=\int_{\partial^{*}E_{u}}[-(\nabla_{x}\varphi\cdot\nu_{E_{u}}’)\nu_{E_{u}}^{n+1}+|\nu_{E_{u}}’|^{2}\varphi_{y}]d\mathcal{H}^{n}$ $(\nu_{E_{u}}=(\nu_{E_{u}}’, \nu_{E_{u}}^{n+1}))$
(compare to [9, Theorem 2.2]).
In [9], taking account of these facts, aBV solution to (1.1), (0.2), (0.3) is given as
follows:
Definition 2.1 Afunction $u$ is said to be a BV solution to (1.1), (0.2), (0.3) in $(0, T)\cross$
$\Omega$ if
i) $u\in L^{\infty}((0,T);BV(\Omega))$ , $u_{t}\in L^{2}((0, T)\cross\Omega)$
$\mathrm{i}\mathrm{i})\mathrm{s}-\lim_{t}u(t)=u_{0}$ in $L^{2}(\Omega)$
$\mathrm{i}\mathrm{i}\mathrm{i})\gamma u=0$ for $\mathcal{L}^{1}- \mathrm{a}.\mathrm{e}$ . $t\in(0, T)$
$\mathrm{i}\mathrm{v})$ for any $\varphi\in C_{0}^{1}([0, T)\cross U)$ ,
$\int_{0}^{T}\{-\int_{\Omega}u_{t}(\varphi_{t}(t, x, u)+\varphi_{y}(t, x, u)u_{t})dx+\int_{\partial^{\mathrm{P}}E_{u(t,\cdot)}}[-(\nabla_{x}\varphi\cdot\nu_{E_{u(t,\cdot)}}’)\nu_{E_{u(t,\cdot)}}^{n+1}$
$+| \nu_{E_{u(t_{1})}}’|^{2}\varphi_{y}]d\mathcal{H}^{n}\}dt=\int_{\Omega}v_{0}(x)\varphi(0, x,u_{0}(x))dx$.
Since the area functional $A$ is convex, we can regard (1.1) as an evolution equation
$u_{tt}+\partial A(u, \Omega)\ni 0$ . It is proved in [9, Theorem A. $\mathrm{I}$ ] that, if an is of $C^{2}$ class, Definition
2.1 is equivalent to the definition of aweak solution to $u_{tt}+\partial A(u, \Omega)\ni 0$:putting
$\mathcal{X}=\{\phi\in 12((0, T);L^{2}(\Omega)\cap BV(\Omega));\phi_{t}\in L^{2}((0, T)\cross\Omega)\}$
and
$\mathcal{X}_{0}=$ { $\phi\in \mathcal{X};\gamma\phi=0$ for $\mathcal{L}^{1}$ -a.e. $t\in(0,$ $T$ )},
we defin
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Definition 2.2 Afunction $u$ is said to be a BV solution to (1.1), (0.2), (0.3) in $(0, T)\cross$
$\Omega$ if $\mathrm{i}$ ), $\mathrm{i}\mathrm{i}$ ), $\mathrm{i}\mathrm{i}\mathrm{i}$ ), and
$\mathrm{i}\mathrm{v})$ ’for any $\phi\in C_{0}^{0}([0, T);L^{2}(\Omega))\cap \mathcal{X}_{0}$ ,
$\int_{0}^{T}\{A(u+\phi, \Omega)-A(u, \Omega)\}dt\geq\int_{0}^{T}J_{\Omega}^{\cdot}u_{t}\phi_{t}(t, x)dxdt+\int_{\Omega}v_{0}(x)\phi(0, x)dx$ .
But in [10] it is pointed out that the appropriate weak formulation of Dirichlet condition
(0.3) is not to suppose the $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ vanishes but to replace $A(u, \Omega)$ with
$A(u, \Pi)=\mathrm{A}(\mathrm{u}, \Omega)+\int_{\partial\Omega}|\gamma u(x)|d\mathcal{H}^{n-1}$ .
Thus in [10] asolution is defined as
Definition 2.3 Afunction $u$ is said to be a BV solution to (1.1), (0.2), (0.3) in $(0, T)\cross$
$\Omega$ if and only if $\mathrm{i}$ ), $\mathrm{i}\mathrm{i}$), and
v) for any $\phi\in C_{0}^{0}([0,T);L^{2}(\Omega))\cap \mathcal{X}$,
$\int_{0}^{T}\{A(u+\phi,\overline{\Omega})-A(u,\overline{\Omega})\}dt\geq\int_{0}^{T}\int_{\Omega}u_{t}\phi_{t}(t, x)dxdt+\int_{\Omega}v_{0}(x)\phi(0, x)dx$.
Further in [10] another definition is presented and proved that it is equivalent to
Definition 2.3 if $\partial\Omega$ is of $C^{2}$ class (compare to Definitions 2.1 and 2.2).
Definition 2.4 Afunction $u$ is said to be a BV solution to (1.1), (0.2), (0.3) in $(0, T)\cross$
$\Omega$ if and only if $\mathrm{i}$ ), $\mathrm{i}\mathrm{i}$),
$\mathrm{v})_{1}$
’ for any $\varphi\in C_{0}^{1}([0, T)\cross U)$ ,
$\int_{0}^{T}\{-J_{\Omega}^{\cdot}u_{t}(\varphi_{t}(t, x, u)+\varphi_{y}(t, x, u)u_{t})dx+\int_{\partial^{*}E_{u(t,)}}[-(\nabla_{x}\varphi\cdot\nu_{E_{u(\mathrm{t},)}}’)\nu_{E_{u(\mathrm{t},)}}^{n+1}$
$+| \nu_{E_{u(t,\cdot)}}’|^{2}\varphi_{y}]d7t^{n}\}dt=\int_{\Omega}v_{0}(x)\varphi(0, x, u_{0}(x))dx$
$\mathrm{v})_{2}$
’ for any $\psi$ $\in C_{0}^{1}([0, T))$ ,
$J_{0}^{T}.\{-J_{\Omega}^{\cdot}u_{t}(\psi’(t)u+\psi(t)u_{t})dx+\psi(t)J_{\partial^{*}E_{u(t,)}}^{\cdot}|\nu_{E_{u(t,)}}’|^{2}d\mathcal{H}^{n}$
$+ \psi(t)\int_{\partial\Omega}|\gamma u|d\mathcal{H}^{n-1}\}dt=\psi(0)\int_{\Omega}v_{0}(x)u_{0}(x)dx$.
$($Note that $\mathrm{v})_{1}$ ’ of Definition 2.4 is the same condition as $\mathrm{i}\mathrm{v}$ ) of Definition 2.1.)
Looking at the proof of the equivalence between Definitions 2.3 and 2.4 carefully, we
find that it is obtained by testing only smooth functions and $u$ itself. Thus, in fact, if an
is of $C^{2}$ class, Definitions 2.3 and 2.4 are also equivalent to
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Definition 2.5 Afunction $u$ is said to be a BV solution to (1.1), (0.2), (0.3) in $(0, T)\cross$
$\Omega$ if and only if $\mathrm{i}$ ), $\mathrm{i}\mathrm{i}$ ),
$\mathrm{v})_{1}$
” for any $\phi\in C_{0}^{1}([0, T)\cross\Omega)$ ,
$\int_{0}^{T}\{-\int_{\Omega}u_{t}\phi_{t}(t, x)dx+\int_{\Omega}\frac{\nabla u}{\sqrt{1+|\nabla u|^{2}}}\nabla\phi(t, x)dx\}dt=\int_{\Omega}v_{0}(x)\phi(0, x)dx$
$\mathrm{v})_{2}$”for any $\psi$ $\in C_{0}^{1}([0, T))$ ,
$\int_{0}^{T}\{-\int_{\Omega}u_{t}(\psi’(t)u+\psi(t)u_{t})dx$
$+ \psi(t)\int_{\Omega}\frac{|\nabla u|^{2}}{\sqrt{1+|\nabla u|^{2}}}dx+\psi(t)|D^{s}u|(\Omega)$
$+ \psi(t)\int_{\partial\Omega}|\gamma u|d\mathcal{H}^{n-1}\}dt=\psi(0)\int_{\Omega}v_{0}(x)u_{0}(x)dx$.
Implication relations among these definitions are as follows:
$\Rightarrow$ Definition 2.5 $\Rightarrow$
Definition 2.2 Definition 2.4 $\Rightarrow$ Definition 2.5.
$\Rightarrow$ Definition 2.3 $\Rightarrow$
If an is of $C^{2}$ class, the converses except for $2.3\Rightarrow 2.2$ and $2.4\Rightarrow 2.1$ also hold.
Clearly Definition 1.1 is avectorial generalization of Definition 2.5. Definitions 2.2 and
2.3 are based on the convexity of $A$ , and we are unable to employ them for our problem
since our functional is not in general convex. Thus the most appropriate definition is a
generalization of Definition 2.4. However it would be hard to treat for vectorial cases and
hence we employ Definition 2.5 for the generalization.
3Apploximate solutions and our main theorem
Suppose that $u_{0}=$ $(u_{0}^{1}, u_{0}^{2}, \ldots, u_{0}^{N})\in[L^{2}(\Omega)\cap BV(\Omega)]^{N}$ and $v_{0}=(v_{0}^{1}, v_{0}^{2}, \ldots,v_{0}^{N})\in$
$[L^{2}(\Omega)]^{N}$ . For apositive number $h$ we construct asequence { $u_{\ell}^{j}$ ; $\ell$ $=-1,0,1$ , $\ldots$ , $j=$
$1,2$ , $\ldots$ , $N$} in the following way. For $\ell=0$ we let $u_{0}^{j}$ be as above and for $\ell=-1$ we set
$u_{-1}^{j}=u_{0}^{j}-hv_{0}^{j}$ . Suppose that $u_{\ell-1}^{j}$ $(\ell\geq 1, j=1,2, \ldots, N)$ are already defined. Then we
define $u_{\ell}^{1}$ as the minimizer of the functional
$\mathcal{F}_{\ell}^{1}(v)=\frac{1}{2}\int_{\Omega}\frac{|v-2u_{\ell-1}^{1}+u_{t-2}^{1}|^{2}}{h^{2}}dx+J(v, u_{\ell-1}^{2}, \ldots, u_{\ell-1}^{N}, \overline{\Omega})$
in $L^{2}(\Omega)\cap BV(\Omega)$ . Suppose that $u_{\ell}^{j-1}(j=2, \ldots, N)$ are defined. Then we define $u_{\ell}^{j}$ as
the minimizer of the functional
$\mathcal{F}_{\ell}^{j}(v)=\frac{1}{2}\int_{\Omega}\frac{|v-2u_{\ell-1}^{j}+u_{\ell-2}^{j}|^{2}}{h^{2}}dx+J(u_{\ell}^{1}, \ldots, u_{\ell}^{j-1},v, u_{\ell-1}^{j+1}, \ldots, u_{\ell-1}^{N},\overline{\Omega})$
in $L^{2}(\Omega)\cap BV(\Omega)$ . Now we put
$u_{\ell}={}^{t}(u_{\ell}^{1}, u_{\ell}^{2}, \ldots, u_{\ell}^{N})\in[L^{2}(\mathrm{S}1)\cap BV(\Omega)]^{N}$ .
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First we show the energy inequality
(3.1) $\frac{1}{2}J_{\Omega}^{\cdot}\frac{|u_{\ell}-u_{\ell-1}|^{2}}{h^{2}}dx+J(u_{\ell},\overline{\Omega})\leq\frac{1}{2}J_{\Omega}^{\cdot}|v_{0}|^{2}dx+J(u_{0},\overline{\Omega})$ .
Moreover, putting
$u_{\ell}^{(j)}={}^{t}(u_{\ell}^{1}, \ldots,u_{\ell}^{j-1}, u_{l}^{j}, u_{\ell-1}^{j+1}, \ldots, u_{\ell-1}^{N})$ ,
we have the following proposition.
Proposition 3.1 For each j $=1,$ 2, \ldots , N and $\ell=1,$ 2, $\ldots$
$\frac{1}{2}J_{\Omega}^{\cdot}\frac{|u_{\ell}^{(j)}-u_{\ell-1}^{(j)}|^{2}}{h^{2}}dx+J(u_{\ell}^{(j)}, \overline{\Omega})\leq\frac{1}{2}\int_{\Omega}|v_{0}|^{2}dx+J(u_{0},\overline{\Omega})$ .
Proof. For the sake of simplicity we write
$J_{t}^{j}(v,\overline{\Omega})=J(u_{\ell}^{1}, \ldots, u_{\ell}^{j-1}, v, u_{\ell-1}^{j+1}, \ldots, u_{\ell-1}^{N},\overline{\Omega})$ .
By the minimality of $\mathcal{F}_{\ell}^{j}(u_{\ell}^{j})$ we have
(3.2) $F_{\ell}^{j}(u_{\ell}^{j})= \frac{1}{2}\int_{\Omega}\frac{|u_{t}^{j}-2u_{\ell-1}^{j}+u_{\ell-2}^{j}|^{2}}{h^{2}}dx+J(u_{\ell},\overline{\Omega})\leq F_{\ell}^{j}((1-\theta)u_{t}^{j}+\theta u_{\ell-1}^{j})$
$= \frac{1}{2}\int_{\Omega}\frac{|(1-\theta)(u_{\ell}^{j}-u_{\ell-1}^{j})-u_{\ell-1}^{j}+u_{\ell-2}^{j}|^{2}}{h^{2}}dx+J_{t}^{j}((1-\theta)u_{\ell}^{j}+\theta u_{\ell-1}^{j},\overline{\Omega})$
for $0\leq\theta\leq 1$ . By an easy calculus we obtain
$|u_{p}^{j}-2u_{l-1}^{j}+u_{\ell-2}^{j}|^{2}-|(1-\theta)(u_{\ell}^{j}-u_{f-1}^{j})-u_{\ell-1}^{j}+u_{\ell-2}^{j}|^{2}$
$\leq\theta((1-\theta)|u_{p}^{J}-u_{\ell-1}^{j}|^{2}-|u_{\ell-1}^{j}-u_{\ell-2}^{j}|^{2})$.
This and (3.2) imply
(3.3) $\theta\frac{1}{2}J_{\Omega}^{\cdot}$ $\frac{(1-\theta)|u_{\ell}^{j}-u_{t-1}^{j}|^{2}}{h^{2}}dx+J_{\ell}^{j}(u_{t}^{j},\overline{\Omega})$
$\leq\theta\frac{1}{2}\int_{\Omega}\frac{|u_{\ell-1}^{j}-u_{\ell-2}^{j}|^{2}}{h^{2}}dx+J_{\ell}^{j}((1-\theta)u_{\ell}^{j}+\theta u_{\ell-1}^{j},\overline{\Omega})$.
Since $f$ is quasiconvex and thus rank-0ne convex, $J_{\ell}^{j}$ is convex. Hence the second term of
the right hand side of (3.3) is less than $(1-\theta)J_{\ell}^{j}$ ( $u_{\ell}^{J}$ J2) $+\theta J_{\ell}^{j}(u_{\ell-1}^{j},\overline{\Omega})$ and then we have
$\theta\frac{1}{2}\int_{\Omega}\frac{(1-\theta)|u_{\ell}^{j}-u_{\ell-1}^{j}|^{2}}{h^{2}}dx+\theta J_{\ell}^{j}(u_{\ell}^{j},\overline{\Omega})\leq\theta\frac{1}{2}\int_{\Omega}\frac{|u_{\ell-1}^{j}-u_{\ell-2}^{j}|^{2}}{h^{2}}dx+\theta J_{\ell}^{j}(u_{\ell-1}^{j},\overline{\Omega})$ .




$J_{\ell}^{N}(u_{\ell}^{N},\overline{\Omega})=J(u_{\ell}, \overline{\Omega})$ , $J_{\ell}^{1}(u_{\ell-1}^{1},\overline{\Omega})=J(u_{\ell-1},\overline{\Omega})$ , and $J_{\ell}^{j}(u_{\ell-1}^{j},\overline{\Omega})=J_{\ell}^{j-1}(u_{\ell}^{j-1},\overline{\Omega})$ ,









Since $J_{\ell}^{J}(u_{\ell}^{j},\overline{\Omega})=J(u_{\ell}^{(j)},\overline{\Omega})$ , we have the conclusion by induction on $\ell$ . Q.E.D.
Remark. Clearly (3.1) is the case of $j=N$ of Proposition 3.1.
Next we define approximate solutions
$u^{h}(t, x)={}^{t}(u^{h,1},u^{h,2}, \ldots u^{h,N})$ and $\overline{u}^{h}(t, x)={}^{t}(\overline{u}^{h,1},\overline{u}^{h,2}, \ldots\overline{u}^{h,N})$
for $(t, x)\in(0, \infty)\cross\Omega$ as follows: for $(\ell-1)h<t\leq\ell h$
(3.5) $u^{h}(t, x)= \frac{t-(\ell-1)h}{h}u_{\ell}(x)+\frac{\ell h-t}{h}u_{\ell-1}(x)$
and
(3.6) $\overline{u}^{h}(t, x)=u_{\ell}(x)$ .
Then (3.1) shows, for each $t \in\bigcup_{\ell=0}^{\infty}((\ell-1)h,\ell h)$ ,
$\frac{1}{2}\mathit{1}_{\Omega}^{\cdot}|u_{t}^{h}(t, x)|^{2}dx+J(\overline{u}^{h}(t, \cdot),\overline{\Omega})\leq\frac{1}{2}\int_{\Omega}|v_{0}|^{2}dx+J(u_{0},\overline{\Omega})$
Replacing $u_{\ell}$ and $u_{\ell-1}$ in (3.5) and (3.6) with $u_{\ell}^{(j)}$ and $u_{\ell-1}^{(j)}$ , respectively, we define $u^{h,(\mathrm{J}}$
and $\overline{u}^{h,(j)}$ , and we more have by Lemma 3.1, for each $t \in\bigcup_{l=0}^{\infty}((\ell-1)h,\ell h)$ ,
(3.7) $\frac{1}{2}\int_{\Omega}|u_{t}^{h,(j)}(t,x)|^{2}dx+J(\overline{u}^{h,(j)}(t, \cdot), \overline{\Omega})\leq\frac{1}{2}\int_{\Omega}|v_{0}|^{2}dx+J(u_{0},\overline{\Omega})$ .
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11 $0\tau \mathrm{e}\mathrm{r}\mathrm{n}\mathrm{a}\tau$
$\overline{u}^{h,(j)}(t, x)={}^{t}(\overline{u}^{h,1}(t),\overline{u}^{h,2}(t)$ , $\ldots$ $\overline{u}^{h,j}$. (t), $\overline{u}^{h,j+1}(t-h)$ , $\ldots$ , $\overline{u}^{h,N}(t-h))$ .
By the use of (3.7) we can obtain the following theorem (compare to the proof of [9,
Theorem 3.3]).
Proposition 3.2 Let $T$ be any positive number. It holds that, for each $j=1,2$ , $\ldots$ , $N$ ,
1) $\{||u_{t}^{h,(j)}||_{L\infty((0,\infty);\iota^{7}}\sim(\Omega))\}$ is uniformly bounded with respect to $h$
2) $\{||u^{h,(j)}||_{L^{\infty}((0,T)_{1}L^{2}(\Omega)\cap BV(\Omega))}.\}$ is uniformly bounded with respect to $h$
3) $\{||\overline{u}^{h,(j)}||_{L^{\infty}((0,T);L^{2}(\Omega)\cap BV(\Omega))}\}$ is uniformly bounded with respect to $h$ .
Then there exist a sequence $\{h_{m}\}$ with $h_{m}arrow 0$ as $marrow \mathrm{o}\mathrm{o}$ and a function $u$ such that
4) $\overline{u}^{h_{m},(j)}$ converges to $u$ as $marrow \mathrm{o}\mathrm{o}$ weakly star in $[L^{\infty}((0, T)_{)}.L^{2}(\Omega))]^{N}$
5) $u_{t}^{h_{m},(j)}$ converges to $u_{t}$ as $marrow \mathrm{o}\mathrm{o}$ weakly star in $[L^{\infty}((0, \infty);L^{2}(\Omega))]^{N}$
6) $u^{h_{m},(j)}$ converges to $u$ as $marrow\infty$ strongly in $[L^{p}((0, T)\cross\Omega)]^{N}$ for each $1\leq p<1^{*}$
7) $\overline{u}^{h_{m},(j)}$ converges to $u$ as $marrow \mathrm{o}\mathrm{o}$ strongly in $[L^{\mathrm{p}}((0, T)\cross\Omega)]^{N}$ for each $1\leq p<1^{*}$
8) $u\in[L^{\infty}((0, \infty);BV(\Omega))]^{N}$
9) for $\mathcal{L}^{1}$ -a. $e$ . $t\in(0, \infty)$ , $D\overline{u}^{h_{m’}(j)}(t, \cdot)$ converges to Du(t, $\cdot$ ) as $marrow\infty$ in the sense
of distributions
10) $\mathrm{s}-\lim_{t}u(t)=u_{0}$ in $[L^{2}(\Omega)]^{N}$ .
Remark. In the sequel $\{u^{h_{m}}\}$ and $\{\overline{u}^{h_{m}}\}$ are often denoted by $\{u^{h}\}$ and $\{\overline{u}^{h}\}$ for
simplicity.
Our main theorem is as follows (assumption (A6) is stated in Section 4):
Theorem 3.3 Suppose that $f$. satisfies (A1) $\sim(\mathrm{A}6)$ . Let $T$ be a positive number. If $u$
as in Proposition 3.2 satisfies the energy conservation la $w$
(3.8) $\frac{1}{2}\int_{\Omega}|u_{t}(t, x)|^{2}dx+J(u(t, \cdot),\overline{\Omega})=\frac{1}{2}J_{\Omega}^{\cdot}|v_{0}(x)|^{2}dx+J(u_{0},\overline{\Omega})$
for $\mathcal{L}^{1}$ -a. $e$ . $t\in(0, T)$ , then $u$ is a $BV$ solution to (0.1)-(0.3) in $(0, T)$ $\cross\Omega$ .
Let $\iota_{j,\epsilon}$ denote the $N$ by $N$ matrix defined by
$\iota_{j,\text{\’{e}}}=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(1, \ldots 1, 1+\epsilon, 1, \ldots, 1)$ .
$\mathrm{j}$ th
Using assumptions (A1) $\sim(\mathrm{A}5)$ , we can show the following lemma (in fact assumption
(A2) is not necessary for this lemma). The proof of this lemma is not so difficult and thus
we omit it.
Lemma 3.4 1) The limitsup of (1.4) is in fact a limit. Furthermore the limit is uni-
form with respect to $p$ in a compact subset of $R^{nN}$
2) $\mathrm{h}.\mathrm{m}$ $f_{\mathrm{p}}(^{\underline{p}})$ : $p=f_{\infty}(p)$
$\rho[searrow] 0$
$\rho$
3) $\lim_{\epsilonarrow 0_{j}}.\sum_{=1}^{N}\frac{f_{\infty}(\iota_{j,\epsilon}p)-f_{\infty}(p)}{\epsilon}=f_{\infty}(p)$ .
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Proof of Theorem 3.3. Proposition 3.25) and 8) imply i) and 10) implies $\mathrm{i}\mathrm{i}$). Thus in
order to obtain the conclusion we should show $\mathrm{i}\mathrm{i}\mathrm{i}$ ) and $\mathrm{i}\mathrm{v}$) of Definition 1.1.
By Proposition 3.25) we have, for each $j=1,2$ , $\ldots$ , $N$ ,
$\mathrm{h}.\mathrm{m}\inf_{h[searrow] 0}J_{0}^{T}.J_{\Omega}^{\cdot}$ $|u_{t}^{h_{1}(j)}(t, x)|^{2}dxdt \geq\int_{0}^{T}\int_{\Omega}|u_{t}(t, x)|^{2}dxdt$ .
Since $J$ is lower semicontinuous by (A2), we more have by Proposition 3.27) and 8), for
$\mathcal{L}^{1}- \mathrm{a}.\mathrm{e}$. $t\in(0, T)$ ,
(3.9) $\lim_{h[searrow]}\inf_{0}J(\overline{u}^{h,(j)}(t, \cdot),\overline{\Omega})\geq J(u(t, \cdot),\overline{\Omega})$ .
Thus, integrating energy inequality (3.7) and energy conservation law (3.8) over $(0, T)$ ,
we have
(3.10) $\lim_{h[searrow] 0}J_{0}^{T}.J_{\Omega}^{\cdot}|u_{t}^{h,(j)}(t, x)|^{2}dxdt=J_{0}^{*T}\int_{\Omega}|ut(t, x)|^{2}dxdt$
(and $\lim_{h[searrow] 0}\int_{0}^{T}J(\overline{u}^{h,(j)},\overline{\Omega})dt=\int_{0}^{T}J(u,\overline{\Omega})dt$). In particular $\{u_{t}^{h,(j)}\}$ converges to $u_{t}$ strongly
in $L^{2}((0, T)\cross\Omega)$ , and hence
(3.11) $\lim_{h[searrow] 0}\int_{\Omega}|u_{t}^{h,(j)}(t, x)|^{2}dx=\int_{\Omega}|u_{t}(t, x)|^{2}dx$
for $\mathcal{L}^{1}- \mathrm{a}.\mathrm{e}$. $t\in(0,T)$ . By (3.7), (3.8), and (3.9) we also obtain, for $\mathcal{L}^{1}- \mathrm{a}.\mathrm{e}$ . $t\in(0, T)$ ,
(3.12) $\lim_{h[searrow] 0}J(\overline{u}^{h,(j)}(t, \cdot),\overline{\Omega})=J(u(t, \cdot),\overline{\Omega})$ .




for any $\varphi\in C_{0}^{1}(\Omega)$ . Putting
$\tilde{\varphi}=(0, \ldots 0, \varphi, 0, \ldots, 0)$ ,
$\mathrm{i}$ th
we have by Federer-VoFpert’s theorem (Theorem 3.78 of [1]) $S$$u_{\mathit{1}}+\epsilon\overline{\varphi}(j),=S_{u_{\ell}}(g)$ and $D^{s}(u_{\ell}^{(j)}+$
$\epsilon\tilde{\varphi})=D^{s}u_{\ell}^{(j)}$ . Hence by (1.3) and (1.5)
$\frac{d}{d\epsilon}J_{\ell}^{j}(u_{\ell}^{j}+\epsilon\varphi,\overline{\Omega})|_{\epsilon=0}=\int_{\Omega}f_{p^{f}}(\nabla u_{\ell}^{(j)})\nabla\varphi(x)dx$ .
Noting that, for $(\ell -1)h<t<\ell h$ , $(\partial u^{h}/\partial t)(t)=(u_{\ell}-u_{\ell-1})/h$ , we have, for any
$\varphi=$
$(\varphi^{1}, \varphi^{2}, \ldots, \varphi^{N})\in[C_{0}^{1}(\Omega)]^{N}$ and any $\psi$ $\in C_{0}^{1}([0, T))$ ,
(3.13) $\mathit{1}^{T}\psi(t)[\int_{\Omega}\frac{u_{t}^{h}(t,x)-u_{t}^{h}(t-h,x)}{h}\varphi(x)dx+\sum_{j=1}^{N}\int_{\Omega}f_{p}\mathrm{J}(\nabla\overline{u}^{h,(j)}(t))\nabla\varphi^{j}(x)dx]dt=0$.
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Thus, if we show, as $harrow \mathrm{O}$ , passing to asubsequence if necessary,
(3.14) $J_{0}^{T}. \psi(t)\int_{\Omega}\frac{u_{t}^{h}(t,x)-u_{t}^{h}(t-h,x)}{h}.\varphi(x)dxdt$
$arrow-\int_{0}^{T}\psi_{t}(t)J_{\Omega}^{\cdot}u_{t}(t, x)\varphi(x)dxdt-\psi(0)\int_{\Omega}v_{0}(x)\varphi(x)dx$
and for each $j=1,2$ , $\ldots$ , $N$
(3.15) $J_{0}^{T}. \psi(t)J_{\Omega}^{\cdot}f_{p^{f}}(\nabla\overline{u}^{h,(j)})\nabla\varphi^{j}(x)dxdtarrow\int_{0}^{T}\psi(t)\int_{\Omega}f_{p^{f}}(\nabla u)\nabla\varphi^{j}(x)dxdt$ ,
then we have $\mathrm{i}\mathrm{i}\mathrm{i}$) of Definition 1.1 by (3.13). Proofs of (3.14) and (3.15) are presented
later.
By the minimality of $F_{\ell}^{j}(u_{\ell}^{j})$ again we have
0 $=$ $\frac{d}{d\epsilon}F_{\ell}^{j}(u_{\ell}^{j}+\epsilon u_{\ell}^{j})|_{\epsilon=0}$
$=$
$\int_{\Omega}\frac{u_{\ell}^{j}-2u_{\ell-1}^{j}+u_{\ell-2}^{\mathrm{j}}}{h^{2}}u_{\ell}^{j}dx+\frac{d}{d\epsilon}J_{\ell}^{j}(u_{\ell}^{j}+\epsilon u_{\ell}^{j},\overline{\Omega})|_{\epsilon=0}$ .
Since the functional $J_{\ell}^{j}$ is convex, we have for each $\epsilon>0$ (resp. $\epsilon<0$ )
$\epsilon^{-1}(J_{\ell}^{j}(u_{\ell}^{j}+\epsilon u_{\ell}^{j},\overline{\Omega})-J_{l}^{j}(u_{\ell}^{j},\overline{\Omega}))\geq\frac{d}{d\epsilon}J_{p}^{j}(u_{\ell}^{j}+\epsilon u_{\ell}^{j},\overline{\Omega})|_{\epsilon=0}$ (resp. $\leq$ ).
Thus we find
$0\leq J_{\ell}^{j}(u_{\ell}^{j}+\epsilon u_{\ell}^{j},\overline{\Omega})-J_{\ell}^{j}(u_{\ell}^{j},\overline{\Omega})+\epsilon$ $\int_{\Omega}\frac{u_{t}^{j}-2u_{\ell-1}^{j}+u_{l-2}^{j}}{h^{2}}u_{\ell}^{J}dx$ ,
which immediately implies for any $T>0$ , for any $\psi$ $\in C_{0}^{1}([0, T))$ , and for any $\epsilon$ $\neq 0$
(3.16) $\epsilon\int_{0}^{T}\psi(t)\{\int_{\Omega}\frac{u_{t}^{h}(t,x)-u_{t}^{h}(t-h,x)}{h}\overline{u}^{h}(t, x)dx$
$+ \sum_{j=1}^{N}[J(\iota_{j,\epsilon}\overline{u}^{h,(j)},\overline{\Omega})-J(\overline{u}^{h,(j)},\overline{\Omega})]\}dt\geq 0$.





Then (3. 16) implies
(3.19) $\int_{0}^{T}\{-\int_{\Omega}u_{t}(\psi’(t)u+\psi(t)u_{t})dx\}dt-\psi(0)\int_{\Omega}v_{0}(x)u_{0}(x)dx$
$+ \sum_{j=1}^{N}[J(\iota_{j,\epsilon}u,\overline{\Omega})-J(u,\overline{\Omega})]\}dt\geq 0$ .
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It follows from (1.3), (1.5), and Lemma 3.43) that
$\lim_{\epsilonarrow 0}\epsilon^{-1}\sum_{j=1}^{N}[J(\iota_{j_{1}\epsilon}u,\overline{\Omega})-J(u,\overline{\Omega})]=J_{\Omega}^{\cdot}$ $f_{p}(\nabla u)$ : $\nabla udx$
$+ \int_{\Omega}f_{\infty}(\frac{dD^{s}u}{d|D^{s}u|})d|D^{\delta}u|+\int_{\partial\Omega}f_{\infty}(\gamma u\otimes\tilde{n})d\mathcal{H}^{n-1}$ .
Hence, multiplying $\epsilon^{-1}$ to the both side of (3.19) and letting $\epsilon[searrow] 0$ and $\epsilon\nearrow 0$ , we obtain
$\mathrm{i}\mathrm{v})\backslash$ of Definition 1.1.
Now it remains to prove (3.14), (3.15), (3.17), (3.18). In this section, accepting (3.15)
and (3.18), we conclude the proof of Theorem 3.3 by showing (3.14) and (3.17). Proofs
of (3.15) and (3.18) are left to the next section.
Let $\phi$ be either $\psi\varphi$ or $\psi\overline{u}^{h}$ . First we rewrite
(3.21) $\int_{0}^{T}J_{\Omega}^{\cdot}\frac{u_{t}^{h}(t,x)-u_{t}^{h}(t-h,x)}{h}\phi(t, x)dxdt$
$=$ $J_{0}^{\infty}. \int_{\Omega}\frac{u_{t}^{h}(t,x)-u_{t}^{h}(t-h,x)}{h}\phi(t, x)dxdt$
$=$ $J_{0}^{\infty}. \int_{\Omega}.\frac{u_{t}^{h}(t,x)}{h}\phi(t,x)dxdt-J_{-h}^{\infty}.\int_{\Omega}\frac{u_{t}^{h}(s,x)}{h}\phi(s+h,x)dxds$
$=$ $- \{\int_{0}^{\infty}\int_{\Omega}u_{t}^{h}(t, x)\frac{\phi(t+h,x)-\phi(t,x)}{h}dxdt$
$+ \frac{1}{h}\int_{-h}^{0}J_{\Omega}^{\cdot}u_{t}^{h}(s, x)\phi(s+h, x)dxds\}$
$=$ : $-(I+II)$ .
Noting that $u_{t}^{h}(s, x)=v_{0}(x)$ for $-h<s\leq 0$ , we have
(3.21) $II= \int_{\Omega}v_{0}(x)\frac{1}{h}\int_{-h}^{0}\phi(s+h, x)dsdx=\int_{\Omega}v_{0}(x)\frac{1}{h}\int_{0}^{h}\phi(t, x)dtdx$ .
In case $\phi=\psi\varphi$ $(\psi\in C_{0}^{1}([0, T)),$ $\varphi\in C_{0}^{1}(\Omega))$ , since
$\frac{\psi(t+h)-\psi(t)}{h}-\Rightarrow\psi_{t}(\mathrm{i})$
strongly in $L^{\infty}(0,T)$ and
$\int_{-h}^{0}\psi(s+h)dsarrow\psi(0)$ ,
we have (3.14) by Proposition 3.25). In case $\phi=\psi\overline{u}^{h}(\psi\in C_{0}^{1}([0, T)))$ , we first have by
(3.21), noting further that $\overline{u}^{h}(t, x)=u_{1}(x)$ for $0<t\leq h$ ,
$II= \frac{1}{h}J_{0}^{h}.\psi(t)dt\int_{\Omega}v_{0}(x)u_{1}(x)dx$ .
Since, for $0<t<h$ ,
$u_{1}(x)=u_{0}(x)+h \frac{u_{1}(x)-\prime u_{0}(x)}{h}=u_{0}(x)+hu_{t}^{h}(t, x)$,
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we have by Proposition 3.21)
(3.22) $\lim_{h[searrow] 0}II=\psi(0)\int_{\Omega}v_{0}(x)u_{0}(x)dx$ .





$\overline{u}^{h}(t+h, dxdt+\int_{0}^{\infty}\psi(t)J_{\Omega}^{\cdot}u_{t}^{h}(t+h, x)dxdt$ .
We see that
$\int_{0}^{1}\psi_{t}(t+\theta h)d\thetaarrow\psi_{t}(t)$ .
By (3.10), $\{u_{t}^{h}\}$ converges to $u_{t}$ strongly in $L^{2}((0, T)\cross\Omega)$ . Let $T’$ be any number with
$0<T’<T$ . If $0<h<T-T’$ , we have
$||u_{t}^{h}(\cdot+h)-u_{t}(\cdot+h)||_{L^{2}((0,T’)\mathrm{x}\Omega)}=||u_{t}^{h}-u_{t}||_{L^{2}((h,T’+h)\mathrm{x}\Omega)}\leq||u_{t}^{h}-u_{t}||_{L^{2}((0,T)\mathrm{x}\Omega)}$ ,
the right hand side of which converges to 0as $harrow 0$ . It follows from Lusin’s theorem





we obtain that $u_{t}^{h}(\cdot+h)arrow u_{t}$ strongly in $L^{2}((0, T’)\cross\Omega)$ . Noting that the support of $\varphi$
with respect to the $t$ variable is acompact subset of $[0, T)$ , we have
(3.23) $h.[searrow] 0 \mathrm{h}\mathrm{m}I=\int_{0}^{\infty}\int_{\Omega}u_{t}(\psi_{t}(t)u+\psi(t)u_{t})dxdt$ .
Now (3.17) follows from (3.20), (3.22), and (3.23).
Thus the proof is complete except for proofs of (3.15) and (3.18). Q.E.D.
4Radon measures in $\overline{\Omega}\cross\overline{S}_{+}$
Let $\mu$ be a $R^{m}$ valued Radon measure. Then we write its total variation as $|\mu|$ and
the Radon-Nikodym derivative of $\mu$ with respect to $|\mu|$ as $\tilde{\mu}$ . In particular, $\mu=|\mu|\mathrm{L}\tilde{\mu}$ .
For $v\in[BV(\Omega)]^{N}$ we define an $R^{nN+1}$ valued Radon measure $\mu_{v}$ by
$\mu_{v}={}^{t}(-Dv,\mathcal{L}^{n})$ .
For an open set $A\subset\Omega$ , total variation $|\mu_{v}|$ is given by
$| \mu_{v}|(A)=\sup\{\int_{\Omega}(g_{0}+v\mathrm{d}\mathrm{i}\mathrm{v}g)dx;(g_{0},g)\in C^{1}(\Omega, R^{nN+1}), |g_{0}|^{2}+|g|^{2}\leq 1\}$
71
In this article, for the sake of simplicity, we write $S_{+}^{nN+1}=S_{+}:$
$S_{+}=\{\vec{s}=(s^{1}, \cdots, s^{nN+1})\in S^{nN};s^{nN+1}>0\}$ .
We also write
$S_{0}=\{_{S}^{\neg}=(s^{1}, \cdots, s^{nN+1})\in S^{n};s^{nN+1}=0\}$ .
Then $\overline{S}_{+}=S_{+}\cup S_{0}$ . Given aRadon measure Ain $\overline{\Omega}\cross\overline{S}_{+}$ , we let $|\lambda|$ denote aRadon
measure on 0defined by
$|\lambda|(A)=\lambda(A\cross\overline{S}_{+})$ for aBorel set $A\subset\overline{\Omega}$ .
Clearly this notation is an analogy with that of atotal variations of avector valued Radon
measure. In particular, letting Abe aRadon measure in $\overline{\Omega}\cross\overline{S}_{+}$ defined as, for aBV
function $v\in[BV(\Omega)]^{N}$ ,
(4.1) $\int_{\overline{\Omega}\mathrm{x}\overline{s}_{+}}\beta(x,\vec{s})d\lambda=\int_{\overline{\Omega}}\beta(x,\tilde{\mu}_{v}(x))d|\mu_{v}|$ $(\beta\in C^{0}(\overline{\Omega}\cross\overline{S}_{+}))$ ,
then we have $|\lambda|=|\mu_{v}|$ . For each Radon measure Ain $\overline{\Omega}\cross\overline{S}_{+}$ , there exists aprobability
Radon measure $\nu_{\lambda,x}$ on $\overline{S}_{+}$ for $|\lambda|- \mathrm{a}.\mathrm{e}$ . $x\in\overline{\Omega}$ such that
$\int_{\overline{\Omega}\mathrm{x}\overline{s}_{+}}\beta(x,\vec{s})d\lambda=\int_{\overline{\Omega}}(\int_{\overline{g}_{+}}\beta(x, s]d\nu_{\lambda,x})d|\lambda|$
$(\beta\in C^{0}(\overline{\Omega}\cross\overline{S}_{+}))$
(for example, Theorem 10 of page 14 of [2]). Using these notations, we often write
$\lambda=|\lambda|\otimes\nu_{\lambda,x}$ . In particular, if Ais as in (4.1), then $\lambda=|\mu_{v}|\otimes\delta_{\tilde{\mu}_{v}(x)}$ .




Let $\mathcal{M}$ be asubclass of probability Radon measures in $S_{+}$ which consists of all of such
measures as $\nu$ in the following: there exist asequence $\{v_{m}\}\subset[BV(\Omega)]^{N}$ , afunction
$v\in[BV(\Omega)]^{N}$ , and aRadon measure Ain $\overline{\Omega}\mathrm{x}$ $\overline{S}_{+}$ such that $v_{m}arrow v$ strongly in $L^{1}(\Omega)$ ,
$|\mu_{v_{m}}|\otimes\delta_{\tilde{\mu}_{v_{m}}(x)}arrow\lambda$ in the sense of Radon measures in $\overline{\Omega}\cross\overline{S}_{+}$ , and $\nu=\nu_{\lambda,x}$ for one of
$x\in\overline{\Omega}$. Now we state assumption (A6):
(A6) $\int_{\overline{s}_{+}}\mathrm{F}(\mathrm{s})\mathrm{d}\mathrm{v}>F(\int_{\overline{s}_{+}}\tilde{s}d\nu)$ whenever $\nu\in \mathcal{M}$ and $\#\mathrm{s}\mathrm{p}\mathrm{t}$ $\nu\geq 2$ .
Note that, since $f$ is quasiconvex, the inequality of assumption (A6) always holds with
equality.
Let $\overline{u}^{h,(j)}$ , $u$ be as in Proposition 3.2. Then there are one parameter families of $R^{nN+1_{-}}$
valued Radon measures $\mu_{\overline{u}^{h,(f)}(t,\cdot)}$ , $\mu_{u(t,\cdot)}$ in $\Omega$ , which are in the sequel simply denoted by
$\mu_{t}^{h}$ , $\mu_{t}$ , respectively. Clearly $\mu_{t}^{h}$ depends on $j$ , but in the sequel $j$ is fixed and then we
do not specify it explicitly. By Proposition 3.23) there exists aconstant Awhich is
independent of $h$ such that
(4.2) $\mathrm{e}\mathrm{s}\mathrm{s}.\sup_{t>0}|\mu_{t}^{h}|(\overline{\Omega})\leq K$ .
72
Then (4.1) and (4.2) imply
(4.3) $\mathrm{e}\mathrm{s}\mathrm{s}.\sup_{t>0}|\int_{\overline{\Omega}\mathrm{x}\overline{S}_{+}}\beta(x,\vec{s})d|\mu_{t}^{h}|\otimes\delta_{\dot{\mu}_{t}^{h}(x)}|\leq K\sup|\beta|$
for any $\beta\in C^{0}(\overline{\Omega}\cross\overline{S}_{+})$ . By the use of (4.3) and standard compactness argument we
obtain the following lemma (compare to [5, Proposition 4.3]).
Lemma 4.1 There exists a subsequence of $\{h\}$ (still denoted by $\{h\}$ ) and $a$ one param-
eter family of Radon measures $\lambda_{t}$ in $\overline{\Omega}\cross\overline{S}_{+}$ , $t\in(0, \infty)$ , such that, for each $\psi\in L^{1}(0, \infty)$




$f_{p}J( \frac{s’}{s^{nN+1}})s^{nN+1}$ if $s^{nN+1}>0$
0if $s^{nN+1}=0$
is continuous in $\overline{S}_{+}$ by assumptions (A3) and (A4), while Lemma 3.43) implies that $F$ is
continuous in $\overline{S}_{+}$ . Thus, if we have the following theorem, then we obtain (3.15), (3.18)
by Lemma 4.1 with $\beta(x,\vec{s})=\alpha(\vec{s})\nabla\varphi(x)$ , $\beta(x,\vec{s})=F(\iota_{j,\epsilon}s’, s^{nN+1})$ , respectively, and the
proof of Theorem 3.3 is complete.
Theorem 4.2 For $\mathcal{L}^{1}$ -a. e. t $\in(0, \infty)$ ,
$\lambda_{t}=|\mu_{t}|\otimes\delta_{\check{\mu}_{t}(x)}$ .
Before the proof of Theorem 4.2 we sum up properties of $\lambda_{t}$ .
Lemma 4.3 For $\mathcal{L}^{1}$ -a. $e$ . $t\in(0, \infty)$ ,
1) $\mu_{t}=|\lambda_{t}|\mathrm{L}\int_{\overline{s}_{+}}\tilde{s}d\nu_{\lambda_{t},x}$
2) $|\lambda_{t}|(A)\geq|\mu_{t}|(A)$ for each Borel set $A\subset\overline{\Omega}$
3) $|\lambda_{t}|(A)=J_{A}^{\cdot}D_{|\mu_{\mathrm{P}}|}|\lambda_{t}|(x)d|\mu_{t}|+(|\lambda_{t}|\mathrm{L}Z)(A)$ for $A\subset\overline{\Omega}$ , where $D_{|\mu_{t}|}|\lambda_{t}|$ is the deriva-
tive $of|\lambda_{t}|$ with respect to $|\mu_{t}|$ and $Z$ is the $|\mu_{t}|$ -null set defined by $Z=\{x;D|\mu_{t}||\lambda_{t}|(x)=$
$\infty\}$
$4) \int_{\overline{s}_{+}}\vec{s}d\nu_{\lambda_{\mathrm{P}},x}=0$ for $|\lambda_{t}|\mathrm{L}$ Z-a. $e$ . $x$
5) spt $\nu_{\lambda_{t},x}\subset S_{0}$ for $|\lambda_{t}|\mathrm{L}$ Z-a. $e$ . $x$ .
proof 1) For any $g\in C^{0}(\overline{\Omega};R^{nN+1})$ and $\psi$ $\in L^{1}(0, \infty)$
$\int_{0}^{\infty}\psi(t)J_{\overline{\Omega}}^{\cdot}g(x)d\mu_{t}dt=\int_{0}^{\infty}\psi(t)[\int_{\overline{\Omega}}g^{0}(x)dx+\int_{\overline{\Omega}}g’(x)dDu]dt$
$=$ $\lim_{harrow 0}\int_{0}^{\infty}\psi(t)[\int_{\overline{\Omega}}g^{0}(x)dx+J_{\overline{\Omega}}^{\cdot}g’(x)dD^{\lrcorner}u]dt=\lim_{harrow 0}\int_{0}^{\infty}\psi(t)\int_{\overline{\Omega}}g(x)d\mu_{t}^{h}dt$
$= \lim_{harrow 0}J_{0}^{\infty}.\psi(t)\int_{\overline{\Omega}}g(x)\tilde{\mu}_{t}^{h}d|\mu_{t}^{h}|dt=\mathrm{h}.\mathrm{m}\int_{0}^{\infty}harrow 0\psi(t)\int_{\overline{\Omega}\mathrm{x}\overline{s}_{+}}g(x)\cdot\tilde{s}d\lambda_{t}^{h}dt$
$=$ $\int_{0}^{\infty}\psi(t)\int_{\overline{\Omega}\mathrm{x}\overline{s}_{+}}g(x)\cdot sd\prec\lambda_{t}(x,\vec{s})dt=\int_{0}^{\infty}\psi(t)\int_{\overline{\Omega}}g(x)(\int_{\overline{s}_{+}}\vec{s}d\nu_{\lambda_{t},x})d|\lambda_{t}|dt$ ,
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where $\lambda_{t}^{h}=|\mu_{t}^{h}|\otimes\delta_{\tilde{\mu}_{t}^{h}(x)}$ . This shows assertion 1).
2) First we consider the case that A is the intersection of an open set and $\overline{\Omega}$ . By
assertion 1) we have, for any g $\in C^{0}(A;R^{nN+1})$ ,
$| \mathit{1}_{A}^{g(x)d\mu_{t}|}\cdot\leq\int_{A}|g(x)|d|\lambda_{t}|\leq\sup|g||\lambda_{t}|(A)$ .
Taking supremum with respect to $g\in C^{0}(A;R^{nN+1})$ with $|g|\leq 1$ , we obtain $\mu_{t}(A)\leq$
$|\lambda_{t}|(A)$ .
Let $A$ be any Borel set. For each open set $O$ with $A\subset O$ , $\mu_{t}(A)\leq\mu_{t}(O\cap\overline{\Omega})\leq$
$|\lambda_{t}|(O\cap\overline{\Omega})$ . Thus, since $\inf_{A\subset O\cap\overline{\Omega}}|\lambda_{t}\lfloor(O\cap\overline{\Omega})=|\lambda_{t}|(A)$ , we have $\mu_{t}(A)\leq|\lambda_{t}|(A)$ .
3) It is the direct consequence of the differentiation theory for Radon measures (see,
for example, [11, Theorem 4.7] $)$ .
4) By assertions 1) and 3) we have, for any $g(x)\in C^{0}(\overline{\Omega},\cdot R^{nN+1})$ ,
$0= \int_{Z}g(x)d\mu_{t}=\int_{Z}g(x)(\int_{\overline{s}_{+}}\tilde{s}d\nu_{\lambda_{t},x})d|\lambda_{t}|$ .
This shows assertion 4).
5) By 4), in particular, we have $\int_{\overline{s}_{+}}s^{nN+1}d\nu_{\lambda_{t},x}=0$ for $|\lambda_{t}|\mathrm{L}$ Z-a.e. $x$ . Since $s^{nN+1}\geq 0$ ,
we have $s^{nN+1}=0$ for $\nu_{\lambda\iota,x^{-}}\mathrm{a}.\mathrm{e}$ . for $|\lambda_{t}|\mathrm{L}$ Z-a.e. $x$ . Thus assertion 5) holds. Q.E.D.
Lemma 4.4 For $\mathcal{L}^{1}$ -a. e. t $\in(0, \infty)$ , $|\lambda_{t}\mathrm{L}F|(A)\geq(|\mu_{t}|\mathrm{L}F(\tilde{\mu_{t}}))(A)$ for each Borel set
A $\subset\overline{\Omega}$
Proof. Lemma 4.33) implies, for $\mathcal{L}^{1}- \mathrm{a}.\mathrm{e}$ . $t\in(0, \infty)$ ,
$|\lambda_{t}|\mathrm{L}(\overline{\Omega}\backslash Z)=|\mu_{t}|\mathrm{L}D_{|\mu\iota|}|\lambda_{t}|$ .
Hence by Lemma 4.31), for $\mathcal{L}$ ’-a.e. $t\in(0, \infty)$ ,
$\int_{A\backslash Z}d\mu_{t}=\int_{A\backslash Z}.\int_{\overline{s}_{+}}\tilde{s}d\nu_{\lambda_{t},x}D_{|\mu_{t}|}|\lambda_{t}|d\mu_{t}$.
For such a $t$ , since $Z$ is a $|\mu_{t}|$-null set, we have, for $|\mu_{t}|- \mathrm{a}.\mathrm{e}$ . $x\in\overline{\Omega}$ ,
(4.4) $\tilde{\mu}_{t}(x)=\int_{\overline{S}_{+}}\tilde{s}d\nu_{\lambda_{t},x}D_{|\mu_{t}|}|\lambda_{t}|(x)$ .
At each point $(t, x)$ such that (4.4) holds, the homogeneity and quasiconvexity of $F$ imply
(4.5) $F( \tilde{\mu}_{t}(x))=F(\int_{\overline{s}_{+}}\tilde{s}d\nu_{\lambda_{t},x}D_{|\mu \mathrm{r}|}|\lambda_{t}|(x))\leq\int_{\overline{s}_{+}}F(\vec{s})d\nu_{\lambda_{t},x}D_{|\mu_{t}|}|\lambda_{t}|(x)$ .
By Lemma 4.33) again we obtain, for each Borel set $A\subset\overline{\Omega}$ ,
(4.6) $\int_{A}\int_{\overline{s}_{+}}F(\vec{s})d\nu_{\lambda_{t},x}D_{|\mu\iota|}|\lambda_{t}|(x)d\mu_{t}\leq\int_{A}\int_{\overline{s}_{+}}F(\vec{s})d\nu_{\lambda_{t},x}d|\lambda_{t}|$ .
Thus the conclusion follows from (4.5) and (4.6). Q.E.D.
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Proof of Theorem 4.2. We write $\lambda_{t}^{h}=|\mu_{t}^{h}|\otimes\delta_{\vec{\mu}_{\mathrm{t}}^{h}(x)}$. Noting that F is continuous in $\overline{S}_{+}$ ,
we let $\beta(x,\vec{s})=F(\tilde{s})$ in Le mma 4.1. Then we easily obtain that, for $\mathcal{L}^{1}- \mathrm{a}.\mathrm{e}$ . t $\in(0, \infty)$ ,
(4.7) $\lim_{harrow}\sup_{0}|\lambda_{t}^{h}\mathrm{L}F|(\overline{\Omega})\geq|\lambda_{t}\mathrm{L}F|(\overline{\Omega})$ .
On the other hand (3.12) means
(4.8) $h.arrow 0\mathrm{h}\mathrm{m}|\lambda_{t}^{h}\mathrm{L}F|(\overline{\Omega})=(|\mu_{t}|\mathrm{L}F(\tilde{\mu_{t}}))(\overline{\Omega})$
for $\mathcal{L}^{1}- \mathrm{a}.\mathrm{e}$ . $t\in(0, \infty)$ . Let $t$ be anumber at which all of Lemma 4.4, (4.7), and (4.8)
hold. Such anumber exists $\mathcal{L}^{1}$ almost everywhere, and in the sequel we fix it. Then we
have $|\lambda_{t}\mathrm{L}F|(\overline{\Omega})=(|\mu_{t}|\mathrm{L}F(\vec{\mu}_{t}))(\overline{\Omega})$ . This and Lemma 4.4 again imply
(4.9) $|\lambda_{t}\mathrm{L}F|=|\mu_{t}|\mathrm{L}F(\mu_{t}^{-})$ .
By the definition of $|\lambda_{t}\mathrm{L}F|$ and $|\mu_{t}|\mathrm{L}F(\tilde{\mu_{t}})$ , for each Borel set $A\subset\overline{\Omega}$ ,
(4.10) $\int_{A}F(\vec{\mu}_{t}(x))d|\mu_{t}|=\int_{A}\int_{\overline{s}_{+}}F(\vec{s})d\nu_{\lambda_{t},x}d|\lambda_{t}|$ .
In particular, letting $A=Z$, we find $\int_{\overline{s}_{+}}F(\vec{s})d\nu_{\lambda_{t},x}=0$ for $|\lambda_{t}|\mathrm{L}$ Z-a.e. $x$ . The definition
of $F$ and (1.2) imply $|F$ ( $s]|$ $\geq m|s’|$ . Lemma 4.35) implies $|s’|\equiv 1$ on $\mathrm{s}\mathrm{p}\mathrm{t}\nu_{\lambda_{t},x}$ for $|\lambda_{t}|\mathrm{L}$ Z-
$\mathrm{a}.\mathrm{e}$ . $x$ . Thus we have $| \lambda_{t}|(Z)=\int_{Z}\int_{\overline{S}_{+}}d\nu_{\lambda_{t},x}d|\lambda_{t}|\leq m^{-1}\int_{Z}\mathit{1}\overline{s}_{+}\cdot F(\vec{s})d\nu_{\lambda_{t},x}d|\lambda_{t}|=0$. By
Lemma 4.34) we conclude
(4.11) $|\lambda_{t}|=|\mu_{t}|\mathrm{L}D_{|\mu_{t}|}|\lambda_{t}|$ .
It follows from (4.10) and (4.11) that $F(\vec{\mu}_{t}(x))=J_{\overline{s}_{+}}^{\cdot}F(\tilde{s})d\nu_{\lambda_{l},x|\mu_{t}|}D|\lambda_{t}|(x)$ for $|\mu_{t}|- \mathrm{a}.\mathrm{e}$ .
$x\in\overline{\Omega}$. Replacing $\tilde{\mu}_{t}(x)$ with the right hand side of (4.4), we obtain, for $|\mu_{t}|- \mathrm{a}.\mathrm{e}$ . $x\in\overline{\Omega}$,
(4.12) $F( \int_{\overline{s}_{+}}\tilde{s}d\nu_{\lambda_{t},x})=\int_{\overline{s}_{+}}F(\vec{s})d\nu_{\lambda_{t},x}$ .
Since $f$ satisfies (A6) and $\nu_{\lambda_{\mathrm{t}},x}\in \mathcal{M}$ , we have by (4.12) that, for $|\mu_{t}|- \mathrm{a}.\mathrm{e}$ . $x\in\overline{\Omega}$, $\mathrm{s}\mathrm{p}\mathrm{t}\nu_{\lambda_{t},x}$
consists of only one point. Let $\dot{s}_{x}$ be the unique element of $\mathrm{s}\mathrm{p}\mathrm{t}\nu_{\lambda_{t},x}$ . Then (4.4) implies
$\tilde{\mu}_{t}(x)=D|\mu\iota||\lambda_{t}|(x)\tilde{s}_{x}$ , which immediately yields $D|\mu_{t}||\lambda_{t}|(x)=1$ and $\tilde{\mu}_{t}(x)=\tilde{s}_{x}$ , for $|\mu_{t}|-$
$\mathrm{a}.\mathrm{e}$ . $x\in\overline{\Omega}$ . By (4.11) we deduce $|\lambda_{t}|=|\mu_{t}|$ on $\overline{\Omega}$. Hereby we obtain by Lemma 4.32)
that, for each $\beta\in C^{0}(\overline{\Omega}\cross\overline{S}_{+})$ ,
$\mathit{1}_{\overline{\Omega}\cross\overline{s}_{+}}^{\beta(x,\tilde{s})d\lambda_{t}=}.\int_{\Omega}J(x,\tilde{\mu}_{t}(x))d|\mu_{t}|$.
This implies the conclusion. Q.E.D.
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