A numerical procedure to compute the best uniform approximation to a given continuous function by algebraic polynomials with nonnegative ;th derivative is presented and analyzed. The method is based on discretization and linear programming. Several numerical experiments are discussed.
where I ^ r 1% n.
(i) 7/r is c7n eue« integer and iff is even on [-b, b] , then the best approximation to f from K, is also even.
(ii) If r is an odd integer and iff is odd on [-b, b] , then the best approximation to f from Kr is also odd.
Proof, (i) Assume r is an even integer and / is even. Let p* be the best approximation to / from Kr and set q(x) = p* (-x) (ii) The proof of (ii) is accomplished by setting q(x) = -p*(-x) and proceeding as in the proof of (i).
The following characterization theorem, due to Lorentz and Zeller [7] , is fundamental. Recall that a point x in [a, b] at which [/ -p](x) = ±||/ -p\\ is called an extremal point of p and a point x at which p'r)(x) = 0 is called a constraint point. The union of the extremal points and the constraint points is the set of critical points. Proof. [7, p. 5] . 3 . Computational Procedure; Discretization Error. We next present a numerical procedure to compute the best approximation from KT\ this method is described briefly in [5, p. 27 ]. The problems of particular interest are approximation by monotonic polynomials and approximation by convex polynomials. The discussion will be carried out for approximation by convex polynomials; the analysis for the more general problem of approximation from Kr is similar. Let Xm = [x0, xu • • • , xm}, License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where a = x0 < x, < ■ ■ ■ < xm = b, be a discrete subset of [a, b] . We consider the constrained problem on Xm:
0 for all xf £ Xm. Setting p(x) = a0 + a,x + becomes (3.1) subject to X represents the deviation (maximum error) over the discrete set Xm. The problem (3.3), (3.4) can be solved by linear programming techniques; several examples are presented and discussed in the next section. Let us now consider the relationship of the discretized problem (3.1), (3.2) to the original problem of approximation on the interval [a, b] . Two lemmas will be needed. independent of m and x. Hence, {pm} is uniformly bounded. In general, pm will not satisfy the constraints on all of [a, b], i.e.,/?" may be negative. However, the violation is easily bounded. A number of numerical examples were performed to illustrate the procedure described in the previous section to compute the best convex approximation; also, several examples illustrating the computation of the best monotonic approximation (approximation from K,) were run. A solution of the problem (3.1), (3.2) was obtained by applying the revised simplex method to the dual of the linear programming problem (3.3), (3.4) ; the reader unfamiliar with linear programming terminology and techniques may consult [2] .
For a given convex function /, it often happens that the solution of the problem of finding the best uniform approximation (with no constraints applied) will turn out to be convex; this solution then will also be the best approximation from K2. If it were known a priori that this were the case, then the Remes exchange algorithms for unconstrained uniform approximation could be used. However, it is not at all obvious when the best unconstrained approximation will turn out to be convex; this is an interesting problem in itself. Of course, similar remarks apply to the more general problem of approximation from Kr. To construct examples for which the unconstrained approximation would not turn out to satisfy the constraints, the problem (3.1), (3.2) was solved for Xm with uniform spacing .1. If there were no points of Xm at which p'm\x) = 0, then this was taken as an indication that the best unconstrained approximation on [a, b] would turn out to be convex and the example was abandoned. If there were points of Xm at which p'm'(x) = 0, then the example was continued for spacing .01 and .005. In all examples, points at which p'"!(x) = 0 continued to appear; in fact, near those for spacing .1.
In Examples 1-6, exhibited in Tables 1-6 , the problem was to find the best convex Tables 7-12 , the problem was to find the best monotonic approximation (from Ki) to /(x) by polynomials of degree at most six over [-1, 1] . The sets Xm were taken to be equally spaced subsets of [ -1, 1] with m + 1 points. The labels in the tables will be explained with reference to Example 1. In Example 1, the problem was to find the best uniform approximation on [-1, 1] to /(x) = x6 by a convex fifth-degree polynomial £f_, a.x*. The numerical results (rounded off to 5 decimal places) of solving the discretized problem for spacing h,n = 2Sm = .1, .01, .005 are exhibited in Table 1 . Xm is the deviation of pm over Xm. Under the heading "critical points", -1.0(+) indicates that -1.0 is a plus extremal point, -.8( -) indicates that -.8 is a minus extremal, and 0.0(+, c) indicates that 0.0 is a plus extremal and also a constraint point. In this example, by using symmetry and the numerical results, one can guess that the best convex approximation on [-1, 1] is x4 -X where X is the deviation. This can be verified by using the characterization theorem, Theorem 2. The error curve is e(x) = x6 -(x4 -X). Table 1 on the line with "exact" under hm.
It is interesting to note that in several of the examples the number of critical points is less than n + 2; in the unconstrained problem the number of extremal points is always n + 2. Also, a variety of possible orders for the critical points is exhibited. For instance, Examples 4 and 5 have the order: plus extremal, constraint point, plus extremal, whereas Examples 8 and 9 have the order: plus extremal, constraint point, minus extremal. Example 7 has two constraint points in succession. In several examples, a constraint point coincided with an extremal point; in all such cases the adjacent extremal points were of type opposite that of the constraintextremal point.
It can be seen from several of the examples that the analogue of the symmetry theorem, Theorem 2, is not true for constrained approximation over a discrete set Xm. The best constrained approximation over Xm is not unique in general; e.g., if we call p(x) the solution of (3.1), (3.2) with hm = 28m = .1 in Example 1, then p(-x) would also be a solution.
Notice that as hm decreases in a particular example, the deviation Xm is nondecreasing. This is true because Xm C Xm> for m' > m and a solution of (3.1), (3.2) over Xm' would be a candidate for a solution of (3.1), (3.2) over Xm.
