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Abstract A Cellular Automata approach is introduced in this paper for the optimal design of sewer
network problems. The solution of sewer network optimization problems requires the determination of
pipe diameters and average pipe cover depths, minimizing the total cost of the sewer network subject to
operational constraints. One constraint of the problem, namely, the maximum relative depth of flow, is
first used to define the pipe diameters in terms of the pipe slope and, hence, the nodal elevation of the
network. As a result, the sewer network optimization problem is redefined, in terms of the network nodal
elevations, and the resulting problem is solved using a Cellular Automata (CA) approach. The nodes of the
network are used as the CA cell, with the corresponding elevations as CA cell states. The updating rule
of the proposed CA is then derived by requiring the stationary total penalized objective function of the
problem, with respect to the cell state. The proposed method is used to solve two benchmark examples
and the results are compared to those obtained by other methods. The results indicate that the proposed
method is highly efficient compared to alternative methods, while producing comparable results.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Storm water networks are an important part of the
infrastructure of any society. The investment that is needed for
construction and maintenance of these large scale networks is
so huge and, thus, any saving in the cost of these networks
may result in considerable reduction of total construction cost.
The aim of the optimal sewer network design is to find a cost-
effective solution that minimizes capital investment whilst
ensuring a good system performance under specific design
criteria [1]. Two main costs of storm sewer network design
are excavation and pipe costs, which often create contradictory
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Open access under CC BY-NC-ND license.objectives in the design of sewer networks. Any reduction in
pipe size is likely to result in an increase in pipe slope and
consequently excavation costs. Reducing excavation costs, on
the other hand, requires milder slopes for pipes, leading to
larger pipe sizes for carrying the design discharge. Therefore,
finding an economical design for sewer networks requires an
optimal trade-off between pipes and excavation costs, which
cannot be easily achieved by engineering judgment.
Many optimization techniques have been developed and
used for the optimal design of sewer networks, such as
Linear Programming [2,3], Non Linear Programming [4] and
Dynamic Programming [5–9]. Some researchers, such as Miles
and Heaney [10], Afshar and Zamani [11], Cembrowicz [12]
and Diogo et al. [13], adopted heuristic approaches for their
simplicity and used them for sewer network design problems
with good solutions. Evolutionary strategies, such as Genetic
Algorithms (GA) [14], Ant Colony Optimization Algorithms
(ACOA) [15] and Particle Swarm Optimization Algorithms
(PSO) [16], have received considerable attention in many
areas of water resource management including sewer network
design problems. Moreover, Liang et al. [17] applied GA and
Tabu Search (TS) algorithms for the optimal design of sewer
networks. An adaptive rule for GA and a dynamic search
strategy for TS were developed to improve the performance
of the proposed method. Afshar et al. [18] proposed a
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module of the US Environmental Protection Agency Storm
Water Management Model Version 4.4H (SWMM4.4H), as the
hydraulic simulator for the optimal design of storm water
networks. Two different schemes were used with different
decision variables. Afshar [19] developed two versions of
partially constrained ACO algorithms for optimal design of
a storm water network. The results showed considerable
improvements in the convergence and quality of the solutions.
Moreover, the proposed methods were shown to be insensitive
to the colony and search space size.
Recently, a new kind of optimization algorithm, based
on Cellular Automata (CA), has emerged in the literature.
Since its emergence, CA has attracted much attention and
has been widely applied to problems in almost all research
fields. The concept of Cellular Automata was initiated by Von
Neumann [20] and StanUlam [21], as ameans for the simulation
of complex processes. Researchers and scientists from different
fields have used CA for solving various problems of interest.
Alt and Deutsch [22] applied CA to modeling biological
systems from the level of intracellular activity to the levels of
clusters of cells and populations of organisms. Sternberg [23]
worked on two-dimensional CA for image processing and
pattern recognition. In physics, the applications of CA cover the
study of dynamical systems, starting from the interaction of
particles to the clustering of galaxies [24]. Winfree et al. [25]
used CA for pattern formulation in reaction–diffusion systems.
The solidification process [26], with special emphasis on the
phase transformation of the substance from liquid to solid and
alloy formation [27], are some applications of CA in chemical
processing. The phenomenon of the coalescence of clouds, fog
and atmospheric pollution has also been modeled by CA [28].
CA has also been used to develop drug therapy for HIV
infection [29] and to detect genetic disorders of cancerous
cells [30]. Schonfisch and Kinder [31] used CA for detecting
the nature of fish migration in rivers. The growth of vegetable
populations was also modeled using CA by Zeng and Zeng [32].
The effect of a simple random walk by a single individual and
multiple random walks by a number of individuals in a system
has been modeled by Shlesinger [33] using CA.
CA has also been used for optimization of sewer network
problems. Keedwell and Khu [34] applied a CA method with
a Genetic Algorithm for the design of water distribution
networks. CA was used to create the initial population of the
GA. Guo et al. [35] used CA for the multi-objective design
of water distribution and sewer networks, by hybridizing CA
with a Non-dominated Sorting Genetic Algorithm (NSGAII).
Cellular Automata was again used as a means to produce good
initial non-dominated solutions for the NSGAII. Guo et al. [36]
used CA as an optimizer for the optimal storm sewer network
design, with the objective of minimizing the total flooding
volume and the capital cost of the sewer network. They used
28 transition rules derived by engineering judgment, involving
a free parameter that had to be tuned for the best performance
of the method. Moreover, the method could only be used
for the optimization of a simplified storm sewer network in
which the pipe slopes were fixed and pipe diameters were
the only decision variables. They compared these results with
the results from NSGAII for the same problem and proved that
CA could lead to a huge saving in the computation cost. In a
recent work, Afshar and Shahidi [37] formulated the CA as a
stand-alone optimization method and used it for the optimal
operation of single reservoirs. Application of the method to
optimal operation of the ‘‘Dez’’ reservoir in Iran indicated theefficiency of the method for large scale reservoir operation
problems.
In this paper, a CAmethod is proposed for the optimal design
of urban sewer networks, with a fixed layout in which both
pipe diameter and slopes are determined in the optimization
process. A unified mathematical based updating rule with no
free parameter to tune is derived and used. The problem
of sewer network design is first formulated in terms of the
nodal elevations of the network, assuming that the pipes
joined at an arbitrary node are connected top-to-top. This is
achieved by the assumption that the flow in the pipes occurs
at the maximum allowable relative depth. The network nodes
are then considered as the CA cells with the corresponding
elevations as the cell states. The neighborhood of each cell
is defined as the set of pipes connected to the node under
consideration. The CA updating rule is simply derived by
requiring that the elevation of each node minimizes the local
objective function, defined as the cost of the network, on the
neighborhood of each cell. The proposed method is used to
optimally design two benchmark examples and the results
are presented and compared with existing results. The results
indicate the efficiency of the method to solve sewer design
optimization problems.
2. Principle of CA
The theory of CAs as models of self-reproducing systems
was first developed by John Von Neumann and Stan Ulam
during the 1950s. The work of Von Neumann provided a formal
framework for simulating complex systems. The method they
proposed was later completed and improved by the work
of other researchers, such as Thatcher [38], Codd [39] and
Burks [40]. After these works, CA was studied from different
perspectives and used in different fields.
A standard Cellular Automata model consists of a regular
lattice of cells, where each cell has a finite possible value
called a cell state. Starting from a given pattern, the cell states
are updated simultaneously in discrete time steps, according
to predefined transition rules, which present the relationship
between the cell itself and its local neighbors. The cell, cell state,
neighborhood and local rule are the main components of any
CA. These parameters are normally dependent on the problem
being solved [41].
From an optimization point of view, CAs posses three
additional key properties in their execution [35]:
1. Parallelism: Changes to cell states occur at once.
2. Localist representation: The new state of a cell is completely
based on its old state and its predefined neighbors during the
updating process.
3. Homogeneity: Each cell is updated according to the same
rule. This is important for treating each part of the system
with the same degree of importance as any other.
The advantage of using CA is that the behavior of complex
systems can be captured using relatively simple rules for each
cell. Attempting to reproduce this behavior without breaking
those systems into autonomous units, even if possible, would
be complicated.
3. Sewer network design problem
Sewer network design intends to minimize the construction
cost of the network. In this paper, the sewer network problem
is defined with the objective of finding the diameter and slope
of the pipes to achieve a minimum total cost. The problem of
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as:
min CT =
−
f

Di, Xi, hm, hp, hD

i = 1, . . . ,NL,
Subject to: g

Di, Xi, hp, hD
 ≤ 0.0. (1)
Here CT is the total construction cost of the network, NL is
the number of pipes in the network, Di is the diameter of the
ith pipe, Xi is the average excavation depth of the ith pipe; a
function of the pipe slope, hm is the manhole depth, hp and hD
are the pump and drop heights, respectively, and g represents
the constraints of the problem.
In the absence of pumps and drops, the objective function
can be rewritten in an extended form as:
CT =
−
LiKp(Di, Xi)+
−
Kh(hm), (2)
where Li is the length of the ith pipe Kp is the unit cost of
the ith pipe defined as a function of its diameter (Di) and
average excavation depth (Xi), and Kh is the cost of manhole
construction as a function of manhole depth (hm).
Some typical constraints of the sewer network design with
operational purposes can be defined as:
1. Minimum and maximum velocity. This constraint guaran-
tees that the design flow velocity (the flow velocity under
partially full conditions) in each pipe is within the allowable
maximum and minimum velocity:
Vmin ≤ Vi ≤ Vmax i = 1, . . . ,NL, (3)
where Vi is the velocity of the ith pipe, and Vmin and
Vmax are the allowable minimum and maximum velocities,
respectively.
2. Minimum and maximum ratio of flow depth to pipe
diameter. These constraints are considered to avoid the
sticking of solid and suspended articles to the bottoms of
canals and to avoid pressurized flow in the pipes:
(y/D)min ≤ (y/D)i ≤ (y/D)max i = 1, . . . ,NL, (4)
where yi is the flow depth of the ith pipe, Di is the
diameter of the ith pipe, and (y/D)min and (y/D)max are the
allowable minimum and maximum ratios of flow depth to
pipe diameter, respectively.
3. Minimum and maximum pipe cover depth. The average of
a sewer pipe cover depth should be within the maximum
and minimum allowable value, in order to protect pipes
against imposed loads and reduce the excavation cost of the
network:
Xmin ≤ Xi ≤ Xmax i = 1, . . . ,NL, (5)
where Xi is the average cover depth of the ith pipe, and
Xmin and Xmax are the allowable minimum and maximum
average pipe cover depths, respectively. This constraint can
be rewritten in terms of the nodal elevation as:
hmin ≤ hj ≤ hmax j = 1, . . . ,NN, (6)
where hj is the nodal elevation of the jth node, NN is the
number of nodes in the network, and hmin and hmax are
the allowable minimum and maximum nodal elevations,
respectively, so that the nodal cover depths conform to the
constraint of Eq. (5).
4. Commercially available pipe diameter. Pipe diameters must
be selected from the set of available pipe diameters, D:
Di ∈ D i = 1, . . . ,NL, (7)
where Di is the diameter of the ith pipe, and D is the set of
commercially available pipe diameters.5. Minimum pipe capacity. Each pipe should have enough
capacity to carry the corresponding design discharge:
qi ≥ Qi i = 1, . . . ,NL, (8)
where Qi is the design discharge of the ith pipe, and qi is the
flow capacity of the ith pipe calculated with the Manning
equation, qi = 1nAiR2/3i S1/2i , where Ri is the hydraulic radius
of the ith pipe, n is the Manning roughness coefficient, Si is
the slope of the ith pipe, and Ai is the wetted cross section
area of the ith pipe.
4. CA formulation of the sewer network optimal design
In the proposed CA formulation, each node of the sewer
network is regarded as a cell, the basic unit of the Cellular
Automata. The nodal elevation of the network; decision
variables of the optimization problem, is considered the cell
state. The neighborhood of each cell would be automatically
defined as the pipes which are connected to each CA cell. The
final step towards defining the CA approach is the definition
of the transition or updating rule. The local rule is the most
important component of any CA, in regard to the performance
of the proposed CA and, therefore, developing an appropriate
transition rule is very important. Instead of an ad-hoc transition
rule based on the engineering judgment of the physical
behavior of the problem, which is used in most CA applications
to water resource problems, an alternative mathematically
derived updating rule is proposed here for higher efficiency.
The proposed updating rule for an arbitrary cell, j; the
network node, is derived by requiring that the problem
objective function of Eq. (2) is minimized, with respect to the
cell state, hj, while all other nodal elevations are kept constant.
This leads to the following local optimization problem, defined
on the neighborhood of cell j, as:
Find hj to minimize:
CT = L1Kp (D1, X1)+ L2Kp (D2, X2)+ Kh (hm)j , (9)
subject to the following constraints:
Vmin ≤ V1 ≤ Vmax, Vmin ≤ V2 ≤ Vmax,
Smin ≤ S1 ≤ Smax, Smin ≤ S2 ≤ Smax, (10)
where subscripts, 1 and 2, refer to the pipes in the neighborhood
of cell j. It is assumed here, for simplicity of notation, that only
two pipes are connected to a typical node, j, of the network. For
nodeswhich are at the intersection ofmore pipes, Eq. (9) should
be amended to account for the cost of all pipes connected at
node j.
Here, a penalty method is used to transform the constrained
optimization problem defined by Eqs. (9) and (10) to an
unconstrained optimization problem. In the penalty method,
constraints are included in the objective function via a penalty
cost term. The unconstrained form of the local optimization
problem, defined by Eqs. (9) and (10), is defined as:
Minimize:
C = L1Kp (D1, X1)+ L2Kp (D2, X2)+ Kh (hm)j
+ αV (Vmin − V1)2 + αV (V1 − Vmax)2
+ αS (Smin − S1)2 + αS (S1 − Smax)2

+ αV (Vmin − V2)2 + αV (V2 − Vmax)2
+ αS (Smin − S2)2 + αS (S2 − Smax)2

, (11)
where αS , αV are the penalty parameters of the slope and
velocity constraints violations, respectively, with a large
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have a total cost greater than any feasible solution. The terms
in parenthesis represent the violations from the constraints
defined by Eq. (10) if they have a positive value and considered
zero otherwise.
A note should be made regarding the remaining constraints,
namely, the nodal elevation constraint of Eq. (6) and the
constraint of the relative flow depth of Eq. (4). The nodal
elevation constraint of Eq. (6) is applied here as a box constraint
during the updating procedure and therefore is automatically
satisfied in the optimization process. The constraint of the
relative flow depth of Eq. (4), on the other hand, is used to
calculate the diameter of pipes once the optimization process
is over. For this, the pipe slopes are first calculated using
the optimal nodal elevation obtained using the proposed CA
method. For each link, and starting from the smallest pipe
diameter, the pipe diameter is increased until the relative flow
depth attains its maximum value, which does not violate the
constraint of the relative depth of maximum flow, as defined
in Eq. (4). The resulting diameter is then considered as the
optimal diameter for the corresponding link. The network so
defined will then automatically satisfy all constraints of the
optimization problem defined earlier.
The updating rule of the proposed CA is obtained by
requiring that the local objective function of Eq. (11) is
minimized with respect to the cell state, elevation of the node
under consideration hj.
Differentiating the objective function, with respect to the
decision variable, hj, leads to the following nonlinear equation,
defined as:
F = ∂C
∂hj
= 0. (12)
Applying Newton–Raphson linearization to the above equation
results in the updated nodal elevation as:
1hj = − F
∂F/∂hj
k, 1hj = hk+1j − hkj , (13)
where hk+1j is the updated value of the nodal elevation, k is the
nonlinear iteration index, and 1hj is the change in cell state
value.
The function, F , in the above formulation can be written as:
F = ∂C
∂hj
= ∂

L1Kp (D1, X1)

∂hj
+ ∂

L2Kp (D2, X2)

∂hj
+ ∂

Kh (hm)j

∂hj
+αV ∂

(Vmin − V1)2

∂hj
+ αV ∂

(V1 − Vmax)2

∂hj
+αV ∂

(Vmin − V2)2

∂hj
+ αV ∂

(V2 − Vmax)2

∂hj
+αS ∂

(Smin − S1)2

∂hj
+ αS ∂

(S1 − Smax)2

∂hj
+αS ∂

(Smin − S2)2

∂hj
+ αS ∂

(S2 − Smax)2

∂hj
. (14)
Each term of the above formulation is defined in the following:
The first and second terms on the right hand side consider
the derivative of pipe cost, with respect to the jth decision
variable (hj). Since this cost is a function of diameter (D) andthe average pipe cover (X), this derivative can be defined by a
chain rule as:
∂

LiKp (Di, Xi)

∂hj
= ∂

LiKp (Di, Xi)

∂Di
∂Di
∂hj
+ ∂

LiKp (Di, Xi)

∂Xi
∂Xi
∂hj
for i = 1, 2, (15)
where, ∂(LiKp(Di,Xi))
∂Di
and ∂(LiKp(Di,Xi))
∂Xi
can be easily calculated if
Kp(Di, Xi) is known. The term,
∂Di
∂hj
, can also bewritten, using the
chain rule, as:
∂Di
∂hj
= ∂Di
∂Si
× ∂Si
∂hj
for i = 1, 2. (16)
Applying the Manning equation, pipe diameter is written in
terms of pipe slope and other parameters:
Di =
 nQi
CAC
2
3
R
 38 S −316i for i = 1, 2, (17)
in which CR = (θ−sin θ)4θ CA = 0.125(θ − sin θ), and θ is the
central angle of water free surface in the pipe. Therefore ∂Di
∂Si
can
be calculated as:
∂Di
∂Si
= −3
16
 nQi
CAC
2
3
R
 38 S −1916i for i = 1, 2. (18)
The slopes of pipes connected to node j are defined as:
Si = hj − hjjLi × isign for i = 1, 2, (19)
in which jj refer to other nodes of the pipe with j denoting the
node at the intersection of pipes 1 and 2, Li is the length of the
pipe, and isign is the coefficient, with two values of 1 and −1,
depending onwhether node j is the first or secondnode of pipe i.
Now the term, ∂Si
∂hj
, can be calculated as:
∂Si
∂hj
= isign
Li
for i = 1, 2. (20)
As the average pipe cover is written in the form of Xi =
(GEj−hj)+(GEjj−hjj)
2 , where GE is the ground elevation of the node,
its derivative can be easily calculated as:
∂Xi
∂hj
= −0.5 for i = 1, 2. (21)
The third term on the right hand side of Eq. (14) considers the
derivative of the manhole cost, with respect to the jth decision
variable (hj). This cost can be easily calculated if Kh(hm)j is
known.
The fourth, fifth, sixth and seventh terms on the right hand
side of Eq. (14) can be written as:
∂(Vmin − Vi)2
∂hj
+ ∂(Vi − Vmax)
2
∂hj
= 2
[
−(Vmin − Vi) ∂Vi
∂hj
+ (Vi − Vmax) ∂Vi
∂hj
]
for i = 1, 2,
(22)
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∂hj
, can be calculated using the chain rule as:
∂Vi
∂hj
= ∂Vi
∂Si
× ∂Si
∂hj
for i = 1, 2. (23)
Applying the Manning equation, the pipe velocity can be
written in terms of the slope and other parameters:
Vi = C
0.5
R
nC0.25A
(nQi)0.25S
3
8
i for i = 1, 2. (24)
Differentiating Eq. (24) with respect to the slope leads to:
∂Vi
∂Si
= 3
8

C0.5R
nC0.25A
(nQi)0.25S
−5
8
i

for i = 1, 2. (25)
The remaining terms on the right hand side of Eq. (14) can be
calculated as:
∂(Smin − Si)2
∂hj
+ ∂(Si − Smax)
2
∂hj
= 2
[
−(Smin − Si) ∂Si
∂hj
+ (Si − Smax) ∂Si
∂hj
]
for i = 1, 2, (26)
where ∂Si
∂hj
has been defined before.
Therefore, the function, F , in Eq. (13) can be calculated, using
Eqs. (14)–(26). Now ∂F
∂hj
can be calculated from Eq. (14) as:
∂F
∂hj
= ∂
∂hj
∂C
∂hj
= ∂
∂hj
∂(L1Kp(D1, X1))
∂hj
+ ∂
∂hj
∂(L2Kp(D2, X2))
∂hj
+ ∂
∂hj
∂(Kh(hm)j)
∂hj
+αV ∂
∂hj
∂((Vmin − V1)2)
∂hj
+ αV ∂
∂hj
∂((V1 − Vmax)2)
∂hj
+αV ∂
∂hj
∂((Vmin − V2)2)
∂hj
+ αV ∂
∂hj
∂((V2 − Vmax)2)
∂hj
+αS ∂
∂hj
∂((Smin − S1)2)
∂hj
+ αS ∂
∂hj
∂((S1 − Smax)2)
∂hj
+αS ∂
∂hj
∂((Smin − S2)2)
∂hj
+αS ∂
∂hj
∂((S2 − Smax)2)
∂hj
. (27)
Each term of the above equation is defined as follows:
The first and second terms on the right hand side of Eq. (27),
∂
∂hj
∂(L1Kp(D1,X1))
∂hj
, ∂
∂hj
∂(L2Kp(D2,X2))
∂hj
, are the second derivative of
pipe costs, with respect to nodal elevation, and the third term,
∂
∂hj
∂(Kh(hm)j)
∂hj
, is the second derivative of the manhole cost, with
respect to nodal elevation.
The fourth, fifth, sixth and seventh terms on the right hand
side can be defined as:
∂
∂hj
∂((Vmin − Vi)2)
∂hj
+ ∂
∂hj
∂((Vi − Vmax)2)
∂hj
= 2

∂Vi
∂hj
2
− (Vmin − Vi) ∂
2Vi
∂h2j
+

∂Vi
∂hj
2
+ (Vi − Vmax)× ∂
2Vi
∂h2j

for i = 1, 2 (28)in which ∂Vi
∂hj
has been defined before, and ∂
2Vi
∂h2j
can be calculated
using Eq. (23) as:
∂2Vi
∂h2j
= ∂
∂hj
[
∂Vi
∂Si
× ∂Si
∂hj
]
= ∂
2Vi
∂S2i
×

∂Si
∂hj
2
+ ∂Vi
∂Si
× ∂
2Si
∂h2j
for i = 1, 2, (29)
where ∂Vi
∂Si
and ∂Si
∂hi
have been defined before, ∂
2Si
∂h2j
is equal to zero,
according to Eq. (20), and ∂
2Vi
∂S2i
can be calculated using Eq. (25)
as:
∂2Vi
∂S2i
= −15
64

C0.5R
nC0.25A
(nQi)0.25S
−13
8
i

for i = 1, 2. (30)
The remaining terms on the right hand side of Eq. (27) can be
calculated by differentiating Eq. (26), with respect to hj, as:
∂
∂hj
∂((Smin − Si)2)
∂hj
+ ∂
∂hj
∂((Si − Smax)2)
∂hj
= 2×

∂Si
∂hj
2
− (Smin − Si)× ∂
2Si
∂h2j
+

∂Si
∂hj
2
+ (Si − Smax)× ∂
2Si
∂h2j

for i = 1, 2. (31)
Having defined all terms of Eq. (27), ∂F/∂hj can be calculated
through Eqs. (27)–(31), and the updated value of hj is calculated
by Eq. (13). This procedure is repeated for all cells of the
network until convergence is reached.
With calculated nodal elevations, pipe slopes and diameters
can be calculated as defined before, and the problem is solved.
A schematic description of the proposed CA is illustrated in
Figure 1 in which cells, cell states, the neighborhood and the
updating rule are briefly described for more clarification.
5. Test examples
The performance of the proposed Cellular Automatamethod
is investigated in this section by applying the model to two
design problems. The first example is a network originally
designed by Mays and Wenzel [42] and solved by various
investigators. The network includes 20 links and 21 nodes, as
shown in Figure 2. Table 1 represents the characteristic data of
the problem. The cost function proposed by Meredith [43] is:
Kp =

10.98D+ 0.8X − 5.98 if D ≤ 3′ and X ≤ 10′
5.94D+ 1.166X + 0.504XD− 9.64
if D ≤ 3′ and X ≥ 10′
30.0D+ 4.9X − 105.9 if D > 3′
Kh = 250+ h2m, (32)
where KP is the unit cost of pipe installation ($/ft), D is the pipe
diameter (ft), X is the average excavation (ft), Kh is the cost of
manhole installation ($), and hm is the depth of themanhole (ft).
The network is constrained to a maximum and minimum
velocity of 12 fps (3.6 m/s) and 2 fps (0.6 m/s), respectively,
maximum and minimum relative flow depth of 0.9 and 0.1,
and a minimum cover depth of 8 ft (2.4 m). It is assumed that
the pipes have a variable Manning coefficient with the value
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Figure 2: Network layout for the first example.
of 0.013 in full condition. The variable Manning coefficient is
calculated as:
n
N
= −17.361
 y
D
6 + 55.497  y
D
5 − 67.193  y
D
4
+ 38.152
 y
D
3 − 9.692  y
D
2 + 0.791  y
D

+ 0.806,
(33)
where n is the variable Manning coefficient and N is the
Manning coefficient in full condition. This equation was
obtained by Camp [44], via regression, on the data available for
circular pipes.
Mays and Wenzel [42] used this problem to test the
proposed Differential Dynamic Programming (DDP). The DDP
model is an iterative technique in which the recursive equation
of DP is used to search for an improved trajectory through the
discrete state in the neighborhood of a trial solution [45].Table 1: Data of the first example.
Pipe Ground elevation (ft) Length
(ft)
Design
discharge (cfs)
Upstream Downstream
22 500 495 350 4
33 495 487 400 3
42 487 480 350 2
32 490 485 400 4
42 485 480 430 4
52 480 470 550 5
34 490 485 500 8
43 485 475 450 4
52 475 470 350 4
61 470 465 500 6
41 485 475 500 9
51 475 470 350 7
61 470 465 350 4
71 465 455 565 7
53 468 464 400 4
62 464 460 300 2
71 460 455 345 3
81 455 451 400 7
91 451 448 500 2
10 448 445 612 5
Table 2: Optimal network cost obtained by different methods for the first
example.
Model Cost (US$) Function evaluation
Mays and Wenzel [42] 265,775 –
Robinson and Labadie [6] 275,218 –
Miles and Heaney [10] 245,874 –
Afshar [15]-ACOA 241,496 29,900
Afshar [16]-RPSO 242,162 30,000
Proposed CA method 253,483 50
The problem was later solved by Robinson and Labadie [6]
with a different version of the Dynamic Programming model,
and Miles and Heaney [10] using a spreadsheet template.
Afshar applied an adaptive refinement process to this
sewer network using an Ant Colony Optimization Algorithm
(ACOA) [15] and, also, Rebirthing Particle Swarm Optimization
(RPSO) [16].
Table 2 compares the optimal network costs obtained
and the number of function evaluations required by different
models with those of the proposed CAmodel. It can be seen that
the cost of the CAmethod is near the optimal solution obtained
by other methods, while requiring much less computational
effort than other methods.
Figure 3 shows the typical convergence curves of the
penalized CA for the first sewer network example. The
minimum, average and maximum values of the solution in 10
runs, using initial guesses, are demonstrated in Figure 3. It
should be noted that the CA method is not a population based
method, but requires an initial guess to start the process. These
experiments are carried out to assess the effect of the initial
guess on the performance of the method. Details of the optimal
solution obtained by the proposed method are shown in
Table 3.
The second example is part of the ‘‘Kerman’’ network in Iran,
as shown in Figure 4. Table 4 presents the characteristics of
the network. The terms of pipe and manhole costs are defined
as [46]:
Kp = 1.93e3.43D + 0.812X1.53 + 0.437DX1.47,
Kh = 41.46hm, (34)
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Pipe Slope Diameter (inch) Crown elevation (ft) Max velocity (ft/s) y/d
Upstream Downstream
1 0.0142 12 493.00 488.00 5.60 0.85
2 0.02 15 488.25 480.25 7.22 0.74
3 0.02 15 480.25 473.25 7.82 0.89
4 0.0125 15 483.25 478.25 5.23 0.60
5 0.0116 18 478.50 473.50 6.08 0.70
6 0.018 24 474.00 464.00 9.26 0.71
7 0.01 18 483.50 478.50 5.76 0.73
8 0.022 18 478.50 468.50 8.60 0.74
9 0.0143 21 468.75 463.75 7.86 0.79
10 0.016 30 464.50 456.43 10.60 0.79
11 0.02 15 478.25 468.25 7.82 0.89
12 0.0143 21 468.75 463.75 7.86 0.79
13 0.023 21 463.75 455.70 9.94 0.78
14 0.0122 36 456.93 450.00 10.90 0.87
15 0.01 15 461.25 457.25 4.82 0.64
16 0.013 15 457.25 453.25 5.98 0.76
17 0.0145 18 453.50 448.50 6.80 0.70
18 0.01 42 450.50 446.50 10.52 0.80
19 0.0063 48 447.00 443.85 8.85 0.75
20 0.010 42 443.35 437.19 10.81 0.85Figure 3: Feasible cost solution during the evolution process for the first
example.
Figure 4: Network layout for the second example.
where D is the pipe diameter (m), X is the average excavation
depth (m), and hm is the depth of the manhole (m).
The network is constrained to a maximum velocity of 3 m/s
and a minimum velocity of 0.3 m/s, a maximum relative flow
depth of 0.82, a minimum relative flow depth of 0.1 and a
minimum cover of 2.45 m. The constant Manning coefficient is
considered as 0.013.
Table 5 compares the results obtained and the number of
function evaluations required by the proposed CA with the
Genetic Algorithm and NLP methods [47]. It can be seen thatTable 4: Data of the second example.
Pipe Ground elevation (m) Length (m) Design
discharge (lps)
Upstream Downstream
1 74.59 73.66 260 27.9
2 70.7 69.9 300 54.9
3 73 71.5 400 21.1
4 73.66 72.1 460 30.4
5 72.1 71.19 260 32.4
6 71.19 69.85 300 34
7 69.85 68.24 450 36.6
8 68.24 67.28 400 38.7
9 69.9 69.3 270 56.2
10 69.3 68.4 310 58
11 68.4 67.28 440 59.6
12 67.28 66.22 470 96.7
13 66.22 65.82 350 101.2
14 65.82 65.42 340 104.7
15 71.5 70.1 400 26.4
16 70.1 68.6 400 30
17 68.6 66.8 500 31.9
18 66.8 66.1 400 40.3
19 66.1 65.42 590 44.6
20 65.42 64.5 320 27.9
Table 5: Optimal network cost obtained by different methods for the
second example.
Model Cost (US$) Function evaluation
Mansuri, Khanjani [46] 83,116 –
BFGS (Setoodeh [47]) 82,732 –
Fletcher-reeves (Setoodeh [47]) 81,553 –
GA (Setoodeh [47]) 77,736 100,000
Proposed CA method 80,879 20
the CAmethod results in a near optimal solution comparable to
the existingmethods, while requiringmuch less computational
effort. Figure 5 shows the convergence properties of themethod
for this example. The minimum, average and maximum values
of the solution in 10 runs, using randomly generated initial
guesses, are shown in Figure 5. Details of the optimal solution
obtained by the proposed CA method are also shown in
Table 6.
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Pipe Slope Diameter (mm) Crown elevation (m) Max velocity (m/s) y/d
Upstream Downstream
1 0.003577 250 72.39 71.46 0.80 0.67
2 0.002667 400 68.65 67.85 0.86 0.51
3 0.00375 250 70.80 69.30 0.77 0.55
4 0.003391 250 71.46 69.90 0.80 0.73
5 0.0035 250 69.90 68.99 0.81 0.76
6 0.004467 250 68.99 67.65 0.91 0.71
7 0.003578 300 67.70 66.09 0.87 0.58
8 0.0024 300 66.09 65.13 0.75 0.69
9 0.002222 400 67.85 67.25 0.81 0.54
10 0.002903 400 67.25 66.35 0.90 0.51
11 0.002546 400 66.35 65.23 0.86 0.54
12 0.002255 400 65.23 64.17 0.90 0.80
13 0.001261 500 64.27 63.82 0.75 0.65
14 0.001856 500 63.82 63.20 0.88 0.58
15 0.0035 250 69.30 67.90 0.79 0.65
16 0.00375 250 67.90 66.40 0.83 0.69
17 0.0036 250 66.40 64.60 0.82 0.74
18 0.00175 300 64.65 63.95 0.65 0.82
19 0.001614 400 64.05 63.10 0.68 0.52
20 0.004982 500 63.20 61.60 1.43 0.57Figure 5: Feasible cost solution during the evolution process for the second
example.
6. Concluding remarks
A Cellular Automata approach was proposed in this paper
for the optimal solution of sewer network design problems. The
nodes of the networkwere considered as the CA cells, with their
elevations as the corresponding cell states. The neighborhood
of the cells was defined by the set of sewer links connected
to the cell under consideration. The updating rule of the CA
was obtained by requiring that the network cost is minimized
over the cell and neighborhood. The efficiency of the proposed
method was tested against two benchmark problems, and the
results were presented and compared with those obtained by
other methods. The results showed that the proposed method
can obtain results comparable to other methods with much
higher computational efficiency.
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