Abstract: Despite the recent growth resurgence, Sub-Saharan Africa (SSA) remains the poorest region in the world. At the same time, it is a region that heavily relies on natural resources. In this paper we investigate the extent to which the second fact helps explain the first one. The distinctive feature of our study is that we take a geographical perspective and allow the effect of natural resources to differ across regions of the world. Our findings suggest that (i) the effect of natural resource intensity on per-capita income is positive and significant in general, but almost negligible and possibly negative in SSA, (ii) natural resources have a negative effect on institutional quality in SSA only, (iii) natural resources hinder human capital accumulation in SSA much more than anywhere else, and (iv) the combination of bad disease environments and large resource endowments accounts for most of the observed cross-regional differences in the effect of natural resources.
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I. Introduction
Despite the recent growth resurgence, Sub-Saharan Africa (SSA) remains the poorest region in the world. At the same time, it is a region that heavily relies on natural resources. 1 In this paper we investigate the extent to which the second fact helps explain the first one. The distinctive feature of our study is that we take a geographical perspective and allow the effect of natural resources to differ across regions of the world. Our findings suggest that (i) the effect of natural resource intensity on per-capita income is positive and significant in general, but almost negligible and possibly negative in SSA, (ii) natural resources have a negative effect on institutional quality in SSA only, (iii) natural resources hinder human capital accumulation in SSA much more than anywhere else, and (iv) the combination of bad disease environments and large resource endowments accounts for most of the observed crossregional differences in the effect of natural resources.
Understanding the causes of slow economic progress in SSA is a challenge that has spurred a lively debate in the academic literature. While the potentially adverse role of resource intensity has received some attention (Deaton and Miller, 1996; Sachs and Warner, 1997; Temple, 1998; Sala-i-Martin and Subramanian, 2003; Beny and Cook, 2010) , recent contributions tend to focus on other explanations. For instance, Collier and Gunning (1999a,b) emphasize bad policies, poor public services delivery, cumbersome bureaucracy, and generally dysfunctional governments arising from a lack of social capital. Bertocchi and Canova (2002) find that colonial indicators (such as the identity of the colonial ruler)
correlate with economic and socio-political variables that explain a significant part of the heterogeneity of growth performances in Africa. Nunn (2008) documents a significant causal relationship between Africa's slave trades and current economic performance. Bhattacharyya (2009) reports that malaria prevalence is the most powerful explanatory of long-run development in Africa and that after controlling for malaria, other factors do not seem to play a statistically significant effect. Bleaney and Dimico (2010) confirm the critical role of malaria risk, but also find that other geographical factors (such as coastline length) are important.
Beyond the analysis of the African case, the macroeconomic effects of resource abundance have been widely investigated. Most of this research revolves around the test of the resource curse hypothesis as initially put forward by Gelb (1988) and Auty (1993) . The conventional 4 wisdom holds that natural resources are bad for economic growth because they reduce the quality of institutions (see, inter alia, Leite and Weidmann, 1999; Ross, 2001; Isham et al., 2005; and Boschini et al., 2007) , increase the risk of civil war (Collier and Hoeffler, 2005) , crowd-out other forms of capital (Gylfason, 2001 ) and/or other sectors of the economy (Sachs and Warner, 2001) , and expose the economy to a secular decline in the terms of trade (Harvey et al. 2010) . The conventional wisdom has, however, been challenged on several grounds. Mehlum et al. 2006 , Snyder, 2006 , and Hodler, 2006 provide evidence that natural resources are not necessarily bad per-se, but that their effect depends on some underlying conditioning factors, such as the quality of institutions or the degree of ethnic fragmentation of a country. Stijns (2005) finds that the negative effect of resources on growth is not robust to changes in the specification of the regression model. Brunnschweiler (2008) and Brunnschweiler and Bulte (2008) also show that econometric results significantly change depending on the specific measure of resource intensity adopted. Alexeev and Conrad (2009) point out that a growth regression where the dependent variable is measured over the last few decades (i.e. three or four) might be misleading: if resources historically promote growth, but for some reason this positive effect has weakened (or reverted) in the last few decades, then the regression will return a negative correlation which is not representative of the true effect of resources. They therefore estimate a regression where the dependent variable is the level of per-capita GDP rather than its growth rate. They measure natural wealth by country's oil endowments and find that the effect is generally positive. 2 Conversely, Arezki and van der Ploeg (2011) report that resource endowments tend to depress income per-capita. They consider two different measures of natural resources: the primary products exports to GNI ratio and the stock of natural assets. Both measures display a negative coefficient in the income regression, but this effect appears to be attenuated in countries with better institutions and/or greater openness to international trade.
Within the context of this literature, our paper studies whether there are any differences across geographical regions in the effect of natural resources on per-capita income levels, institutional quality, and schooling. We are not aware of any previous paper that takes a similar geographical perspective in studying the development effects of resource abundance.
Our results, therefore, contribute to the understanding of both the long-term macroeconomic effects of natural resources and the causes of SSA underdevelopment. More specifically, we provide evidence that, on balance, natural resources seem to boost long-term development.
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However, SSA does not benefit from this positive effect: the contribution of natural resources to development in SSA is much less strong than elsewhere, and possibly even negative.
Why is then SSA different? We argue that the answer to this question lies in the combination of resource endowments and disease environment. Neither large endowments of resources nor exposure to fatal illnesses are exclusive to SSA. However, in no other continent such large resource endowments are combined with such an unfavourable disease environment.
Our hypothesis is that because of this unique combination, SSA more than any other region of the world suffered from a particularly unfavourable type of colonization. For one thing, European colonizers tried to exploit the large resource wealth of the continent through intensively extractive institutions and policies. For another, the high prevalence of mortal diseases reduced the presence of European settlers who elsewhere played an important role in limiting the extent of extraction and contributed to re-creating institutional, economic, and social arrangements similar to those in the metropolis. The consequence was that the evolution path of important drivers of development, such as institutions and human capital accumulation, significantly differed between SSA and other colonies. These differences have persisted over time and contribute to explaining SSA backwardness today. 3 We support our argument with some historical evidence as well as more formal econometric analysis. In particular, the econometric analysis indicates that (i) natural resources in SSA do not affect per-capita income beyond their effect on institutional quality and schooling and (ii) differences across regions in the effect of natural resources disappear when the interaction between resource endowments and disease environment is taken into account.
The rest of the paper is organised as follows. We review our econometric methodology in Section 2. Then we discuss the results in Section 3. In Section 4 we present the historical and empirical evidence in support of our explanation of why SSA is different. Section 5 concludes the paper. Variables definition, data sources, and a list of countries included in the sample are provided in Appendix 1. Appendix 2 provides a set of robustness checks as well as first stage estimates and diagnostics.
1. Econometric set-up
First, we estimate the effect of resource intensity on the level of per-capita GDP using the following regression model:
where y is the log of real per-capita GDP in 2005 in country i, r is a measure of natural resource abundance, d is a regional dummy that takes value 1 if country i is located in the geographical region j and zero otherwise, N is the total number of geographical regions, X is a set of control variables (eventually including a constant term), ε is a residual, and α, β, γ, and δ are the coefficients to be estimated.
Equation (1) differs from other models previously used to study the impact of natural resources on per-capita GDP (see for instance Alexeev and Conrad, 2009 and Arezki and van der Ploeg, 2011) because it accounts for the interaction between natural resources and geographical location through the term . This allows for the slope of the relationship between natural resources and income to differ across regions. The marginal effect of natural resources on income is then given by the combination of (i) a baseline effect, captured by the coefficient , and (ii) a region-specific effect (or, for brevity, regional effect) captured by the coefficient . For a country that is not located in any of the N regions, the marginal effect is simply equal to α. For a country located in the generic region j, the marginal effect is instead equal to . It is worth noting that by including the regional dummies separately from the interaction terms, equation (1) also accounts for differences in the level of income across regions.
Resource abundance is measured by the log of per-capita natural wealth. Data are taken from World Bank (1997) and include five categories of resources: pastureland, cropland, timber and other forest resources, subsoil assets, and protected areas (i.e. areas that are set aside to protect biodiversity). 4 An alternative measure that has been widely used in the literature is the ratio of primary commodity exports to GDP. We prefer the World Bank natural wealth data because the primary commodity exports ratio is likely to be endogenous to the dependent All in all, we contend that a comparison among Africa, Asia, and Latin American (with developed countries as the baseline) is the most relevant one in a development perspective.
The selection of control variables to be included in X follows previous empirical studies on the long-term determinants of development. 6 We start with a parsimonious specification that only controls for geographical factors and the quality of the disease environment. We then progressively enrich it to account for the impact of institutions, schooling, and some policy variables. The critical choice in this regard is whether or not to include the value of per-capita GDP at the beginning of the sample period as a regressor. If it were included, then equation (1) would become a standard growth regression of the type generally estimated in the resource curse literature. However, as previously noted, Alexeev and Conrad (2009) argue that the estimated coefficient of the natural resource variable in a growth regression might not capture the true impact of initial resource endowments on overall growth. More generally, since the seminal contribution of Hall and Jones (1999) , most papers focus on GDP levels (and hence excluded initial GDP from the set of regressors) because levels more than growth rates capture the differences in long-run economic performance that are most directly relevant to welfare. We take a pragmatic approach to this issue: our core results concern the effect of 8 resources on long-term income levels, but we also estimate a model with initial income as a regressor for the purpose of comparison and sensitivity check.
Estimation is performed using cross-sectional data for the period 1970-2005. The most parsimonious specifications are estimated by GLS, as the r.h.s. variables can be safely regarded as exogenous to the dependent variable. When additional controls, like institutional quality and schooling, are added, then 2SLS instrumental variables (IV) are employed to account for possible endogeneity. In Appendix 2, equation (1) is re-estimated using panel data and the sys-GMM estimator of and Blundell and Bond (1998) . Our main conclusions about the role of natural resources do not change when we change specification and estimators.
Institutions and educational outcomes
Our analysis of the effects of natural resources is not limited to income levels, but extends to institutional quality and education. This extension is motivated on two grounds. First, development is a multidimensional concept that should not be restricted to economic and monetary aspects. In this regard, achieving good institutions and improving educational outcomes are desirable development objectives per-se. Second, to the extent that institutional quality and education are important determinants of income, studying how they are affected by natural resources will shed some light on the transmission channels that link resources to per-capita income.
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The econometric framework in this case is a straightforward extension of model (1):
Where q is a measure of institutional quality, h is an indicator of education (schooling), Z and W are set of controls, µ and υ are error terms, r and d are the same as in equation (1), and the 9 θ, π, ϕ, ω, η, ξ, λ are the coefficients to be estimated. Similarly to equation (1) , the interaction terms in equations (2) The variables q and h will eventually enter equation (1) (2) and (3), while using averages over 1985-1995 to measure the regressors in equation (1) . We think that using the same 1985-1995 averages in all the three equations is a better solution. One of the strength of our econometric set-up is that equations (1), (2) (2) and (3).
In both equations we control for the degree of ethnic fragmentation, the quality of the disease environment, and the initial level of per-capita GDP. Various political economy arguments suggest that ethnic fractionalization should adversely affect both institutional quality and schooling. This is because more fragmented societies tend to be more prone to rent-seeking and less likely to agree on the supply of public goods (see for instance, Easterly and Levine, 1997, Alesina et al. 1999 , and Alesina et al. 2003 . The quality of the disease environment is also expected to matter for both institutional and educational outcomes. In fact, a worse disease environment reduced colonizers' incentive to settle down, thus resulting in more extractive institutions (Acemoglu et al. 2001 ) and/or a weaker endowment of human capital (Glaeser et al. 2004) . Finally, richer countries can usually afford better institutions as well as a greater investment in public education, which implies that a higher initial per-capita income should be associated with better institutions and educational outcomes. Grier (1999) and Brown (2000) show that those different philosophies, especially between France and Britain, contribute to explaining today's differences in educational outcomes across developing countries. Accordingly, we single out British colonization using a dummy variable. 9 Coastal population captures the influence that international trade and other forms of economic/cultural exchange might have had on individual's incentive to accumulate human capital.
Results
We present our core results in three steps. First we document the existence of cross-regional differences in the effect of natural resources on income levels. Second, we document that the effects of natural resources on institutional quality and schooling also differ across regions.
Third, we consider the interactions between institutional quality, schooling, and per-capita income.
The effect of natural resources on income
Columns I, II, and III in Table 1 report the estimates of equation (1) . The specification in column I is very parsimonious and only includes the log of natural capital, the regional dummies 10 , and the interaction terms. In column II, we introduce three variables to control for geography and disease environment. Latitude and coastal population (defined as the share of country's population living within 100 km from the coastline) proxy for location. Malaria ecology is an index that combines temperature, mosquito abundance, and mosquito vectors into an ecologically-based measure of malaria risk (see Sachs, 2003) . Therefore, the effect of natural resources on income in the average country in these two regions is not different from the baseline. On the contrary, in SSA the regional effect of resources is significant and negative. Given the positive baseline effect, the net effect of natural resources on per-capita income in the average SSA country turns out to be very close to zero: a 10% increase in resource abundance would increase per-capita GDP by something between 0.2% and 0.3% (depending on whether we use the estimates in column I or those in column II). Statistically, the linear restriction that the algebraic sum of the baseline effect and the SSA regional effect is equal to zero is not rejected in a standard Wald test. Thus, the elasticity of per-capita GDP with respect to resource abundance in SSA is negligible both economically and statistically. In other words, natural resources increase per-capita GDP in the baseline group, in Asia, and in Latin America, but not in SSA. The inclusion of initial per-capita GDP in column III produces some interesting results. The baseline effect of natural resources is still positive, but no longer significant. Of the three region-specific effects, those for Latin America and Asia are positive and different from zero while the one for SSA is not significant. Therefore, SSA again appears to behave differently, if not from the baseline, at least from the other two developing regions. In this respect, the overall story from columns I and II is confirmed here: natural resources increase per-capita income in the average Latin American or Asian country, but not in the average SSA country.
In fact, the net effect of resources on per-capita GDP in SSA is negative, albeit not significant. The estimated elasticities for the other two regions are of a comparable size to those reported in column II: an increase of 10% in natural resource abundance produces an increase in per-capita GDP of 2.5% in Asia and 2.7% in Latin America. It is also interesting to note that the estimated coefficient of initial per-capita GDP provides support to the conditional convergence hypothesis: countries grow faster the lower their per-capita GDP in
1970.
The estimated coefficients of the other control variables in columns II and III are of the expected sign and confirm previous empirical findings. Countries that are located further away from the Equator and that enjoy better access to the sea tend to have higher incomes.
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Conversely, warmer temperatures combined with adequate conditions for mosquito breeding and a more abundant presence of the anopheles genus (all factors that are captured by the malaria ecology index) reduce per-capita income. However, the role of malaria ecology becomes statistically irrelevant in the specification that controls for initial per-capita GDP.
11 Table 1 : Regional effects of natural resources on per-capita income, institutional quality, and schooling The remaining columns of Table 1 report estimates of equations (2) Turning to column V, there is evidence of a positive baseline effect of natural resources on schooling: a 10% increase in natural resources is associated with an additional 0.12 year of schooling in the population. The region-specific effect is instead negative in both SSA and Asia. In fact, in SSA the negative regional effect is sufficiently strong to offset the positive baseline effect. The net effect is therefore negative, but very small and the elasticity of schooling with respect to natural resources evaluated at the mean of schooling (6.4 years) is just -0.04%.
Columns VI and VII reproduce the previous two columns, but using a 2SLS instrumental variable estimator to account for the possible endogeneity of per-capita GDP. The estimates in columns II and III indicate that coastal population and latitude are both significantly correlated with per-capita GDP and hence they might be useful instruments. However, coastal population is included as a regressor in equation (3) while latitude is a regressor in equation (2), meaning that they cannot be jointly used as instrument in both equations. Therefore, we use coastal population as an instrument in equation (2) and latitude as an instrument in equation (3). 12 With respect to the effect of natural resources, the 2SLS are qualitatively very similar to the GLS results. The only difference is that in the schooling equation, the regional effect in Asia is no longer significant, which leaves SSA as the only region that does not behave the same as the baseline group.
The estimated coefficients of the other control variables confirm previous findings in the literature. In particular, there is a clear negative effect of French civil legal origins on institutional quality while British colonization tends to be associated with a higher level of schooling. Perhaps, the only really surprising finding is the lack of statistical significance of the coefficient of ethnic fractionalization in both equations. A possible explanation is that the ethnic variable is collinear with some other regressor(s) in the two equations. A simple covariance analysis indicates that the bilateral correlation coefficient between ethnic fragmentation and malaria ecology is effectively very large (0.74) and highly significant.
When dropping malaria ecology, ethnic fragmentation becomes significant in equation (2) at the 10% confidence level. At the same time, when the two equations are re-estimated without the index of ethnic fragmentation, then malaria ecology becomes significant at the 5% confidence level in equation (3).
2.3.
The interactions between institutional quality, schooling, and per-capita income
The results in Table 1 suggest that institutional quality and schooling might be the two channels through which the effect of natural resources is transmitted to per-capita GDP. In particular, the finding that natural resources increase per-capita GDP everywhere but not in SSA (columns I, II, and III of Table 1 ) is consistent with the finding that natural resources negatively affect institutional development and schooling in SSA, but not elsewhere (columns IV, V, VI, and VIII of Table 1 ).
To shed light on the transmission mechanisms we start by adding institutional quality and schooling as regressors in equation (1) Table 2 indicate that neither institutions nor schooling are significant. All of the interaction terms also become insignificant, while the baseline effect of natural resources remains positive and significant at the 10% confidence level. These findings are to be expected: if natural resources affect percapita income mainly through institutions and schooling, then institutions, schooling and natural resources (including the interaction terms) are likely to be collinear and hence their coefficients are less precisely estimated.
The next step is to estimate equations (1), (2), and (3) as a system in order to account for possible correlations of the error terms across equations. 13 The traditional method of system estimation is a 3SLS. However, this is inconsistent when errors are heterosckedastic. We therefore prefer a GMM estimator that allows for heteroskedasticity and that encompasses the 3SLS as a special case (see Wooldridge, 2010) . In addition to the three dependent variables (which are endogenous by construction), we also treat initial per-capita GDP as endogenous and use the same instruments as in columns VI and VII of Table 1. 14 Results are reported in columns II (equation (1)), III (equation (2)), and IV (equation (3)) of Table 2 and they are generally consistent with those reported in Table 1 . Three main findings on the role of natural resources emerge. First, there are significant region-specific effects of natural resources on institutional quality: in Asia and Latin America, resource abundance promotes institutional development, while in Africa the effect is negative. These region-specific effects are then transmitted to per-capita GDP via the positive impact that good institutions have on it.
Second, there are significant baseline and region-specific effects of natural resources on schooling. In this regards, natural resources positively affect schooling in the baseline group and in Asia, but their net effect is negative in Latin America and SSA. Nevertheless, while this net effect is quite small in Latin America, in SSA it is larger and statistically significant (the linear restriction that baseline plus regional effect in SSA is equal to zero is rejected at the 5% confidence level). To what extent these regional effects on schooling are passed through to per-capita GDP is however unclear as the estimated coefficient of the schooling variable in equation (1) remains insignificant, possible because of collinearity with the interaction terms. Third, after controlling for the indirect effects via institutions and schooling, there is a positive baseline residual direct effect of resource abundance on income.
The residual regional effects are instead largely insignificant. All in all, the system estimates confirm that on balance natural resources are likely to have positive rather than negative effects on long-term development. However, in the specific case of SSA, the opposite seems to be true.
Given that the coefficients of the interaction terms are not significant in equation (1) when institutional quality and schooling are included as regressors, we re-estimate the system by explicitly imposing the restriction that β j = 0 for every j. This should solve the problem of collinearity in equation (1) and hence facilitate the assessment of the transmission mechanism of the regional effects of natural resources on income. Results from this restricted model are presented in columns V, VI, and VII of Table 2 . Both institutional quality and schooling are now positive and significant in the income equation. At the same time, the estimated coefficients of the interaction terms in equations (2) and (3) are similar to those reported in columns III and IV. Overall, these results confirm that the regional specific effects of natural resources are likely to be channelled to per-capita income through the quality of institutions and educational outcomes. . For the system estimates, the number of observations reported is the total for the entire system. * . *, **, *** denote statistical significance at the 10%, 5%, and 1% confidence level respectively
The interaction between natural resources and disease environment
According to our evidence, the effect of natural resource abundance in SSA is significantly less favourable than in other developing or emerging regions like Asia and Latin America.
Why then is SSA different? We suggest that the answer to this question lies in how the interaction between resource endowments and disease environment affected the patterns of colonization and the evolution of societies.
A working hypothesis
Our argument draws on the theory of colonial origins of comparative development of Acemoglu et al. (2001) . In particular, from this theory we take the view that European states pursued two broad types of colonization. One mainly aimed at extracting valuables from the colony. The other, while still driven by economic and mercantilist interests also aspired to 19 recreating the conditions of life that existed in the home country. The resulting differences in factors like institutional quality, schooling policy, and human capital have then led to diverging post-independence development paths across colonies, with colonies that fell under the more extractive type of colonization being particularly disadvantaged.
Which type of colonization prevailed in a colony certainly depended on several circumstances, but two in particular appear to have been important: the intensity of the resource endowments in the colony and the quality of its disease environment. Larger and more valuable endowments made extraction more attractive and profitable. A worse disease environment limited the presence of European settlers and hence released home governments from the pressure to provide conditions similar to those prevailing in the metropolis.
Therefore, the extractive type of colonization was more likely to occur in countries with large endowments of resources and a bad disease environment. This combination of large endowments and bad environments can be found in SSA more than anywhere else, so that in the end SSA more than any other region experienced the adverse long-term development effects of extractive colonization. In other words, the combination of resource intensity and bad disease environment should explain why SSA is different from Asia and Latin America.
Some historical evidence
Our hypothesis is rooted in historical trends and facts that are well documented in the literature and which we briefly summarize in this subsection. The presence of European settlers in the colonies seems to have been one of the few factors that somewhat limited the extent of extraction. This is because, animated by capitalist interests, settlers demanded their political and economic rights to be recognized by the metropolis and they were prepared to fight for that (see Denoon, 1993 and Acemoglu et al. 2001 ). Settlers' colonies therefore developed social, institutional, and economic arrangements that quite closely resembled those of the home country, thus giving rise to the so-called NeoEuropes (Crosby, 1986) . The presence of settlers also had an important impact on human capital and schooling policies. Not only they brought their human capital and technological knowledge with them; they also established the means and structures to proliferate the education component of that human capital through their schooling system (Llyod et al. 2000 and Whitehead, 2007) . But not all colonies eventually evolved into settlers' colonies and Europeans generally did not settle down in territories where the disease environment was too hazardous. 15 For instance, Diamond (1997) argues that colonization of various inland territories in Latin America was made possible by the resistance of Spanish settlers to the Eurasian disease. On the contrary, the inability of white populations to resist to tropical diseases, such as malaria and yellow fever, prevented the colonization of inland Africa and also severely limited the incentives to settle along African coasts (see Curtin, 1961 and Gallagher, 1961) Differences in institutional, economic, and socio-political arrangements that arose from different types of colonization have eventually persisted until modern times (see Wittfogel, 1957; La Porta et al. 1999; Young, 1994; Acemoglu et al. 2001) . Despite the desire to break with the colonial past, most government officials trained and installed during the colonial period remained in office once independence was obtained. At the same time, the local elites that had flourished under the colonial regime became the critical supporting constituencies of the new independent governments. The extractive policies and institutions set-up by the colonizers presented these elites and governments with an opportunity to strengthen their 21 power and increase their profits. It is therefore not surprising that the newly independent states often reverted to the same type of policies, institutions, and arrangements of the colonial nations. In the specific case of education policies and goals, these dynamics are discussed by Blakemore and Cooksey (1980) , Nitri (1993) and Brown (2000).
As a practical example of the historical trends that underlie our working hypothesis, one can compare the British colonization of British West Africa (BWA 16 ) and Australia. The control and appropriation of valuable commodities was the main reason of British presence in West Africa. As Crowder (1986) puts it, for Britain "flag followed trade" and it was therefore not a case that colonization focused on resource rich coastal areas in the region. However, BWA was equipped with a full range of tropical diseases to which Europeans had very little resistance. The two principal killers were, of course, malaria and yellow fever. According to Curtin (1961) , mortality within any group of European newcomers to the African coast was somewhere between 30% and 70% a year. After the first shock, mortality of the survivors could decrease to somewhat between 8% and 12%, which was still higher than mortality in were not willing to come.
Australia instead offered less harsh health conditions. Certainly, the tropical climate made the northern territories as threatening as Africa. But, the relatively low death rate in the penal colonies down south and reports of fertile soil and mild climate eventually led to several waves of free settlers in the 1820s. These settlers sought the opportunity to own land, engage in trade, and ultimately prosper. Hence, they demanded the same rights as the citizens in the home country (see, inter alia, Hughes, 1987) . So, while in BWA the British government was unconstrained in carrying out its extractive strategy based on trade monopolies and distorted social policies 17 , in Australia institutions and policies were designed to reproduce those that progressively emerged from the changes (constitutional and political) taking place in Britain (see also Cain and Hopkins, 1993) . This does not mean that there was no extraction. In fact, as documented by Butlin (1993) , extraction of natural resources, maritime resources before the 1840s and gold and other minerals subsequently, was important and the opportunities for large profits in mining did attract considerable amounts of British capital. However, in spite 22 of the incentive of governments and capitalists back home to extract rents from resource wealth, the presence of settlers implied that economic and political rights were recognized and enforced, good schools were established, and large public investments in transport, communication, and urban infrastructures were realized. This gave Australia better long-term development prospects. To sum up, the incentive to implement some sort of extractive strategy existed in both BWA and Australia. But different disease environments in the two territories led to different settlement patterns, which eventually resulted in sharply different types of colonization. These differences have then persisted in the post-independence era.
Some econometric evidence
In simple econometric terms, our hypothesis implies that once controlling for the interaction between natural resources and disease environment, the regional effects of natural resources on per-capita GDP, institutions, and schooling should be no longer significant. In what follows, we provide evidence that this is indeed the case.
To capture the interaction between natural resources and disease environment, we multiply our resource variable (r) by the index of malaria ecology. This interaction term has a sample mean of 35.97; the mean is 95.26 in SSA, 14.93 in Asia, and 5.18 in Latin America. As suspected, large endowments of resources are not an exclusive of SSA, but it is only in SSA that such large endowments are combined with such a risky disease environment. We then use the interaction term as a regressor in each of our three equations. If our hypothesis is correct, then this interaction term should be significant and negative, while the regionspecific effects of natural resources should become insignificant. In order to make the test more powerful, we do not include schooling and institutions in equation (1). 18 We apply GLS throughout, but results do not change when we use 2SLS for equations (2) and (3) or when we estimate the set of three equations jointly as a system.
Results are reported in Table 3 . They provide some considerable support to our hypothesis.
The interaction term between resources and malaria ecology is significant and negative in all the three equations. 19 At the same time, the regional effects of resources become irrelevant, the only exception being a negative effect of resources on institutions in Latin America.
Malaria ecology retains its negative and generally significant coefficient. The baseline effect of resources is still positive and significant, thus providing further evidence that in general 23 natural resources are not harmful to long-term development prospects. The estimated coefficients on the other controls are again in line with the findings reported in the previous two tables. All in all, while we suggest that more research is needed in the future, the evidence presented in Table 3 goes some distance towards supporting our explanation: SSA is different from the other regions because in SSA much more than anywhere else large endowments of natural resources are combined with a very unfavourable disease environment. America. Estimated coefficients of these variables are not reported, but they are available upon request.
Heteroskedasticity consistent standard errors are reported in brackets. *, **, *** denote statistical significance at the 10%, 5%, and 1% confidence level respectively.
Conclusions
In this paper we provide evidence that the effect of natural resources on income, institutional quality, and schooling is different across different regions. In general, natural resource abundance appears to be positive, or at least not negative, for development. However, in SSA its impact is much less favourable and often negative. Why then is SSA different? We argue that the combined effect of resources and disease environment is what explains the difference between SSA and other regions. We provide historical and econometric evidence in support of our hypothesis. One way to rationalize our findings is to think that natural resource abundance can trigger both positive and negative development effects. The balance between these effects of opposite sign depends on the disease environment: the worse the environment is, the stronger the negative effects are. With this perspective, the disease environment determines a non-linearity in the relationship between natural resources and development. A more explicit test of this non-linearity is certainly an avenue of interesting future research.
Our findings support the general argument that developing countries and the international community ought to invest in disease prevention and control not just because better health is desirable per se, but also because it can accelerate economic development. However, improving health conditions today will not change the type of colonization experienced by a country in the past. So, for a resource rich economy that suffered some form of extractive colonization, the extant challenge is to identify a set of policies that can somehow offset the negative legacy of unfavourable "initial conditions" arising from colonization. In this respect, if we were to advice SSA countries on a course of action, we would recommend them to use revenues from the commercialization of natural resources to create infrastructures to improve physical connectivity and reduce non-tariff barriers to international trade. More generally, SSA has grown at an annual average rate of 0.4%. This compares to an average annual growth rate of 0.9% in the Middle East, 1% in Latin America, 3.7% in South Asia, and 6.5% in East Asia. Finally, with the exception of the Middle East, SSA has the highest ratio of fuel exports to total merchandise exports (37% in 2009) and the highest ratio of primary commodity exports to total merchandise exports (61% in 2009). 2 Davis (1995) also provides some informal evidence that resource abundance is not associated with lower levels of per-capita GDP. 3 Our hypothesis has its premises in the theory of colonial origins of development that goes back to Acemoglu et al. (2001) . We also stress that our hypothesis does not mean that European-like institutions, policies, and human capital were the only possible way to develop. Several Asian countries have achieved high levels of development without ever benefiting from European colonization and human capital. What is central to our hypothesis is that European colonization was particularly disruptive in colonies characterized by resource abundance and a bad disease environment. 4 All the results discussed in Sections 3 and 4 do not qualitatively change if we use only the category "subsoil" assets instead of the total of the five categories. 5 To exemplify the difference between dependence and abundance, consider a resource-abundant developed economy like Germany that uses most of its resources domestically: the ratio of primary commodity exports to GDP in this country is relatively low even though its endowment of natural resources is relatively large. Therefore, this country would be abundant in natural resources, but not much dependent on their exports. There are other non-monetary dimensions of development which might be affected by natural resources, see for instance Carmignani and Avom (2010) . In the same vein, the effect of natural resources on per-capita income might be transmitted through factors other than institutional quality and education. One such factor, which could be particularly relevant in the context of SSA, is civil conflict or war (see for instance Collier et al. 2009 ). While future work should certainly consider these other dimensions and mechanisms, our results indicate that cross-regional differences in the effect of resources on institutions and schooling already explain most of the observed cross-regional differences in the effect of resources on per-capita GDP. 8 Consider for instance the case of a ruler or a colonizer who wants to appropriate as much as possible of a large endowment of natural resources. Then this ruler would set up institutional arrangements that make it easier for him to obtain natural capital, mineral wealth, and the rest of country's valuables. These types of institutional arrangements would be reflected in low protection of private property rights and therefore low protection against expropriation risk. This is in fact the notion of extractive state portrayed by Acemoglu et al. (2001) . 9 The identity of the colonizer is effectively different from country's legal origin. Statistically, the correlation between the colonizer identity dummy (=1 if a country was colonized by Britain) and the legal origin dummy (=1 if the law of a country originates from the French civil law tradition) is -0.56, significantly smaller than -1, and hence far from perfect. More substantially, there are several countries that have not been colonized by the United Kingdom and that, at the same time, do not have French legal origins. This is for instance the case of several former Spanish colonies or the socialist countries in Eastern Europe. 10 To save space, estimated coefficients on the regional dummies are not reported. They tend to be negative for the SSA dummy and positive for the other two dummies. However, they are generally insignificant. We also stress that the number of observations is smaller than the total number of countries for which we have natural wealth data (92). As a matter of fact, for some of these countries, data on some of the controls are not available. 11 There might some collinearity between malaria ecology and latitude, at least to the extent that they both pick factors like temperature and general climatic conditions. Their simple bilateral coefficient is -0.51 and statistically significant. However, the fact that both variables are strongly significant when simultaneously included in the model without initial per-capita GDP (column II) suggests that this collinearity might not be too strong. In any event, in Appendix 2 we re-estimate all regressions after dropping latitude and results are qualitatively unchanged. 12 The tests of weak identification and under-identification reported at the bottom of Table 1 provide some support to this choice of instruments. Additional diagnostics and the full set of first stage results are reported in Appendix 2. In Appendix 2 we also re-estimate equations (2) and (3) after dropping coastal population from equation (3) and latitude from equation (2). In this way, we can use both variables jointly as instruments for per capita GDP. Results are qualitatively similar to those presented in columns VI and VII of Table 1 . 13 We are aware of the potential drawbacks of the simultaneous approach. In particular, if one of the three equations is mis-specified, then the estimates of the other two equations will be affected. This is why we have first reported equation-by-equation estimates. In other words, we are once again pragmatic. Given the relative merits and costs of the two approaches, we apply both of them and we show that are our story is always valid. 14 In system estimation, the validity of instruments is assessed by looking at the first stage diagnostics of the 2SLS applied equation-by-equation. Therefore, the specification tests and statistics reported in Table 1 (columns VI and VII) still apply here. In addition, we report at the bottom of Table 2 the Hansen test of validity of the overidentifying restrictions. The null hypothesis of the test is rejected, which provides further support to the choice of instruments. 15 There is a voluminous tradition of historical and medical research on the impact of disease on colonization patterns and the evolution of societies (see, inter alia, Cartwright and Biddiss, 1972 , Kiple, 1993 , Hays 1998 , and Spilelman and d'Antonio, 2001 . 16 British West Africa is the collective name of British colonies in West Africa, which included modern Sierra Leone, Gambia, Ghana, and a large part of Nigeria (the so-called Lagos Territory). 17 Crowder (1968) notes that in the West African region, the basic objectives of the educational polices of Britain (but also France) was the training of Africans for participation in the bureaucratic administration of the colonies. This limited objective implied that very few children got even to primary school under the colonial regime.
18 This is because, as shown in Table 2 , when including schooling and institutions are regressors, multicollinearity implies that the regional effects of natural resources are imprecisely estimated. 19 Interestingly, in the 2SLS estimates of equations (2) and (3), the interaction term is significant at the 5% confidence level rather than the 10% level. 20 Years of openness to international trade is measured as the proportion of total sample period that a country has been open to trade and is taken from Sala-i- Martin et al. 2004 . Inflation volatility is defined as the sample period standard deviation of annual inflation rates and is computed from data in the World Development Indicators. Financial development is defined as the difference between M2 and currency in circulation outside banks in proportion of M2 (see Clague et al. 1999 and Dollar and Kraay, 2004 
Sensitivity checks
In Table A1 we provide a number of sensitivity checks. Column I extends the core specification of equation (1) (see column II of Table 1 ) to include a set of policy variables:
years of openness to international trade, volatility of inflation, and financial development 20 .
All of these variables are measured over the period 1970-2000 so to make them predetermined relative to per-capita GDP in 2005. The central result of the paper is confirmed.
The baseline effect of natural resources is positive and significant while the region-specific effect is significantly negative in SSA only. At the same time, there is evidence that policies do matter. Particularly, more years of openness to trade and deeper financial development tend to increase per-capita GDP. The negative effect of inflation volatility is instead negligible in statistical terms.
Next we re-estimate equations (2) and (3) by allowing log-per capita GDP in 1970 to be instrumented by both costal population and latitude. As a matter of fact, the results in column II of Table 1 of the paper suggest that both these variables might be useful instruments.
However, latitude is included as a regressor in equation (2) and hence it cannot be used as an instrument for per-capita GDP in that equation. Similarly, costal population is included as a regressor in equation (3) and hence cannot be used as an instrument. Therefore, log per-capita GDP in 1970 is instrumented by costal population in equation (2) and by latitude in equation (3). The results obtained from this choice of instruments are those shown in columns VI and VII of Table 1 of the paper. As can be seen, the estimated coefficients of latitude in equation (2) and costal population in equation (3) are insignificant. This suggests that they could be dropped as regressors, which in turn would make it possible to use both of them jointly as instruments for log per-capita GDP. The results from the 2SLS procedure with both instruments are reported in Columns II and III of Table A1 . Qualitatively, the results are very similar to those discussed in the paper. Natural resources promote better institutions in Latin America and Asia, but not in Africa. Moreover, natural resources have a positive baseline effect on schooling while the region-specific effect is negative in Africa only. In the remaining columns of Table A1 re-estimate all of the equations of the paper after dropping latitude from any specification that also includes malaria ecology as regressor.
Malaria ecology and latitude might capture different factors, but they are also quite highly correlated. Their bilateral correlation coefficient is -0.5 and this might cause a problem of collinearity, even though both variables appear to be significant in the basic income regression (see for instance column II of Table 1 ). As a robustness check, we re-estimate all the equations after dropping one of the two. Given the important role that malaria ecology has in the punch-line of the paper, we choose to drop latitude. Columns IV through to X reproduce the equations presented in columns II, III, IV, and VI of Table 1, column I of Table   2 , and columns I and II of Table 3 of the paper. The results are again very similar to those discussed in the paper. Notes: All equations include a constant term and regional dummies for Sub-Saharan Africa, Asia, and Latin America. Estimates coefficients of these variables are not reported, but are available upon request. Heteroskedasticity consistent standard errors are reported in brackets. *, **, *** denote statistical significance at the 10%, 5%, and 1% confidence level respectively.
First stage regressions
The paper includes three 2SLS regressions (see columns VI and VII of Table 1 and column I   of Table 2 ). For each of these three, Table   2 of the paper. Both institutional quality and schooling are endogenous regressors and they are instrumented, respectively, by French legal origin and the UK colonial dummy variable.
Both instruments are highly significant in the first stage regressions. The null hypothesis of underidentification is largely rejected for both regressors. The F statistic is marginally lower than the critical values of Stock and Yogo, but still well above 10 (which is generally indicated as a threshold for weak identification not to be a problem). are reported for comparison. *, **, *** denote statistical significance at the 10%, 5%, and 1% confidence level respectively.
Panel estimates
In Table A3 we present a set of panel estimates of equation (1). The data set consists of five year averages taken over the period , so that for each country the maximum number of observations on the time dimension is T = 9 (results using ten year averages are also available upon request). The panel is however unbalanced as data are not available for several countries in the early quinquennia of the sample. As a time varying measure of resource intensity we use the log of primary commodity exports per capita.
Column I reports GLS random effects estimates of the parsimonious specification corresponding to the model in Column I of Table 1 In column III we introduce a lagged dependent variable, so that the specification now corresponds to the one estimated in column III of Table 1 of the paper. The estimated coefficient of lagged per-capita income is positive and highly significant, but rather low.
However, as it is well known, the inclusion of a lagged dependent variable in a panel model with fixed effects makes standard least square estimators biased (Arellano and Bond, 1991; Caselli et al. 1996) . Therefore, in Column IV we re-estimate the model using the sys-GMM estimator discussed in and Blundell and Bond (1998) . The estimated coefficient of the lagged dependent variable is now much higher (and certainly more in line with previous estimates from the growth literature). At the same time, there is still evidence of a negative region-specific effect of natural resources in Africa, and in Africa only. The baseline effect of resources is instead positive.
Column V shows a specification that is equivalent to that in column I of Table 2 of the paper.
The time varying institutional variable is the index of economic freedom of the World provided by the Fraser Institute. Education is instead measured by the average number of years of schooling in adult population. In the cross-sectional framework, these two variables are instrumented by the dummies for French legal origin and UK colonization. In a panel setting, these two time-invariant instruments turn out to be quite weak. We therefore use the lagged values of the first differences of the two variables as instrument. These correspond to the GMM-type instruments used in dynamic panel estimation. The panel estimates are qualitatively similar to the cross-section estimates, therefore confirming that differences in the regional effect of natural resources on per-capita GDP are largely explained by crossregional differences in the effect of resources on institutional quality and schooling. The remaining two columns of Table A3 re-estimate the model allowing for a lagged dependent variable (column VI) and extending the set of regressors to include two standard "Solow" factors, namely investment in physical capital and population growth (column VII). The baseline effect of natural resources is once again positive, but the region-specific effect in Africa is negative and almost of the same size as the baseline effect.
Finally, we run two diagnostic tests to assess the validity of the identifying assumptions underlying the sys-GMM procedure. First, we tested for autocorrelation in first differenced errors and in all cases the null hypothesis of no autocorrelation cannot be rejected at order one, but it is rejected at order 2. This suggests that the errors in levels are serially uncorrelated. Second, we performed the Hansen test of overidentifying restrictions. The null hypothesis of this test is that the overidentifying restrictions are valid and it can never be rejected at usual confidence level. We also run a Hansen-in-difference test for the joint validity of the GMM-style instruments for the levels equation in the sys-GMM procedure.
These instruments turn out to be valid. and Blundell and Bond (1998) . *, **, *** denote statistical significance at the 10%, 5%, and 1% confidence level respectively.
