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Abstract
We prove that the image of the mapping class group by the representations arising in the SU(2)-TQFT is
infinite, provided that the genus g ≥ 2 and the level of the theory r 6= 2, 3, 4, 6 (and r 6= 10 for g = 2). In
particular it follows that the quotient groups Mg/N(t
r) by the normalizer of the r-th power of a Dehn twist t
are infinite if g ≥ 3 and r 6= 2, 3, 4, 6, 8, 12.
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1 Introduction
Witten [50] constructed a TQFT in dimension 3 using path integrals and afterwards several rigorous
constructions arose, like those using the quantum group approach ([39, 25]), the Temperley-Lieb algebra
([30, 31]), the theory based on the Kauffman bracket ([4, 5]) or that obtained from the mapping class
group representations and the conformal field theory ([27]).
Any TQFT gives rise to a tower of representations of the mapping class groups Mg in all genera g
and this tower determines in fact the theory, up to the choice of the vacuum vector (see [10, 5, 48]). The
aim of this paper is to answer whether the image of the mapping class groups is finite or not under such
representations.
There is some evidence supporting the finiteness of this image group. First, in the Abelian U(1)-theory
the representations can be identified with the monodromy of a system of theta functions. The latter is
explicitly computed (see e.g. [11, 16]) and it is easy to see that it factors through a finite extension (due
to the projective ambiguity) of Sp(2g,Z/rZ), where r is the level of the theory. For a general Lie group
G, the monodromy associated to the genus 1 surfaces may also be determined (see [18, 11]) using some
formulas of Kac (see [21, 22]) and again it factors through a finite extension of Sp(2g,Z/rZ), where r is
now the shifted level. This has already been suggested by the fact that the Reshetikhin-Turaev invariant
∗This preprint is available electronically at http://www-fourier.ujf-grenoble.fr/∼funar
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for lens spaces La,b (a ≤ b running over the positive integers) takes only a finite number of distinct
values, namely for the cosets mod r of a and b (see for instance [29]). For low levels r = 4, 6 the whole
tower of representations was described by Blanchet and Masbaum in [6] and by Wright ([51, 52]) and in
particular the images are finite groups. On the other hand all TQFTs are associated to conformal field
theories (abb. CFT) in dimension 2 (see e.g. [10, 50]) and the finiteness question appeared also in the
context of classification of rational conformal field theories. For instance in [36] one asks whether the
algebraic CFT have finite monodromy (which is equivalent to our problem for some classes of TQFTs,
as for example the SU(2)-TQFT). Some of the irreducible representations of SL(2,Z/rZ) which admit
extensions as monodromies of some CFT in all genera were discussed in [8, 9]. Also in [24] the action of
SL(2,Z) on the conformal blocks was computed for all quantum doubles, and it could be proved that the
image is always finite. Gilmer obtained in another way (see [14]) the finiteness of the image for g = 1, in
the SU(2) theory, result which seems to be known in the conformal field theory community, and noticed
also by M. Kontsevich. Meantime Stanev and Todorov [41] have a partial answer to this question in the
case of the 4-punctured sphere, as we will explain below.
This is the motivation for our main result:
Theorem 1.1 The image ρ(Mg) of the mapping class group Mg under the representation ρ arising in
the SU(2)-TQFT (in both the BHMV and RT versions) and respectively SO(3)-TQFT is infinite provided
that g ≥ 2, r 6= 2, 3, 4, 6, and if g = 2 also r 6= 10.
Let us mention that ρ is only a projective representation and thus its image is well defined up to scalar
multiplication by roots of unity of order 4r. To explain briefly what means the two versions BHMV and
RT we recall that the SU(2)-TQFT was constructed either using the Kauffman polynomial - and this is
the BHMV version from [5] - or else using the Jones polynomial - and this is the RT version from [39, 25].
The invariants obtained for closed 3-manifolds are “almost” the same, but their TQFT extensions are
different. That is the reason for considering here both of them, though as it should be very unlikely that
the mapping class group representations do not share the same properties, in the two related cases.
Before we proceed let us outline the relationship with the results from [41], where the Schwarz problem
is considered for the ̂su(2) Knizhnik-Zamolodchikov equation. The authors determined whether the
image of the mapping class group of the 4-punctured sphere is finite, thereby solving a particular case
of our problem, however in a slightly different context. It would remain to identify the following two
representations of the mapping class groups (in arbitrary genus):
• one is that arising from the conformal field theory based on the ̂su(2) Knizhnik-Zamolodchikov equa-
tion. Tsuchiya, Ueno and Yamada [43] constructed the CFT using tools from algebraic geometry,
for all Riemann surfaces.
• the other one is that arising in the RT-version of the SU(2)-TQFT.
There are some naturally induced representations of braid groups in both approaches, which can be
proved to be the same by the explicit computations of Tsuchyia and Kanie [42].
Presumably the two representations of the mapping class groups are also equivalent, but a complete
proof of this fact does not exist, on author’s knowledge. First it should be established that the CFT
extends to a TQFT in 3 dimensions, which is equivalent to control the behaviour of conformal blocks
sheaves over the compactification divisor on the moduli space of curves. Observe that a different and
direct construction of the associated TQFT can be given ([27, 28, 12]) if we assume the CFT has all
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the properties claimed by the physicists. Notice that a complete solution of that problem would furnish
an entirely geometric description of the TQFT following Witten’s prescriptions, in which the mapping
class group representation is the monodromy of a projectively flat connection on some vector bundle of
non-abelian theta functions over the Teichmuller space.
Thus we cannot deduce directly from [41] the finiteness of the mapping class group representation
without assuming the previous unproved claim. Our purpose is to use instead the BHMV approach which
has a simple and firmly established construction. We consider braid group representations using basically
the monodromy of the holed spheres. The data we obtain is similar to that obtained by all the other
means, hence also to that from [41, 42]. Specifically, the idea of the proof of the main theorem is to
identify a certain subspace of the space on whichMg acts, which is invariant to the action of a subgroup
of Mg, the last being a quotient of a pure braid group Pn, n ≥ 3. Next we observe that the action of
Pn extends naturally to an action of the whole braid group Bn, and this it turns to factor through the
Hecke algebra Hn(q) of type An−1 at a root of unity q. This was inspired by the computations done by
Tsuchyia and Kanie ([42], see also [41]) of the monodromy in the conformal field theory on P1. Now an
easy modification of the Jones theorem ([20]), about the generic infiniteness of the image of Bn in Hecke
algebra representations, will settle our question.
For fixing the notations, we denote by r the level, which is supposed to be in this sequel the order of
the roots of unity which appear in the definition of the invariants for the RT-version and respectively a
quarter (or half) of it for the BHMV-version for SU(2) (respectively SO(3)).
The groupsMg/N(tr), quotients ofMg by the normalizer of a power of a Dehn twist, were previously
considered for r = 2, 3 by Humphries in [17], and it was shown that these are finite groups for r = 2 and
arbitrary g, and infinite for g = 2 and r ≥ 3. This solved the problem 28 asked by Birman in [2], p.219.
We derive a generalization of that, to all other genera g, namely:
Corollary 1.2 The quotient groups Mg/N(tr) are infinite for g ≥ 3, r 6= 2, 3, 4, 6, 8, 12.
Proof: It is well-known (see [35], p.379) that the image of a Dehn twist ρ(t), in some nice basis, is a
diagonal matrix whose entries are (−1)jAj2+2j , where A is a 2r-th root of unity. It follows that, for odd
r, ρ(t)r, and for even r, ρ(t)2r respectively, is a scalar matrix in this particular basis, and furthermore it
is a scalar matrix in any other basis. Therefore, the image group ρ(Mg)(modulo multiplication by roots
of unity of order 4r) is a quotient ofMg/N(tr) (and respectivelyMg/N(t2r), and now the claim follows.
✷
Notice that the proof given by Humphries used the Jones representation [19] of M2 which arises
as follows: the group M2 is viewed as a quotient of the braid group B6, and some Hecke algebra
representation factors throughoutM2. For g > 2 it is only a proper subgroup ofMg which is a quotient
of B2g+2, so that an extension of the Jones representation to higher genus is not obvious.
It seems that not only the representations have infinite image, but the set of values the SU(2)-invariant
(at a given level r) takes on the closed 3-manifolds of fixed Heegaard genus g, is also infinite. Our result
does not imply this stronger statement, because the infinite image we found comes from a subgroup of
K ⊂ M(F ) of homeomorphisms of the surface extending to the handlebody. In fact when we twist the
gluing map of a Heegaard splitting by an element of K we obtain a manifold homeomorphic to the former
one. However it is very likely that the same method could be refined to yield this stronger statement.
We think that our theorem holds also for the case g = 2, r = 10 and the corollary is true more
generally for g ≥ 3, r ≥ 3. The same ideas can be used for the SU(N)-TQFT to show that, in general,
the corresponding representations of Mg have infinite images.
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2 Preliminaries
2.1 Hecke algebras and Temperley-Lieb algebras
We will outline briefly, for the sake of completeness, some basic notions concerning the Hecke algebras
(see [49] for more details). Recall that the Hecke algebra of type An−1 is the algebra over C generated
by 1, g1, ..., gn−1 and the following relations:
gigi+1gi = gi+1gigi+1, i = 1, 2, ..., n− 2,
gigj = gjgi, | i− j |> 1,
g2i = (q − 1)gi + q, i = 1, 2, ..., n− 1,
where q ∈ C − {0} is a complex parameter. Denote this algebra by Hn(q). It is known (see e.g. [7],
p.54-55) that Hn(q) is isomorphic to the group algebra CSn of the symmetric group Sn, provided that q
is not a root of unity.
Notice that Hn(q) is the quotient of the group algebra CBn of the braid group Bn. The braid group
is usually presented as generated by g1, ..., gn−1, together with the first two relations from above. In
particular there is a natural representation of Bn in Hn(q).
From the quadratic relation satisfied by gi it follows that gi has at most two spectral values. For
q 6= −1 set fi for the spectral projection corresponding to the eigenvalue -1; then gi = q − (1 + q)fi, and
another presentation of Hn(q) can be obtained in terms of the generators 1, f1, ..., fn−1, as follows:
fifi+1fi − q(1 + q)−2fi = fi+1fifi+1 − q(1 + q)−2fi+1, i = 1, 2, ..., n− 2,
fifj = fjfi, | i− j |> 1,
f2i = fi, i = 1, 2, ..., n− 1.
The irreducible representations of Hecke algebras are well-known in the case when Hn(q) are semi-
simple, which means that q is not a root of unity. The structure of Hn(q) at roots of unity is more
complicated (see for instance [49]) and as we will be concerned with this situation precisely we introduce
also some smaller quotients (after [15, 20]), namely the Temperley-Lieb algebras.
The algebrasAβ,n (following the convention from [15], section 2.8) are generated overC by 1, e1, ..., en−1
and the relations:
eiei+1ei = eiei−1ei = β−1ei, i = 1, 2, ..., n− 2,
eiej = ejei, | i− j |> 1,
e2i = ei, i = 1, 2, ..., n− 1.
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Figure 1: Skein relations
Remark that Aβ,n is a quotient of the Hecke algebra Hn(q), for β = 2+ q+ q
−1. In fact, the image of the
projector fi is 1− ei. If we replace ei = 1− fi we find a presentation of Aβ,n as the quotient of Hn(q) by
adding the set of relations (see also prop.2.11.1 from [15], p.123):
gigi+1gi + gigi+1 + gi+1gi + gi + gi+1 + 1 = 0, for i = 1, n− 1.
It is known that the algebra Aβ,3 is semi-simple for β 6= 1 (or equivalently, r 6= 3) and Aβ,4 is semi-
simple for β 6= 1, 2 (equivalently r 6= 3, 4). Moreover, when semi-simple these are multi-matrix algebras:
Aβ,3 =M2(C)⊕C, and Aβ,4 =M3(C)⊕M2(C)⊕C, (see the theorem 2.8.5, p.98 from [15]).
2.2 Mapping class group representations
Most of the material presented here comes from [30, 40, 34]. Let A be a fixed complex number and M
be a compact oriented 3-manifold. The skein module S(M) is the vector space generated by the isotopy
classes (rel ∂M) of framed links, quotiented by the (skein) relations from figure 1.
For example S(S3) is one dimensional (as a module over Z[A,A−1]), with basis the empty link; the
image of the framed link L ⊂ S3 in S(S3) is the value of the Kauffman bracket evaluated at A. Notice
that, in order to construct the TQFT we must specialize A to be a primitive 2r-th root of unity. For even
r we obtain the SU(2)-TQFT (level r2 with our convention) and for odd r we obtain the SO(3)-TQFT
(of level r this time).
The skein space for the 3-ball with 2n boundary (framed) points has an algebra structure, by rep-
resenting the framed link in a planar projection sitting into a rectangle, and separating the points into
two groups of n on opposite sides. The multiplication is given by the juxtaposition of diagrams, and the
algebra thus obtained can be identified with the the Temperley-Lieb algebra Aβ,n, for a suitable β. The
generators for Aβ,n are the elements 1n, e1, ..., en−1 pictured in figure 2.
Now the Jones-Wenzl idempotents f (n) ∈ Aβ,n are uniquely determined by the conditions f (n)2 = f (n),
f (n)ei = eif
(n) = 0, for i = 1, 2, ..., n − 1, whenever A is such that all ∆i = (−1)i A2i+1−A−2i−1A2−A−2 for
i = 0, 1, ..., n− 1 are non-zero. This implies that f (n)x = xf (n) = λxf (n), for all x, with a suitable chosen
complex number λx.
Denote in a planar diagram by a line labeled with n (in a small rectangle) the element 1n ∈ Aβ,n,
and by a line with a dash labeled n the insertion of the element f (n) ∈ Aβ,n. This will give a convenient
description for the elements of skein modules.
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Figure 3: Vertex elements in the skein modules
One construction for the SU(2)-invariants via skein modules, was given in [30, 31] and latter extended
to a TQFT in [5], and to higher SU(N)-invariants recently in [32].
Let us outline first the construction of the conformal blocks, which are the vector spaces associated
to surfaces via the TQFT. Decompose the sphere S3 as the union of two handlebodies H of genus g, and
H ′ with a small cylinder F × I over the surface F = ∂H = ∂H ′ inserted between them. There is a map
<,>: S(H)× S(H ′) −→ S(S3) = C,
induced by the Kauffman bracket and the union of links. In [5] it was shown that, if A is a primitive
4r-th root of unity, then
W (F ) = S(H)/ ker <,>
is the space associated to the surface F by the SU(2)-TQFT at level r. Here ker denotes the left kernel of
the bilinear form <,>. This space has however a more concrete description. If i, j, k satisfy the following
conditions:
0 ≤ i, j, k ≤ r − 1, | i− j |≤ k ≤ i+ j, i+ j + k is even,
then we can define an element of the skein space of the 3-ball with i + j + k boundary points, given by
inserting f (i), f (j), f (k) in the diagram, and therefore connecting up with no crossings (see figure 3).
Now the triple (i, j, k) is called admissible if, additionally to the previous conditions, it satisfies
0 ≤ i, j, k ≤ r − 2 and i + j + k ≤ 2(r − 2). Furthermore let consider the standard 3-valent graph in H
which is the standard spine of the handlebody H , and label its edges with integers i1, i2, ..., i3g−3, such
that all labels incident to a vertex form an admissible triple. We form an element of S(H) by inserting
idempotents f (i) along the edges of the graph and triodes, like we did above at vertices. It is shown in
[5, 40] that the vectors we obtain this way form a basis of the quotient space W (F ).
For a 3-valent graph Γ, possibly with leaves and some of the edges already carrying a label, we denote
by W (Γ) the space generated by the set of labelings of (non labeled) edges which have the property that
all triples from incident edges are admissible. An easy extension of the arguments in [5, 40] shows that
W (Γ) is isomorphic to W (F ), provided that Γ is some closed 3-valent graph of genus g.
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If K andK ′ are the subgroups of the mapping class groupM(F ) of F consisting of the classes of those
homeomorphisms which extend to the handlebodies H and H ′ respectively, then we have natural actions
of K on S(H), and K ′ on S(H ′). Moreover these actions descend to actions on the quotient W (F ). One
of these two actions, say that of K on H , has a simple meaning: consider an element x ∈ S(H), which is a
representative of the class [x] ∈W (F ), u ∈ K, then u(x) = [ϕ(x)] ∈ W (F ), where ϕ is a homeomorphism
of H whose restriction at F , modulo isotopy, is u. The other action, that of K ′ onW (F ) can be described
in a similar manner, using the non-degenerate bilinear form <,> on W (F ). Namely, u(x), for u ∈ K ′,
x ∈W (F ) is defined by the equality:
< ux, y >=< x, [u(y′)] >,
holding for any y ∈ W (F ); on the right hand side y′ ∈ S(H ′) is a lift of y, and the action of K ′ on S(H ′)
is the geometric one.
Moreover we have an induced action of the free group generated by K and K ′ on W (F ). It is shown
in [40, 34] that this action descends to a central extension of the mapping class groupM(F ). This is the
representation coming from TQFT. Actually we can build up the TQFT starting from that representation.
The main idea is that, if we cut a closed 3-manifold M along a (closed embedded) surface F into two
pieces M1 and M2, then the invariant Z(M) can be recovered from the invariants Z(Mi) associated to
Mi (which are vectors in the space W (F )) as follows:
Z(M) =< Z(M1), Z(M2) > .
If we want to glue back now M1 to M2 using an additional twist ϕ ∈ M(F ) then we can compute also
the invariant of the resulting manifold M1 ∪ϕ M2 using the (projective) representation ρ : M(F ) −→
GL(W (F )), defined above:
Z(M1 ∪ϕ M2) =< ρ(ϕ)Z(M1), Z(M2) > .
We skipped the complications arising from the projective ambiguity, which is a root of unity, which
amount to consider a supplementary structure (framing) on the manifold. This gives a simple formula
for the invariant in terms of Heegaard splittings. In fact the vector Z(H) = Z(H ′) ∈ W (F ), associated
to the handlebody is corresponding to the graph of genus g whose labels are all 0 (up to a normal-
ization factor, which we skip for simplicity). Then Z(H ∪ϕ H ′), the invariant of the closed manifold
obtained by gluing two handlebodies along their common surface F using the homeomorphism ϕ, is now
< ρ(ϕ)Z(H), Z(H ′) >.
2.3 Transformation rules for planar diagrams in the skein modules
In order to make explicit computations we will freely use the recipes from [35] which allows us to transform
planar diagrams representing elements in the skein module of the 3-ball (with some boundary points)
into simpler planar diagrams, eventually arriving to linear combinations of the elements of a fixed basis.
For completeness we include these rules below.
✡
✡
✡✡
❚❚
❙
...........
.
....
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i j
=
∑
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<k>
<i,j,k>
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.
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....
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i j
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✍✌
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❅
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a b i
c d j
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 ❅a
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✚ ❜❜
A
B E
D
CF
=
〈
A B E
D C F
〉
<A,F,C>    ❧❧
A
F C
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............. ..........
.....
.....
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.....
..........
.. ..........
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c
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✑
✑
✑
◗
◗
◗✚
✚
✚
❜❜
❜
❉
❉
❉PPP✏✏✏
✄
✄
✄
F
B
D
A
E
C
=
〈
A B E
D C F
〉
where
< k >= (−1)k[k + 1] = (−1)kA
2k+2 −A−2k−2
A2 −A−2 ,
δ(c; a, b) = (−1)kAij−k(i+j+k+2) ,
< a, b, c >= (−1)i+j+k [i+ j + k + 1]![i]![j]![k]!
[i+ j]![i+ k]![j + k]!
.
Here i, j, k are the internal colors given by
i =
b + c− a
2
, j =
a+ c− b
2
, k =
b+ a− c
2
,
and [n]! = [1][2]...[n].
Consider now A,B,C,D,E, F such that (A,B,E), (B,D, F ), (E,D,C), (A,C, F ) are admissible
triples and make some notations: Σ = A+B+C+D+E+F , a1 =
A+B+E
2 , a2 =
B+D+F
2 , a3 =
E+D+C
2 ,
a4 =
A+C+F
2 , b1 =
Σ−A−F
2 , b2 =
Σ−B−C
2 , a1 =
Σ−A−D
2 .
The tetrahedron coefficient is defined as:〈
A B E
D C F
〉
=
∏
i
∏
j [bi − aj]!
[A]![B]![C]![D]![E]![F ]!
(
a1 a2 a3 a4
b1 b2 b3
)
,
where (
a1 a2 a3 a4
b1 b2 b3
)
=
∑
max aj≤ζ≤minaj
(−1)ζ[ζ + 1]!∏
i[bi − ζ]!
∏
j [ζ − ai]!
.
The quantum 6j-symbol of [35] is given by the formula:
{
a b i
c d j
}
=
< i >
〈
i b c
j d a
〉
< i, a, d >< i, b, c >
.
3 Proof of the theorem
3.1 Outline
Consider a surface F of genus g and let Γ ⊂ H be a 3-valent graph embedded in the handlebody H .
Suppose that the graph Γ′ shown in figure 4 is a subgraph of Γ. Then Γ′ can be viewed as the spine of
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Figure 4: The graphs Γ′(n,m)
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Figure 5: The curves γij
the (n + 2)-holed sphere F ′ ⊂ F , which is the intersection of a regular neighborhood of Γ′ (in R3) with
F . Consider a partial labeling Γ′(n,m) of Γ′ as shown on the right hand side in the figure. Notice that
the leaf with label 0 can be removed without affecting the space W (Γ′(n,m)).
Lemma 3.1 For a suitably chosen Γ, of genus g ≥ 4, there exist m ≥ 0, n ≥ 5, such that W (Γ′(n,m)) ⊂
W (Γ) and dimW (Γ′(n,m)) ≥ 2. For g = 3 we have W (Γ′(4, 2)) ⊂ W (Γ), and for g = 2 W (Γ′(3, 1)) ⊂
W (Γ).
Proof: We connect among them the leaves of Γ′ using some planar arcs, in order to obtain a closed graph
of minimal genus, and such that the labels agree when making connections. ✷
Fix now once for all the embedding of graphs Γ′ ⊂ Γ as in the lemma, and denote by V = V (n,m) ⊂
W (Γ) the image of W (Γ′(n,m)). Consider the curves γij ⊂ F ′, 1 ≤ i, j ≤ n, drawn on the (n+ 2)-holed
sphere F ′ which encircle the holes i and j like in the picture 5 and the set of curves γi which are loops
around the holes. The Dehn twists Tγij and Tγi generate a subgroup S of the mapping class groupM(F ).
Proposition 3.1 The subspace V (n,m) ⊂W (F ) is ρ(S)-invariant. Moreover the image ρ |V (3,1) (S) ⊂
GL(V (3, 1)) is an infinite group, provided that g ≥ 2 and the level r 6= 2, 3, 4, 6, 10. For r = 10 and g ≥ 3
the image of ρ |V (4,2) (S) ⊂ GL(V (4, 2)) is infinite.
The first part of the proposition follows from a more general fact concerning sub-surfaces F ′ ⊂ F and
subgroups S of M(F ) of classes of homeomorphisms which keep F ′ invariant up to an isotopy, and send
each boundary component into itself. Assume that a labeling of the boundary components of F ′ was
fixed: this amounts to fix a labeling for the leaves of the subgraph Γ′, the spine of F ′. Then the subspace
W (Γ′) ⊂ W (Γ) is invariant by the action of S on W (F ). Moreover, consider now that F ′ may be sent
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by a larger group S′ into a sub-surface F ′′ which is isotopic to F , but the boundary components may
be permuted among themselves. We claim now, that a subspace W (Γ′), associated to a labeling of the
boundary components, is sent by such a homeomorphism into the subspace W (Γ′) associated to the
permuted labeling on the boundary components. In particular the space V from the proposition is not
only invariant under ρ(S), but also under larger groups which could permute the n boundary components
ci, i = 1, 2, ..., n, since all their labels are identical.
Another observation is that the action ofM(F ′) on the space W (Γ′), where Γ′ has one external edge
e (corresponding to the boundary component ce ⊂ ∂F ′) is the same as the action of M(F ′ ∪ce D2) on
the space W (Γ′′); here F ′ ∪ce D2 is the result of gluing a disk on the circle ce, and Γ′′ is Γ with the edge
e removed from it. This way we see that ρ(S) acts likeM(F ′ ∪c0 D2) on the given space. This will help
to find out the corresponding extension to the braid group.
Before we explain this action, remark that all Dehn twists along γij , γi are elements of the subgroup
K ⊂ M(F ) of classes of homeomorphisms extending to the handlebody H . Therefore, according to the
discussion in the previous section, the action of Tγij (or Tγi) on V (n,m) has a simple expression in the
skein module of the 3-ball with (n+2)-boundary points: just perform the Dehn twist on the 3-ball which
is a regular neighborhood of the graph Γ′, viewed as part of the handlebody H , whose spine is Γ. This
is equivalent with twisting the i-th and j-th legs of the graph Γ′. We have to apply further the skein
relations, in order to compute the latter element in terms of the given basis of V , where all the legs are
straight. Notice that the representative graphs considered in the sections 2.2 and 2.3 are framed graphs,
and the framings considered in the planar pictures are the blackboard ones. When the Dehn twist Tγij
acts on the spine graph Γ′ then the framings of the strands i and j are altered. Then the action of Tγi
on the i-th strand is the change of its framing by one unit. Then the element Aij = TγijT
−1
γi T
−1
γj acts on
V (n,m) as follows:
✲
.. ......
.......
....
0m0m p
n-1
1 1 1 11
1
p
p p p
1 11
i ji+1
1 1 1 1
Remark that the Tγi ’s commute with all the other Tγjk because their support curves can be made
disjoint. These formulas make up a representation of the pure braid group Pn, which extends to the whole
braid group in the obvious manner: consider that the i-th and i + 1-th legs are only half-twisted. This
defines the action of the i-th generator gi of the braid group Bn. In fact, looking at the generators Aij
of Pn as elements of Bn, their action on V consists in twisting the corresponding strands of Γ
′, modulo
Reidemester moves in plane. On the other hand the fact that we obtained a representation of Bn is
checked the same manner: the relation gigi+1gi = gi+1gigi+1 translates into the third Reidemester move,
which is obviously satisfied in the skein module. We continue to denote by ρ the representation of Bn on
V . In fact this should enter in the computation of the action of elements in the larger group M(F ), so
actually is “part” of ρ but for bigger genus.
The main ingredient in the proof of proposition 3.1 is:
Proposition 3.2 The representations
(−A−1)ρ : B3 −→ End(V (3, 1))
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and respectively
(−A−1)ρ : B4 −→ End(V (4, 2))
factor throughout the Temperley-Lieb algebras Aβ,3 (and respectively Aβ,4) where β = 2+ q+ q
−1 and the
parameter q = A−4.
Let us explain what is meant by cρ where c ∈ C is a constant. This is another representation of the braid
group, which is defined on the generators by (cρ)(gi) = cρ(gi). Therefore if w is a word in the generators
gi we have (cρ)(w) = c
|w|ρ(w), where | w | is the sum of exponents appearing in the word w. Since the
braid relations are homogeneous in the generators gi this is well-defined.
We will prove that the image of the braid group is infinite in Aβ,n. This was done by Jones in [20] for
one value of A (and a slightly different context), but the proof extends to an arbitrary primitive root of
unity. We can be more precise. Let us consider M2(C) as the image of Aβ,3 by the natural projection,
and the factor M3(C) as the quotient of Aβ,4, when both are semi-simple.
Proposition 3.3 The image of B3 in M2(C) (via Aβ,3) is infinite provided that r 6= 2, 3, 4, 6, 10. For
r = 10 the image of B4 in M3(C) (via Aβ,4) is infinite.
Now the algebra Aβ,n (n = 3, 4) is semi-simple for r outside the excepted range r 6= 3, 4 and
Aβ,3 = M2(C) ⊕C. The representation ρ˜ is not abelian and then the induced map Aβ,3 −→ M2(C) =
End(V (3, 1)) must be the canonical projection (up to an automorphism). Thus the image of B3 by ρ
should be infinite. For r = 10 we work within B4 and Aβ,4 and we are forced then to restrict to g ≥ 3.
Again ρ˜ is not abelian and we will see in the next section that it is irreducible. Therefore the induced map
Aβ,4 −→ M3(C) = End(V (4, 2)) is again the projection on the corresponding factor. This establishes
the proposition 3.1, because Pn is of finite index in Bn.
Eventually recall that ρ, at the mapping class group level, is only a projective representation, and it
can be also considered as a representation of a finite extension (depending on the level) ofMg. The image
group stays then in the unitary group modulo roots of unity of order 4r and thus the claim of theorem
1 (concerning the BHMV-version) is proved. The present proof (see the section 3.3) shows actually that
the image in the projective unitary group (i.e. modulo U(1)) is also infinite. ✷
3.2 Proof of proposition 3.2
The TQFT considered here is the one constructed in [5], for A a primitive 2r-th root of unity. We suppose
for simplicity that r is even, hence we are working with the SU(2)-TQFT. The same arguments hold
verbatim for the representation associated to the SO(3)-TQFT, with only minor modifications in the
range of colors.
Lemma 3.2.1 A basis for V (n,m) is provided by the labeled graphs L(p) below,
p p p 0m
1 1 1 1 1
n-2n-1 1
whose labels are in one-to-one correspondence with
B(V ) = {p = (p0, p1, ...., pn); pi ∈ Z+, p0 = 0, pn = m, pi ≤ 2r − 2, | pi − pi+1 |= 1, i = 0, ..., n}.
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Proof: It follows immediately from the admissibility conditions on the triples (pi, pi+1, 1). ✷
Then the computation of ρ(gi) is reduced to that of giL(p), in the skein module. Observe now that the
only values of the labels pj which may change when gi is applied are pi−1, pi, pi+1. This will be also seen
during the explicit computation.
Actually we have to compute
✓
✓
.....
.....
.....
.....
b ca
1 1
and according to the lemma it suffices to consider that
| a− b |=| b− c |= 1.
Lemma 3.2.2 Suppose that | a− b |=| b− c |= 1 and | a− c |= 2. Then
✓
✓
.....
.....
.....
.....
b ca
1 1
= A
b ca
Proof: Suppose for simplicity that c = a + 2, b = a + 1. Then according to [35] and the section 2.3 we
have
.....
.....✓
✓
..........
a+1 a+2a
1 1
=
∑
k δ(k; 1, 1)
<k>
<1,1,k> ....
....
.........
....
....
.........
a+1 a+2a
k
11
1 1
Therefore the triple (1, 1, k) has to be admissible, so that k ∈ {0, 2}. Also the open tetrahedron
....
....
.........
a+1 a+2a
1 1
k
vanishes if (k, a, a+ 2) is not admissible, so that there is only one possibility left, namely k = 2. We get
rid of the triangular face by using the formula:
....
............
....
....
.........
a+1 a+2a
11
1 1
2
=
〈
2 1 1
a+ 1 a+ 2 a
〉
<2,a,a+2>
.
.......
... .......
..
a a+2
2
1 1
We eventually perform a fusion in order to express the right hand side in terms of the the usual basis
L(p). The formula of the fusing is:
a a+2a+1
1 1
=
{
a 1 2
1 a+ 2 a+ 1
}
.
.......
... .......
..
a a+2
2
1 1
where the quantum 6-j symbol involved, namely
{
a 1 2
1 a+ 2 a+ 1
}
, it turns out to be equal to 1, for
all a. This implies that
13
....
....
.........
....
....
.........
a+1 a+2a
11
1 1
2
=
a a+2a+1
1 1
and the lemma follows. ✷
Lemma 3.2.3 The following identities hold:
 
 
....
..
....
..
aa-1a
1 1
= −AA−4[a]−[a+2][2][a+1]
a
1 1
a-1 a
+ A (A
−4+1)[a+1]
[a+2]+[a]
a a+1
1 1
a
 
 
....
..
....
..
a
1 1
a a+1
= A [a][a+2]A2[a+1]2
a
1 1
a-1 a
− AA−4[a+2]−[a][2][a+1]
a a+1
1 1
a
Here is to be understood that for a = 2r − 2 we have
a a+1
1 1
a
= 0 , and for a = 0 the equality
a
1 1
a-1 a
= 0 , holds.
Proof: We have, like in the previous lemma, the following formula:
 
 
....
..
....
..
a
1 1
a b
= A
−3
[2] ....
....
.........
....
....
.........
a
11
1 1
b a
0
+ A
....
....
.........
....
....
.........
a
11
1 1
2
b a
=
=
A−3
[2]
〈
0 1 1
b a a
〉
<0,a,a>
.
.......
... .......
..
a
1 1
a
0 +
A
〈
2 1 1
b a a
〉
<2,a,a>
.
.......
... .......
..
a
2
1 1
a
We have to perform a fusing, in order to arrive to the standard basis of V . Using the computations of
6j-symbols appearing in this particular fusing we obtain that:
.
.......
... .......
..
a
1 1
a
0 = − [a][a+1]
a
1 1
a-1 a
+
a a+1
1 1
a
14
........
... .......
..
a
2
1 1
a
= [a+2][2][a+1]
a
1 1
a-1 a
+ 1[2]
a a+1
1 1
a
The convention is that diagrams whose labels form non-admissible triples are vanishing. Explicit com-
putations now yield our claim. ✷
Lemma 3.2.4 The following numerical identities are satisfied:
[a] + [a+ 2] = [2][a+ 1],
[a+ 1](1 +A−4)
[a] + [a+ 2]
=
1
A2
,
[a+ 2]A−4 − [a]
[2][a+ 1]
=
A−4 − 1
1−A4+4a ,
[a]A−4 − [a+ 2]
[2][a+ 1]
=
A−4 − 1
1−A−4−4a .
The proof is a mere computation.✷
Set now q = A−4. Then lemma 3 can be reformulated as
ρ(gi)
a
1 1
a-1 a
= −A q−11−qa+1
a
1 1
a-1 a
+ 1A
a a+1
1 1
a
ρ(gi)
a a+1
1 1
a
= ν2A3
a
1 1
a-1 a
− A q−11−q−a−1
a a+1
1 1
a
where ν2 = (1−q
a+2)(1−qa+1)(1−q−a)(1−q−a−1)
(1+q)2 .
We specify now to the cases n = 3, m = 1, and n = 4,m = 2. Then the vector space V (n,m) has
dimension 2 and respectively 3. The Hecke algebra relations follow immediately from the formulas above.
The additional relation defining Aβ,n is verified by a direct computation.
Let us check out the case n = 3. The two vectors which span V (3, 1) have the labels (0, p1, p2,m) ∈
{(0, 1, 0, 1), (0, 1, 2, 1)}. Then the previous formulas read:
ρ˜(g1) =
( −1 0
0 A−4
)
,
ρ˜(g2) =
(
1
A4(1+A4) − A
4+A−4+1
A2(A4+A−4+2)
−A−2 − 11+A−4
)
,
where ρ˜ = (−A−1)ρ. This implies that
ρ˜(g1g2) =
(
− 1A4(1+A4) A
4+A−4+1
A2(A4+A−4+2)
−A−6 − 1A4(1+A−4)
)
, ρ˜(g2g1) =
(
− 1A4(1+A4) − A
4+A−4+1
A6(A4+A−4+2)
A−2 − 1A4(1+A−4)
)
,
and
ρ˜(g1g2g1) =
(
1
A4(1+A4)
A4+A−4+1
A6(A4+A−4+2)
A−6 − 1A8(1+A−4)
)
.
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Therefore the relation 1 + ρ˜(g1) + ρ˜(g2) + ρ˜(g1g2) + ρ˜(g2g1) + ρ˜(g1g2g1) = 0 holds, which proves the first
part of proposition 3.1.
Let us give the explicit matrices for n = 4, m = 2 and an ad-hoc proof of the irreducibility. The space
V (4, 2) is spanned by the vectors of labels (0, p1, p2, p3,m) ∈ {(0, 1, 0, 1, 2), (0, 1, 2, 1, 2), (0, 1, 2, 3, 2)}.
Then within this basis we have from above:
ρ˜(g1) =
 A−4 0 00 −1 0
0 0 −1
 ,
ρ˜(g2) =
 −
A
1+A−4 −A−2 0
− (1−A12)(1−A4)3A34 11+A8 0
0 0 −1
 ,
ρ˜(g3) =
 −1 0 00 − 11+A−4+A−8 −A−2
0 − (1+A8)2(A4−1)2(A12−1)2A66 A
−12
1+A−4+A−8
 .
Assume that the B4 representation ρ˜ is not irreducible. Then the Aβ,4-module V (4, 2) is completely
reducible and there is at least one simple factor of dimension 1. Equivalently, V (4, 2) contains a 1-
dimensional B4-invariant subspace say Cw, for some non-zero vector w. There exist then the scalars λi
such that ρ˜(gi)w = λiw. The group relations imply λ1 = λ2 = λ3 = λ (since the matrices above are
non-singular) and from the relations in Aβ,4 we derive λ = −1. However the condition ρ˜(g1)w + w = 0
yields w1 = 0, further ρ˜(g2)w + w = 0 adds the constraint w2 = 0 and the last identity shows that
w vanishes. This proves that V (4, 2) is irreducible. In particular ρ˜ factors throughout the projection
Aβ,4 −→M3(C). ✷
Remarks 3.2.5 We could show from the very beginning of the proof that the representation of Bn factors
through the Hecke algebra Hn(q) with q = A
−4. Let assume we are interested in the action of gj. Observe
that the vectors
.
.......
... .......
..
a
1 1
a
0 ,
.
.......
... .......
..
a
2
1 1
a
,
.
.......
... .......
..
a a+2
2
1 1
,
and the corresponding ones with a+ 2 replaced by a− 2, (having the vertical strand on the j-th position)
span all of V (n,m). Indeed using the fusing matrices (which are invertible) we can relate this system to
the standard basis L(p).
But now these are precisely the eigenvectors for gi, because we have the following relations:
ρ(gi)
.
....
....
.
....
....
k
1 1 =
.
.......
✧✧
........
...
....
k
1 1 = ❥
.
....
.. ....
.1 1
k
1 1 = δ(k; 1, 1)
.
....
....
.
....
....
k
1 1
This implies that the eigenvalues of ρ(gi) are −A−3 and A, so that shifting ρ by a factor of −A−1 will
change them into −1 and A−4, as in the usual presentation of Hn(q) with q = A−4.
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It can be proved (but this is beyond the scope of this note) that the representation ρ˜ is precisely the
Hecke algebra representation pi
(r)
λ associated to the Young diagram λ = [
n+m
2 ,
n−m
2 ] as considered by Wenzl
in [49]. This is clear for n = 3,m = 1. The direct computational approach is somewhat cumbersome
for the general case. However from [3] we can derive a still more general equivalence between the Hecke
algebras representation associated to a Young diagram λ with N rows and that arising in the previous
construction for the SU(N)-TQFT, where the label m is replaced by the “color” λ. This follows from the
irreducibility of the latter, using the technique from [3].
3.3 Proof of proposition 3.3
In [20] a proof for proposition 3.3 is given for the case when q = exp(2pi
√−1
r ), but the argument generalizes
easily to all primitive roots of unity. We outline it below, for the sake of completeness.
It is known that Aβ,3 is semi-simple and splits as Aβ,3 = M2(C)⊕C, for all β 6= 1 (see the theorem
2.8.5, p.98 from [15]). It suffices then to show that the images pi(g1) and pi(g2) in the factor M2(C)
generate an infinite group. Observe first that pi(g1) and pi(g2) (and respectively ρ˜(g1) and ρ˜(g2)) do not
commute with each other. Thus the Aβ,3-module V (3, 1) is isomorphic to the simple non-trivial factor
M2(C). As a consequence it suffices to see what happens with the images of these two generators, when
restricted to this summand. The B3 representation on M2(C) is also unitarizable when q is a root of
unity according to proposition 3.2, p.257 from [20]. Thus it makes sense to consider the images ι(g1) and
ι(g2) in SO(3) = U(2)/C
∗. We have then the following decomposition in orthogonal projectors:
ι(gi) = qei − (1 − ei),
so that the order of ι(gi) in SO(3) is 2r if r is odd, r/2 if r = 2(4) and r if r = 0(4), because q is a
primitive root of unity of order r. As r 6= 1 these two elements cannot belong to a cyclic or dihedral
subgroup of SO(3). But no other subgroups have elements of order bigger than 5. Thus for r = 5, 7, 8, 9
or r ≥ 11, the image in M2(C) of the subgroup generated by g1 and g2 is infinite.
When r = 10 we have to work within B4, likewise to [20], p.269. We already saw that the Aβ,4-
module V (4, 2) is irreducible and identified therefore with the simple factor M3(C) from Aβ,4. Moreover
the representation of B4 on this factor was explicitly found out in [19], and it is the tensor product of
the Burau and parity representations. It is also shown that the Burau representation contains elements
of infinite order, for instance g1g2g
−1
3 .
We may wonder whether an element of infinite order in the image can be explicitly given for r 6= 10.
Since we have to consider only the matrices ι(Bn) in SO(3), it is very likely that the element g
−1
1 g2 has
infinite order.
Remark 3.1 Once we obtained the fact that the image of Mg is infinite at a particular primitive root
of unity, we may argue also as follows: the Galois group Gal(Q;Q) acts on the set of roots of unity, as
well as on the entries of the matrices ρ(x), with x ∈ Mg. It suffices to prove that the two actions of
Gal(Q;Q) are compatible to each other, in order to conclude that the image group is infinite at all roots
of unity. This argument was pointed to me by Gregor Masbaum.
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3.4 The RT version
Lickorish [31] established the relationship among the invariants obtained via the Temperley-Lieb algebra
(basically those from [4]) I(M,A) and the Reshetikhin-Turaev invariant τr(M) (see [25]), for closed
oriented 3-manifolds M , as follows:
I(M,− exp pi
√−1
2r
) = exp(
(6− 3r)b1(M)pi
√−1
4r
)τr(M),
where b1(M) is the first Betti number of the manifold M . Roughly speaking the two invariants are the
same up to a normalization factor. There are however two associated TQFTs, still very close to each
other:
1. The TQFT based on the Kauffman bracket, as described in [5], which arises in a somewhat canonical
way; in fact any invariant of closed 3-manifolds extends to a TQFT via this procedure (see [5, 10]
for details. The associated mapping class group representation we denote it by ρK .
2. The TQFT based on the Jones polynomial, as described in [25] (see also [13]). The associated
mapping class group representation we denote it by ρJ , and may be computed using the definitions
from conformal field theory like in [37]. A derivation of this representation, and the reconstruction
of the invariant from it was first given by Kohno [27] (see also [44, 45, 12]).
The two representations are similar: the associated spaces on which they act are naturally isomorphic.
This means that in both theories W (F ) has a distinguished basis given by labelings of 3-valent graphs,
with the same set of labels. Basically both theories are built up using some variants of the quantum
6j-symbols:
1. in [35] these are identified with the tetrahedron coefficients, (see also [23]); the relationship with the
usual 6j-symbol (coming from representation theory) was outlined in [38].
2. in the case of ρJ the 6j-symbols are coming from the representation theory of Uq(sl2) and where
described in [26].
Consider now the analogous subspace V (n,m) =W (Γ′(n,m)) of W (F ), as in 3.1. We have again an
action of the braid group Bn on V , but this time the interpretation is no longer related to skein modules
of the ball. Here the graph Γ is considered to be embedded in the surface F , giving a rigid structure on
F [10, 48]. This means that there is a pants decomposition c of F with the property that all circles in c
are transversal to Γ, the intersection of Γ with every trinion is the suspension of 3 points (topologically,
the space underlying the figure Y). Remark that c and Γ determine uniquely an identification of F with
a fixed and decomposed surface, up to an isotopy.
This time twisting the strands of the labeled graphs in L(p) can be expressed in terms of the data of
conformal field theory (see [27]). Specifically, we have:
✓
✓
.....
.....
.....
.....a b
c d e
=
∑
j Bdj
[
a b
c e
] a b
c ej
where the matrix B is the so-called braiding matrix. The braiding matrix can be expressed in terms of
the fusing matrix F (see [27, 37] by the following formula:
Bij
[
j2 j3
j1 j4
]
= (−1)j1+j4−i−j/2 exp(pi√−1(∆j1 +∆j4 −∆i −∆j))Fij
[
j1 j3
j2 j4
]
,
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where
∆j =
j(j + 1)
4r
.
We use the same set of labels for the graphs, namely integers running from 1 to 2r− 2 as before, instead
of the traditional half-integer labels from [26, 27, 23]. Set also q = exp 2pi
√−1
r , and [n] =
qn−q−n
q−q−1 .
The natural choice for the fusing matrix F is (see [27],p.213-214,[46]):
Fij
[
j1 j3
j2 j4
]
=
{
j1 j3 i
j2 j4 j
}
KR
,
where {, }KR denotes the quantum 6j-symbols of Kirillov and Reshetikhin.
Using the computations from [26], and those from 2.3 we find that the only non-trivial braiding matrix
for j2 = j3 = 1 is that with j1 = j4, and its value is therefore:
B
[
1 1
a a
]
=
 −qa+ 14
(
[a]
[2][a+1]
)1/2
−q− 14
(
[a+2]
[2][a+1]
)1/2
−q− 14
(
[a+2]
[2][a+1]
)1/2
−q−a− 34
(
[a]
[2][a+1]
)1/2
 .
Notice that the braiding matrices arising in conformal field theory were previously computed by Tsuchyia
and Kanie in [42]. Their result, used however a different normalization and the matrices are not identical,
but equivalent up to a power of q. In fact, in our case, the representation q1/4ρJ is also equivalent to ρ˜,
for n = 3, 4. As an immediate consequence the representation ρJ has an infinite image, too, under the
same condition as ρK . This ends the proof of the main theorem.
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