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a b s t r a c t
An efficient framework for the optimal control of probability density functions (PDFs)
of multidimensional stochastic processes is presented. This framework is based on the
Fokker–Planck equation that governs the time evolution of the PDF of stochastic processes
and on tracking objectives of terminal configuration of the desired PDF. The corresponding
optimization problems are formulated as a sequence of open-loop optimality systems in
a receding-horizon control strategy. Many theoretical results concerning the forward and
the optimal control problem are provided. In particular, it is shown that under appropriate
assumptions the open-loop bilinear control function is unique. The resulting optimality
system is discretized by the Chang–Cooper scheme that guarantees positivity of the
forward solution. The effectiveness of the proposed computational framework is validated
with a stochastic Lotka–Volterra model and a noised limit cycle model.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The modelling and control of stochastic processes is a very active research field because of many real-world applications
in technology, science, and finance. This research is sustained by a well established theory of the stochastic processes [1],
which provides tools for the description and the analysis of temporal sequences of randomquantities inmanypractical cases.
In application there is frequently the need to control stochastic systems for a desired purpose which can be formulated in
terms of an objective of the probability density function.
It is the aim of this paper to contribute to the solution of this problemwith the formulation of a powerful computational
framework for the optimal control of probability density functions associated to multidimensional stochastic processes.
We consider continuous-time stochastic processes described by the following multidimensional model
dXt = b(Xt , t; u) dt + σ(Xt , t) dWt
Xt0 = X0, (1)
where the state variable Xt ∈ Rn is subject to deterministic infinitesimal increments driven by the vector valued drift
function b, and to random increments proportional to a multi-dimensional Wiener process dWt ∈ Rm, with stochastically
independent components. The dispersion matrix σ ∈ Rn×m is full rank.
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Concerning the existence and uniqueness of solutionsXt to the Itô stochastic differential system (1), for a given realization
ofWt , the following global Lipschitz conditions are required
|bi(x, t; u)− bi(y, t; u)| ≤ C |x− y|, |σij(x, t)− σij(y, t)| ≤ C |x− y|,
together with a growing condition given by
n
i=1
|bi(x, t; u)|2 +
n
i,j=1
|σij(y, t)|2 ≤ C(1+ |x|2),
for some C > 0, i = 1, . . . , n, j = 1, . . . ,m for all x, y ∈ Rn, t ∈ [0, T ], and u ∈ Rl; for details see [1,2]. We consider
processes that satisfy these conditions.
In (1), we assume that the drift b is a smooth function of the control u : t → u(t) ∈ Rℓ, and consider the action of
the control to drive the vector random process to follow a desired trajectory or attain a required terminal configuration.
These tasks are formulated by introducing an objective functional that depends on the state and control variables. For non-
deterministic processes the state evolution Xt is random, so that a direct insertion of a stochastic process into a deterministic
objective function results into a random variable, for which usually an averaging step is performed [3] on all possible
trajectories Xt of the stochastic process space. Therefore, a formulation of the objective of the following form is considered
J(X, u) = E
 T
0
L(t, Xt , u(t)) dt + Ψ [XT ]

. (2)
This formulation is omnipresent in almost all stochastic optimal control problems considered in the scientific literature.
However, with this setting it is supposed that the controller knows the state of the system at each instant of time (complete
observations) and since the value of the objective measures the cost of a single process, that represents only a piece of
information of the entire stochastic process, only a partial result for the statistical analysis is obtained.
We pursue an alternative approach based on reformulating the problem from stochastic to deterministic. This is a
reasonable approach when we consider the problem from a statistical point of view, with the perspective to find out the
collective behaviour of the process. To formulate our framework, we notice that often the state of a stochastic process can be
completely characterized by the shape of its statistical distribution which is represented by the probability density function
(PDF). The next essential step in our approach, is to recognize that the evolution of the PDF associated to the stochastic
process Xt of (1), that is a Markov process, is modelled by the Fokker–Planck (FP) equation; see Appendix and [4,5] for a
derivation of a FP equation starting from a discrete probabilistic process. This is a partial differential equation of parabolic
type with Cauchy data given by the initial PDF distribution. Therefore, the formulation of objectives in terms of the PDF and
the use of the Fokker–Planck equation provide a consistent framework to formulate an optimal control strategy of stochastic
processes.
In [6–9], probability density function control schemes were proposed, where the objective depends on the PDF of the
stochastic state variable. In this way, a deterministic objective results and no average is needed. In [7,8], the objective is
defined by the Kullback–Leibler distance between the state PDF and a desired one. On the other hand, in [6,9] a square
distance between the state PDF and a desired PDF is considered. Although these works consider deterministic objectives
formulated with the PDF, they use stochastic models and the state PDF is obtained by averaging or by an interpolation
strategy.
We discuss a new approach where PDF objectives are considered in combination with the FP equation. For one-
dimensional stochastic processes, we have investigated this approach in [10], avoiding all computational difficulties arising
in amultidimensional setting. In the presentwork, we discuss themultidimensional case from the theoretical and numerical
point of view, that requires appropriate discretization of the FP optimality system and nonlinear optimization techniques
for the resulting nonlinear control problem.
Ourworkingparadigm for the control ofmultidimensional stochasticmodels is the following. First,we reasonably assume
that the PDF of the state variable is known at the initial time. We consider that the state variable Xt evolves according to (1)
under a multidimensional controller u which is modelled in the equation. Then, we consider the Fokker–Planck equation
associated to the process as the governing model. In this way, we have the advantage to be able to characterize the whole
shape of the randomness present in the system and avoid some technicalities of the stochastic Itô’s calculus, since the
problem is now formulated in a weak deterministic sense.
In our computational framework, we consider a stochastic process in a time interval, with given initial PDF and the
objective of approximating a desired final PDF target with the actual PDF of the state variable. Notice that solving the FP
equation, a time-dependent PDF is obtained that can describe transient and non-equilibrium statistics. In the time interval,
for realistic implementation purposes, we assume that the control is a constant function to be determined by our optimal
control scheme once and for all the evolution of the process in the time interval. The objective is given by a cost functional
consisting of a terminal-time tracking objective and the control cost. The resulting open-loop optimal control problem is
formulated as the problem to find a controller thatminimizes this cost functionwithin the time interval under the constraint
provided by the FP equation. Further, we use this control strategy applied to a sequence of small time sub-intervals to
construct a fast closed-loop control scheme of the stochastic process based on the receding horizon (RH) model predictive
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control (MPC) approach [11,12]. Notice that in contrast to LQR-type feedback schemes, employed in, e.g., [6,9], the closed-
loop schemes based on the RH-MPC approach do not optimize a true performance index; see [13] for a method to quantify
the performance degradation. Nevertheless, these schemes provide robust controllers that apply equally well to linear
and nonlinear models and allow to accommodate different control- and state constraints [13,14]. For this reason, RH-MPC
schemes are among the most widely used control techniques in process control.
Based on the RH-MPC formulation, we are able to implement a control strategy that allows to determine a
multidimensional piecewise control function that drives the process to quickly reach a final equilibrium configuration or
follow a desired PDF trajectory, which may include the case of a desired non-equilibrium configuration. In this strategy,
measures of the state PDF are required at the end of each time sub-interval.
In Section 2, we define a class of multidimensional stochastic processes and introduce our framework with optimal
control problems based on the FP equation. In particular, we provide conditions on the coefficients of the FP equation
under which a unique positive solution of the FP model is guaranteed. Further, we discuss the characterization of the
optimal solution as the solution of an optimality systemwith forward- and adjoint FP equations and an optimality condition
equation. We remark that given a set of values of the controls, the solution of the forward FP equation and of the adjoint FP
equation enters in the optimality condition that provides the gradient along which the controls can be improved towards
the optimal value.
In Section 3, we provide estimates on the solution of the FP equation and of its adjoint that allow to prove existence and
regularity properties of solutions to the FP control problem. In particular, we show that under appropriate conditions the
optimal control is unique in each open-loop time window.
In Section 4, we discuss the discretization of the forward FP equation using the Chang–Cooper (CC) scheme. This scheme
has been especially designed to provide a stable and second-order accurate discretization while preserving positivity of the
density function solution. Further, we extend the CC scheme to the approximation of the adjoint FP equation ensuring that
the resulting scheme is the algebraic adjoint of the forward system. For the time discretization,we consider the second-order
backward differentiation formula such that a space-time second-order accurate solution is obtained.
Section 5 is devoted to illustrate the receding horizon model predictive control scheme and a nonlinear conjugate
gradient optimization method to solve the minimization of the objective under the constraint given by the FP model. We
notice that this is a highly nonlinear optimization problem which also requires the implementation of a robust line search
procedure.
In Section 6, we discuss the application of our methodology to the challenging optimal control of the PDF of a stochastic
Lotka–Volterra model and of a noised limit cycle model. In particular, in the former model we consider the problem with
an initial non-equilibrium configuration and the requirement to reach the equilibrium configuration in a short time or to
follow a non-equilibrium PDF trajectory. In the lattermodel, we consider the problem to attain a bi-modalmulti-variate PDF
target. These applications demonstrate the ability of our framework to solve stochastic control problems that over challenge
present state-of-the-art stochastic control methodologies. A section of conclusions completes this work.
2. A Fokker–Planck control framework
Denote with f (x, t) the probability density to find the process Xt at x = (x1, . . . , xn) ∈ Ω ⊂ Rn at time t . Further, let
fˆ (x, t; y, s) denote the transition density probability distribution function for the stochastic Markov process to move from
y ∈ Ω at time s to x ∈ Ω at time t ≥ s, that is related to the probability of the process X(t) ∈ (x, x + dx) conditioned to
X(s) = y. We have
fˆ (x, t; y, s)dx = P{X(t) ∈ (x, x+ dx)|X(s) = y},
where P is a measure on an abstract probability space. This means that fˆ (x, s; y, s) = δ(x − y), where δ is the delta-Dirac
symbol. Both f (x, t) and fˆ (x, t; y, s) are nonnegative functions and the following holds
fˆ (x, t; y, s) ≥ 0,

Ω
fˆ (x, t; y, s) dx = 1 for all t ≥ s. (3)
That is, the transition probability density should be non-negative for all values of the arguments and be normalized to one
after integration over the destination state.
Associated to (1) is the Fokker–Planck equation [5] modelling the evolution of the transition probability density fˆ
satisfying (3) at all times. The multi-dimensional Fokker–Planck equation at x, t > s, is as follows
∂t fˆ (x, t; y, s)− 12
n
i,j=1
∂2xixj

aij(x, t) fˆ (x, t; y, s)

+
n
i=1
∂xi

bi(x, t; u) fˆ (x, t; y, s)

= 0 (4)
fˆ (x, s; y, s) = δ(x− y) (5)
where a = σ σ⊤ is a positive symmetric matrix with elements
aij =
m
k=1
σik σjk.
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In our discussion, the Fokker–Planck equation is defined on Q = Ω × (0, T ), and we consider a bounded domainΩ ⊂ Rn
with homogeneous boundary conditions, i.e. zero transition probability.
If ρ(y, s) is the given initial density probability of the process at time s, then we have that the probability density of the
process at time t > s is given by the following
f (x, t) =

Ω
fˆ (x, t; y, s)ρ(y, s) dy. (6)
Also ρ must be nonnegative and normalized

Ω
ρ(y, s)dy = 1.
Notice that the solution of the set of Eqs. (4) and (5) can be interpreted as the fundamental solution of the stochastic
process such that for any given ρ the corresponding f is obtained. This problem is as difficult to compute as the Green
function of a partial differential equation. However, in our case we assume that the initial distribution ρ is given (we drop s
in the initial distribution) and hence we can reformulate (4) and (5) as follows
∂t f (x, t)− 12
n
i,j=1
∂2xixj

aij(x, t) f (x, t)
+ n
i=1
∂xi (bi(x, t; u) f (x, t)) = 0, (7)
f (x, t0) = ρ(x), (8)
with homogeneous boundary conditions. Notice thatwe are interested in localized systems such that both the initial PDF and
the evolving PDF are of compact support inΩ . The FPmodel (7) is a parabolic equation on amulti-dimensional space domain,
where the dimension corresponds to the number of components of the stochastic process; see also [15,4,5]. Moreover,
problem (7) and (8) differs from a classical parabolic problem because of the additional requirements of positivity of the
solution and conservativeness. The latter property results from the fact that we can write the FP equation in flux form (see
below) and vanishing fluxes on the boundary are assumed.
Next, we introduce some assumptions on the FP model that guarantee its solvability. We have the following.
Assumption 1. 1. The coefficient function aij is bounded and satisfies the following uniform ellipticity condition for a
constant θ > 0,
n
ij=1
aij(x, t)ξiξj ≥ θ |ξ |2, ∀ ξ ∈ Rn, (x, t) ∈ Q .
2. The coefficient functions bi and ∂xiaij, i, j = 1, . . . , n, satisfy the following
bi, ∂xiaij ∈ Lq(0, T ; Lp(Ω)),
where p and q are such that 2 < p, q ≤ ∞, and n2p + 1q < 12 .
3. The functions ∂xibi, i = 1, . . . , n, satisfy
∂xibi ∈ Lq(0, T ; Lp(Ω))
where p and q are such that 1 < p, q ≤ ∞, and n2p + 1q < 1.
These assumptions were introduced in [16] to prove existence and uniqueness of non-negative solutions of parabolic
problems. We specialize the results of Theorem 1, p. 634, in [16], to prove existence, uniqueness, and positivity of solutions
to the forward FP problem (7) and (8). We have the following theorem.
Theorem 1. Suppose that bi and aij in (7) satisfy Assumption 1, and take the initial condition ρ ∈ H10 (Ω) and homogeneous
boundary conditions onΣ = ∂Ω × (0, T ). Then there exists a unique weak solution f to (7) and (8). Further, the solution f has
the following additional properties
(i) If 0 ≤ ρ ≤ m a.e. inΩ , then
0 ≤ f (x, t) ≤ m(1+ C k), in Q ,
where k = 12
n
i=1
n
j=1 ∂xjaij

p,q
+ ni=1 ∂xibip,q and C depends only on T ,Ω , and the structure of the FP operator.
(ii) If f0 ∈ C0(Ω) andΩ is such that there exist constants a0 > 0 and θ0 < 1 such that for any ball R(r) with centre on ∂Ω and
radius r < 2a0 the inequality meas (R(r) ∩Ω) ≤ (1− θ0)meas (R(r)) holds, then f is continuous in Q¯ .
Notice that in many applications the FP parameter functions are smooth and Assumption 1 is immediately satisfied. For
additional results on the Fokker–Planck equation with irregular coefficients, see [17].
Next, to illustrate our control framework,we consider a control problem formulated in the timewindow (tk, tk+1), where
time windows are of size ∆t = T/N , with N a positive integer and tk = k∆t, k = 0, 1, . . . ,N . We assume that the initial
value of the process Xt at time t = tk is known, in the sense that we give its probability density ρ(x, s) at time s = tk.
We formulate the problem to determine a control u ∈ Rℓ such that starting with initial distribution ρ the process evolves
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towards a desired target probability density fd(x, t) at time t = tk+1. This objective can be formulated by the following
tracking functional
J(f , u) := 1
2
∥f (·, tk+1)− fd(·, tk+1)∥2L2(Ω) +
ν
2
|u|2, (9)
where |u|2 = u21 + · · · + u2ℓ .
The optimal control problem to find u that minimizes the objective J subject to the constraint given by the FP equation
is formulated by the following
min J(f , u) := 1
2
∥f (·, tk+1)− fd(·, tk+1)∥2L2(Ω) +
ν
2
|u|2 (10)∂t f (x, t)−
1
2
n
i,j=1
∂2xixj

aij(x, t) f (x, t)
+ n
i=1
∂xi (bi(x, t; u) f (x, t)) = 0
t ∈ (tk, tk+1)
(11)
f (x, tk) = ρ(x). (12)
For a given control function u, Theorem 1 states that the solution of the FP model (11) and (12) is uniquely determined.
Wedenote this dependence by f = f (u) and one can prove that themapping u → f (u) is twice differentiable [18]. Therefore,
we can introduce the so-called reduced cost functional Jˆ given by
Jˆ(u) = J(f (u), u). (13)
Correspondingly, a local minimum u∗ of Jˆ is characterized by Jˆ ′(u∗; δu) = 0 for all δu ∈ Rℓ. This first-order necessary
optimality condition is characterized as the solution of the following optimality system. We have
∂t f − 12
n
i,j=1
∂2xixj

aij f
+ n
i=1
∂xi (bi(u) f ) = 0 in Qk, (state equation)
f (x, tk) = ρ(x) inΩ, (initial condition)
−∂tp− 12
n
i,j=1
aij ∂2xixj p−
n
i=1
bi(u) ∂xi p = 0 in Qk, (adjoint equation)
p(x, tk+1) = f (x, tk+1)− fd(x, tk+1) inΩ, (terminal condition)
f = 0, p = 0 onΣk, (boundary conditions)
ν ul +

n
i=1
∂xi

∂bi
∂ul
f

, p

= 0 in Qk, l = 1, . . . , ℓ (optimality equations), (14)
where Qk = Ω × (tk, tk+1),Σk = ∂Ω × (tk, tk+1), and we have used the following inner product
(φ, ψ) =
 tk+1
tk

Ω
φ(x, t) ψ(x, t) dx dt.
Notice that the state variable evolves forward in time and the adjoint variable evolves backwards in time. We remark
that the FP equation is a particular instance of the forward Kolmogorov equation and the adjoint equation resembles the
backward Kolmogorov equation.
In the next section, for a one-dimensional setting we provide a rigorous justification of (14) and give appropriate
conditions such that the control is unique. Here, it should appear clearly that the lth component of the reduced gradient
∇ Jˆ is given by
(∇ Jˆ)l = ν ul +

n
i=1
∂xi

∂bi
∂ul
f

, p

, l = 1, . . . , ℓ, (15)
where p = p(u) is the solution of the adjoint equation for the given f (u).
Notice that the optimization problem given by (10)–(12) represents a bilinear control problemwhere the dependence of
the state f on the control u is nonlinear and the corresponding optimization problem is nonconvex. However, standard
arguments [19,18,20] allow to prove existence of optimal solutions of the open-loop control in (tk, tk+1). We address
these issues in the next section, where we use techniques given in [21] to prove uniqueness of the optimal control under
appropriate conditions.
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3. Theory of the Fokker–Planck optimal control problem
In this section, we investigate the FP optimal control problem concerning existence and uniqueness of the optimal
solution.We notice that the controlmechanism is nonlinear and therefore the resulting optimization problem is nonconvex.
However, using classical techniques [20] it is possible to prove existence of solution under appropriate regularity and
stability properties. It is the purpose of this section to discuss these properties. For simplicity, we consider the case of a
scalar stochastic process which results in a FP control problem in one space dimension,Ω ⊂ R.
Consider the following FP control problem
min J(f , u) := 1
2
∥f (·, T )− fT∥2L2(Ω) +
ν
2
∥u∥2U (16)
E(f0, u, g) = 0, (17)
where fT (x) = fd(x, T ), and the operator equation E(f0, u, g) = 0 denotes the following problem
∂t f (x, t)− a ∂2xx f (x, t)+ ∂x (b(x; u) f (x, t)) = g(x, t), (x, t) ∈ Q (18)
f (x, t) = 0, (x, t) ∈ Σ (19)
f (x, 0) = f0(x), x ∈ Ω (20)
where a > 0, u ∈ U the parameter control space, and f0, fT ∈ L2(Ω). In most applications, the drift term b(x; u) is smooth in
both arguments. In particular, for the Ornstein–Uhlenbeck process, we have b(x; u) = −γ x+u. In (18), we have introduced
a source term g ∈ L2(Q ) that will be useful in the discussion that follows.
We need the following functional spaces; see [20] for more details. Define V = H10 (Ω) and V ′ = H−1(Ω) its dual with
(·, ·)V ′V the duality pairing and H = L2(Ω) the pivot space. We consider the space
W = {w(t, x) ∈ L2(0, T ; V ), w˙(t, x) ∈ L2(0, T ; V ′)}
with norm ∥w∥2W = ∥w∥2L2(V )+∥w˙∥2L2(V ′). Notice that whenever possible we omit to write the time interval (0, T ). We have
∥w∥2L2(V ) =
 T
0
∥w∥2H1(Ω) dt =
 T
0

Ω
(|w|2 + |∂xw|2) dt.
We use the following result T
0
(w˙, w)V ′V dt = 12∥w(T )∥
2
H −
1
2
∥w(0)∥2H =
 T
0
1
2
d
dt
∥w(t)∥2H dt.
We assume the control space U = R and ∥ ·∥U = | · | is the absolute value. For a given u ∈ U , standard arguments guarantee
the existence of a solution f ∈ W of the forward problem (18)–(20). In the case of the Ornstein–Uhlenbeck process the
solution is known in closed form. Notice that the control space is one-dimensional. However, also in amore general infinite-
dimensional setting, existence of an optimal control follows standard arguments [20], once we prove the following lemma.
Lemma 1. Assume that b(x; u) = γ (x)+u, γ ∈ C1(Ω), f0 ∈ H, u ∈ U, and g ∈ L2(V ′). Then if f is a solution toE(f0, u, g) = 0,
the following inequalities hold
∥f ∥L2(V ) ≤
1
s
√
2
∥f0∥H + 1s2 ∥g∥L2(V ′) (21)
∥f ∥L∞(H) ≤ ∥f0∥H + α1∥g∥L2(V ′) (22)
∥f˙ ∥L2(V ′) ≤ (∥u∥U + γ¯ )
∥f0∥H + α1∥g∥L2(V ′)+ α2  1
s
√
2
∥f0∥H + 1s2 ∥g∥L2(V ′)

+ ∥g∥L2(V ′) (23)
where s =

a
1+cPF

− γ¯ , γ¯ = maxx∈Ω(|γ (x)|, |γ ′(x)|) is sufficiently small, cPF is the Poincaré–Friedrichs constant
corresponding toΩ , α1 = max

1√
2
,
√
2√
s

, and α2 satisfies the following condition
a∥∂xxϕ∥V ′ ≤ α2∥ϕ∥V , ∀ϕ ∈ V .
Proof. First, notice that the following holds.We have (u∂xf , f )V ′V = 0 and (−a∂xxf , f )V ′V ≥ a1+cPF ∥f ∥2H1(Ω). To ease notation,
we denote
A = −a∂xx, B = −∂x, and C = −∂x(γ ·).
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Therefore, we can write the Fokker–Planck equation as follows
f˙ + Af = uBf + Cf + g. (24)
We prove (21). We consider the H-inner product of (24) with f and integrate in time from 0 to T . We have
1
2
∥f (T )∥2H −
1
2
∥f (0)∥2H +
 T
0
(Af , f )V ′Vdt =
 T
0
(Cf , f )V ′Vdt +
 T
0
(g, f )V ′Vdt.
Hence, we obtain
a
1+ cPF − γ¯

∥f ∥2L2(V ) ≤
1
2
∥f0∥2H + ∥g∥L2(V ′)∥f ∥L2(V ).
This is equivalent to the following
s∥f ∥L2(V ) −
1
2s
∥g∥L2(V ′)
2
≤ 1
2
∥f0∥2H +
1
4s2
∥g∥2L2(V ′),
from this result, inequality (21) follows.
We prove (22). We consider the H-inner product of (24) with f and integrate in time from 0 to t . We have
a
1+ cPF

∥f ∥2L2(V ) +
1
2
∥f (t)∥2H ≤
1
2
∥f0∥2H + γ¯ ∥f ∥2L2(V ) + ∥g∥L2(V ′)∥f ∥L2(V ).
Thus, we obtain the following
∥f (t)∥2H ≤ ∥f0∥2H + 2∥g∥L2(V ′)∥f ∥L2(V ).
Now, we use (21) to bound the term ∥f ∥L2(V ) on the right-hand side of this inequality. It results the following
∥f (t)∥2H ≤ ∥f0∥2H +
√
2∥g∥L2(V ′)∥f0∥H +
2
s
∥g∥2L2(V ′).
Hence, we have
∥f (t)∥H ≤ ∥f0∥H + α1∥g∥L2(V ′) for all t ∈ (0, T ).
From this result, inequality (22) follows.
We prove (23). We consider the product (·, ·)V ′V of (24) with ϕ ∈ L2(V ) and integrate in time from 0 to T . We have the
following T
0
(f˙ , ϕ)V ′Vdt =
 T
0
(−Af , ϕ)V ′Vdt +
 T
0
u(Bf , ϕ)V ′Vdt +
 T
0
(Cf , ϕ)V ′Vdt +
 T
0
(g, ϕ)V ′Vdt.
In this equation, after taking the absolute values and using the Cauchy–Schwarz inequality, we obtain T
0
(f˙ , ϕ)V ′Vdt
 ≤ ∥Af ∥L2(V ′)∥ϕ∥L2(V ) + (∥u∥U + γ¯ )∥f ∥L∞(H)∥ϕ∥L2(V ) + ∥g∥L2(V ′)∥ϕ∥L2(V ).
From this result, we obtain the following
∥f˙ ∥L2(V ′) ≤ α2∥f ∥L2(V ) + (∥u∥U + γ¯ )∥f ∥L∞(H) + ∥g∥L2(V ′).
By using (21) and (22), inequality (23) follows. 
Next, we state three propositions that can be proved following standard arguments [22,20] and the results of Lemma 1.
Proposition 1. Assume that b(x; u) = γ (x)+ u, γ ∈ C1(Ω) and sufficiently small γ¯ = maxx∈Ω(|γ (x)|, |γ ′(x)|), f0 ∈ H, and
u ∈ U. Then the problem E(f0, u, 0) = 0 admits a unique solution f in L2(V ) ∩ L∞(H) with f˙ ∈ L2(V ′). In particular, we have
f ∈ C([0, T ];H).
Proposition 2. The mapping Λ : U → C([0, T ];H), u → f = Λ(u) is the solution to E(f0, u, 0) = 0, is Fréchet differentiable
andΛ′u∗ · h satisfies the equation
e˙+ Ae = u∗Be+ hBf ∗ + Ce
e(0) = 0,
where f ∗ = Λ(u∗).
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Proposition 3. Assume that f0 ∈ H and the objective can be defined as follows
Jˆ(u) = 1
2
∥f (·, T )− fT∥2L2(Ω) +
ν
2
∥u∥2U
where f is the unique solution to E(f0, u, 0) = 0. Then there exists a pair (f ∗, u∗) ∈ C([0, T ];H)× U such that f ∗ is a solution
to E(f0, u∗, 0) = 0 and u∗ minimizes J in U.
Proposition 4. The functional Jˆ(u) is differentiable and we have the derivative
dJˆ(u) · h =

ν u+
 T
0
(∂xf , p)V ′V dt, h

U
, ∀h ∈ U,
where p is the solution to the adjoint equation
−∂tp− a ∂2xx p− b(x; u) ∂x p = 0, p(x, T ) = f (x, T )− fd(x),
and f is the solution to E(f0, u, 0) = 0.
Proposition 5. Let f ∗1 and f
∗
2 be the states corresponding to the optimal controls u
∗
1 and u
∗
2 , respectively. Further, let p
∗
1 and p
∗
2 be
the adjoint states corresponding to the optimal controls u∗1 and u
∗
2 , respectively. Under the assumption of Lemma 1, the following
inequalities hold
∥f ∗j ∥L2(V ) ≤
1
s
√
2
∥f0∥H , j = 1, 2, (25)
∥f ∗j ∥L∞(H) ≤ ∥f0∥H , j = 1, 2, (26)
∥p∗j ∥L2(V ) ≤
1
s
√
2
∥fj(T )− fd∥H , j = 1, 2, (27)
∥p∗j ∥L∞(H) ≤ ∥fj(T )− fd∥H , j = 1, 2. (28)
Notice that using (27) and (28) one can prove that a solution to the FP optimality system provides a local minimum if
the tracking error at final time is sufficiently small. It should be clear that the estimates (27) and (28) can be proved
following the same line of proofs as in Lemma1, noticing that the adjoint equation can be rewritten introducing the variables
qj(t) = pj(T−t), j = 1, 2, for reversing the time ordering and such that the terminal condition becomes the initial condition
for the transformed adjoint equation. The same conditions on γ¯ allow to prove the above inequalities.
Next, we investigate uniqueness of the optimal solution under some appropriate conditions. For this purpose, we
compare two states corresponding to two controls and consider their difference. Let f1 and f2 be the states corresponding
to the optimal controls u1 and u2, respectively. Denote the state difference as follows, f¯ = f1 − f2. Therefore, we have the
following initial-value problem
˙¯f + Af¯ = u1Bf¯ + Cf¯ + (u1 − u2)Bf2
f¯ (0) = 0,
where we have used the compact notation introduced in Lemma 1.
Now, we can use estimate (21) and (22) to obtain the following
∥f¯ ∥L2(V ) ≤
1
s2
∥(u1 − u2)Bf2∥L2(V ′) ≤
1
s2
∥u1 − u2∥U∥f2∥L∞(H).
and
∥f¯ ∥L∞(H) ≤ α1 ∥(u1 − u2)Bf2∥L2(V ′) ≤ α1 ∥u1 − u2∥U∥f2∥L∞(H).
Furthermore, using (26) we obtain
∥f¯ ∥L2(V ) ≤
1
s2
∥u1 − u2∥U∥f0∥H .
and
∥f¯ ∥L∞(H) ≤ α1 ∥u1 − u2∥U∥f0∥H .
We notice that f¯ ∈ W andW is embedded in C([0, T ],H). Therefore, we have
∥f1(T )− f2(T )∥H ≤ α1 ∥u1 − u2∥U∥f0∥H . (29)
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Next, we denote p1 and p2 are the adjoint states corresponding to the optimal controls u1 and u2. Denote p¯ = p1 − p2.
Similarly, we denote with q¯ = q1 − q2. This latter difference satisfies the following equation
˙¯q+ Aq¯ = −u1Bq¯+ C˜ q¯− (u1 − u2)Bq2
q¯(0) = f1(T )− f2(T ),
where C˜ = γ ∂x. Notice that estimate (21) holds for this equation and we obtain
s∥p¯∥L2(V ) ≤
1√
2
∥f1(T )− f2(T )∥H + 1s ∥u1 − u2∥U∥q2∥L∞(H) (30)
≤ α1√
2
∥u1 − u2∥U∥f0∥H + 1s ∥u1 − u2∥U∥f2(T )− fd∥H , (31)
where we used (28) and (29).
Now, recall the optimality condition, ν u+  T0 (∂xf , p)V ′V dt = 0. We have
ν (u1 − u2) = −
 T
0
(∂x(f1 − f2), p1)V ′V dt −
 T
0
(∂xf2, (p1 − p2))V ′V dt.
Taking norms, we obtain
ν∥u1 − u2∥U ≤ ∥f¯ ∥L2(V )∥p1∥L∞(H) + ∥p¯∥L2(V )∥f2∥L∞(H).
Using previous estimates, we have
ν∥u1 − u2∥U ≤

1
s2
∥f1(T )− fd∥H + α1
s
√
2
∥f0∥H + 1s2 ∥f2(T )− fd∥H

∥u1 − u2∥U∥f0∥H .
This result proves the following.
Proposition 6. Under the assumptions of Propositions 1 and 3 and sufficiently small initial condition, i.e. small ∥f0∥H , or
sufficiently large ν there exists a unique optimal solution (f ∗, u∗).
4. Discretization of the FP optimality system
In this section, we discuss the numerical approximation to the forward- and adjoint Fokker–Planck equations using
the Chang–Cooper (CC) [23] scheme. This scheme represents a stable, second-order accurate, positive, and conservative
numerical scheme for the Fokker–Planck equation.
To illustrate the CC schemeanddiscuss its extension to the adjoint equation, consider a sequence of uniformgrids {Ωh}h>0
given by
Ωh = {x ∈ Rn : xi = i h, i = (i1, . . . , in) ∈ Zn} ∩Ω,
where i is a multi-index for the spatial position. The unit-coordinate vector in the ith direction is denoted with 1i.
We assume thatΩ is an n-dimensional hypercube with edges that are multiple of the spatial mesh size h, i.e. h is chosen
such that the boundaries ofΩ coincide with grid points. We callΩh the mesh,Ωh is the set of interior mesh-points, and Γh
is the set of the boundary points.
∂−i (resp. ∂
+
i ) denotes the backward (resp. forward) difference quotient in the 1i direction and a discrete function is
extended by 0 on grid points outside ofΩ . The Laplacian with homogeneous Dirichlet boundary conditions is approximated
by a (2n+ 1)-point stencil and is given by∆h =ni=1 ∂−i ∂+i .
Let δt be the time step size and Nt denotes the number of time steps. Define
Qh,δt = {(x, tm) : x ∈ Ωh, tm = m δt, 0 ≤ m ≤ Nt}.
On this grid, f mi denotes the value of a grid function inΩh at xi and time tm. We also denote by u the control of the discrete
model.
The action of the forward and backward time-difference operators on a grid function y is denoted by
∂+t y
m
i =
ym+1i − ymi
δt
∂−t y
m
i =
ymi − ym−1i
δt
.
It is well known that these finite difference approximations to the time derivative are only first-order. Second-order
accuracy in time can be obtained by using a Crank–Nicolson (CN) scheme or by using the following second-order backward
differentiation formula (BDF2)
∂−BDy
m
i :=
3ymi − 4ym−1i + ym−2i
2δt
∂+BDy
m
i := −
3ymi − 4ym+1i + ym+2i
2δt
.
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Based on our experience and results in [24], we use the BDF2 formula in order to achieve second-order accuracy in time. In
fact, the optimality system resulting from the BDF2 formula appears to be better conditioned.
For space discretization, we need a second-order scheme which guarantees positivity of the probability density function
together with conservation of the total probability mass. These are essential features that characterize the Chang–Cooper
scheme. The first step in the formulation of the CC scheme is to write the FP equation in conservative flux form. In fact,
define the flux at (x, t) in the ith direction as follows
F i(x, t) = 1
2
n
j=1
aij(x, t) ∂xj f (x, t)+

1
2
n
j=1
∂xj aij(x, t)− bi(x, t; u)

f (x, t).
Denote the following vector components as
Bi(x, t, u) = 1
2
n
j=1
∂xj aij(x, t)− bi(x, t; u)
and the following matrix elements as
C ij(x, t) = 1
2
aij(x, t).
In particular, we write C i(x, t) = 12 aii(x, t) in the case of diagonal diffusion matrices.
Therefore, we can write the multi-dimensional flux in vector form as follows
F(x, t) = B(x, t) f (x, t)+ C(x, t)∇f (x, t) (32)
and the FP equation in the following flux form
∂t f (x, t) = ∇ · F(x, t). (33)
We employ the following discretization of (33),
∂−BDf
m+1
i =
1
h
n
i=1

F ii+1i/2 − F ii−1i/2

. (34)
Therefore the solution at a new time step is calculated by solving the following equation for the unknown f m+1i
3f m+1i −
2δt
h
n
i=1

F ii+1i/2 − F ii−1i/2
 = 4f mi − f m−1i , (35)
with initial condition
f 0i = ρi. (36)
This scheme is based on the fluxes at 2n cell boundaries. For simplicity, assume a diagonal diffusionmatrix. Then the flux
in the ith direction at the position xi+1i h/2 is computed as follows
F ii+1i/2 =

(1− δi)Bi,mi+1i/2 +
1
h
C i,mi+1i/2

f m+1i+1i −

1
h
C i,mi+1i/2 − δiBi,mi+1i/2

f m+1i . (37)
This formula results from the following linear convex combination of f at the points i and i+ 1i. We have
f m+1i+1i/2 = (1− δi) f m+1i+1i + δi f m+1i , δi ∈ [0, 1/2].
The idea of implementing this combination was proposed by Chang and Cooper in [23] and it was motivated with the need
to guarantee positive solutions that preserve equilibrium configuration. For this reason, Chang and Cooper notice that at
equilibrium the numerical fluxes must be zero, F ii+1i/2 = 0. Therefore, one obtains
f m+1i+1i
f m+1i
=

1
hC
i,m
i+1i/2 − δiBi,mi+1i/2


(1− δi)Bi,mi+1i/2 + 1hC i,mi+1i/2
 . (38)
On the other hand, if we use (32) and solve F(x, tm+1) = 0, we have the following
f m+1i+1i
f m+1i
= exp

−
 xi+1i
xi
Bi(x, tm+1)
C i(x, tm+1)
dxi

≈ exp

−B
i,m
i+1i/2
C i,mi+1i/2
h

. (39)
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Comparison of (38) with (39) shows that we can choose the value of the parameter δi such that (38) gives the exact ratio
value (39). Thus, we obtain
δi = 1
wi
− 1
exp(wi)− 1 ,
where wi = h Bi,mi+1i/2/C i,mi+1i/2, which can be shown to be monotonically decreasing from 1/2 to 0 as wi goes from 0 to∞;
see [23]. Notice that with the choice of δi given above, the numerical scheme shares the same properties of the continuous
FP equation that guarantee positiveness and conservativeness.
In our tests both B and C do not depend on time, so that the superscriptm is dropped. With classical Taylor analysis and
assuming f ∈ C4(Ω), we can prove that the CC scheme provides second-order accurate approximation.
Next, we discuss the discretization of the adjoint equation. This is a delicate issue since the choice of this discretization
influences the accuracy of the reduced gradient used in our optimization scheme; see [25] for a detailed discussion in the
case of control of flows. In fact, a numerically correct gradient, in the sense that it is consistent with the objective defined
by quadratures, is obtained using the discretize-before-optimize approach. In this approach, the discretization scheme of
the adjoint equation should be the algebraic adjoint of the scheme used for the forward problem. Concerning the time
derivative, we need to formally replace the backward schemewith the forward scheme. Less straightforward is to determine
the discretization scheme corresponding to the adjoint spatial discretization because of the presence of first- and second-
order differential operators. However, by writing the FP equation in flux form and because the divergence of the flux is
evaluated by centred schemes, the adjoint equation should have a spatial stencil which corresponds to the transpose of the
forward stencil. In this way, the gradient of the reduced discretized objective can be obtained exactly solving the adjoint
equation. It is interesting, to obtain this result directly by deriving the adjoint equation from the discrete Lagrangian and
performing discrete integration by parts as follows.
From (9) and (33) the Lagrangian has the following form
L(f , u, p) = J(f , u)+ (∂t f −∇F , p) .
In order to obtain the discrete version of the adjoint equation, we consider the Lagrange function in discrete form and
focus on spatial integrationwith respect to the flux increment. Here, to simplify the notation andmake the discussion easier,
we consider only one space dimension. Using simple quadratures in one dimension, the discrete version of the integral term
(∇F , p) becomes
i
(Fi+1/2 − Fi−1/2) pi. (40)
The discrete adjoint equation represents the gradient of Lwith respect to the state variable f . For this purpose, wewrite (37)
as follows
Fi+1/2 = Ki+1/2 f m+1i+1 − Ri+1/2 f m+1i , (41)
where
Ki+1/2 = (1− δi)Bmi+1/2 +
1
h
Cmi+1/2
Ri+1/2 = 1hC
m
i+1/2 − δiBmi+1/2.
(42)
Using these definitions in (40) we have
i

Ki+1/2 f m+1i+1 − Ri+1/2 f m+1i
− Ki−1/2 f m+1i − Ri−1/2 f m+1i−1  pi. (43)
Next, we recast the summation to collect the terms fi with the same space index. We have
I
i=0
Ki+1/2 f m+1i+1 pi →
I+1
i=1
Ki−1/2 f m+1i pi−1
I
i=0
Ri−1/2 f m+1i−1 pi →
I−1
i=−1
Ri+1/2 f m+1i pi+1
where the discrete functions involved are extended to zero on grid points outside the set i ∈ {0, . . . , I}. That is, we assume
that the boundary terms vanish. Therefore, we obtain
i
(Ki−1/2 pi−1 − Ri+1/2 pi − Ki−1/2 pi + Ri+1/2 pi+1) f m+1i .
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Now, we consider the variation with respect to f m+1i including also the time-derivative term. We obtain the following
discrete adjoint equation
− 1
δt
(pm+1i − pmi ) =
1
h

Ki−1/2 pmi−1 − Ri+1/2 pmi
− Ki−1/2 pmi − Ri+1/2 pmi+1 , (44)
which represents a backward evolution equation with implicit discretization. A comparison, with (34) and (37) shows that
the adjoint equation is the transpose of the forward state equation.
To evolve the adjoint variable in time, we use the BDF2 formula so that the discrete adjoint equation is as follows
3pmi +
2δt
h
n
i=1

F ii+1i/2 − F ii−1i/2
 = 4pm+1i − pm+2i . (45)
The following terminal condition provides the initial value for the backward evolution
pNti = f Nti − f Ntd,i . (46)
5. A model predictive control scheme
Our purpose is to define a control strategy for the probability density function of a stochastic process to track a given
sequence of desired PDFs in time. In mathematical terms, this means to minimize the tracking objective (9) at a given time
instant. Let (0, T ) be the time interval where the process is considered. We assume time windows of size ∆t = T/N with
N a positive integer. Let tk = k∆t, k = 0, 1, . . . ,N . At time t0, we have a given initial PDF denoted with ρ and with fd(·, tk),
k = 1, . . . ,N , we denote the sequence of desired PDFs. Our scheme starts at time t0 and solves the minimization problem
minu J(f (u), u) defined in the interval (t0, t1). Then, with the probability density function f resulting at t = t1 that solves the
optimal control problem in (t0, t1), we define the initial PDF for the subsequent optimization problem defined in the interval
(t1, t2). This procedure is repeated by receding the time horizon until the last time window is reached. This is an instance
of the class of receding horizon model predictive control (RH-MPC) schemes [11,12] that is widely used in engineering
applications to design closed-loop algorithms. In fact, we implement aMPC schemewhere the time horizon used to evaluate
the control coincides with the time horizon where the control is used. One important aspect of this approach is that it can
be applied to infinite dimensional evolution systems [14], that is the case of the FP model. We refer to [26] to show that the
closed-loop system with the RH-MPC scheme is nominally asymptotically stable.
The RH-MPC procedure is summarized in the following algorithm.
Algorithm 1 (RH-MPC Control). Set k = 0, ρ0 = ρ;
1. Assign the initial PDF, f (x, tk) = ρk(x) and the target fd(·, tk+1);
2. In (tk, tk+1), apply Algorithm 3 to solve minu∈Rℓ J(f (u), u), thus obtain the optimal pair (f , u);
3. If tk+1 < T , set k := k+ 1, ρk = f (·, tk), go to 1.
4. End.
In the section onmodelling and numerical experiments, we report results on the control of the stochastic Lotka–Volterra
processes and of a noised limit cycle equation to follow a desired trajectory.
Next, we discuss the first step of Algorithm 1, that consists in solvingminu J(f (u), u). In fact, the solution of the FP control
problem given by the mapping u → y(u) allows to transform the constrained optimization problem in an unconstrained
one as follows
min
u∈U Jˆ(u). (47)
Thus the solution to the FP equation is included into the objective at u ∈ U ⊂ Rℓ. Further, to compute ∇u Jˆ(u) for a given
u, we have to solve first the forward FP equation and then the adjoint FP equation. This procedure is summarized in the
following.
Algorithm 2 (Evaluation of the Gradient at u).
1. Solve the discrete FP equation (35) with given initial condition (36);
2. Solve the discrete adjoint FP equation (45) with terminal condition (46);
3. Compute the gradient ∇u Jˆ(u) using (15);
4. End.
It is clear that the solution of the FP optimality systemmay become prohibitivewhen high-dimensional stochastic processes
are considered. In this case, special techniques for solving high-dimensional partial differential equations are in order; see,
e.g., [27,28].
We solve the optimization problem (47) by implementing the gradient given by Algorithm 2 in a nonlinear conjugate
gradient (NCG) scheme. Nonlinear conjugate gradient schemes represent extensions of linear conjugate gradientmethods to
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non-quadratic problems; see, e.g., [29,30]. In the common variants, the basic idea is to avoid matrix operations and express
the search directions recursively as
dk+1 = −gk+1 + βk dk, (48)
where gk = ∇ Jˆ(uk), k = 0, 1, 2, . . . ,with d0 = −g0. The iterates for a minimum point are given by
uk+1 = uk + αk dk, (49)
whereαk > 0 is a steplength obtainedwith Algorithm4 (see below), that satisfies the Armijo condition of sufficient decrease
of Jˆ ’s value as follows
Jˆ(uk + αk dk) ≤ Jˆ(uk)+ δ αk (∇ Jˆ(uk), dk)U (50)
where 0 < δ < 1/2; see [31]. Notice that we use the inner product of the U = Rℓ space.
The parameterβk is chosen so that (48) and (49) reduces to the linear CG scheme if Jˆ is a strictly convex quadratic function
and αk is the exact one-dimensional minimizer of Jˆ along dk. In this case the NCG scheme terminates in at most n steps in
exact arithmetic. This case provides a lower bound to the computational complexity of NCG schemes.
There are many different formulae for βk which result in different performances depending on the (nonlinear) problem.
We use the formulation due to Dai and Yuan [32] as follows
βDYk =
(gk+1, gk+1)U
(dk, yk)U
, (51)
where yk = gk+1 − gk.
The NCG scheme is implemented as follows.
Algorithm 3 (NCG Scheme).
• Input: initial approx. u0, d0 = −∇ Jˆ(u0), index k = 0, maximum kmax, tolerance tol.
1. While (k < kmax&&∥gk∥Rℓ > tol) do
2. Use Algorithm 4 to search steplength αk > 0 along dk satisfying (50);
3. Set uk+1 = uk + αk dk;
4. Compute gk+1 = ∇ Jˆ(uk+1) using Algorithm 2;
5. Compute βDYk given by (51);
6. Let dk+1 = −gk+1 + βDYk dk;
7. Set k = k+ 1;
8. End while
In our optimization scheme, we have implemented the following (standard) line search algorithm.
Algorithm 4 (Steplength Backtracking Search for the Armijo Condition). Input: α = ∆α = min(α0, 3∥uk − uk−1∥/∥dk∥),
α¯ = 0, δ
1. While (∆α > α¯ tolα && ∥αdk∥ > ∥uk∥ tolu && k < kmax)
2. Evaluate Jˆ(uk + αdk)
3. if (50) α¯ = α
4. Set∆α ← ∆α/2, α ← α¯ +∆α
5. End While
6. if (α¯ == 0) set error flag
In Algorithm 4, the steplength α is α¯ + ∆α. Interval ∆α is halved up to the Armijo condition (50) is satisfied. Then α¯
is updated to α, so that it represents the first steplength found with precision ∆α. In this way, the searching procedure
proceeds by finding the largest steplength with tolerance∆α. This algorithm stops when a given tolerance is reached for α¯
or after k < kmax iterations.
When the algorithm starts α is set to the smaller value between a fixed attempt α0 and one adjusted to the current
magnitude of descending direction, estimated as 3 times the ratio ∥uk − uk−1∥/∥dk∥ calculated at the previous iteration of
descending direction. Following this heuristic, we are able to avoid that the initial value of α results in a uk+1 that is too
far away from the local minimum for Jˆ , so to waste computational time and to run the risk to leave the current minimum.
Numerical experience motivates our care in the line search.
6. The control of the stochastic Lotka–Volterra model and of a noised limit cycle model
In this section, we discuss representative two-dimensional stochastic processes and the control of the corresponding
PDF based on our FP framework. First, we investigate the ability of the proposed optimal control formulation to design PDF
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controllers that allow to quickly drive a stochastic process towards an equilibrium configuration. Further, we investigate the
design of controllers such that a target PDF trajectory is tracked along the evolution of the process. Notice that the models
considered in this section satisfy all the requirements of Theorem 1. The theoretical results of Section 3 can be extended to
cover these two-dimensional models.
We start considering the stochastic Lotka–Volterramodel that governs the time evolution of a two-species prey–predator
system subject to disturbances [33,34]. This model is of paramount importance in computational biology and its control
can have many important applications such as the regulation of population species, e.g., wildlife control. While the
Lotka–Volterra model is among the most studied models in computational biology, much less is known on this model and
its control when disturbances are included.
We start focusing on the problem to accelerate the evolution of an initial non-equilibrium PDF configuration of the
population to the asymptotic equilibrium configuration.
A two-species generalized stochastic Lotka–Volterra prey–predator model is given as follows
dX1 = b1(X1, X2; u1)dt + σ1(X1)dW1t
dX2 = b2(X1, X2; u2)dt + σ2(X2)dW2t , (52)
where X1(t) and X2(t) represent the current populations of prey and predators, respectively; dW1t and dW2t represent two
mutually independent normalized Wiener processes. We takeΩ = (0, L)× (0, L)with L = 8.
We have the following drift terms that include the controllers u1 and u2, as follows
b1(X1, X2; u1) = α1X1 − β1X21 − cX1X2 + u1
b2(X1, X2; u2) = α2X2 − β2X22 + cX1X2 + u2. (53)
In this control mechanism, u1 and u2 represent the rate of release of population species (e.g., wildlife harvesting) of prey and
predators, respectively. Negative values for u1 and u2 means capture of the species 1 and 2, respectively.
In the Lotka–Volterra model, the diffusion is given byσ1(X1) = σ

β1X21
σ2(X2) = σ

β2X22 .
(54)
The parameters α1 and β1 are the rates of reproduction and natural death of the prey, and c is the mortality rate due to
predation. Similar meaning for predator-species parameters α2 and β2. In this model, randomness is given by two mutually
independent normalized Wiener processes magnified by a factor proportional to population and mortality rates.
With this setting, the Fokker–Planck model (7) related to the Lotka–Volterra stochastic process (52)–(54) has the
following coefficients
a11(x1) = σ 2β1x21, a22(x2) = σ 2β2x22, a12 = a21 = 0.
Correspondingly, the coefficient functions required to write the Fokker–Planck equation in flux form are as follows
B1(x1, x2) = (σ 2β1 − α1)x1 + β1x21 + cx1x2
B2(x1, x2) = (σ 2β2 − α2)x2 + β2x22 − cx1x2
C1(x1) = σ 2β1x21/2
C2(x1) = σ 2β2x22/2.
(55)
These functions enter in (32) to define the fluxes.
In this case, the equilibrium PDF configuration is known and it is given by the following
f (x1, x2) = m

1
x1
exp

2A1
σ 2
log(x1)− 2
σ 2
(x1 − 1)

1
x2
exp

2A2
σ 2
log(x2)− 2
σ 2
(x2 − 1)

(56)
where the constants A1 and A2 are obtained as the solution to the following linear system [34]
β1A1 + cA2 = α1 − 12β1σ
2
−cA1 + β2A2 = α2 − 12β2σ
2
(57)
and the normalization constant is given by
m =

2
σ 2
 2(A1+A2)
σ2 e−
4
σ2
Γ

2A1
σ 2

Γ

2A2
σ 2
 . (58)
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Fig. 1. Snapshots of the PDF for the stochastic Lotka–Volterra prey–predator system. Initial discrete Dirac-delta distribution (upper left); equilibrium PDF
configuration (upper right); the PDF at t = 1 (bottom left); adjoint variable computed backwards at t = 0 starting from T = 1.
Our purpose is to drive the Lotka–Volterra system to attain the equilibrium configuration in a short time. In Fig. 1,
we show snapshots of the PDF obtained solving the FP equation starting from an initial δ-Dirac distribution. We choose
α1 = 0.9, β1 = 0.25, α2 = 0.3, β2 = 0.25, c = 0.1, σ = 0.5. Further, we show the asymptotic equilibrium distribution
and the adjoint solution.
We apply our RH-MPC control strategy for this stochastic model to obtain optimal control parameters u = (u1, u2) at
each time-window that drive the system to the equilibrium distribution. That is, fd(x) is given by (56). We consider a final
time horizon of T = 10 and time windows of size∆t = 1.
Parameters for the Armijo condition of Algorithm 4 are: δ = 0.4, tolα = 0.01, tolu = 10−4, kmax = 64. For Algorithm 3
we set tol = 10−4.
In Fig. 2, we show the results of this computation. We plot the time evolution of the controls and of the values of
the maximum-norm on Ω of the differences between the resulting controlled and uncontrolled distributions f (x, tk) and
the target equilibrium distribution, ∥f (·, t) − fd(·, t)∥∞. In this figure, we compare these results for two different values
of the control weight and of the space-time discretization in each window. We chose ν = 0.1 and ν = 0.001, and
Nx = Nt = 25, 37, 50. We consider a square domainΩ = (0, 8)× (0, 8).
Compared to the uncontrolled evolution, we see that a smaller weight results in faster convergence to the equilibrium
configuration and gives larger controls. This can be expected because ν modulates the relative importance of the tracking
part with respect to the control cost |u|2 in the cost functional (9). That is, smaller ν reduces the importance of the latter in
favour of the tracking performance. Further, we see that initially the controls act stronger, since the initial PDF is far away
from the equilibrium and more control effort is needed. However, the controls become weaker at later time as the PDF
approaches the equilibrium configuration.
Also in Fig. 2, we compare results obtainedwith different numerical accuracies corresponding to differentmesh sizes.We
find that the resulting controls are less sensitive to the values of the discretization parameters. Notice that the spatial domain
should be chosen such that homogeneous boundary conditions can be applied at all times. The same holds for the adjoint
problem, that can be guaranteed considering small time windows. Further, notice that the adjoint variable pmultiplies the
derivative of f in the construction of the reduced gradient and the latter is vanishing at the boundaries.
Next, we consider the problem of tracking a PDF trajectory, that defines the terminal target at the final time of each time
window (tk−1, tk). We take the following two-dimensional Gaussian target distribution
fd(·, tk) = 12πσ1(tk)σ2(tk) exp

− (x1 − µ1(tk))
2
2σ 21 (tk)
− (x2 − µ2(tk))
2
2σ 22 (tk)

,
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Fig. 2. Sample tests for the RH-MPC scheme applied to the stochastic Lotka–Volterra equation. Left-hand side and from top to bottom: results with control
weight ν = 0.1 and different mesh sizes N = NT = 25, 37, 50. Right-hand side: same as left with ν = 0.001. Dashed and dot-dashed lines correspond to
u1, u2 . Solid line represents ∥f (·, tk)− fd(·, T )∥∞ with controlled f , the dotted line represents the same norm with f without control.
where µ1,2(t) = 2(1 + e−t) and σ1,2(t) = √0.06(t + 0.1). With this setting the fd is a Gaussian moving from the initial
point of coordinates (4, 4) to the final point of coordinates (2, 2) along the line x1 = x2. At the same time, it spreads from a
concentrated distribution at initial time, towards a wider one, according to the diffusive two-dimensional Brownian law as
settled by the linear grow in time of the variances σ1,2(t). Then, the problem to track fd by the Lotka–Volterra model PDF is
solved at each time window of size∆t = 0.5, up to the final time T = 5. The weight of the objective function is ν = 0.001.
The solution of this optimal control problem provides (u1, u2) that allow the best tracking path for the Lotka–Volterra PDF;
see Fig. 3. In this figure, we see that the control mechanism acts as desired by minimizing the difference between the PDF
solution of the Fokker–Planck equation and the desired PDF target. Also in this case, the resulting optimal controls are less
sensitive to the discretization parameters.
Now, we consider the noised version of a limit cycle equation with control. Dynamical systems with a limit cycle
structure are important in the modelling of chemical reaction processes, in the description of time evolution of ecological
and biological systems, in the investigation of pattern formation mechanisms, in the modelling of phase-transitions, and in
the study of onset to turbulent behaviour; see [35] for a review and further references. We consider the following model
dX1 = (X2 + (1+ u1 − X21 − X22 )X1) dt + σdW1t
dX2 = (−X1 + (1+ u2 − X21 − X22 )X2) dt + σdW2t .
(59)
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Fig. 3. Resultswith RH-MPCwith tracking of a target PDF. From top to bottomdifferentmesh sizesNT = 25, 37, 50. Dashed and dot-dashed lines represent
u1 and u2 , respectively. Solid line represents the evolution of ∥f (·, tk)− fd(·, tk)∥∞ with f obtained with control, the dotted line represents the same norm
with f obtained without control.
Notice that in this case the controls multiply the stochastic state variables in the drift terms. We takeΩ = (−L, L)× (−L, L)
with L = 3.
We apply our control strategy to design controllers such that the evolution of the stochastic process takes place in the
surrounding of an elliptic limit cycle. Further, we require that the target PDF is not uniform on the ellipse but shows two
modal peaks. We are not aware of any other control methodology that allows to design a control for a stochastic process
with such bi-modal target. In order to apply our framework, we write the FP equation in flux form with the fluxes given by
(32) and the following coefficient functions
B1(x1, x2; u1) = −(x2 + (1+ u1 − x21 − x22)x1)
B2(x1, x2; u2) = −(−x1 + (1+ u2 − x21 − x22)x2)
C1(x1) = σ 2/2
C2(x1) = σ 2/2.
(60)
Without controls, u1 = u2 = 0, this model has a unit limit cycle behaviour that corresponds to a Hopf bifurcation and the
effect of the noise is to deviate the trajectories from the unit cycle. Thus the resulting PDF is cylinder shapedwith broadening
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Fig. 4. The PDF of the noised limit cycle.
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Fig. 5. Gaussian bi-modal multi-variate PDF target (left). The resulting PDF for the noised limit cycle with bi-modal target.
depending on the noise intensity σ . In Fig. 4, we show the result of the numerical integration of the PDF of the uncontrolled
noised limit cycle with σ = 0.5 at equilibrium.
The purpose of the control is to track the target given by the following bi-modal multivariate 2-dimensional Gaussian
fd = 12
exp

− (x1−µ11)2
2σ 211
− (x2−µ21)2
2σ 221

2πσ11σ21
+ 1
2
exp

− (x1−µ12)2
2σ 212
− (x2−µ22)2
2σ 222

2πσ12σ22
with peaks placed symmetrically with respect to the origin at the points (µ11, µ21) = (−1.2, 0.8) and (µ12, µ22) =
(1.2,−0.8); see left-hand side of Fig. 5. The four variances σij of the PDF are set all to 0.4. The initial PDF is a delta-Dirac
located at the point (1.5, 1.5). The final time horizon is T = 30 and the time-window size is ∆t = 5. The numerical
integration is taken over a square domain Ω = (−3.1, 3.1) × (−3.1, 3.1). In each time window, the NCG minimizer is
initialized with u1 = u2 = 0.
Results of the action of the control on the noised limit cycle are depicted in Fig. 5. We see that our control strategy is able
to let the system attain a bi-modal PDF configuration.
In Fig. 6, we see the time evolution of the controlled and uncontrolled noised limit cycle system and of the controllers
with control weight ν = 0.001.When themesh size is increasedwe see different paths for u1 and u2. In particular, we obtain
an improvement in tracking with finer meshes. However, no further improvement is obtained with N larger than N = 50.
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Fig. 6. Time evolution of the controlled and uncontrolled noised limit cycle system and of the controllers. From top to bottom different mesh sizes
NT = 25, 37, 50. Dashed and dot-dashed lines represent u1 and u2 , respectively. Solid line represents ∥f (·, tk) − fd(·, T )∥∞ with controlled f , the dotted
line represents the same norm with f obtained without control.
The results presented in this section demonstrate that our FP-based methodology is quite powerful allowing to control
directly the PDF of multidimensional stochastic systems in a robust way with many different objectives.
7. Conclusion
The formulation of a Fokker–Planck framework for determining controls of multidimensional stochastic processes with
objectives formulated with the probability density function of the processes was presented. The control strategy was based
on a receding-horizon schemewhere optimal controlswere obtainedminimizing the objective under the constraint given by
the Fokker–Planck equation thatmodels the evolution of the probability density function. Theoretical resultswere presented
to prove existence anduniqueness of the controls. The effectiveness of the proposed computational frameworkwas validated
considering the control of the PDF of a stochastic Lotka–Volterra model and of a noised limit cycle model.
Appendix. Derivation of the Fokker–Planck equation
In this section, we illustrate a classical heuristic construction of the Fokker–Planck equation starting from a discrete
randomwalk; see, e.g., [36]. Let us consider the randommotion of a particle that can take small steps of amount−∆x, 0 and
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+∆x in an interval of time∆t . For now, we assume both∆x and∆t are fixed. Further, let us denote π (+)∆x (x) and π (−)∆x (x) the
probabilities that the particle starting at x at time t , will be at x+∆x and x−∆x, respectively. So that, 1−π (+)∆x (x)−π (−)∆x (x)
is the probability that the particle remains at x at time t + ∆t . The subscript∆x of π (+)∆x means that the probability is scale
dependent and it changes as∆x approaches zero.We assume that p(x0, x; t)∆x is the conditional probability that the particle
arrives at x at time t starting from x0 at t = 0 following a random path. The following equation holds for the conditional
probabilities
p(x0, x; t)∆x = p(x0, x−∆x; t −∆t)π (+)∆x (x−∆x)∆x+ p(x0, x+∆x; t −∆t)π (−)∆x (x+∆x)∆x
+ p(x0, x; t −∆t)(1− π (+)∆x (x)− π (−)∆x (x))∆x. (61)
From this discrete model of a stochastic process, we want to build one with infinitesimal increments for ∆x,∆t → 0.
In order that the limiting process has a statistical meaning, the probabilities π (+)∆x and π
(−)
∆x , and the space scale∆xmust be
subject to some constraint while scaling ∆t → 0. These are the following instantaneous mean of change particle position
X(t), conditional on X(t) = x,
β(x) = lim
∆t→0
E[X(t +∆t)− X(t)|X(t) = x]
∆t
(62)
and the instantaneous variance is given by
α(x) = lim
∆t→0
V [X(t +∆t)− X(t)|X(t) = x]
∆t
. (63)
Given the particle at x at time t , then at time t +∆t the mean value of change in position is as follows
∆x(π (+)∆x (x)− π (−)∆x (x)) (64)
and the variance is given by
∆x2(π (+)∆x (x)+ π (−)∆x (x)− (π (+)∆x (x)− π (−)∆x (x))2). (65)
From (62), we obtain
β(x) = lim
∆x,∆t→0(π
(+)
∆x (x)− π (−)∆x (x))
∆x
∆t
(66)
and from (63), we have
α(x) = lim
∆x,∆t→0(π
(+)
∆x (x)− π (−)∆x (x)− (π (+)∆x (x)− π (−)∆x (x))2)
∆x2
∆t
. (67)
These last two equations provide constraints for the form of π (+)∆x (x) and π
(−)
∆x (x). Here, we are building an infinitesimal
stochastic process with mean β(x) and variance α(x). In order that α(x) is a non-vanishing function and bounded α(x) < A,
we suppose the scale law (∆x)2 = A∆t . The choices
π
(+)
∆x (x) =
1
2A
(α(x)+ β(x)∆x)
and
π
(−)
∆x (x) =
1
2A
(α(x)− β(x)∆x)
make the requirements on themean and variance satisfied.Moreover,π (+)∆x , π
(−)
∆x ≥ 0 andπ (+)∆x +π (−)∆x ≤ 1must be satisfied,
so that we require α(x) ≥ β(x)∆x. We notice that the scaling law∆x = O √∆t is typical of theWiener or Gaussian white
noise.
By expanding in Taylor series (61) up to second order in∆t and then in∆x, we obtain
p ≃

p− px∆x+ 12pxx∆x
2 − pt∆t

π
(+)
∆x − π (+)∆x
′
∆x+ 1
2
π
(+)
∆x
′′
∆x2

+

p+ px∆x+ 12pxx∆x
2 − pt∆t

π
(+)
∆x + π (+)∆x
′
∆x+ 1
2
π
(+)
∆x
′′
∆x2

+ (p− pt∆t)(1− π (+)∆x − π (−)∆x ). (68)
Finally, by using (66) and (67), and the scale law for∆x, we obtain the Fokker–Planck equation
∂tp(x0, x; t) = 12∂
2
xx(α(x)p(x0, x; t))− ∂x(β(x)p(x0, x; t)).
If we insert the time in α(x, t) and β(x, t), there is no change in the proof and we get a more general form of the FP
equation.
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