We present some fixed point theorems for contractions of rational type. These theorems generalize some other results appearing in the literature. Moreover, we present some examples illustrating our results. Finally, we present an application to the study of the existence and uniqueness of solutions to a class of functional equations arising in dynamic programming.
INTRODUCTION
In recent times, Fixed Point Theory has become one of the most useful branches of Nonlinear Analysis, mainly due to its possible applications in several areas. For instance, different classes of matrix, differential and integral equations can be solved using the appropriate techniques in this field of knowledge.
Although it was not the first result in this sense, the Banach contractive mapping principle is undoubtedly the most widely recognized theorem in this area. This result guarantees that any contractive mapping from a complete metric space into itself has a unique fixed point. After the appearance of this result in Banach's thesis in 1922, a great number of extensions have been introduced to extend and improve it in different abstract metric spaces, even endowed with a partial order.
The Banach technique has two main ingredients: a complete metric space and a contractive self-mapping from the metric space into itself. Searching for more general results, the sense in which a mapping can be considered contractive has changed throughout the last ninety years. In the original version, an operator T : X → X from a metric space (X, Then T has a unique fixed point.
In the context of ordered metric spaces, the following result was published in [9] .
Theorem 3 (Cabrera, Harjani and Sadarangani [9] ). Let (X, ) be a partially ordered set and suppose that there exists a metric d in X such that (X, d) is a complete metric space. Let T : X → X be a continuous and non-decreasing mapping such that there exists α, β ≥ 0 with α + β < 1 satisfying + βd(x, y) for all x, y ∈ X with x y.
If there exists x 0 ∈ X such that x 0 T x 0 , then T has a fixed point.
Notice that Theorem 3 is Theorem 1 in the context of ordered metric spaces. In Theorems 1, 2 and 3, the contractivity condition is not symmetric in the sense that, if we change x by y, the contractivity condition changes. From a practical point of view, it is convenient that these contractivity conditions are symmetric.
This paper has two main purposes: as first objective, we present a generalization of Theorems 1, 2 and 3 by using different kinds of control functions both in the setting of metric spaces and in the framework of partially ordered metric spaces. As second objective, we highlight that the lack of symmetry in the kind of rational type contractivity conditions can be overcome. Some examples, involving continuous and non-continuous mappings, are given to illustrate the fact that the presented statements are applicable when the nonlinear operator acts as an isometry over some points. As an application, in the last section, we show how to employ our main result in order to solve a problem which appears in dynamic programming.
PRELIMINARIES
In [13] , Matkowski considered functions φ : [0, ∞) → [0, ∞) satisfying the following properties (where φ n denotes the n-th iteration of φ).
(P 1 ) φ is non-decreasing.
(P 2 ) {φ n (t)} → 0 for all t > 0.
(P 3 ) φ(t) < t for all t > 0.
Although conditions (P 2 ) and (P 3 ) are, in general, independent, under hypothesis (P 1 ), we have the following result.
Proposition 4 (Matkowski [13] ). (P 1 ) + (P 2 ) ⇒ (P 3 ).
Proof. By contradiction, assume that there exists t 0 > 0 such that t 0 ≤ φ (t 0 ). As φ is non-decreasing, then φ (t 0 ) ≤ φ (φ (t 0 )), which implies that t 0 ≤ φ (t 0 ) ≤ φ 2 (t 0 ). By induction, it can be proved that t 0 ≤ φ n (t 0 ) for all n ∈ N. Hence, {φ n (t 0 )} cannot converge to zero, which is a contradiction.
Although functions verifying (P 1 ) and (P 2 ) (and, consequently, also (P 3 )) should be called Matkowski functions, over time, these functions, due to their applications, are known as comparison functions (see, for instance, [5, 4, 6] ).
Definition 5. A comparison function is a non-decreasing function
In [2] , the authors proved the following result.
Proposition 6. For a non-decreasing, upper semi-continuous function φ : [0, ∞) → [0, ∞), properties (P 2 ) and (P 3 ) are equivalent.
In particular, if φ is continuous and non-decreasing, then φ is a comparison function if, and only if, φ(t) < t for all t > 0. This remark proves, as a consequence of the mean value theorem, that the following are examples of comparison functions.
• φ (t) = λ t (where λ ∈ [0, 1) );
In this paper, we denote by N the set of all non-negative integer numbers {0, 1, 2, . . .}.
MAIN RESULTS
Our first main result is the following. 
for all x, y ∈ X. Then T has a unique fixed point.
Proof. Let x 0 ∈ X be an arbitrary point and let {x n } be the sequence defined by x n+1 = T x n for all n ∈ N. If there exists n 0 ∈ N such that x n0 = x n0+1 , then x n0 = x n0+1 = T x n0 , so x n0 is a fixed point of T . In this case, the proof is finished. Suppose, on the contrary, that x n+1 = x n for all n ∈ N, that is,
Applying the contractivity condition (1), we have that, for all n ∈ N,
Consider the subsets
We consider the following cases.
• If n ∈ N 1 , then, by (P 3 ) and (2), we have that
• If n ∈ N 2 , then, using (P 3 ) and (2) again,
, that is, (4) holds.
•
In any case, we proved that (4) holds. Since {d(x n , x n+1 )} is a non-increasing sequence of non-negative real numbers, it is convergent. Let a ≥ 0 be its limit. As φ is continuous, letting n → ∞ in (3), we deduce that a ≤ φ max a,
226Á. Almeida, A. Roldán-López-de-Hierro, K. Sadarangani which implies that a = 0, that is, {d(x n , x n+1 )} → 0. Next, we show that {x n } is a Cauchy sequence in (X, d). Reasoning by contradiction, suppose the contrary case. Then, it is well known (see, for instance, [7, 14] ) that there exist ε 0 > 0 and two subsequences {x n(k) } and {x m(k) } of {x n } such that, for all k ∈ N,
and also
Applying the contractivity condition (1), it follows that, for all n ∈ N,
Taking into account that φ is continuous and (5), and letting n → ∞ in (6), we deduce that
which is a contradiction. As a consequence, {x n } is a Cauchy sequence in (X, d). Since it is complete, then there exists u ∈ X such that {x n } → u. We claim that u is a fixed point of T . Indeed, by using the contractivity condition (1), it follows that, for all n ∈ N,
Since {x n } → u, letting n → ∞ in the previous inequality, we deduce that
which means that d(u, T u) = 0, that is, T u = u and u is a fixed point of T . Next, we prove that u is the unique fixed point of T . Let x and y be arbitrary fixed points of T . Using the contractivity condition (1), it follows that
which means that d(x, y) = 0. Thus, x = y and T has a unique fixed point. Therefore, the proof is complete.
The following example shows that Theorem 7 is applicable when other results fail.
Example 8. Let X be the subset of real numbers [−2, 2] ∪ {3, 4} endowed with the Euclidean metric d(x, y) = | x − y | for all x, y ∈ X. Since X is closed in R, then (X, d) is a complete metric space. Let T : X → X be the self-mapping given, for all x ∈ X, by
Notice that the points z0 = 3 and ω0 = 4 verify the equality d(T z0, T ω0) = d(z0, ω0). Therefore, the classical Banach theorem and many other generalizations are not applicable. However, we claim that the operator T satisfies the contractivity condition (1) using φ 1/2 ∈ Fcom and L = 0, where φ 1/2 (t) = t/2 for all t ∈ [0, ∞). Indeed, let x, y ∈ X be arbitrary points. Suppose, without loss of generality, that x ≤ y.
• Finally, if x = 3 and y = 4, then
is not met, for λ ∈ [0, 1). However, in this case,
As a consequence, the contractivity condition (1) holds in any case. Therefore, applying Theorem 7, T has a unique fixed point (which is u = 0).
In the following example, T is not continuous, but the same conclusion is valid.
Example 9. Let X be the interval of real numbers [−2, 3] endowed with the Euclidean metric d(x, y) = | x − y | for all x, y ∈ X. As X is closed in R, then (X, d) is a complete metric space. Let T : X → X be the self-mapping given, for all x ∈ X, by
Clearly T is not continuous at x = 2 and x = 3. Furthermore, the points z0 = 2 and ω0 = 3 verify the equality d(T z0, T ω0) = d(z0, ω0). Therefore, many results in the field of fixed point theory are not applicable. However, the operator T satisfies the contractivity condition (1) using φ 1/2 ∈ Fcom and L = 0, where φ 1/2 (t) = t/2 for all t ∈ [0, ∞). Therefore, applying Theorem 7, T has a unique fixed point (which is u = 0).
In order to present a new example, we need the following proposition. 2.
and all y ∈ [3, ∞).
In the following example, (X, d) is not bounded, and other previous results (like Boyd and Wong's theorem [8] or Matkowski's theorem) cannot be applied.
Example 11. Let X = R be the set of all real numbers endowed with the complete Euclidean metric d(x, y) = | x − y | for all x, y ∈ X, Let T : X → X be the self-mapping given, for all x ∈ X, by
Clearly, T is continuous and its image is included in [0, 1]. Hence, d(T x, T y) ≤ 1 for all x, y ∈ X. We claim that T satisfies the contractivity condition (1) using φ 1/2 ∈ Fcom and L = 0, where φ 1/2 (t) = t/2 for all t ∈ [0, ∞). Let x, y ∈ X be arbitrary. Suppose, without loss of generality, that x < y. To prove the claim, we distinguish the following cases. , y) ), then (1) holds. As a consequence, in the subsequent cases, we can assume that
In particular, T x = T y.
which reduces to the case (C1). As a consequence, in the subsequent cases, we can assume that 0 < y − x < 2.
In this case, notice that
• If x ≤ 0 and y ∈ [0, 2], then
which reduces to case (C1).
• If x, y ∈ [0, 2], then case (C1) can be applied.
• If x ∈ [0, 2] and y ∈ (2, 3], then
We have the following subcases, depending on the sign of x + 2y − 6.
Indeed, notice that
x − 3 2 · 3 ⇔ 3x + 6y − 18 ≤ 2y + xy − 1.5x − 3 ⇔ 4.5x + 4y ≤ 15 + xy, which is true by item 10 of Proposition 10. Hence, by (7), we deduce that
which means that (1) holds.
◮ Assume that x + 2y − 6 < 0. Then
which is true because y ≥ 2, so case (C1) is applicable.
Therefore,
This inequality holds by item 10 of Proposition 10.
• If x ∈ [0, 2] and y ≥ 3, then
.
Hence,
• If x ∈ [2, 3] and y ≥ 3, then
As a consequence of the previous cases, T satisfies the contractivity condition (1). Hence, Theorem 7 guarantees that T has a unique fixed point (which is x = 0). 
The same reasoning shows that B is also a closed, complete subset of C ([0, π] , R), so (X, d∞) is a complete metric space. Let T : X → X be the self-mapping given by T (f ) = −f for all f ∈ X. Clearly, T has not any fixed point. However, we claim that T satisfies that d∞(T x, T y) ≤ min { d∞(x, T x), d∞(y, T y) } for all x, y ∈ X.
Indeed, notice that, for all α ∈ [0, 1],
and similarly, d∞(−fα, T (−fα)) = d∞(−fα, fα) = 2. As a result, d∞(x, T x) = 2 for all x ∈ X.
On the other hand, for all α, β ∈ [0, 1],
Hence, for all x, y ∈ X, d∞(T x, T y) ≤ 2 = min { d∞(x, T x), d∞(y, T y) } .
As a consequence, T satisfies the inequality d∞(T x, T y) ≤ φ max d∞(x, y),
+ L min {d∞(x, T x), d∞(y, T y)} for all x, y ∈ X. Notice that T does not have any fixed point. This means that the role of the terms d∞(x, T y) and d∞(y, T x) in the contractivity condition (1) is very important, because min {d∞(x, T x), d∞(y, T y), d∞(x, T y), d∞(y, T x)} ≤ min {d∞(x, T x), d∞(y, T y)} for all x, y ∈ X.
Some consequences of Theorem 7 are the following results.
Corollary 14. Let (X, d) be a complete metric space and let T : X → X be a mapping satisfying
for all x, y ∈ X, where φ is a continuous comparison function. Then T has a unique fixed point.
Corollary 15. Let (X, d) be a complete metric space and let T : X → X be a mapping. Assume that there exist α, β, γ, L ≥ 0, with α + β + γ < 1, such that
Proof. Let λ = α+ β + γ ∈ [0, 1) and let φ λ : [0, ∞) → [0, ∞) be the function given by φ λ (t) = λ t for all t ∈ [0, ∞). As λ < 1, then φ λ is a continuous comparison function. Furthermore, for all x, y ∈ X,
Hence, Theorem 7 guarantees that T has a unique fixed point.
Notice that Corollary 15 is a generalization of Theorem 1. Using similar arguments, we can obtain the following generalization of Theorems 2 and 3, in which we use the following notation.
Theorem 16. Let (X, d) be a complete metric space and let T : X → X be a mapping. Assume that there exist ϕ ∈ F alt and ψ ∈ F ′ alt such that
for all x, y ∈ X, where
Then T has a unique fixed point.
Proof. First of all, we show that, for t, s ∈ [0, ∞),
Indeed, assume that t ≥ s. As ϕ is nondecreasing,
which implies that ψ(s) = 0. Taking into account that ψ −1 ({0}) = {0}, we deduce that s = 0, which contradicts the fact that s > 0. Thus, t < s and (9) holds. Let x 0 ∈ X be an arbitrary point and let {x n } be the sequence defined by x n+1 = T x n for all n ∈ N. If there exists n 0 ∈ N such that x n0 = x n0+1 , then x n0 = x n0+1 = T x n0 , so x n0 is a fixed point of T . In this case, the proof is finished. Suppose, on the contrary, that x n+1 = x n for all n ∈ N, that is,
Applying the contractivity condition (8), we have that, for all n ∈ N, (9) and (10),
We can consider the following cases.
• (13) holds.
• If n ∈ N 2 , then
, that is, (13) holds.
, which is impossible.
In any case, we proved that (13) holds. Since {d(x n , x n+1 )} is a non-increasing sequence of non-negative real numbers, it is convergent. Let a ≥ 0 be its limit. Letting n → ∞ in (11),
By (10), we have that, for all n ∈ N,
As ϕ is continuous, we deduce that
and, as ψ is lower semi-continuous,
Hence ψ (a) = 0 and a = 0, that is, {d(x n , x n+1 )} → 0. Next, we show that {x n } is a Cauchy sequence in (X, d). Reasoning by contradiction, in the contrary case, it is well known (see, for instance, [7, 14] ) that 236Á. Almeida, A. Roldán-López-de-Hierro, K. Sadarangani there exist ε 0 > 0 and two subsequences {x n(k) } and {x m(k) } of {x n } such that, for all k ∈ N,
Applying the contractivity condition (8) , it follows that, for all k ∈ N,
Using (14) and letting n → ∞ in the previous equality, we deduce that
It follows from (15) that, for all k ∈ N,
As ϕ is continuous, (14) and (16) leads to
Hence ψ (ε 0 ) = 0 and ε 0 = 0, which contradicts the fact that ε 0 > 0. As a consequence, {x n } is a Cauchy sequence in (X, d). Since it is complete, then there exists u ∈ X such that {x n } → u. We claim that u is a fixed point of T . Indeed, by using the contractivity condition (8) , it follows that, for all n ∈ N,
where
By (17), for all n ∈ N, we have that
so, taking into account that ϕ is continuous,
As ψ is lower semi-continuous,
Hence ψ (d(u, T u)) = 0 and d(u, T u) = 0, which means that u is a fixed point of T . Next, we prove that u is the unique fixed point of T . Let x and y be arbitrary fixed points of T . Using the contractivity condition (8) , it follows that
If we suppose that x = y, then d(x, y) > 0, and (9) guarantees that d(x, y) < d(x, y), which is impossible. Then x = y and T has a unique fixed point.
In the context of ordered metric spaces, we can prove the following analog of Theorem 7.
Theorem 17. Let (X, ) be a partially ordered set and suppose that there exists a metric d in X such that (X, d) is a complete metric space. Let T : X → X be a non-decreasing mapping such that there exist L ≥ 0 and a continuous function φ ∈ F com verifying
for all x, y ∈ X with x y. Assume that, at least, one of the following conditions holds :
(a) T is continuous, or
Proof. Starting from the point x 0 ∈ X such that x 0 T x 0 , let define x n+1 = T x n for all n ∈ N. If there exists n 0 ∈ N such that x n0 = x n0+1 , then x n0 = x n0+1 = T x n0 , so x n0 is a fixed point of T . In this case, the proof is complete. Suppose, on the contrary, that x n+1 = x n for all n ∈ N, that is, d(x n , x n+1 ) > 0 for all n ∈ N. As x 0 T x 0 = x 1 and T is non-decreasing, then x 1 = T x 0 T x 1 = x 2 . By induction, we deduce that x n x n+1 for all n ∈ N. And as is transitive, we have that x n x m for all n, m ∈ N such that n ≤ m. Following, point by point, the arguments of the proof of Theorem 7, we may deduce that {x n } is a Cauchy sequence. As (X, d) is complete, there exists u ∈ X such that {x n } → u. In order to prove that u is a fixed point of T , we can consider the following two cases.
• If T is continuous, it follows that {x n+1 = T x n } → T u, and the uniqueness of the limit of a convergent sequence in a metric space guarantees that T u = u.
• If assumption (b) holds, then x n u for all n ∈ N, so the contractivity condition is applicable. As a consequence, following, step by step, the arguments of the proof of Theorem 7, we conclude that u is a fixed point of T .
Either way, T has, at least, a fixed point.
AN APPLICATION TO DYNAMIC PROGRAMMING
In order to illustrate our results, we present the study about the existence and uniqueness of solutions of the functional equation
which appears in dynamic programming (see [3] ), where x ∈ S, and S is a state space, D is a decision space, T : S × D → S, g : S × D → R and F : S × D × R → R are given mappings. First, we need the following lemma.
Lemma 18. If G, H : S → R are two bounded functions, then
We consider a nonempty set S and we work in the space B(S) which denotes the family of all bounded real functions defined on S. According to the ordinary addition of functions and scalar multiplication, and with the norm · ∞ given by
we have that (B(S), · ∞ ) is a Banach space. In fact, the distance in B(S) is given by
Lemma 19. Suppose the following assumptions:
(ii) There exists M ≥ 0 such that, for all x ∈ S, y ∈ D and t, r ∈ R,
Then the operator R : B(S) → B(S) given, for all u ∈ B(S) and all x ∈ S, by
is well defined.
Proof. We only need to prove that, for all u ∈ B(S), the function Ru : S → R is bounded. Indeed, let u ∈ B(S) be arbitrary. As u is bounded, there exists
By hypothesis (i), there exist M 2 , M 3 > 0 such that, for all x ∈ S and all y ∈ D,
Notice that, for all x ∈ S and all y ∈ D,
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As a consequence, for all x ∈ S, we have that
which means that Ru is a bounded function on S, that is, Ru ∈ B(S) and the operator R is well defined. Now, we are ready to present the following result.
Theorem 20. Suppose the following assumptions:
(iii) There exists a continuous comparison function φ ∈ F com such that, for all x ∈ S, all y ∈ D and all u, v ∈ B(S),
Then Problem (19) has a unique solution u 0 ∈ B(S).
Proof. Consider the operator R : B(S) → B(S) given in (20), which is well defined by Lemma 19. Next, we check that R satisfies the contractivity condition (1). Indeed, using Lemma 18 and the non-decreasing character of φ, we deduce that, for all u, v ∈ B(S) and all x ∈ S,
As a consequence,
for all u, v ∈ B(S), which means that R satisfies all hypotheses of Theorem 7. Thus, there exists a unique u 0 ∈ B(S) such that Ru 0 = u 0 . Hence, for all x ∈ S,
This completes the proof. (ii) There exists a continuous comparison function φ ∈ F com such that, for all x ∈ S, y ∈ D and t, r ∈ R, | F (x, y, t) − F (x, y, r) | ≤ φ (| t − r |) .
Proof. We claim that Theorem 20 is applicable. Since φ verifies axiom (P 3 ), then we can take M = 1 in item (ii) of Theorem 20. Moreover, for all x ∈ S, all y ∈ D and all u, v ∈ B(S),
As φ is nondecreasing, Hence, it follows that Theorem 20 guarantees that Problem (19) has a unique solution u 0 ∈ B(S).
Next, we present the following numerical example. 
This operator can be seen as R : R → R given by (22), which was already studied in Example 11. In particular, we proved that R satisfies the contractivity condition (1) 
