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Abstract
We consider the motion of a particle in a plane under the gravitational action of 3 ﬁxed
centers (the 3-center planar problem). As it is well known (Vestnik Moskov. Univ. Ser. 1
Matem. Mekh 6 (1984) 65; Prikl. Matem. i Mekhan. 48 (1984) 356; Classical Planar Scattering
by Coulombic Potentials, Lecture Notes in Physics, Springer, Berlin, 1992) on the non-negative
level sets of the energy E there do not exist non-constant analytic ﬁrst integrals, and moreover
the system has chaotic trajectories. These results were proved by variational methods.
Here we investigate the problem in the domain of small negative values of E: Moreover, we
assume that one of the centers is far away from the other two. Then we get a two-parameter
singular perturbation of an integrable dynamical system: the 2-center problem on the zero-
energy level. The main problem we deal with is to prove that the Poincare´–Melnikov theory
applies in the limit case E-0:
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1. The problem
The Hamiltonian of the N-center problem is
H ¼ 1
2
j~pj2 
XN
i¼1
ai
j~z ~zij; ai40; ð1:1Þ
where ~zAR2 and NX2 distinct centers ~zi are ﬁxed in R2: The main reason for the
interest in this problem is due to the fact that it can be considered as a simpliﬁed
Corresponding author. Fax: +39-06-44701007.
E-mail addresses: bolotin@math.wisc.edu (S.V. Bolotin), piero.negrini@uniroma1.it (P. Negrini).
0022-0396/03/$ - see front matter r 2003 Elsevier Science (USA). All rights reserved.
doi:10.1016/S0022-0396(03)00024-X
version of the restricted planar N þ 1 body problem. The N-center problem arises
from the N þ 1 restricted body problem when we disregard the centrifugal and the
gyroscopic forces.
The case N ¼ 2 was studied by Euler in 1760. He proved integrability by
quadratures (see for instance [2]). In [3,4,8] it was proved that for NX3 the system is
non-integrable on non-negative energy levels, and has positive entropy. Indeed, the
system restricted on these energy levels is a reparametrization of a geodesic ﬂow for a
non-singular Riemannian metric on a non-compact complete surface with free
fundamental group with 2 generators. Similar arguments where recently used for
investigating the N-center problem in the non-planar case [5].
Here, we study the 3-center problem for small negative energy E ¼ R: We
assume that one of the centers is far away from the other two. Then, without loss of
generality,
~z1 ¼ ð1; 0Þ; ~z2 ¼ ð1; 0Þ; ~z3 ¼ e1ðcos f; sinfÞ
and e is the perturbation parameter. For simplicity we assume a1 ¼ a2: The case of
different intensities is similar. In fact, the case NX3 could be handled without any
difﬁculty in the same way we do with the case N ¼ 3 (see Remark 1.4).
Again, without loss of generality, let a1 ¼ a2 ¼ a3 ¼ 1: Recall the classical
regularization of singularities for the 2-center problem [11]. Following Euler,
introduce the elliptic coordinates given by the map x þ iy ¼ coshðu þ ivÞ from the
cylinder fðu; vÞ: uAR; vAS1g to R2: The transformation has two ramiﬁcation points
C1 ¼ ðu ¼ 0; v ¼ 0Þ; C2 ¼ ðu ¼ 0; v ¼ pÞ i.e. when ~z ¼~z1;2: In the elliptic coordi-
nates, Hamiltonian (1.1) has the form
H ¼ H0ðu; v; pu; pvÞ þ e2H1ðu; v;f; eÞ;
where
H0 ¼ p
2
u þ p2v
2ðcosh2 u  cos2 vÞ 
2 cosh u
cosh2 u  cos2 v: ð1:2Þ
Moreover, in a compact region and for e small enough H1 has the form
H1 ¼ cos f cosh u cos v þ sin f sinh u sin v þ Fðu; v; eÞ; ð1:3Þ
Fðu; v; eÞ ¼
X
nAZ;jnjX2
ejnj1enufnðvÞ: ð1:4Þ
The functions fn are trigonometric polynomials of degree jnj:
The energy level H ¼ E is the level set Hˆ ¼ 2 for the Hamiltonian
Hˆðu; v; pu; pv;f; eÞ ¼ H0ðu; v; pu; pvÞ þ e2H1ðu; v;f; eÞ; ð1:5Þ
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where
H0 ¼H0;1ðv; pvÞ þ H0;2ðu; puÞ;
H0;1 ¼ 12 p2v þ R sin2v;
H0;2 ¼ 12 p2u þ UðuÞ;
UðuÞ ¼ ðcosh u  1Þð2þ R þ R cosh uÞ; ð1:6Þ
and
H1 ¼ ðcosh2 u  cos2 vÞH1: ð1:7Þ
Hence (up to time parametrization) the trajectories of the unperturbed system with
energy H ¼ E are trajectories of the Hamiltonian system (1.5) on the energy level
Hˆ ¼ 2: The Hamiltonian H0 has no singularities at C1;C2 and will be called the
regularized Hamiltonian. However, H1 has a singularity at two points corresponding
to ~z3:
Remark 1.1. The Hamiltonian Hˆ is symmetric with respect to the reﬂection
ðu; v; pu; pvÞ/ðu;v;pu;pvÞ:
Hence for any a solution ðuðtÞ; vðtÞ; puðtÞ; pvðtÞÞ colliding with C1; at t ¼ 0; we have
ðuðtÞ; vðtÞ; puðtÞ; pvðtÞÞ ¼ ðuðtÞ;vðtÞ; puðtÞ; pvðtÞÞ:
Remark 1.2. The Hamiltonian Hˆ does not change under the map
ðv; pvÞ/ðp v;pvÞ
provided that f is replaced by p f: Therefore, the solutions of the Hamiltonian
system (1.5) colliding with C2 are in a one-to-one correspondence with the solutions
of the system with Hamiltonian Hðu; v; pu; pv; p f; eÞ colliding with C1:
For f ¼7p
2
the Hamiltonian is invariant under the involution
ðu; v; pu; pvÞ/ðu; p v; pu;pvÞ
and to any solution colliding with C1 there corresponds another one colliding with
C2 and vice versa.
Remark 1.3. The Hamiltonian obtained from (1.7) by setting fn 
 0 describes the 2-
center problem in the presence of an additional constant force
~F ¼ e2ðcos f; sin fÞ:
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Our results hold also for this case. As it is well known, the 1-center problem plus a
constant force is an integrable problem [10].
Remark 1.4. The case of N centers, where N43 and N  1 centers are far away from
the ﬁrst two C1;C2; could be treated in a similar way. The only change to be taken
into account is in H1: Precisely,
H1 ¼
XN2
k¼1
ðak cos fk cosh u cos v þ bk sin fk sinh u sin vÞ þ F˜ðu; v; eÞ;
where ak; bk are constant and F˜ðu; v; eÞ is a function with the same properties of
Fðu; v; eÞ: The sufﬁcient condition for the transverse crossing of stable and unstable
manifolds can be obtained by obvious changes from (3.28).
The paper is devoted to proving the existence of chaotic motions for small
negative energy levels E by using the Poincare´–Melnikov theory (see for instance
[2,9]).
We brieﬂy recall the classical situation in which the theory applies. Consider a
one degree of freedom Hamiltonian system having a homoclinic loop g to a
hyperbolic ﬁxed point O: Add an e-small 2p-periodic in time Hamiltonian
perturbation eH1; smoothly depending on e: The equilibrium point of the
unperturbed system changes into a family of hyperbolic closed orbits Ge; e-close to
O: Therefore Ge has stable W se and an unstable W
u
e manifolds. The local stable and
unstable manifolds smoothly depend on e and their section by the plane time y ¼ 0
tends to the stable and unstable manifolds of O when e-0: The Poincare´–Melnikov
function is deﬁned as
MðtÞ ¼
Z N
N
fH0;H1gðgðyÞ; yþ tÞ dy:
For small ea0; to simple zeros of M there correspond transverse intersection of W ue
and W se : It is well known that this implies the existence of a hyperbolic invariant set
with chaotic dynamics. In the analytic case there do not exist non-constant analytic
ﬁrst integrals.
This procedure works in our problem for negative E bounded away from zero.
For small negative E we meet with a difﬁculty that the homoclinic loop g for the
unperturbed problem moves to the inﬁnity as E-0 and disappears for E ¼ 0: Thus
the standard Melnikov approach is not justiﬁed for E-0: This makes the Melnikov
procedure rather delicate. We follow the following strategy.
In Section 2 we recall the well-known properties of the unperturbed 2-center
problem. The system with Hamiltonian H01 is the standard pendulum. The levels
H01 ¼ h with h larger than R are rotational closed orbits. Thus, there exist action-
angle variables ðI ; yÞ in the domain H014R: The change of variables ðv; pvÞ-ðy; IÞ
reduces the Hamiltonian H01 to hðIÞ:
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The energy level H02 ¼ 0 is a union of the hyperbolic equilibrium O ¼ ð0; 0Þ and
two homoclinic loops gr; gl : The homoclinic gr lies in the domain uX0; and gl is
obtained from the gr by the reﬂection u- u: For deﬁnitness, we ﬁx our attention
on gr: The amplitude of gr tends to the inﬁnity as R-0:
Take a ball B centered at 0: Let I be an interval in @B around the ﬁrst intersection
points of gr with @B and shrinking to this point as R-0: We consider a tubular
neighborhood W of %gr :¼ gr\ðgr-BÞ formed by trajectories starting at I and moving
till the next intersection with @B: Then W shrinks to %gr as R-0: We introduce in W
the time–energy coordinates ðt; lÞ straightening the ﬂow of the system H02 and such
that H02 ¼ l:
Next we consider the perturbed Hamiltonian (1.5) in the variables ðy; I ; u; puÞ:
Then
Hˆ ¼ hðIÞ þ H0;2ðu; puÞ þ e2H1ðu; y; IÞ þ e3H2ðu; y; I ; eÞ; ð1:8Þ
where
H1ðu; y; IÞ ¼ ðcosh2 u  cos2 vðy; IÞÞðcosh u cos vðy; IÞ cos f
þ sinh u sin vðy; IÞ sin fÞ: ð1:9Þ
The perturbed time periodic Hamiltonian system with one degree of freedom is
obtained by restricting (1.8) to the level Hˆ ¼ 2 and taking y as the new time. For
small e this system has a hyperbolic periodic orbit Ge and we would like to study its
separatrices by the Poincare´–Melnikov method. However, the perturbation can be
considered e-small only in compact regions of the phase space.
This is not the case when we work in a neighborhood of gr: Indeed, smaller is R;
farther moves gr: Therefore, to apply the Poincare´–Melnikov method in the limit
R-0 we have to relate suitably the perturbation parameter e to the amplitude of the
tubular neighborhood W ; and therefore to the parameter R: Then we rescale the
perturbation parameter following the law:
e ¼ mRs; jmjp1; s47
2
: ð1:10Þ
In Section 3 we show that Poincare´–Melnikov method actually works in this case by
analyzing the behavior of the perturbed system in the straightening coordinates in
the tubular neighborhood W of %gr as R-0:
Consider the Poincare´ map M corresponding to the Hamiltonian system (1.8) and
let Oe be the hyperbolic ﬁxed point, corresponding to Ge; with stable and unstable
manifolds W se and W
u
e : We obtain
Theorem 1.1. There exists a positive number R0; such that for R0oEo0 and e ¼
mRs; 0ojmjp1; the stable and unstable manifolds W se and W ue have transverse
homoclinic points zr near gr and zl near gl :
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The corresponding homoclinic orbits Or ¼ fMnðzrÞgnAZ and Ol ¼ fMnðzlÞgnAZ
form a hyperbolic set A ¼ Ol,Or,Oe: Therefore, we can use the Shadowing Lemma:
Lemma 1.1. For sufficiently small neighborhood U of A and sufficiently small n40
there exists w40 such that for any pseudo-orbit fpngnAZ in U:
jpnþ1  MðpnÞjpw;
there exists a unique shadowing orbit fMnðsÞgnAZ in U such that
jMnðsÞ  pnjpn:
This result allows us to obtain chaotic dynamics. Take a small ball Vr (resp. Vl) of
center zr (resp. zl). Fix a ball B of radius w and center Oe: Let NAN be such that
jnjXN ) MnðzrÞ;MnðzlÞAB:
Our pseudo-orbits are made by junction of the sequences
r ¼ fMnðzrÞgjnjpN,Oe; l ¼ fMnðzlÞgjnjpN,Oe
and the point Oe taken in arbitrary order. For instance
?rrrllOeOelOer?
To each pseudo-orbit there corresponds a unique shadowing orbit. Denote the
compact invariant set of initial points of the shadowing orbits by S: Then we obtain
a conjugacy between the map M : S-S and a topological Markov chain [7]. Of
course among these orbits of the regularized Hamiltonian system there are ones
passing through the points C1 or C2: Consider for instance orbits passing through
C1: Using Remark 1.1 it is easy to verify that these orbits correspond to symmetric
words of the our alphabet, i.e. sequences si such that si ¼ si: By Remark 1.2 a
similar property holds for orbits colliding with C2: We have proved
Corollary 1.1. For small e40; the three centers problem, restricted to small negative
energy levels H ¼ E; admits periodic solutions colliding with C1;C2: For suitably small
negative energy E and 0oeojEjs these orbits have an infinite number of non-collisional
homoclinic orbits. There exists also an infinite number of non-collisional periodic and
chaotic orbits with H ¼ E; and the topological entropy on fH ¼ Eg is positive.
2. The regularized 2-center problem
The 2-center problem was widely analyzed by Charlier [6]. In this section we recall
some properties of the system. Our main task is to study the unperturbed dynamics
on small negative energy levels E ¼ R: We will add to the Charlier results the
S.V. Bolotin, P. Negrini / J. Differential Equations 190 (2003) 539–558544
analysis of the asymptotic behavior of the solutions as R-0: Recall that we reduced
the unperturbed system to the separable Hamiltonian (1.6) on the energy level H01 þ
H02 ¼ 2: First consider the Hamiltonian system H01: It is the pendulum, where R
replaces the gravity constant. Therefore, R-0 means that we are considering a fast
pendulum. We will be interested in the rotations on the level sets H01 ¼ h with h close
to 2.
The action angle variables ðI ; yÞ for the pendulum in the rotation domain h4R are
introduced in many textbooks (see e.g. [2,9]). The action equals
I ¼ 1
p
Z p
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðh  R sin2 xÞ
q
dx:
We denote by hðIÞ the inverse function and by
oðIÞ ¼ h0ðIÞ ¼ p
KðkÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðIÞ
2
r
the frequency. Here KðkÞ is the elliptic integral of the ﬁrst kind [12] with k2 ¼ R
hðIÞ:
Then we introduce the canonical change of variables:
ðv; pvÞ-ðy; IÞ; y ¼ @S
@I
given by the generating function
Sðv; IÞ ¼
Z v
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðhðIÞ  R sin2 xÞ
q
dx:
Hence [12]
sin v ¼ f ðy; IÞ ¼ sn 2Ky
p
; k
 
; cos v ¼ gðy; IÞ ¼ cn 2Ky
p
; k
 
;
where sn and cn are the Jacobi elliptic functions. It is well known that the doubly
periodic meromorphic functions f and g have poles at the points
y ¼ mpþ ið2n þ 1Þp Kðk
0Þ
2KðkÞ; k
02 ¼ 1 k2; ðm; nÞAZ2:
In the sequel, we will be mainly interested to the case h ¼ 2: Let us denote the
corresponding action variable by I and set f ðyÞ :¼ f ðy; IÞ; gðyÞ :¼ gðy; IÞ: Then
k ¼
ﬃﬃﬃﬃ
R
2
r
;
o ¼ p
KðkÞ:
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It is well known [12] that as R-0;
KðkÞ ¼ p
2
þ OðRÞ;
Kðk0Þ ¼Oðjlog RjÞ:
Therefore, the poles of f and g move away from the real line as R-0: We obtain
Lemma 2.1. There exists a positive constant R0 such that for RAð0;R0 the 2p-periodic
functions f ; g functions admit analytic continuation to the infinite strip
fzAC : jIzjppg and
f ðyÞ ¼ sin yþ cos y sin 2y
8
R þ
X
kX2
RkpkðyÞ;
gðyÞ ¼ cos y sin y sin 2y
8
R þ
X
kX2
RkqkðyÞ: ð2:1Þ
Now we consider the second Hamiltonian system H02; with RAð0;R0 and R0
sufﬁciently small. On the level set H02 ¼ 0 there exist two homoclinic orbits gr; gl to
the hyperbolic ﬁxed point O ¼ ð0; 0Þ: The level set H02 ¼ ðR1Þ
2
R
is the union of two
elliptic equilibria P7 ¼ ð7cosh1 1R; 0Þ: All remaining orbits in the phase plane are
closed orbits.
For deﬁniteness we consider grðtÞ; the homoclinic curve to O in the domain uX0:
The u-component of grðtÞ is given by
cosh urðtÞ ¼ coshð2t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1 RÞp Þ þ 3 2R
coshð2t ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ð1 RÞp Þ  1þ 2R: ð2:2Þ
Let B ¼ fðu; puÞ: cosh up2g: Then grA@B for t ¼7T where
T ¼ cosh
1ð5 6RÞ
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1 RÞp :
Therefore T-cosh
1 5
2
ﬃﬃ
2
p as R-0 and so is bounded.
Now, we consider trajectories in a tubular neighborhood of gr: Let zðt; lÞ ¼
ðuðt; lÞ; utðt; lÞÞ be the solution of H02 with H02 ¼ l starting at t ¼ 0 from the u-axis.
Then z deﬁnes a symplectic embedding of the half-plane R ððR1Þ2
R
;þNÞ into R2:
We ﬁx x43=2 and consider z on a thin rectangle V ¼ ½2T; 2T  ½Rx;Rx:
Let W ¼ zðVÞ: Then the symplectic diffeomorphism z : V-W deﬁnes symplectic
‘‘time–energy’’ coordinates ðt; lÞ in a tubular neighborhood W of %gr ¼ gr\B:
The following lemma gives estimates on the behavior of these coordinates
as R-0:
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Lemma 2.2. The u-component of zðt; lÞ can be represented as
cosh uðt; lÞ ¼ cosh urðtÞ þ Zðt; lÞ; ð2:3Þ
where
jZjpCRx1; jZtjpCRx
3
2; jZljpCR1; jZl;tjpCR
3
2: ð2:4Þ
Here and in the sequel C;C1;C2;C3;C4 denote positive constants independent of R:
Proof. A computation shows that
cosh uðt; lÞ ¼ 1þ c cos
2 tðt; lÞ
1 c cos2 tðt; lÞ; ð2:5Þ
where
c ¼ 2
4 l 1 R 
l
2
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 RÞ2 þ Rl
q 
: ð2:6Þ
We have
@c
@l
¼ R
2
4
þ OðRlÞ þ oðR2Þ: ð2:7Þ
The function tðt; lÞ is obtained from the integral
t ¼
Z t
0
ﬃﬃﬃ
2
p
dsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fðs; lÞp ; Fðs; lÞ ¼ cð4 lÞ cos2 s þ
l
c
: ð2:8Þ
For l ¼ 0 we obtain (2.2), while for la0; tðt; lÞ is an elliptic function. Indeed, let us
introduce k7 ¼ k7ðlÞ
kþ ¼ c
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 lpﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lþ c2ð4 lÞ
p ; lA½0;RxÞ;
k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lþ c2ð4 lÞ
p
c
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 lp ; lAðR
x; 0: ð2:9Þ
We have,
sin t ¼ sn t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lþ c2ð4 lÞ
2c
s
; kþ
0
@
1
A; lA½0;RxÞ;
sin t ¼ 1
k
sn t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cð4 lÞ
2
r
; k
 !
; lAðRx; 0: ð2:10Þ
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Let T ¼ TðlÞ be such that zðT ; lÞA@B; i.e. cosh uðT ; lÞ ¼ 2: Then tf ¼ tðT ; lÞ is
given by the formula
cos tf ¼ 1ﬃﬃﬃﬃﬃ
3c
p : ð2:11Þ
By (2.6) c ¼ 1þ OðRÞ and so cos tf ¼ 1ﬃﬃ3p þ OðRÞ: Therefore, if R0 is small enough,
then
1oFðt; lÞo5 8tA½0; tf : ð2:12Þ
Hence TðlÞo4: A less rough computation gives the estimate
jTðlÞ  TjpC1jlj:
Let
xðt; lÞ ¼ cosh uðt; lÞ:
From (2.6)–(2.10) it follows that of the functions c; k; t are smooth. Moreover, their
derivatives are uniformly bounded with respect to R: Therefore, in order to analyze
the divergence as R-0 of
@xðt; lÞ
@l
¼ 1ð1 c cos2 tðt; lÞÞ2 2
@c
@l
cos2 tðt; lÞ  c sin 2tðt; lÞ @t
@l
 
; ð2:13Þ
it is sufﬁcient to consider the case l ¼ 0: By straightforward computations we obtain
@xðt; lÞ
@l

l¼0
¼ 1ðsinh2ð2t ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 Rp Þ þ RÞ2
R2 cosh4ð2t ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 Rp Þ
2ð1 RÞ
 
þ ð4R
2  3Þt sinhð4t ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 Rp Þ
16
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 Rp 
sinh2ð4t ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 Rp Þ
16ð1 RÞ
!
:
Using this formula it is easy to verify that the function R @xðt;lÞ@l

l¼0
is bounded as
R-0: Indeed, consider the function
f ðt;RÞ ¼ t sinh tðsinh2 t þ RÞ2:
Then there exists a constant C240 such that
jf ðt;RÞjpC2
R
; tA½0;
ﬃﬃﬃﬃ
R
p
Þ:
On the other hand,
jf ðt;RÞjp C2t
sinh3 t
p C2
sinh2 t
pC2
R
; tA½
ﬃﬃﬃﬃ
R
p
;NÞ:
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Of course, the same holds if in the numerator we replace t sinh t with sinh2 t: This
proves the claim. Therefore,
@xðt; lÞ
@l

pC3R1: ð2:14Þ
By similar computations we can obtain
@2xðt; lÞ
@l@t

pC4R32: ð2:15Þ
Finally, the proof can be achieved by choosing C ¼ maxfCi: i ¼ 1; 2; 3; 4g and
R0o 14C:
3. The perturbed system
In this section we investigate the intersection the stable and unstable manifolds of
closed orbits Ge bifurcated from the hyperbolic equilibrium O of the unperturbed
system.
We ﬁx a neighborhood D of O containing B (for example D ¼ fðu; puÞ:
cosh up3g). Consider Hamiltonian (1.8) in D  S1  ½I  d; I þ d: By the I.F.T.
there exists e040 such that for jejpe0 the equation Hˆ ¼ 2 has an analytic 2p-periodic
in y solution
I ¼ I þKðz; y; eÞ;
where
Kðz; y; eÞ ¼K0ðzÞ þ e2K1ðz; yÞ þ e3K2ðz; y; eÞ ð3:1Þ
with
K0ðzÞ ¼  H0;2ðzÞo ð1þ FðH0;2ðzÞÞÞ;
K1ðz; yÞ ¼ H1ðu; y; I
Þ
o
ð1þ FðH0;2ðzÞÞGðz; yÞÞ; ð3:2Þ
where F is an analytic function such that Fð0Þ ¼ 0: Then trajectories of (1.8) on
Hˆ ¼ 2 are solutions of the Hamiltonian system
dz
dy
¼ JrzKðz; y; eÞ: ð3:3Þ
In view of the hyperbolicity of the critical point O of H0;2ðzÞ we can choose e0
such that for jejpe0 system (3.3) has a closed orbit Ge near O which is the graph of a
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2p-periodic analytic function
z ¼ z0e ðyÞ:
Since Ge is Oðe2Þ close to O; we have
K0ðz0e ðyÞÞ ¼ Oðe4Þ: ð3:4Þ
The hyperbolic closed orbit Ge has stable and unstable manifolds W u;se : The local
stable and unstable manifolds W s;ulocðGeÞ are analytic curves in D; smoothly depending
on e:
Choose some y0 and let
y70 ¼ y07oT:
The solutions in W slocðGeÞ are parameterized by a parameter y0 and they can be
represented as follows:
zseðy; y0Þ ¼ gr
y y0
o
 
þ zsðy; eÞ; yA½yþ0 ;NÞ;
zue ðy; y0Þ ¼ gr
y y0
o
 
þ zuðy; eÞ; yAðN; y0 ; ð3:5Þ
where
zsðy; eÞ ¼ Oðe2Þ; lim
y-N
jzsðy; eÞ  z0e ðyÞj ¼ 0;
zuðy; eÞ ¼ Oðe2Þ; lim
y-N
jzuðy; eÞ  z0e ðyÞj ¼ 0: ð3:6Þ
Certainly these equations do not determine the functions zu;se ðy; y0Þ uniquely.
To simplify the notations we introduce the functions
hðu; yÞ ¼H1ðu; y; IÞ H1ð0; y; IÞ; kðz; yÞ ¼K1ðz; yÞ K1ð0; yÞ:
Using (3.4), (3.5), (3.6), we obtain
K0ðzseðyþ0 ÞÞ ¼ e2 kðgrðTÞ; yþ0 Þ þ
Z N
yþ0
ktðz; tÞ

z¼grðty0o Þ
dtþ OðeÞ
0
B@
1
CA;
K0ðzseðy0 ÞÞ ¼ e2 kðgrðTÞ; y0 Þ 
Z N
y0
ktðz; tÞ

z¼grðty0o Þ
dtþ OðeÞ
0
B@
1
CA:
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Finally by using (3.2) we get,
H0;2ðzseðyþ0 ÞÞ ¼  e2 hðurðTÞ; yþ0 Þ 
Z N
yþ0
htðu; tÞ

u¼urðty0o Þ
dt
0
@
1
A
þ e3Ksðy0; eÞ; ð3:7Þ
H0;2ðzseðy0 ÞÞ ¼  e2 hðurðTÞ; y0 Þ 
Z N
y0
htðu; tÞ

u¼urðty0o Þ
dt
0
@
1
A
þ e3Kuðy0; eÞ; ð3:8Þ
where Ks;u are C
1-bounded functions.
The study of the local manifolds is completed. Now we want to follow
the continuation of the local stable and unstable manifolds in a neighborhood
W of the segment %gr :¼ gr\B: As we already know, the loop gr goes to the inﬁnity
as R goes to zero. Therefore we rescale the perturbation parameter by (1.10),
where
s ¼ 2xþ 7
4
; x4
7
2
: ð3:9Þ
Let ðs; lÞ be the ‘‘time–energy’’ variables in V : We consider the domain:
U ¼ fðs; y; l; IÞ: ðs; lÞAV ; yAR; jI  IjpRx1g:
In the coordinates s; y; l; I the canonical 2-form changes to
dI4dyþ dl4ds
and
Hˆ ¼ hðIÞ þ lþ m2R2sPðs; y; l; I ;R; mÞ;
where
P ¼H1ðuðs; lÞ; y; IÞ þ mRs1H2ðuðs; lÞ; y; I ;R; mÞ: ð3:10Þ
As before, we solve the equation Hˆ ¼ 2 with respect to I : The solution has the
form I ¼ Fðs; y; l;R; mÞ;
F ¼ I  lþ f ðlÞ
o
 m2 R
2s3
o
ðR3H1ðurðsÞ; y; IÞ þCðs; y; l;R; mÞÞ: ð3:11Þ
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Here f is a smooth function such that f ð0Þ ¼ f 0ð0Þ ¼ 0: By using the (2.4), we can
prove that the following inequalities hold for ðs; lÞAV :
jCjpR
2xþ3
4 ;
@C
@l

pC;
@C
@s

pR2xþ14 : ð3:12Þ
The Hamiltonian system with Hamiltonian (3.11) in the domain V can be
represented in the form
ds
dy
¼ @F
@l
;
dl
dy
¼ @F
@s
: ð3:13Þ
We deﬁne
Qðs; yÞ ¼ R3hðurðsÞ; yÞ:
Let s ¼ y=o; jyjpY ¼ To; l ¼ 0; be the motion of the unperturbed system
along the separatrix.
We will assume that
R0p
CT
2
; ð3:14Þ
where C is the constant in (3.12).
Lemma 3.1. Denote by ðsðyÞ; lðyÞÞ the solution of (3.13) with the initial condition
sðy0Þ ¼ s0; lðy0Þ ¼ l0 where
js0jpR
x1
2
; jl0jp1
2
Rx; 0oRoR0:
Then:
1. There exist smooth functions Y7ðl0Þ; Y7ð0Þ ¼7Y; such that
ðsðyÞ; lðyÞÞAV 8yAðy0 þYðl0Þ; y0 þYþðl0ÞÞ
and
sðy0 þYðl0ÞÞ ¼ T; sðy0 þYþðl0ÞÞ ¼ T:
2. We have
jsðyÞ  ðy y0Þ=ojpRx1 ð3:15Þ
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and
lðyÞ ¼  m2R
2xþ1
2 Qððy y0Þ=o; yÞ 
Z y
y0
Qtðs; tÞ

s¼ty0o
dt
 
þ
ﬃﬃﬃﬃ
R
p
Lðy; y0; l0;R; mÞ

þ l0; ð3:16Þ
where L is a continuous, uniformly bounded function and Lðy; y0; l0; 0; mÞ ¼ 0:
Proof. Let Y1 ¼ ðT  Rx1Þo: We set
z ¼ s  ðy y0Þ=o; yA½y0 Y1; y0 þY1
and we rewrite (3.13) as follows
dz
dy
¼ f
0ðlÞ
o
þ m2 R
2xþ1
2
o
C1ðz; l; y;R; mÞ;
dl
dy
¼  m2 R
2xþ1
2
o
ðQsðs; yÞ

s¼ðyy0Þ=o
þC2ðz; l; y;R; mÞÞ; ð3:17Þ
where
C1 ¼ Clðz þ ðy y0Þ=o; y; l;R; mÞ;
C2 ¼Qsðz þ ðy y0Þ=o; yÞ  Qsððy y0Þ=o; yÞ
þ Csðz þ ðy y0Þ=o; y; l;R; mÞ: ð3:18Þ
As long as we are in V we can use inequalities (2.4). Then in the domain
fðz; l; yÞ: jzjpRx1; jljpRx; jy y0jpY1g
using (3.14), we have
jC1ðz; l; yÞjpC; ð3:19Þ
jC2ðz; l; yÞjpRa; a ¼ min
x47
2
2xþ 1
4
; x 2
 
: ð3:20Þ
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We take the integral representation of (3.17)
zðyÞ ¼ s0 þ 1o
Z y
y0
f 0ðlÞ þ m2R
2xþ1
2 C1ðzðtÞ; l; t;R; mÞ
 
l¼lðtÞ
dt; ð3:21Þ
lðyÞ ¼ l0  m2 R
2xþ1
2
o
Z y
y0
Qs
t y0
o
; t
 
þC2ðzðtÞ; lðtÞ; t;R; mÞ
 
dt: ð3:22Þ
Using (3.21) and (3.19) we obtain
jzðyÞjpCTRx þ js0jpRx1:
Rewrite Eq. (3.22) as follows:
lðyÞ ¼ l0  m2R
2xþ1
2 Q
y y0
o
; y
 

Z y
y0
Qt
t y0
o
; t
 
þC2ðzðtÞ; lðtÞ; t;R; mÞ
o

dt

:
Then (3.20) implies (3.16).
The existence of the times Y7ðl0Þ can be obtained now by following the ﬂow,
starting at the time y0 Y1 (respectively y0 þY1) until it meets @B: This can be
accomplished by applying the I.F.T. (the so called ‘‘straightening the ﬂow’’ method,
see for instance [1]). &
From Lemma 3.1 and (3.7), (3.8) it follows
H02ðzseðy0 þYþ0 ðl0ÞÞÞ ¼ H02ðzseðyþ0 ÞÞ þ Oðm2R2xþ
5
2Þ; ð3:23Þ
H02ðzue ðy0 þY0 ðl0ÞÞÞ ¼ H02ðzue ðy0 ÞÞ þ Oðm2R2xþ
5
2Þ: ð3:24Þ
Now we have all the ingredients to arrive at the Melnikov formula.
Indeed, assume that ðy0; l0ÞAV is in the 0-section of the unstable manifold. Then
the value lðy0 þYðl0ÞÞ we obtain from (3.16), (3.24) is given by
l0 ¼ R
2xþ1
2
Z N
y0
R3htðurðyÞ; tÞ

y¼ty0o
dtþ
ﬃﬃﬃﬃ
R
p
Luðy0; l0;R; mÞ
 !
; ð3:25Þ
where Luðy0; l0;R; mÞ is a C1 uniformly bounded function, 2p-periodic with respect
to y0 and Luðy0; l0; 0; mÞ ¼ 0: Analogously, if ðy0; l0ÞAV is in the 0-section the stable
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manifold, we obtain
l0 ¼ R
2xþ1
2
Z N
y0
R3htðurðyÞ; tÞ

y¼ty0o
dtþ
ﬃﬃﬃﬃ
R
p
Lsðy0; l0;R; mÞ
 !
; ð3:26Þ
where Lsðy0; l0;R; mÞ is a C1 uniformly bounded function, 2p-periodic with respect
to y0 and Lsðy0; l0; 0; mÞ ¼ 0:
Finally, from the comparison of (3.25), (3.26) and by the use of the I.F.T. we can
recover the Melnikov theorem:
Theorem 3.1. Let R0 be such that to any RAð0;R0Þ there corresponds a simple zero y0
of the function
Mðy0;RÞ ¼ M0ðy0;RÞ þ
ﬃﬃﬃﬃ
R
p
ðLsðy0; 0;R; mÞ  Luðy0; 0;R; mÞÞ; ð3:27Þ
where
M0ðy0;RÞ ¼
Z N
N
R3htðurðyÞ; tÞ

y¼ty0o
dt
is the Melnikov integral. Then the closed orbit Ge with e ¼ mRs has stable and unstable
manifolds with transverse intersection.
The proof of the following lemma is given in the appendix.
Lemma 3.2. There exist two nonzero constants a1; a2AR such that the y0-periodic
function M0 admits the following representation:
M0ðy0;RÞ :¼
ﬃﬃﬃﬃ
R
p
ða1 cos y0 cos fþ a2 sin y0 sin fÞ þ OðRÞ: ð3:28Þ
Formula (3.28) and an obvious application of the I.F.T. allow us to obtain the
existence of simple zeros of the Melnikov function (3.27). Finally the proof of
Theorem 1.1 is completed.
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Appendix
After simple computations we get
M0ðy0;RÞ ¼ R3ðM1ðy0;RÞ þ M2ðy0;RÞÞ;
where M1;M2 are given by the two integrals:
M1 ¼
Z N
N
dgðyþ y0Þðcosh uðyÞ  1Þf3g2ðyþ y0Þ;
 sinh2 uðyÞ  cosh uðyÞg; ðA:1Þ
M2 ¼
Z N
N
df ðyþ y0Þ sinh uðyÞf3f 2ðyþ y0Þ þ sinh2 uðyÞg: ðA:2Þ
We recall the functions f ðyÞ; gðyÞ given in (2.1):
g þ if ¼ eiy þ 1
16
ðe3iy  eiyÞR þ OðR2Þ
and uðyÞ :¼ urð yoÞ is given by
cosh uðyÞ ¼ coshðyCÞ þ 3 2R
coshðyCÞ  1þ 2R;
where
C ¼ 2
o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ð1 RÞ
p
with C-
ﬃﬃﬃ
2
p
as R-0: One can verify thatZ N
0
sinh uðyÞ dy ¼ OðR1=2Þ;Z N
0
ðcosh uðyÞ  1Þ dy ¼ OðR1=2Þ;
so that we rewrite the integrals in (A.1):
M1 ¼ 
Z N
N
dgðyþ y0Þ sinh2 uðyÞ cosh uðyÞ dyþ OðR
1
2Þ;
M2 ¼
Z N
N
df ðyþ y0Þ sinh3 uðyÞ dyþ OðR
1
2Þ: ðA:3Þ
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We introduce the following three integrals:
M1;1 ¼
Z N
N
dgðyþ y0Þ
cosh4 Cy
2
ðsinh2 Cy
2
þ RÞ3;
M1;2 ¼
Z N
N
dgðyþ y0Þ
cosh2 Cy
2
ðsinh2 Cy2 þ RÞ3
;
M2;1 ¼
Z N
N
dgðyþ y0Þ
cosh3 Cy
2
ðsinh2 Cy
2
þ RÞ3 ðA:4Þ
and rewrite (A.3) as
M1 ¼ 4ð1 RÞfM1;1 þ ð1 RÞM1;2g þ OðR
1
2Þ;M2 ¼ 8ð1 RÞ3=2M2;1 þ OðR
1
2Þ:
For k ¼ 2; 3; 4 we have Z N
0
dy
coshk Cy
2
ðsinh2 Cy
2
þ RÞ3 ¼ OðR
5
3Þ:
Therefore in order to evaluate the integrals Mi;j in (A.4) we have to consider the
following integrals:
Ik ¼
Z N
N
e
i2y
C
coshk y
ðsinh2 yþ RÞ3 dy; k ¼ 2; 3; 4:
These integrals can be computed by means of the residues, since the function
1
ðsinh2 yþ RÞ
has two simple poles at y ¼ i arcsin ﬃﬃﬃﬃRp and y ¼ iðp arcsin ﬃﬃﬃﬃRp Þ in the strip
fyAC : IyA½0; pg: The computations are quite cumbersome but straightforward.
The result is
IkðmÞ ¼ R
5
2ðAðkÞ þ Oð
ﬃﬃﬃﬃ
R
p
ÞÞ;
where AðkÞ are purely numerical factors. More precisely we have
Að2Þ ¼ Að4Þ ¼ 3p
8 tanh pﬃﬃ
2
p ; Að3Þ ¼
3p tanh pﬃﬃ
2
p
8
:
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Finally, we collect all these results to obtain:
M1 ¼  3p
ﬃﬃﬃ
2
p
tanh pﬃﬃ
2
p ðsin y0 þ Oð
ﬃﬃﬃﬃ
R
p
ÞÞR52;
M2 ¼ 3p
ﬃﬃﬃ
2
p
tanh
pﬃﬃﬃ
2
p ðcos y0 þ Oð
ﬃﬃﬃﬃ
R
p
ÞÞR52:
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