Kenji Yamamoto Student Member (Chiba University) Seiichi Koakutsu Member (Chiba University) Takashi Okamoto Member (Chiba University) Hironori Hirata Senior Member (Chiba University) Keywords: pulsed neural network, back propagation learning, learning rate Neural networks (NN) are widely applied to information processing because of its nonlinear processing capability. Digital hardware implementation of NN seems to be effective in construction of NN systems in which real-time operation and much further wide applications are possible. However, the digital hardware implementation of analogue NN is very difficult because we have to fulfill the restrictions about circuit resource, such as circuit scale, arrangement, and wiring. A technique that uses a pulsed neuron model instead of an analogue neuron model as a method of solving this problem has been proposed, and its effectiveness has been confirmed. To construct pulsed neural networks (PNN), back-propagation (BP) learning has been proposed. However, BP learning takes much time to construct PNN compared with the learning of analogue NN. Therefore some method to speed up BP learning of PNN is necessary. In this paper, we propose a fast BP learning using optimization of a learning rate for PNN. In the proposed method, the learning rate is optimized so as to speed up the learning at every learning epoch.
BP learning of PNN (BPPNN) adjusts connection weights between neurons and attenuation rate of each neuron so as to obtain a network which has desired input-output relation. We describe the way to adjust the connection weights here, and omit attenuation rate learning to make the thesis short.
In BPPN, mean squared error is used as an evaluation function. Mean Squared error E is represented as the following equation:
where n is the number of output layer neurons, t k is a teacher signal, and o k is an actual output signal of the output neuron k. And a connection weight update ∆w is represented as the following equation:
where α is a learning rate. In the proposed method, we consider the learning rate α to be a variable, and optimize its value so as to speed up the learning. First, we calculate
is uniquely decided, the connection weight update ∆w becomes a function of the learning rate α. Mean squared error E is a quadratic function, so we can get the value of the learning rate α that reduces the error E most by filling the following equation:
Attenuation rate study can be similarly done.
To evaluate the proposed method, we apply it to some pattern recognition problems, such as XOR, 3-bits parity, and digit recognition. We compare the proposed method with conventional methods. BPPNN and BPPNN including the attenuation rate learning are conventional methods. BPPNN using optimization of the learning rate in connection weight learning, attenuation rate learning or both are proposed methods. Table 1 shows the experimenal results of XOR problem. As a result of the experiments, the average of learning cycles is shortened by using optimization of the learning rate in the weight learning. But there are no changes by using optimization of the learning rate in the attenuation rate learning. As stated above, results of computational experiments indicate the validity of the proposed method. Neural Networks (NN) are widely applied to information processing because of its nonlinear processing capability. Digital hardware implementation of NN seems to be effective in construction of NN systems in which real-time operation and much further wide applications are possible. However, the digital hardware implementation of analogue NN is very difficult because we have to fulfill the restrictions about circuit resource, such as circuit scale, arrangement, and wiring. A technique that uses pulsed neuron model instead of analogue neuron model as a method of solving this problem has been proposed, and its effectiveness has been confirmed. To construct Pulsed Neural Networks (PNN), Back Propagation (BP) learning has been proposed. However, BP learning takes much time to construct PNN compared with the learning of analogue NN. Therefore some method to speed up BP learning of PNN is necessary. In this paper, we propose a fast BP learning using optimization of learning rate for PNN. In the proposed method, the learning rate is optimized so as to speed up the learning at every learning epoch. To evaluate the proposed method, we apply it to some pattern recognition problems, such as XOR, 3-bits parity, and digit recognition. Results of computational experiments indicate the validity of the proposed method.
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