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Abstract
In this paper, a new method is introduced to solve a two-dimensional Fredholm integral
equation. The method is based on the approximation by Gaussian radial basis functions
and triangular nodes and weights. Also, a new quadrature is introduced to approximate
the two dimensional integrals which is called the triangular method. The results of the
example illustrate the accuracy of the proposed method increases.
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1 Introduction
In recent years, some numerical methods have been proposed to estimate the solution of
one-dimensional and two-dimensional integral equations such as [1, 2, 7, 8]. RBFs played
an important role in approximation theory to introduce a new basis in numerical solution
of integral equations [3, 5, 9, 10]. In this work, the Gaussian radial basis functions (RBFs)
is applied to solve the two-dimensional Fredholm integral equation of the second kind as
follows,
u(x,y) = f(x,y) +
∫ b
a
∫ d
c
k(x,y,s,t)u(s,t)dsdt, (s,t) ∈ D, (1.1)
where f(x,y) and k(x,y,s,t) are given continuous functions deﬁned respectively on D =
[a,b] × [c,d], E = D × D and u is unknown on D, and the corresponding double integrals
are approximated by the new method which is called the triangular method.
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In section 2, the RBFs and properties of them is introduced. In section 3, we oﬀer the
triangular quadrature method . In section 4, the RBF-triangular method is proposed to
obtain the solution of the two-dimensional Fredholm integral equation (1.1) and in section
5, a numerical example is solved and compared with the results of the method in [7].
2 Preliminaries
Denition 2.1. The function ϕ on X is said to be positive denite on X if for any nite
set of points x1,x2,...,xn in X the n×n matrix Aij = ϕ(xi −xj) is nonnegative denite,
i.e.,
uAu =
n ∑
i=1
n ∑
j=1
¯ uiujAij ≥ 0
for all u ∈ Cn. If uAu > 0 whenever the points xi are distinct and u ̸= 0, then we say
that ϕ is strictly positive denite.[4, 6]
Theorem 2.1. (Bochner's theorem) [4]. Let f be a nonnegative Borel function on R, if
0 <
∫
R f < ∞, then ˆ f is strictly positive denite, where ˆ f is the Fourier transform of
function f, i.e.
ˆ f =
∫ +1
 1
f(y)eixydy.
A real-value function F on an inner-product space is said to be radial if F(x) = F(y)
whenever ∥x∥ = ∥y∥. Now by using above theorem, we can ﬁnd many strictly positive
deﬁnite functions or (RBFs). For example if f(x) = e jxj
2 then ˆ f(x) = 1
1+x2.
Radial basis functions were introduced in [4], and we use these basis functions to ap-
proximate the function F(x,y). Let ϕ(r) be a RBF, we know that it interpolates data
((xk,yk),zk) for k = 0,1,...,n uniquely. Therefore:
F(x,y) ≃
n ∑
k=0
ckϕ(∥(x,y) − (xk,yk)∥
where: (∥(x,y) − (xk,yk)∥ = ((x − xk)2 + (y − yk)2)
1
2, and coeﬃcients ck are determined
in such way that: F(xk,yk) = zk, k = 0,1,...,n.
3 Introducing triangular quadrature
In this case, a new quadrature method is used to approximate a two-dimensional integral.
For this purpose, we consider the two-dimensional basis functions 1,x,y,xy,x2,y2,..., and
calculate the weights such that the method is exact for these basis functions. We know
there is no Haar space in R2, therefore we must consider the node points conditionally.
For this purpose, we consider the nodes in shape of triangle, (see [4], section 10) and the
following quadrature is introduced:
∫ b
a
∫ d
c
f(x,y)dydx =
∫ b
a
∫ l
c
f(x,y)dydx +
∫ b
a
∫ d
l
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n ∑
i=0
n i ∑
j=0
wijf(xi,yj) +
n ∑
i=0
n i ∑
j=0
wijf(xn j,yn i), (3.2)
where l = d c
a b(x − a) + d and xi = a + ih,yi = b + ik (i = 0,1,...,n) and h =
(b a)
n ,k =
(d c)
n , we call these points triangle nodes. The weights wi are calculated numerically. For
example if n = 2 then the weights are:
w00 = 1
6
(c d)
(a b)(a − d − c + d)2,
w01 = 1
6
(c d)2
(a b) (3a − 3b − 2c + 2d),
w02 = 1
6
(c d)2
(a b)(a d c+d),
w10 = 1
6(c − d)(2a − 2b − c + d),
w11 = 1
6(c − d)2,
w20 = 0,
respected to the basis functions: 1,x,x2,y,xy,y2.
4 Main idea
In this section, the RBFs are used to approximate the solution of the following integral
equation by discretizing the two-dimensional integral via triangular nodes.
u(x,y) = f(x,y) +
∫ b
a
∫ d
c
k(x,y,s,t)u(s,t)dsdt, (s,t) ∈ D. (4.3)
Let ϕ(r) be a strictly deﬁnite function or RBF, then we approximate u(x,y) by the function
ϕ(r), i.e.
u(x,y) ≃
n ∑
i=0
n ∑
j=0
cijϕij(x,y), (4.4)
where, ϕij(x,y) = ϕ(∥(x,y) − (xi,yj)∥).
Also (xi,yj) are the node points. Now by substituting Eq. (4.4) in Eq. (4.3) we have:
n ∑
i=0
n ∑
j=0
cijϕij(x,y) ≃ f(x,y) +
∫ b
a
∫ d
c
k(x,y,s,t)
n ∑
i=0
n ∑
j=0
cijϕij(s,t)dsdt. (4.5)
For obtaining cij, i,j = 0,1,...,n in the Eq. (4.5), we consider the points (x,y) = (xi,yj)
for i,j = 0,1,...,n, where that (xi,yj) are triangular nodes, we have:
n ∑
i=0
n ∑
j=0
cijϕij(xi,yj) = f(xi,yj) +
∫ b
a
∫ d
c
k(xi,yj,s,t)
n ∑
i=0
n ∑
j=0
cijϕij(s,t)dsdt. (4.6)
By applying the triangular method mentioned in section 3, we can approximate the integral
in Eq. (4.6) and hence this equation can be written as follows:
CTΦ(xi,yj) = f(xi,yj) + Q1(xi,yj,sr1,tr2) + Q2(xi,yj,sn r1,tn r2), (4.7)4 Journal of Interpolation and Approximation in Scientic Computing
where:
Q1(xi,yj,sr1,tr2) =
∑n
r1=0
∑n r1
r2=0 wr1r2k(xi,yj,sr1,tr2)CTΦ(sr1,tr2)
Q2(xi,yj,sn r2,tn r1) =
∑n
r1=0
∑n r1
r2=0 wr1r2k(xi,yj,sn r2,tn r1)CTΦ(sn r2,tn r1)
CTΦ(x,y) =
∑n
i=0
∑n
j=0 cijϕij(x,y).
This is a linear nonsingular system of equations, by solving this system, we obtain the
unknown vector CT.
5 Numerical Example
In this section, a numerical example is solved to show the eﬃciency of the proposed
method. The program has been provided by MAPLE.
Example 5.1. Consider the following two-dimensional linear Fredholm integral equation[7]:
u(x,y) = g(x,y) +
∫ 1
0
∫ 1
0
x
(8 + y)(1 + t + s)
u(s,t)dsdt,
where (x,y) ∈ [0,1] × [0,1] and g(x,y) = 1
(1+x+y)2 − x
6(8+y). The exact solution is
u(x,y) = 1
(1+x+y)2. The errors of the RBFs with triangular method (RBF-TM) for n = 10
are shown in table 1 which are compared with 2D-TFs method mentioned in [7] . In
this example, we consider ϕ(r) = 1
1+r2. In order to solve this integral equation, at rst
we calculate the weights wi such as (3.2) to approximate the two-dimensional integral ∫ 1
0
∫ 1
0
x
(8+y)(1+t+s)u(s,t)dsdt, then we apply the RBF-TM that is described in section 4 and
solve the system (4.7) to nd the unknown vector CT.
Table 1
nodes (x,y) Error of RBF-TM with n=10 Error of 2D-TFs method
(0.0,0.0) 0 0
(0.1,0.1) 3.6606e-006 7.5800e-003
(0.2,0.2) 7.2304e-006 9.5400e-003
(0.3,0.3) 1.07155e-005 9.6000e-003
(0.4,0.4) 1.41168e-005 9.0300e-003
(0.5,0.5) 1.74385e-005 3.0000e-004
(0.6,0.6) 2.06839e-005 4.3000e-004
(0.7,0.7) 2.38529e-005 2.2400e-003
(0.8,0.8) 2.69502e-005 2.6200e-003
(0.9,0.9) 2.99787e-005 2.8100e-003
(1.0,1.0) 3.29403e-005 -
6 Conclusion
In this paper, a new method based on the RBFs and triangular method was presented
to solve the two-dimensional Fredholm integral equation. The proposed method is very
simple and accurate to obtain the approximate solution of integral equation. Also, a newJournal of Interpolation and Approximation in Scientic Computing 5
and eﬃcient quadrature method was suggested is called triangular method to approximate
the two-dimensional integrals. The results of the example illustrated the importance of
using this method.
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