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SOME CONNECTIONS OF COMPLEX DYNAMICS
ALEXANDRE DE ZOTTI
Abstract. We survey some of the connections linking complex dynamics
to other fields of mathematics and science. We hope to show that complex
dynamics is not just interesting on its own but also has value as an applicable
theory.
1. Introduction
Complex dynamics is the study of the iterations of holomorphic maps 1 and
the field of dynamics in one complex variable is the subfield of complex dynamics
concerning the iteration of holomorphic functions defined on Riemann surfaces.
Usually this involves an open connected subset U of a Riemann surface such as
the complex plane C or the Riemann sphere Ĉ and a non constant holomorphic
function f defined on U and whose range intersects U . Hence if one has to explain
to non experts what complex dynamics is then one would have to explain many
concepts and ideas: complex numbers, holomorphic functions, iteration and finally,
why studying complex dynamics.
The study of the iteration of holomorphic function belongs to both the fields of
complex analysis and the theory of dynamical systems. Because of the rigidity of
holomorphic functions, the theory of complex dynamics is rich in deep results: a
complete combinatorial description of the structure of the Julia set of polynomials
and (conjecturally) of the Mandelbrot set [53], application of the thermodynamical
formalism to Julia sets (see for example the survey [55]) which allows to compute
their Hausdorff dimensions, interplay with circle map dynamics and the theory of
small divisors (for example [69]), as examples of realizations of unusual topologies
as Julia sets (e.g. [9, 57]) or of pathological dynamical systems [13].
In this article we will attempt to give some examples of what makes complex
dynamics an attractive field of research in the point of view of applications. We
do not claim to be exhaustive. Section 2 contains some background material on
complex dynamics. In the following sections we will focus on three areas: Kleinian
groups, root finding algorithms and the Ising model. For each area we will try to
explain some of their relations with the field of complex dynamics and will refer to
further references for more in depth exploration. Finally in Section 6 we will give
quick indications about other connections.
The author wishes to thank Prof. Kuntal Banerjee for helpful discussions.
2. Background material in complex dynamics
In this section we cover basic material about complex dynamics. For some ref-
erences on the topic see for example [54], [52], [19] or [3].
The most elementary type of holomorphic functions to study in complex dynam-
ics would be polynomials. But beyond the trivial case of affine maps, the theory of
1There is also another unrelated field called Complex dynamics which can also be described
as “nonlinear dynamics” and usually involves the coupling of different systems, hence the use of
the word “complex”. In our perspective the word “complex” is to be understood as relating to the
complex numbers.
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2 ALEXANDRE DE ZOTTI
polynomial dynamics is already rich and complex. Let d ≥ 2 and denote by
(1) Poly(d)
the set of polynomials of degree d. Let P ∈ Poly(d). Then for each z = z0 ∈ C we
define inductively its orbit (zn)n under P as
(2) zn+1 ..= P (zn) = Pn(z0),
where Pn = P ◦ · · · ◦ P denotes the nth iterate of P .
Using a direct computation, it is easy to show that if |z| is large enough then its
orbit converges quickly to ∞. This motivates the definition of the filled Julia set
K(P ) of P :
(3) K(P ) ..= {z ∈ C : the orbit of z is bounded } .
Then the Julia set J(P ) is defined as the boundary of the filled Julia set. The
sets K(P ) and J(P ) are both totally invariant, that is P (K(P )) = P−1(K(P ))
and P (J(P )) = P−1(J(P )). If follows from its definition that the Julia set is
characterized by sensible dependence on initial conditions on its neighborhood. We
will later see a more general definition for the Julia set.
For example the Julia set of the map z 7→ z2 is simply the unit circle {z : |z| = 1}
and its filled Julia set the closed unit disk. Orbits inside the open disk are attracted
by the fixed point at 0 and orbits outside the closed unit disk diverge quickly to
∞. The unit circle is situated at the interface between these two very distinct
behaviors.
The Julia set of a polynomial is either connected or consists of uncountably many
connected components. And in the latter case when d = 2, the Julia set is a Cantor
set.
A critical point of P is a point where the derivative of P vanishes. One of the
main principles of complex dynamics is that the orbits of the critical points deter-
mine the global features of the dynamics of the map. This principle is exemplified
in the following equivalence: the Julia set of a polynomial is connected if and only
all the critical points of P belong to the filled Julia set.
It is easy to see that any polynomial of degree 2 is conjugated via an affine
change of variables to a polynomial of the form
(4) Pc(z) = z2 + c
where c ∈ C is some complex parameter. Moreover if c 6= c′ then Pc and Pc′ are not
affinely conjugated. The family of polynomials Pc is called the quadratic family.
The quadratic family encompasses the dynamics of all the quadratic polynomials
up to affine change of variables. The set of parameters c ∈ C is also called the
parameter space of the quadratic family. This is just the complex plane C seen as
a family of distinct dynamical systems.
In general one studies the properties of a family of holomorphic maps, such as
bifurcations, inside the parameter spaces. For example the connectedness locus of
a parametrized family is the set of parameter for which the Julia set is connected.
The connectedness locus of the quadratic family is more famously known as the
Mandelbrot set.
As mentioned in the introduction the theory of complex dynamics is concerned
with any type of holomorphic functions and the notion of Julia set can be extended
to any mapping on a Riemann surface to itself. For that we first need to define the
Fatou set.
The Fatou set of a holomorphic map f is the set of points z which have a neigh-
borhood on which the family (fn)n≥0 of iterates of f forms a normal family. In other
words the point z belongs to the Fatou set of f if and only if from any subsequence
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of (fn)n≥0 one can extract a (sub-)subsequence converging on a neighborhood of z
for the topology of local uniform convergence. The Fatou set is a totally invariant
open set and the Julia set is defined as the complement of the Fatou set in the
domain of f . This means that the dynamics on the Fatou is stable while the Julia
set contains the chaotic part of the dynamics.
When the Riemann surface in question is C the set of holomorphic functions is
the set of entire functions, including the polynomials. On the Riemann sphere Ĉ,
the holomorphic functions are the rational maps. Polynomial maps are also rational
maps. A polynomial map is a rational map having a fixed point (identified with
∞ ∈ Ĉ) with no other preimage than itself. In particular ∞ is a superattracting
fixed point (see below) for any polynomial.
We will also need the following definitions. A periodic point for f is a point z
such that there exists p ≥ 1 with fp(z) = z. The minimal value of p such that the
above is satisfied is called the period of z. When the period is p = 1 a periodic point
is simply called a fixed point. When a point has a finite orbit but is not periodic it
is called preperiodic.
The derivative of fp at a periodic point of period p is called the multiplier of
the periodic point. The multiplier determines the local dynamics of fp near the
periodic point. Let λ be the multiplier of a periodic point z. We have the following
classification:
1. If λ = 0, the periodic point is called superattracting.
2. If |λ| < 1, the periodic point is called attracting (superattracting is a special
case of attracting).
3. If |λ| = 1, the periodic point is called neutral.
4. If |λ| > 1, the periodic point is called repelling.
In the first two cases the point z belongs to the Fatou set and has a basin of
attraction. The basin of attraction is an open neighborhood of z consisting of all
of the points whose orbit under fp converges to a point in the (finite) orbit of z.
The repelling periodic points belong to the Julia set and the Julia set is equal to
the closure of the set of repelling periodic points of f . The neutral case is the most
complicated (and interesting) and the point z might or might not belong to J(f)
depending on the map and, more importantly, on the arithmetic properties of λ.
3. Complex dynamics and Kleinian groups
The earliest picture of the Mandelbrot set2 to appear came from the study of
discrete subgroups of Möbius transformations. Jørgensen [36] showed that a non
elementary 3 subgroup of SL(2,C) is discrete if and only if all of its subgroups that
are generated by two elements are discrete. This result follows from an inequality
that Jørgensen proved in an earlier work [35]. This inequality known as Jørgensen’s
inequality is a necessary condition for a group with two generators to be discrete
in SL(2,C). The proof consists of a rather simple argument by contradiction.
Assuming that the group is not discrete one can easily find a pair of elements for
which Jørgensen’s inequality is not satisfied.
The above results motivated the search for properties of subgroups of PSL(2,C)
generated by two elements that would imply discreteness. Brooks and Matelski
[12] generalized Jørgensen’s result. This result can be stated as follows. Recall that
an element γ of PSL(2,C) is called loxodromic if it is conjugated to z 7→ kz for
2More precisely the conjectured interior of the Mandelbrot set.
3A subgroup of SL(2,C) is elementary if any pair of elements of infinite order have a common
fixed point. Discreteness of elementary groups can be checked in a easier way than non elementary
groups.
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some k ∈ C\ {0} with |k| 6= 1 or equivalently, if its squared trace tr2 γ is a complex
number outside the closed interval [0, 4].
Theorem 3.1 (Brooks and Matelski, 1978). Let γ0, γ1 be elements of PSL(2,C)
with γ0 loxodromic. Then there exists c = c(γ0, γ1) ∈ C and z0 = z0(γ0, γ1) ∈ C
such that if the subgroup generated by γ0 and γ1 is Kleinian then the set {zn : n ∈ Z>0}
is discrete in C, where the sequence zn is defined by the following induction:
(5) zn+1 = z2n + c.
The constants c and z0 can be computed explicitly from γ0 and γ1.
More precisely, let γ0, γ1 ∈ PSL(2,C) with γ0 loxodromic. Let τ be the complex
translation length of γ0. It is defined by the identity tr2 γ0 = 4 (cosh(τ/2))
2 with
the normalizations Re τ ≥ 0 and Im τ ∈ ]−pi, pi] 4. Then
(6) c = (1− cosh(τ)) cosh(τ).
Now define for n ∈ Z≥1, γn+1 = γiγ0γ−1n . Note that for n ≥ 2, γn is loxodromic.
Let δn be the complex distance between the axis of γ0 and the axis of γn. This
complex number satisfies Re δn ≥ 0 and if we denote the fixed points of γn by αn, βn
(in order such that αn is repelling and βn is attracting) then (cosh(δn/2))
2 is equal
to the cross ratio of α0, αn, β0, βn. Then
(9) zn = (1− cosh(τ)) cosh δn.5
If the group generated by γ0 and γ1 is discrete then the set {cosh(δn) : n ∈ Z≥2}
is discrete in C. The theorem follows from the following inductive relation on the
sequence of δn [12, p.67]:
(10) cosh(δn+1) = (1− cosh(τ)) (cosh(δn))2 + cosh τ.
In their article they proceed to draw the filled Julia set of z2+0.1+0.6i and the set
of c ∈ C for which z 7→ z2 + c has a stable periodic orbit. It is noteworthy that one
of the important features of the field of complex dynamics in the years following
the work of Brooks and Matelski is the use of computer graphics in an exploratory
way.
Works on the question of the discreteness of groups of Möbius transformations
generated by certain generators, and in particular on generalizations of Jorgensen’s
inequalities, neither started nor ended with the above example (e.g. [35, 37, 67, 38,
18, 11, 43, 42]). One of the important developments appears in the work of Gehring
and Martin [29]. Their main theorem is as follows.
Theorem 3.2 (Gehring and Martin, 1989). Assume that the group generated by
γ0 ∈ PSL(2,C) and γ1 ∈ PSL(2,C) is Kleinian and γ0 is loxodromic. Define
(11) z0 = tr [γ0, γ1]− 2
and
(12) β = tr2 γ0 − 4,
4 Equivalently γ0 is conjugated to the map z 7→ kz with k = eτ and Re τ ≥ 0.
5 An equivalent formulation is as follows. Let σ be the squared trace of γ0 and R the value of
the cross ratio of α0, α1, β0, β1. Then
(8) c = (2− σ/2) (σ/2− 1)
and
(9) z1 = (2− σ/2) (2R− 1).
Then zn
2−σ/2 is equal to the image of the complex distance between the axis of γn and the axis of
γ0 by the function cosh.
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where [γ0, γ1] = γ0γ1γ−10 γ
−1
1 is the commutator. Let K(Pβ) be the filled Julia set
of z 7→ Pβ(z) = z2 − βz.
Then either z0 /∈ K(Pβ) or z0 is preperiodic under the iteration of Pβ. If z0 is
preperiodic, its orbit never lands on the fixed point 0.
Moreover if z0 is preperiodic there are nontrivial conjugacy relations between γ0
and γ1.
These results can be related to other types of link that have been established
between the iteration of rational maps and Kleinian groups. These include famously
Sullivan’s dictionary (compare [65, 66, 50, 51]) but also the study of the coupling of
the dynamics of rational maps with Möbius transformations through a procedure
called mating (see e.g. [16, 17, 15, 14]).
4. Newton’s method and other numerical methods
Since for most polynomials there is no simple formula that expresses the roots
in terms of the coefficients one has to use iterative methods to find numerical
approximations of their roots. A classic method is Newton’s iterative scheme. It
is based on the idea that the function whose roots are to be found can be locally
replaced by its first order approximation. An approximation of a root is inductively
computed using this local approximation of the function. In precise terms, if we
want to solve the equation
(13) P (z) = 0
we define a sequence of approximations of some root by picking a guess z0 and then
defining the sequence
(14) zn+1 = N(zn)
where NP is the Newton map and is defined as
(15) NP (z) = z − P (z)
P ′(z)
.
For a large set of choices of z0 the sequence (zn)n will indeed converge to a root of P .
Since the invention of Newton’s method many other methods for finding the roots
of polynomials have been found. Despite its simplicity Newton’s method is already
quite efficient. This simplicity and its old age has allowed a good understanding of
the dynamics of Newton’s method. When applied to complex analytic equations,
in particular when P is a polynomial, Newton’s method can be studied by using
complex dynamics.
The study of the dynamics of the Newton map is an old (for example, [20])
and rich topic. Here we are only exploring a very small portion of the theory. In
particular we only look at methods for finding roots of a polynomial. The study of
Newton’s method in complex dynamics is not restricted to this case, see for example
[32, 31, 4] and more recently [2].
We will focus on two aspects of the theoretical study of Newton’s method and
related root finding algorithms. Firstly we will ask the question of how big is the
set of pairs map-and-initial-guess (f, z0) for which the method converges. Then we
will look for an algorithm to find all the roots of a given polynomial.
4.1. Genericity of convergence. Given an iterative algorithm it is natural to
ask for which initial values this algorithm will converge. One can also ask for
which function we are guaranteed to find the roots by using the algorithm. In
the best case the algorithm would converge to all or almost all (in the sense of
measure) pairs (P, z) ∈ Poly(d) × C of polynomials and initial guesses. In the
context of Newton’s method and more general root finding algorithms this idea as
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been conceptualized by Smale. Smale introduced in [64] the notion of generally
convergent purely iterative algorithm (GCPIA).
A purely iterative algorithm is given by a map T (P, z) = TP (z) which depends
rationally on z and on the coefficients of P . A purely iterative algorithm is generally
convergent if there exists a dense open set Ω ⊂ Poly(d) × C of full measure such
that for all (P, z) ∈ Ω the sequence (TnP (z))n converges to a root of P . A GPCIA
is a purely iterative algorithm which is generally convergent.
An alternative definition requires only that Ω is open and dense but not nec-
essarily of full measure [49]. To distinguish them from GCPIA we will call such
algorithms GCPIAM.
Newton’s method is not a GCPIA for Poly(d), d > 2. Indeed there are many
examples of polynomials for which the Newton map has other attracting basins
than the ones of the roots, see for example [34]. Using deep results in complex
dynamics McMullen was able to show that there is no GCPIA for Poly(d) with
d ≥ 4 and gave a complete classification of GCPIA for d = 2, 3.
Before stating McMullen’s result we need the following definition. The centralizer
C(T ) of a rational map T is defined as the subgroup of Möbius transformations
which commute with T .
Theorem 4.1 (McMullen, [48], Theorem 1.1).
1. There is no GCPIAM for Poly(d) with d ≥ 4.
2. Let T be a purely iterative algorithm defined over Poly(3). Then T is a
GCPIAM if and only if there exists a rational map T0 : Ĉ → Ĉ such that
the following are true.
(a) There is U0 ⊂ C open and dense in C such that for all z ∈ U0, Tn0 (z)
converges to a root of P0(z) = z3 − 1.
(b) The centralizer C(T ) contains the group of Möbius transformations
permuting the roots of P0.
(c) For all P ∈ Poly(3) with no multiple root, TP = MP ◦T0 ◦M−1P where
MP is a Möbius transformation mapping the roots of P0 to the roots
of P .
3. Let T be a purely iterative algorithm defined over Poly(2). Then T is a
GCPIAM if and only if there exists a rational map T0 : Ĉ → Ĉ and a
rational function M : Poly(2) → PSL(2,C)/C(T0) such that the following
are true.
(a) There is U0 ⊂ C open and dense in C such that for all z ∈ U0, Tn0 (z)
converges to a root of P0(z) = z2 − 1.
(b) The centralizer of T0 contains z 7→ −z.
(c) If P has no multiple roots then M(P ) maps the roots of P0 to the roots
of P and TP = MP ◦ T0 ◦M−1P for some representant MP of M(P ) in
PSL(2,C).
In particular the following examples are GCPIA (see [48], Proposition 1.2):
1. Newton’s method for quadratic polynomials.
2. The Newton’s map of the rational map
(16) f(z) =
z3 + az + b
3az2 + 9bz − a2
is a GCPIA for the cubic polynomials of the form
(17) P (z) = z3 + az + b.
The above are also characterized by their fast convergence due to the fact that the
roots are superattracting fixed points of the map TP (compare above reference).
Note that finding the roots of a cubic polynomial can easily be replaced by the
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problem of finding the roots of some P in the form (17). The Newton map for (16)
is expanding and its only Fatou components are in the basin of some root of P .
This implies that it is not just a GCPIAM but also a GCPIA as stated.
When the condition on the complex analycity of the mapping T is relaxed into
real analycity (that is by allowing complex conjugate in the formulas), a GCPIA
exists for any degree [63].
McMullen later refined their results in [49]. In that article they explain that
braiding of the roots when going around a polynomial with multiple roots prevents
the existence of a mapping TP which is a GCPIA for the polynomials of degree
d ≥ 4. This is also a very interesting article where complex dynamics is used for
studying many aspects of the GCPIAs.
The proof of Theorem 4.1 relies on deep results of complex dynamics. These
include the celebrated work of Mañé, Sad and Sullivan [45] and Thurston’s work
on the characterization of postcritically finite rational maps. A postcritically finite
rational map is a rational map f : Ĉ → Ĉ such that all of its critical points are
either periodic or preperiodic.
If T is a GCPIAM for polynomials of degree d ≥ 2 then (TP )P∈Poly(d) forms a
stable algebraic family. This means that this is a family of rational maps of fixed
degree depending rationally on the coefficients of P (algebraic family) and there is
a uniform bound on the periods of attracting cycle (stable). Indeed the roots are
the only attracting periodic points of the family for generic points and there is no
bifurcation in the sense of [45].
From a result of Thurston it follows that stable algebraic families either are
trivial (all the elements in the family are conjugated to each other by a Möbius
transformation) or consist of Lattès examples (see [44] or [54], Definition 7.4 for
a definition). The latter case is excluded for a GCPIAM since the Julia set of a
Lattès example consists of the whole Riemann sphere. It follows from the rigidity
of Möbius transformations that a GCPIA cannot exists for d ≥ 4.
To get around the problem of the non existence of GCPIA one can consider
instead towers of algorithms as defined in [27]. Then it can be shown that the roots
of a polynomial of degree d can be computed by a general tower of algorithms if
and only if d ≤ 5 ([27], Corollary 4.3). An explicit algorithm for the quintic in
given in the appendix of [27].
Crass [21], [22] has provided methods for solving the quintics and equations of
higher degree in a similar manner. These methods involve the iteration of holomor-
phic maps in higher dimensional complex projective spaces. Subsequent develop-
ments also include [23].
4.2. Finding all the roots. One of the remarkable feature of the theory is that it
can be used to describe an explicit strategy for finding all the roots of a polynomial
with certainty.
Early works on the maximal complexity of Newton’s method applied to the search
of roots of complex polynomials include Manning’s [46]. This works contains the
description of an implementable algorithm that ensures the finding of at least one
root with complexity bounded a priori by a constant depending only on the degree
d (note that their result applies only for d ≥ 10). This is based on the fact that the
Newton map NP has a repelling fixed point on the Riemann sphere at ∞, explicit
bounds on the behavior of NP and distortions estimates coming from complex
analysis.
The question of finding a choice of initial guesses that would guarantee finding all
the roots of the polynomial was answered by Hubbard, Schleicher and Sutherland
in [33]. The set they produce depends only on the degree d of P .
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Let Pd be the set of polynomials of degree d with all the roots inside the open
unit disk D. Note that there is a simple method to substitute the problem of finding
all the roots of an element ofPd for the problem of finding roots of some arbitrary
polynomial.
Theorem 4.2 ([33]). Let d ≥ 2. There exists Sd ⊂ C finite with at most 1.11d (log d)2
elements such that for all P ∈Pd and all root ξ of P there exists s ∈ Sd such that
NnP (s)→ξ as n→∞.
Let ε > 0. By compactness there exists n = n(d, ε) such that for all P ∈ Pd
and all ξ root of P there exists s ∈ Sd such that
(18) |NnP (s)− ξ| ≤ ε.
This ensures that the algorithm effectively finds all the roots in finite time. Schle-
icher’s article [60] provides explicit estimates on n(d, ε). In theory each guess could
require a large number of iterations as the degree becomes large.
The article [33] also contains an explicit construction for the set Sd and finer and
better results for when the polynomial is real. The authors use their own algorithm
to compute approximations to the invariant measure of Hénon mappings.
In [61] Schleicher and Stoll give a slightly different version of the algorithm
mentioned above. This reference also contains many remarks on the implementation
and possible improvements. Using some numerical experiments they checked that
the theoretically possible large number of iterations (larger than d2 with d ≈ 106)
was not a problem in practice for the specific problems they were looking at. They
used it to find the centers of hyperbolic components of the Mandelbrot set and
periodic points of iterated polynomials.
The roots are attracting fixed points of the Newton map NP . The basin of a
root is the set of points whose orbit converge to the root under the iteration of NP .
This is an open set. The immediate basin of a root is the connected component of
the basin containing the root. The proof of Theorem 4.2 builds on previous results
relating to the shape of the immediate basins of the roots such as [46] and [56].
A summary of the proof is as follows. The only fixed points of the Newton map
NP are the roots of P and ∞. The roots are either superattracting or attracting
with multiplier 1− 1/k for some integer k ≥ 2. The fixed point at ∞ is repelling.
Let (ξi)i be the roots of P and let Uξi be the immediate basin of ξi. Define also
mξi as the number of critical points of NP (counted with multiplicity) inside Uξi .
From [33], Proposition 6, it follows that Uξi has mξi accesses to ∞ 6. The idea is
to constrain the geometry of these accesses.
Pick a root ξ = ξi. From [56] (see also [62]) we know that Uξ is simply connected.
Let ϕ : D→ Uξ be a conformal isomorphism normalized so that ϕ(0) = ξ and define
(19) f ..= ϕ−1 ◦NP ◦ ϕ.
The mapping f is proper of degree m + 1 where m = mξ. This mapping can be
extended by reflection into a rational map f : Ĉ→ Ĉ of degree m+ 1.
The rational map f hasm+2 fixed points (counted with multiplicity). The point
0 is a (super)attracting fixed point of f . By symmetry this is also the case for the
point ∞. The respective multipliers λ0, λm+1 of 0 and ∞ are either both equal to
0 or to 1− 1/k for some integer k ≥ 2. It also follows from the symmetry that the
other fixed points ζ1, . . . , ζm lie on the unit circle and their respective multipliers
are positive real numbers λj > 1.
6 That is the complement of some large disk in Uξi has mξi components accumulating to ∞.
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Figure 1. The first levels of the diamond lattice hierarchy (b = 2).
The holomorphic fixed point formula applied to f (see e.g. [54, Section 12])
states that
(20)
m+1∑
j=0
1
λj − 1 = −1.
Hence
(21)
m∑
j=1
1
λj − 1 ≥ 1.
It follows that there must be at least one j such that λj − 1 ≤ m.
The quotient of the corresponding channel for NP by the dynamics of NP is an
annulus of modulus pilog λj . Indeed this is the value of the modulus of the annulus
obtained by taking the quotient of the upper plane by the action of z 7→ λjz. Since
the degree of f is at most equal to the degree of NP it follows that
(22)
pi
log λj
≥ pi
log(m+ 1)
≥ pi
log d
.
Having such a lower bound on the modulus allows to find places where the channel
must have a definite extent. This is made precise in [33, Section 5]. Using this, one
can pick points independently of P such that at least one of them is in Uξ.
5. Hierarchical Ising and Potts models
The Ising and Potts models are mathematical models from solid state physics.
The Ising model relates to the ferromagnetic properties of a material. At the base
of both models lies a graph whose vertexes represent the locus of a particle/atom
and the edges the interaction between these particles. Each vertex is characterized
by a state chosen among a finite set of possible values. For the Ising model this
set has 2 element while for the Potts model the number of possible states is some
positive integer q ≥ 2.
The Hamiltonian of the system can be computed explicitly for any state. The
temperature T , interaction constant J and the (possibly 0) magnetic field h appear
as parameters in the Hamiltonian. From the Hamiltonian one can derive a formula
for the partition function.
A hierarchical lattice consists of a refining sequence of finite graphs on which the
Hamiltonian is computed successively. For example a diamond hierarchical lattice
can be defined as follows. The first graph consists of a pair of vertexes joined by a
single edge. The refining consists in replacing each edge by two pairs of edges each
connecting one of the previous vertexes to a new vertex in the middle. The refining
procedure is illustrated in Figure 1. Instead of replacing each edges by 2 branches
(pairs of edges), one could also insert b ≥ 2 branches, see Figure 2. The integer b
is the parameter characterizing a diamond hierarchical lattice.
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Figure 2. Examples of diamond lattices with b = 3, 4, 5.
The passage from the partition function of one level of the hierarchy to the next
level is performed by a renormalization group transformation. This transformation
depends on the variable J . For a diamond hierarchical lattice model the renormal-
ization group transformation is identified as a rational map f : z 7→ f(z), where
z = z(J, T ), and its dynamics has a physical relevance. For example the zeros of the
partition functions in the thermodynamic limit (i.e. when the level in the hierarchy
tends to ∞) converges to the Julia set of f . The dynamics of this map is the focus
of the study of hierarchical Potts/Ising models in complex dynamics.
These models generally do not really represent actual physical systems but are
instead used to try understand what type of properties more complicated and real-
istic model could have. In general one cannot hope to have an explicit formula for
the renormalization transformation of a realistic model.
Hierarchical models are described in [47], [5] and [24]. In the latter, Derrida, De
Seze and Itzykson study the q-state Potts model on a diamond hierarchical lattice
with b = 2. The renormalization map f for this model can be computed explicitely:
(23) f(z) =
(
z2 + q − 1
2z + q − 2
)2
.
They provide several pictures of the Julia sets corresponding to different values of q
in an attempt to get an idea of their fractal structure. This work has been followed
by [25] where the geometric properties of the Julia set of f are used to extract
informations about the model. Those are mainly numerical studies.
Another type of hierarchical model is presented in [10]. The renormalization
transformation can also be identified to a rational map. The authors study the
structure and Hausdorff dimension of the corresponding Julia set. For another
model see also [1], [30].
An important occurence of the utilization of complex dynamics to study the
Ising model is the work of Bleher and Lyubich [6]. They study the Ising model on
the diamond hierarchical lattice for arbitrary values of b ≥ 2 (see also [7]). In that
case the renormalization transformation is represented by the rational map
(24) f(z) =
4zb
(1 + zb)
2 .
The points 0 and 1 are superattracting fixed points of f . Denote the immediate
basin of 0 by Ω0. The free energy can be expressed as
(25) F (z) =
∞∑
n=0
1
(2b)
n g ◦ fn(z)
where g(z) = log(1 + zb). Bleher and Lyubich showed that F is analytic on Ω0 and
that the boundary of Ω0 is a natural boundary of analyticity for this function (i.e.
analytic continuation is not possible along any path that crosses ∂Ω0). They also
derive some physically relevant properties of the model.
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The Fatou set of f consists of the respective basins of attractions of 0 and 1.
Before proceeding to study the properties of the free energy F , they first showed
that Ω0 is a Jordan domain. Recall that a quasicircle is the image of a round circle
by a quasiconformal homeomorphism of C. Bleher and Lyubich showed that the
boundary of Ω0 is a quasicircle. Although this proof is rather simple it exemplifies
the use of a powerful tool of complex dynamics: the theory of polynomial like maps
[26]. This theory explains why copies of the Mandelbrot set seem to appear in every
parameter space of holomorphic dynamical systems.
Let d ≥ 2. A polynomial like map of degree d is a triplet (U,U ′, f) where U and
U ′ are simply connected open subsets of C such that U ′ is compactly contained in
U and f : U ′ → U is a proper holomorphic mapping of degree d. The filled Julia
set K(f) of a polynomial like mapping is the set of points whose orbit stays inside
the domain U ′,
(26) K(f) ..= {z ∈ U ′ : ∀n, fn(z) ∈ U ′} .
The relevance of polynomial like mappings derives from Douady and Hubbard’s
straightening theorem.
Theorem 5.1 (Douady, Hubbard, [26], Theorem 1). Let (U,U ′, f) be a polynomial
like mapping of degree d ≥ 2. Then there exists a quasiconformal map ψ : C → C
and a polynomial P of degree d such that
(27) ψ ◦ f = g ◦ ψ
on some neighborhood of K(f) and ∂ψ = 0 almost everywhere on K(f).
Moreover if K(f) is connected, then the polynomial P is unique up to conjugation
by an affine map.
Thanks to a fine analysis of the map f , Bleher and Lyubich showed that f is
polynomial like of degree b on a neighborhood of the closure of Ω0. Since it has
a superattracting fixed point of degree b at 0, the straightening of f is conjugated
to the polynomial z 7→ zb. Since Ω0 is the basin of 0, it follows that ∂Ω0 is the
image of the circle {z : |z| = 1} by a quasiconformal map of the plane, hence it is a
quasicircle.
The use of complex dynamics in the field has continued after this work, for
example in [8].
6. Other connections
There are many other applications of complex dynamics. Eremenko has men-
tioned other connections in a talk [28] about the interaction between function theory
and complex dynamics.
A surprising application is related to gravitational lensing. In [41] Kahvinson
and Świątek solved the Sheil-Small and Wilmhurst conjecture. This states that if
P is a polynomial of degree n ≥ 2 then the harmonic polynomial z − P (z) has at
most 3n− 2 zeros.
Their proof relies on the classical fact from complex dynamics that any attracting
or parabolic periodic point attracts at least one critical point. This can be applied
to the holomorphic polynomial Q(z) = P
(
P (z)
)
.
It turns out that this solution has an application in astrophysics exposed in [39].
A similar argument can be used when one replaces the polynomial P by a rational
function R. This gives the following theorem.
Theorem 6.1 (Khavinson, Neumann, [39]). Let R be a rational function of degree
n ≥ 2. Then the equation z = R(z) has at most 5n− 5 solutions.
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In astrophysics the lensing effect produced by the gravity coming from n point
like objects can be modelled via a lens equation (see for example [68] and [58]). A
corollary ([39], Corollary 1) of the above theorem gives an explicit upper bound on
the number of images that such model can produce. See [40] for further develop-
ments. For more details about this the reader is advised to consult the excellent
[59].
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