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1. Preliminaries
Throughout H is a complex separable Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖ =
〈·, ·〉1/2. By B(H) we denote the C∗-algebra of all bounded linear operators on H. The singular values
of a compact operator X ∈ B(H) are denoted by s1(X) s2(X) · · · and arranged in decreasing order
with repeated multiplicity. That is, for j = 1, 2, . . . , sj(X) is the jth largest eigenvalue of the positive
operator |X| = (X∗X)1/2, where X∗ denotes the adjoint of X .
The usual operator norm of X ∈ B(X) is denoted by ‖X‖∞. It is known that ‖X‖∞ = s1(X) for
compact X .
For operators X , Y ∈ B(H), the symbol X ⊕ Y stands for the block-diagonal operator
(
X 0
0 Y
)
deﬁned on H ⊕ H. It is known that
E-mail address:marek.niezgoda@up.lublin.pl
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.04.011
M. Niezgoda / Linear Algebra and its Applications 431 (2009) 1192–1198 1193
‖X ⊕ Y‖∞ = max{‖X‖∞, ‖Y‖∞} (1)
(see [12, p. 87]).
As shown in [1, p. 75] (see also [9, Lemma 2.2]), for j = 1, 2, . . .,
sj(XYZ) ‖X‖∞‖Z‖∞sj(Y) for X , Y , Z ∈ B(H) with compact Y . (2)
The following result is due to Zhan [15,16]
sj(X − Y) sj(X ⊕ Y) for compact positive X , Y ∈ B(H) (3)
for j = 1, 2, . . .
On the other hand, Hirzallah and Kittaneh [8, Corollary 2.2] proved that
sj(X ± Y) 2sj(X ⊕ Y) for compact X , Y ∈ B(H) (4)
for j = 1, 2, . . .
Recently, Kittaneh [11, Theorem 2.2] proved that if A, B, X ∈ B(H) such that X is compact and A and
B are positive, then
sj(AX − XA) ‖A‖∞ sj(X ⊕ X) (5)
and
sj(AX − XB)max{‖A‖∞, ‖B‖∞} sj(X ⊕ X) (6)
for j = 1, 2, . . .
The purpose of this paper is to generalize some recent results of Kittaneh [11] on singular values of
commutators of Hilbert space operators. To do this, we employ certain accretive operators related to
the commutators.
2. Accretive operators
In this section we develop some ideas presented in [6,7] (see also [4,5,13]).
An operator C ∈ B(H) is said to be accretive if Re 〈Cx, x〉 0 for all x ∈ H [6, p. 2753]. For a given
number k 0, an operator C ∈ B(H) is said to be k-accretive if Re 〈Cx, x〉 k for all x ∈ H with ‖x‖ = 1
[7, p. 2982].
For operators A,α,β ∈ B(H) we deﬁne (cf. [6, p. 2752])
Cα,β(A):=(A∗ − α∗)(β − A).
By elementary calculus, one obtains the identity
Re 〈(A∗ − α∗)(β − A)x, x〉 =
∥∥∥∥∥β − α2 x
∥∥∥∥∥
2
−
∥∥∥∥∥
(
A − α + β
2
)
x
∥∥∥∥∥
2
for x ∈ H. (7)
For scalar operators α = α0I and β = β0I, where α0,β0 ∈ C and I denotes the identity operator on
H, (7) reduces to an identity due to Dragomir [6, formulae (38), p. 2753].
The forthcoming Lemmas 2.1 and 2.2 can be compared to [6, Lemma 4] involving scalar operators
α0I and β0I.
Lemma 2.1. For any operators A,α,β ∈ B(H), the following statements are equivalent.
(i) The operator Cα,β(A) is accretive.
(ii) The following inequality holds:
∥∥∥∥∥
(
A − α + β
2
)
x
∥∥∥∥∥
∥∥∥∥∥β − α2 x
∥∥∥∥∥ for x ∈ H. (8)
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Proof. By (7) the equivalence (i) ⇔ (ii) is clear. 
Lemma 2.2. For any operators A,α,β ∈ B(H), the following two implications hold.
(a) If the operator Cα,β(A) is accretive, then the following inequality is satisﬁed:∥∥∥∥∥A − α + β2
∥∥∥∥∥∞ 
∥∥∥∥∥β − α2
∥∥∥∥∥∞ . (9)
(b) If the value of
∥∥∥(β−α
2
)
x
∥∥∥ does not depend on x ∈ H with ‖x‖ = 1 (e.g., α = α0U + T and β =
β0U + T for some scalars α0,β0 ∈ C and operators U, T ∈ B(H) with unitary U), then inequality
(9) implies that the operator Cα,β(A) is accretive.
Proof. (a) Using Lemma 2.1, one sees that∥∥∥∥∥
(
A − α + β
2
)
x
∥∥∥∥∥
2

∥∥∥∥∥
(
β − α
2
)
x
∥∥∥∥∥
2
 sup
‖x‖=1
∥∥∥∥∥
(
β − α
2
)
x
∥∥∥∥∥
2
=
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
(10)
for x ∈ H such that ‖x‖ = 1.
Now, it is clear that (10) implies (9).
(b) It follows from (9) that∥∥∥∥∥
(
A − α + β
2
)
x
∥∥∥∥∥
∥∥∥∥∥β − α2
∥∥∥∥∥∞ for x ∈ H with ‖x‖ = 1. (11)
Because the value of
∥∥∥(β−α
2
)
x
∥∥∥ does not depend on x ∈ H with ‖x‖ = 1, we get∥∥∥∥∥β − α2
∥∥∥∥∥∞ =
∥∥∥∥∥
(
β − α
2
)
x
∥∥∥∥∥ for x ∈ H with ‖x‖ = 1. (12)
Combining (11) and (12) leads to∥∥∥∥∥
(
A − α + β
2
)
x
∥∥∥∥∥
2

∥∥∥∥∥
(
β − α
2
)
x
∥∥∥∥∥
2
for x ∈ H with ‖x‖ = 1, (13)
which together with (7) gives
Re 〈(A∗ − α∗)(β − A)x, x〉 0 for x ∈ H with ‖x‖ = 1.
This implies that the operator Cα,β(A) is accretive. 
Lemma 2.3 (See [6, p. 2759]). Let A ∈ B(H) such that A is self-adjoint.
If α0I  Aβ0I for some real numbers α0 and β0, then the operator Cα,β(A) is accretive for α := α0I
and β := β0I.
Proof. The inequlities α0I  Aβ0I imply
−β0 − α0
2
I  A − α0 + β0
2
I 
β0 − α0
2
I.
Hence, by [3, Lemma 2.1],∥∥∥∥∥A − α0 + β02 I
∥∥∥∥∥∞ 
∥∥∥∥∥β0 − α02 I
∥∥∥∥∥∞ =
∣∣∣∣∣β0 − α02
∣∣∣∣∣ .
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Obviously,∥∥∥∥∥
(
β0 − α0
2
I
)
x
∥∥∥∥∥ =
∣∣∣∣∣β0 − α02
∣∣∣∣∣ for x ∈ H with ‖x‖ = 1.
Using Lemma 2.2, part (b), we deduce that the operator Cα0I,β0I(A) is accretive. 
The last lemma says that for a self-adjoint operator A and for the class of scalar operators {(α =
α0I,β = β0I) : α0,β0 ∈ R}, the accretiveness of Cα,β(A) is a weaker condition than the double in-
equality α  Aβ .
In the sequel we shall use the quantity
kα,β(A):= inf‖x‖=1 Re 〈(A
∗ − α∗)(β − A)x, x〉. (14)
Observe that kα,β(A) 0 iff Cα,β(A) is accretive. Furthermore,
kα,β(A) k iff Cα,β(A) is kaccretive. (15)
Lemma 2.4. Let A,α,β ∈ B(H).
(a) The following inequality holds:
kα,β(A)
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
−
∥∥∥∥∥A − α + β2
∥∥∥∥∥
2
∞
. (16)
(b) If the value of
∥∥∥(β−α
2
)
x
∥∥∥ does not depend on x ∈ H with ‖x‖ = 1 (e.g., β−α
2
= γ0U for some
scalar γ0 ∈ C and unitary operator U), then the following equality holds:
kα,β(A) =
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
−
∥∥∥∥∥A − α + β2
∥∥∥∥∥
2
∞
. (17)
Proof. (a) By virtue of (7) we derive
Re 〈Cα,β(A)x, x〉
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
−
∥∥∥∥∥
(
A − α + β
2
)
x
∥∥∥∥∥
2
for x ∈ H with ‖x‖ = 1. (18)
Hence
inf‖x‖=1 Re 〈Cα,β(A)x, x〉
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
− sup
‖x‖=1
∥∥∥∥∥
(
A − α + β
2
)
x
∥∥∥∥∥
2
. (19)
That is
kα,β(A)
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
−
∥∥∥∥∥A − α + β2
∥∥∥∥∥
2
∞
. (20)
(b). In this case, (18)–(20) become equalities (see (7)). This proves (17). 
3. Estimating singular values of commutators
In [6,7], Dragomir used the accretiveness of the operator Cα,β(A) with scalar operators α = α0I
and β = β0I to improve many Grüss and Kantorovich type inequalities. In this section we apply his
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method for arbitrary operators α and β to improve some results of Kittaneh [11] on singular values of
commutators of Hilbert space operators.
The following result extends the second parts of [11, Theorems 2.2 and 2.3] (for some extensions
of the ﬁrst parts, see Theorem 3.4).
Theorem 3.1. Let A, X ∈ B(H) such that X is compact, and let α,β ∈ B(H) such that α + β commutes
with X. Assume that the operator Cα,β(A) is accretive.
Then
sj(AX − XA)  2
⎡
⎣
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
− kα,β(A)
⎤
⎦1/2 sj(X ⊕ X)
 ‖β − α‖∞ sj(X ⊕ X) (21)
for j = 1, 2, . . . , where kα,β(A) is deﬁned by (14).
In particular, if Cα,β(A) is k-accretive (k 0), then (21) yields
sj(AX − XA)  2
⎡
⎣
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
− k
⎤
⎦1/2 sj(X ⊕ X)
 ‖β − α‖∞ sj(X ⊕ X) (22)
for j = 1, 2, . . .
Proof (Based on Lemma 2.4 and the proof of [11, Theorem 2.2]). The commutativity of X and
α+β
2
gives
AX − XA =
(
A − α + β
2
)
X − X
(
A − α + β
2
)
. (23)
It follows from Lemma 2.4, part (a), that
∥∥∥∥∥A − α + β2
∥∥∥∥∥∞ 
⎛
⎝
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
− kα,β(A)
⎞
⎠1/2 . (24)
In addition, kα,β(A) 0, since Cα,β(A) is accretive.
Now, for j = 1, 2, . . ., we have
sj(AX − XA) = sj
((
A − α + β
2
)
X − X
(
A − α + β
2
))
by (23)
 2sj
((
A − α + β
2
)
X ⊕ X
(
A − α + β
2
))
by (4)
 2
∥∥∥∥∥A − α + β2
∥∥∥∥∥∞ sj(X ⊕ X) by (2)
 2
⎡
⎣
∥∥∥∥∥β − α2
∥∥∥∥∥
2
∞
− kα,β(A)
⎤
⎦1/2 sj(X ⊕ X) by (24)
 2
∥∥∥∥∥β − α2
∥∥∥∥∥∞ sj(X ⊕ X)
= ‖β − α‖∞ sj(X ⊕ X),
completing the proof of (21).
M. Niezgoda / Linear Algebra and its Applications 431 (2009) 1192–1198 1197
To see (22), apply (21) and (15). 
Corollary 3.2. Let A, T , X ∈ B(H) such that X is compact and T commutes with X. Set α = α0T and β =
β0T for some complex numbers α0 and β0.
If the operator Cα,β(A) is k-accretive (k 0), i.e.,
kα,β(A) = inf‖x‖=1 Re 〈(A
∗ − α0T∗)(β0T − A)x, x〉 k, (25)
then
sj(AX − XA)  2
⎡
⎣
∣∣∣∣∣β0 − α02
∣∣∣∣∣
2
‖T‖2∞ − k
⎤
⎦1/2 sj(X ⊕ X)
 |β0 − α0| ‖T‖∞ sj(X ⊕ X) (26)
for j = 1, 2, . . .
Proof. Clearly, the operator α0T + β0T commutes with X , and ‖β0T − α0T‖∞ = |β0 − α0|‖T‖∞.
Now, using inequality (22) in Theorem 3.1, we get (26). 
If dimH < ∞ and A ∈ B(H) is self-adjoint with the smallest (resp. largest) eigenvalue α0 (resp.
β0) then
kα,β(A) = inf‖x‖=1 Re 〈(A − α0I)(β0I − A)x, x〉 = 0. (27)
In fact, by Lemma 2.3, Cα,β(A) is accretive and Re 〈(A − α0I)(β0I − A)v, v〉 = 0, where v is the eigen-
vector corresponding to α0 or β0.
Corollary 3.2 yields
Corollary 3.3 (See [11, Theorem 2.3]). Let A, X ∈ B(H) such that X is compact, and A is self-adjoint with
α0I  Aβ0I for some real numbers α0 and β0.
Then
sj(AX − XA)(β0 − α0) sj(X ⊕ X) (28)
for j = 1, 2, . . .
Proof. By Lemma 2.3, the operator Cα,β(A) is accretive for α = α0I and β = β0I. Since α0I β0I, we
have α0 β0. So, (28) follows from (26) applied to T = I. 
The following result generalizes the ﬁrst parts of [11, Theorems 2.2 and 2.3].
Theorem 3.4. Let A, B, X ∈ B(H) such that X is compact, and let α,β , γ , δ ∈ B(H) such that (α ⊕ γ ) +
(β ⊕ δ) commutes with
(
0 X
0 0
)
. Assume that the operator Cα⊕γ ,β⊕δ(A ⊕ B) is accretive.
Then
sj(AX − XB)  2
⎡
⎣(max
{∥∥∥∥∥β − α2
∥∥∥∥∥∞ ,
∥∥∥∥∥δ − γ2
∥∥∥∥∥∞
})2
− kα⊕γ ,β⊕δ(A ⊕ B)
⎤
⎦1/2
× sj(X ⊕ X)
max{‖β − α‖∞, ‖δ − γ ‖∞} sj(X ⊕ X) (29)
for j = 1, 2, . . .
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Proof (Based on Theorem 3.1 and the proofs of [11, Theorems 2.2 and 2.3]). Apply Theorem 3.1 to H ⊕
H, Y =
(
0 X
0 0
)
,D = A ⊕ B,α ⊕ γ and β ⊕ δ in place of H, X , A,α and β , respectively. Observe that Y
is compact and DY − YD =
(
0 AX − XB
0 0
)
. Next, use property (1). 
Corollary3.5 (C.f. [11, Theorem2.3]). LetA, B, X ∈ B(H) such thatX is compact,andAandBare self-adjoint
with α0I  Aβ0I and γ0I  B δ0I for some real numbers α0,β0, γ0 and δ0.
Then
sj(AX − XB)max{β0 − α0, δ0 − γ0} sj(X ⊕ X) (30)
for j = 1, 2, . . .
Recall that a norm ‖| · ‖| on B(H) is said to be unitarily invariant if ‖|UAV‖| = ‖|A‖| for A,U, V ∈ B(H)
with unitary U and V .
We conclude this section with the observation that under the assumptions of Corollary 3.5, the
following inequality holds:
‖|AX − XB‖|max{β0 − α0, δ0 − γ0} ‖|X ⊕ X‖| (31)
for any unitarily invariant norm ‖| · ‖| (cf. [2, Theorem 4], [10, Theorems 1 and 2], [13, Corollary 3.5]
and [14, Corollary 4]).
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