Abstruct-This paper is concerned with the mathematical modeling and analysis of a radio communication system design problem that seeks an optimal location of a single transmitter, or that of multiple transmitters, in order to serve a specified distribution of receivers. The problem is modeled by discretizing the radio coverage region into a grid of receiver locations and by specifying a function that estimates the path-loss or signal attenuation for each receiver location, given a particular location for a transmitter that communicates with it. The resulting model is a nonlinear programming problem having an implicitly defined objective function of minimizing a measure of weighted pathlosses. Specializations of three nonlinear optimization algorithms, namely, Hooke and Jeeves' method, quasi-Newton, and conjugate gradient search procedures are investigated for solving this problem. The technique described here is intended to interact with various propagation prediction models and may be used in a CAD system for radio communication system design.
I. INTRODUCTION
HE DESIGN considerations that influence the location of a transmitter in a mobile radio communication system are the availability of location sites, the distribution of the mobile receivers, the topography of the design space (the region to be covered over which the transmitter is to be located), and the specific performance requirement goal of improving the utilization of the available resources. Engineering considerations such as the feasibility of locating a transmitter in a given area, and the requirement to provide service of a given quality over the entire design space, also influence this decision. A good transmitter location will result in an acceptable coverage performance by the transmitter (base station) using a minimum amount of power and, hence, can result in lower co-channel interference and in improved frequency re-use. The problem addressed in this paper is to optimally locate either a single transmitter or a set of multiple transmitters over a specified coverage region so that the signal at various potential receiver locations is of sufficient intensity, while some measure of weighted path loss is minimized.
The techniques used to represent the distribution of potential receivers over the design space and to optimally locate transmitters that communicate with these receivers must be T. S . Rappaport is with the Mobile and Portable Radio Research Group, Bradley Department of Electrical Engineering, Virginia Polytechnic Institute and State University, Blacksburg, VA 24061-0350 USA (e-mail: wireless@vt.edu).
Publisher Item Idcntifier S 0733-87 16(96) 01942-7. sensitive to the different needs of coverage at different locations, as well as to the topography of the service region. For example, a region having a high density of users has a greater need for better coverage than does a region where only a few users are likely to operate. The model should represent the entire design space and ensure that the signal strength at each point in the design space is above a specified threshold, given the topography of the obstructions that attenuate this signal.
A methodology that accounts for the above considerations and meets all the stated demands of the engineer, while predicting the most desirable locations for transmitters, will help in designing an effective communication system that is reliable and provides a good quality of service. This is the intent of the present research effort.
The physical nature of this problem enables it to be conceptualized as a traditional facility location problem. The transmitter is a service facility responsible for serving all the receivers in the design space. A cost is incurred in terms of path loss, delay-spread or other propagation-based measures whenever service is extended to a receiver. The objective is to place this transmitter in such a way that it optimally serves all the receivers, as measured according to some merit function. However, the nature of the latter merit or objective function, and the nature of the acceptable region for transmitter placement, imparts a special structure to the problem that distinguishes it from traditional facility location problems.
Facility location and allocation and layout problems have drawn a great deal of research interest and this has resulted in a vast library of literature discussing these problems. A survey of relevant discussion on such problems can be found in the book by Francis, McGinnis and White [3] . Further details on this problem when the location space is defined by a network can be found in the book by Handler and Mirchandani [4] . Tansel, Francis, and Lowe [11] , [12] provide a more recent survey on the topic of location on networks. In the terminology of location theory discussed in these references, our problem may be classified as a single or a multiple facility location problem in a 3-D Euclidean space, utilizing a combination of a minisum and minimax objective functions. (This is explained further in Section 11.) However, the objective terms are not simply weighted distance measures, but involve more complex signal path loss functions that sometimes might not even be analytically defined. Hence, traditional location theory algorithms are not directly applicable in our context.
The remainder of this paper is organized as follows. In Section 11, we construct a mathematical model for the problem. Section I11 presents the proposed solution procedures and Sec-0733-8716/96$05,00 @ 1996 IEEE tion 1V documents the results on our computational experience using various test problems, including a practical example based on an indoor propagation model and the physical layout of an office building at Virginia Polytechnic Institute and State University, Blacksburg. Section V provides a suniniary and our conclusions, along with ideas for further research.
MODEL FORMULATION
We begin this section by developing a mathematical model for the single transmitter problem, and then describe extensions of this model to handle the case of multiple transmitters.
A. Single Trunsmitter Location Problem
The task of optimally locating a single transmitter, given a distribution of receivers, can be conceptualized as follows. Suppose that the receiver locations are distributed over a designated region in a 3-D Euclidean space, and that we need to determine a point in some restricted subset of this region at which to locate a particular transmitter. The transmitter location should be sensitive to the coverage needs at the different receiver locations over the design space. Given any location for the transmitter, we can use available propagation prediction techniques to estimate the quality and intensity of coverage over the given area. The purpose of the optimization model and algorithm is to manipulate the transmitter location in order to determine a best location site, as measured by a suitable merit or objective function, given a specific propagation model. Hence, the aim is to provide a coverage of required intensity (minimum path loss) to the entire design space under consideration, and the design or decision variables are the coordinates of the transmitter location.
In order to model the problem mathematically, we need to develop a numerical representation for the quality and intensity of coverage over the design space as a function of the transmitter location. This can be accomplished as follows.
The design space X is first partitioned into a grid of possible receiver locations. The density of this grid is selected to represent X with a user-defined desired accuracy. In fact, as we show subsequently, the grid density can be dynamically adjusted to strike a trade-off between the accuracy and computational complexity of the algorithm as the optimization proceeds. More specifically, we commence with a coarse grid, and then sequentially refine the grid to fine-tune the location of a transmitter as the algorithm proceeds. In this paper, a particular site-specific propagation prediction model [7] is used to evaluate the coverage at each of these grid points. However, our approach is sufficiently general in that any propagation model can be used for implementation. The quality of the coverage is weighted using factors proportional to priorities or relative importances of different areas in the design space (perhaps based on the probable distribution of receivers). The weighted values of coverage can be used in one of the following three forms of an objective function that measures the coverage as a function of the transmitter location. (Since the coverage is being measured in terms of the path loss throughout the region, the objective functions defined below are to be minimized.)
) Minisum Objective Function:
The sum of all the weighted path loss predictions, along with a penalty term that represents a violation in a maximum tolerated path loss threshold at each receiver location, is minimized over the design space using this criterion. The optimization of this function with respect to the transmitter location tends to improve the overall coverage. The drawback with this objective function is that it might ignore a few remotely located receiver points while achieving a good quality of total weighted coverage.
2) Minimax Objective Function: The maximum of all the weighted path loss predictions plus the aforementioned penalty for violating a tolerated path loss threshold at each receiver location is minimized over the design space using this criterion. The optimization of this function ensures that even the worst receiver location enjoys an acceptable weighted coverage. The drawback with this model is that it concentrates on the worstcase situation, at the expense of the overall average weighted coverage.
3) Convex Combinution of Minisum and Minimux Objective Functions: A convex combination (weighted average) of the two foregoing objective functions can be used to reflect their relative merits, while overcoming their respective shortcomings. The optimization of such a function with respect to the transmitter location can give a good coverage over the entire design space, while maintaining an acceptable coverage at remotely located receivers. The convex combination parameter can be adjusted interactively by the system designer, based on the path loss profiles that are obtained at optiniality over the design space. It should be noted that the minisurn objective function represents the sum of r n weighted path loss values. This might result in a numerical domination over the minimax objective function, thereby skewing the value of the convex combination weight parameter that must be used by way of compensation. Hence, the minisum objective is scaled by averaging it using the r n values before the convex combination is computed.
The mathematical model accommodates two types of design constraints. The first type of constraint requires that the quality of coverage at each receiver location over the design space must be above a given threshold value. This constraint is treated as a "soft" constraint, and is incorporated into the model via a penalty term (see [l] , for example) in the objective function as mentioned above. The penalty term is designed to contribute a commensurate additional term in the objective function whenever the threshold path loss is exceeded, but unlike the other minisum and minimax components, it does not contribute to the objective function once these threshold limits are satisfied. The value of the penalty parameter, therefore, behaves as a magnifier for the path loss in case it exceeds the prescribed threshold value, and can be used to control the threshold violations while compromising between such violations and the overall quality of coverage. This concept can also be extended to include more than one break-point (different penalty rates as the path loss crosses different thresholds) in the objective function. The second type of constraint requires the location of the transmitter to be restricted to certain acceptable subsets of the design space. This is treated as a "hard" constraint in the model. We will assume that the region of location is a hyperrectangle in R3. In some cases, depending on the structural layout of the design space and the physics and geometry of the propagation prediction technique used, it might be that a collection of hyperrectangles can be identified possibly for containing the transmitter location. In such cases, a constrained optimization problem of the type developed here can be solved using each of these hyperrectangles in turn as the feasible location region. A comparison of the resulting solutions can then be made to prescribe an overall optimum.
Before proceeding, we comment here that our model addresses the forward link propagation case. Conceptually, the same model and analysis could be applied to the reverse link case, where, given identical weights, thresholds, penalty parameters, and a symmetric path loss function, the same optimal solution would result.
The problem can now be mathematically modeled as stated below, based on the following notation, and using the indoor site-specific propagation model described by Seidel and Rappaport [7] . We denote 8 = {(x; y, z ) 
B. Multiple Transmitter Problem
The problem of optimally locating multiple transmitters operating on noninterfering frequencies has two components to it, allocation and location. Each transmitter has to service a subset of the total design space, based on its location relative to the other transmitters in this space. The mathematical model for this case again represents the design space as a grid of receiver locations having assigned priority weights, and each receiver is assigned to that transmitter from which it receives the strongest signal. Given such an allocation, the corresponding optimal location of each transmitter with respect to the receivers assigned to it is the second integral part of the problem. Hence, the idea is to locate the transmitters such that the ensuing allocation scheme will provide the best overall measure of service to the set of receivers.
The ideas used in the modeling of the single transmitter problem can be extended to this problem as follows. Consider the following notation: . . , yn), and 2 (zl . . . , zn). 
Model:
zn), and where
Note that similar to the single transmitter case, the objective function is a convex combination (determined by $) of the minisum and the minimax objective functions f i and fz. The function f l represents the average of all the weighted penalized path losses at the different receiver locations. The function f 2 represents the average over all the transmitters of the weighted penalized path loss experienced by the worst served receiver among those allocated to each transmitter. Alternatively, if desired, the objective component f 2 can be modified to measure the worst service over the entire design space as follows:
We begin this section by considering the single transmitter location problem. A grid-size variation scheme is first described that helps conserve computational effort as well as enhances the accuracy of the solutions obtained. Furthermore, in order to accelerate the convergence of the algorithms, a procedure for determining a good quality initial transmitter location is described. Following this, we propose three search algorithms, based on alternative techniques used to compute the search directions. Finally, we present extensions for solving the multiple transmitter location problem.
A. Grid-Size Variation
The fundamental idea here is to commence the solution procedure with a sparse grid and then to subsequently consider a more refined prescribed grid size as the solution proceeds. When the grid size is sparse, the design space is represented in lesser detail and, hence, the procedure solves a less complicated aggregation of the problem. Moreover, the variations or fluctuations in the objective function are better smoothed by using such a coarse grid discretization. This encourages the solution during initial iterations to move into the relative vicinity of an optimum. As the grid density is subsequently increased, the solution, accordingly, gets refined more accurately toward an optimum. A sparse grid needs a lesser number of propagation predictions to evaluate the objective function and, hence, such a grid size variation also reduces the computational effort expended during the initial iterations while the procedure determines an approximate optimum. This enhances the overall computational efficiency of the algorithm as we shall see.
B. Iriitial Solution
To obtain a convenient, good quality, starting solution, we consider the minimization of the sum of weighted squared Euclidean distances of the receiver locations from the transmitter location. This approach yields a center of gravity solution in closed-form (see [3] ), and in our computational experiments, the resulting starting solution has demonstrated a significant advantage in terms of computational savings and convergence properties for all the different algorithms.
C. Overall Solution Procedure
The proposed search algorithms solve the problem by starting with a good quality initial feasible solution as determined in Section 111-B, and then, iteratively generating an improving direction and identifying an optimal step length along this direction to arrive at a revised solution. This process continues until a suitable termination criterion is satisfied. The idea is to obtain the final solution after having evaluated the fewest number of alternative transmitter locations along the way. Described below, are the relevant elements of the algorithms that have been implemented. We refer the reader to Bazaraa et al. [l] for the details of the procedures, and we concentrate here on particular modifications and implementation strategies that have been employed.
I ) Finite Difference Gradient Evaluation:
The search directions employed by two of the three direction-finding strategies described below require an estimate of the gradient of the objective function. Although our objective function is nonsmooth, we pretend as if we are minimizing a close smooth approximation to this function, and estimate the gradient using finite forward differences. Let qJ be the jth component of some point q E R3, and let 6 > 0 be a perturbation parameter (see below for guidelines on selecting a value for 6). Then, for each j = 1, 2, 3, the jth component ( I of the gradient of f evaluated at the point q = (q1,92. q 3 ) is estimated as (3.1) where ei is the jth unit vector. Mihile solving unstructured problems like the present one, the step-length 6 that is used for computing the forward differences in (3.1) is a very important parameter. A relatively large 6 aggregates information over a considerable local neighborhood and may not be a good estimate of the gradient at that point. Directions generated using such a gradient estimate might take the iterates to a relative vicinity of an optimum faster, but would invariably experience convergence difficulties near the optimum. A relatively smaller 6, on the other hand, would provide a good local estimate of the gradient and, hence, would be desirable at the final stages of the solution process. In the instance of the present problem, since we usually obtain good quality initial solutions using the procedure suggested in Section 111-B, we therefore use a relatively small value of S. Initially. we use 6 = 0.5 and, subsequently, the value of 6 is halved each time two new directions are generated until it is reduced to 0.125 where it is held constant thereafter. This improves the asymptotic convergence properties of the proposed algorithms. Note that our indoor test problem site (see Section IV) is of dimension (2964" x 1200"). The "origin" is assumed to be at the coordinates (1786", 1739") in the stated results. For outdoor city-wide applications where the coverage area would be relatively larger, we recommend that a proportionately larger value of 6 should be used.
2) Line-Search Strategies: Given any feasible, improving search direction d, we need to identify a suitable step length to take along this direction in order to determine a new iterate. Note that this step length X to be taken along the direction d from the current transmitter location iterate (J;. y.
since q must continue to lie within the feasible region Q, where
and where
that is adopted can be chosen to minimize the objective function f over the 1-D region defined by the set of points q + Ad, for 0 5 X 5
This minimization can be conducted either exactly or inexactly. We investigated various options, and the most competitive strategy was to perform a single iteration of the quadratic interpolation method described in Bazaraa et al. [I] . This is the step-size strategy that we adopt for all the procedures described in this paper.
3) Improving Directions: This is the principal component of the search algorithm that determines its computational effectiveness. In our study, we investigated the gradient-free method of Hooke and Jeeves, as well as deflected gradient quasi-Newton and conjugate gradient procedures (see [ 11, for example). In each case, since these are essentially unconstrained optimization techniques, the directions generated must be projected onto the feasible region Q. Specifically [l] ) is used to ascertain whether or not each exploratory direction is an improving direction, and if found to be improving, a step size is taken along this direction as prescribed in Section 111-C2. If no exploratory search improves the current solution, the procedure terminates. Otherwise, as described in [I] , a search is conducted along the pattern-search direction, after projecting it onto Q as discussed above. If either this projected direction is null, or else, after conducting a line-search along this direction in case it is non-null, the procedure reverts to the exploratory search step.
For computational effectiveness, the vector of initial step lengths that are utilized during the line searches conducted along the exploratory directions has to be dynamically updated at each iteration so that it contains information about the structure of the function in the vicinity of the current solution. This is achieved by using the optimal step length of the previous iteration (result of the previous line-search) as the updated value along each direction, in case an improvement was obtained. In the case of a failure, this parameter is decreased from its previous value (because it is expected that step lengths decrease as we approach an optimum) by a multiplicative factor of 0.5. This strategy was adopted following some computational experimentation, and conforms with the recommendations given in [I] .
b) Quasi-Newton method: This is a conjugate direction method that employs a multiplicative deflection strategy. Its motivation lies in constructing a series of approximations that converge (in at most N iterations for an N-D quadratic function) to the actual (inverse) Hessian of the objective function, hence, effectively producing a multistep Newton direction. The implementation of this method involves updating a deflection matrix D (an approximation to the inverse Hessian), ensuring positive definiteness of this matrix, and deflecting the present antigradient (negative of the gradient direction) by premultiplying with this matrix. The deflection matrix D is initialized as an identity matrix. This makes the initial direction the steepest descent direction. At subsequent iterations k , given an approximation D k -1 at the previous iteration, the revised deflection matrix D k is updated by adding a correction term given by the BFGS formula (see [l] , for example)
where Ck: is an additive correction matrix, defined as and where pk is the difference between the current and the previous iterate, and oh is the difference of the gradients at the current and at the previous iterate. This BFGS update is known to perform very well computationally, particularly when using inexact line-searches. The positive definiteness of each matrix Dk is ensured using the super-diagonalization technique (see [I] ). The procedure is restarted using an identity deflection matrix if any numerical instability results in the updating of the deflection matrix. Additionally, following the standard practice, the procedure is restarted every N = 3 iterations for this three-variable problem. Furthermore, recall that our modified procedure conducts a line-search along the projection of the generated direction onto the region Q. If this projection is null, then the procedure is either terminated in case the generated direction was the anti-gradient direction ( D = I ) , or else, D is reset to the identity matrix and this step is repeated.
This conforms with the standard criterion of terminating the search when the Karush-Kuhn-Tucker optimality conditions are satisfied (see [l] ). Also, it has been noticed that the direction vectors generated are numerically insignificant when compared to the objective function values and the step lengths obtained during the line-search. This might result in a loss of accuracy due to round-off and, hence, result in a poor performance of the overall algorithm. The direction vector is, hence, scaled by multiplying it by a factor of 1000.
c) Conjugate Gradient method: This is a conjugate direction or gradient deflection method that converges in, at most, N iterations for minimizing quadratic functions in N variables, and that enjoys an improved convergence behavior as compared to the steepest descent method, but is generally less efficient than Newton's method or a quasi-Newton method. However, such methods are more suitable for largescale problems since they have smaller memory requirements. In our context, since the objective function is not differentiable, and theoretical extensions of conjugate gradient methods exist for even subdifferentiable functions (see [2] and [9] ), we decided to investigate this technique in comparison with the quasi-Newton procedure, although we have a low dimensional problem to solve in the present context.
A search direction is generated in this method by deflecting the anti-gradient at the present iteration using an additive term that depends on the previous direction adopted. The initial direction, as well as the direction used when the algorithm is reset every N = 3 iterations for an N-variable problem, is taken as the anti-gradient direction. Additional criteria for resetting or restarting the algorithm are suggested by Powell,
[5] (see also, [l] ). The deflection strategy used computes the direction d k at iteration k according to
where -& is the anti-gradient at the present iteration, dk-1 is the previous direction (taken as null when restarting), and pk is a deflection parameter that characterizes any particular conjugate gradient strategy. Bazaraa [9] , [lo] present various deflection strategies for nondifferentiable problems or for differentiable problems using inexact line-searches.
The particular strategy we settled on after some computational experimentation is one due to Sherali and Ulular [lo] that derives p, using a quasi-Newton condition and is suitable for use with inexact line-searches as adopted herein. This choice is given by where P k and crh are as defined in (3.4) . Additionally, the scaling of the search direction and its projection onto Q, including the handling of the case when the projected direction is null, is treated exactly as for the quasi-Newton method described in the previous subsection.
4) Termination Criteria:
As discussed earlier, Hooke and Jeeves' method is terminated whenever the exploratory search fails to improve the solution. This is detected when each component of the vector of initial step lengths fails to yield an improvement along each of the exploratory search directions, while this vector during the search process is reduced in Euclidean norm to below the tolerance of 0.01. An alternative termination criterion based on a maximum number of iterations (set at 10 or 15) was also employed.
For the quasi-Newton and the conjugate gradient search methods, one termination criterion used as stated above is when the projection of the anti-gradient on Q turns out to be null. This is equivalent to the criterion based on satisfying the celebrated Karush-Kuhn-Tucker (KKT) optimality conditions (see [l] ) at the current iterate. (A zero tolerance of 0.0001 was used in implementing this check.) In addition, if the sum of the optimum step lengths over the previous three line-searches is below an acceptable tolerance (0.01), the procedure is terminated. This termination criterion is a valuable safeguard, because the KKT conditions may not be satisfied in the case of unstructured problems, even in the very close vicinity of an optimum. The termination parameter in both the foregoing criteria can be altered to strike a compromise between computational competitiveness and accuracy. Additionally, an alternate criterion based on a maximum limit on the number of restarts (seven for the conjugate-gradient method and five for the quasi-Newton method) was also employed.
D. Multiple Transmitter Problem
The solution approach proposed for the multiple transmitter problem adopts a similar set of strategies as for the single transmitter problem, starting with an initial location and allocation, and then proceeding through iterations of improvement to approach an optimum. The main steps of this scheme are summarized below.
I ) Initial Solution:
The procedure starts with the given feasible hyperrectangle Q , an initial grid of receivers, and the corresponding accumulated priority weights for these grid points. The hyperrectangle is first divided into two hyperrectangles by partitioning its longest dimension at the center of gravity point with respect to the priority weights, found by solving the squared Euclidean distance minimization problem (see Section 111-B) using a projection of the priority weights onto this axis. The procedure now continues by iteratively selecting the hyperrectangle that has the highest cumulative weight, and partitioning this hyperrectangle along its longest dimension at the center of gravity point, until n such hyperrectangles result. The initial transmitter locations are obtained by placing each of the transmitters at the center of gravity of each of the partitioned subhyperrectangles, by solving the corresponding squared Euclidean distance minimization problem.
2) ReJining the Initial Solution: Given the above location of the n transmitters, we first compute the values of p z ( X , Y; Z ) , the path losses at each of the grid points i = 1, . . ., m, with respect to its allocated transmitter. Next, we identify a set of candidates R that are designated to be eligible for reallocation as follows:
where Di,j is the Euclidean distance from the receiver i to the transmitter j to which it is presently allocated, and Di min is the Euclidean distance from the receiver i to the transmitter that is closest to it. For each receiver in the set R, the six nearest transmitters, excluding the transmitter to which it is presently allocated (four in the case of 2-D region problems) are identified. The path loss values for each of these receivers with respect to the above identified transmitters is computed. (This restricted computation is done to conserve computational effort, while attempting to preserve solution accuracy.) Each of these receivers is now reallocated to the transmitter that provides it with the best coverage. This completes the reallocation phase. The location of each transmitter is now refined to the squared Euclidean distance minimization solution corresponding to the revised allocation scheme. Alternatively, the solution can be enhanced by solving n single transmitter problems using their present receiver assignments. Our choice of the former scheme is motivated by the desire to produce a quick, reasonably good quality, starting solution. Also, for the same reason, we do not iterate between this location and allocation scheme until a fixed point results, although this is another viable option.
3) Search Technique:
Given the initial solution, the search techniques developed to solve the single transmitter problem are used to solve the N = 371. variable problem ( N = 2n in the case of 2-D region problems) defined by (2.5)-(2.7). Here, it should be noted that we adopt the strategy of solving a sequence of problems, each having a further refined grid representation as in Section 111-A. Hence, each time that some N-D problem has been solved to a certain degree of accuracy using a given grid, the grid density is increased and the revised grid points are allocated to the transmitters based on the refinement procedure described above, with R taken as the entire set of these new grid points. The transmitter locations are revised to the squared Euclidean solution corresponding to these receiver allocations, and the search procedure is again applied using this starting solution. During this solution process, when computing the objective function, the path losses are determined based on the foregoing reallocation procedure. This reallocation procedure involves identifying the set R using (3.7), computing the path loss values at each receiver location in this set R with respect to the six nearest transmitters (four in the case of 2-D region problems), excluding its presently allocated transmitter, and then, if necessary, suitably reassigning each receiver. The final grid density employed is a user-specified option based on the designer's desired accuracy. The procedure is terminated once the nonlinear search algorithm being employed completes its analysis of this final grid density representation of the problem.
IV. COMPUTATIONAL RESULTS
This section presents our computational experience with the proposed model and solution methodologies. A Sun SPARC 10 workstation has been used to run the tests, with all codmg done in C. The first part of this section deals with a study of the effect of each of the parameters on the solution obtained. The second part of this section deals with a comparison of the performance of the various proposed solution procedures.
A variety of objective functions have been used to test the designed solution procedures. These test problems include a model of the second floor of Whittemore Hall at the Virginia Polytechnic Institute and State University, as well as a set of standard nonlinear test problems taken from various sources in the literature. The latter collection of test problems are reproduced in Sherali and Ulular [ 101 and are referred to in the same order here as problems 7-13 in our study. The problems 1-6 used in our computational experiments are based on the aforementioned 2-D model of the second floor of Whittemore Hall. In constructing this model, an AutoCAD map of the building was available and the data from this map was used to create a database for the locations and descriptions of the walls on the second floor. (Fig. 1 presents a floor-plan of this region, illustrating the locations of the walls and the relative dimensions of rooms and hallways.) As mentioned earlier, the dimension of the rectangular region is (2964" x 1200/'), and for the reported locations in the results, the origin is assumed to be at the coordinates (1786/', 1739"). A grid of pertinent receivers having a defined density was then constructed so that every 12 ft. x 10 ft. section contained a receiver location. A propagation prediction routine using the model described in Seidel and Rappaport [7] was used to compute the path losses. For each receiver location, this propagation prediction procedure counts the number of walls that block the line of sight between the transmitter and the given receiver, using the database containing the information regarding the walls. The model then uses the path loss values at each of the receivers to evaluate the objective functions described earlier. The parameters describing the weights at each receiver location, the maximum allowable path loss at each receiver location, the penalty term, and the convex combination weight used to combine the minimax and minisum objectives are all userdefined.
A. Effect of Model Objectives and Parameters
The first study we conducted was concerned with an investigation of the convex combination weight $, the receiver weights w L , the penalty parameters pLL, the threshold levels sz, and the wall attenuation factor f o . Detailed results on this study are given in Pendyala [6] . To summarize the findings, when I ) = 0 or is small, the receiver with the highest weighted path loss greatly influences the proximity of the transmitter to itself due to the dominance of the minimax objective function.
When li/ is increased toward one, a more balanced transmitter location results. The user is advised to try a range of li, values in the interval [0.5, I] to subjectively compromise between an overall coverage and the worst-case coverage.
As far as the other parameters are concerned, we observed that their influence on the solution appears to be just as one might predict to be the case, based on their natural physical interpretation. Increasing (or decreasing) the penalty parameter and the threshold parameter exhibits the same effect on the solution as increasing (or decreasing) the weight of the particular receiver. An increase in the value of the wallattenuation factor makes the discontinuities in the objective function due to sudden changes in the number of intervening walls more prominent, hence, increasing the chance of stalling at a nonoptimal solution. This difficulty is somewhat mitigated by generating a good initial solution, as prescribed in Section 111-B. When a poor arbitrary starting solution was used in this case, the procedure sometimes stalled at a solution remote from optimality.
B. Comparison of Search Algorithms
This subsection presents results pertaining to the various proposed algorithms used to solve the abovementioned set of 13 test problems. Tables I, 11 , and I11 summarize the computational experience obtained using the Hooke and Jeeves, the quasi-Newton, and the conjugate-gradient algorithms, respectively. In these tables, the first column records the test problem number. The first, third, and fifth test problems in each table are three particular single transmitter location examples having different data sets and parameters. The second, fourth, and sixth test problems are the same examples as the first, third, and the fifth, but are executed using the grid variation scheme described earlier in Section 111-A. The test problems 7-13 are the seven problems given in the appendix in Sherali and Ulular [9] , in the same order. The remaining columns in the table record the following: Tables I and I1 we observe that, in each case, solutions of comparable quality have been obtained, but at a significantly reduced burden as measured by the number of function evaluations. In this discussion, the relative quality of solutions is measured subjectively by observing the relative closeness of their objective function values to the best known solution value. However, in the case of the conjugate gradient method (Table 111) , we notice that the gridsize variation scheme again produced comparable solutions, but used additional functional evaluations. The reason for this is that the availability of a good starting solution enables the algorithms to converge faster. As a result, when more than one phase of grid-size variation is used, although fewer functional evaluations are made per iteration when the grid is sparse, the overall effort increases due to the increase in the total number of iterations over the multiple phases of the algorithm. Nonetheless, to safeguard against the quality of the initial solution and the structure of the problem, we advocate the use of grid-size variation. For example, with the conjugate gradient method (Table 111) , we reran problems 3 and 4 using an arbitrary starting solution 91 = (2000,2000) , having an initial objective function value of 78.788. The final solutions obtained without (problem 3) and with (problem 4) grid-size variation were 75.31 and 70.93, respectively. While the latter solution is comparable to that obtained using a good quality initial solution due to the smoothing effects of the grid-size variation scheme, the former solution has worsened appreciably.
As far as the relative computational competitiveness of the three search direction strategies are concerned, we observe that on the first six problems, the relative algorithmic performance is somewhat balanced, with the algorithm that produces better quality solutions before terminating usually (but not always) consuming more functional evaluations as well. On the remaining test problems, Hooke and Jeeves' algorithm appears to be most robust with respect to the quality of the final solution produced, although it requires the most number of functional evaluations. Note that the termination in all cases has occurred due to the algorithm hitting the upper limit of 10 iterations. When this limit was increased to 15, the algorithm The conjugate gradient method appears to be somewhat more robust than the quasi-Newton method as well. The latter method tends to approach the steepest descent method if it is reset too frequently, and this appears to be the case because poor Hessian estimates cause the directions to be essentially non-improving, hence, triggering re-starts. Also, a frequent loss of positive-definiteness ultimately results in the Hessian becoming diagonally dominant, and the generated directions then tend to degenerate to steepest descent directions. Hence, overall, we recommend the Hooke and Jeeves and the conjugate gradient strategies, with a slight bias in that order.
2 ) Multiple Transmitter Problem: Four examples have been created to illustrate the methodology proposed for solving the multiple transmitter problem. In order to demonstrate the capability of the proposed algorithm in handling relatively higher dimensional decision variable vectors, each of these four examples was required to locate five transmitters to solve the Whittemore second floor region problem used in the previous set of experiments. The threshold path loss value s, was set at 100 dB for each receiver location i . (See Fig. 1 for the floor-plan of the region, and Fig. 2 for the solution of the various examples explained next.) The first example uses equal weights (1 .O) for all the spatial design receiver grid points. The second example uses relatively higher weights TABLE IV  RESULTS ON GRID-VARIATION AND DIFFERENT STARTING  SOLUTIONS FOR THE MULTIPLE TRANSMITTER PROBLEM   #Functional Table IV gives the results obtained. (Further details on the data and the exact location of the initial and final solutions are available from [6] .)
The results in Table IV highlight the advantages of the grid-size variation scheme. This scheme tends to produce appreciably better solutions, even when the algorithm is started at a poor initial solution. Note that even with a good initial start, the algorithm tends to stall while somewhat remove from optimality, or as in examples 3 and 4, without making any progress, when no grid-size variation is used. Also, when the algorithm is started with a relatively intelligent, welldistributed starting solution, it appears to make better progress toward optimality, although it performs fairly well even with weakly motivated starting solutions.
v. SUMMARY AND CONCLUSION In this paper, we have presented a conceptual analysis and modeling of a novel problem involving the location of transmitters to serve a distribution of receivers. Both the single transmitter and the multiple transmitter cases have been addressed. We have also investigated the use of modified nonlinear search algorithms for solving this problem. Overall, the starting solution scheme that has been prescribed, along with the grid-size variation technique used in concert with the proposed Hooke and Jeeves or conjugate gradient search direction strategies appears to compose a viable algorithmic procedure.
The research conducted here can be extended to handle other more complex situations. These might include the following: a) Incorporation of alternative design efficiency describers such as delay-spread, and other quality of coverage describers into the objective function.
b) Extensions of the proposed model to handle discrete or disconnected spaces characterizing the admissible candidate set of potential transmitter locations. c) Consideration of more complex propagation prediction procedures using ray-tracing algorithms that incorporate effects of diffraction, building materials, reflections, etc. This might also include the case where instruments instead of models are used to measure the actual signal strengths at the various receiver locations. In these latter cases, in order to conserve overall solution effort, it might be advisable to use more aggregate propagation-prediction models during the initial iterations, such as those given in [13] , and to switch over to the more accurate prediction or measurement techniques while refining the final solution. He is the Charles 0. Gordon Professor of Industrial and Systems Engineering at Virginia Polytechnic Institute and State University, Blacksburg. His research area includes analyzing and designing algorithms for specially structured linear, nonlinear, and integer programs arising in various applications, global optimization methods for nonconvex programming problems, location theory, and economic and energy mathematical modeling and analysis. He has published more than 110 referred articles in various archival journals in the field and has published three books on the topics of disjunctive programming, linear programming and network flows, and nonlinear programming. He serves on the editorial hoard of six leading journals in the field.
Dr. Sherali has won several awards for engineering, mathematics, and education, including a gold medal from the Indian Institute of Engineers, the Institute of Industrial Engineering's David 
