Abstract-The aim of this work is to design a fractional delay second order Volterra filter that takes a discrete time sequence as input and its output is as close as possible to the output of a given nonlinear unknown system which may have higher degree nonlinearities in the least square sense. The basic reason for such a design is that rather than including higher than second degree nonlinearities in the designed system, we use the fractional delay degrees of freedom to approximate the given system. The advantage is in terms of obtaining a better approximation of the given nonlinear system than is possible by using only integer delays (since we are giving more degrees of freedom via the fractional delays) and simultaneously it does not require to incorporate higher degree nonlinearities than two. This work hinges around the fact that if the input signal is a decimated version of another signal by a factor of M , then fractional delays can be regarded as delays by integers less than M . Using the well known formula for calculating the discrete time Fourier transform (DTFT) of a decimated signal, we then arrive at an expression for the DTFT of the output of a fractional delay system in terms of the unknown first and second order Volterra system coefficients and the fractional delays. The final energy function to be minimized is the norm square of the difference between the DTFT of the given output and the DTFT of the output of the fractional delay system. Minimization over the filter coefficients is a linear problem and thus the final problem is to minimize a highly nonlinear function of the fractional delays which is accomplished using search techniques like the gradient-search and nature inspired optimization algorithms. The effectiveness of the proposed method is demonstrated using two nonlinear benchmark systems tested with five different input signals. The accuracy of the stated models using the globally convergent metaheuristic, cuckoo-search algorithm (CSA) are observed to be superior when compared with other techniques such as real-coded genetic algorithm (RGA), particle swarm optimization (PSO) and gradient-search (GS) methods. Finally, statistical analysis affirms the potential of the proposed designs for its successful implementation.
I. INTRODUCTION
T HE modeling of unknown systems is of significant importance in different fields of engineering [1] . Various linear systems have been utilized owing to the simplicity in This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. solving the system identification problems and in developing different signal processing techniques [2−8] . Such linear systems have been extensively applied with the comprehensive mathematical analysis and simplified simulations. However, most of the practical systems exhibit nonlinear behaviour due to which the estimation using linear systems is not accurate. To state some, in estimating the saturation-type nonlinear systems [9] , development of nonlinear behaviour due to brake sequel conditions in automotive industry [10] , identification of nonlinear dynamical structures [11] , using linear models can often give corrupt results. The application of nonlinear systems have been extensively researched by practitioners in various science and engineering fields such as in communication engineering, signal processing, biomedical engineering and system identification [12] . Some typical applications [13] in communication systems include amplifier nonlinearities, nonlinear satellite channel, compensation of nonlinearities, equalization of nonlinear channels, blind identification, nonlinearities in orthogonal frequency division multiplexing systems and digital magnetic recording. In speech and image processing, the nonlinear systems are employed for the compensation of loudspeaker nonlinearities, in adaptive quadratic filters, nonlinear echoes cancelation and many more.
In the past, much research has been carried out for estimating practical systems using a variety of nonlinear systems based on different models. These nonlinear models and functions include Volterra and Wiener series [14, 15] , Hammerstein model [16] , Walsh functions [17] , Kautz models [18] , Laguerre transform [19] , Uryson model [20] and neural networks [21] etc. The aforementioned models have been substantially implemented in nonlinear system identification problems. Conventionally, the modeling of unknown systems was practiced using the gradient based search methods. Based on the successful implementation of metaheuristic algorithms in the system identification problems, the trend has been shifted towards the use of these algorithms. In [14] , Chang efficiently utilized the improved particle swarm optimization algorithm for the different memory size Volterra filter models of nonlinear discretetime systems. The implementation of the gravitational search algorithm for the nonlinear and linear system identification problem was proposed by Rashedi et al. in [22] . Gotmare et al. applied the CSA for the improvement of nonlinear system identification of adaptive Hammerstein model [16] . The above referred techniques implemented the concept of integer delays to obtain a nonlinear system with significantly accurate estimations. In this paper, we propose to model a highly nonlinear system with quadratic, cubic and even higher order nonlinearities in the presence of noise using a fractional delay second order Volterra nonlinear system. The input-output equation for such an approximating system is the usual relation for a system involving an FIR linear system and an FIR second order Volterra system but with fractional delays. Both the continuous time and the discrete time models have been addressed. The fractional delay Volterra system is an LIP (Linear in parameters) model as far as the filter coefficients are concerned, but it is an NLIP (nonlinear in the parameters) model as far as the fractional delays are concerned. Thus, using the standard least squares algorithm, the first and second order filter coefficient estimates from input-output data can be obtained using standard orthogonal projection theory, but with the orthogonal projection being a highly nonlinear function of the fractional delays. By substituting this expression for the filter coefficient estimation into the original least squares energy function, we obtain an energy function that is a nonlinear function of the time delays but not involving the filter coefficients. Then, a search algorithm is used to minimize this energy function w.r.t. the fractional delays and hence obtain good estimates for the latter. The computation has been carried out entirely in the frequency domain because time delays appear as exponentials which multiplies with the Fourier transform of the signals. These exponentials can be represented as steering vectors which depend on the fractional time delays and elegant expressions for the energy function in terms of these steering vectors can be derived. If however, we work in the time domain, then the fractional delays appear inside the time argument of the signals involved and hence optimization algorithms are impossible to carry out. For practical implementation using MATLAB the signals must be discrete time and we have formulated this discrete time version by representing the input signal as a decimated version of the original input by an integer factor of M > 1 and the fractional delays by integers in the range 0, 1, . . . , M −1. The simulation results show that it is possible to approximate complicated nonlinear systems like the ratio of two nonlinear Volterra systems using this second order system involving fractional delays. The advantage of the proposed approach is that no extra filter coefficient energy is required. Indeed, fractional delays do not change the signal energy, they merely shift the signal and superpose. Here, we identify the parameters of a fractional delay second-order Volterra system from input data. This model gives a more accurate system identification with fewer filter coefficients, especially for nonlinear systems like multipath systems with interaction between the different paths shown in Fig. 1 . Further, the gradient-search (GS) and stochastic-search approaches are employed to obtain a close approximation of the unknown nonlinear systems. The optimization algorithms utilized are, real-coded genetic algorithm (RGA), particle swarm optimization (PSO) and cuckoosearch algorithm (CSA). The results and analysis presented, demonstrate high accuracy using the proposed design methods.
The paper is organized in 6 sections. Following the literature survey in Section I, the nonlinear system identification problem is modeled as a second order Volterra system using fractional delays in Section II. Section III presents the gradient-search optimization technique articulated for the Volterra system identification problem. A brief overview of stochastic algorithms for the formulated problem is discussed in Section IV. In Section V, two design examples are illustrated and analyzed for different input signals. Finally, Section VI concludes the paper.
II. VOLTERRA SYSTEM MODELING USING FRACTIONAL DELAY Suppose y d (t) is the desired nonlinear system output and it is well approximated using a third order Volterra system with p integer delays, given by (1) where, x(t), y(t) are the input and corresponding output of the Volterra system, {h(k)} are the first order kernels of the linear system response with integer delays, kΔ and {g(k, m)} are the second order kernels associated with the nonlinear system response with integer delays, kΔ, mΔ and {f (k, m, r)} are the third order kernels associated with the nonlinear system response with integer delays, kΔ, mΔ and rΔ.
To implement this filter, we require O(p 3 ) multiplications and further, the right hand side of the above expression is modeled as
|f (k, m, r)| (2) where, M 0 = max t |x(t)|. In this system identification problem, the aim is to estimate the filter coefficients of a second order Volterra system modeled using the fractional delays, such that it matches the response of an unknown system with higher order nonlinearities. In Fig. 2 , this concept is demonstrated by applying the gradient-search and stochastic optimization algorithms. The Volterra system mathematically models the linear and nonlinear combinations of its input signal using the infinite Volterra series expansion in the form of convolution integrals. The second order Volterra system can be expressed as [23] 
where, h(0) is the constant kernel, {h(k)} are the first order kernels of the linear system response with fractional delays, τ k and {g(k, m)} are the second order kernels associated with the nonlinear system response with fractional delays, τ m . Here, τ k is varied in addition to the {h(k)} and {g(k, m)}, to get an equally good output match, with O(p 2 ) multiplications. The right hand side of eq. (3) is modeled as
which is likely to be much smaller than eq. (2). Thus, by spending less energy and fewer multiplications, we are able to obtain nearly the same output error. The objective is to optimize the parameters,
is minimum. Here,
. .
where
The optimal equations are
Calculating the first two terms, we get
Calculating the third term, we obtain
Defining the nonlinear filter vector
and the (p + p 2 ) × (p + p 2 ) matrix is given by eq. (12) . Also define
Then, the optimal equations for k
Further, τ is extended aŝ
Now
So the optimal fractional delays arê
The proposed method can be applied to better equalization of nonlinear channels with random delays, for better forecasting of system and better system identification. Less power loss is there since loss depends on the number of coefficients and
not on the delay given to each one. Moreover, the Volterra fractional delay system can be made adaptive, resulting in better adaptive noise cancelation, when the noise is generated from nonlinearities with delays like hysteresis. The optimal values of these fractional delays and Volterra kernels of first and second order are computed using the gradient-search and metaheuristic algorithms, described in the following section.
III. GRADIENT SEARCH METHOD This section focusses on the implementation of the gradientsearch method to approximate the response of the unknown nonlinear system. This optimization is carried out using a gradient descent approach explained as follows.
where, X(ω) is the DTFT of input signal x(t) and R ∈ (0, T ). Now,
Substituting eqs. (20) and (21) 
and
can be calculated using eq. (20), we get
The designed system can be formulated using the above equations with
Eq. (28) updates the gradient-search algorithm for the fractional delay values.
IV. STOCHASTIC SEARCH ALGORITHMS
The stochastic search algorithms are proven to produce optimal solutions to the complex problems in a reasonably practical time. These algorithms are characterized as heuristic, adaptive and learning with which they produce effective optimizations. Genetic algorithm, particle swarm optimization and cuckoo-search algorithm are population based, since they use a set of strings, particles and host nest, respectively to obtain the solution which are globally optimal. Further, these algorithms are briefly reviewed in this section.
A. Real-Coded Genetic Algorithm
The basic concept of GA was introduced by Holland in 1975 [24] and it is an adaptive population based optimization method. This bio-inspired technique is based on the evolutionary ideas of natural selection and genetics, wherein a set of coefficient chromosomes is selected and encoded as binary strings. To avoid the precision problems, the final local tuning potential of a binary coded GA is improved with the use of RGA. Using real values, the natural form of the strings is maintained, thus, avoiding the coding and decoding processes. A considerable increase in the speed of operation, efficiency and precision in the results can be observed. RGA is universally employed to obtain the set of optimal solutions [25] . The algorithm undergoes three main processes after randomly generating the initial population. The selection process chooses better individual genotype chromosome depending on computing the fitness of each individual and produce a new generation of offspring chromosomes. The use of tournament operator allows a competition amongst the chromosomes on the grounds of their fitness values, where winners are selected with better fitness values. The crossover process is responsible for combining two chromosomes to produce new generations in search of a better fitness. A heuristic crossover operator aims towards determining the direction towards a better solution. Finally, the mutation process makes random changes to incorporate diversity in the results for achieving the global solution. The adaptive feasible mutation generates random variations adaptively with respect to the last successful or unsuccessful generation. The implementation steps of GA for the nonlinear system modeling using second order Volterra system model are adopted from [26] .
B. Particle-Swarm Optimization
The social behavior of certain animals within a team such as fish schooling, insect swarming and bird flocking is transformed into an artificial swarm and is mathematically modeled as the PSO algorithm. It is a robust, populationbased stochastic search technique which is suitable for nondifferentiable and multiple objective functions. It was developed in 1995 [27] , and is successfully being applied to many engineering applications. In this algorithm, each particle acts as agent and is a potential solution. It is characterized by its position in the solution space and velocity with which it moves towards the optimal solution evaluated by the best fitness value. At every iteration, each particle is attracted towards the position of the current global best location. The velocity of the ith particle in the current iteration (let l), is adapted by evaluating the sum of three terms: the global best position vector, gbest, its personal best value, pbest and the particle's present velocity, v l . This new velocity vector is determined by the following formula considering the initial velocity, v
where W is the inertia weight parameter that controls the tradeoff between gbest and pbest of the swarm. Its value is set less than one. C 1 , C 2 are the learning parameters that indicates the relative attraction towards gbest and pbest and α, β are random numbers ranging between [0, 1]. Also, the new position, x l+1 i of the ith particle is updated by using
On calculation of the new position, the particle flies to that location and ultimately at the final iteration, the global best solution becomes the optimal solution searched by PSO. The implementation steps of PSO for the nonlinear system modeling using second order Volterra system model are adopted from [28] .
C. Cuckoo-Search Algorithm
CSA is a mathematical conceptualization which simulates the breeding strategy of the cuckoo birds. It was developed in 2009 by Yang and Deb [29] . It is based on the unique parasitic behaviour of some cuckoo bird species in combination with the Lévy flight. These bird species reproduce and lay their eggs in the nests of other birds. The host birds sometimes belligerently throw away the foreign eggs to increase the probability of hatching their own eggs. Whereas, some host birds simply abandon their nests and build a new nest at a new location. In CSA, each cuckoo egg in the host's nest symbolizes to a potential solution of the design problem. Each solution is characterized by its fitness value. The objective of CSA is to exchange a low fitness value solution with a better solution. In the process of generating a new solution, the concept of random walk performed by Lévy flights is applied. In this, the next step of the random walk is based on the current location (solution) and the transition probability to the next location.
In order to simplify the algorithm, it is governed by three guiding rules [29] . (i) Each bird is allowed to lay only one egg at once, which is randomly placed among the host bird's nests.
(ii) The nest with the high quality eggs (solutions with high fitness values) will be imparted over to the next generation. (iii) A predetermined number of host nests are available, in which the probability of identification of alien eggs by host birds is also fixed (P a ∈ [0, 1]). In instance of discovery, the host bird can either throw the alien egg or abandon the nest.
While generating a new solution, the Lévy flight is performed, represented in eq. (31). It is a Markov chain in which the next step depends on the current location and the transition probability.
where a l is the solution vector which is the location of current solution at iteration, l, δ (δ > 0) is the step size that determines the distance of the random walk. If δ is too big, then a l+1 will be too far away from a l . Similarly, if δ is too small, then a l+1 will be very close to a l to be of any importance. Lévy(λ) is adopted from the Lévy distribution with an infinite variance and infinite mean [29] . The steps involved in the optimization algorithm utilizing the strategy of cuckoo birds for the process of evolving their generations along with their parasitic behavior are as follows.
Step 1: Initialize the maximum number of iterations (N ) and randomly generate an initial population of n c host nests, a l .
Step 2: Compute the fitness value, say E l , of randomly generated host nest, a l .
Step 3: Generate a new nest using the Lévy flights given in eq. (31) and compute the fitness value, say E l+1 , of the new nests.
Step 4: Compare the two fitness values. For a minimization problem, if E l > E l+1 , the initial host nests a l are replaced by new nests, a l+1 , generated by Lévy flights.
Step 5: Abandon a fraction of worst nests depending on the probability parameter p a and build new nests, a n using the random flights.
Step 6: Calculate the fitness of all the new nests and update the best nest, a b of the generation until the current iteration. Compare it with the fitness value of the nest of next iteration and update the best nest.
Step 7: Repeat Steps 2-6 till the maximum number of iterations has reached. The best solution, a b gives the optimal solution to the problem.
V. SIMULATION AND ANALYSIS
In this section, the discrete time nonlinear system identification problem is formulated and the simulated results have been presented. In order to implement the above formulated continuous time Volterra system using MATLAB, the discrete time signals are incorporated, by decimating the original input with integer factor of M > 1 and the fractional delays by integers in the range 0, 1, · · · , M − 1.
A. Fractional delay system in discrete time
Given an input signal
It is delayed by a fraction of r/M , where r is an integer in 0, 1,
The output generated by passing the input signal x[n] through a second order Volterra filter with fractional delays of r 1 , · · · , r p is given by
Considering a noisy signal, eq. (32) 
The Fourier transform of
where, k ranges over 1, 2, · · · , p and l ranges over
Let Ω be a discrete set of frequencies in [−π, π] which are equispaced. For each integer, r, a column vector of size equal to the cardinality of Ω is defined bŷ
Further the diagonal matrix is defined as
Assume that the inter-frequency spacing of Ω is Δ. Then we have
Considering the vectors
Then,
Further, in terms of the matrices
Thus,
Here,
h, g, r are estimated by minimizing
Now, writing
gives
Eq. (50) has to be minimized w.r.t q, r. Firstly, minimizing E w.r.t. q givesq
Substituting eq. (51) into the expression for E gives
Minimizing this w.r.t. r is equivalent to maximizing
w.r.t r.
Here, P S[r] is the orthogonal projection onto R(S[r]):
The above result has been simulated using the MATLAB software and the results are illustrated in the next subsection. 
B. Nonlinear System Modeling Examples
Extensive simulations have been conducted with two nonlinear system examples to evaluate the performance of the proposed method based on second order Volterra system using fractional delay. The unknown nonlinear system and a second order Volterra system are tested with five different input signals. The results obtained are presented in terms of the comparison between the actual system output and the estimated output using gradient search, RGA, PSO and CSA. Mean square error (MSE), accuracy and statistical data are investigated in order to demonstrate the effectiveness of the proposed nonlinear system modeling method. The fitness function is minimized such that the output of the estimated Volterra system closely approximates the actual nonlinear system output. The mean square error objective function is defined as
whereŷ[n] and y[n] are the response of the actual nonlinear system and the second order Volterra system, respectively, M is the number of samples utilized to compute the fitness function. The two examples are expressed below.
1) Example 1:
A standard nonlinear model is considered to carry out the simulations as utilized by Chang in [14] . This system is input with the discrete-time signal, x[n] and the system output is given as
The eq. (56) is considered as the actual output which is approximated with the discrete-time output of the second-order Volterra system, y[n] given in eq. (32). Table 1 summarizes the control parameters of the stochastic algorithms to perform the system identification task. Several simulation runs have been performed with different initial conditions in order to obtain an accurate approximation to the nonlinear system under consideration. 0.4×square(n)+w[n] and (v) random input signal. The noise factor, w[n] is taken to be 0.5. Fig. 3 shows the comparison of the actual system output by simulating eq. (56) with the sinusoidal input signal and the estimated signal using gradientsearch, RGA, PSO and CSA. The mean square error between the actual and estimated system output with sinusoidal input signal is depicted in Fig. 4 for gradient-search, RGA, PSO and CSA. The Volterra system coefficients, h(k) and g(k, m) with kernel memory size, p = 5, optimized using aforementioned algorithms are listed in Table II . The mean value of MSE with a sinusoidal signal using gradient-search, RGA, PSO and CSA is observed to be 0.0028, 0.0036, 0.0016, and 8.6450 × 10 −4 , respectively. Based on the observations of MSE values and the graphical comparison in Figs. 3 and 4 , it is inferred that CSA gives a better approximation to the nonlinear system coefficients. The performance of the employed methodologies is sequenced as, CSA > PSO > GS > RGA. The comparison of output response of the system when tested with noisy sinusoidal signal is demonstrated in Fig. 5 . The MSE obtained when the system is subjected to noisy sinusoidal signal using gradient-search, RGA, PSO and CSA is shown in Fig. 6 . Table III indicates the kernel parameters of Volterra system with noisy sinusoidal input signal. The mean MSE values obtained are 0.0013, 0.0020, 9.5133×10 −4 and 5.3905×10 −4 , respectively, with gradient-search, RGA, PSO and CSA when the system is tested with noisy sinusoidal input signal. Thus, a better approximation to the nonlinear system coefficients is achieved with CSA and optimization techniques can be arranged according to the performance as, CSA > PSO > GS > RGA. Fig. 7 shows the comparison of the actual system output with square input signal and the estimated signal using gradient-search, RGA, PSO and CSA. Fig. 8 depicts the MSE observed when the system is tested with square input signal using gradient-search, RGA, PSO and CSA. The kernel parameters of Volterra system with squared input are reported in Table IV a good approximation to the nonlinear fractional delay second order Volterra system coefficients compared to other applied optimization algorithms. The performance of these algorithms is arranged as, CSA > PSO > GS > RGA. Fig. 9 exhibits the comparison of output response of the system analyzed with noisy square input using gradient-search, RGA, PSO and CSA. The MSE remarked for the system under consideration when examined with noisy square input is shown in Fig. 10 . −4 , respectively. Based on these MSE values, it can be finally deduced that nonlinear system identification with the second order Volterra system using CSA surpasses the other employed optimization methods. The performance can be ranked as CSA > PSO > RGA > GS. The comparison of output response of the system with random signal using gradient-search, RGA, PSO and CSA is demonstrated in Fig.  11 . The observed values of MSE and kernel parameters of Volterra system with random signal are exhibited in Fig. 12 and , respectively, with gradient-search, RGA, PSO and CSA when the system is tested with random signal. It can be concluded from the aforementioned results that the CSA based nonlinear system identification outperforms all other reported algorithms in terms of MSE. The order of the algorithm based on its performance is given as CSA > PSO > RGA > GS.
Furthermore, the statistical analysis in terms of maximum, minimum, mean, variance and standard deviation of the MSE is performed to evaluate the performance of the proposed method. Table VII shows the comparative numerical values of different characteristics like maximum, minimum, mean, variance and standard deviation of mean square error of the proposed second order fractional delay Volterra system for different input signals using gradient-search, RGA, PSO and CSA algorithms. This analysis provides a detailed comparison amongst the performance of estimated Volterra systems employing all four optimization techniques. It is observed that the MSE value obtained with CSA is lower as compared to other algorithms with all input signals. From Figs. 3-12 and statistically analyzed results from Table VII, it is evident that with all input signals, the proposed nonlinear system modeling method based on fractional delay second order Volterra system produced minimum MSE compared to that of the gradientsearch, RGA and PSO. Finally, it can be concluded that CSA based second order fractional delay Volterra system identification method gives superior results compared to other reported algorithms with all the input signals.
2) Example 2: In this example, the mathematical model of heat exchanger used in [14] is considered. The system can be expressed as 
where x[n] be the input to the system, w[n] is the static nonlinearity and d[n] be the output of the system. In order to evaluate the performance of this system Volterra kernel size is selected as p = 5 and the input to the system is tested with five different input signals. Fig. 13 shows the comparison of actual output and the estimated output using gradient-search, RGA, PSO and CSA, when the sinusoidal input signal is applied. The Volterra system coefficients obtained with sinusoidal input using gradient-search, RGA, PSO and CSA are listed in Table VIII . The MSE error noticed with sinusoidal input is exhibited in Fig. 14 is tested with sinusoidal input. Based on the observations of MSE values and the graphical comparison in Figs. 13 and 14, it is inferred that CSA gives a better approximation to the nonlinear system coefficients. The performance of the employed methodologies is sequenced as, CSA > PSO > RGA > GS. The comparison of output response of the system when tested with noisy sinusoidal signal is demonstrated in Fig.  15 . The MSE obtained when the system is subjected to noisy sinusoidal signal using gradient-search, RGA, PSO and CSA is shown in Fig. 16 . Fig. 15 . Comparison of actual nonlinear system output with second order fractional delay Volterra system model output using gradient search, RGA, PSO and CSA for noisy sinusoidal input signal x(n) = 0.8 sin(
Volterra system with noisy sinusoidal input signal. The mean value of MSE with noisy sinusoidal signal using gradientsearch, RGA, PSO and CSA is observed to be 0.0154, 0.0158, 0.0154, and 0.0137, respectively. Thus, a better approximation to the nonlinear system coefficients is achieved with CSA and optimization techniques can be arranged according to the performance as, CSA > PSO = GS > RGA.
The kernel parameters of Volterra system with squared input are reported in Table X . Fig. 17 shows the comparison of the actual system output with square input signal and the estimated signal using gradient-search, RGA, PSO and CSA. , respectively when squared signal is applied at the input of the system. From the graphical results and numerical values of MSE, one can conclude that CSA provides a good approximation to the nonlinear fractional delay second order Volterra system coefficients compared to other applied optimization algorithms. The performance of these algorithms is arranged as, CSA > PSO = RGA > GS. system with noisy square input signal. The comparison of output response of the system analyzed with noisy square input using gradient-search, RGA, PSO and CSA is demonstrated in Fig. 19 . The MSE remarked for the system under consideration when examined with noisy square input is shown in Fig. 20 . The MSE values for second order fractional delay Volterra system with gradient-search, RGA, PSO and CSA are 0.0068, 0.0040, 0.0039 and 0.0039, respectively. Based on these MSE values, it can be finally deduced that nonlinear system identification with the second order Volterra system using CSA surpass the other employed optimization methods. The performance can be ranked as CSA = PSO > RGA > GS. The comparison of output response of the system with random signal using gradient-search, RGA, PSO and CSA is depicted in Fig. 21 . The noted values of MSE with random signal is exhibited in Fig. 22 and with all input signals, the proposed nonlinear system modeling method based on fractional delay second order Volterra system produced minimum MSE compared to that of the gradientsearch, RGA and PSO. Finally, it can be concluded that CSA based second order fractional delay Volterra system identification method gives superior results compared to other reported algorithms with all the input signals. In order to demonstrate the effectiveness of the proposed method in terms of convergence rate, Fig. 23 shows the convergence of MSE obtained, for example 1 tested with sinusoidal input. Similar plots have also been obtained for the example 1 and 2 with different input signals which are not shown here.
C. Comparative Analysis 1) Comparison with a Third Order Integer Delay Volterra System:
The superiority of the proposed Volterra system identification method is demonstrated by comparing the results with a nonlinear Volterra system using an integer delay. Fig.  24 shows the comparison of approximated output of proposed second order fractional delay Volterra system in example 1, eq. (56) with the output of a third order integer delay Volterra system when both the systems are subjected to the sinusoidal input signal. From the visual analysis of Fig. 24 , it can be inferred that a better approximation of the nonlinear unknown system is achieved using the proposed second order fractional delay Volterra system to its integer counterpart of third order.
The mean values of MSE for integer and fractional delay system are obtained to be 3.2914 × 10 −3 and 8.6450 × 10 −4 . Thus, the introduction of fractional delay in the Volterra system identification technique leads to a better approximation with the involvement of less number of multipliers (due to order reduction) and low energy consumption in comparison to the integer delay systems. Similar graphical results are obtained for example 1 and example 2 with different input signals, which are not reported here.
2) Comparison with the Existing Techniques:
The comparison of the proposed second order fractional delay Volterra system with the other reported nonlinear system modeling method has been presented in for nonlinear system identification problem.
VI. CONCLUSION The objective of this work is to design an efficient method for nonlinear system approximation with the use of fractional delays. The novelty is that in implementing the fractional order delays, the higher order nonlinearities are estimated using a low order Volterra model with higher accuracy by using adept optimization methodologies. A discrete model of the estimation problem is formulated in order to simulate the proposed method in MATLAB. The Gradient-search method is developed for the system identification problem and optimizing the Volterra system parameters. To further optimize the system coefficients, different stochastic algorithms are applied. Two design examples are presented using nonlinear benchmark models with five different input signals and close approximations of the unknown system are analyzed in figures and tables, comparing the proposed gradient-search, RGA, PSO and CSA techniques. The statistical analysis of the estimated results is portrayed by computing the mean, variance and standard deviation of the computed error while performing multiple simulations. The accuracy in results is achieved with the globally convergent and widely applied metaheuristic optimization, CSA. A comparison between the various optimization technique is made. It can be concluded that the proposed method incorporating the fractional delay systems, delivers an effective approximation to an unknown nonlinear system modeled using a second order Volterra function.
