Abstract An ensemble algorithm of data mining decision tree (DT)-based CHi-squared Automatic Interaction Detection (CHAID) is widely used for prediction analysis in variety of applications. CHAID as a multivariate method has an automatic classification capacity to analyze large numbers of landslide conditioning factors. Moreover, it results two or more nodes for each independent variable, where every node contains numbers of presence or absence of landslides (dependent variable). Other DT methods such as Quick, Unbiased, Efficient Statistic Tree (QUEST) and Classification and Regression Trees (CRT) are not able to produce multi branches based tree. Thus, the main objective of this paper is to use CHAID method to perform the best classification fit for each conditioning factors, then, combined it with logistic regression (LR) to find the corresponding coefficients of best fitting function that assess the optimal terminal nodes. In the first step, a landslide inventory map with 296 landslide locations were extracted from various sources over the Pohang-Kyeong Joo catchment (South Korea). Then, the inventory was randomly split into two datasets, 70% was used for training the models, and the remaining 30% was used for validation purpose. Thirteen landslide conditioning factors were used for the susceptibility modeling. Then, CHAID was applied and revealed that some conditioning factors such as altitude, soil drain, soil texture and TWI, as terminal nodes and reflected the best classification fit. Then, a proposed ensemble technique was applied and the interpretations of the coefficients showed that the relationship between the decision tree branch nodes distance from drain, soil drain, and TWI, respectively, leads to better consequences assessment of landslides in the current study area. The validation results showed that both success and prediction rates, 75 and 79%, respectively. This study proved the efficiency and reliability of ensemble DT and LR model in landslide susceptibility mapping.
Introduction
Landslides are made by the erosion process on the mountainous terrain that contains weak soil structure, and it is responsible for the reshapes of hill slopes morphology. Landslide susceptibility maps delineate the stable area as well as the susceptible prone areas by various scales: very high, moderate and low susceptibility impact level (Guzzetti et al. 2006 ). GIS technology is widely used as an efficient tool in natural hazard susceptibility mapping, in which many statistical models can be integrated into its environment. Many researchers have employed data-driven techniques such as frequency ratio (FR), evidential belief function (EBF), Bayesian probability model, multivariate and bivariate logistic regression (LR) (Akgün and Turk 2013; Pourghasemi et al. 2012a Pourghasemi et al. , 2013b Tien Bui et al. 2012b; Xu et al. 2012) ; (Akgün 2012; Althuwaynee et al. 2012a, b; Bui et al. 2013; Pradhan et al. 2010a Pradhan et al. , b, 2011 Sezer et al. 2011) , and data mining approaches (Akgun et al. 2012; Pourghasemi et al. 2013a; Pradhan 2013; Pradhan et al. 2010c; Tehrany et al. 2013; Tien Bui et al. 2011 Zare et al. 2012) for natural hazard studies.
DT techniques a multivariate method known as a successful automatic classification scheme in landslide literature (Bui et al. 2013; Pal and Mather 2003) . Some of the highly developed algorithms of pattern recognition in DT are:
& Classification and Regression Tree (CART) (Nefeslioglu et al. 2010; Yeon et al. 2010) , which is a binary tree (two branches in each node) and it is used for classification and regression to evaluate distance between the classes.
& Improved algorithm ID3 "Iterative Dichotomizer" C4.5 (Quinlan 1993) , which is a suitable algorithm for evaluation of entropy and it can be used to split the original array into classes. This technique allows having the If-Then condition patterns for tree creation. Unfortunately, this algorithm does not deal with continuous dependent, thus, it is recommended for classification purposes only.
& CHi-squared Automatic Interaction Detection (CHAID) (Magidson 1993 ) is used for prediction and classification purposes, such as food consumption prediction (Bozkir and Sezer 2011) , medical vaccines for diseases classification rules (Naftulin and Rebrova 2010) , and financial crises prediction (Demyanyk and Hasan 2010) . In a report, Terratech (1994) considered mainly the road design parameters such as; width, angle, slope, cut, and fill of the road, analyzed with CHAID to study their effects on increasing the road on landslide vulnerability map.
Multivariate statistical CHAID method (a tree that has branches which represent the predictors and discriminate samples groups) produces an estimated significant chi-square level of interaction between conditioning factors and landslides. Also CHAID method is able to use the categorical and continuous conditioning factors. The pre-processed arbitrary classification of conditioning factors, and tree pruning task (remove the nodes that do not provide additional information) are usually used in C5 and Classification and Regression Trees (CRT) methods, whereas in the case of Landslides 11 & (2014) 1063 CHAID method they are not required. It is worth to mention that, CHAID method is considered as a new technique for mediumscale hazard mapping.
Multivariate statistical approaches, like discriminant analyses and LR models are successfully employed in landslide susceptibility mapping (Althuwaynee et al. 2014; Bai et al. 2011; Domínguez-Cuesta et al. 2007; Pradhan 2010) . The LR method can perform variable regression even if the variable has an abnormal distribution (Menard 2000) . On the contrary, it requires few data preprocessing on theoretical assumptions than discriminant analysis and like to use a bivariate classification (Ayalew and Yamagishi 2005; Bui et al. 2014) , in the result that will strongly highlight the uncertainty due to classification mechanism. Therefore, an autoclassification technique is preferable, like the one of the CHAID model,
The current research aims to perform landslide susceptibility mapping for the part of the Pohang-Gyeongju Cities (South Korea) using ensemble CHAID and LR model. The proposed ensemble method has not been applied before in landslide susceptibility mapping and that marks the novelty of this study. The possibility of adopting this theory must be appreciated in a medium-scale landslide prediction assessment.
Study area
The Pohang-Kyeong Joo catchment is located in the north of Gyeongsang Province, which shares a border with the Pohang basin and Gyeongju basin. The study area encompasses 170 km 2 and is located between 129°17′ and 129°25′ west-east longitudes and 36°50′ and 35°55′ north-south latitudes (Fig. 1) .
The average annual temperature during a monsoon season (late June to early August) is 12.2°C (54.0°F). The western parts of the region are considered as the highest landslide activity zone which is about 420 m above MSL.
Heavy rainfall is the main landslide triggering factor in the study area, which increases the shear stress in debris mass materials. The highest precipitation amount registered from June to September was between 114 and 326 mm. An average precipitation of 150 mm was recorded in 2 days from 25 July 1998 to 26 July 1998, produced 283 shallow landslides. Geologically, the study area is composed of mud rock with abundant shale deposited in shallow marine basins. Also, 50 % of the study area consists of well soil drained flow rate. Slopes are vulnerable because mud rock that contains abundant of clays increases the sensitivity of the slopes to extrinsic conditions such as rainfall, cloudburst or snowfall.
Landslides in mud rock, gneiss, and granite areas occur in a similar manner; which develop from translational slides and then transform into flow-type landslides in the sliding stage (Jeong et al. 2011) . Therefore, compression strength can be easily modified. Based on the slope characteristics that have been mentioned, major percentage of slope failure in study area are represented by translational movement and others mudflow, and rotational movement represent less than 10 % (Table 1) .
Data
In this study, most of the dataset was gathered from the Korea Meteorological Administration. A landslide inventory map was generated from 296 landslide locations showing mainly translational mass movements. These locations were collected and digitized as polygons feature on a 1:5,000 scale map. Around 40 % of these 296 locations were found in the fine clay and 20 % were found in the loamy skeletal soil texture. Generally, rugged hilly terrain and a dense vegetation cover, represent the general formation of study area especially in north-west and south-west. Thirteen landslide conditioning factors were extracted and constructed in GIS (Fig. 2) for landslide susceptibility map generation. These factors consist of: slope angle, slope aspect, curvature, surface roughness index, altitude, distance from drains, stream power index (SPI), topographic wetness index (TWI), wood type, forest density, soil thickness, soil texture, and soil drains.
A digital elevation model (DEM) was generated from a topographic map scale of 1:5,000 with a contour interval of 5 m. Subsequently, nine conditioning factors were derived from the DEM, such as; slope angle (with a maximum 72°a ngle), slope aspect, and curvature. Curvature has three categories of concave, convex, and flat. The surface roughness (TWI) (Althuwaynee et al. 2012a) represents the concave and convex upward slopes, which are prepared by integration of the surface area and plain metric area parameters (Jenness 2011). SPI is used to measure the erosion power of the stream, which is inversely proportional to the slope stability level value.
The TWI is a runoff model, which shows the relation between the water inclination that accumulates in any location and the gravitational force inclination in the stream that accumulates down the slope. TWI value is inversely proportional to the slope susceptibility level value (Beven and Kirkby 1979) . Soil properties such as thickness, texture, and drain were extracted by polygon feature from a 1:25,000 map scale. Soil texture represents the distribution of soil mineral particle sizes like; fine clay, fine loamy, fine silty, and loamy skeletal soils that tend to trap water excessively. Soil effective thickness between 50 and 100 cm, represents 50 % of the study area, and covers almost 80 % of the landslide events (Lee and Min 2001) .
The mixture of wood with debris often increases the slope porosity (Sassa and Canuti 2008) , thus, wood properties such as wood type and forest density were digitized as polygon features from a map scale of 1:25,000. Wood types such as pine trees (D) and mixed broad-leaved tree (M) carry negative effect on land stability (Lee and Min 2001) . The reason being they are located in the top hills that needs dense, deep, and well-distributed rooting system to stabilize the slope materials (Lee 2004; Schmidt et al. 2001 ).
Methodology
In this study, two multivariate approaches (CHAID and LR) were used in ensemble model. The methodology started first with converting the independent variables into same scale, then used it as an input dataset in CHAID model. It is worth to mention that, in this step we need to find the terminal nodes that carry the lowest chi-square values among the classified layers whereas, each node carry its own corresponding landslide percentage. In the second step, it used the terminal nodes as input dataset in LR model, the resultant probability coefficients of LR, helped to find the best fitting function. Highest positive corresponding probability coefficients lead to the best fitting function of terminal nodes. Finally, all the probability coefficients were combined with its corresponding factors to build the landslide probability map.
CHi-squared Automatic Interaction Detection CHAID as one of the main DT techniques has been popularly used in many regression and classification studies that shapes the result as a tree structure (Kass 1980) . CHAID is successfully applied in marketing such as studying the customer's tendencies (Bozkir and Sezer 2011; Rygielski et al. 2002) and also it is applied in many psychology research on human behaviors. Recently, the use of CHAID has been explored in environmental hazard analysis (Jakob and Hungr 2005) . Some tangible characteristics and applications of CHAID method & In contrast to other DT algorithms such as CRT and QUEST, CHAID builds non-binary tree framework containing two or more branches growing from a single node. Also, in this case no pruning is required for final tree (SPSS 1998).
& Dependent variable and conditioning factors were presented as nominal, ordinal or continuous data.
& Deal with non-normal distributed data and its performance is better than the regression of cluster analysis.
& Data summarizing performance is equivalent to stepwise regression models (e.g. logistic regression).
& Missing values is considered as a single category. & Pre-processing of the relationship between the dependent variable and conditioning factors is not required.
In CHAID, the performance of classification iteration stops whenever it does not find any significant chi-square value between the dependent variable and conditioning factors. For that reason, the higher chi-square value nodes come first in the tree, whereas, the terminal nodes carry the lowest chi-square values. The CHAID method considers two types of statistical tests that cope with data type and target nature. First, if data is categorical in nature, Eq. 1 of Pearson chi-squared will be used:
where,
,is the observed cell frequency and m ij , is the estimated expected cell frequency for (x n =i,y n =j) following the independence model. The corresponding p value given by p=Pr(x d e >x 2 ) (Baker and Cousins 1984) .
Second, if data is continuous, Eq. 2 of F test is used. Else, if it is ordinal in nature, a likelihood-ratio test will be considered (Nisbet et al. 2009 ).
And F(I−1, N f −1) is random variable following F distribution with degrees of freedom I−1 and N f −1.
Parameters setting
The output of the CHAID method has the tree structure which consists of branches that represent automated classification of each significant conditioning factor, with a specific percentage of landslides (1) and non-landslides (0), in each node. The top of the tree is composed by a unique cell carry node (# 0) which represents the dependent variable information, such as the total number of training sites (landslides and non-landslides). The rest of the tree is formed by nodes representing the conditioning factors classification, which carries certain information such as node number, class interval limit, counts of landslides and nonlandslides.
Pre-setting of the model's criteria is essential, because that will positively or negatively affect the tree size and processing time. Here, the main criteria components are; growth limit, merging value, and parent and child nodes (Naftulin and Rebrova 2010) . The minimum value of each criterion represents the limit of stopping the tree growth process.
Each criterion will be discussed separately. Starting with merging function, which is considered as the limit of the statistical significant (p value≤0.05 recommended). A new branch will be created if it meets the significant limits, otherwise the branch will be merged (Naftulin and Rebrova 2010) .
& The growth limit represents the tree depth, as higher value positively affects the conditioning factors through optimizing more relationships between them, and negatively, by increasing the process time and tree complexity.
& Merging categories control the amount of the nodes. For example, higher merging percentage will weaken the decision by producing large amount of nodes.
& Chi-square statistic; Pearson statistical test is recommended for large dataset. Using p value merging or creating a new branch can be controlled (Saito et al. 2009 ).
Generally, whenever the merging category values are near or equal to 1, the child nodes' amount of continuous factors, will be equal to value of Eq. 3. This condition shows a positive and direct relation between merging value and nodes amount.
Child node amount of continuous factor ¼ maximum value of factor interval value
After preparing all the conditioning factors and dependent variables, then inputs were then fed into the software and the required criteria were chosen, and the CHAID method was run. The first level (parent node), represents the highest Chi-Square value, and terminal nodes represent the most significant predictors in CHAID analysis. So the syntax of training rules is considered as the terminals nodes only. Finally, mapping and overlaying procedures were performed in ArcGIS 10 software, using the most significant classification terminal nodes. The main advantage of CHAID method is, the resultant tree framework, is based on logical relationship between conditioning factors, which demonstrate the landslide consequences of occurrence regarding to the environmental and topographical factors (Terratech 1994) .
Logistic regression
The logistic regression (LR) relies on measuring the results with dichotomous variables such as 1 and 0 or true and false. Moreover, LR builds a statistical model to predict the logit transformation of dependent variable (landslide) occurrence probability (Pradhan 2010) .
LR compute the changes in the likelihood of falling in each category to find the best fitting model to describe the relationship between landslide dependent factor(presence or absence of landslides) and independent factors such as slope and altitude, and then ranking the factors according to the highest numerical code among dependents (Bai et al. 2012 ). The LR model is widely applied in landslide susceptibility assessment (Bai et al. 2011; Domínguez-Cuesta et al. 2007; Hosmer and Lemeshow 2000; Lange 2002; Pradhan 2010) .
In LR, Eq. 4 was used to fit the dependent variables:
where, Z represents the linear combination of independent variables, absence or presence of a landslide, and variables value from −∞ to +∞. By contrast, fewer parameters with fewer cells are advisable for short and reliable operation process and reasonable equation limits. The probability (p), which is the estimated probability of occurrence, denotes any pixel that is susceptible to slope failure, and can be represented as the conditional probability in the LR model by the following expression:
where, p is the number of independent variables, b 0 is the constant or intercept of the equation, and b 1 , b 2 ,…, b p are the coefficients of the independent variables x 1 , x 2 ,…, x p . The independent binary variable with values of one or zero indicates the presence or absence of a category (Dai and Lee 2002; Ohlmacher and Davis 2003) . The use of an equal amount of landslides and no-landslides pixels is recommended for training purposes (Nefeslioglu et al. 2008) . In this study, a forward stepwise approach was used, and a significant number was considered as an indicator of the most important contributed predictor variable in the presence of landslides. Finally, the regression indices of the predictors were imported to perform the final probability map in GIS by using Eqs. (4) and (5).
Results and discussion
The CHAID method was applied and its reliability and productivity was assessed. Around 208 polygons were randomly selected (1,247 pixels) that represent the landslide locations. This amount constitutes 70 % of the entire landslide inventory. Also, the same number of polygons which were represented the non-landslide locations were selected. The rest 89 polygons of inventory were kept for the model prediction validation assessment. Model criteria setting is an essential step for optimizing the processing time and achieving the desirable results. Thus, Pearson Chi-square statistic test was used to control the classification significant level of CHAID result. Table 2 shows the main criteria setting with prediction percentage.
The criteria selection process considers the prediction percentage value as validity scale. Moreover, it is not an easy task, because it may increase or decrease certain specifications than others. Hence, a setting process was used to find the optimum criteria in the current research:
& Fixing the parent node and child node to a minimum value, and increasing the significant level of merging categories. That will create more nodes with low prediction values, and it is counted as one of the disadvantages of this method (Naftulin and Rebrova 2010)which misleads the decisions for problem solution (Nisbet et al. 2009 ).
& Fixing the significant level of merging categories, and by increasing the parent node and child node minimum values. The Nagelkerke R square 0.322 overall process of selecting the optimum criteria is shown in, Table 2 and Fig. 3 .
Conditioning factors' relationship and LSM generation
Generally, the main factors that need to be analyzed in order to predict the future slope failures are conditioning factors and the cluster pattern zones of landslides. Thus, the CHAID method tends to classify the clustered zones effectively to address the relationships between the conditioning factors and the logical sequences of collapse (Table 3) . Predictive factors that CHAID does not successfully distinguish their logical clustering from adjacent areas will not appear. Few conditioning factors that have a strong logical relationship with slope failure were selected and classified by CHAID such as distance from drains, soil drains, soil texture, altitude, and TWI. Uppermost box (node # 0), is shown as the dependent variable's information that carries the total amount of samples of 1,247 landslides and 1,246 non-slides. The tree was started from the parent nodes that had the highest chi-square values representing the least significant influencing factors, and it continued till the terminal nodes that representing the optimum decision (Nisbet et al. 2009 ).
In Fig. 4 , the first row classified the distance from drains, which is considered as parent nodes and it has 4 nodes. Node #1 (≤36.1 m) and Node# 2 (36.1 to 134.5 m) contained 70 % of the total number of landslides and non-landslide locations, whereas node #3 (134.5 to 619.8 m) and node #4 (>619.8 m) contained 30 % only. It is proved that the terrain closer to the drain areas were more vulnerable to slope failures (Lee and Oh 2012) .
Then the process was continued with the second and third rows; the decision route of node numbers of 2, 9, and 19: The abovementioned results showed that 28.5 % of the total landslides have occurred in the areas that fall within that classification range.
The highest percentage of the landslides yield in decision route contained nodes numbers of 1, 6, and 17:
& Node #1; distance from drains (≤36.1 m) with 43 % of the total landslides.
& Node #6; soil drain seventh class (well drain) and sixth class, which represented the highest numbers of landslides (75 % from the total landslides) (Lee et al. 2013) .
& Node #17; TWI (4 to 5.6), which is considered as the lowest value in the factor value index (1.9 to 22), and that proves the direct relationship between the topography and landslide.
This decision route represented the highest number of landslides (43 %) occurred in the study area.
As mentioned earlier, optimizing the decision routes is mainly dependent on the highest percentage of landslide occurrences. By using such routes, it is possible to detect the susceptible areas to landslide efficiently (Terratech 1994) . In CHAID resultant tree, the terminal nodes that carried the lowest chi-square values were used to rank the classified layers by considering the percentage of landslide in each specific class (Kass 1980; Terratech 1994) . It should be mentioned that, for cross-validation purpose, the percentage of non-landslides may be used to delineate the non-landslides regions. Finally, each individual terminal node classes were reclassified and overlaid with other terminal nodes in ArcGIS 10, and then the landslide susceptibility map was constructed. 
Results of ensemble analysis
The LR functioned to optimize and rank the prediction probability for terminal nodes, which represents the highest significant classification in each decision route and CHAID tree. Before starting the LR forward stepwise process, a multi-collinearity test had to be performed (i.e., ANOVA of inflation factor, tolerance, and colinearity index). Test shows that all terminal spatial factors are not interdependent (tol>0.3) (Van Den Eeckhaut et al. 2012 ).
The maximum likelihood estimation method was used for model coefficient extraction by an iterative process. The difference in the −2 log likelihood (−2LL) is considered as an effective indicator of model improvement over the null model. The lowest value of the −2LL represents the best step fit of the model to the data and explains the value decrement until the final iteration step. Cox/Snell's and Nagelkerke's R square was used to measure the usefulness of the model. A higher R square value of Cox/Snell and Nagelkerke corresponds to a better model (Table 4) . Table 5 shows the Wald statistics for each model, the highest Wald value, implies the most significant value for the occurrence of landslides. The hypothesis test of each coefficient was calculated for each individual variable. The p value represents the anticipated probability of rejecting the null hypothesis, and defined by statistical relationship between variables at the 95 % confidence level. Hence if the p value is less than 0.05 then the null hypothesis is likely not true.
Thus, all terminal nodes were inserted and corresponding coefficient values were assigned. The probability coefficient of nodes 2:9:20 (distance from drain/soil drain/TWI) encircled a 28.5 % of the total landslides and yielded a high positive relationship with landslide occurrence.
As undisputable fact that landslides happened mainly in a clustered pattern in the areas closer to the drains (Lee et al. 2013) , in this study the distance between (36.1 and 134.5 m) was classified as a high susceptible regions. Moreover, node of a welldrained rate soil type, represent 50 % of the study area. Soil drainage refers to the permeability and average wetness or dryness characteristics of the soil. Landslide is directly proportional to soil drainage because drainage contains more water that reduces material cohesion through positive pore-water pressures, thus lowering the strength of the slope material below the established limits (Crozier 1999; Lee 2004) .
Landslide prediction probability and susceptibility map The linear sum of the independent variables coefficient and their respective coefficients and constant were calculated using Eq. 4 (Ayalew and Yamagishi 2005) . Then, the probability of landslide occurrence was calculated using Eq. 5 and the probability map shows ranges between 0.04 and 0.91 (Fig. 5) .
Subsequently, two susceptibility maps were produced, LSM1 was plotted using the terminal nodes only of CHAID tree, and LSM 2 represented the probability map produced by integrate the terminal nodes in LR model. Classification methods likely used to divide the histogram of the probability map into many categories for better extracting of the susceptible zones. In this regard, various types of methods are used in the literature (Dai and Lee 2002; Ohlmacher and Davis 2003) . As a result, the LSM1 (terminals nodes only) and the LSM2 (probability map) were classified into five susceptibility categories: not susceptible, low, moderate, high, and very high (Fig. 6 ).
Validation and comparison between LSM1 and LSM2
The resultant susceptibility maps were validated using receiver operating characteristic (ROC) method. The ROC consists of two axes: y-axis represents the sensitivity; x-axis represents the 1-specificity. Both training and testing data were used to measure the area under the curve (AUC), which indicated the prediction accuracy assessment result of LSM1 and LSM2. The observations of "landslide and non-landslide" were classified as a binary response into (positive, negative) categories. These categories produced four possible consequences (TP, TN, FP, and FN) . The desirable results should have high TP with low FP.
The sensitivity (Eq. 6) refers to a percentage of positively predicted cases among the whole the positive responses.
The specificity (Eq. 7) refers to a percentage of negatively predicted cases among the whole the negative responses.
In order to evaluate the ensemble validity, ROC (Fig. 7 ) was plotted first for the two models: LSM1 and LSM2. The AUC showed the success rate of the LSM1 and LSM2 models (0.74, 0.78), whereas the AUC of prediction rate was found to be 0.69, 0.75, respectively. The ROC results confirmed that the ensemble model map (LMS2), achieved higher prediction performance, than using terminal nodes only (LMS1).
Conclusion
The hazardous nature of landslides and its disastrous consequences is an indisputable fact worldwide, and topped the priorities of planners to develop solutions in short-and long-term basis. Recently, GIS is integrated with advanced statistical approaches in many hazards applications.
The main objective of this research was to use the DT-based CHAID method which is a novel multivariate method to perform the best classification fit for each landslide conditioning factor. The terminal nodes of the CHAID tree was combined with logistic regression model to find, first the corresponding coefficients of best fitting function, second to assess the optimal terminal node that leads to best description of landslide consequences assessment in the current study area.
In order to prove the prediction ability of the proposed ensemble model, two susceptibility maps were produced. The LSM1 was plotted using the terminal nodes only, and LSM 2 was produced by integrating the terminal nodes in the LR model. Both success rate and prediction rate curves of ROC were used to test the stability and prediction performance of both the maps. LSM1 showed a success rate AUC=0.73 and a prediction rate AUC=0.69. While best accuracy achieved by using LSM2, with AUC=0.79 and 0.75 for success and prediction rates, respectively.
As a general conclusion, the advantages of the current research are:
& Powerful DT method was applied which was not used widely in landslide literature. The model offers the best fit for logical automatic classification for landslide conditioning factors, without any interference from experts. & DT offers a valuable aid for insurance agencies and government engineers because of high capability to explain the causeeffect relationship. It also facilitates the design productivity for roads embankment, slope rehabilitations and design, which may be used in decision making.
