I. INTRODUCTION
T IMELY detection of line outages in a power system is crucial for maintaining operational reliability. In this regard, many online decision-making tools rely on a system model that is obtained offline, which can be inaccurate due to bad historical or telemetry data. These inaccuracies have been a contributing factor in many recent blackouts. For example, in the 2011 San Diego blackout, operators were unable to determine overloaded lines because the network model was not up to date [1] . This lack of situational awareness limited the ability of the operators to identify and prevent the next critical contingency, and led to a cascading failure. Similarly, during the 2003 US Northeastern blackout, operators failed to initiate the correct remedial schemes because they had an inaccurate model of the power system and could not identify the loss of key transmission elements [2] . These blackouts highlight the importance of developing online measurement-based techniques to detect and identify system topological changes that arise from line outages. In this paper, we tackle such topology change detection problems by utilizing measurements provided by phasor measurement units (PMUs), which are sampled at a much higher rate of 30 samples every second, for real-time monitoring of line outages.
Our work extends the results of [3] , [4] , where the authors developed a method for line outage detection and identification based on the theory of quickest change detection (QCD) [5] , [6] . In this method, the incremental changes in real power injections are modeled as independent zero-mean Gaussian random variables. Then, the probability distribution of such incremental changes is mapped to that of the incremental changes in voltage phase angles via a linear transformation obtained from the power flow balance equations. The PMUs provide a random sequence of voltage phase angle measurements in real-time; when a line outage occurs, the probability distribution of the incremental changes in the voltage phase angles changes abruptly. The objective is to detect a change in this probability distribution after the occurrence of a line outage as quickly as possible while maintaining a desired false alarm rate. In the previous work in [3] , a Generalized Cumulative Sum (G-CuSum) based algorithm was proposed to solve this problem. For this algorithm, a set of test statistics is computed in parallel, one for each line in the system. An outage is declared the first time any one of the statistics crosses a pre-specified threshold.
In this paper, we improve on the method proposed in [4] by considering the power system transient response immediately following the line outage. For example, after an outage, the transient behavior of the system is dominated by the inertial response from the generators. This is followed by the governor response and then the automatic generation control (AGC). We incorporate these dynamics into the power system model by relating incremental changes in active power demand to active power generation. We use this model to develop the Dynamic CuSum test (D-CuSum), which is used to capture the transient behavior in the non-composite QCD problem (see e.g., [5] , [6] ). Then, the Generalized Dynamic CuSum test (G-D-CuSum) is derived by calculating a D-CuSum statistic for each possible line outage scenario; an outage is declared the first time any of the test statistics crosses a pre-specified threshold. The proposed test has better performance because it considers the transient behavior in addition to the persistent change in the distribution that results from the outage.
Power companies currently use different approaches for line outage detection depending on the type of system. In distribution systems, which are typically radial networks, when a relay responds to a fault in a transmission line by actuating a circuit breaker, the loads that are served downstream from the fault location will experience outages. Oftentimes, these outages remain unnoticed until reported by customers and then restorative actions are taken. In transmission systems, state estimation is performed through the supervisory control and data acquisition (SCADA) system. However, the measurements acquired by this system are collected at a rate of one sample every five seconds, which is too slow for line outage detection in real-time.
Algorithms for topological change detection include those based on state estimation [7] , [8] , and rules that mimic system operator decisions [9] . More recent methods exploit the fast sampling of voltage magnitudes and phases provided by PMUs [10] - [12] . However, these schemes do not exploit the persistent nature of line outages and do not incorporate transient behavior. Only the most recent PMU measurement is used to determine if an outage has occurred. The authors of [13] proposed a method to detect line outages using statistical classifiers where a maximum likelihood estimation is performed on the PMU data. The authors also considered the transient response of the system after a line outage by comparing synthesized data against actual data. However, their method requires the exact time the line outage occurs to be known before applying the algorithm, whereas our proposed method does not have this restriction.
The remainder of this paper is organized as follows. In Section II we describe the model of the power system adopted in this work, and introduce the statistics describing the voltage phase angle before, during, and after the occurrence of an outage. In Section III, the proposed QCD-based line outage detection algorithm that accounts for transient behavior after a line outage is introduced. Other algorithms for line outage detection in literature are discussed in Section IV. Section V discusses how to identify line outages using the proposed algorithm. In Section VI, we illustrate the proposed ideas via numerical case studies on the IEEE 118-bus test systems, and compare the results of our algorithm with other line outage detection schemes. Finally, concluding remarks and directions for future work are provided in Section VII.
II. POWER SYSTEM MODEL
Let L = {1, . . . , L} denote the set of lines in a system with N buses. At time t, let V i (t) and θ i (t) denote the voltage magnitude and phase angle at bus i, respectively, and let P i (t) and Q i (t) denote the net active and reactive power injection at bus i, respectively. Then, the quasi steady-state behavior of the system can be described by the power flow equations (see e.g., [14] ), which for bus i can be compactly written as:
where the dependence on the system network parameters is implicitly captured by p i (·) and q i (·). The outage of line ∈ L at time t = t f is assumed to be persistent (i.e., the line is not restored until it is detected to be outaged), with (γ 0 − 1)Δt ≤ t f < γ 0 Δt, where Δt is the time between successive PMU samples and γ 0 is the index of the sample immediately after the outage. In addition, assume that the loss of line does not cause islands to form in the post-event system (i.e., the underlying graph representing the internal power system remains connected). 
A. Pre-Outage Model
, respectively. Similarly, variations in the active and reactive power injections at bus i between two consecutive sampling times are defined as
Proceeding in the same manner as in [4] , we linearize (1)
. . , N, and use the DC power flow assumptions (see e.g., [14] ), namely, i) flat voltage profile, ii) negligible line resistances, and iii) small phase angle differences, to decouple the real and reactive power flow equations. Then, after omitting the equation corresponding to the reference bus, the relationship between voltage phase angles and the variations in the real power injection can be expressed as:
where
is the imaginary part of the system admittance matrix with the row and column corresponding to the reference bus removed.
In an actual power system, random fluctuations in the load drive the generator response. Therefore, in this paper, we use the so-called governor power flow model (see e.g., [15] ), which is more realistic than the conventional power flow model, where the slack bus picks up any changes in the load power demand. Suppose the power system has N d load buses and N g generator buses. In the governor power flow model, at time instant k, the relation between changes in the load demand vector,
, and changes in the power generation vector,
where (2) to obtain a pre-outage relation between the changes in the voltage angles and the real power demand at the load buses as follows:
0 .
B. Instantaneous Change During Outage
At the time of outage, t = t f , there is an instantaneous change in the mean of the voltage phase angle measurements that affects only one incremental sample, namely, 
where r ∈ R N −1 is a vector with the (m − 1) th entry equal to 1, the (n − 1) th entry equal to −1, and all other entries equal to 0. Furthermore, by using the governor power flow model of (3), substituting into (5), and simplifying, we obtain:
C. Post-Outage
Following a line outage, the power system undergoes a transient response governed by B i , i = 1, 2, . . . , T − 1 until quasi steady-state is reached, in which B(t) settles to a constant B T . For example, immediately after the outage occurs, the power system is dominated by the inertial response of the generators, which is then followed by the governor response. As a result of the line outage, the system topology changes, which manifests itself in the matrix H 0 . This change in the matrix H 0 resulting from the outage can be expressed as the sum of the pre-outage matrix and a perturbation matrix, ΔH , i.e., H = H 0 + ΔH . Then, by letting
, and proceeding in the same manner as the pre-outage model of (4), we obtain the post-outage relation between the changes in the voltage angles and the real power demand as:
D. Measurement Model
Since the voltage phase angles, θ [k] , are assumed to be measured by PMUs, we allow for the scenario where the angles are measured at only a subset of the load buses, and denote this reduced measurement set byθ [k] . Suppose that there are N d load buses and we select p ≤ N d locations to deploy the PMUs. Then, there are
possible locations to place the PMUs. In this paper, we assume that the PMU locations are fixed; in general, the problem of optimal PMU placement is NP-hard and its treatment is beyond the scope of this paper. LetM
Then, the absence of a PMU at bus i corresponds to removing the i th row ofM . Thus, letM ∈ R p×N d be the matrix obtained by removing N − p − 1 rows fromM . Therefore, we can relatê
where C ∈ R p×(N −1) is a matrix of 1's and 0's that appropriately selects the rows ofM . Accordingly, the increments in the phase angle can be expressed as follows:
The small variations in the real power injections at the load buses, 
. . .
where μ := −P [γ + 1]CM 0 r is the instantaneous meanshift and γ 1 = γ 0 + 1. It is important to note that for N (0,M ΛM ) to be a nondegenerate probability density function (pdf), its covariance matrix,M ΛM , must be full rank. We enforce this by ensuring that the number of PMUs allocated, p, is less than or equal to the number of load buses, N d , and that they are deployed at nodes such that the measured voltage phase angles are independent. The matricesM are known based on the system topology following a line outage and Λ can be estimated from historical records.
III. LINE OUTAGE DETECTION USING QCD
In the line outage detection problem setting, the goal is to detect the outage in line as quickly as possible subject to false alarm constraints. The outage induces a change in the statistical characteristics of the observed sequence {Δθ[k]} k ≥1 . The aim is to design stopping rules that detect this change. A stopping time τ , adapted to the observed sequence, is a random time during which a line outage is declared. The design of such stopping rules is a topic widely studied in the statistical signal processing literature, under the broader category of quickest change detection (QCD) theory (see e.g., [5] , [6] , [17] ).
A. Problem Setup
The goal in QCD is to design stopping rules to detect the change in the statistical behavior of the observed process as fast as possible under false alarm constraints. The false alarm constraint that we choose is based on the mean time to false alarm (MTFA); thus, we would like E ∞ [τ ] ≥ β, where β > 0 is a pre-determined parameter, and E ∞ is the expectation under the probability measure when no outage has occurred.
In order to quantify the detection delay for line outages, we introduce the following delay metric:
(12) According to (12) , the delay of stopping time τ for detecting an outage in line is measured by taking the expected value of (τ − γ 0 ) + after (i) assuming that the underlying distribution is the one induced on the observations when an outage occurs in line at time instant t f , and (ii) conditioning on a set of pre-outage observations {Δθ [1] 
In addition, the presence of the ess sup operation is equivalent to conditioning on the worst possible set of observations before the change, which is the set of observations that maximize the delay for a given γ 0 . Finally, since the instant of outage is unknown, a supremum is taken over all possible values of γ 0 . It should be noted that although the delay metric of (12) is generally difficult to compute, for the algorithms studied in this paper, it can be easily estimated by Monte Carlo simulations (see e.g., [6] ). We now provide an overview of QCD adapted to the line outage setting that includes transient dynamics.
In the setting described in Section II, we assume that a sequence of observations {Δθ[k]} k ≥1 is measured by PMUs and passed sequentially to a decision maker. According to the statistical model in (11) , before an outage has occurred, Δθ In classic QCD theory, the CuSum algorithm for the noncomposite setting (with known pre-and post-outage distribution) and Generalized CuSum (G-CuSum) algorithm for the composite setting (where pre-outage distribution is known and post-outage distribution belongs to a known set of distributions), are used to detect a persistent change in the distribution of a sequence. These tests have optimality properties with respect to popular delay-MTFA formulations (see e.g., [18] - [20] ). However, these algorithms are derived for statistical models that do not consider the transient behavior of the system following a change event. Here, we propose a stopping rule that exploits the transient phenomena following a line outage which results in performance gains over other methods.
For an intuitive interpretation of the detection algorithms discussed in this paper, we introduce the Kullback-Leibler (KL) divergence, which is an information theoretic measure of the discrepancy between two probability distributions, f and g, defined as:
It is easy to show that D(f g) ≥ 0, with equality if and only if f = g.
B. Generalized CuSum Test
The Generalized CuSum (G-CuSum) based test was proposed as a line outage detection scheme in [3] with the understanding that the transition between pre-and post-outage periods is not characterized by any transient behavior other than the meanshift that occurs at the instant of outage. The meanshift was captured by introducing an additional log-likelihood ratio term between the distribution at the time of change and the distribution before the change. The final test statistic takes the maximum of this log-likelihood ratio and the traditional G-CuSum test recursion.
Although the G-CuSum algorithm does not take any transient dynamics into consideration, it can still perform well when the transient distributions and the final post-change distribution are "similar", i.e., when the KL divergence between f (i) , i = 1, 2, . . . , T − 1, and f (T ) is small. As a result, it is useful to compare the performance of the G-CuSum test with the performance of the G-D-CuSum test that is proposed in this work.
Since the line that is outaged is not known a priori, the GCuSum test works by using the CuSum test statistics in a generalized manner. As a result, we compute L CuSum statistics in parallel, one corresponding to each line outage scenario, and declare a change when an outage to any line is detected. The CuSum recursion for line is calculated by accumulating loglikelihood ratios between f (T ) and f 0 . In particular, define the G-CuSum statistic corresponding to line outage recursively as:
with W C [0] = 0 for all ∈ L. The goal is to declare an outage as soon as any line is outaged; thus, the algorithm declares a detection the first time any of the line statistics crosses its corresponding threshold. Accordingly, the stopping time of the test is as follows:
with A > 0 being the threshold corresponding to line .
C. Generalized Dynamic CuSum Test
Since the statistical model used in this paper includes an arbitrary number of transient periods with finite duration, each one corresponding to a respective transient distribution induced on the observations, it is clear that the G-CuSum test of [3] needs to be modified to take this transient behavior into consideration. Toward this end, we introduce the Generalized Dynamic CuSum (G-D-CuSum) test. This test is derived by exploiting the so-called Dynamic CuSum (D-CuSum) test, a test also proposed in this work. This test arises as a solution to the noncomposite QCD problem under the presence of an arbitrary number of transient periods. The D-CuSum test statistic is derived by formulating the transient QCD problem as a dynamic composite hypothesis testing problem at each time instant. The G-D-CuSum algorithm uses the test statistics of the D-CuSum test in a generalized manner, i.e., calculates a test statistic for each possible line outage in parallel, and declares an outage when one of the line statistics crosses a pre-determined positive threshold corresponding to the line. We refer the reader to the Appendix for an in depth analysis of the D-CuSum test and the derivation of the test statistics based on the maximum likelihood ratio interpretation of the CuSum test.
By using the D-CuSum test statistic as a basis, we propose the G-D-CuSum test. The statistic for line is given as follows:
for i ∈ {1, . . . , T },
and
for all ∈ L and all i. The corresponding stopping rule is defined as
Calculating the test statistic for line involves calculating the statistics Ω (0) , . . ., Ω (T ) . The final test statistic is given by taking the maximum of these terms. Note that since the meanshift effect holds only for one time instant, Ω (0) corresponds to a log-likelihood ratio between the distribution at the outage and the pre-outage distribution. To renew each Ω statistic, the value of the statistic in the previous time instant and the value of the statistic used to detect the previous distribution change is used. The basis of this algorithm is that each statistic is used to capture one of the transient distributions. As a result, at each different period that the process goes through, one of the Ω statistics will dominate the others, leading to the adaptive nature of the algorithm. The test statistics are designed to use prior information from other test statistics, exploiting the fact that distribution changes occur in a sequential manner. It is also important to note that the structure of the algorithm is not affected by the duration of any of the transient periods. This is because the test statistic is calculated by maximizing a log-likelihood ratio over all possible changepoint allocations (see the Appendix).
IV. OTHER ALGORITHMS FOR CHANGE DETECTION
In this section, we present two additional change detection algorithms that are of lower complexity than the G-D-CuSum test. First, we present the Meanshift test, a detection scheme that can be shown to be equivalent to that proposed in [10] for detecting line outages. Next, we present a modified version of the Shewhart test (see e.g., [6] ) that accounts for transient dynamics but without using the history of the observations.
A. Meanshift Test
The Meanshift test presented here is a "oneshot" detection scheme, i.e., only the most recent observation is used to calculate the test statistics. For this algorithm, a single log-likelihood ratio between the distribution of the observations at the changepoint and before the changepoint is used to detect the outage. Thus, when using the Meanshift test, the line outage detection problem is treated as a problem of detecting the meanshift that occurs at the changepoint. In particular, define the meanshift statistic corresponding to line as follows:
Since an outage can occur at any line, a generalized test structure is used, i.e., the decision maker declares a change when one of the L statistics crosses the corresponding threshold, A . Consequently, the stopping time for the meanshift test is defined as
It is expected that the Meanshift test will perform worse than the G-D-CuSum test for the following reasons. First, the transient behavior is not incorporated in the definition of the scheme. Furthermore, the Meanshift test is designed without taking the persistency of the covariance shifts into account and without exploiting past observations. As a result, the log-likelihood ratio used in the test does not match the true distribution of the observations after the time of change. For example, during the first transient period (γ 0 < k ≤ γ 1 ), the expected value of the test statistic can be negative since
where E
(1) denotes the expectation under distribution f (1) .
B. Shewhart Test
A test widely used in QCD theory to detect a persistent change in the distribution of a sequence, mainly due to the ease of its implementation is the Shewhart test [6] . In the classic QCD setting, where no transient dynamics are present, a log-likelihood ratio between the persistent post-outage distribution and the preoutage distribution is used. By modifying the structure of the test to account for the meanshift and transient phenomenon after an outage, we derive a test that is better in terms of performance compared to the Meanshift test. This is done by introducing an additional log-likelihood ratio term for each transient response period and one for the meanshift. Similar to the Meanshift test, the Shewhart test is also a "oneshot" detection scheme; thus, its performance is inferior compared to our proposed G-D-CuSum test. However, the introduction of the additional log-likelihood ratio terms allows the Shewhart test to have superior performance compared to the Meanshift test.
Define the Shewhart test statistic for line outage as:
The Shewhart test includes the meanshift log-likelihood ratio of (19) along with T additional terms that are associated with different transient periods. The Shewhart stopping time is defined as:
From (22), it is easy to see that the Shewhart test uses a matching log-likelihood ratio even after the outage, meaning that the test statistic corresponding to the outaged line is non-negative on average post-change.
V. LINE OUTAGE IDENTIFICATION
The detection algorithm proposed in Section III, along with those discussed in Section IV can also be used to identify the outaged line. One strategy would be to declare the outaged line as the one corresponding to the largest statistic, i.e., the line that is identified as outaged is given by:
A drawback to this method of line identification is that the statistics for other lines may also increase following a line outage. Due to the structure of a power system, certain line outages may cause multiple line statistics, in addition to the one corresponding to the true outaged line, to increase. Therefore, in order to reduce the probability of false isolation, a set of lines can be identified as potentially outaged. In this case, more than one line should be checked by the system operator after an outage is declared.
To this end, we generalize the idea behind (24) to account for the case of multiple growing statistics. In particular, after an outage is declared, we create a ranked list containing r entries of line indices, one for each one of the large line statistics at the stopping time, and the indices are ordered with respect to the values of these statistics. The idea is similar to list decoding in digital communications (see e.g. [21] ). Define the ranked list for an outage in line as
where r is the cardinality of the ranked list. The cardinality r can be either fixed beforehand, or additional constraints can be added to make the size variable across different sample paths (e.g., by imposing an additional constraint that a statistic not only has to be among the largest, but also has to be comparable to the largest one for the corresponding line to belong to the ranked list).
To quantify the performance of our algorithm with respect to its ability to identify the outaged line accurately, we define the probability of false isolation (PFI). For the case of line outage, a false isolation event occurs when is not included in the ranked list R. Define the PFI when line is outaged as:
The maximum length of the ranked list should be chosen to optimize the tradeoff between PFI and number of lines that need to be checked after an outage detection has occurred. In particular, larger ranked lists lead to lower PFI, but to a larger set of possibly outaged lines to check.
VI. CASE STUDIES
In this section, the algorithm proposed in (16)- (18) is applied to the IEEE 118-bus test system (for the model data, see [22] ). In order to compute the transient dynamics following a line outage, we use the simulation tool Power System Toolbox (PST) [23] . For simplicity, we used the statistical model in (11) with T = 2, i.e., we assumed one transient period, with a duration of 100 samples, after the line outage occurs. Additional transient periods could easily be incorporated into the simulations. The power injection profiles at the load buses are assumed to be independent Gaussian random variables with variance of 0.03 and the PMU sampling rate is assumed to be 30 measurements per second. In order to satisfy the constraint that the number of PMUs, p, has to be less than or equal to the number of load buses, N d , we have chosen to place all the PMUs at the N d load buses. However, it is important to note that similar results were observed, but not presented in this paper, when PMUs were placed at other buses. For our simulations, we found that the error bounds for all the simulated values are within 5% of the means. 
A. Line Statistic Evolution
First, we simulate two different line outages occurring at k = 10, one in which the detection takes place during the transient period and one in which the detection occurs after the transient period; the results are shown in Fig. 1 . Figure 1 = 110) , the G-D-CuSum algorithm still has a smaller detection delay than the G-CuSum algorithm. Note that the G-CuSum statistic does not grow during the transient period, which results in the G-CuSum having a large delay. Through close inspection, we also notice that the slopes of the G-D-CuSum and G-CuSum statistic are identical after the transient period is over, something that can be verified by the theory. Next, we simulate two different line outages occurring at time k = 10 and demonstrate the evolution of the G-D-CuSum statistic for different lines in Fig. 2 . For an outage in line 180, it is seen in Fig. 2(a) Fig. 2(b) , we show an example of a misdetection event. In particular, it can be noted that, for an outage in line 36, other line statistics can sometimes cross the test threshold before W 36 [k] . In particular, in Fig. 2(b) we see that W 37 [k] crosses a threshold of A = 13, thus a misdetection event occurs. This can be seen as a justification of the use of a ranked list to identify outaged lines.
B. Delay Performance
We performed Monte Carlo simulations for outages in lines 36, 180, and 104, and show detection delay versus MTFA results for all the detection schemes presented in this work. We compared the performance of our proposed algorithm against the Meanshift test, Shewhart test, and the G-CuSum algorithm for an outage in line 36, which is the line outage case that corresponds to the largest delay. The results are shown in Fig. 3 . From Fig. 3(a) , we conclude that the G-D-CuSum algorithm achieves the lowest detection delays among all algorithms for a given MTFA. The performance of the Meanshift and Shewhart test is considerably worse than the G-CuSum and G-D-CuSum test. In Fig. 3(b) we demonstrate the performance gain that is achieved when using the G-D-CuSum test. For an outage in line 36, the G-D-CuSum test achieves more than an order of magnitude less delay for given false alarm rate. Next, we evaluate the performance of the proposed algorithm for different line outage cases. Among all the lines of the system, detection delay for line 104 is the lowest for a fixed MTFA while line 36 has the worst detection delay. Line 180 was chosen as a representative line for intermediate delay values. The results are shown in Fig. 4 .
C. Probability of False Isolation
Finally, the PFI versus MTFA is obtained for outages in lines 36, 104, and 180; the results are recorded in Tables I-III. The PFI was calculated by using the ranked list method discussed in Section V for a ranked list of fixed length 1, 3, and 5. In Table I we demonstrate the PFI results for a ranked lists of length 1. This is equal to identification using (24), i.e., identifying the line with the highest statistic at the stopping time as outaged. We note that, although some outages can be handled efficiently with this simple technique (e.g. outage in line 180 and 104), some line outages may lead to large PFI values, e.g. an outage in line 36. This happens due to the fact that many line statistics other than the one corresponding to the outaged line grow post-outage, as was discussed in Section V.
In Table II we demonstrate the PFI values for a ranked list of length 3. The PFI is significantly reduced for line 36. Finally, Table III shows the PFI results for a ranked list of length 5. In this case, the PFI for line 36 is below 5%. Note that the PFI decreases as the MTFA increases. This is because larger MTFA corresponds to larger thresholds, which result in smaller PFI values. Remark 1: It should be noted that for this work we do not present any theoretical results relating the threshold choice and the MTFA for the proposed algorithm. Consulting [6] one can find threshold choices that provide guarantees for the MTFA value for the CuSum and G-CuSum tests. Bounds relating the threshold choice and MTFA can be derived even for the algorithms presented in this paper, but they are generally conservative. In practice, we expect the operator to choose the threshold values by running simulations and deriving Delay-MTFA curves such as those in our simulation results. These curves can be derived by using different thresholds that will correspond to different MTFA values. Additional simulations can be performed to relate threshold choice with the MTFA, two quantities that are connected by an exponential relation.
VII. CONCLUSION
In this paper, we proposed an algorithm for detecting and identifying line outages that exploits the statistical properties of voltage phase angle measurements obtained from PMUs in real-time. The proposed algorithm performs better than previous methods of line outage detection because it is adaptable to the transient dynamics that occur in the system following a line outage. This algorithm features a set of statistics which are used to capture each distribution shift. The algorithm is derived as a generalization of the generalized likelihood ratio solution of the transient QCD problem.
The detection delay performance of the proposed algorithm is compared against other line outage detection algorithms for line outages simulated on the IEEE 118-bus test system. The same system is also used to simulate the delay performance of the test for different line outage scenarios, as well as to illustrate the use of the algorithm for line outage identification. To achieve the latter we used ranked lists, sets of possibly outaged lines that are highly likely to contain the true outaged line.
It is worth mentioning that the techniques proposed in this paper can be easily extended to double-line outage detection (and in general to multiple line outage detection), as in [4] , by correctly characterizing the distribution of the observations after a double-line outage. This can be done by employing power flow equations. Then, our proposed G-D-CuSum scheme can be used to detect such a change in the distribution. In particular, to handle double-line outages, a test statistic needs to be calculated for every possible pair of lines.
Future work in this area includes developing schemes to optimally place limited PMUs to maximize algorithmic performance in terms of detection delay and probability of false isolation, as well as, implementing low complexity solutions for detecting multiple and cascading line outages.
