Abstract. The purpose of this paper is to initiate a new attack on Arveson's resistant conjecture, that all graded submodules of the d-shift Hilbert module H 2 are essentially normal. We introduce the stable division property for modules (and ideals): a normed module M over the ring of polynomials in d variables has the stable division property if it has a generating set {f 1 , . . . , f k } such that every h ∈ M can be written as h = i a i f i for some polynomials a i such that a i f i ≤ C h . We show that certain classes of modules have this property, and that the stable decomposition h = a i f i may be obtained by carefully applying techniques from computational algebra. We show that when the algebra of polynomials in d variables is given the natural ℓ 1 norm, then every ideal is linearly equivalent to an ideal that has the stable division property. We then show that a module M that has the stable division property (with respect to the appropriate norm) is p-essentially normal for p > dim(M ), as conjectured by Douglas. This result is used to give a new, unified proof that certain classes of graded submodules are essentially normal. Finally, we reduce the problem of determining whether all graded submodules of the d-shift Hilbert module are essentially normal, to the problem of determining whether all ideals generated by quadratic scalar valued polynomials are essentially normal.
In this note we are interested in the case where there is some norm, always denoted · , on A d . We will consider in detail two norms.
The natural ℓ 1 norm: For p(z) = α c α z α we define
The H 2 norm: We give A d an inner product by declaring that all monomials are orthogonal one to the other, and a monomial has norm
will denote the Hilbert space obtained by completing A d = C[z 1 , . . . , z d ] with respect to the above mentioned inner product. This space is also known as "Symmetric Fock Space", or "the Drury-Arveson" space.
A d has a natural grading that extends naturally to its finite multiplicity versions and to its completions with respect to the various norms. We write the grading of H 2 d as H 0 + H 1 + H 2 + . . .. Thus, H k will also stand for the space of homogeneous polynomials of degree k.
A homogeneous ideal (resp., module) is an ideal (resp., module) generated by homogeneous polynomials. We say that M is a graded submodule of H 
Stable polynomial division.
Let M be a submodule of A d ⊗ C r and let {f 1 , . . . , f k } be a generating set. Then every h ∈ M can be written as a combination
with a i ∈ A d , i = 1, . . . , k. A natural question that arises is whether this can be done in such a way that that the terms a i f i are controlled by the size of h. That is, does there exist a constant C such that
for all h ∈ M . Definition 1.1. Let M be a submodule of A d ⊗ C r . We say that M has the stable division property if there is a set {f 1 , . . . , f k } ⊂ M that generates M as a module, and there exists a constant C, such that for any polynomial h ∈ M one can find a 1 , . . . , a k ∈ A d such that (1.3) and (1.4) hold. In this case, we also say that M has stable division constant C. The set {f 1 , . . . , f k } is said to be a stable generating set for M .
Remark 1.2.
A generating set for a module with the stable division property is not necessarily a stable generating set (see Example 2.6). Remark 1.3. When M is a graded module it suffices to check (1.3) and (1.4) for h homogeneous. Remark 1.4. Note that condition (1.4) is equivalent to (1.5) a i f i ≤ C ′ h , when the finite set of generators is held fixed.
For an example of a module with the above property, note that any principal submodule of A d ⊗ C r has the stable division property. On the other hand, we do not know whether or not there are submodules of A d ⊗ C r that do not enjoy this property. Of greatest interest to our purposes is the case where M is generated by homogeneous polynomials, and we shall focus mainly on this case.
Although the literature contains some recent treatment of numerical issues arising in computational algebra (see, e.g., [1, 14, 15] ) and although questions of effective computation in algebraic geometry have been considered for some time (see, e.g., this survey [5] ), it does not seem that the problems with which we deal here have been addressed.
Below we will give some additional examples of modules with the stable division property. But before that, let us indicate some difficulties that arise in this context. Example 1.5. In the following discussion we will use some standard terminology from computational algebraic geometry (see the appendix for a review). Consider the ideal I ⊂ C[x, y] generated by the set B = {x 2 + 2xy, y 2 }. One can check that B is a Groebner basis for I. There is a standard and well known algorithm that, given h ∈ I, finds coefficients a 1 , a 2 ∈ A d such that h = a 1 f 1 + a 2 f 2 [7, p. 63] . However, this division algorithm is not stable. For example, running the division algorithm on x n+2 gives the output
Thus, while the polynomials x n+2 have norm 1, running the division algorithm naively exhibits these polynomials as the sum of two terms of norm ∼ 2 n . In particular, the division algorithm may be numerically unstable.
Note that one may also write
We will show below that in the two variable case, a slight modification of the above mentioned algorithm will always give the desired result. However, it is not clear whether it is possible to design an algorithm that will make the correct choices to produce optimal coefficients in the general d-variable case. In Section 2 and 3 we treat specific classes of modules for which we can show that the stable division property holds. We will show that with respect to the H 2 norm ideals generated by linear polynomials, arbitrary ideals in C[x, y], finite dimensional ideals, as well as modules generated by monomials, have the stable division property. These classes of modules can be seen (using the same proofs) to have the stable division property with respect to the ℓ 1 norm too, but with respect to the ℓ 1 norm we in fact show that every ideal is linearly equivalent to an ideal that has the stable division property.
1.3. The d-shift and essential normality. We now explain the reason that brought us to study stable division.
On H 2 d ⊗C r we may define natural multiplication operators Z 1 , . . . , Z d as follows:
The d-tuple (Z 1 , . . . , Z d ) is known as the d-shift, and has been studied extensively in [2] and since. Arveson showed that the commutators [Z i , Z * j ] belong to the Schatten class L p for all p > d, thus, in particular, they are compact. This is significantsee [2] for ramifications.
Given a graded submodule 
. This has been verified for modules generated by monomials [3, 9] , and also for principal modules as well as arbitrary modules in dimensions d = 2, 3 [12] . Douglas conjectured further that [10] . This has also been verified in several cases. We will not discuss here the varied and important consequences of this conjecture (see [3, 4, 9, 10, 12] ).
In Section 4 we will show that every module that has the stable division property satisfies Douglas' refinement of Arveson's conjecture. Thus, having the results of Sections 2 and 3 at hand, we obtain a unified proof that principal modules, monomial modules, and arbitrary ideals in C[x, y] are p-essentially normal for p > d, and that their quotients are p-essentially normal for p > dim(M ). chmeier and Chris Ramsey for reading and discussing preliminary versions of these notes. Moreover, the generous and warm hospitality provided by Ken Davidson at the University of Waterloo is greatly appreciated.
Stable division with respect to the H 2 norm
In this section · denotes the H 2 norm given by (1.2), though the results here can be shown to be true also for other natural norms, in particular for the ℓ 1 norm. The following is the simplest example.
Proposition 2.1. Let I = I 1 + I 2 + . . . be a homogeneous ideal in A d generated by an orthonormal set {f 1 , . . . , f k } of linear polynomials. For every n ≥ 1, every g ∈ I n can be written as g = a 1 f 1 + . . . + a k f k , where a i ∈ H n−1 for i = 1, . . . , k in such a way that a m f m ⊥ a j f j for all i = j. In particular, I has the stable division property.
Proof. We may assume that f i = z i , the first coordinate function, for i = 1, 2, . . . , k. (see the corollary to Proposition 1.12 in [2] ). Every polynomial g is a sum of monomials of degree n. Take all monomials that have z 1 in them, and gather them up as a 1 f 1 . All the remaining monomials in g − a 1 f 1 do not have z 1 in them, so they are orthogonal to a 1 f 1 . Proceeding inductively we are done.
We note that the conclusion in the above proposition does not hold if {f 1 , . . . , f k } is an orthonormal set of linear, vector valued polynomials in
Monomial modules.
A monomial is a polynomial of the form z α ⊗ ξ, with α a multi-index and ξ ∈ C r (note that this definition of monomial is more general than that given in [8] ).
r be a module that is generated by monomials. Then M has the stable division property. Moreover, the constant C in (1.4) can be chosen to be 1.
Proof. By Hilbert's Basis Theorem, there is some m and a finite family
. .. A Graham-Schmidt orthogonalization procedure puts us in the situation where whenever α i = α j then ξ i ⊥ ξ j . Throwing in finite orthonormal bases of M 1 , . . . , M n−1 allows us to restrict attention to stable division in M m + M m+1 + . . ., so let us assume that B generates M . Under these assumptions, we proceed by induction on k.
We have already noted that a principal submodule has the stable division property, so if k = 1 we are done. Now let k > 1, and fix h ∈ M n , n ≥ m. h can be written as a sum of monomials
We re-label the set {z
. Remember that by our assumptions, {ζ 1 , . . . , ζ t } is an orthonormal set. Let W = span{ζ 1 , . . . , ζ t }. Put
g is in the module generated by {z
By the inductive hypothesis, we can find a set of polynomials {b i } such that
Ideals in C[x, y].
We now consider the case of two variables, that is, d = 2.
where a i , r ∈ A d , and either r = 0 or r is a linear combination of monomials, non of which is divisible by any of LT (f 1 ), . . . , LT (f k ).
Proof. Note that we need only consider homogeneous h -otherwise we apply the result to the homogeneous components of h. We may also assume that deg h > 4m. We will use Algorithm I from Appendix A.2 for the division, where in step (4) we will choose i 0 = max I. What remains to show will be proved by showing that the output of the algorithm described in Appendix A.2 satisfies the required conditions, once the input is arranged so that LT (f 1 ) > LT (f 2 ) > . . . > LT (f k ), and as long i 0 is chosen as above.
The only change from the algorithm given in [7, p. 63 ] is the specification of the f i that is used to reduce p in step (5) . The correctness of this algorithm is proved in [7] and is independent of the choice of the dividing f i in step (5) . It remains to prove that there exists C such that (2.1) holds.
The proof is by induction on k -the number of the f i 's given. If k = 1 the result is trivial. Assume that k > 1. Write f i = m j=0 a ij x m−j y j , and for all i, put j i = min{j|a ij = 0}. By assumption, j 1 < j 2 < . . . < j k .
Recall that we may assume that deg h = n > 4m. From the definition of the algorithm it follows that f 1 will be used in step (5) to divide p only when the leading term of p is of the form b t x n−t y t , with b t = 0 and j 1 ≤ t < j 2 . By the triangle inequality, at every iteration in which a 1 changes, the quantity a 1 f 1 grows by at most
Thus, by the definition of the norm in H 
But t ≤ (t + j − j 1 ) < n/2, and for integers i, j such that i ≤ j < n/2 we have
That establishes the claim. Now, we have seen that at every step of the iteration where a 1 changes, the quantity a 1 f 1 grows by as most
At the iterations where a 1 does not change, p becomes smaller.
It follows that after at most j 2 iterations, we have the following situation:
. . a k = 0. Here C is a constant that depends only on j |a 1j | 2 and j 2 . From this stage on, the algorithm continues to divide p by f 2 , . . . , f k . It will find the same a 2 , . . . , a k that it would given p instead of h as input, and it would add to r a remainder that is orthogonal to the remainder r that is obtained when we are done with f 1 . By the inductive hypothesis,
Putting this together with a 1 f 1 ≤ C h , and changing C, we are done.
Remark 2.4. It would be desirable to replace (2.1) with the stronger i a i f i 2 + r 2 ≤ C ′ h 2 , but that is impossible. For example, when k = 1 and f 1 = x 2 + xy, running the algorithm with the input h = x n will give huge remainders r (see Example 1.5).
Theorem 2.5. Every homogeneous ideal I ⊆ A 2 has the stable division property.
Proof. As in the proof of Proposition 2.2, we may assume that that I is generated by a set F = {f 1 , . . . , f k } of homogeneous polynomials of the same degree m. Furthermore, we may assume that F is a Groebner basis with respect to lexicographic order on monomials.
By Lemma 2.3, there is a C such that every h ∈ A 2 can be written as
. Now let h ∈ I n . We may assume that n > 4m. Under this assumption, we saw that the a i 's and r can be found by the division algorithm. But by the Corollary on p. 81, [7] , since F is a Groebner basis, we actually get r = 0. Thus
for all such h, and the proof is complete.
The following example shows that Lemma 2.3 cannot be extended to d > 2.
Example 2.6. Taking f 1 = x 2 + wy, f 2 = y 2 , and h = x 4 w n , we find that the above algorithm gives
In fact, in any presentation of h as a combination h = a 1 f 1 + a 2 f 2 , the monomial w n+2 y 2 must appear in both terms a 1 f 1 and a 2 f 2 . That means that we cannot write h = a 1 f 1 + a 2 f 2 with
where C is independent of h. So the the set of generators {x 2 +wy, y 2 } is not a stable generating set for the ideal I = x 2 + wy, y 2 that it generates. It is worth noting that {x 2 + wy, y 2 } is a Groebner basis for I. On the other hand, the ideal I does have the stable division property. This can be verified by using a Groebner basis with respect to the lexicographic order with w > x > y. This Groebner basis is given by {y 2 , yx 2 , x 4 , wy + x 2 }.
Zero dimensional ideals.
Recall that an ideal I ⊆ A d is said to be zero dimensional if the affine variety associated to I,
is finite. Note that for a zero dimensional homogeneous ideal I it is always true that V (I) = {0}.
Theorem 2.7. Let I be any zero dimensional ideal in A d . Then I has the stable division property.
Proof. By the theorem on page 232 in [7] , I is a finite co-dimensional subspace of A d , and from here it is not hard to prove that it has the stable division property.
3. Stable division with respect to the ℓ 1 norm
In this section · denotes the ℓ 1 norm given by (1.1). This norm is perhaps the most natural way to measure the "size" of a polynomial, and it also has the feature that it behaves nicely with respect to the division algorithm (roughly speaking, the division algorithm moves coefficients from one coordinate to another, therefore an ℓ 1 norm is more appropriate than an ℓ 2 norm). All the classes of modules that were shown in the previous section to have the stable division property with respect to the H 2 norm can also be seen (using the same proofs) to have the stable division property with respect to the ℓ 1 norm. However, for the ℓ 1 norm we can prove much more. We shall show in this section that every ideal is linearly equivalent to an ideal that has the stable division property (see Definition 3.3 below).
In this section, unlike the rest of the paper, it will be convenient to use the lexicographic order with z d > . . . > z 1 .
A straightforward calculation gives the following lemma. 
Then there is a constant C such that for every h ∈ A d , the division algorithm gives a decomposition
with i a i f i ≤ C h and r ≤ h.
Proof. It convenient to assume that the leading coefficients of the f j 's are all 1, and we may do so. Thus there is some ρ ∈ (0, 1) such that for all
We run Algorithm II from Appendix A.2 (please recall the notation). Using condition (3.1), it is easy to see that every modification of p in Step (4), p only gets smaller. Since at the beginning of the algorithm we set p := h, and at the end of the algorithm we set r := p, we get r ≤ h . Now we must also bound the quantity a i f i . By Lemma 3.1, it is enough to to bound i a i by a multiple of h . The rest of the proof is devoted to obtaining the bound
We introduce some notation to streamline the slightly technical argument. For a monomial term h = cz γ (c = 0), we define the hight of h, denoted Ht(h), as
where | · | denotes cardinality. For a general polynomial h we define Ht(h) = Ht(LT (h)).
To algorithmically obtain (3.2) with estimate (3.3), we need to specify the choice of term made in
Step (1) in Algorithm II. The specifications needed will be made clear by the proof below. The reader may later want to check that the procedure implied by the proof below is equivalent to choosing at each iteration of Step (1) the term t of p that is the minimal possible term reducible by any f j . We will prove (3.3) by induction on the height of h. Claim: Division of a polynomial h by (f 1 , . . . , f k ) gives the decomposition (3.2) such that
Proof of claim. If Ht(h) = 1 then h is a nonzero constant. Either it plays the role of the remainder in (3.2), or one of the f i 's is a constant, say f 1 = c, and then h = h/cf 1 . In this case (3.4) trivially holds. Assume now that Ht(h) > 1. Write h = cz γ + g, where cz γ = LT (h) and g = h − LT (h). Note that h = cz γ + g . Algorithmically, we will first divide g and only then shall we turn to dividing cz γ . This is equivalent to dividing g and cz γ separately and then adding the output. Since Ht(g) < Ht(h), the inductive hypothesis gives
ρ n g . Now we consider the term cz γ . If it is not divisible by any of the leading terms of f 1 , . . . , f k then we have equation (3.2) with a i = a 1 i and r = r 1 + cz γ . In this case the required bound holds. If cz γ is divisible by one of the leading terms of f 1 , . . . , f k , say by LT (f i0 ), then we reduce the term t = cz γ by f i0 as described in Step 4 of Algorithm II: A i0 := cz γ /LT (f i0 ) and p := cz γ − (cz γ /LT (f i0 ))f i0 . This step produces a polynomial p which we need to continue to divide. Note that p ≤ ρ cz γ and Ht(p) < Ht(cz γ ). By the inductive hypothesis, division of p gives 
That proves the claim, which clearly implies (3.3). As we noted earlier, this bound together with Lemma 3.1 completes the proof. . . , g k given by
Proof. We may assume that not all the f j 's are monomials. Put N = max j deg f j , and let M be the dimension of the space of polynomials with degree less than or equal to N . Define K = max{|c| : c is a coefficient of some f j }. Define λ 1 = M (K + 1), and now define λ 2 , . . . , λ d recursively by
Now let j ∈ {1, . . . , k}, and consider g j (z) = α c α z α . The choice of the λ i 's implies that whenever c α z α < c β z β , then M (K + 1)|c α | < |c β |. The result follows.
Lemma 3.5. Let I be an ideal, let {f 1 , . . . , f k } be a Groebner basis for I, and fix
and
Then J is an ideal that is equivalent to I for which {g 1 , . . . , g k } is a Groebner basis.
Proof. Note that LT (J) = LT (I), and that for all j, up to multiplication by constants, LT (f j ) = LT (g j ). Thus LT (g 1 ), . . . , LT (g k ) = LT (J), thus {g 1 , . . . , g k } is a Groebner basis for J.
Theorem 3.6. Every ideal in A d is linearly equivalent to an ideal that has the stable division property with respect to the ℓ 1 norm.
Proof. Let I be an ideal in A d . Let {f 1 , . . . , f k } be a Groebner basis for I. Define J as in (3.5), and define {g 1 , . . . , g k } as in (3.6) . By Lemma 3.5, {g 1 , . . . , g k } is a Groebner basis for J, and J is equivalent to I, for any choice of nonzero λ 1 , . . . , λ k . By Lemma 3.4, we can find such λ's for which g 1 , . . . , g k satisfy the condition of Proposition 3.2. But every h ∈ J is divisible by {g 1 , . . . , g k } with remainder zero, so Proposition 3.2 implies that J has the stable division property.
This theorem shows that the stable division property, at least with respect to the ℓ 1 norm, has nothing to do with the geometry of an ideal (in the sense of algebraic geometry). That is: either all ideals have the stable division property, or there exists an ideal that does not posses this property, but which is equivalent to one that does.
Stable division and essential normality
Let M be a graded submodule of H 
Proof. It suffices to prove the assertion for H 
Thus it is equivalent to show that
r → H n ⊗ C, and putting P n = E n P , then we may write P Z *
The proof will be complete once we show that
with C independent of n. Indeed, this would imply that trace(|P Z *
(here, C ′ is some other constant) which is finite for p > dim(M ). Let F = {f 1 , . . . , f k } be a stable generating set for M . Let m be the maximal degree of an element in F . Modifying F if needed, we may assume that F ⊂ M m is a stable generating set for M m + M m+1 + . . .. Now consider n ≥ m, and let h ∈ M n+1 . Because F is a stable generating set, we write h = a 1 f 1 + . . . + a k f k , with i a i f i ≤ C h . Recalling that Z * j Hn+1 = (n + 1)
so, because M is a submodule,
By [12, Proposition 2.3] there is a constant C 1 such that g∂/∂z j f i ≤ C 1 √ n + 1 gf i for i = 1, . . . , k, and we get
That establishes (4.1), and completes the proof of the theorem.
Using the theorem together with the results of Section 2, we obtain a unified proof for the following known results: [3] , Douglas [9] ). Let f 1 , . . . , f k be homogeneous vector valued polynomials of the same degree m, all of which are monomials. Then the module M generated by {f 1 , . . . , f k }, as well as its quotient, are essentially p-normal
Remark 4.5. In a previous version of this note it was only asserted that H 2 d ⊗C r /M is p-essentially normal for p > d, rather than for p > dim(M ). It was noticed that the proof gives the stronger result thanks to a correspondence with Jörg Eschmeier. Let N be the graded Hilbert submodule of H 2 d+r generated by {g 1 , . . . , g k }. By assumption, N is p-essentially normal. In particular, letting A i = Z i N , we have that
Reduction from linear submodules of H
, considered as the subalgebra of C[z 1 , . . . , z d , y 1 , . . . , y r ] consisting of polynomials depending only on the z ′ i s. N is also an A-module. Let P be the completion of the A-submodule of N generated by {g 1 , . . . , g k }. Denote
With all these definitions set up, the proof will now be completed in two steps. First, we will show that for all i = 1, . . . , d, P reduces A i . As this obviously implies that [B i , B * j ] are also in L p , the second and final step will be to show that p-essential
P is invariant for A i by definition. We need to show that N ⊖ P is also invariant under A i . But P consists of all polynomials in N in which the y variables appear in any term with degree precisely one. Thus N ⊖ P certainly contains the space of all polynomials in which the y variables appear with degree strictly greater then 1. 1 We note that it appears that the same proof given in [4] would give the same result for p-essential normality.
Call this space Q. But P + Q = N , hence N ⊖ P = Q. The definition of Q as the space of polynomials in which the y variables appear with degree strictly greater then y implies that it is invariant under multiplication by z i , i.e., it is invariant under the operator A i .
Let R be the completion of the A-submodule of H 2 d+r generated by {y 1 , . . . , y r }. R can be equivalently defined as
Using the formula
one sees that U extends to a unitary. From our definitions it follows that U maps M onto P . A simple computation shows:
Let D be the graded operator of degree 0 on H 2 d ⊗ C r , acting on the space of homogeneous polynomials of degree n as multiplication by
Further computations show that
where D ′ is the operator that multiplies homogeneous polynomials of degree n ≥ 2 by (n − 1)(n + 1)/n. Now,
On the other hand, I − D ′2 is the operator that multiplies the homogeneous polynomials of degree n by 1 − (n − 1)(n + 1)/n 2 = 1/n 2 , and it is not hard to see that this operator is in
, and we are done.
Concluding remarks
The problem of determining whether every homogeneous ideal in A d has the stable division property remains open. Besides being a compelling problem in its own right, and in addition to being directly related to questions of numerical stability in computational algebraic geometry, the consequence to essential normality of Hilbert modules serves as a great motivation for solving this problem. By the result of the previous section, it is already interesting to solve this problem for ideals generated by quadratic forms. But it is possible that even this problem is too hard to solve.
The notion of stable division can be weakened in several ways. One of these ways is to allow for approximate stable division. That is, instead of requiring
where n is the degree of h. It is then easy to see that, under the assumption of approximate stable division, the proof of Theorem 4.1 goes through. One can also allow for C to be a slowly growing function of n := deg h, although that may affect the interval of those p for which p-essential normality is shown (for example C ≤ cn 1/2−ǫ would still give p-essential normality for sufficiently large p, C ≤ c log n would give p-essential normality for the same p's, etc.). In fact, an analysis of the proof of Theorem 4.1 shows that we may also allow the generating set to vary and in fact to having (slowly) growing degree. These weakened notions of stable division are perhaps what one might hope to prove in order to establish Arveson's conjecture in general.
Recently, Jörg Eschmeier developed a different approach to the problem of essential normality [11] . His approach is related to ours, but somewhat different in spirit. He showed that if an ideal I is generated by homogeneous polynomials {f 1 , . . . , f k } of degree m, such that (6.1)
holds for all a 1 , . . . , a d ∈ H n−m , then H Given polynomials f 1 , . . . , f k and another polynomial h, the purpose of this algorithm is to divide h by f 1 , . . . , f k with remainder, i.e., to exhibit h as h = i a i f i + r, where a 1 , . . . , a k are polynomials and r is a polynomial that is to be considered as the "remainder".
Algorithm I
Given and ordered k-tuple (f 1 , . . . , f k ) of polynomials and a polynomial h, set a 1 = . . . = a k = r = 0, and set p = h. While p = 0, execute the following steps:
(1) If p = 0, then terminate and return the current values of a 1 , . . . , a k and r. Note that at the end of every iteration of the algorithm
Here is a different version of the division algorithm, that is a little less intuitive but a little more flexible than the above one [6, p. 199] .
Algorithm II
Given and ordered k-tuple (f 1 , . . . , f k ) of polynomials and a polynomial h, set a 1 = . . . = a k = 0 and set p = h. While there is a term t in p such that p is divisible by one of the LT (f i )'s, execute the following steps:
(1) Let t be any term of p, chosen by some method, such that one of the LT (f i )'s divides t. (2) Set I := {i|LT (f i ) divides t}. (3) Choose by some method i 0 ∈ I. (4) Put a i0 := a i0 + t/LT (f i0 ) and p := p − (t/LT (f i0 ))f i0 , and return to step (1) .
When there are no more terms in p that are divisible by any of the LT (f i )'s, terminate and return the a i 's and r := p. When organized this way, at every iteration of the algorithm we have
A.3. Groebner bases. Given an ideal I ⊆ A d , a set {f 1 , . . . , f k } is called a basis for I if the ideal generated by {f 1 , . . . , f k } is I. The set LT (I) = {LT (p) : p ∈ I} is always an ideal, and the set {f 1 , . . . , f k } is said to be a Groebner basis for I if the ideal generated by {LT (f 1 ), . . . , LT (f k )} is LT (I). It is a fact that every ideal has a Groebner basis, and that a Groebner basis is a basis. Moreover, if {f 1 , . . . , f k } is a Groebner basis for I, then when either one of the division algorithms is run with h ∈ I and (f 1 , . . . , f k ) as the dividing k-tuple, then the remainder is zero.
