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Abstract
An investigation into the exact forms of images of point charges in conducting spheroids.
For a point source close the surface of a spheroid, the standard series solutions for the potential
diverge in a region that encompasses the singularities - or equivalently the images - of the reflected
potential inside the spheroid. Current image formulations in the literature consist of image point
charges and line charges, but are also encompassed by a spheroid of surface charge. But in theory
an image can always be found that does not require a closed surface charge; a more compact,
reduced image system lies inside. We demonstrate this for a point charge on the axis of a prolate
spheroid, uncovering the location and nature of the images by using different series expansions
which converge in almost all space, right up to meet the singularity of the potential, exposing
the reduced image. The image is found to lie on a line segment that includes the focal segment
and extends somewhat further up the axis. A similar analysis is done for the point charge at the
center of the spheroid, where the image is found to lie on an infinitely wide, flat sheet with a hole
around the spheroid.
1 Introduction
The image solution for the electrostatic point charge near a conducting sphere is well known and
consists of an image point charge located at the Kelvin inversion point. It is natural to ask how this
theory might extend to similar analytic geometries such as the spheroid. The first exact formulation
of the image of a point charge on the axis of a spheroid was investigated as recent as 1995 - partial
success was found by Sten and Lindell [1] where the image consisted of a line charge lying on the focal
segment. Sten later investigated the image solution for the elliptic cylinder [2], where the image lies
on a focal strip, but if the source is close enough, a disjoint point image must be added to the image
system. In fact the potential computed by this image system gives the full analytic continuation of the
potential. In this sense the image is “reduced”, meaning the singularities occupy the smallest possible
spatial domain. The authors of [1] later realized that their expression for the image diverges when the
point charge is too close to the surface [3], and attempted to amend the image solution by subtracting
an image point charge, but unlike the case of the elliptic cylinder, this proposed image system did
not work perfectly - still the image on the focal segment diverged. The authors later studied the
same problem for the dielectric spheroid [4] and tried an approximate correction by extending the
image from (and including) the focal segment up to the location of the point image, to imitate the
line image for the dielectric sphere. For the non-rotational ellipsoid, the first proposed image solution
consisted of a point charge plus a surface charge on an interior ellipsoid [5]. This image formulation
was then presented for the particular case of the prolate spheroid in [6]. But the spheroidal surface
charge image is unsatisfactory since it cloaks the true form of the image lying inside; the potential is
actually finite at all but one point of the surface image, so it is theoretically possible to analytically
continue the potential within this boundary. For the non-rotational ellipsoid with Neumann boundary
condition (on the derivative of the potential), the first attempt at finding an image solution is in [7],
where they assumed a point image plus a curved line of image charge extending along a spheroidal
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Figure 1: schematic of the image solution for a line charge near a 2d elliptic cylinder.
coordinate line, to imitate the line image for the sphere problem, but they still needed to correct for
this by adding a surface charge on an ellipsoidal surface that encloses the point and line image. This
image formulation is specialized for the prolate spheroid in [8]. A recent paper [9] suggested that
the best image solution may be to use Sommerfeld images which are placed in a second copy of R3,
attached at the surface.
In this document we will look at the problems of finding the reduced form of the image of a point
charge near or inside a conducting spheroid, and compare these problems to similar geometries - the
elliptic cylinder and the circular disk. We cover the progress made by [3] for the point charge on the
axis of a prolate spheroid, and devise a series expansion that uncovers the true form of the image,
and explain why their expression for the line charge density diverges. We then speculate about the
form of the image system for a point charge located off the rotation axis. We also investigate the
similar problem of a point charge at the center of a prolate spheroid, finding numerical evidence that
the reduced image lies on an infinitely wide, flat sheet with a hole around the spheroid. We finally
ask what it means for an image to be unique, and show a specific example where two fairly disjoint
different image solutions can solve the same problem.
The goal here is not necessarily to find a fast and accurate approximation of a potential function, but
to find its full analytic continuation by any means. With the knowledge of the location and charge
distribution on the fundamental singularities, it may be possible in future to construct faster and more
accurate image approximations than previously proposed.
2 Elliptic cylinder - 2D analogue
For context, we will first look at the 2D analogue of our spheroid problem, where it is possible to find
the exact form of the image [2]. In this problem there is an infinite uniform line charge parallel to an
infinitely long elliptic cylinder in 3D, but due to the uniformity along one coordinate, the problem is
essentially 2D.
The elliptic coordinates ξ, η are analogous to spheroidal coordinates, with the parameter ξ describing
concentric ellipses. The conducting or dielectric elliptic cylinder is defined by ξ = ξa, and the line
charge lies outside at ξd, ηd. The standard solution is given by a series of elliptic cylindrical harmonics,
which are simply trigonometric and exponential functions. In terms of the image representation, there
is a critical ellipse ξ = 2ξa, where if the source lies outside, i.e. ξd > 2ξa, the image charge distribution
then lies entirely on the focal strip, and the image surface distribution is given as a series of elliptic
cylindrical harmonics. But for a close source with ξd < 2ξa, the image system has two disjoint parts
- a focal strip image plus a point image at 2ξa − ξd, ηd, as depicted in figure 1. The potential of these
images represents the analytic continuation of the reflected potential by the cylinder to all space.
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We will see that the image formulation for a spheroid is not so simple.
3 Point charge on axis of conducting prolate spheroid
Consider a conducting prolate spheroid of half-focal length c, half-height a and half-width b =√
a2 − c2, excited by a point charge located at d on the z-axis, as depicted in figure 2. We will
use spheroidal coordinates ξ, η:
ξ =
√
ρ2 + (z + c)2 +
√
ρ2 + (z − c)2
2c
(1)
η =
√
ρ2 + (z + c)2 −√ρ2 + (z − c)2
2c
, (2)
so that the boundary of the spheroid is simply ξ = ξa = a/c. The exciting potential is
Ve =
c√
ρ2 + (z − d)2 =
∞∑
n=0
(2n+ 1)Qn(ξd)Pn(ξ)Pn(η). ξ < ξd (3)
The boundary condition is V = 0 at ξ = ξa, where V = Ve + Vr is the total potential outside the
spheroid and Vr is the reflected potential. Using standard techniques, Vr is found to be
Vr = −
∞∑
n=0
(2n+ 1)
Pn(ξa)
Qn(ξa)
Qn(ξd)Qn(ξ)Pn(η). (4)
where ξd = d/c. We will now investigate the analytic continuation of the series (4) inside the spheroid.
3.1 summary of progress in [3]
The terms in this series behave for large n as
Pn(ξa)
Qn(ξa)
Qn(ξd)→ 1√
2npi(ξ2a − 1)1/4
(
(ξd +
√
ξ2d − 1)2
ξa +
√
ξ2a − 1
)n
. (5)
If the point source is distant enough so that d > do = 2a
2/c − c, the series converges in all space
except the focal segment, and the corresponding image may be expressed as a series using the Havelock
formula for the prolate spheroidal harmonics.
The corresponding image line charge distribution % can be found by applying the Havelock formula,
which essentially expresses each spheroidal harmonic in terms of a distribution of line charge on the
focal segment:
%(z) = −1
2
∞∑
n=0
(2n+ 1)
Pn(ξa)
Qn(ξa)
Qn(ξd)Pn(z/c), |z| < c (6)
which converges if d > do.
But for d < do, the series (4) diverges inside the spheroid ξ < ξh where
ξh = (2ξ
2
a − 1)ξd − ξa
√
ξ2a − 1
√
ξ2d − 1. (7)
This is shown schematically in figure 2, where the spheroidal series diverges inside the inner spheroid.
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Figure 2: Schematic of the problem of a point charge near a prolate spheroid, showing the extended
image singularity in the case of a close source charge. Red represents positive charge and blue negative.
To work around this, the authors noted that the leading asymptotic order of the series terms in (4) is
similar to that for the spheroidal harmonic expansion of a point charge at z = h:
Vq =
qhc√
ρ2 + (z − h)2 , (8)
=qh
∞∑
n=0
(2n+ 1)
Pn(ξa)
Qn(ξa)
Qn(ξd)Qn(ξ)Pn(η), (9)
where qh =− 4
√
h2 − c2
d2 − c2
This is the blue dot in figure 2. Then (9) was extracted from the series (4) so that the remaining
series converged faster:
V ≡ V ′ = Ve + Vq −
∞∑
n=0
(2n+ 1)
(
Pn(ξa)
Qn(ξa)
Qn(ξd) + qhPn(ξh)
)
Qn(ξ)Pn(η). (10)
But it appears the authors incorrectly assumed that the remaining image lies on the focal segment,
which is why their series expression analogous to (6) for the image density diverges. They state that
their series is asymptotic, initially converging the diverging, but it could not be converging to any
distribution since, as we will see, there is no such distribution confined to −c ≤ z ≤ c that could
reproduce the potential.
Note that in [3] there is a minor error in stating that the requirement that h > c (image charge lying
off the focal segment) is equivalent to d < do. But in fact h > c and is real regardless of d < do, as
shown in figure 3. (although it can happen that h > a for some much larger d). The same for qh - it
is still real for d > do. Nevertheless, the real reason is that there is no point in extracting the image
point charge at z = h > c when the image lies entirely on the focal segment anyway.
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Figure 3: Comparison of the height h of the image point charge in [3] to that from [6]. The height
is plotted as a function of the source charge height d, for two spheroids of very different aspect ratio.
The top of the focal segment lies at c = 1, and do is the critical height for the source charge - the blue
line is only used for d < do.
3.2 Comparison to approach in [6]
In [6] the authors separated out a different image point charge, but in this case its location and charge
were chosen so as to cancel out just the n = 0 and n = 1 terms of the series (4) exactly. This is a good
approximation in cases where the spheroidal series converges very quickly so that the first two terms
are dominant, but from the point of view of analytical continuation, we will see in the next section
that this point charge does not appear in the actual reduced image. As shown in figure 3, the height
of the image charge in [6] decreases faster towards the center of the spheroid, and may even lie on the
focal segment, unlike the point image from [3].
3.3 Analytic continuation of the potential for close source charges
For point sources within the critical distance d < do, the potential diverges within the spheroid ξ < ξh,
which extends along the z-axis to z = ±h. We will make the intuitive guess that V is singular on
the z-axis from z = −c to h, shown in figure 2; there seems no reason why the image would have to
extend to z < −c, when the image should concentrate towards the top surface as the source comes
very close, mimicking the image solution for the plane. And it is a fair assumption that the image lies
on the axis, since this is the case for d > do, as seen in the previous section.
So we’ll define a ‘stretched’ prolate coordinate system whose focal segment lies on the z-axis from
z = −c to h, exactly on the proposed singularity:
ξ¯ =
√
ρ2 + (z + c)2 +
√
ρ2 + (z − h)2
c+ h
(11)
η¯ =
√
ρ2 + (z + c)2 −√ρ2 + (z − h)2
c+ h
(12)
with the goal of expressing Vr as a series of the corresponding spheroidal harmonics. There should be
no reason for such a series to diverge anywhere except on the proposed singularity.
In order to find such a series, we can use the transformations between spheroidal and spherical harmon-
ics, first transforming the series in to a sum of spherical harmonics, with the following transformation
[10]:
Qn(ξ)Pn(η) =
∞∑
p=n
p!2
2(p− n)!(p+ n+ 1)!
(
2c
r
)p+1
Pp(cos θ) (13)
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then onto a basis of the stretched spheroidal harmonics [11]:(
h+ c
r
)p+1
Pp(cos θ) =
∞∑
k=p
2(−)k(2k + 1)(k + p)!
p!2(k − p)! Qk(ξ¯)Pk(η¯). (14)
Then the series (10) may be re-expressed as
V ≡ V ′′ = Ve + Vq −
∞∑
k=0
(2k + 1)
k∑
n=0
βkn(2n+ 1)
[
Qn(ξd)Pn(ξa)
Qn(ξa)
+ qhPn(ξh)
]
Qk(ξ¯)Pk(η¯). (15)
where
βkn =
k∑
p=n
(−)p+k(k + p)!
(k − p)!(p− n)!(p+ n+ 1)!
(
2c
c+ h
)p+1
. (16)
This series suffers numerically from catastrophic cancellation, where the individual terms are large
but with alternating sign, and their magnitudes are just so that their combined sum is many orders
of magnitude smaller than the terms themselves. This cancellation is so dramatic that 15 digits is not
enough precision to compute the sum with any accuracy for k, n & 20. Fortunately βkn can instead
be computed via the following stable recurrence:
βk+1,n =
k + 1
(n+ k + 2)(k − n+ 1)
{
(2k + 1)
[
4c
c+ h
− n(n+ 1)
k(k + 1)
− 1
]
βkn +
(n− k + 1)(k + n)
k
βk−1,n
}
,
(17)
with initial values
βnn =
1
2n+ 1
(
2c
c+ h
)n+1
(18)
βn+1,n =
(
2c
c+ h
)n+2
−
(
2c
c+ h
)n+1
. (19)
But another source of numerical instability in (15) lies in the sum over n, which again suffers from
catastrophic cancellation, and this time there seems no way to find an analytic stable method of
computation due to the complexity of the terms. The numerical errors become significant for higher
k, depending on the geometry of the problem.
The series for the line charge distribution (15) is obtained by applying the Havelock formula:
%(z) = −
∞∑
k=0
2k + 1
2
k∑
n=0
βkn(2n+ 1)
[
Qn(ξd)Pn(ξa)
Qn(ξa)
+ qhPn(ξh)
]
Pk
(
2z + c− h
h+ c
)
, −c ≤ z < h
(20)
which appears to converge as 1/k - not fast enough to obtain much detail before numerical problems
appear. Even multiple precision has been tried but offers only mild improvement due to it being
impractically slow. Ideally we would like to subtract off another approximate term like Vq which
makes the series (20) converge faster. The next order in the expansion of the Legendre functions
of large degree is found in [12], where the first order behaves as 1/n relative to the zeroth order.
Ultimately then we need to find a closed form for any series of the type
Vq2 =
∞∑
n=0
2n+ 1
O(n1) Pn(ξh)Qn(ξ)Pn(η) (21)
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Figure 4: The analytic continuation of V for a point charge near a conducting prolate spheroid, for
three aspect ratios and source distances.
Left-panels: V computed via the series (10) derived in [3]. Left-center panels: the modified series
(15) showing the analytic continuation of V . Center-right panels: The relative error between the two
series expressions, showing that they are equal in the regions where they converge.
Far right panels: the potential Vl evaluated very near to the z-axis, to get an approximate view of the
image line charge density. The series for Vl is truncated at two values of k to show the convergence of
the series, and also for two values of ρ to demonstrate that the potential shape doesn’t change much,
and is therefore evaluated close enough to the axis to consider this a rough estimate of the line charge
density.
In all cases K was chosen as high as possible before the catastrophic cancellations in the series (15)
became significant.
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which we are presently unable to find.
In figure 4 the analytic continuation of the potential is plotted for three different configurations of
spheroids and point charges. The three left panels confirm numerically that V ′′ is the analytic con-
tinuation of V ′ and therefore of V . V ′′ is smooth all the way down to the line segment −c ≤ z ≤ h,
confirming our guess of the location of the singularity. The right most panels are an attempt to get
an idea of what the corresponding image line charge distribution looks like, by plotting the potential
very close to the image line singularity. This gives a good approximation because the potential very
close to any line of charge becomes proportional to the line charge density. On these far right panels,
the point charges Ve and Vq are subtracted from the total potential V
′′ since they tend to overpower
the line source. These plots indicate that there are no other point sources in the image system, unless
they have a very small amount of charge. For all three plotted configurations, the main features of
the image line charge distribution are: a positive charge distribution on the segment c ≤ z < h, which
spikes at z = c, then decreases past zero at some z . c to negative values, and steadily decreases in
magnitude as z approaches −c.
For an off-axis point charge, the concept of a critical distance generalizes to a critical spheroidal surface
ξo. For the source outside this surface, ξa > ξo, the image lies completely on the focal segment,
but for ξa < ξo the series solution diverges everywhere inside some inner spheroid. The location
of the fundamental singularity/singularities is unknown. There might be one possible approach to
analytically continue these types of series of spheroidal harmonics - using the Watson transformation
which was applied to the time-harmonic scattering problem for a dipole near a sphere [13, 14]. An
initial guess is that the series would look something like
V =
∑
ν
∞∑
m=0
(2ν + 1)Pν(ξa)
sin(νpi)∂νQν(ξa)
Qmν (ξd)P
m
ν (ηd)Q
m
ν (ξ)P
m
ν (η)e
imφ? (22)
where ν are the complex zeros of Qmν (ξ) for fixed m and ξ. The convergence of a Watson transformed
series tends to depend on a different coordinate - in this case series should hopefully depend on η
instead of ξ. If the singularity lies on a surface of fixed η - a plausible guess - then (22) should give
the full analytic continuation of V . But actually evaluating (22) seems a nightmare - the zeros ν are
not given by an exact formula - they would likely have to be calculated by some algorithm for finding
complex zeros.
4 Point charge at center of conducting prolate spheroid
This problem is also simple enough to derive an analytic continuation for, by using basis re-expansions.
Again we take a prolate spheroid with surface ξ = ξa, focal length 2c, this time with excitation potential
Ve =
c
r
=
∞∑
n=0
(2n+ 1)Pn(0)Qn(ξ)Pn(η). (23)
Note that for n odd, Pn(0) = 0. The total potential inside is V = Ve + Vr, where
Vr = −
∞∑
n=0
(2n+ 1)
Qn(ξa)
Pn(ξa)
Pn(0)Pn(ξ)Pn(η), (24)
which converges inside a spheroidal volume with surface ξ = ξh = 2ξ
2
a− 1. Now we want to determine
the form of the image, which must lie outside this spheroid ξ = ξh. For the similar problem of a
charge located inside a cylinder [15], the image lies on the z = 0 plane with a circular hole. So at least
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Figure 5: Schematic of the problem of a point charge centered in a prolate spheroid, roughly showing
the proposed disk image with singular rings that extends out to infinity. Red represents positive
charge and blue negative. Beyond the initial negative ring, the actual pattern of charge on the disk is
a guess based on the limiting case of a cylinder.
for thin long spheroids we should expect a similar disk image, where the hole touches the spheroid of
divergence. So we will assume that the image lies on
ρ ≥ h = c
√
ξ2h − 1, z = 0, (25)
which is depicted in figure 5. Now to find a mathematical expression for the analytic continuation
of Vr, we could follow the approach for the infinite cylinder and search for an expression as a sum
or integral of cylindrical harmonics J0(kρ)e
−k|z|, since this expression should converge everywhere
except this image disk. However, there isn’t a clear ansatz for this is - for the cylinder the solution
is a discrete sum over k = kn, the n
th zeros of J0, but there seems no reason why Vr couldn’t be a
sum over integer values of k, or even an integral over 0 ≤ k < ∞. So instead we will use different
basis that also shares this plane singularity - radially inverted irregular oblate spheroidal harmonics
(RIIOSHs). These are singular on the z = 0 plane with a hole in the middle, which can be fitted
to match the assumed image domain (25) exactly. The RIIOSHs are 1rQn(iχ¯)Pn(ζ¯), where χˆ, ζˆ are
radially inverted oblate spheroidal coordinates:
χˆ =
1√
2h
√
rˆ2 − h2 +
√
(rˆ2 − h2)2 + (2hurˆ)2) (26)
ζˆ =
urˆ
hχˆ
(27)
rˆ =
h2
r
. (28)
h is the focal disk radius which has been set so that the RIIOSHs are then singular on the domain
(25). To expand Vr in terms of RIIOSHs, we must first expand the prolate spheroidal harmonics in
(24) in terms of regular spherical harmonics - this expansion is well known [16]. Then we can expand
the spherical harmonics in terms of RIIOSHs. The required expansion can be obtained by applying
radial inversion to a well known transformation formula between the irregular spherical harmonics and
the irregular oblate spheroidal harmonics [16]. Inserting these expansions into (24) and rearranging
the summation order gives
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Vr =
∞∑
k=0:2
{
k∑
p=0:2
[ ∞∑
n=p:2
(2n+ 1)
Qn(ξa)
Pn(ξa)
Pn(0)
(−)n−p2 (n+ p− 1)!!
p!(n− p)!!
]
× (k + p− 1)!!
p!(k − p)!!
(
h
c
)k}
(2k + 1)ik+1
h
r
Qk(iχˆ)Pk(ζˆ). (29)
The series over n appears to converge quickly and be numerically stable (checked for p ≤ 100). But the
sum over p suffers from catastrophic cancellation like the sum in (15) - no accuracy can be obtained
for k & 44. Still, (29) has been successfully checked against the original series (24) to be within very
small error.
We can however, improve the numerical accuracy of (29) slightly by considering a simple approxima-
tion to Vr, similar to both the image charge Vq in Sec. 3.1 and the image disk in [15] for the cylinder.
The series coefficients in (24) behave for large n as ([17] pp 304-306)
Qn(ξa)
Pn(ξa)
Pn(0)→
√
2pi/n(−)n/2
(ξa +
√
ξ2a − 1)2n+1
. (30)
We want to find a simple function that matches this limit, that when substituted in (24), has a
simple closed form for the corresponding series. For the infinite conducting cylinder, the zeroth order
approximation is two point charges offset in the imaginary z-axis at z = ±2i, which appears in real
space as a ring/outer disk, mimicking the exact image. So for the spheroid, the zeroth order image
should be two point charges offset by z = ±ih. The spheroidal series expansion for this is easily found
from the inverse distance expansion [18]:
V (0) =
ic 4
√
h2/c2 + 1√
ρ2 + (z − ih)2 −
i 4
√
h2/c2 + 1√
ρ2 + (z + ih)2
= −2i 4
√
h2
c2
+ 1
∞∑
n=0
(2n+ 1)Qn(ih/c)Pn(ξ)Pn(η), (31)
where the prefactor has been chosen such that series coefficients in (31) have the same asymptotic
limit as (30). V (0) is a very good approximation to Vr for fatter spheroids, accurate to within 1% as
shown in figure 6, (note a constant correction term should be applied to V (0), simply replacing the
n = 0 term in (31) with the term in (24)).
We can now use this approximation to improve the rate of convergence of (29) by adding and sub-
tracting the two forms for V (0) in (31):
Vr =V
(0) −
∞∑
k=0:2
{
k∑
p=0:2
[ ∞∑
n=p:2
(2n+ 1)
(
Qn(ξa)
Pn(ξa)
Pn(0)− 2i 4
√
h2
c2
+ 1Qn(ih/c)
)
× (−)
n−p
2 (n+ p− 1)!!
p!(n− p)!!
]
(k + p− 1)!!
p!(k − p)!!
(
h
c
)p}
(2k + 1)ik+1
h
r
Qk(iχˆ)Pk(ζˆ). (32)
The faster convergence means (32) can accurately compute Vr in a larger domain relative to (29)
before numerical cancellations become a problem. Eq. (32) is plotted in figure 7 for spheroids of
different aspect ratios. Numerical errors are higher where χˆ is small, near the image disk but also as
r →∞ in all directions. This is because the terms in the series with higher k are more important, and
these terms are where numerical cancellations in the series coefficients are worst. So unfortunately
the RIIOSH series fails near the proposed image disk, but we can still make loose deductions of image
charge density from the plots. Vr changes sign as it moves out in the ρ direction, indicating that the
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Figure 6: Relative error of the approximation V (0) with offset correction compared to the exact
RIIOSH series (32) for spheroids of different aspect ratios.
image disk charges also change sign in this way. A similar pattern is seen for the infinite cylinder, but
there the image changes sign at regularly spaced intervals, while the pattern here appears to stretch
as ρ increases.
In order to prove that the image lies completely on the z = 0 plane, we would have to show that
the coefficients in either series (29) or (32) grow at a polynomial rate in k as k → ∞, which does
appear to be true numerically for low k. But they appear far too complicated to show this analytically.
For a point charge located off-center in the prolate spheroid at some ηd, but still on the rotation axis,
we can only guess where the image lies. Plots of the standard series solutions, although they diverge
over a large volume encompassing the image, they do reveal the edge of the image, and it appears
that this edge lies on the same coordinate line η = ηd. So it would seem a reasonable guess that
the image lies on the surface η = ηd, ξ > ξh - an infinite parabolic curved sheet with a circular hole
around the spheroid. For ηd = 0, this reduces to the flat disk image proposed in this section, and for
a point charge located at the focus η = 1, the image would be a straight line extending up the z axis
for ξ > ξh.
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Figure 7: Plots of the analytic continuation of V using Eq. (32), for spheroids of different aspect
ratios, which extend out on the x-axis to ρ = 0.2, 0.4, 0.7 respectively, with c = 1 in each. The series
(32) is computed up to k = K for two similar values of K, and these are compared to check that the
series has converged sufficiently and has not encountered numerical cancellations. Regions where the
two series have converged to less than 10% of each other have been whited-out to avoid showing this
incorrect data. There is no guarantee that the remaining plot is accurate to within 10% error, since
the two series may just happen to coincide, likely in the areas between the white blobs. The K values
for each plot are, for each plot - top: K = 14, 20, middle: K = 24, 30, bottom: K = 34, 44. These
were chosen to plot the largest possible area.
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Figure 8: Two solutions for the potential of a grounded oblate spheroid with χ0 = 1.2. Left: VO,
right: V ′O.
5 Uniqueness of reduced image?
We will finish with a discussion on uniqueness. It is well known that the analytic continuation of any
harmonic function is unique, but it may be multi-valued, lying on a Riemann surface. If a function
can be expressed in all space except at line and point sources, these are the unique singularities. But
as for surface discontinuities, a smooth potential defined outside any closed surface can be analytically
continued inward. An open surface can also be continued through, shifting the surface discontinuity
to one side. This is like the branch cut of a multivalued functions in the complex plane - their position
can be chosen to reveal a different branch of the function in a particular region.
We can demonstrate some of this concept with a specific example. Consider a grounded conducting
oblate spheroid defined by the oblate spheroidal coordinate χ = χ0, in a uniform potential - the
potential VO outside is simply the oblate spheroidal harmonic of order zero, with an offset so that the
potential is zero on the surface of the spheroid:
VO = tan
−1 χ− tan−1 χ0. (33)
In fact VO is finite everywhere but with discontinuous derivatives across the focal disk. One could
analytically continue VO through either side of the disk to push the discontinuity to a different surface.
For example we can construct a piece-wise function that is continuous through the disk, but at the
same time equal to VO, except in a hemisphere sub-tending from the disk:
V ′O =
{
tan−1 χ− tan−1 χ0 r ≥ 1 or z ≥ 0
− tan−1 χ− tan−1 χ0 r < 1 and z > 0
(34)
which is equal to VO outside the hemisphere z > 0, r > 1. For large enough χ0, we have V
′
O = VO
outside the spheroid χ0, so V
′
O is a solution to the same physical problem. VO and V
′
O are plotted in
figure 8, inside a conducting spheroidal surface χ0 = 1.2. The surface charge for VO is monopolar,
while the surface charge for V ′O is a double layer - positive on one side and negative on the other,
resulting in a finite discontinuity in V ′O. It can be verified analytically that all derivatives of V
′
O
are continuous across the focal disk. So for this problem the reduced image is not unique unless we
require it to have minimum image surface area or minimum total surface charge. Equivalently, VO can
be thought of as a multivalued valued function, a Riemann surface, which is continuous everywhere
except the branch point on the focal ring. To view only one branch, a cut in real space must be
made on some surface with the ring as its edge. This leads us to the concept of Sommerfeld images.
Consider a point source above the center of a conducting disk; note this is the limit for an oblate
spheroid with χ0 = 0. The concept of an image for this problem is more complicated since there is
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apparently no space to put an image, but intuitively there should be some sort of image opposite the
disk, since the problem is comparable to a point charge near an infinite conducting plane, where the
solution is a point charge on the opposite side. This problem can be solved with the Sommerfeld image
technique by considering a double Riemann space where the disk is a branch surface joining the two
spaces [19, 9]. In this double space, Green’s function - the potential of a point charge, is different but
still expressible in terms of standard functions. The solution is the modified source charge source plus
an oppositely charged point image opposite the disk, in the second space. When only the real space
is considered, a branch cut is taken across the disk, so the image source disappears and is replaced
by a surface charge distribution on the disk. Perhaps this concept could be generalized to an oblate
spheroid of finite volume, where the surface of the spheroid is a branch cut.
6 Conclusion
We have investigated the reduced forms of images in spheroids and provided progress for two specific
problems. For the problem of a point charge on the axis of a prolate spheroid, close to the surface,
our analysis strongly suggests that the reduced image lies on the segment extending from the lower
focus up to the image point: −c < z < h. However, we cannot analytically prove that our series of
stretched spheroidal harmonics (15) actually converges everywhere except this segment.
For the problem of a point charge at the center of a prolate spheroid, we have conjectured that the
image lies on the external disk z = 0, ρ ≥ h, and provided some numerical evidence to support this,
but the series of RIIOSHs (32) has severe numerical problems that prevent us from visualizing the
image in much detail. We also cannot analytically prove that the series actually converges everywhere
except this disk.
We have considered the concept of uniqueness of image solutions, and noted that surface images are
in a sense non-unique. First of all, any closed surface can be analytically continued through to reveal
a more reduced image. But even an image lying on an open surface is not unique. We presented two
functions that solve problem of a grounded oblate spheroid in a uniform potential, whose corresponding
image surface charges are different.
A future goal of this research is to find the form of the image for an off-axis point source. An
analytic approach could be to use a Watson transformed series of the type (22). Otherwise, numerical
continuation techniques may be useful.
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