We describe an approach to the coordination of application systems based on the modelling and maintenance of inter-system dependencies expressed as data constraints together with update propagation rules. These dependencies are speci ed by a Coordination Model which comprises a Coordination Interface for each application system together with a global Coordination View. A Coordination Interface describes local object types relevant for systemwide coordination. The Coordination View describes the subsystems, their globally important object types and the relationships between those object types. Additionally, the Coordination View speci es actions to restore global consistency in the event of constraint violations, thereby providing system coordination. Speci cally, we describe how this approach has been adopted in a prototype Computer Integrated Manufacturing (CIM) system based on the coordination of CIM subsystems. In this CIM system, the Coordination Model is speci ed using the NIAM data model.
Introduction
Many complex business and manufacturing application systems are constructed through some form of integration of existing systems. Integration must be achieved in a way that supports system evolution in terms of both the introduction and replacement of component application systems and changes in the business and manufacturing processes that the integrated system supports. This is particularly important given the trend towards virtual enterprises in which companies may form a loose, transient cooperation directed towards the provision of a speci c service or the manufacture of a speci c product BSW94].
Flexible and dynamic integration can be attained through a control layer which coordinates application tasks based on explicit inter-system dependencies. These dependencies are amenable to both direct view and update. Repository technology has been proposed as the basis for such a control layer BD94]. One problem with a centralised repository controlling access to data is that its availability is critical to the operation of all subsystems. Further, the coordination rules may be overly complex due to the fact that they deal with subsystem-speci c issues. We propose an alternative two-level repository and control scheme, referred to as a Coordination Model, which supports multiple levels of data and operation abstraction.
For our Coordination Model, we employ a two-level repository consisting of a Coordination Interface for each subsystem together with a global Coordination View. A Coordination Interface of a subsystem models those local object types and object properties which are relevant to the coordination activity. The Coordination View models the subsystems and the dependencies between the object types of their Coordination Interfaces. It also speci es the actions to be taken to ensure that global consistency is maintained in accordance with those dependencies. The coordination activity is supervised by a central authority called the Global Coordinator. The Global Coordinator uses the Coordination View to check on the validity of global consistency constraints and, in the event that they are violated due to some action of a subsystem, it delegates appropriate actions to one or more subsystems in order that global consistency is restored.
Each subsystem has a Coordination Agent which is responsible both for notifying the Global Coordinator of any local actions which may impact on global consistency and for responding to any actions delegated by the Global Coordinator. The Coordination Agent bases its operation on the subsystem's Coordination Interface.
Through a two-level repository and control scheme, we establish a clear separation of concerns. The Global Coordinator only knows what is strictly necessary for coordination. A local Coordination Agent deals with issues that are speci c to the local subsystem. With this approach, we not only minimise the integration e ort but also maximise subsystem autonomy and facilitate system maintenance and evolution.
In this paper, we focus on the modelling aspects of the Coordination Model and describe in detail the Coordination Interfaces and the Coordination View. The Coordination Model is based on three levels of data and operation abstraction. At the rst level, each subsystem's data and operations are described in terms of its local data model. The second level of abstraction is that of the Coordination Interfaces which model the globally important data in terms of global object types, their properties and their relationships and which map local operations to/from global coordination operations. The Coordination Interfaces are speci ed in terms of a global data model. The third level of data and operation abstraction is that of the Coordination View which is also expressed in the global data model.
The proposed approach has been adopted in the construction of a system for Computer Integrated Manufacturing (CIM) where engineering tasks must be coordinated. For example, it is necessary to coordinate design activities with planning activities. If a design is created, then planning for the production process must be initiated. It is possible to coordinate these activities through dependencies between global objects of the corresponding application subsystems. In simple terms, we can specify that, for each design object, there must be a corresponding planning object. Then by means of the necessary update propagation rules, creation of one forces creation of the other, thereby initiating the required subsystem actions.
A manufacturing enterprise has two main tracks of information ow | technical and managerial | and product data management spans both tracks. On the technical track, applications are highly specialised supporting tasks such as product design (CAD) and the programming of numerically controlled machines (CAM). Generally, the various application systems on the technical track are referred to as CAx systems. CAx systems may di er not only in terms of functionality but also in terms of the amount and type of data managed, the run-time environment and performance characteristics. Certainly, the application subsystems will vary in their data management support and many may store their data directly in les rather than in a database system. The advantage of our integration approach for CIM over a number of others (e.g. JRW88, Bro92, EGW91]) is that it minimises the extent of global schema integration required and avoids either the storage or replication of subsystem data in a central repository. Further, the representation of intersystem dependencies is explicit and this provides easy access to, and update of, this information. If coordination is performed by the triggering of actions directly from one subsystem to another, such dependencies are implicit and not readily available at the global level.
While our coordination approach is general and not dependent on either a speci c choice of global data model or a speci c application system, we will describe the approach in terms of the CIM system we have developed, CIM/Z NSSW94a], and its global data model NIAM VB82, Win89, NH89]. To be speci c, we use the variant of NIAM given by NIAM/RIDL* RID91].
Section 2 gives an overview of the general architecture of such a coordination system. In section 3, we discuss the three levels of abstraction introduced by the Coordination Model and its Coordination Interfaces and Coordination View. Section 4 describes the Coordination View and its representation of inter-system dependencies in terms of globally important object types and global consistency constraints. Section 5 follows with a description of how the coordination activity is speci ed in terms of constraints together with update propagation rules to restore global consistency in the event of constraint violation. Concluding remarks are given in section 6.
General Architecture
In this section, we outline the general architecture of a coordination system and the functionality of the two main kinds of component through which coordination is achieved; these are the Coordination Agent and the Global Coordinator.
As stated in section 1, we demonstrate our approach in a project dealing with the integration of systems taken from the CIM area. We regard a CIM environment as a complex application system consisting of independently developed, heterogeneous subsystems. These may include various technical CAx systems, such as CAD and CAM systems, and a Production Planning System (PPS) dealing with managerial activities. As an example of coordination, we consider a CAD system and a PPS as shown in gure 1. The CAD system supports the design activity and stores information about the various CAD drawings consisting of CAD assemblies and components. The PPS manages information about the structure of parts. There is a dependency between the two subsystems; parts referred to in the CAD assemblies must exist in the PPS. If a part is discontinued, then we must ensure that designers cannot reference this part in future designs { and we must somehow inform designers that existing designs using this part are no longer valid.
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The main task of the Global Coordinator is to ensure, with the help of the Coordination Agents, the consistent state of the overall CIM system. The general coordination process is based on the Coordination View which is a conceptual model of the subsystems, those object types which are relevant to coordination and inter-system dependencies.
It is the responsibility of the Coordination Agents to monitor the actions of the subsystems and notify the Global Coordinator of any updates relevant to global consistency. Each Coordination Agent bases its operation on a Coordination Interface which is a conceptual model describing those parts of the corresponding subsystem's data relevant to coordination. We say that a Coordination Interface describes globally important data. The Coordination Interface is expressed in the same data model as that of the Coordination View; we refer to this data model as the global data model of the coordination system.
Since the key to coordination lies in the relationships between objects, it is preferable to have a global data model which has an explicit relationship construct to which cardinalities and propagation semantics can be attached. Additionally, it is desirable to have rich classi cation structures with constraints such as exclusion and totality over collections of objects. We have based our global model on NIAM VB82, Win89] but note that an object data model with a relationship construct and classi cation constraints would be equally suitable (e.g. Nor92, Nor93] ). The lack of support for the modelling of relationships in EXPRESS EXP92] makes it less suitable; however, the addition of relationship constructs are being considered for the new standard, E-EXPRESS.
A Coordination Agent also has to respond to actions delegated by the Global Coordinator. The operations and objects of the Global Coordinator's request must be mapped into the operations and objects of the subsystem. Each local data object involved in the coordination process must be uniquely identi able across the global system. These global identi ers are provided by the Coordination Agents which are able to map between local and global identi ers.
During the development of existing CIM subsystems, integration in a coordinated environment usually was not a consideration and the subsystems may therefore not be as open as we would wish in terms of the monitoring and controlling of local events. In the worst case, the detection by the Coordination Agent of local events signi cant to coordination may have to be based on the examination of trail les or le updates. However, many of today's CIM subsystems provide an application programming interface which allows access to data by means of import/export operations or even the monitoring and controlling of several system actions. These interfaces play an important role in making the coordination environment more e ective and more e cient.
Global transaction management is a prerequisite to ensure that all information about changes and the corresponding coordination activities reach the relevant parties and are acted upon. A subsystem need not be a database application system and therefore may have no metadata stored (other than internalised in application code) and no transaction and recovery support. Other subsystems may have full database functionality. To ensure globally consistency under coordination, we require some guarantees that local subsystem actions will not con ict with coordination activities and, further, that the e ects of coordination activities will not be lost. A Coordination Agent, together with its subsystem, must provide these guarantees. In this way, we regard a Coordination Agent as augmenting its subsystem in such a way that it appears as if the CIM component system has the minimum database functionality required for global coordination.
A discussion of the monitoring and execution role of the Coordination Agents, and also the transaction model and mechanisms as used in CIM/Z, is beyond the scope of this paper. Details of these aspects of a coordination system are given in NSSW94a, NSSW94b, WNS95a].
The Coordination Model
In this section, we describe the Coordination Model in terms of its components known as the Coordination Interfaces and the Coordination View. Speci cally, we show how the levels of abstraction provided by these models are used to minimise both the integration e ort and the data required for the coordination of subsystems. Figure 2 illustrates the three levels of data and operation corresponding to the views of the subsystems, the Coordination Agents and the Global Coordinator. For the purposes of coordination, it is not necessary for the Global Coordinator to know anything about the structure of the objects of subsystems; it only needs to know of their existence and of the relationships between individual objects that span subsystems. Further, it only has to know about objects which are relevant to global consistency. For example, geometric objects of a CAD system may have no relevance to global consistency and coordination and therefore there is no need for these object types and their instances to be known to the coordinator.
As far as the Global Coordinator is concerned, each Coordination Agent is capable of undertaking a limited number of actions such as the creation, deletion or update of an object. However, these actions may be handled in di erent ways in the various subsystems. For example, a deletion action may require that some authority be noti ed of the request to delete a local object, and only when this action is approved, will the corresponding operations be performed on the local data. Thus, the Coordination Agents map the actions requested by the Global Coordinator into one or more local operations.
Before describing the Coordination Interfaces and Coordination View in detail, it is necessary that we examine closely the fundamental concepts of our Coordination Model and clarify our use of terms such as object, object type, globally important object and constraint in the context of this paper. Some of the terms used are in uenced by the chosen global data model, NIAM (e.g. object type), while some evolve from the coordination concept.
An object in the sense of the coordination approach is a set of information items, or technical data, which is handled by a subsystem as a single logical data unit of an application. For example, this could be a drawing as manipulated by a CAD system or a manual for a certain product as stored in a document management system. Objects having the same structure are described by an object type. Note that the notion of an object type also represents a semantic grouping of objects. For example, a particular object type might correspond to the set of all released manuals. In this way, object type in the sense of NIAM has both an intensional and an extensional notion similar to the use of entity types or entity sets in the entity relationship family of data models (see for example, EN94]). This di ers from those object data models, such as Nor93], which clearly distinguish the two notions through distinct notions of typing and classi cation. A detailed discussion of advantages in distinguishing the intensional and extensional notions in object data models is given in Nor95].
As used in our approach, object type is primarily considered an extensional notion. We emphasise this since, in the coordination process, we focus primarily on object instances and their semantic groupings rather than on the structure of objects in terms of their properties.
A subsystem may know of and guarantee integrity constraints involving one or more of its own object types. We call such integrity constraints local constraints. An example could be a CAD system which creates and maintains a change log for every drawing produced by a user. Then there would be a one-to-one local relationship constraint between drawing and log objects.
Constraints spanning more than one subsystem cannot be guaranteed by a single subsystem but rather have to be ful lled by the Global Coordinator. These constraints are referred to as global. For example, in the case of a PPS which stores parts lists, and a CAD system which stores drawings of products, there could be a one-to-one relationship constraint between the two object types`parts lists' in the PPS and`CAD Drawings' in the CAD system. These global constraints are guaranteed by the Global Coordinator and, if they are violated, a global transaction is started to reestablish global consistency by means of a coordination process.
It has been found useful to extend the notion of`global' constraints to constraints imposed on object types belonging to the same subsystem, if that subsystem cannot itself guarantee them. We call these constraints`global' since they also have to be handled by the Global Coordinator.
An object type which is involved in a global constraint is called a globally important object type; all other object types are called local object types.
A global transaction is initiated every time a Coordination Agent requests con rmation for an operation that its subsystem performed, or intends to perform, on globally important object types.
Whether the rst or the second situation applies depends on the coupling mode between the subsystem and the Coordination Agent and is discussed in detail in NWM + 95, WNS95b].
Logically, the Global Coordinator is placed above the subsystems and controls the global e ects of local changes happening in the subsystems. The integration of a subsystem into a coordinated environment requires that the object types of the system which are relevant to the coordination e ort be visible to the Global Coordinator. These object types may correspond to local object classes, relations or les depending on the kind of subsystem to be integrated. We describe the three levels of data abstraction in terms of the two steps required to integrate a subsystem's data into a coordination system. We begin with the rst level of abstraction which is the description of the local data of a subsystem. Consider the two subsystems of our example shown in gure 3; these are, as before, a CAD system and a PPS.
We assume here that the CAD system stores its data structures in les and little is known about their structure as indicated in the view of our CAD system shown in gure 3. Fortunately, in most contemporary CAD systems, a programming interface (such as GII/CATGEO in CATIA GII88, CAT92] or Pro/DEVELOP in Pro/ENGINEER Par93a]) is available through which a higher-level view of the system's data can be obtained.
In contrast, we assume in our example that the PPS uses a relational database management system which allows the schema of the relations and their contents to be viewed directly.
Constructing the Coordination Interface
The rst step in integrating a subsystem into the coordination system is to construct the Coordination Agent and the Coordination Interface. This Coordination Interface represents the second level of abstraction. A Coordination Interface describes the structure of local data required for the coordination process in terms of object types of the global data model. The Coordination Agent keeps track of existing objects by storing their local and global id(s). It is important to state that, at this stage of the integration process, all data objects of the subsystem which are not relevant to global consistency are omitted from the Coordination Interface. For example, in the case of the PPS, the format description of a status report is not relevant for the coordination process and therefore need not be modelled in the Coordination Interface. This not only reduces the amount of data to be handled by the Global Coordinator, but also minimises the integration e ort in that global agreement is required only over globally important objects.
Note that, if a globally important data object is updated together with another data object of the same subsystem in a way that is outwith the control of the Coordination Agent, then these data objects have to be grouped into one globally important object type. An example of de ning object types based on analysis of subsystem tasks is shown in gure 4. We show a CAD system which stores information about drawings divided into geometrical and non-geometrical components plus a design-oriented bill of materials as represented by the construction parts lists information. Since a user action on a CAD drawing may involve updates on one or more of these components, these objects are logically grouped together into a single global object type. Then the Coordination Agent has to regard each update as an update of the globally important CAD drawing object.
On the right of gure 4, we show the Coordination Interface's NIAM representation of the drawing in terms of a single object type. The solid circle denotes the object type CAD Object. The dotted circle denotes an attribute (lexical object type) called Name. The box represents a relationship between CAD Object and Name. Lines above a relationship box are used to indicate the cardinality. A CAD This grouping of local objects into a single global object type is very important in considering that part of a Coordination Agent which coordinates local operations performed in a subsystem and global ones as requested by the Global Coordinator.
The Coordination Interface contains structural information about the globally important object types in terms of their properties and relationships to other local object types. This information enables data exchange between subsystems using a format as described in EXP92] and may be helpful in the propagation of actions to other subsystems. For example, the creation of an object in one subsystem may require the creation of a corresponding object in another subsystem { and for the creation of this second object some properties of the rst object may have to be known (e.g. the name of a CAD drawing in order to create an initial version of the corresponding technical manual). Thus, a globally important object may also have globally important properties.
In e ect, this means that there is a globally agreed structure for globally important objects. We say that coordinated object types of di erent subsystems which correspond to the same real world objects must be made compatible. That is, their naming and the naming of their common properties, plus the structure of these properties, must be the same. Figure 5 illustrates the idea of compatible global object types. In this example, we regard a relational employee management system and a project management system using the COCOON object data model SLR + 92]. Both systems are dealing with engineers, but they di er in the way object types and their properties are named. In the Coordination Interfaces of the two subsystems, the global object types representing the engineers are compatible. This is achieved through a mapping and renaming of the COCOON Worker object type to the NIAM Engineer object type and of the corresponding COCOON Lastname property to the NIAM Name lexical object type. Note that we may omit object properties from the global description if they are not considered relevant to the coordination process (e.g. the sex of an engineer).
Arriving at a globally accepted terminology is a form of schema integration. Many techniques and tools have been proposed to assist the schema integration process (for example see BLN86, SPD92]). We do not discuss this aspect of integration here, but simply note that such techniques and tools can be adopted in a coordination system for the required forms of partial schema integration. However, we stress that one advantage of our approach is that we do not attempt to integrate the entire local schemas into a global schema | but rather only add those portions necessary for the coordination process. This can be achieved because we have no global applications requiring access to data stored across subsystems. We use this feature to minimise the integration e ort and therefore avoid many (but not all) of the problems inherent to schema integration.
Constructing the Coordination View
The second step of integration is to make globally important object types visible to the Global Coordinator by adding them to the Coordination View. It is not necessary for the Global Coordinator to know about the structure of globally important objects as the form of inter-system dependencies supported is based only on the relationships between the existence of globally important objects. This implies a further abstraction of subsystem's data | and a corresponding reduction in the metadata concerning local data.
Object types and instances of object types are only one part of the Coordination View. The Global Coordinator must know which objects and object types belong to which subsystems. The Coordination View therefore also has to model the subsystems themselves. Last, but certainly not least, the Coordination View must model the inter-system dependencies that form the basis of the coordination process. These inter-system dependencies are expressed in terms of relationships between both the object types and the object instances belonging to di erent subsystems, and actions to be taken to ensure that these relationships, and their associated constraints, are maintained. The representation of objects and object types and the inter-system dependencies are described in more detail in the following sections.
We conclude this section by restating that our main aim is not to establish a federated database system and share data across systems. Rather, our aim is to do only what is necessary to achieve coordination of tasks across autonomous subsystems and ensure that their data is mutually consistent. Therefore, while some global authority for schema integration is required, the sphere of control and integration e ort is kept to a minimum.
However, one can take the view that coordination provides a minimal level of integration. By extending the functionality of the Global Coordinator, and the data stored in its repository, one can extend the global capabilities of the integrated system. For example, global applications which process data across subsystems could be supported by providing mechanisms for global query processing and, where necessary, extending the scope of the Coordination View to include that data required by those applications. In this way, one can consider a layered architectural framework with levels of integration from the minimal coordination level up to a fully integrated global system with global access to all subsystem data. It is important to remember that an increase in the level of integration requires an increase in the cost and e ort of integration and in the loss of subsystem autonomy. Increased integration should therefore only be applied where strictly required and only to the extent necessary.
Coordination Constraints
The Global Coordinator's main task is to maintain global consistency constraints between objects and object types of di erent subsystems. Before proceeding to discuss the representation of intersystem dependencies, we rst present the representation of objects and object types which form the basis of the Coordination View (see gure 6).
Objects and object types
The Coordination Repository stores information on the globally important data of subsystems as speci ed in the various Coordination Interfaces. Primarily, this data will consist of local objects which are globally important | but it may also consist of local relationships between those objects which are also globally important and hence also speci ed in the Coordination Interfaces. As far as the Global Coordinator is concerned, both forms of globally important data are modelled as globally important object types by treating globally important relationships as objects. The ability to treat relationship types as object types is supported in the NIAM model through the Fact-NOLOT construct. In NIAM, object types are generally known as NOLOTs (non-lexical object types) and relationship types as Facts. The Fact-NOLOT construct allows a relationship type to be treated as an object type, thereby allowing a relationship type to be related to other object types for the modelling of complex relationships.
In the Coordination View, we therefore distinguish two di erent kinds of object types: Simple Object Types and Relationship Object Types which, respectively, correspond to object types and relationship types of a subsystem's Coordination Interface. This is shown in gure 6 where Object Type has two specialisations | Simple Object Type and Relationship Object Type. There are two relationships between Relationship Object Types and Simple Object Types which specify the object types associated by a given relationship type.
The instances of Simple Object Types are represented by their object identi ers. These global object identi ers are generated by the Coordination Agents from a local object identi er and a subsystem identi er. The instances of a Relationship Object Type are identi ed by the pairs of global object identi ers belonging to those objects they connect.
It should be noted that an object type can belong to more than one subsystem. This re ects the case that all instances of that object type are replicated in all of the involved subsystems. Note that this must already be regarded as a form of inter-system dependency; the creation of an object of that type in one subsystem causes the Global Coordinator to request the creation of a corresponding object in another subsystem. This feature becomes important, for example, if parts lists are handled inside and outside a CAD system (as in the case of CAD systems, such as CATIA, connected with Figure 6 : The meta model to for object types and object ids a separate, possibly more powerful, parts list management system). Note that this di ers from the case where some, but not necessarily all, instances of an object type occur in more than one system. In such a case, the replication of data is not enforced and the semantic equivalence of individual concept instances would be represented by a partial one-to-one relationship on instances across the subsystems.
In the next subsection, we describe how inter-system dependencies are based on constraints over Object Types of the Coordination View. It should be remembered that this includes both the Simple Object Types and Relationship Object Types.
Data describing the Object Types of a subsystem's Coordination Interface has to be entered into the Coordination View when integrating that subsystem into the coordination system. In the event that the subsystem changes in such a way that its Coordination Interface has to be adapted, then the data in the Coordination View will have to be updated. This can be done either manually or using a data de nition language similar to that presented in the following subsection for the speci cation of global constraints.
Constraints on globally important object types
Inter-system dependencies can be thought of as having a static part and a dynamic part. The static part is expressed as global constraints that should be satis ed by the data of the coordination system. The dynamic part speci es actions to be taken by the Global Coordinator to restore global consistency in the event that an action in one subsystem causes one or more constraints to be violated. In this subsection, we describe the static part in terms of the forms of global constraints supported. Figure 7 shows the core of the global constraints as modelled in the Coordination View. There are two main categories of constraints | those that correspond to ISA and associated classi cation constraints and those that correspond to relationship constraints. An ISA relationship between object types of two subsystems A and B is a constraint because it enforces instances of the subtype in subsystem A to be instances of its supertype in subsystem B. In addition to simple ISA relationships between object types of di erent subsystems, we support classi cation constraints over these ISA relationships such as exclusion and totality.
Relationship constraints represent general forms of association between objects of di erent subsystems. Cardinalities on the relationships determine whether an object must participate in such a relationship and the possible level of participation. For example, a one-to-one total relationship Figure 8 shows an example of the forms of constraints supported. Suppose there are four CIM subsystems dealing with documents: a directory service which knows about all existing drawings; a CAD system dealing with CAD drawings and a document management system dealing with sketches. To ensure that all drawings are classi ed either as CAD drawings or as sketches, but not as both, we establish a totality and an exclusion constraint over the two ISA relationships. Since the ISA relationships and the two constraints are not part of any of the three involved subsystems, they have to be managed by the Global Coordinator. In addition, there is a one-to-one relationship between drawings and technical notes which are stored in a text management system and this constraint also has to be maintained by the Global Coordinator.
For the sake of reaction rules speci cation, we impose a direction on both relationship and ISA constraint types as shown in gure 9. For an ISA constraint, we refer to the more specialised type as the source and the more generalised type as the target. In the case of a relationship constraint, the choice of source and target can be made arbitrarily.
Source
Target Source Target Figure 9 : Direction of constraints A constraint de nition language provides a simple way of specifying inter-system dependencies. It is a rst step towards the provision of tools to assist in the integration of subsystems into a coordination system. Figure 10 shows the syntax for that part of the language dealing with the de nition of classi cation and relationship constraints. Each constraint is named in order that they can be referenced in the speci cation of reaction rules; this also allows for a simple constraint-deletion operation. Figure 10: Syntax for constraints
As described, dependencies between object types of di erent subsystems are generally represented by relationships between those object types. These relationships are global and not known to the individual subsystems and their Coordination Interfaces. We refer to such a global relationship as a relationship constraint since it places certain restrictions on subsystem actions. For example, if a relationship is speci ed as total and one-to-one, then two objects linked by this relationship are existence-dependent on each other. The Global Coordinator's repository must therefore store information both about the global relationship and also the instances of these relationships; it must know which object in one system is related to a particular object of another system. As shown in gure 7, a relationship constraint has both a descriptor and an extensional part which relates individual object instances.
Each relationship has cardinality constraints associated with it and this is included as part of the relationship descriptor. We have omitted this information in gure 7 for the sake of simplicity. However, in gure 10, we show how the cardinality constraints are speci ed in the constraint language.
In the integration process, it is necessary to specify the relationships between existing object instances. This may present something of a problem in that it requires knowledge of global object identi ers which are not usually known to the user. One solution would be for the Coordination Agents to provide functions to return global object identi ers based on local object type attributes which are known by the user, e.g. a set of key attributes or a le name. An integration tool could be developed to help the user specify such relationships.
Note that we do not consider n-ary relationships in our model. If n-ary relationships should occur in the data model of a subsystem, they are decomposed into binary relationships and object types.
Finally, we want to recall the implicit constraint in the case of the existence of an object in more than one subsystem. This construct provides the potential for a system engineer to de ne data replication. However, deliberately introducing replication within a coordinated system is not its main purpose and generally we would not recommend that this be done.
Reactions on constraint violation
A global inconsistency in the coordination system can occur when a Coordination Agent requests con rmation for an action taken by its subsystem. The corresponding update in the Global Coordinator's repository would result in the violation of a constraint speci ed in the Coordination View. In the case of such a violation, the Global Coordinator has to react to restore global consistency.
Every noti cation sent by a Coordination Agent contains the following information:
the subsystem identi cation which informs the Global Coordinator of the message source, the operation which can be either create, insert or update, the object type identi cation, the global identi er(s) of the involved object(s), the object properties which are of global interest.
The last item is optional and is included in those cases where an object with properties of global interest is inserted or updated. This information is not required by the Global Coordinator itself, but may be passed on to other subsystems as part of a delegated action request. The format chosen for the transfer of actual object properties is similar to that described in CTE94].
Each Coordination Agent is capable of undertaking a limited number of actions such as the deletion/insertion of an object or notifying a user of some event. However, these actions may be handled in di erent ways in the various subsystems. For example, a deletion action in a CAD system may require that some authority be noti ed of the request to delete a local object, and only when this action is approved, will the corresponding operations be performed on the local data. Thus, the Coordination Agents map the actions as requested by the Global Coordinator into one or more local operations.
The reaction rules described in this section are similar to the Event-Condition-Action (ECA) rules of Active Database Systems Buc94]. However, it is important to note that we do not support general ECA's | but rather a very restricted form of rules speci c to the coordination task. The rules are restricted not only in terms of the events and conditions, but also in terms of the possible actions.
A violation of a global integrity constraint caused by an insert, delete or update action in a subsystem can be modelled as shown in gure 11. Such a violation is identi ed by the global constraint it belongs to, whether it is induced by the source or the target object type of the constraint, and which type of global operation caused the violation.
The actions to be taken by the Global Coordinator in the event of the violation of a global constraint are also speci ed in the Global Coordinator's repository as indicated in gure 12. A reaction comprises a mandatory part and an arbitrary number of optional parts. The mandatory part is needed to ensure that the coordination system returns to a consistent state, while the optional parts are used for tasks not directly relevant to consistency but useful for work ow organisation.
Note the possibility to de ne the abortion of a transaction as one of the alternatives for the default mandatory reaction to a constraint violation. For example, this may be used in the case of a constraint violation due to the deletion of an object in order that deletion can be prevented from actually taking place. Such cases arise, for example, with the existence of the EU norm 85/374 which forbids the deletion of all data related to a released product for at least ten years. An alternative to the rejection of such a transaction is the invalidation, rather than deletion, of data.
In addition to the mandatory reactions, optional extensions can be de ned for actions such as informing a user of some event or performing special logging. It would be very inconvenient if every mandatory part of a reaction description for every combination of constraint and violating action had to be speci ed individually. We therefore introduce default reactions for the various forms of constraints and violating actions. These default reactions specify actions required to return the coordination system into a consistent state. These actions are designed to constructively reestablish consistency rather than destructively aborting a global transaction in the case of violation; they will be described later in this section. Using the default reactions, we can use two variants to remove an object from the control of the coordination system: Delete it or mark it as invalid.
The default mandatory reactions are described in detail in gure 13. Dashes ({) in the gure indicate that there is no constraint violation and so no action has to be taken to ensure global consistency. The column for update operations has been omitted because there are no default reactions de ned for them. This is because an update of an object normally only involves its properties which are not considered by the Global Coordinator. The single situation when an update becomes important As examples, we describe two cases shown in gure 13: the relationship constraint in the case of inserts (1a) and the total subtype constraint in the case of deletions (4b).
In the case of insertion operations and relationship constraints, only two cases have to be considered, whereas there are three cases for the delete operations. The insertion of an object into an object type does not violate a relationship constraint provided that the corresponding minimum level of participation in the relationship is zero; so in this case, there is no need for a default reaction. However, if the minimal level of participation equals 1, an object in the target object type of the relationship constraint has to be related. In this case, a message would be sent to the appropriate subsystem agent to return the id of the required object. This id could be obtained by the insertion of an existing object, the creation of a new object or just by the selection of a previously inserted object. It is for the agent of that subsystem to map the insert operation requested by the Global Coordinator into speci c local operations of the subsystem which will as a result generate the required object id through one of the above options. As the e ect for the Global Coordinator remains the same (an object id is returned by the agent), all possibilities are summarised under the abstract operation insert. After receiving the object id, the relationship between the two objects is stored.
Now consider 4b which deals with the deletion of an object when there is a totality constraint over subtypes. If an object is deleted from the target object type (supertype) of the constraint, there is no violation of the totality constraint. However, there would be a violation of the ISA constraint and this would be handled as described in 2b. If an object is deleted from the source object type (subtype), it also has to be deleted from the target object type in the case that it does not exist in other subtypes covered by the same total constraint.
In a complex system, such as a CIM system, establishing the automatic maintenance of the complete data set is often not possible or even considered desirable. The propagation of update operations may have rather drastic consequences and be considered as violating local subsystem autonomy. In many cases, it is therefore desirable that local users be requested to perform update operations such as deleting or creating local objects, rather than having this action happen under the control of the Global Coordinator. In the meantime, we may request that the relevant objects be invalidated. The invalidation will be kept until the Global Coordinator has received a con rmation message for requested actions and the reaction rule is considered satis ed. It is even possible that a subsystem refuses to comply with such a request and a message is sent back to the Global Coordinator informing it of this denial. In that case, the Global Coordinator may then request that the initial action resulting in the global constraint violation be undone. Clearly, this leaves open the possibility that this request is denied too. However, since the whole coordination system is meant to represent a cooperative e ort within an enterprise, it is assumed that these situations will be rare | and that, in such cases, a higher authority will be consulted.
User consultation and response to requests may take considerable time. Since all of the coordination process is performed within the bounds of a global transaction the system must be capable of dealing with these long transactions. We adopt a multi-level transaction model to avoid the long-term blocking of other transactions (see SWS91, WS92, SSW95] for details of such transaction models).
Conclusions
We propose an approach to the coordination of application systems through the maintenance of explicit inter-system dependencies over application data. These dependencies have both a static and a dynamic part. The static part speci es global constraints over the application data, while the dynamic part speci es actions to be taken to maintain consistency of these constraints under system operation.
This approach to coordination systems is based on three levels of abstraction. In terms of architectural components, these three levels correspond to the component application systems, the Coordination Agents of the components and the single Global Coordinator. Correspondingly, there are three respective levels of data description | the local component schemas, the Coordination Interfaces and the Coordination View. The two levels introduced for the coordination process provide a clear separation of concerns between global dependencies and subsystem-speci c issues. The Coordination Agents, and their Coordination Interfaces, deal with issues of heterogeneity and provide a database view, in terms of a global object model, of local data that is relevant to coordination. The Global Coordinator, with the Coordination View, deals speci cally with the expression of inter-system dependencies and the activity of coordination.
This coordination approach has been used in the development of a CIM system, CIM/Z. The prototype system is based on subsystems without database functionality, such as the CAD system Pro/ENGINEER Par93b], together with subsystems with full relational database functionality, such as a locally developed system for parts list management.
