Abstract-This paper presents a new approach to rotation invariant texture classification. The proposed approach benefits from the fact that most of the texture patterns either have directionality (anisotropic textures) or are not with a specific direction (isotropic textures). The wavelet energy features of the directional textures change significantly when the image is rotated. However, for the isotropic images, the wavelet features are not sensitive to rotation. Therefore, for the directional textures, it is essential to calculate the wavelet features along a specific direction. In the proposed approach, the Radon transform is first employed to detect the principal direction of the texture. Then, the texture is rotated to place its principal direction at 0 degrees. A wavelet transform is applied to the rotated image to extract texture features. This approach provides a features space with small intraclass variability and, therefore, good separation between different classes. The performance of the method is evaluated using three texture sets. Experimental results show the superiority of the proposed approach compared with some existing methods.
INTRODUCTION
TEXTURE analysis plays an important role in computer vision and image processing. The applications include medical imaging, remote sensing, content-based image retrieval, and document segmentation. Translation, rotation, and scale invariant texture analysis methods have been of particular interest. In this paper, we are concerned with the rotation invariant texture classification problem. Wavelet transform has been widely used for texture classification in the literature. Wavelet provides spatial/frequency information of texture, which is useful for classification and segmentation. However, it is not rotation invariant because textures have different frequency components along different orientations. Ordinary wavelet transform captures the variations along specific directions (namely, horizontal, vertical, and diagonal) due to the separability of the wavelet basis functions. So far, some attempts have been directed toward rotation invariant texture analysis using wavelet transform [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . Some of the proposed methods use a preprocessing step to make the analysis invariant to rotation [2] , [6] , [8] . Some use rotated wavelets and exploit the steerability to calculate the wavelet transform for different orientations to achieve invariant features [4] , [7] . There are also some approaches that do not use wavelet transform, e.g., [9] , [10] . This paper presents a new approach to rotation invariant texture classification using Radon and wavelet transforms. The proposed approach benefits from the fact that most of the texture patterns either have directionality (anisotropic textures) or are not with a specific direction (isotropic textures). For directional textures, the frequency components and, consequently, the wavelet features change significantly as the image rotates. However, for isotropic textures, the frequency components do not change significantly at different orientations. Therefore, the wavelet features are approximately invariant to rotation [11] . This motivates us to find a principal direction for each texture and calculate the wavelet features along this direction to achieve rotation invariance. This is similar to manual texture analysis when we rotate the unknown texture to match one of the known textures. There are techniques in the literature to estimate the orientation of the image, including methods based on image gradients [12] , angular distribution of signal power in the Fourier domain [13] , [14] , and signal autocorrelation structure [12] . Here, we propose Radon transform to estimate the texture orientation.
PROPOSED METHOD FOR TEXTURE ORIENTATION ESTIMATION
Due to the inherent properties of the Radon transform, it is a useful tool to capture the directional information of the images. The Radon transform of a 2D function fðx; yÞ is defined as:
where r is the perpendicular distance of a line from the origin and is the angle between the line and the y-axis [15] . The Radon transform can be used to detect linear trends in images. Texture principal direction can be roughly defined as the direction along which there are more straight lines. The Radon transform along this direction usually has larger variations. Therefore, the variance of the projection at this direction is locally maximum.
Figs. 1a and 1b show an anisotropic (directional) texture and the variance of the projections along different orientations. A disk shape area from the middle of the image has been selected before calculating the Radon transform to make the method isotropic. As shown, the variance of the projections has two local maxima at 45 degrees and 135 degrees (with vertical direction at 0 degrees). The local maximum at 45 degrees is narrower compared with the local maximum at 135 degrees because there are more straight lines along 45 degrees. To distinguish between these two local maxima, we may calculate the second derivative 1 of the variance, which has its minimum at 45 degrees. This is depicted in Fig. 1c . This technique may accurately find the texture direction for structural textures like the one shown in Fig. 1 . Furthermore, since taking the derivative removes the low frequency components of the variance, this method is robust to illumination changes across the image. This method has an advantage over techniques that use the contributions of all frequencies in the Fourier domain [13] , [14] . In practice, the angular energy distribution may change significantly in a texture. Therefore, it is not always reliable to find the dominant orientation using the contributions of all frequencies [11] .
Having the texture direction, we adjust the orientation of the texture for feature extraction. Analyzing textures along their principal directions allows creation of features with smaller intraclass variability, thus allowing higher separability. The rest of the paper is organized as follows: In Section 3, we present our rotation invariant texture classification approach. Experimental results are presented in Section 4 and conclusions are given in Section 5.
PROPOSED METHOD FOR ROTATION iNVARIANT
TEXTURE CLASSIFICATION Fig. 2 shows a block diagram of the proposed method. As shown, the principal direction of the image is first estimated from the Radon transform of a disk shape area of the image. The image is then rotated to move the principal direction to 0 degrees. A wavelet transform is employed to extract texture features. The image is finally classified using a k-NN classifier. In the following, these steps are explained.
Orientation Adjustment
To estimate the orientation of the texture, a disk shape area is selected in the center of the image. The Radon transform is calculated for angles between 0 degrees and 180 degrees. Based on the theory presented in Section 2, the orientation of the texture is estimated as follows:
where 2 is the variance of the projection at . Then, we rotate the image by À to adjust the orientation of the texture.
Wavelet Feature Extraction and Classification
By applying the wavelet transform to the rotated image, a number of subbands are produced. For each subband I ðl;sÞ , we calculate the following features:
where anorm ¼ P i;j jI ðl;sÞ i;j j, M and N are the dimensions of each subband, l is the decomposition level, and s represents the subband number within the decomposition level l. Feature e ðl;sÞ 1 shows the amount of signal energy in a specific resolution, while e ðl;sÞ 2 shows the nonuniformity of the subband values. Note that the wavelet transform is calculated for a disk shape area of the image. The sharp edges of its circular boundary affect the wavelet features. But, since this is the case for all the images, it has equal effect for all the texture features in each class. Therefore, it does not have a significant impact on the classification.
We use the k-nearest neighbors (k-NN) classifier for classification as explained in [8] . The features are normalized before classification usingf f i;j ¼ ðf i;j À j Þ= j , where f i;j is the jth feature of the ith image and j and j are the mean and variance of the feature j in the training set. To select the best features and improve the classification, we apply weights to the normalized features as proposed in [8] . The weight for each feature is calculated as the correct classification rate in the training set (a number between 0 and 1) using only that feature and leaving-one-out technique. This is because features with higher discrimination power deserve higher weights.
The proposed method to estimate the principal direction is robust to additive noise as described in [11] . There is also a fast technique for orientation estimation using the polar Fourier transform, which is equivalent to the proposed method using the Radon transform which is presented in [11] .
EXPERIMENTAL RESULTS
We demonstrate the efficiency of the proposed approach using three data sets. Data set 1 consists of 25 texture images of size 512 Â 512 from Brodatz album [16] used in [2] . We divided each texture image into four 256 Â 256 nonoverlapping regions. Then, we extracted one 128 Â 128 subimage from the middle of each region to create a training set of 100 (25 Â 4) images. To create the test set, each 256 Â 256 region was rotated at angles 10 degrees to 160 degrees with 10 degrees increments and, from each rotated image, one 128 Â 128 subimage was selected (the subimages were selected off center to make minimum overlap for different angles). With this approach, we created a total number of 1,600 (25 Â 4 Â 16) for the testing set (approximately 6 percent for training and 94 pecent for testing).
In the experiments, to estimate the principal direction, we calculate the Radon transform for angles 0 degrees to 180 degrees with 0.5 degrees increments. Fig. 3 shows the error mean and square root of mean square (SRMS) error of the direction estimation for each texture in the testing set. The error is defined as the difference between the estimated orientations of each two successive rotated textures (which is supposed to be 10 degrees) minus 10. The estimated errors are corrected based on the fact that few textures like D21 have two symmetric principal directions with 90 degrees difference (either of them is correct). The SRMS of error for directional and isotropic textures are displayed as solid and dashed bars, respectively. The mean values of the errors are shown by white bars. As shown, the error power is large for the isotropic textures. However, this error does not affect the classification rate since, as mentioned earlier, the extracted wavelet features do not change significantly when an isotropic texture is rotated. On the other hand, the errors for the directional textures are significantly smaller than those for the isotropic textures. Moreover, note that the estimated error is higher than the real error because sometimes the texture direction changes within the texture pattern (e.g., D22, D103, and D105). Except for D22 and D102, the error is very low (less than 1 degrees) for directional textures. The reason D22 has high error is that it has three symmetric principal directions (see Fig. 4a ). Similarly, D102 has two nonsymmetric principal directions (see Fig. 4b ). We can also observe that the error mean is small for most of the textures, which means the estimation method is unbiased for most of the textures.
Using the proposed method, we calculated the wavelet features for the training and testing images. For data set 1, we used four levels of ordinary wavelet decomposition with Daubechies wavelet bases of lengths 4 and 6 (db 4 and db 6 ). The three most highresolution subbands were ignored as they were dominated by noise (since most of the signal power is located in the lower resolutions). Thus, the features were calculated from 10 subbands. A k-NN classifier was employed to classify each texture based on the extracted features. The classification results are presented in Table 1 . The results are reported for different k values in the k-NN classifier before and after applying the weights to the features. As shown, applying the weights has generated higher improvement on e 2 compared with e 1 . The best classification rate is 98.8 percent using 20 features after applying the weights, compared with the maximum of 93.8 percent in [2] using 64 features. Nevertheless, a direct comparison between the results of our proposed method and the method presented in [2] is not possible due to the difference between the classifiers. A Mahalanobis classifier is used in [2] , with all the images at different orientations for both training and testing, while we used the images at 0 degrees for training (6 percent) and all the other orientations for testing (94 percent). Using db 6 wavelet, we even get 98.6 percent using only 10 features. Table 2 shows the confusion map when we have the maximum of 98.8 percent classification rate in Table 1 . In this table, only the textures with nonzero error are shown.
In Table 3 , we have also presented the classification rates using two alternative methods: 1) local binary patterns (LBP riu2 P ;R features) [9] and k-NN classifier and 2) the proposed method in [8] using db 2 wavelet. As shown, the maximum classification rates for these methods are 88.9 percent and 92.1 percent compared with the maximum of 98.8 percent with the proposed method.
To evaluate the robustness of the direction estimation method to additive white noise, we compared the estimated directions before and after adding white Gaussian noise with SNR = 0db. Defining the error as the difference between these two estimations, the means and SRMS of errors are displayed in Fig. 5 . As shown, noise does not have a significant effect on the orientation estimation of directional textures. The textures D19, D22, D56, D76, and D102 have larger errors due to either multiple principal directions or weak straight lines that are significantly affected by the additive noise.
To evaluate the robustness of the proposed method to illumination, we changed the illuminations of the images by multiplying a 2D Gaussian function shown in Fig. 6 . The principal directions were estimated using the proposed method before and Table 1 To minimize the table size, textures classified 100 percent correctly are not listed.
TABLE 3
The Correct Classification Percentages for Data Set 1 Using Local Binary Patterns and the Method Proposed in [8] with Different k Values in the k-NN Classifier after changing the illumination. Defining the error as the difference between these two estimations, the means and SRMS of errors are presented in Fig. 7 . As shown, the illumination does not have a significant effect on the orientation estimation of directional textures. The textures D22, D56, D76, and D102 have larger errors due to either multiple principal directions or weak straight lines affected by illumination. Data set 2 consists of 24 texture images used in [9] . These texture images are publicly available for experimental evaluation of texture analysis algorithms [17] . We used the 24-bit RGB texture images captured at 100 dpi spatial resolution and illuminant "inca" and converted them to gray-scale images. Each texture is captured at nine rotation angles (0 , 5 , 10 , 15 , 30 , 45 , 60 , 75 , and 90 ). Each image is of size 538 Â 716 pixels. Twenty nonoverlapping 128 Â 128 texture samples were extracted from each image by centering a 4 Â 5 sampling grid. We used the angle 0 degrees for training and all the other angles for testing the classifier. Therefore, there are 480 (24 Â 20) training and 3,840 (24 Â 20 Â 8) testing samples. The wavelet transform was calculated using the structure shown in Fig. 8 . We ignored the HH submatrix of the first level of decomposition, since this subband corresponds to the highest resolution and mainly carries noise. Therefore, 30 subbands were selected. Wavelet features were calculated for each subband using (3). Table 4 shows the error results using four different wavelet bases and different number of neighbors for k-NN classifier before and after applying the weights. As shown in this table, the maximum correct classification percentage (CCP) is 96.0 percent. The results using local binary pattern are presented in Table 5 . As shown, the maximum classification rate is also 96.0 percent using 10 þ 26 ¼ 36 features. Ojala et al. [9] have achieved a classification rate of 97.9 percent in their experimental results. However, the total number of features they used is much greater than 30. A classification rate of 97.4 percent has been reported in [8] using the same data set and 32 features.
Data set 3 consists of 60 texture images of size 512 Â 512 from the Brodatz album. These texture images are displayed in Fig. 9 . The training and testing sets were created in the same way as for data set 1, yielding a total of 240 (60 Â 4) images for training and 3,840 (60 Â 4 Â 16) images for testing (approximately 6 percent for training and 94 percent for testing). The experiments were also done as for data set 1. Table 6 shows the CCPs using db 4 and db 6 wavelet bases and a different number of neighbors for the k-NN classifier. The results are reported before and after applying the weights on the features. As shown, the maximum CCP is 96.7 percent. Data set 3 contains most of the 15 textures used in [10] (except D29 and D69). A classification rate of 84.6 percent has been reported in [10] while different orientations of the textures have been used in the training phase. However, in our experiments, only nonrotated textures have been used for training. Nevertheless, a direct comparison with the method in [10] is not possible due to the difference between the classifiers. Fig. 10 shows the errors for the maximum classification rate of 96.7 percent in Table 6 . To minimize its size, only the textures with nonzero error have been shown. Table 7 shows the classification rates using wavelet db4 features for the 20 isotropic textures from data set 3 (D04, D05, D09, D10, D23, D24, D27, D28, D37, D48, 2 D57, D66, D74, D75, D86, D87, D92, D98, D110, and D111). Compared with Table 6 , the classification rate is lower for the isotropic textures.
CONCLUSION
We have introduced a new technique for rotation invariant texture analysis using Radon and wavelet transforms. In this technique, the principal direction of the texture is estimated using Radon transform and then the image is rotated to place the principal direction at 0 degrees. Next, wavelet transform is employed to extract the features. The method for estimation of the principal direction is robust to additive white noise and illumination variations. We did a comparison with two of the most recent rotation invariant texture analysis techniques. Experimental results show that the proposed method is comparable to or outperforms these methods while using a smaller number of features.
Although the proposed method for principal direction estimation is suitable for most of the ordinary textures, more complex textures may need more complex techniques. For example, some textures may have straight lines along several directions. This may create ambiguity for the direction estimation. In this situation, more complex methods may be employed to estimate the direction. To make the method invariant to other geometric distortions, the second part of the method, i.e., the feature extraction method can be modified. Table 6 . In this figure, only the textures with nonzero error are shown. 
