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l. Summary 
l.l. Definition of a Bayesian Feature 
Detector 
Most feature detectors such as edge 
deteccors or circle finders are statisr:ical. in the 
sense that they decide at each p(\ttlt in an 
image about the presence of a feature. This 
paper describes the use of Bayesian fcawre 
detectors . A Bayesian _feature Jetecwr is an 
operator that takes an image . 0 and returns 
( 1) The probability that an image identical tn 
the one observed would be seen given 
that a feature proposition "' true 
(P(O I F)). 
( 2) The probabili ty that the image would he 
observed independently of the r'tature 
proposition ( P( 0 )). 
An example of a feature proposition is "An 
object boundary exists at point x,y." Another 
example of a feature proposition is " Point x.y 
is in the interior of an object. " 
Giv\!n such an L>pcrator and some apriori 
probability fllr the feature ( P( F)) the 
pwbab il ity that the feature is present given 
rl at the image is obs�n cd is 
P({) I F)P( F) 
/'(0) 
(by Bayes law) . Thus a Bayesian feature 
detector can be used to calculate the 
probability of a teature. 
P( 0) can be calculated as: 
LPWIFi) 
F; 
where the Fi are a set of mutually cxclusi\e 
and all encompassing feature propo-;iuons . .  \ 
:;et of propositions. F;. are mutualli exciume 
when: 
\ set of propositions. F1. are ail encu1npasszn? 
··.vhen: 
LP(F;)=l 
F, (3) 
F.nut F is always such a set. Bayes law 
!equation (4)) defines a function that takes the 
P(fj) (the priors) to P(Fi I 0) (the posteriors) 
using rhe output of a Bayesian feature dctccwr. 
. P(O I F, )Pi F) PU· I 0 )= L PtO I fJPI F1) (4) F. . 
1.2. Why lse Bayesian Feature Detectors'! 
Bayesian feature detectors can he 
combined to generate more Aexible Bayesian 
reature detectors that are valid tor large classes 
of images. Such feautre detectors generate 
functions that take apriori probabilities and 
return aposteriori probabilities about some set 
of feature propositions. ,\ rrays of these 
probabilities can act as generalized images in a 
larger system. A generalized image iS an 
image-like array of measurements or scene 
parameters Most image understanding systems 
use generalized images for intermediate stage� 
in their calculations. E.g. an image may gi \ e 
rise to an array of edge elements to be linked 
into longer lines. [lJ. [n this paper [ will also 
use the term generalized image for an image 
like array t)t probability distributions for scene 
parameters. rhat IS because in my system SUCh 
an .1rray serves the same purpose as 
generalized images do in more conventional 
systems. 
A Bayesian feature detector can be used 
to produce an array of probability distributions 
that can serve as a generalized image. Current 
operators often return a binary judgement 
about the presence of a f�?ature Jt c-ach po int 
[2]. A generalized image whos� �kments are 
probab ility distributions contai ns more 
infom1ation rhan one whose ekmems are exact 
values. 
1. Domains. \'lodels. and Optimalit� 
\ seuing of a generali1.ed image is ,w 
,ls-;:gnment of truth or falsity to rhe �ct of 
'0.1CLlre prupositions thac che generali1.ed im,tge 
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consists of. A setting must be consistent with 
the mutual exclusivity of the feature 
p rop ositiOns and their all encompassing 
properties. The systems I am describing 
consist of a particular set G of generalized 
images that are relevant to the p roblem. A 
circumstance is a setting of each member of G. 
The universe consists of all possible 
circumstances. In the case I am interested in 
the universe is finite and ea ch element of the 
universe corresp onds to a state of the rea l 
world. Thus each circumstance has a 
probability in (OJ]. Thus the probability of a 
feature proposition being true given an 
observa tion is the sum of the pro bability of the 
circumstances where both the fea [Ure 
proposition and the observation's occurrence is 
true divided by the sum uf all the probability 
uf the circumstances where the observ ation 
occurs regardle�s of the feature proposition ·s 
truth. This is the num ber a Ba yesian feature 
deteccor should determine. A truly optimal 
feature detector would take an o bservation and 
re turn this number. 
Implicit in a feature detector are some 
assumptions about the st ructur e of the image 
being observed. Formalizing this concept [ 
define a domain as a proposition from which a 
feature detector is constructed. To constmc t an 
exa mple [ define a set of unifonn!y colored 
rectangles as a set of recta ngles whose interiors 
do not vary in color. Such a p ropositio n is: 
"The scene is of over lapp ing uniformly colored 
rectangles viewed through additive Gaussian 
noise of standard deviation 4." bery domain 
has a model associated with it. ,\ nwJel 
consists of all circumstances that are consistent 
with the p roposition of its domain. 
A feature detector is a function that takes 
an observation and returns the probability of a 
feature proposition. An observation is a setting 
of certain gene ra lized images. These 
generalized images are the observed images. I 
will only consider domains, D. whose 
p rop ositions are powerfi.tl enough that for 
some mutually exclusive. all inclusive set of 
features. F,, and any observation 0 there is a 
well defined P(O I F; &D) for all F;. This 
P(O I F;&D) is the sum of probabilities of the 
circumstances in D ·s model where 0 is 
observed and F, is true divide d by the sum of 
the probabilities of the circumstance� in D's 
model ,,..here 0 is observed . \n ·•plima! 
Bayesian feature detector is a function that 
takes an observation and calculates 
P(O I F;&D). Equation (2) shows how to use 
an optimal Bayesian feature detector and a set 
of priors to calculate the probability of a 
feature propo sition given an observation. A 
Bayesian feature detector returns probabilities 
that approximate the values that an optimal 
Bayesian feature detector wou ld return. 
2.1. Noise 
For viston. domains usually contain 
probability statements. There are two sources 
of uncertainty that result in probabilistic 
descriptions. 
( L) There <.tre a variety of possible objects in 
the world that appear in unpredictable 
combinations. 
(2) There are effects in the world that the 
domain does not account for since a 
do main is a simple description of a 
complex world. 
The combination of these effects is what makes 
vision difficult. Noise is the second of these 
effects. 
Noise in images. while unpredictable . has 
structur e. Some of the structure can be 
determined from know ledge about the 
processes leading to noise. A large number of 
small additive noise sources will always result 
in Gaussian additive noise. Another way to 
determine noise is to take a large ensemble of 
images of known objects. From this one can 
determine what the proba bility of observing a 
certain color u; given that the a noiseless 
llbservation would yield color aj. This re sults 
in an array of values P(o;la;) that [ call the 
'itructure u/ noise. The effect of noise is 
difference between the observed image and 
how the image would have app eared if there 
had been no noise. Gi,en knowledge about 
the stmcture that is being observed in an 
image it is pos sible to deduce facts aboll[ the 
effect of noise on that image. 
3. .\ Rule for Combining Bayesian Feature 
Detectors 
This section solves the problem of 
combining the Bayesian feature detectors based 
on two different domains D 1 and D� given that 
D1 ,md D2 are disjoint. Two domains are 
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dis/oint when the intersection of their models 
has zero probability. Two disjoint domains are 
( 1) The scene is of overlapping uniformly 
colored rectangles viewed through 
additive Gaussian noise of standard 
deviation 4. 
(2) The scene is of overlapping uniformly 
colored circles viewed through additive 
Gaussian noise of standard deviation 4. 
These two domains· propositions can never be 
simultaneously true hence they are disjoint. 
Similar combination ntles can be developed if 
the models are independent. 
[t is also necessary to have apriori 
knowledge about the probability of D1 and D2 
being true in the image. All that is needed is 
, P(Dt) ·1·h . . h . 11 the ratio ot 
P(D2). 
en tt IS mat emauca y 
true that: 
+ 
P( 0 I F&D2)P( D2) P(FIO&(D1+D2))= \5) P(O I Dt)P(Dt) 
+ 
Thus it is possible to combine several Bayesian 
feature detectors to result in an feature 
detector that works on the union of their 
domains. 
4. Generating Feature Detectors 
r have developed two ways to produce 
feature detectors. 
( 1) Determine a function of the observed 
image and the priors that approximates 
the optimal Bayesian feature detector. 
( 2) Develop a Bayesian teature detector from 
an eswblished operator. 
-U. .\ Simple Optimal Bayesian Feature 
Detector 
[ have written the program tor an 
optimal Baye-;ian feature detector. There are 
two ways to view this feature detector. 
I l) An optimal feature detector that detects 
the interior of uniformly colored reg ions 
against a random background. 
(2) A Bayesian feature detector that attempts 
to detect boundaries hut uses a constant 
for a number that the optimal Bayesian 
feature detector calculates at great 
computational cost. 
Both the optimal interior 
boundary detector are 
detector and the 
based on these 
assumptions. 
Sampling Within a J hy 3 window the 9 
pixels can be considered as an 
ensemble of samples from a 
-;ingle point. Those samples arc 
all the relevant in formation 
about the existence of a 
boundary at that point 
Monochromaticity If the window lies in the 
interior of a region then 
all the pixels are of the 
same gray-level corrupted 
by noise. 
Constancy of Noise A single probability 
distribution describes the 
noise over the entire 
image. This probability 
distribution is known and 
additive. 
Gray-levels The distribution of gray- levels 
tn a noiseless image would be 
uniform. 
The optimal interior detector requires an 
assumption that results in a model with 
isolated unitormly colored regions in a sea of 
white noise. 
Randomness [f the window lies omside a 
region then the values of the 
pixels are distributed according 
to the noise distribution. Every 
point lies within a uniformly 
colored region or in a random 
c1rea. 
Another way to view this feature detector 
is as a dector of boundaries between uniformly 
colored regwns. Developing boundary 
detector requires an assumption about the 
behavior of points on the boundaries of 
regions. 
Rimodality 
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Points texcept tor a negligible 
'>el) lie on the boundary of only 
two regions. The color or' these 
points is as the color of the 
interior points of one of these 
regions chosen at random with 
equal probability. 
For a Bayesian feature detector it is 
necessary to calculate for a particular point 
P(O !E(x.y)) and P(O !not E(x,y)) where 0 
is the observed image and E ( x ,y) is that x ,y 
is an exterior point. By the sampling 
assumption the probabilities need only be 
calculated from the 3 by 3 window containing 
the boundary point. By the randomness 
assumption P(O I £(x.y)) is just 
1 
9. P(O I notE(x .y )) is number _colors 
L rr P( 0;.1 really is c) 
c (colors i .) E window (6) 
P! 0;.; really is c) is the probability that the 
ubservation at i .) before it was corrupted by 
noise was color c. 
The boundary detector requires that the 
probability that the distribution of observed 
gray-levels images are observed for a point on 
the boundary. P(() I B(x.y)) be detennincd. 
where B(x .y 1 is the feature proposition that 
there is a boundary between two regions at 
x .y. This require'> that the probability under 
all pairs of possible region colors needs to be 
considered. The distribution of possible 
observed colors according to bimodality 
assumption given two region colors is always 
flatter than the distribution of colors given the 
point lies on the interior of the region. I use 
the approximation of assuming the distribution 
is the same as the noise distribution. Thus I 
l use the same number for 
number colors9 
P(O I B(x.y)). The sampling- assumption 
determines that P(O I notB(x .y )} can be 
calculated from considering all possible region 
colors and for each multiplying the probability 
of the different pixels in the window observed. 
The probabilities of the different pixels of the 
window are calculated from table lookup on 
the noise distribution. I can use the same table 
tor the entire image by the constancy of noise 
assumption. 
4.2. Details for Generating the Probability of 
an Observation 
The core l)f this operatur ts the 
-:::�lculation of P( Ot; reafiv ts c). This 
calculation can be broken into two pieces: 
( 1) The probability that the gray-level that 
was observed would be observed if the 
actual gray-level at that point was c. 
(2) The probability that the gray-level at that 
point was actually c. 
The first piece is exactly the structure of the 
noise in the imaging process at that point. due 
to the constancy of noise assumption. The 
second piece can be deduced from the 
distribution of colors in the image. that is the 
image histogram. The image histogram is the 
result of the noise function being applied to 
the actual scene. It is the multiplication of the 
matrix b; .1= P( o1 I a;) by the histogram of the 
actual colors (before noise) in the image. If 
one has the noise matrix then one can multiply 
the observed histogram by the inverse of this 
matrix to get what the actual distribution of 
colors might be. 
.t.J. The Implemented Operator 
I have developed a program that 
implements the boundary detector described 
above. ( have done work on implementing the 
technique that uses the image histogram to 
calculate the distribution of colors in the world. 
Figure l shows the results of applying different 
versions of the feature detector that assumes a 
uniform distribution of gray-levels to an aerial 
photograph. 
5. Techniques for Approximating an Optimal 
Detector 
5.1. Simplifying the Domain 
Simpfifj;ing the domain is implementing a 
feature detector based on a more tractable 
domain than the one that describes the world 
knowledge of the situation . .  -\ more tractable 
domain allows one to de\elop more efficient 
optimal Bayesian feature detector-; than the 
actual domain. The problem w1th using this 
technique is that it is undecidable how close 
the output of a feature detector based on the 
simplified model is to the output of a feature 
detector based on the actual model. 
The randomness assumption is an 
example of such a simplification. In my 
1)riginal model, a boundary was a place where 
before noise the pixels were selected by 
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Figure l 
(a) is the aerial photo 
(b) is output of boundary detector assuming Gaussian additive noise of a=8 
(c) is as (b) with a= 16 
(d) is as (b) with a=4 
random selection between two gray-levels. The 
feature detector developed for the original 
model wok about one million multiplications 
per pixel. rhe simplified model's feature 
detector takes about one thousand 
rnulttplications per pixel. However it no 
longer detects boundaries. 
5.2. Limiting the Scope 
Limiting the scope is using some small 
portion or easily calculated statistic is used to 
calculate the probabilities. Limiting the scope 
can be considered a easily analyzed t<.mn ot' 
simplifying the domain. One way of limiting 
the scope is to limit the range of obsen ations 
relevant to the feature to a three by three 
window . This can also be considered a 
simplifying assumption about the 
independence of distant pans of the scene. 
Sampling out of the window without 
remembering strucwre treats the elements of 
the window as an ensemble. Such a feature 
detector only depends on a histogram of the 
window. The inaccuracy the the scope limiting 
assumption adds to the feature detector can be 
analyzed mathematically or experimenr.ally. 
5.3. Approximating the Function 
Approximating the function 1� 
detennining to what accuracy the probabilities 
need· to be computed and only computing 
them up to that accuracy. Assume that the 
maximum error in the probability calculation 
lhat is allowable is .00 1. The error is the 
absolute difference between the output of the 
opt imal detector and the output of the 
approximation. When calculating for the 
opt imal boundary detector P(O I notB (x .y)} if 
for any c in me ->ummation there is an i.j so 
that P( (); real!� is c l< ;00 1 then it 
· ' · man er colors 
is unnecessary to- calculate 
[1 P( 0; real/_� is c I since the sum of 
i,jEwinaow 
such cases is less than .001 . 
6. .\nalysis of Established Operators 
Some traditional edge detectors. line 
finders. circle detectors and the like output a 
number for e\ery possible feature. ,md the 
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larger the number the stronger or more likely 
the feature. An feature detector is monotonic in 
probability under a set of assumptions if every 
threshold divides the c ases below a certain 
probability from the cases above a certain 
probability. 
To use such an operator as a Bayesian 
feature detector it is necessary to detect what 
priors and assumptions are necessary for the 
operator to be monotonic in probability. Then 
an approximation to the opt imal operator can 
be constructed from the established operator 
and a table lookup or some simple function. 
The Bayesian feature detector developed is an 
approximat ion of the optimal Bayesian feature 
detector with the same scope. 
6.l. Analysis of the Gradient 
In this section the magnitude uf the one 
dimensional gradient i absolute difference 
between two adjacent pixels) is analyzed as :.1 
feature detector. The unc dimensional gradient 
is the difference between two adjacent pixels. 
[f a boundary lies between two adjacent pixels 
then they come from different reg10ns. Thus 
the gradient can measure the probability that 
the two pixels come from different regions. I 
<;hall demonstrate a simple set of models for 
which the gradient is monotonic in probability. 
S uch models assume uniformly colored regions 
with constant noise as the optimal detector in 
the previous section did. They also assume 
that the distribution of colors in the observed 
image is the constant distribution and that the 
prior probabilities for the boundary at each 
point is a constant. These assumptions 
simplify the problem to a great extent. Since 
only two points are used by the one 
dimensional gradient the probability of the 
existence of a boundary can be calculated by 
me follow ing technique. Let the probability 
that the actual gray-levels (uncorrupted by 
noise) of the two points are from two randomly 
selected uniformly colored regions be 
P( �VI B). Let the probability that the actual 
color of the two points is from the same 
uniformly colored region be P( WI ,VB). Let 
the prior probability of the existence of a 
boundary be P(B). Then the formula for 
calcu lating the probability of the two points 
coming from different regions is: 
P(W! B)P(B) 
P( w I B)P(B}+P( w I NB)(l-P(B)) 
Let o1 and o2 be the two pixels observed 
by the gradient. Then the gradient magnitude 
is jp l-o21· P(WINB) can be calculated by 
2 P(od c )P(a2l c) where P(oi I c) is the 
c €colors 
probability that the observed color will be oi 
given that the actual color is c. P( WI B) is 
2: P(od Ct)P(o2ic2) 
c l Eco/ors .c2Cco/ors 
which is 
L�=P(ull c)J[,�/ia21cll 
Thus under these assumptions the 
probability is dctcm1incd by the distribution of 
P(o I c) which is the known structure nf the 
noise and the prior P( B). 
6.2. Constraints on the �oise Distribution 
f is monutonic with g when: 
/(X)=f(Y)-+g(X)::::g( n 
f(X)>J< Y}�g(X)>g( Y) 
/(X)</( Y)-+g(X)<g( Y) 
Monotonicity is an equivalence relation by this 
definition. For any fi.mctions P( WI B) and 
P( WIN B) the resu lting set of functions that 
calculate the probability of boundaries from 
windows for all P(B) will be monotonic in 
each other. Thus monotonicity of the gradient 
in an optimal boundary detector in a two pixel 
window is dependent only on the structure of 
the noise. 
If the optimal operator on two po ints is 
monotonic with the gradient for some value of 
PI R). it is monotonic for every value of P( R ). 
I can assume PI B) is a constant over the entire 
generalized image. Thus the gradient has to be 
monotonic wl[h this funcuon: 
2: P(ollcJP(o21c) 
l-�--··��L�·o�
fu
-�'S----------------
2: Plollc)Pio21c) 
,__·t..cvlvrs 
+ 
L Plodcl L P(o2lc) 
cC.:owrs c f_,_·olors 
Foro ">o '>o ch ese equations reduce to: 
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2: P(o "ic)P(o ic) L P(o 'ic)P(o ic) 
c Ccvlvr> ( ..:..c..:.__(c:::.vc..:..l..;,rs.....----:-- -
� P(o"lc) � P(o'ic) 
cCcu/vrs c Ecvlors 
The numerators of these equations are 
P( WI N B) and the denominators are the 
probability of observing the color in the 
observed image. Th is is a necessary and 
sufficient condition for monotonicity with the 
gradient. 
6.3. Simplifying Ass umptions about the 'Joise 
Distribution 
Constraining the possible no ise functions 
in various ways can further s implify the 
problem. There are two sets of constraints that 
I find interesting because they show importam 
things about when the gradient will succeed. 
(L) 'tfo 2: P(o lcl=C w here C ts a 
c (colors 
constant and P( o I c) is symmetric in o 
about c. The noise is additive. Additive 
noise is when P(o lc) is a function of 
o -c. 
(2) The noise is the weighted sum of two 
noise functions, one of which is additive 
to the da ta the other replaces the data. 
The ratios of the standard deviations and 
the weights in the sum are used to bu ild 
the noise distribution. 
If the noise is additive and unimodal 
then the gradiem is unimudal in the optimal 
operator in two points. rhe most popular 
assumption about noise is that it is Gauss ian 
and additive. This kind of noise fits these 
assumptions, thus for Gaussian additive noise 
the gradient is monotonic in the optimal 
Bayesian feature detector in two points. 
A combination of replacement noise and 
additive noise is consistent with the gradient 
only when the result of the combination is 
additive noise. There is reason w believe that 
the gradient will only be monotonic in the 
optimal two point Bayesian feature detector 
when the noise is additive. 
,\ny convolution based operator is similar 
to the gradient in this respect. Thus a 
convolution based operator will be monownic 
in probability only when the noise is additi,·e. 
6.4. Uses of Models of Establishe d Operators 
Because they only depend on the 
magnitude of the gradient P( WI B) and 
P( W I N  B) can be calculated by table lookup 
on the magnitude of the gradient. This means 
that there is a way to measure the local 
applicability of the gradient on the image. 
This can be useful because in those cases 
where the gradient is inapplicable -;orne more 
- sophisticated operator can be called upon. 
Also this study allows one to idemit�' the 
\ituations when the gradient as a boundary 
d'etector works. This means that when 
operators are being developed for a new 
domain these features of the domain need only 
be checked. However if the noise is not 
additive or unimodal then the gradient may 
have some difficulty as a boundary detector. 
Similar analyses can be done ti.lr operators 
mher than the gradient to determine more 
precisely their domains of appl ication. 
7. Conclusion 
In this paper Bayesian feature detectors 
are described. They are useful because they 
can be developed more naturally from the 
definitions of the features and their accuracy 
can be proven. Bayesian feature detectors' 
output is easy to interpret and the output of 
several such detectors can be easily combined. 
An optimal detector for a simplified model 
has been implemented. The conditions under 
which the one d imensional gradient is effective 
are analyzed by comparing its output to that of 
a Bayesian feature detector. The gradient was· 
theoretically found to be effective only if the 
noise was additive (experimentation is 
pending). This result can be extended to other 
convolution based operators. It was predicted 
on theoretical grounds that the gradient is 
effective when the noise is symmetric and 
unimodal. Experiments are planned. 
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