Extreme-value copulas arise in the asymptotic theory for componentwise maxima of independent random samples. An extreme-value copula is determined by its Pickands dependence function, which is a function on the unit simplex subject to certain shape constraints that arise from an integral transform of an underlying measure called spectral measure. Multivariate extensions are provided of certain rank-based nonparametric estimators of the Pickands dependence function. The shape constraint that the estimator should itself be a Pickands dependence function is enforced by replacing an initial estimator by its best least-squares approximation in the set of Pickands dependence functions having a discrete spectral measure supported on a sufficiently fine grid. Weak convergence of the standardized estimators is demonstrated and the finite-sample performance of the estimators is investigated by means of a simulation experiment.
Introduction
Extreme-value copulas arise in the asymptotic theory for componentwise maxima of independent random samples. They provide the dependence structures for the class of multivariate extreme-value or max-stable distributions. More generally, they constitute a flexible class of models for describing positive association; see Gudendorf and Segers (2010) for a survey.
In this paper we will focus on the nonparametric estimation of extreme-value copulas in general dimensions. In particular, we aim at multivariate extensions of the rank-based estimators in Genest and Segers (2009) and the projection methodology in Fils-Villetard et al. (2008) .
Let X i = (X i,1 , . . . , X i,p ), i ∈ {1, . . . , n}, be an independent random sample from a p-variate, continuous distribution function F with margins F 1 , . . . , F p and copula C, that is,
where F(x) = P(X x) (componentwise inequalities), F j (x j ) = P(X j x j ), and C is the joint distribution function of (F 1 (X 1 ), . . . , F p (X p )). We are interested in nonparametric estimation of C in the model where the margins F 1 , . . . , F p are completely unknown (but continuous) and C is known to be an extreme-value copula.
A p-variate copula C is an extreme-value copula if there exists a finite Borel measure H on the unit simplex ∆ p−1 = {(w 1 , . . . , The spectral measure H is arbitrary except for the p moment constraints
v j H(dv) = 1, j ∈ {1, . . . , p}, (1.3)
which are equivalent to requiring that the margins of C be uniform on (0, 1). The tail dependence function ℓ in (1.2) is convex, homogeneous of order one, that is ℓ(cx) = c ℓ(x) for c > 0, and satisfies max(x 1 , . . . , see Pickands (1981) and Zhang et al. (2008) . The function A is convex as well and satisfies max(w 1 , . . . , w p ) A(w) 1 for all w ∈ ∆ p−1 . Nonparametric estimators for A have initially been developed in Pickands (1981) , with modifications in Deheuvels (1991) and Hall and Tajvidi (2000) , and in Capéraà et al. (1997) . These estimators will be referred to as the Pickands and CFG estimators, respectively; see Section 3 for definitions. In the previously cited papers, the marginal distributions were assumed to be known. The more realistic case of unknown margins has been treated in the bivariate case in Jiménez et al. (2001) for a submodel and in Genest and Segers (2009) for the general model. Multivariate extensions have been proposed in Zhang et al. (2008) and Gudendorf and Segers (2011) for the case of known margins. In Section 3, we will provide a proof for the convergence of these estimators in case of unknown margins being estimated by the empirical distribution functions, thus generalizing the main results in Genest and Segers (2009) to arbitrary dimensions. As in Kojadinovic and Yan (2010) and Genest et al. (2011) , the estimators could also be used as a starting point for goodness-of-fit tests, but for brevity we do not pursue this here. Finally, a new type of nonparametric estimator has been proposed in Bücher et al. (2011) for the bivariate case.
In the proofs of the asymptotic normality of the Pickands and CFG estimators, a certain expansion of the empirical copula process due to Stute (1984) and Tsukahara (2005) plays a crucial role. The second-order derivatives of extremevalue copulas typically exhibit explosive behaviour near the corners of the hypercube, violating the assumptions in the two papers just cited. In Segers (2011) , it was shown that the same expansion continues to hold under much weaker conditions on the partial derivatives. In Section 2, these issues are considered for multivariate extreme-value copulas.
As the estimators for A considered here fail to be Pickands dependence functions themselves, it is natural to ask how to enforce the shape constraints on such functions in the estimation procedure. In dimension p = 2, it is sufficient to ensure that A is convex and takes values in the range max(w)
A(w) 1, for instance by truncation and convexification (Deheuvels, 1991) . In dimension p 3, however, this procedure is no longer sufficient (Beirlant et al., 2004, page 257) and one needs to rely on the spectral representation in (1.5). In Section 4 we will apply an projection methodology (Fils-Villetard et al., 2008 ) to obtain valid estimates: an initial estimate is replaced by its best least-squares approximation in the set of Pickands dependence functions corresponding to discrete spectral measures supported on a fine grid.
The results of a simulation experiment aimed at investigating the finite-sample performance of the original and projected Pickands and CFG estimators are reported in Section 5. All proofs are relegated to the Appendix.
Throughout the article, we will apply the following notations. For a space W , let ℓ ∞ (W ) and C (W ) denote the spaces of real-valued bounded and realvalued continuous functions respectively, where we endow both spaces with the uniform norm · ∞ : f → sup x∈W | f (x)|. Furthermore, the indicator function of the event E is denoted by 1(E). The arrow ' ' will stand for weak convergence. For any p−variate real-valued function f with values in R, the first and secondorder partial derivatives will be denoted byḟ i (x) =
Empirical copula processes
Let X 1 , X 2 , . . . be an iid sequence of random vectors from a p-variate multivariate distribution F with continuous margins F 1 , . . . , F p . If the margins F 1 , . . . , F p are known, we can define the empirical cumulative distribution function C n of the (unobservable) random sample
with associated empirical process
For ease of notation, we will write
In practice, the marginal distributions will need to be estimated. If we are not willing to make any assumptions (except for continuity) we can estimate them by the empirical distribution functions
where we divided by n + 1 in order to avoid later problems at the borders. By so doing, we can construct
for i ∈ {1, . . . , n} and j ∈ {1, . . . , p}. The empirical copula will be denoted bŷ
with associated empirical copula process
In Stute (1984) and Tsukahara (2005) it was established that if all secondorder derivatives of C exist and are continuous on [0, 1] p , the processes α n in (2.2) and C n in (2.7) are related via 3) and will be denoted by ' '. By classical empirical process theory, we have α n α as n → ∞, the limiting process being a mean-zero tight Gaussian process with continuous trajectories and covariance function
In view of the expansion (2.8), it then follows that in
and α j (u j ) = α(1, . . . , 1, u j , 1, . . . , 1). Like many other copulas, extreme-value copulas do in general not have uniformly bounded second-order partial derivatives. For instance, in the bivariate case, every copula having a positive coefficient of upper tail dependence will have first-order partial derivatives that fail to have a continuous extension to the upper corner (1, 1); see Segers (2011, Example 1.1). As a consequence, the only bivariate extreme-value copula whose density is uniformly bounded is the independence copula. However, as shown in the same paper, for copulas satisfying Assumption 1 below, the expansion (2.8)-(2.9) of the empirical copula process remains valid.
Assumption 1. (C1) For every j ∈ {1, . . . , p}, the first-order partial derivativė C j exists and is continuous on the set V
p, j = {u ∈ [0, 1] p : 0 < u j < 1}. (C2) For every i, j ∈ {1, . . .
, p} (i and j not necessarily distinct),C i j exists and is continuous on V p,i ∩ V p, j and
In fact, for weak convergence C n
to hold, condition (C1) is already sufficient. In the context of multivariate extreme-value copulas, it will be of interest to have a readily verifiable condition on the stable tail dependence function ℓ for Assumption 1 to hold.
Assumption 2. (L1)
For every j ∈ {1, . . . , p}, the first-order partial derivativel j exists and is continuous on the set
, p} (i and j not necessarily distinct),l i j exists and is continuous on W p,i ∩ W p, j and
sup x∈W p,i ∩W p, j x 1 +···+x p =1 max(x i , x j ) |l i j (x)| < ∞.
Proposition 1. For p-variate extreme-value copulas, (L1) implies (C1). If in addition (L2) holds, then (C2) holds as well.
In the bivariate case, sufficient conditions for (C1) and ( For completeness, we want to mention that in the above references, the empirical copula is not defined as in (2.6) but rather aŝ
Straightforward calculus shows that, in the absence of ties,
As a consequence, Stute's expansion (2.8) is valid forĈ n if and only if it is valid forĈ D n .
Nonparametric estimation of the dependence function
Among the most popular nonparametric estimators for A figure the Pickands estimatorÂ P n (Pickands, 1981) and the estimatorÂ CFG n proposed by Capéraà et al. (1997) , referred to as the CFG estimator from now on. Writinĝ
for w ∈ ∆ p−1 , withÛ i, j as in (2.5), these estimators are defined as
with γ = 0.5772 . . . the Euler-Mascheroni constant. Explanations on the construction of these estimators are provided for instance in the original references given before, in Genest and Segers (2009) and in the survey paper Gudendorf and Segers (2010) . The multivariate extension of the CFG estimator was presented in Zhang et al. (2008), albeit under a different but equivalent form. In order to improve the small-sample properties of the above estimators, the endpoint constraints A(e j ) = 1 for j ∈ {1, . . . , p}, with e j the jth standard unit vector in R p , can be imposed as follows. Given continuous functions λ 1 , . . . , λ p :
In case of known margins, variance-minimizing weight functions λ j can be determined adaptively by ordinary least squares (Segers, 2007; Gudendorf and Segers, 2011) . However, if the marginal distributions are unknown, these endpoint cor-rections are asymptotically irrelevant (Genest and Segers, 2009 ), since
as n → ∞. Nevertheless, in finite samples, the simple choice λ j (w) = w j can make quite a difference. Similarly, for unknown margins, the multivariate extension of the estimator in Hall and Tajvidi (2000) simplifies toÂ
The next lemma establishes a functional relationship betweenÂ P n andÂ CFG n on the one hand and the empirical copulaĈ n on the other hand. Recall the empirical copula process C n in (2.7).
The proof is not different from the one in dimension two and can be found in Genest and Segers (2009, Lemma 3.1) . Equations (3.3) and (3.4) are instrumental for proving the weak convergence of the processes
as n → ∞ in the space C (∆ p−1 ) equipped with the topology of uniform convergence.
The main idea of the proof consists in substituting C n in (3.3) and (3.4) by Stute's expansion and to conclude using a refined version of the continuous mapping theorem. As the proof follows the same lines as the one in Genest and Segers (2009), we will just point out the main adjustments.
Projection estimator
The estimators of the Pickands dependence functions considered so far are in general not valid Pickands dependence functions themselves. In this section, we adapt the methodology in Fils-Villetard et al. (2008) 1/2 respectively. The orthogonal projection of an initial estimatorÂ n for A, for example the Pickands or the CFG estimator, onto A is then defined aŝ
Projections being contractions, it follows that Â pr − A 2 Â n − A 2 for all A ∈ A : the L 2 -risk of the projection estimator is bounded by the one of the initial estimator.
For practical computations, we are obliged to refer to finite-dimensional subclasses A m ⊂ A , yielding the approximate projection estimator In practice, the task is to compute the vectorĥ such that the function
solves (4.1). The vectorĥ is given as the solution to the least-squares problem
with h subject to the constraints (4.2). The optimisation problem in (4.5) is a quadratic program with linear constraints, which in matrix notation readŝ
The matrix D and the vector d regroup all the scalar products of the form For implementation, we used the R-package quadprog (Turlach and Weingessel, 2010) for solving quadratic programs under linear constraints. Although there exist multiple packages for numerical multivariate integration, we preferred to compute all the integrals appearing in D and d using Riemann sums on the same fine grid. By so doing we reduce the risk of numerical problems as we impose D to be positive definite.
The derivation of the asymptotics of the projection estimator follows the same lines as in Fils-Villetard et al. (2008) . Assume that ε
where ζ is a random process in L 2 (∆ p−1 ) and 0 < ε n → 0; for the Pickands and CFG estimators, we have ε n = n −1/2 and we have weak convergence with respect to the uniform topology, which implies convergence with respect to the 
in the space L 2 (∆ p−1 ), where T A (A) is the tangent cone of A at A, defined as the L 2 -closure of {λ(Ã − A) : λ 0,Ã ∈ A }. Interestingly, equation (4.7) implies that the choice of m is not to be seen as a bias-variance trade-off problem but rather as a discretization problem. As soon as m = m n converges to infinity faster than 1/ε n , the finite-dimensional projection estimatorÂ pr m has the same limit behaviour as the 'ideal' projection estimatorÂ pr . In practice, we will choose m sufficiently large so that any further increase of m does not make any significant difference, of course subject to constraints on computing time and numerical stability.
Finally, note that the convergence in (4.7) is with respect to the L 2 -topology only, even if originally the weak convergence of ε −1 n (Â n − A) took place in the stronger ℓ ∞ -topology. The asymptotic distribution of the projection estimator under the ℓ ∞ -topology remains an open problem.
Simulation study
A simulation experiment was conducted to compare the finite-sample performance of the following four estimators: PD -the endpoint-corrected Pickands estimator in (3.1) with λ j (w) = w j , in the spirit of Deheuvels (1991); PD-pr -the projection estimator in (4.1) with the previous end-point corrected Pickands estimator as initial estimator; CFG -the endpoint-corrected CFG estimator in (3.2) with λ j (w) = w j ; CFG-pr -the projection estimator in (4.1) with the previous end-point corrected CFG estimator as initial estimator. The set-up of the experiment was as follows. Following Zhang et al. (2008) and Gudendorf and Segers (2011) , random samples were generated from a trivariate extreme-value distribution with asymmetric logistic dependence function A (Tawn, 1990) :
for w ∈ ∆ 2 , with parameter vector (α, θ, φ, ψ) ∈ (0, 1] × [0, 1] 3 . For this model, Assumption 2 can be verified by direct calculation. The dependence parameter α ranged from 0.3 (high dependence) to 1 (independence, A ≡ 1) and the vector (φ, ψ, θ) was set equal to either (0, 1, 0) (symmetric logistic copula or Gumbel copula) and (0.3, 0, 0.6) (an asymmetric logistic copula). For each distribution, 1000 samples were generated of size n ∈ {50, 100, 200}. Simulations were performed using the R-package evd (Stephenson, 2002) , which implements the algorithms presented in Stephenson (2003) . The discretization parameter m was set to 20, at which value the grid V 3,20 contains 231 points.
Monte-Carlo approximations for the mean integrated squared error (MISE) E[ (Â − A)
2 ] for the four estimators considered above are reported in the tables below. The three main findings are the following: 1-The projection step yields a gain in efficiency, especially in case of weak dependence. 2-Without projection step, the CFG estimator outperforms the PD estimator. 3-After the projection step, the PD-pr estimator is more efficient than the CFG-pr estimator in case of independence and weak dependence (α 0.9), but less efficient otherwise (α 0.7). Further, as the dependence increases, all estimators tend to perform better. In accordance with asymptotic theory, the MISE is roughly proportional to 1/n. van der Vaart, A. W. and J. A. Wellner (1996) 
The assumptions on ℓ imply continuity ofĊ j on the set (0, 1] p . If u ∈ [0, 1] p with u j > 0 and u i = 0 for some i ∈ {1, . . . , p} \ { j}, thenĊ j (u) = 0 and continuity ofĊ j at such u follows from the fact that 0 l j 1 and 0
that is, without the condition x 1 + · · · + x p = 1. This result is based on the fact that the function ℓ is homogeneous of order one: ℓ(sx) = s ℓ(x) for all s ∈ [0, ∞) and x ∈ [0, ∞) p . Hence ifl j exists on W p, j , then for all s ∈ (0, ∞) and x ∈ W p, j we have
and thusl j (sx) =l j (x). Taking partial derivatives again, we find for all s ∈ (0, ∞) and
and thusl
that is, the map x → max(x i , x j )l i j (x) is constant on rays through the origin. Next, we show the equivalence of (L2) and (C2). Fix i, j ∈ {1, . . . , p}, not necessarily distinct and let u ∈ V p,i ∩ V p, j . On the one hand, if u ∈ V p,i ∩ V p, j ∩ (0, 1] p (meaning that every component of u is different from 0), then − log u ∈ W p,i ∩ W p, j and
with the convention that the partial derivatives of ℓ are evaluated in − log u. On the other
at least one coordinate of u vanishes), thenC i j (u) = 0. We have to verify two things: first, the continuity ofC i j at points in the set (V p,i ∩ V p, j ) \ (0, 1] p ; secondly, the finiteness of the supremum in (C2).
First, let u ∈ V p,i ∩ V p, j ∩ (0, 1] p . Let K be a positive constant not smaller than the supremum in (L2). By assumption (L2) and the fact that 0 l j 1, we have
.
Continuity ofC i j at points in the set
Secondly, as min(u)/(u i u j ) min(1/u i , 1/u j ) and − log x 1 − x for all positive x,
which is equivalent to condition (C2).
Appendix A.2. Proof of Theorem 1
The proof of theorem 1 will require the following preliminary result on weighted empirical copula processes. Recall the process α n in (2.2). Define q θ (t) = t θ (1 − t) θ for t ∈ (0, 1) and a fixed value θ ∈ (0, 1/2). Write E = (0, 1] p \ {(1, . . . , 1)}. Define the process
Similarly, define the process G θ on [0, 1] p by replacing α n in (A.2) by its weak limit α, see (2.10). The following result generalizes Theorem G.1 in Genest and Segers (2009) .
Lemma 3. For every θ ∈ (0, 1/2), the trajectories of G θ are continuous almost surely and
Proof (Lemma 3). The proof is entirely analogue as the one of Theorem G.1 in Genest and Segers (2009) . For completeness, we sketch the main lines. Fix u ∈ E and define the mapping f u : E → R by
and consider the class
where 0 of course stands for the zero function. The space F will be endowed with the metric
Here, we adopt the notations of van der Vaart and Wellner (1996) : P denotes the probability distribution on E corresponding to C and P n denotes the empirical measure of the sample (U i1 , . . . , U ip ) for i ∈ {1, . . . , n}, that is
Moreover, put G n = n 1/2 (P n − P), viewed as a random function on F . We will show that the collection F is a P-Donsker class, i.e. there exists a P-Brownian bridge G such that
It is sufficient to verify the conditions of Theorem 2.6.14 of van der Vaart and Wellner (1996) . The function F on E defined by
is a suitable envelope function for F . The fact that F is a VC-major class and is pointwise separable follows from the same arguments as in Genest and Segers (2009) . For the moment G n is defined on F with the metric ρ in (A.3). Consider the map
. Since the trajectories of G are ρ-continuous almost surely and since φ is continuous, it follows that the sample paths of G θ are continuous almost surely as well. This concludes the proof of Lemma 3.
We now proceed with the proof of Theorem 1. Define
for w ∈ ∆ p−1 . Applying the change of variables u = e −s in Lemma 1, we find that the processes B P n and B CFG n can be written as
in terms of a function h on (0, ∞) which is h P (s) = 1 for the Pickands estimator and h CFG (s) = 1/s for the CFG estimator. In what follows, the function h denotes either h P or h CFG . Put l n = 1/(n + 1) and k n = p log(n + 1) and split the integral on the right-hand side of (A.4) into three parts:
(A.5)
We will first prove that with probability one, the first and the third term on the right-hand side converge to zero uniformly in w.
• If s ∈ [0, l n ], then e −s 1 − l n and thus C n (e −w 1 s , . . . , e −w p s ) = 1, which implies
• If s ∈ (k n , ∞), then w j 1/p and thus e −w j s < 1/(n + 1) for at least one j ∈ {1, . . . , p}, so that C n (e −w 1 s , . . . , e −w p s ) = 0, which implies
where we used the fact that A(w) max(w) 1/p.
As a consequence, the only non-negligible term in (A.5) is I 2,n . By Assumption 1 andwhich in general is not equal to unity.
The Pickands dependence function A m of the spectral measure H m constructed above is given by
Put B m (w) = f (w, t) G m (dt), the "Pickands transform" of G m . Clearly B m 0 and B m is convex, being a weighted average (over t) of the convex functions w → f (w, t). As a consequence, B m (w) max{B m (e 1 ), . . . , B m (e p )}. Now B m (e j ) = t j G m (dt), which is equal to 1 − c j /m if j ∈ {1, . . . , p − 1} and which is equal to p −
We obtain, on the one hand, 
