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Abstract
Spectral PCA (sPCA), in contrast to classical PCA, offers the advantage of identifying organized spatio-
temporal patterns within specific frequency bands and extracting dynamical modes. However, the unavoidable
tradeoff between frequency resolution and robustness of the PCs leads to high sensitivity to noise and overfitting,
which limits the interpretation of the sPCA results. We propose herein a simple non-parametric implementation
of the sPCA using the continuous analytic Morlet wavelet as a robust estimator of the cross-spectral matrices
with good frequency resolution. To improve the interpretability of the results when several modes of similar
amplitude exist within the same frequency band, we propose a rotation of eigenvectors that optimizes the spatial
smoothness in the phase domain. The developed method, called rotated spectral PCA (rsPCA), is tested on synthetic
data simulating propagating waves and shows impressive performance even with high levels of noise in the data.
Applied to historical sea surface temperature (SST) time series over the Pacific Ocean, the method accurately
captures the El Nin˜o-Southern Oscillation (ENSO) at low frequency (2 to 7 years periodicity). At high frequencies
(sub-annual periodicity), at which several extratropical patterns of similar amplitude are identified, the rsPCA
successfully unmixes the underlying modes, revealing spatially coherent patterns with robust propagation dynamics.
Identification of higher frequency space-time climate modes holds promise for seasonal to subseasonal prediction
and for diagnostic analysis of climate models.
Index Terms: spectral analysis, PCA, rotation of PCs, SST, wavelets, dynamics, ocean, climate
I. INTRODUCTION
Identifying spatio-temporal relations and defining coherent modes of variability across different regions
and variables is the essence of characterizing complex systems. The Earth’s climate system is obviously
a complex system of particular interest, exhibiting a plethora of dynamic modes of variability originating
from different physical processes (e.g. solar forcing, oceanic/atmospheric circulations, land/atmosphere
interactions, etc.), and imprinting themselves at various spatial and temporal scales. The accurate iden-
tification and modelling of the modes of the climate system is necessary for many key problems in
geosciences, such as weather/climate prediction, attribution of extreme events and hazards, and assessment
of climate change impacts.
The Earth’s climate system includes the oceans, with sea surface temperature (SST) in particular being
a variable whose space-time variability over a range of scales encapsulates the complex oceanic processes
and their coupling with the atmosphere [1]. The SST is commonly used as indicator of multi-decadal
trends and global warming [2]–[4] and also as a medium-range and seasonal predictor of multiple regional
climatic variables such as temperature and precipitation [5]–[9] Because of the large extent of the ocean
and the substantial variability of the SST, a large number of variables is necessary to comprehensively
describe its spatio-temporal dynamics. To make such a large dataset interpretable and usable for diagnostic
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and prediction purposes, it is often necessary to find a proper dimensionality reduction scheme to reduce
the number of variables of this complex system while minimizing loss of information; in other words,
reduce the system to a manageable number of dynamical modes.
A wide range of dimensionality reduction methods exists. Principal Component Analysis (PCA), also
commonly referred to as Empirical Orthogonal Function (EOF) analysis, is a non-parametric method
widely used in climate science [10]–[13]. It consists in performing a Singular Value Decomposition (SVD)
of a multivariate dataset through the computation of the covariance matrix between all the variables and
extraction of its eigenvectors. Its simplicity of implementation as well as the fact that this empirical method
does not require any a-priori assumption or model/parameter selection have contributed to its popularity
and success. Nevertheless, the method has several limitations which are further discussed below. Many
variations or extensions of PCA have been proposed to overcome some of these limitations. For example,
if the variables are given under the form of regularly sampled time series, one can compute the lagged
covariances or the Fourier cross-spectra between the variables rather than computing only the (zero-lag)
covariances, and then construct the empirical lagged-covariance matrices or the cross-spectral matrices
of the system. This gives rise to the lagged PCA and the spectral PCA as ”natural” extensions of the
classical PCA.
The lagged PCA allows to better extract dynamical modes when different variables or areas of the studied
domain have delayed linear responses to the same signal with different delays. The spectral PCA (sPCA),
through the phase information in the complex cross-spectral coefficients, also allows to handle lagged
correlations. Additionally, it offers the possibility to look for modes in specific frequency bands and is
particularly potent at extracting wave-type modes and to handle propagation effects (non-stationary waves).
While sPCA (also known as frequency domain EOF) was introduced and theorized in the early 70′s [14],
[15] and later re-defined and implemented under various forms [16]–[23], it has not become a standard
method in atmospheric and climate science. This may be due to the fact that, in spite of being relatively
straightforward in theory, its implementation requires choosing an appropriate method for computing
robust cross-spectral coefficients from finite-length time series and avoid overfitting. Additionally, as
already pointed out by [24] and [14], the interpretability of the extracted Principal Components (PCs)
may be difficult when several PCs of similar amplitude co-exist within the same spectral band.
To overcome the above difficulties, we herein propose a wavelet-based implementation of the sPCA
which relies on the complex Morlet wavelet for the estimation of the cross-spectral matrices. The contin-
uous wavelet transform is nowadays a standard and popular tool for spectral and cross-spectral analysis
[25]–[29]. The Morlet analytic wavelet in particular allows robust estimation of power spectra and cross-
spectra in the frequency domain, even from relatively short time series, while allowing for reasonably
good frequency localization [30], [31]. In addition, we propose a rotation of the eigenvectors resulting
from the wavelet-based sPCA, using the spatial regularity (smoothness) of the phase of the rotated vectors
as an optimality criterion to select the ”best” rotation. The combination of these two innovations (robust
spectral estimation through the Morlet wavelet and phase regularization of the rotated PCs) improves the
interpretability and reduces the sensitivity of the extracted modes to noise and small variations in the data.
The article is organized as follows. Section 2 starts with the classical PCA, introduces the implementation
of sPCA through the complex Morlet wavelet transform, and describes the methodology for the rotation
of the eigenvectors (rsPCA). In section 3, the proposed methodology is tested on synthetic data, namely
numerically generated non-stationary waves propagating in a 2D plane, plus random noise. Section 4
presents the results of applying the rsPCA method to historical (1940− 2018) fields of SST over the
Pacific Ocean, with a particular focus on identifying and interpreting the sub-annual modes of variability
which have received relatively little attention in the climate literature. Discussion and conclusions are
presented in section 5.
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II. METHODOLOGY
Let us consider a dataset made of L observations of N variables (e.g., time series of length L associated
with N spatial locations). This dataset corresponds to the N by L data matrix X:
X =
x1,1 · · · x1,L... . . . ...
xN,1 · · · xN,L
 (1)
In the sequel, the notation xi = (xi ,1, . . . , xi ,L), designates the i th row of the matrix, i.e. the vector of
observations of the i th variable.
A. Classical PCA
The empirical sample covariance matrix C of the X dataset is a N by N matrix defined as:
C =
1
N
XX′ (2)
with X′ denoting the transpose conjugate matrix of X. The principal component analysis is performed
by extracting the eigenvectors ui and associated eigenvalues λi2 of the covariance matrix, which are the
solutions of the system:
Cui = λi
2ui (3)
The principal component time series associated with the eigenvector ui is obtained as:
κi = Xui (4)
The rank of a system is the number of linearly independent variables composing it. The empirical rank of
a system is taken as the rank of its covariance matrix, i.e. the number of linearly independent columns of
the C matrix, which is equal to N minus the number of linearly independent eigenvectors associated with
the zero eigenvalue. A system of rank R < N , can be reduced to R variables without loss of information.
In practice, the covariance matrix derived from the data is generally found to be full rank (of rank N ),
simply because the relations between the variables of the system are not perfectly linear or because of
measurement noise. However, PCs associated with small eigenvalues may be neglected with minimum loss
of information. Therefore, the decay rate of the eigenvalues can be used as a measure of the ”reducibility”
of a system (i.e. how easily a high dimensional system can be compressed into a low number of modes
without important loss of information).
PCA is a powerful tool for extracting linear modes of variability of complex systems and has seen
many applications in atmospheric sciences and beyond. However, it has one main limitation in that it can
only identify linear ”synchronous” relationships between the variables of a system. In particular, when
several variables of the system have a delayed linear response to a given signal and if the time delay is
not identical for all the variables, the PCA will generally fail to identify this dynamic relationship or will
require several PCs to compressively capture it.
B. Spectral PCA (sPCA) via the Morlet wavelet
Spectral PCA (sPCA) relies on the computation of the cross-spectral matrix Sk and extraction of its
eigenvectors in various frequency bands bk(f ). In the frequency band bk(f ), the complex N by N matrix
Sk is defined as:
Sk =
1∫ +∞
−∞ bk (f) df

∫ +∞
−∞ sx1,x1 (f) bk (f) df · · ·
∫ +∞
−∞ sx1,xN (f) bk (f) df
... . . .
...∫ +∞
−∞ sxN ,x1 (f) bk (f) df · · ·
∫ +∞
−∞ sxN ,xN (f) bk (f) df
 (5)
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with sxi ,xj (f ) the Fourier cross-spectrum between the two time series xi and xj and bk (f ) a band-
pass transfer function centered on frequency fk . Sk is a complex Hermitian matrix with real diagonal
coefficients. The index k in {1, 2, . . . ,P} is the frequency band index.
sPCA is the direct extension of classical PCA in the Fourier domain. In the fields of signal processing and
systems control theory, this approach, which consists in identifying empirical linear dynamical relations
between the variables of the system, is more commonly referred to as linear dynamical systems identifi-
cation [32], [33]. While the essence of the approach always remains the same, it may be implemented in
different ways. The various implementations of the method essentially differ in the way the cross-spectral
matrix Sk is computed from the data and in the definition of the frequency bands {bk (f)}.
As a counterpart of the greater flexibility (more degrees of freedom) of the sPCA method compared to
the classical PCA, the sPCA is prone to overfitting when the cross-spectral coefficients are not robustly
estimated. For example, from a set of L observations (with L finite) of N variables, if no regularity
is imposed on the cross-spectra, and if the number P of independent frequency bands of the empirical
cross-spectra is greater than or equal to L, one can always fit a ”perfect” empirical dynamical relation
(i.e. a transfer function) between any two variables xi and xj and thus obtain a rank-one cross-spectral
matrix for each frequency band (see Appendix A). Therefore, there is a necessary trade-off between the
spectral resolution (i.e. the number and width of frequency bands) and the robustness of the cross-spectral
matrix estimation. The Bartlett and Welch periodogram methods [34]–[36] are the most frequently used
methods for estimating robust (with low sampling variance) Fourier power spectra and cross-spectra from
finite-length time series. They consist in splitting the time series into W segments and then performing a
Discrete Fourier Transform (DFT) for each segment. The Welch method uses overlapping segments while
the Bartlett method uses non-overlapping segments. A robust estimation of the cross-spectral coefficients
in each frequency band is obtained by averaging the complex cross-spectral coefficients obtained for each
segment. As a tradeoff for the greater robustness of the computed cross-spectral coefficients because of
reduced sample variance allowed by averaging, the Welch and Bartlett periodograms have reduced spectral
resolutions since each one of the W segments corresponds to a shorter time series (see Appendix A).
While the Welch and Bartlett methods for computing periodograms are classified as non-parametric (as
they do not rely on a parametric spectrum model), the user still needs to define the number of segments
for the Bartlett method, plus the overlapping fraction for the Welch periodogram. The commonly used
”modified” version of the Welsh periodogram also requires selecting a windowing function to be applied
to each segment. All these methodological choices affect the computed cross-spectral matrix, in particular
its rank and the decay rate of its eigenvalues (see Appendix A).
Other spectral estimation methods have been used in climate science to perform spectral PCAs. In [19],
[20] Slepian tapers are used as weighting functions to compute cross-spectral quantities. The Slepian
tapers are designed to minimize spectral leakage, i.e. compute cross-spectral coefficients over narrow
frequency bands. The Slepian tapers method is adapted if, in the frequency band of interest, most of the
variability of the system can be explained by a small number of PCs. Indeed, with this method, the rank
of the empirical cross-spectral matrix is at most equal to the number of orthogonal tapers. In [19], [23],
the method is implemented with 3 to 6 orthogonal tapers. In the cases when the system is too complex
to be reduced to a few PCs, using the Slepian tapers method will inevitably lead to overfitting. The
”multiwavelet” method [37], [38] corresponds to a localized in time version of the Slepian taper method.
The principal oscillation patterns (POPs) introduced by [17] can be seen as a parametric version of sPCA
where the PCs are autoregressive moving average (ARMA) processes.
As a simple alternative to the spectral computation methods mentioned above, we propose to apply
the sPCA by relying on the complex analytic Morlet wavelet to estimate the cross-spectral matrix. The
continuous wavelet transform is obtained by convolving the analyzed signal with a basis of wavelet
functions which are all dilated and translated versions of the same ”mother” wavelet function. The Morlet
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mother wavelet [39], [40] is defined as:
Ψ (t) = pi−1/4
(
ei2pif0t − e−(2pif0)2
)
e−t
2/2 (6)
which, if 2pif0 > 5 can be approximated as:
Ψ (t) = pi−1/4ei2pif0te−t
2/2 (7)
The Morlet wavelet is therefore the complex exponential function ei2pif0t = cos (2pif0t) + i sin (2pif0t)
modulated by a Gaussian envelope. The continuous wavelet transform Wx(ν, t) of the signal x (t) is
defined as:
Wx (ν, t) = 1√
ν
∫ +∞
−∞
x (u) Ψ′
(
u− t
ν
)
du (8)
with ν the scale parameter in the wavelet time-scale domain. Ψ′(u) designates the complex conjugate of
Ψ(u).
At scale νk , Wνk is the N by L matrix of wavelet coefficients derived from the data matrix X:
Wνk =
Wx1 (νk, t1) · · · Wx1 (νk, tL)... . . . ...
WxN (νk, t1) · · · WxN (νk, tL)
 (9)
Each scale νk in the wavelet scale domain corresponds to a frequency band bk in the Fourier frequency
domain with the central frequency of bk being fk = f0νk (see Appendix B). Because of the correspondence
between the Morlet wavelet transform and the Fourier transform (equations 7, 8 and Appendix B), the
empirical sample cross-spectral matrix for the frequency band bk can be computed as:
Sk =
1
N
WνkWνk
′ (10)
The Morlet wavelet method to compute the cross-spectral matrix can be seen as similar to using a modified
Welch periodogram with a Gaussian window whose length varies inversely proportional to the frequency.
Our proposed method can also be related to the multiwavelet method [37], [38], except that in our case,
robustness is obtained through temporal integration rather than using multiple wavelets with mutually
exclusive frequency support. Similarly to the classical real-value PCA case, the complex eigenvectors ui,k
of the Sk matrix are the solutions of the equation:
Skui,k = λi,k
2 ui,k (11)
The eigenvalues λi,k2 of Sk are real from the fact that Sk is by construction a Hermitian matrix. The PC
series of wavelet coefficients associated with the eigenvector ui,k at the scale νk is:
κi,k = Wνkui,k (12)
We can then reconstruct the time series corresponding to the i th wavelet PC at scale νk through an
inverse wavelet transform. We can also combine several wavelet PCs at various scales and then apply the
inverse wavelet transform to reconstruct a time series which encapsulates the variability of the original
signal within any desired frequency band (range of scales). However, one shall note that, while the phase
shift between two time series in a given frequency band is physically interpretable, the absolute value of
arg (κi,k) is arbitrary and not meaningful (indeed, if ui,k is a solution of equation (11), so is eiθui,k for any
value of θ). Therefore, to make the reconstructed time series interpretable when combining several wavelet
PCs, we shift the phase of each wavelet PC such that it is aligned in phase with the highest contributing
series of wavelet coefficient (i.e. the variable having the highest absolute weight in the corresponding
eigenvector) before performing the inverse wavelet transform. One shall also note that the inverse wavelet
transform with the Morlet wavelet is not an exact reconstruction; however, in practice we find that the
time series are well enough reconstructed to be interpretable.
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The only parameter which has to be selected by the user for the implementation of the Morlet wavelet
sPCA is the central frequency f0 of the mother wavelet. It is generally chosen between 0.8 and 1; the
value f0 = 0.849 (=
√
1/2 ln (2)) can be chosen such as the magnitude of the second highest peak of
the wavelet is half the magnitude of the highest peak (central peak). In practice, values between 0.8
and 1 will produce similar spectra. Taking a higher than 1 f0 value will lead to a narrower spectral
bandwidth (higher frequency resolution). It will also lead to poorer localization of the wavelet coefficients
in the time domain (lower time resolution) which in practice translates into wavelet coefficients more
correlated in time, i.e. fewer independent samples for estimating the cross-spectral coefficients, meaning
less robust empirical cross-spectra and higher risk of overfitting. As for the periodogram methods, the
tradeoff between frequency resolution and time resolution / number of independent samples is related to
the HeisenbergGabor limit [40], [41]. One of the interesting properties of the Morlet wavelet is that it
actually reaches the HeisenbergGabor limit, therefore allowing the best possible time resolution for a given
frequency resolution. Because the Gaussian envelope of the Morlet wavelet shrinks at higher frequencies
(finer scales), the cross-spectral coefficients are more robustly estimated at higher frequencies, allowing
to potentially extract robust coherent high-frequency modes even if their amplitude is low relatively to
the noise, the cost of this being reduced frequency resolution at higher frequencies. One shall note that
the wavelet coefficients are potentially affected by edge effects; these can be avoided by considering only
coefficients outside of the cone of influence or by performing appropriate padding of the time series before
the wavelet transform (see Appendix C).
C. Rotation of eigenvectors with phase regularization for physical interpretability
In the case when the PCA identifies two or more PCs of equal importance (i.e. associated with equal
eigenvalues λi) in a given frequency band, any orthonormal basis of the subspace generated by these
orthogonal PCs is a valid solution to the SVD problem. Therefore, one can arbitrarily select any rotated
basis of the generated subspace to project the data. In the case when the eigenvalues are not identical but
close to each other, a very small alteration of the dataset (e.g., noise in the data) may lead to very different
empirical PCs. While the information retained by the PC reduction would remain the same under any
rotation of the basis formed by the PCs, this complicates the interpretation and physical attribution of the
PCs. This fact had already been pointed out by [24] and [14], among others, as a limitation of the sPCA
technique. It can also affect classical PCA (see e.g. the rule of thumb in [42]) and is one of the reasons
why rotated PCA methods have been proposed [43]. Rotated PCA methods aim at finding a rotation of
the eigenvectors (or rotation of the PCs) maximizing a given criterion (or minimizing a cost function).
The varimax method [44] is for example the most widely used form of rotated PCA. It consists in finding
the rotation which maximizes the sum of the squared correlations between the original variables and the
rotated PCs. While rotated PCAs have often been used in climate science [45]–[47], they have rarely been
applied in a complex domain such as the Fourier domain, and, in these rare examples [14], [48], [49],
only with the varimax or promax criteria, which ignore the phase information.
When each variable of the system can be attributed to a spatial location, the spatial structure of the
eigenvectors can be analyzed and used as a criterion to find interpretable and meaningful rotated PCs.
For the sPCA, the spatial structure of the phase of the complex eigenvectors is particularly informative,
especially when one seeks to identify dynamical modes with propagation effect. Indeed, for a propagating
wave, the phase is expected to be a linear (or at least locally linear) function of space. We therefore
propose to use a metric characterizing the spatial regularity of the phase of the rotated eigenvectors as
a criterion to define physically interpretable rotated PCs from the sPCA. Let us consider u1 and u2 two
unit-norm eigenvectors of the cross-spectral matrix Sk associated with the λ1 and λ2 eigenvalues with
λ1 ≈ λ2. In the subspace generated by u1 and u2, any unit-norm vector, can be written as:
uθ,ϕ,ω = e
iω(cos (θ)u1 + sin (θ) e
iϕu2) (13)
The vector uθ,ϕ,ω is a complex vector belonging to CN . All the vectors of the form defined in equation
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Fig. 1: Wave propagation example. (Left) Representation of the simulated 51 by 51 domain with the origins A0 and B0 of the
two waves a(t) and b(t) marked; (right) synthetic waveforms a(t) and b(t).
(13) are rotations of each other in the subspace generated by u1 and u2. We noted previously that the
absolute value of the argument of an eigenvector is arbitrary, this is also true for the rotated eigenvectors,
therefore we can arbitrarily impose ω = 0 and consider only the vectors of the form:
uθ,ϕ = cos (θ)u1 + sin (θ) e
iϕu2 (14)
In the case when all N time series forming the X dataset are associated to a spatial location (in a
D-dimensional space), uθ,ϕ can be represented as a complex function of space uθ,ϕ (y); y being a D-
dimensional coordinate vector. We can then define:
J (uθ,ϕ) =
∫
RD
|∆ arg(uθ,ϕ (y))|dy (15)
where ∆ denotes the Laplacian operator in D dimensions. If arg(uθ,ϕ (y)) is a linear function of space,
then ∆ arg(uθ,ϕ (y)) is null everywhere and J(uθ,ϕ) = 0. Therefore, to identify rotated PCs corresponding
to linearly propagating waves, we look for the rotated vector:
ur1 = arg min
uθ,ϕ
(J(uθ,ϕ)) (16)
We note that the minimization of J (uθ,ϕ) is also meaningful in the case of stationary waves for which
arg(ur1 (y)) is expected to be constant. In practice, with a finite number N of time series corresponding
to discrete locations, Jθ,ϕ is approximated as:
Jˆ(uθ,ϕ) =
N∑
i=1
|∆ˆ arg(uθ,ϕ (yi))| (17)
where ∆ˆ is a discrete Laplacian operator (see Appendix D).
III. DEMONSTRATION OF THE ROTATED SPECTRAL PCA (RSPCA) IN A SYNTHETIC EXAMPLE
We demonstrate the possibilities of the proposed methodology by applying it to a synthetic data generated
by a simple numerical model simulating two waves propagating in opposite directions on a 2D plane.
The magnitudes, phase and propagation speed of the waves are controlled, as is the noise of the system.
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The simulated system corresponds to N = 2601 time series of length L = 5000 samples (with arbitrary
time unit), spatially distributed on a 51 by 51 spatial grid (Figure 1). At the (i , j ) location (with i and j
in {1, 2, . . . , 51}), the time series xi ,j (t) is:
xi,j (t) =
1
d0 + da
a
(
t+
da
c
)
+
1
d0 + db
γ1 b
(
t+
db
c
)
+ γ2Ni,j (t)
(18)
with:
da =
√
(i− 5)2 + (j − 5)2 (19)
db =
√
(i− 47)2 + (j − 47)2 (20)
The functions a(t) and b(t), shown on Figure 1, are two intermittent waveforms. They oscillate at the
same frequency, but their relative phase is not coherent. The a(t) signal originates from the (5, 5) grid
point (point A0) and propagates linearly through the domain. Similarly, the b(t) signal originates from the
(47, 47) grid point (point B0) and propagates linearly through the domain. The parameter c controls the
propagation speed of the a(t) and b(t) signals. The parameters γ1 and γ2 control the relative amplitude
of the two waves and of the noise. Two setups are presented below, 1) the two waves having different
amplitudes (γ1 = 0.75), 2) the two waves having the same amplitude (γ1 = 1). For both setups, c = 1.2.
In the first setup, γ1 is set to 0.75 and γ2 is set to 0.11, such that the a(t) and b(t) signals and the
noise Ni ,j (t) account respectively for 6%, 4% and 90% of the variance of the system. The classical PCA
is applied to identify the principal modes of variation of the 2601 time series of the synthetic system.
The result of the PCA (fraction of variance explained by the first 12 PCs, spatial structure of the first 9
eigenvectors and first 3 PC time series) is shown on Figure 2. One will note that no less than 9 PCs are
needed to capture 10% of the variance (i.e. the fraction of the variance explained by the two propagating
waves a(t) and b(t)), and that none of the first 9 eigenvectors can be related specifically to one of the
two waves but all 9 are rather a combination of both a(t) and b(t). This illustrates the poor ability of
the classical PCA to capture dynamical linear relations between the variables when propagation effects
are involved. The same system is then analyzed with the wavelet-based sPCA method.
The results are shown on Figure 3. For the frequency band centered at the frequency fk = 0.04 the first
two PCs explain respectively 46% and 26% of the systems variance. The phase and modulus structure
of the two corresponding eigenvectors accurately describe the propagation of a(t) and b(t) with good
separation of the two waves. The signal reconstructed through inverse wavelet transform from the first
wavelet PCs at frequencies 0.026 to 0.053 corresponds to the a(t) signal while the signal reconstructed
from the second PCs within the same frequency range corresponds to the b(t) signal. We can estimate
the propagation speed from the phase information. Considering that a phase shift of 2pi at fk = 0.04
corresponds to 30 grid increments we estimate cˆ = 30 × 0.04 = 1.2, which is an accurate estimation of
the true propagation speed. The clockwise progression of the phase corresponds to a forward delay in
time. In the second setup, γ1 is set to 1, such that both a and b waves have same total energy, and γ2 is
adjusted to 0.13 such that the noise still accounts for 90% of the variance of the system. The results of
the sPCA for this setup are shown on Figure 4. In this case, sPCA is able to determine that two modes
of equal importance, explaining together 74% of the systems variance, exist around the frequency 0.04.
Figure 5 shows the first eigenvector u1 identified by the sPCA at frequencies 0.03, 0.04 and 0.05 for
the same synthetic system as previously, with two different realizations of the random noise Ni ,j (t). One
can see that the different realizations of the noise produce different eigenvectors u1 and also that the
spatial structure of the eigenvectors may vary significantly across nearby frequency bands. Additionally
to being extremely sensitive to noise and frequency variations, the eigenvectors u1 and u2 are not easily
interpretable since both of them are always reflecting a complex combination of the waves a and b. One
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should however consider the fact that the subspace generated by the first two PCs is the same for all these
cases, and, together, the first two PCs always capture the signal corresponding to the superposition of the
waves a and b.
We then perform a rotation of the eigenvectors in the subspace generated by u1 and u2 at frequency
0.04 as described in section 2.4 to find the rotated vector ur1 for which Jˆ(uθ,ϕ) is minimal. Figure 6
shows the value of the criterion Jˆ(uθ,ϕ) as a function of the rotation parameters θ and ϕ, as well as the
rotated vector ur1 that minimizes Jˆ(uθ,ϕ) and the ur2 orthogonal to ur1 in the plane defined by u1 and
u2. One can see that the rotated vector ur1 corresponds to the wave a(t) while ur2 corresponds to the
wave b(t). One can also note that Jˆ(uθ,ϕ) shows two local minima in the {θ, ϕ} parameter space. The
second local minimum corresponds to the symmetric solution (not shown), i.e. ur1 associated to the wave
b(t) and ur2 associated to the wave a(t).
Fig. 2: Classical PCA applied to the wave propagation example. (Top left) Fraction of the variance of the synthetic system
explained by the first 12 PCs for the classical PCA. (Top right) Spatial representation of the eigenvectors associated with
the first 9 PCs. (Bottom) First 3 PC time series. For this setup, γ1= 0.75; the waves a(t) and b(t) and the noise account
respectively for 6%, 4% and 90% of the variance of the system.
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Fig. 3: Spectral PCA applied to the wave propagation example. (Top left) Fraction of the variance of the synthetic system
explained by the first 3 PCs of the sPCA as a function of the frequency. (Top right) Spatial representation of the eigenvectors
(phase and modulus) associated with the first 2 PCs at frequency fk= 0.04. The circular arrow in the colorscale of the phase
indicates the direction of propagation of the extracted waves. (Bottom) Reconstructed signal from the combination of the first
(/second) wavelet PCs at all frequencies between 0.026 and 0.053; wavelet PCs are phase adjusted before reconstruction. For
this setup, γ1= 0.75; the waves a(t) and b(t) and the noise account respectively for 6%, 4% and 90% of the variance of the
system.
IV. ANALYSIS OF SEA SURFACE TEMPERATURE OVER THE PACIFIC OCEAN
In this section, we apply the rsPCA methodology to monthly SST series over the Pacific Ocean, with the
aim of identifying the principal modes of SST variability across a range of scales/frequencies. Although
much progress has been made over the last decades in identifying and physically interpreting the dominant
SST modes of the Pacific, such as the Pacific Decadal Oscillation (PDO) [50]–[52], and the El Nin˜o-
Southern Oscillation (ENSO) [53], [54], important open questions still remain. Specifically, SST modes
which correspond to finer timescales (seasonal to sub-seasonal, S2S) have received less attention, since
they are usually masked by decadal modes in classical PCA studies because they correspond to lower
variance of the system, or because, as dynamical modes with non-negligible propagation effects, they are
not well identified by the classical PCA. Better tracking, understanding, and modelling of S2S patterns
of SST variability can improve prediction skill of regional hydroclimate, an exigent problem for many
regions around the globe [55]. Moreover, the longer and higher quality observational records available
today allow for more reliable investigation of the changing SST Pacific dynamics towards unraveling
possible new emerging modes of forced climate variability [9], [56]–[58].
At sub-annual scales, the leading principal modes correspond to almost equal variance (not the case for
longer timescales or low frequency modes, as will be shown below), which may complicate the interpre-
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Fig. 4: Same as Fig. 3 with γ1= 1. In this setup the waves a(t) and b(t) and the noise account respectively for 5%, 5% and
90% of the variance of the system.
tation and physical attribution of these modes, and make results sensitive to measurement uncertainties.
As such, studying sub-annual SST dynamics presents a demanding setting in which to test the efficiency
of the proposed rsPCA methodology in separating coherent patterns of variability when the underlying
PCs are of equal importance (i.e., there is not a single dominant mode) and when robust extraction of
propagating mode dynamics is needed for interpretation.
A. SST data used for analysis
The analyzed data consist of a record of 79 years (1940− 2018) of monthly SST (948 time steps) over
the Pacific Ocean from the second version of the COBE SST dataset (Centennial in situ Observation-
Based Estimates of SST, [59]). The original data is provided on 1◦ by 1◦ latitude / longitude grid. For
the purpose of this study, the SST data from the COBE dataset is re-projected on 220 km by 220 km
equal-area pixels (3960 pixels in total) through a Mollweide projection [60]. The re-projection must be
performed before applying the PCA, otherwise, high-latitude areas are given excessive weight in terms
of contribution to the systems variance. Because the temporal variations of the SST are dominated by the
seasonal cycle, which is not what we are trying to characterize here, we remove the seasonal variations of
the SST by subtracting the climatic monthly mean (mean over 79 years) and normalizing by the monthly
standard deviation in each pixel. We thus obtain a unit-variance zero-mean time series of SST monthly
anomalies. The studied system is therefore composed of 3960 time series of SST anomalies of length 948
months (data matrix X with dimension 3960 by 948). One must note that the number of time series (i.e.
the number of degrees of freedom of the PCA) is higher than the length of the time series (i.e. the number
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Fig. 5: Instability of the sPCA solution across frequencies and sensitivity to noise when several modes of similar amplitude
coexist within the same frequency band. (Top) First eigenvector u1 (modulus and phase) identified by the sPCA at frequencies
0.03, 0.04 and 0.05 with two different realizations of the random noise Ni,j (t). The circular arrows in the colorscales of the
phase indicate the direction of propagation of the extracted waves. (Bottom) Reconstructed signals from the combination of
the first wavelet PCs at all frequencies between 0.026 and 0.053. For the two realizations,γ1= 1; the waves a(t) and b(t) and
the noise account respectively for 5%, 5% and 90% of the variance of the system.
of constraints). Because the empirical rank of the system cannot exceed the number of constraints, the
rank of the covariance and cross-spectral matrices cannot exceed 948 in our case (see Appendix A).
B. Results
Similarly to what can be found in several published studies [61], [62], Figures 7 and 8 show the results
obtained by applying the classical PCA to the Pacific Ocean SST anomalies. From Figure 7, we note that
a large number of PCs would be necessary to comprehensively describe the complexity of the Pacific
Ocean’s SST (for example, more than 20 PCs are needed to explain 80% of the variability). We also
note that each one of the first 150 PCs explains more residual variance than would be expected for a set
of spatially uncorrelated time series (noise), which is not surprising considering that the SST anomalies
are obviously spatially correlated. The PC series and corresponding eigenvectors are shown in Figure 8.
The first two PCs, accounting respectively for 22% and 17% of the systems variability, are related to the
ENSO and to anthropogenic climate change. The third and fourth PCs correspond to 6% and 4% of the
variance, respectively, and their signal is stronger mostly over the northern Pacific. These patterns seem
to resemble the patterns of the North Pacific gyre oscillation [63], [64] and the PDO (see the decadal
variability of the fourth PC series). All these physical modes of variability and change are not perfectly
separated by the PCA, as the first two PCs both reflect part of the ENSO and climate change signals, and
the third and fourth PCs reflect signals of the PDO and the North Pacific gyre oscillation. In this case, a
rotation of the PCs with an adapted criterion may allow a better physical attribution and interpretation. We
also note that all first four modes identified by the classical PCA are low-frequency modes corresponding
to inter-annual to decadal time scales.
In order to unmix modes originating from different frequency bands and also explore the SST variability
on sub-annual scales, we then apply the wavelet-based sPCA to the SST data. Figure 9 shows how
much of the variance is explained by the first four spectral PCs as a function of the frequency fk . For
frequencies lower than 0.5 cycle per year, the corresponding first PCs explain more than 25% of the
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Fig. 6: Rotated spectral PCA (rsPCA) applied to the wave propagation example. (Top left) Criterion Jˆ(uθ,ϕ) as a function
of the rotation parameters ϑ and ϕ at frequency fk= 0.04. (Top right) Rotated vector ur1 = argmin
uθ,ϕ
(Jˆ(uθ,ϕ)) and ur2
orthogonal to ur1 at frequency fk= 0.04 (minimum 1 on the left panel). The circular arrow in the colorscale of the phase
indicates the direction of propagation of the extracted waves. (Bottom) Reconstructed signal from the combination of the first
(/second) wavelet PC at all frequencies between 0.026 and 0.053. It is noted that the second local minimum 2 on the top left
panel corresponds to the symmetric solution (not shown), i.e., ur1 associated to the wave b(t) and ur2 associated to the wave
a(t).
system variability. The fraction of variance explained by the first PC peaks above 50% at frequencies
1/3.4, 1/5.5, and 1/11.8 yr−1. These results show that the Pacific SST variability at lower frequencies
can be efficiently characterized by a small number of principal modes. Figure 10 shows the first eigenvector
at frequencies 1/3.4 and 1/5.5 yr−1. The patterns at these frequencies are similar to the ENSO pattern
that was also identified by the classical PCA. However, the phase information allows to characterize more
comprehensively the general dipole structure of ENSO highlighted by the classical PCA. In particular,
it shows that the phase of the response of ENSO is not the same for all extratropical and high-latitude
regions, indicating non-synchronicity and propagation effects. The bottom panel of Figure 10 shows the
reconstructed signal from the combination of the first wavelet PC at all frequencies between 1/2.6 and
1/6.8 yr−1. This signal is consistent with the well-known historical variations of ENSO. We note that the
linear trend characterizing the anthropogenic climate change does not appear in the reconstructed signal.
It does not appear either in any of the first four spectral PCs at the frequencies between 1/20 and 1 yr−1
(not shown). This is explained by the fact that the Morlet wavelet, being a differentiable wavelet [40],
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[65], is blind to linear trends, i.e., the wavelet transform of a linear function of time is zero everywhere.
Contrary to what is found at low frequencies, for sub-annual frequencies it is found that there is not a
single dominant PC explaining most of the systems variability. For example, at frequency 3 yr−1 (4 months
periodicity), each one of the first four PCs accounts for 6% to 8% of the systems variability. Since several
orthogonal modes of variability with similar magnitude coexist at sub-annual frequencies, the rotation
of the eigenvectors with regularization of the phase through the minimal Jˆ(ur) optimality criterion is
likely to help the physical interpretation of the patterns corresponding to the extracted modes. Figure 11
shows the first two eigenvectors of the spectral PCA at frequency 2.5 yr−1 with and without rotation.
Before rotation, the first two modes account respectively for 9% and 7% of the systems variability within
the corresponding frequency band, and affect essentially the Northern and Southern Pacific. The latitudes
between 20◦S and 20◦N are unaffected, except for the western Tropical Pacific around the Maritime
Continent. The rotation of the first two eigenvectors successfully unmixes the two underlying modes of
variability and allows for a better concentration of the first component in the Southern Pacific, and of the
Fig. 7: Classical PCA applied to SST monthly anomaly series over the Pacific Ocean. (a, solid blue curve) Fraction of the
system variance explained by the first 150 PCs, (b, solid blue curve) cumulative variance explained as a function of the PC
rank, (c, solid blue curve) fraction of the systems residual variance explained by the first 150 PCs (the residual variance at
rank n is the variance of the system minus the variance explained by all the PCs of rank lower than n). In panels a, b and c,
the dashed black curves show what would be obtained if all 3960 time series were independent random time series (colored
noise with a Fourier power spectrum identical to the power spectrum of the SST anomalies time series).
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Fig. 8: First 4 PCs κi and associated eigenvectors ui resulting from the classical PCA applied to the SST monthly anomalies
time series. The first four PCs explain respectively 22%, 17%, 6% and 4% of the system’s variability.
second one in the Northern Pacific. With regard to the first component, from the phase information we
can estimate that the SST information propagates westward with a speed on the order of 20 degrees of
longitude per month (i.e. around 0.4 m s−1). This pattern appears consistently at all frequencies between
2 yr−1 and 3 yr−1 (not shown) and it most probably reflects the surface signature of the South Pacific
American (PSA) pattern, which is known to be the leading mode of atmospheric variability over the
southern Pacific in interannual to subseasonal scales [66]–[68]. In subannual scales, as in Figure 11, the
PSA has been suggested to be the result of Rossby waves (westward propagation, consistent with results
in Figure 11), which, when superimposed to the eastward mean circulation (the jet stream), may lead to
the formation of stationary wave trains connecting the tropics and the southern mid and high latitudes in
the Pacific basin [68]. Accordingly, the PSA subseasonal variability has been related to the Madden-Julian
oscillation [67], [69]. The second rotated mode corresponds to a dipole in the Northern Pacific made of
two bands extending respectively from the South China Sea (around 20◦N and 120◦E) to the latitude 35◦N
and longitude 190◦E and from the latitude 20◦N and longitude 160◦E to the latitude 35◦N and longitude
230◦E. The opposition of phase between the two bands indicates the dipole structure (stationary wave).
The highest frequency we can theoretically have access to with monthly data is 6 yr−1 (Shannon-Nyquist
frequency). In practice however, because of the non-zero bandwidth of each frequency band, the highest
frequency band is centered at fk = 4.4 yr−1. Figure 12 shows the first two (rotated) eigenvectors as obtained
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from the rsPCA for this frequency band. As at frequency 2.5 yr−1, the first two modes are essentially
extra-tropical modes, though they also affect the western tropical Pacific. The first mode appears essentially
in the Western and South-Western Pacific, and specifically the southern China Sea in the proximity of
the Philippines (around 15◦N and 115◦E) and a band in the southwestern Pacific, extending from the
Coral Sea to the east of New Zealand. The latter band is collocated with the south Pacific convergence
zone (SPCZ), a diagonal feature of surface wind convergence, deep convection and intense precipitation,
which peaks in intensity during boreal winter [70]–[73]. Based on the phase information, it seems that
this mode is characterized by a flow of SST information from East of New Zealand to the north, with
the SST signal reaching the North-Western Pacific after a delay of 1− 2 months (phase shift on the order
of pi). This mode is consistent with an interhemispheric teleconnection recently identified by [9], which
has been suggested to take place during boreal fall, via the Hadley circulation. Moreover, our results
show that although ENSO may be affecting the western Pacific on interannual scales (i.e., the western
Fig. 9: Wavelet-based spectral PCA applied to SST monthly anomaly series over the Pacific Ocean. (Top) Fraction of the
variance of the SST anomaly time series explained by the first 4 PCs of the sPCA as a function of the frequency. (Bottom,
solid blue curves) cumulative variance explained as a function of the PC rank at frequencies fk= 0.3 yr−1 and fk= 2.9 yr−1.
The dashed black curves show what would be obtained if all 3960 time series were independent random time series (colored
noise).
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Fig. 10: Result of the wavelet-based spectral PCA applied to SST anomalies for low frequencies (multi-annual periods).
(Top) eigenvector (phase and modulus) associated with the first PC from the spectral PCA at frequencies fk = 15.5yr
−1 and
fk =
1
3.4yr
−1. The circular arrow in the colorscale of the phase indicates the direction of propagation of the extracted waves.
(Bottom, blue solid line) reconstructed signal from the combination of the first wavelet PC at every frequency between 1/2.6
and 1/6.8 yr−1; wavelet PCs are phase adjusted before reconstruction. (Bottom, black dotted line) Nio 3.4 index (see e.g. [1])
The linear correlation between the reconstructed signal and the Nio 3.4 index is 0.72.
Pacific SSTs are part of the ENSO-like mode in Figure 10), on sub-annual scales, ENSO variability is
not part of the interhemispheric teleconnection over the western Pacific in Figure 12, consistent with the
finding of [58]. The evolution of the magnitude of the wavelet PC associated with this mode shows that
it is an intermittent mode that generally peaks once a year, in late boreal summer and winter season
(not shown). This mode appears to also affect a pool off the Coast of Chile (around 35◦S and 270◦E)
aligned in phase with the region east of New Zealand. The second mode is geographically close to the
first one, affecting the East China Sea and an area extending from the Java Sea and through the Coral Sea
toward New Zealand (around 45◦S and 180◦E.), as well as a pool close to French Polynesia (around 20◦S
and 200◦E) which forms a dipole (opposition of phase) with the New Zealand Area. The propagation
pattern between the Coral Sea and New Zealand appears to be in opposite direction compared to the first
mode. This mode may represent meridional shifts of the SPCZ on seasonal and subseasonal scales [71].
The second rotated mode at fk ]mathrm= 4.4 yr−1 also shows a dipole structure in the Northern Pacific
resembling the one that was identified at fk= 2.5 yr−1, and thus, increasing confidence in interpretation.
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Fig. 11: First two eigenvectors of the wavelet-based spectral PCA at frequency fk= 2.5 yr−1, with and without rotation. The
circular arrow in the colorscale of the phase indicates the direction of propagation of the extracted waves.
Fig. 12: First two eigenvectors of the rsPCA at frequency fk= 4.4 yr−1 after rotation. The circular arrow in the colorscale of
the phase indicates the direction of propagation of the extracted waves.
April 27, 2020 19
The results shown in this section clearly illustrate the advantage of the wavelet-based sPCA against the
classical PCA, in separating modes that correspond to different frequencies, and in extracting propagation
information. Moreover, it is demonstrated that, in the presence of several competing modes at subannual
scales, rotation of the eigenvectors and optimal unmixing of the underlying climate modes via the proposed
rsPCA methodology is essential for robustness and physical interpretability.
V. CONCLUSION
The need for understanding patterns of variability and change in climate signals for the purpose of
predictive and diagnostic analysis, e.g., for regional prediction, untangling forced signal from internal
variability, and diagnosing the performance of climate models, has never been more imperative. Classical
PCA is a well-developed mathematical analysis tool which has been used extensively in climate studies. Its
extension in the Fourier frequency domain, the spectral PCA (sPCA), while it can potentially better handle
dynamical modes of variability due to phase information has seen limited application, arguably because
of its higher implementation complexity and its sensitivity to parametric/methodological choices. We
show that the implementation of spectral PCA through the continuous Morlet analytic wavelet transform
offers several advantages in terms of simplicity and robustness. In the present work, particular interest is
given to the phase of the eigenvectors, which contains the information for making the patterns physically
interpretable. When several modes of similar amplitude exist within the same frequency band, the rotation
of the eigenvectors procedure can help interpret the patterns of the emerging modes. Our proposed criterion
for optimal rotation is to look for the rotated eigenvectors having the simplest phase structure which is
achieved by a regularized estimation that minimizes the integral over the studied spatial area of the
Laplacian of the phase of the rotated vectors. This criterion is found to be very efficient when applied to
a synthetic example with two waves propagating in opposite directions.
When applied to historical SST series over the Pacific Ocean, the Morlet wavelet-based spectral PCA
is able to identify the ENSO low frequency (2 to 7 years period) mode of variability. Even without
the rotation procedure, it does well in isolating the ENSO signal from other physical modes (unlike the
classical PCA which mixes the ENSO and climate change modes of variability). An interesting property
of the Morlet wavelet is its insensitivity to linear trends in the data (while for other spectral estimation
methods de-trending of the data is often necessary). This property may be exploited to separate periodic
climatic variability and localized in time singularities (such as volcanic events) from long term trends
such as anthropogenic climate change.
At high frequencies corresponding to sub-annual variability, the spectral PCA systematically identifies
several PCs explaining between 5% and 10% of the systems’ variability in the corresponding frequency
band. In this range of frequencies, the rotation of the eigenvectors procedure can help unmixing physical
modes of variability and lead to more easily interpreted eigenvectors and PCs. The modes of variability
corresponding to the first four PCs at frequencies higher than 2 yr−1 can be summarized as: 1) undulating
wave patterns in the Southern Pacific with a westward average propagation direction, 2) a two-way
teleconnection between Southern Pacific and Western and North-Western Pacific, and 3) a dipole in the
Northern Pacific. The rotation of eigenvector procedure allows in particular to separate modes affecting
the same areas but with opposite propagation direction and thus identify two-way teleconnections. More
generally, the phase information can allow to infer causality when the classical PCA can only determine
correlations.
The rsPCA methodology was applied here to SST data, but it can readily be applied to any spatio-
temporal climatic variable. Geopotential height is one variable of particular interest which is expected
to show coherent modes of variability at high frequency (weekly to monthly periodicity) [69], [74]. The
rsPCA method holds a great potential for evaluating and comparing climate model simulations and separate
climatic signal from noise by applying the method to ensembles of realizations. We note that the method
may be employed using an analytic wavelet different from the Morlet wavelet. While the Morlet wavelet
transform has the advantage of being relatively simply related to the Fourier transform, making the Morlet
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wavelet and Fourier cross-spectral matrices interpretable in a similar way, other wavelets may be more
adapted for identifying modes that are not necessarily oscillatory and do not show strong periodicity.
The proposed rsPCA methodology is expected to benefit from further experimentation and evaluation
which may lead to potential improvements in implementation. An open question, for example, concerning
this particular rsPCA and rotated PCAs in general, is how to choose the number of PCs to retain when
performing rotations [16], [43], [75]–[77].
APPENDIX A
RANK OF EMPIRICAL CROSS SPECTRAL MATRIX
The empirical Fourier cross spectral matrix computed directly from the Fourier coefficients over the bk
frequency band is:
S¯k =
1
LsLf

∑
fl∈bk
∑Ls
j=1 x̂1,j(fl)x̂1,j
′(fl) · · ·
∑
fl∈bk
∑Ls
j=1 x̂1,j(fl)x̂N,j
′(fl)
... . . .
...∑
fl∈bk
∑Ls
j=1 x̂N,j(fl)x̂1,j
′(fl) · · ·
∑
fl∈bk
∑Ls
j=1 x̂N,j(fl)x̂N,j
′(fl)
 (A1)
where x̂1,j(fl) is the empirical Fourier coefficient (from a discrete Fourier transform) derived from the j th
sub-sample of the time series x1 at frequency fl . Lf is the number of number of discrete frequencies within
the bk frequency band and Ls is the number of sub-samples. Each sub-sample is obtained by windowing
or tapering the time series. The apostrophe symbol ” ′ ” denotes the complex conjugate operator. In the
limit case where Lf = 1 and Ls = 1 (e.g. when using the discrete Fourier transform without averaging,
windowing or tapering in the time domain or in the frequency domain), with x̂1,1 (fl) = α1eiθ1 we obtain:
Ŝk =

α1
2 α1α2e
i(θ1−θ2)
α2α1e
i(θ2−θ1) α22
. . . α1αNe
i(θ1−θN )
...
αNα1e
i(θN−θ1)
. . . ...
. . . αN
2
 (A2)
which is by construction a rank one matrix. More generally, the rank of the empirical cross-spectral matrix
is at most of rank Ls×Lf since from (A1) it can be decomposed as a sum of Ls×Lf rank one matrices.
The degree of independence between the sub-samples and the adjacent frequency bands also affects the
decrease rate of the eigenvalues (see Figure A.1).
APPENDIX B
FOURIER SPECTRUM OF THE MORLET WAVELET
The Fourier transform of the Morlet mother wavelet Ψ is [40]:
Ψˆ (f) = pi1/4
√
2 e−(2pif−2pifo)
2/2 (B1)
The frequency band b0 associated with the Morlet mother wavelet Ψ is therefore a Gaussian function
centered at the frequency fo . The Fourier transform of the Morlet daughter wavelet Ψt,ν (u) = 1√νΨ
(
u−t
ν
)
is:
Ψ̂t,ν (f) =
√
ν Ψˆ (νf) e−2ipift (B2)
The frequency band bk associated with the Morlet daughter wavelet at scale νk is therefore a Gaussian
function centered at the frequency fk = f0νk .
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Fig. A.1: Cumulative variance explained as a function of the PC rank for periodogram-based spectral PCAs with different
windowing setups applied to a system composed of 3960 independent time series (white noise). Lf is the number of discrete
frequencies in each frequency band bk . Ls is the number of windows of the periodograms. For the Welch periodograms, the
windowing function is a Daniel window and the overlapping factor is 50%. Note that for the periodogram-based PCA with
independent white noise time series, these results are independent of the frequency.
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APPENDIX C
CONE OF INFLUENCE AND EDGE EFFECTS
When computing wavelet coefficients from finite length time series, a padding operation is needed to
compute the coefficients at the beginning and at the end of the series [78]. Possible solutions are zero-
padding, repeating, or mirroring the time series. Repeating and zero padding are not recommended since
they are likely to create a sharp discontinuity (particularly when the time series show a trend). An efficient
solution, which is used in the present article, is to pad the series with the values corresponding to its
first and last time steps, thus avoiding creating discontinuities. The most conservative option would be to
not consider all the coefficients inside the ”cone of influence”, i.e. all the coefficients potentially affected
by edge effects (e.g. by setting them to zero). However, this would reduce the length of the series of
wavelet coefficients available for computing the cross-spectral matrix (particularly at coarse scales / low
frequencies).
APPENDIX D
LAPLACIAN OPERATOR AND PHASE UNWRAPPING
In image processing the discrete Laplacian operator ∆ˆ is defined as a convolution kernel of the following
form:
0 −1 0
−1 4 −1
0 −1 0
(D1)
One shall note that local unwrapping of the phase must be performed when applying the Laplacian operator
in equation (17) to avoid artifacts when the phase shifts between 0 and 2pi. It is often useful to combine
the Laplacian operator with a smoothing operator to reduce sensitivity to noise.
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