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Abstract
This thesis describes a measurement of the ratio of elastic to Zeeman-projection
changing collision cross sections (γ) in the Fe-3He and Ni-3He systems. This ratio
is a probe of the anisotropy of the interaction between the colliding species. Theory
and experiment confirm that Zeeman-projection collisions are suppressed in transition
metals due to the presence of a spherically symmetric, full 4s shell, making them good
candidates for loading a magnetic trap with the buffer gas cooling method.
Nickel and iron atoms are introduced via laser ablation into an experimental cell
containing a background 3He buffer gas. Elastic collisions with the buffer gas ther-
malize the atoms to less than 1K. The highest energy mJ = J Zeeman state decays
via diffusion through the buffer gas and collisional Zeeman relaxation. Therefore the
mJ = J lifetime depends on the buffer gas density of the cell. By measuring the
mJ = J lifetime as a function of buffer gas density we determine γ. We find γ for
Ni [3F4, mJ = 4] is between 2 × 103 and 1.1 × 104 at 0.75 K in a 0.8 T magnetic
field. Zeeman relaxation in Fe [5D4, mJ = 4] occurs on time scales too rapid for us
to measure accurately, and we are only able to set an upper bound of γ < 3 × 103.
The nickel result confirms that Zeeman relaxation is highly suppressed in submerged
shell transition metal atoms.
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Title: Lester Wolfe Professor of Physics, Emeritus
Thesis Supervisor: Thomas Greytak
Title: Lester Wolfe Professor of Physics
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Chapter 1
Introduction
1.1 Cooling and Trapping Atoms
A resurgence of atomic and molecular physics has occurred over the past several
decades. Much of the renewed enthusiasm has come about due to advances in the
cooling and trapping of atoms and molecules. By cooling atoms to ultracold tem-
peratures (∼ µK), unprecedented control of the external and internal atomic degrees
of freedom has been achieved. The realization of Bose-Einstein condensation [1, 2]
in metastable gases was both a seminal accomplishment and a launching point for
further work. Studies of ultracold trapped samples are helping to advance the fields of
quantum information, precision measurement and atomic clocks, and quantum sim-
ulation of condensed matter systems to name a few. The current research landscape
and the prospects for the coming decade have recently been reviewed [3]. However,
the individual research fields advance rapidly and the any review is sure to become
outdated quickly.
If an atomic sample is to be confined by a magnetic potential, its thermal energy
must be less than the strength of its interaction with the confining potential. This
requires cooling atoms to temperatures on the order of 1K or less, even for the largest
fields achievable in the lab. The atomic species most often trapped are those which
can be laser cooled [4]. A stationary atom absorbs photons with energy equal to
the energy splitting between the atomic ground and excited states. A moving atom
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absorbs photons at a different energy due to the Doppler shift. When a laser is
red detuned from an atomic transition, counter-moving atoms experience resonant
excitation and are slowed due to photon recoil during the excitation process. When
the excited atom emits the photon, it does not need to emit into the laser mode but
can emit in any direction with equal probability. The emitted photons will on average
have the energy equal to a photon absorbed by an atom at rest. Thus on average the
emitted photons are more energetic than the absorbed photons and cooling occurs.
Laser cooling requires many scattering events, so a closed transition is required to
make the cooling feasible. It is possible to add other lasers to pump atoms back into
the ground state of the cooling transition, but this becomes impractical for atoms
with complex electronic structures. In practice, this limits the method to alkali and
alkali earth atoms and a handful of others across the periodic table. For atoms with
complex electronic structures there is no closed transition, laser cooling is impossible,
and other methods must be used to thermalize atoms to trappable temperatures.
1.2 MIT Ultracold Hydrogen Group: Background
The MIT ultracold hydrogen group has a rich history of developing cryogenic tech-
niques for loading spin polarized atomic hydrogen into a magnetic trap. These efforts
led to the only successful demonstration to date of Bose condensed atomic hydrogen
[5–7]. A crucial feature of the group’s approach was the use of a superfluid film of He
on the inner wall of an experimental cell to cool atomic hydrogen to a sufficiently low
temperature to confine it in a magnetic trap [6]. This technique is effective only for
atomic hydrogen due to hydrogen’s low binding energy on the helium film [8]. For all
other species free space confinement is not possible because the binding energy with
the film is so high that the atoms are adsorbed onto the surface. For example, our
group’s diligent efforts to trap deuterium using the same approach proved fruitless
[9, 10]
The group desired more experimental flexibility in its next generation apparatus.
Thermalizing atoms to low temperatures via elastic collisions with a cold buffer gas
18
- buffer gas cooling - is an attractive alternative for trapping atoms. This method
accommodates a wide range of atomic species because it does not depend upon a
specific internal atomic degree of freedom (e.g. laser cooling) or thermalization with
a cryogenic helium film. A major goal was to accelerate the evaporative cooling
process by increasing the elastic collision rate using a second trapped species. With
buffer gas cooling it is straightforward to trap two species simultaneously in the same
trap [11]. For these reasons, in 2003 our group began designing and constructing a
trapping apparatus based upon buffer gas cooling. Design and construction began
with several experimental goals in mind.
Evaporative cooling hydrogen to BEC is very difficult in large part because of
the small H-H elastic cross section [12]. The cross section for collisions between
alkali atoms and hydrogen is predicted to be roughly 3 orders of magnitude larger
than the H-H cross section [13, 14]. It was therefore proposed that co-trapping an
alkali species and hydrogen would greatly increase the thermalization rate of hydrogen
during evaporative cooling and accelerate the path to hydrogen BEC.
An ultracold, trapped hydrogen samples holds great potential for precision mea-
surement of the two-photon 1S − 2S transition in the simple hydrogen system. Such
a measurement can be used to extract improved values for the Rydberg constant and
the Lamb shift, and has possible clock applications [15]. Several laser sources had
been developed for the purpose of performing such measurements [15, 16] before the
old apparatus was decommissioned. We were anxious to resume that line of research
as soon as possible.
Our long standing goal to trap deuterium was also a high priority. Once the
new apparatus could successfully trap hydrogen, deuterium trapping was expected
to follow in a straightforward manner since film binding energy issues are avoided by
the buffer gas method.
All of these long term research goals first required the ability to load hydrogen or
deuterium into a magnetic trap using the buffer gas method. The technical challenge
of loading a magnetic trap increases as the strength of the atomic magnetic moment
decreases, as discussed in Section 1.3.1. The state of the art in buffer gas loading
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at the time we began designing the apparatus was that trapping effective magnetic
moments of 3 µB was straightforward but became difficult below ∼ 2µB. [17]. For
1 µB species the interaction with the magnetic field is weak. These species must be
loaded into the trap at very low temperatures. In addition, the background buffer
gas causes atom loss from the trap. Energetic buffer gas atoms impart their kinetic
energy to trapped atoms, promoting them into trajectories that carry them over
the trap edge and onto the cell wall. Trap losses are particularly rapid for 1 µB
species because the trap depth is relatively low. Therefore, the buffer gas must be
removed quickly to minimize this loss and thermally isolate the trapped sample from
its surroundings. Buffer gas loading of 1 µB CaH molecules has been demonstrated
[18]. However, the enhancement in lifetime over the zero-field diffusion lifetime was
only a factor of 4 and all molecules were lost from the trap before the buffer gas could
be removed. Thus, thermal isolation was not achieved and evaporative cooling could
not be implemented.
The primary research effort of the group in recent years has been specific to
advancing buffer gas loading technology to permit trapping a 1 µB species and to
thermally isolate the species by removing the buffer gas. Much of the design and
implementation of the 1 µB apparatus is the focus two companion theses by Nathan
Brahms and Bonna Newman [19, 20]. Although 1 µB species have been trapped
and studied in our apparatus [21], obstacles we encountered increased the develop-
ment time of the apparatus and prevented further study of hydrogen. As a result,
the measurements in this thesis are on a different topic. They consist of a variety
of studies of buffer gas loading the transition metals nickel, cobalt, and iron with
magnetic moments greater than 5 µB. The success of the buffer gas loading process
depends crucially on the properties of collisions between the buffer gas and the species
of interest. Elastic collisions are necessary to thermalize the sample while inelastic
collisions can drive trapped atoms into untrapped states. The following section re-
views buffer gas loading of magnetic traps and the relevant collisions. In particular we
discuss the properties of transition metals that make their collisions with the buffer
gas particularly interesting.
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1.3 Loading Magnetic Traps by Buffer Gas Cool-
ing: The Crucial Ratio of Elastic to Inelastic
Collisions
Laser cooling is elegant, but it has a serious limitation. It only works for atoms for
which lasers are available to drive principal transitions and which have a suitable
energy level structure. Buffer gas cooling has emerged as an alternative to laser
cooling in recent years [22]. Elastic collisions with cryogenically cooled helium buffer
gas atoms provide the mechanism to thermalize atoms and molecules to temperatures
at which they can be trapped. Thermalization occurs for all species and does not
depend on a specific, simple internal energy level structure. The method’s flexibility
has been demonstrated by the trapping of many atomic and molecular species [21,
23, 24] and the list continues to grow.
Although elastic collisions with the buffer gas can thermalize any species, not all
species can be loaded into magnetic traps with buffer gas cooling. The method only
works for species with a high ratio of elastic to inelastic collision cross sections γ.
Inelastic collisions can change a trappable low-field seeking atom into an untrappable
high-field seeking atom through a change in the orientation of its magnetic moment,
a process we will refer to as “Zeeman relaxation”. This balance between elastic and
inelastic collisions is interesting from a collisional physics standpoint alone [25–28].
For the experimenter the balance is crucial for predicting the possibility of using the
buffer gas method to load an atomic species into a magnetic trap. The following
sections review the physics of thermalization and inelastic collisions with a buffer gas,
and motivate the studies of iron and nickel presented in later chapters.
1.3.1 Thermalization with the buffer gas
The initial condition for our experiments is a burst of hot atoms at temperature Thot
produced via laser ablation by focusing a pulsed Nd:YAG laser onto a metallic foil
target. In order to trap them with current superconducting magnet technology they
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must be cooled, but to what temperature?
We introduce the trap depth EB = gµBBtrap, where g is the atomic g-factor, µB
is the Bohr magneton, and Btrap is the magnetic field at the trap edge
1. The g-factor
varies between about 1 (e.g. H) and 10 (e.g. Dy) for atoms with electronic magnetic
moments. Defining the ratio of trap depth to thermal energy η ≡ (gµBBtrap)/(kBT ),
we see that η > 1 must hold to achieve trapping.
Our superconducting magnet has a 4T field at the cell wall. Since µB/kB =
0.67K/T this results in a 2.7K trap depth when g = 1, i.e. for a 1 Bohr magneton
atom. This limit of 2.7K tells us we need to be operating at cryogenic temperatures.
The lifetime of the trapped sample increases as η increases. Thus the task of trapping
gets easier as the magnetic moment of the atom increases. In practice, one loads the
trap at as high an η as possible2.
Details of the thermalization process are presented elsewhere [29] using conser-
vation of momentum and energy and assuming hard sphere elastic scattering. After
thermal averaging, the analysis shows that if an atom of mass M and temperature
Thot collides with a buffer gas atom of mass m at Tbg, the change in temperature ∆T
due to a single collision is
∆T = −Thot − Tbg
κ
(1.1)
with
κ =
(M +m)2
(2Mm)
. (1.2)
Treating the number of collisions N as a continuous variable, we can put this into
differential form and solve for the atom temperature Tat:
1This assumes the lowest magnetic field in the trap is
∣∣∣ ~B∣∣∣ = 0, a condition satisfied in the
anti-Helmholtz geometry we normally use.
2This is not strictly true. If two-body collisions between the trapped atoms are the dominant
loss mechanism it may be favorable to load at a lower η in order to keep the density of the trapped
sample low.
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dTat
dN
= −1
κ
(Tat − Tbg) (1.3)
Tat = Tbg + (Thot − Tbg)e−N/κ. (1.4)
Since κ ∼ M/2m when M >> m, the number of collisions required to thermalize a
heavy atom is linear in atomic mass.
Equation 1.3 gives us insight into the buffer gas density needed in an experiment
of typical dimensions. It takes ∼ 100 collisions to thermalize atoms so they can fall
into a magnetic trap. The width of a typical experimental cell is on the order of 10
cm. By assuming linear motion through the buffer gas we arrive at an estimate of the
needed buffer gas density required for thermalization3. Since ∼ 100 collisions must
take place over ∼ 10 cm distance, the mean free path λ = 1/(nbgσel) must be about
0.1cm. Typical values for σel are ∼ 10−14 cm2, so buffer gas densities must be greater
than 1015 cc−1.
The number of thermalizing collisions is particularly low for atoms with masses
close to the mass of the buffer gas. This is manifest in the fact that we can effectively
load lithium MLi = 7 a.m.u. into our magnetic trap at buffer gas densities close to
1015 cc−1 [19]. However, for heavier species studied such as Ag, Cu, Fe, and Ni we do
not see appreciable numbers of thermalized atoms below ∼ 5× 1015 cc−1.
1.3.2 Inelastic collisions with the buffer gas
In addition to elastic thermalizing collisions, inelastic processes can induce transitions
between magnetic Zeeman levels. This is a problem since magnetic fields in free space
can only confine low-field seeking atoms [30]. A thermalized, trapped atom’s magnetic
3Initially, ablated atoms will be moving at much higher speeds than the buffer gas and collisions
will do little to deflect their trajectories. This assumption breaks down as thermal equilibrium is
approached and a random walk through the buffer gas occurs. In this case the distance traveled
∝ √Ncollisionsλ. We assume the worst case scenario: the distance traveled ∝ Ncollisionsλ.
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moment is anti-aligned with the magnetic field; an energetically unfavorable situation.
Inelastic collisions can reorient the magnetic moment and align it with the field,
causing the atom to be expelled from the trap. Therefore, a key physical parameter
for buffer gas loading of magnetic traps is the ratio of elastic to inelastic collision cross
sections, γ. Since we need ∼ 100 collisions for thermalization, we have no hope of
trapping a species with γ < 100. In practice the required γ is higher because it takes
a finite amount of time to remove buffer gas from the cell as discussed in Chapter 3.
Loading the trap is generally impossible for γ < 104.
In practice, finding the ideal buffer gas density for loading a given atomic species
into the magnetic trap is an empirical process. Increasing buffer gas density thermal-
izes more atoms to trappable temperatures. However, increasing buffer gas density
also increases the rate of inelastic collisions. Maximizing the number of trapped
atoms requires finding a buffer gas density which balances initial thermalization and
subsequent Zeeman relaxation. The ideal density must be found empirically for each
atom.
1.4 Zeeman Relaxation in non-S-state Atoms
1.4.1 Background and previous work
Recent buffer gas loading experiments have generated a flurry of theoretical activity
predicting the Zeeman relaxation rates for collisions between atoms and molecules
with helium at cold temperatures [25–27, 27]. During a collision between an atomic
species and a helium atom there is an angular momentum ~N associated with the
rotation of the “diatom” formed by the colliding atoms. Zeeman transitions in the
atomic species occur when its electronic orbital angular momentum ~L interacts with
the angular momentum of the diatom ~N [26]. The coupling strength between ~L and ~N
depends upon the anisotropy of the electrostatic interaction between colliding atoms.
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S-state versus non-S-state Behavior
In a purely S-state atom the electronic magnetic moment is due solely to the electron
spin ~S. Spin angular momentum does not couple directly to the diatomic angular
momentum during a collision; since S-state atoms interact through isotropic electro-
static potentials, Zeeman relaxation should not occur. In reality the collision will mix
in a small amount of non-S-state behavior. This adds a component of nonzero orbital
angular momentum ~L to the atom which will couple to the electronic spin through
the ~L · ~S fine structure coupling. There will also be an coupling between ~L and ~N as
described above. Since ~L is coupled to both ~S and ~N , there is an indirect coupling
between ~S and ~N which will induce spin relaxation [31–33]. However, this effect is
generally small and γ for S-state atoms colliding with helium is sufficiently high to
allow buffer gas loading [21, 34–36]. For example, γ for Cu-He and Ag-He collisions
is greater than 106 between 300 mK and 600 mK [21].
The interaction potential between non-S-state atoms with structureless partners
can be highly anisotropic and induce rapid collisional Zeeman relaxation. For exam-
ple, calculations for main group 3P atoms at T < 1K show that the anisotropy is
large and γ ∼ 1. [26]
1.4.2 Submerged shell atoms
It might be supposed that any non-S-state atom would Zeeman relax quickly due to
the anisotropy of its valence electron cloud. However, the interaction anisotropy with
the colliding helium atom can be mitigated by the presence of outer filled shells. Non-
S-state transition metals have a full s shell surrounding the d shell valence electrons,
i.e. the electronic configuration is ndm(n + 1)s2. The 4s orbital is isotropic and its
average radius is more than two times the size of the 3d orbital. [37, 38]. During
a collision, the 4s transition metal electrons repel the helium atom via the coulomb
interaction before it overlaps appreciably with the anisotropic 3d cloud. As a result,
the anisotropy of the interaction between a transition metal and a helium atom is
suppressed and γ should be much higher than for the case of a 3P atom. Theoretical
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studies of scandium and titanium predict that γ is on the order of 103 − 104 for
transition metal-helium collisions [28]. An experimental value for Ti of ∼ 4 × 104
confirms the theoretical prediction. Upper limits on γ for scandium (γ < 1.6 × 104)
and yttrium (γ < 3 × 104) have been reported; attempts with Zirconium failed due
to inconsistent ablation yields [39, 40].
Similar suppression of Zeeman relaxation has also been exhibited for a large num-
ber of rare earth atoms with large magnetic moments. Values of γ were found to be
greater than 104 for Pr, Nd, Tb, Dy, Ho, Er, and Tm and all species were magnet-
ically trapped [24]. Theory has confirmed that the interaction anisotropy between
these atoms and helium is indeed very small [27].
1.4.3 Motivation to study iron, cobalt, and nickel
These previous theoretical and experimental efforts have shown that magnetic trap-
ping is possible for a much wider array of atomic species than previously considered.
Within this framework we were motivated to continue the investigation of transition
metal trapping and focused our efforts on iron, cobalt, and nickel.
The magnetic moments of these transition metals are much larger than those of
previous transition metals studied. The magnetic moments of Ti, Sc, Zr, and Y are
all less than 1.5 µB. Buffer gas loading of species with such low magnetic moments
into magnetic traps presents numerous challenges detailed elsewhere [17, 19]. Thus
it is technologically advantageous to trap species with higher moments. In addition,
it was suggested that nickel in particular would have a large value of γ, making it an
attractive transition metal candidate for magnetic trapping [41].
Previous trapping attempts with transition metals were not as fruitful as those
with rare earths due to their lower values of γ [40]. Our apparatus was primarily
designed to trap 1 µB species and has many features necessary for rapid buffer gas
removal [19]. We are therefore more equipped than previous groups to successfully
trap species with low values of γ such as the transition metals.
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1.5 Thesis Overview
We study the Zeeman relaxation rate in cold collisions of cobalt, iron, and nickel with
3He by measuring the decay lifetime of the mJ = J most low-field seeking Zeeman
state. This is the state that interacts most strongly with the magnetic field and will
be most tightly confined by a trapping field. The Zeeman relaxation rate increases
linearly with the buffer gas density. By performing a series of lifetime measurements
of the mJ = J state as a function of buffer gas density, we observe this behavior and
can determine the ratio of elastic to inelastic cross sections γ.
When the thermal energy of the atoms is much less than the energy splitting be-
tween adjacent Zeeman levels, collisions are not energetic enough to excite an atom
from a lower energy Zeeman state into a high energy Zeeman state. As the tem-
perature increases, the probability for thermal excitation also increases. When the
thermal energy is approximately equal to the interaction with the magnetic field, the
decay of the mJ = J state no longer decays at the Zeeman relaxation rate. Ther-
mal repopulation decreases the rate of decay, resulting in an increase in the observed
lifetime. When making Zeeman relaxation measurements it is ideal to operate in
the low temperature regime where the Zeeman relaxation behavior is not altered by
collisional excitations.
We can not make our lifetime measurements in the ideal low temperature regime.
To resolve the mJ = J spectra we apply a Helmholtz magnetic field in the experi-
mental cell. The field is nearly uniform but has some inhomogeneity. As a result, the
observed atomic transitions are magnetically broadened and the peak absorption sig-
nal decreases with increasing magnetic field strength. This decrease in signal strength
at high fields makes lifetime measurements impossible. We therefore must operate
at magnetic fields where the thermal energy is approximately equal to the energy
splitting between adjacent Zeeman states. As a result, our lifetime measurements are
affected by thermal excitations into the mJ = J state.
In Chapter 2 we address the issue of thermal excitations by developing a theoretical
framework to accurately describe the dynamics of the mJ = J state. The theory
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includes losses due to diffusion through the buffer gas, Zeeman relaxation, and thermal
excitation. The model includes the couplings between all Zeeman levels and simulates
the evolution of all mJ populations. Using the tools developed we can interpret our
measured data to extract the value of γ.
Chapter 3 describes the buffer gas apparatus we constructed and used to make the
measurements. We give a detailed description of the design and construction of the
experimental cell used in these studies and in our group’s 1 µB trapping and evapo-
rative cooling experiments. We explain the spectroscopic methods used to determine
atom density, temperature, and lifetime. The laser systems used in the experiments
are also described.
Chapter 4 presents our studies of Zeeman relaxation in cold collisions of cobalt,
iron, and nickel atoms with 3He. We could not determine γ for cobalt because it
was impossible to fully resolve the mJ = J transition due to the high multiplicity of
the atomic transitions arising from cobalt’s hyperfine structure. We find γ for nickel
to be between 2 × 103 and 1.1 × 104. Two effects contribute must significantly to
the uncertainty. Although the data follows the expected qualitative trends, it is not
possible to find a single value of γ that fits the entire data range well and only a
range of possible values of γ can be determined. Second, uncertainties in the model
occur because we do not know the exact nature of the coupling between the various
mJ levels during the Zeeman relaxation. This limits the accuracy of the predicted
collisional excitation effects on the lifetime of the mJ = J state, which effect the
value of γ. The Zeeman relaxation of iron occured on a timescale too rapid for us to
determine a value for γ. We set an upper limit for iron of γ < 3× 103.
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Chapter 2
Buffer Gas Effects on Most
Low-field Seeking State Dynamics:
Diffusion, Zeeman Relaxation, and
Thermal Excitation
In theory an atom in any low field seeking state, one where the energy is an increasing
function of the magnetic field strength, can be confined in a magnetic trap. This would
comprise either half (for half-integer J) or slightly less than half (for integer J) of
the Zeeman split states in a given J manifold in the high field limit. The state with
the greatest value of mJ will be the most strongly confined, the others less so. If one
waits long enough, most of the atoms remaining in the trap will be those with the
largest value of mJ . We refer to these atoms by a special name, the“most low field
seeking” or MLFS atoms. They play a special role in magnetic trapping and are the
focus of our attention in these experiments.
2.1 Buffer Gas Effects on MLFS lifetimes
Elastic and inelastic collisions with the background 3He buffer gas affect the lifetime
of MLFS atoms in our experimental cell. Therefore, a careful study of the MLFS
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state lifetime τMLFS serves as a probe of collisional properties and can yield a value
for the ratio of elastic to inelastic cross sections γ.
There are two primary loss mechanisms for MLFS atoms. First, when the mean
free path for atom-helium collisions λ is less than the dimensions of the trapping cell
Rcell the atoms diffuse via elastic collisions through the buffer gas and eventually stick
to the cryogenically cooled wall. The diffusion lifetime increases linearly with buffer
gas density. Second, inelastic collisions lead to relaxation of the MLFS state into Zee-
man states of lower energy. The Zeeman relaxation lifetime is inversely proportional
to buffer gas density.
It is important to note that we can, and do, measure the diffusion lifetime directly
by watching the density of all of the atoms decay in the absence of a magnetic field.
To examine the lifetime of the MLFS atoms we must apply a magnetic field to be
able to identify those particular states.
When λ >> Rcell and a trapping field is energized, the MLFS atoms can be held
for long times. However, individual elastic collisions with helium atoms from the high
energy portion of the Boltzmann distribution promote trapped atoms into energetic
orbits that intersect the cell wall. This provides a constant source of heating which
will induce evaporative loss over the trap edge. These effects become very important
when attempting to thermalize trapped samples in a buffer gas apparatus. Under
the best of circumstances, when atom-helium collisions are rare, the lifetime of the
MLFS atoms in the trap will be limited by state changing atom-atom collisions (dipole
relaxation). The experiments detailed in this thesis operate in the region λ < Rcell
without magnetic trapping, so these effects are irrelevant. Details of the λ >> Rcell
regime can be found elsewhere [19].
In addition to loss mechanisms, there is also the possibility of collisional excitation
into the MLFS state from lower energy Zeeman states. This source of MLFS atoms
increases τMLFS in the cell. These effects are only important when the thermal energy
kBT is approximately equal to or larger than the Zeeman energy splitting gµBB. For
our experimental conditions these effects must be taken into account when we extract
a value of γ from our observations.
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In the sections below models are derived that include diffusion and Zeeman re-
laxation losses and thermal excitation sources. Chapter 3 explains how to measure
τMLFS in our experimental cell as a function of buffer gas density. Using the models
presented here it is possible to determine γ from our measurements of MLFS atom
decay.
2.2 MLFS Lifetime Models Without Thermal Ex-
citation
A simple τMLFS vs. nBG model including only diffusive and Zeeman relaxation losses
is the first step toward quantifying MLFS dynamics. The τMLFS versus nBG model is
instructive because it is easy to visualize the collision rates increasing as we add more
buffer gas. Unfortunately, such a model is not ideal for our experimental conditions.
It is impossible for us to measure the buffer gas density directly. As we shall see, the
diffusion lifetime depends on the product of buffer gas density and elastic collision
cross section. Since we do not know the elastic cross sections of the atoms studied,
we can not solve for an absolute buffer gas density. Alternative models that require
no knowledge of absolute buffer gas density are therefore presented. Although these
models may be slightly less intuitive, they have the advantage of needing only one fit
parameter to solve for γ.
The models presented in this section ignore collisions that repopulate the MLFS
state once the atom has relaxed into a lower energy state. We shall deal with this
finite temperature effect in Section 2.3.
2.2.1 τMLFS vs. nBG
Zero-Field Diffusion
The lifetime in the absence of a magnetic field is set by diffusion through the buffer
gas. With no buffer gas in the cell atoms travel ballistically to the walls and stick.
In this case the lifetime is determined by the thermal velocity distribution. When
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enough buffer gas is introduced such that λ << Rcell, elastic collisions reorient atomic
trajectories and impede their journey to the wall. The motion becomes diffusive and
τMLFS becomes linearly dependent on buffer gas density.
The spatial distribution and temporal evolution of the diffusing atoms is deter-
mined by the diffusion equation
∂n
∂t
= D∇2n. (2.1)
where the diffusion constant D is given by [42]
D =
3pi
32
vd
nbgσd
(2.2)
where nbg is buffer gas density, σd is the diffusion cross section
1, vd is the average
relative thermal velocity [42].
Equation (2.1) can be solved for a cylindrical cell of length Lcell and radius Rcell
with the boundary condition n = 0 at the cell wall. The solution consists of a series
of spatial eigenmodes multiplied exponential decays in time. The lowest order spatial
mode n0(~r) and its accompanying lifetime τd are
n0(~r) = n0(0)J0
(
j01r
R
)
cos
(piz
L
)
, (2.3)
τd =
32
3pi
nbgσd
vdG
, (2.4)
G =
(
pi2
L2cell
+
j201
R2cell
)
. (2.5)
where j01 is the first zero of the J0(r) Bessel function. Higher order modes decay
more rapidly than n0(~r), so our measurements of diffusion lifetime in the cell are
measurements of the decay of the lowest order mode.
1For distinguishable particles, the diffusion cross section is typically smaller than the elastic cross
section σel by a factor of order unity. We do not know the exact relationship between σd and σel
for the atoms studied and take them to be equal in this thesis.
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Zeeman Relaxation
The interaction between an atom with a magnetic moment ~µ and a magnetic field ~B
causes a splitting of the zero-field energy levels. The interaction Hamiltonian is
HZ = −~µ · ~B. (2.6)
Energy is minimized when the magnetic moment aligns with the magnetic field. The
magnetic moment for an atom with total electron angular momentum ~J is
~µ = −gJµB ~J (2.7)
(2.8)
where gJ is the lande´ g-factor. The Hamiltonian can now be written as
HZ = gJµB ~J · ~B; (2.9)
= gJµBmJB (2.10)
where mJ is the projection of the total angular momentum along the magnetic field
axis and takes on the 2J+1 values −J,−J+1, ...J−1, J . The most low-field seeking
(MLFS) Zeeman state (mJ = J) is the maximum energy state and has its magnetic
moment anti-aligned with the field.
Zeeman relaxation occurs when mJ changes during a collision with a buffer gas
atom. Overall, this results in a transfer of atomic population from low field seeking
states to high field seeking states. The time scale associated with inelastic collisions
is
τzr =
1
vzrσzrnbg
, (2.11)
where vzr is the average relative thermal velocity, σzr is the inelastic cross section for
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Zeeman relaxation collisions, and nbg is the buffer gas density. Specifically we take
σzr to refer to the total cross section for transitions from the MLFS state into any
of the other Zeeman states, not simply a specific one such as the next lowest one in
energy. Also, although τzr depends on temperature through vzr, it does not take into
account the possible repopulation of the MLFS state through subsequent collisions.
The quantity of physical importance in magnetic trapping and cooling is γ, the ratio
of elastic to inelastic cross-sections. Introducing this parameter into (2.11) yields
τzr =
γ
vzrσdnbg
(2.12)
MLFS Lifetime
Combining these effects yields the expected lifetime for a most low-field seeking atom
in the cell. The total lifetime, τMLFS, is the inverse of the total loss rate of MLFS
atoms from the cell. This total loss rate is the sum of the diffusion and Zeeman
relaxation loss rates:
γMLFS =
1
τMLFS
= Γd + Γzr =
(
1
τd
+
1
τzr
)
. (2.13)
Defining χ ≡ (3pi/32)G and inserting (2.4) and (2.12) into (2.13) yields
τMLFS =
nbg
a+ bn2bg
(2.14)
a =
χvd
σd
(2.15)
b =
vzrσd
γ
(2.16)
In this model a and b can be used as parameters which can be adjusted to fit
experimentally measured data on τMLFS vs. nBG. Multiplying a and b together
cancels the unknown σd to yield an expression for γ
γ =
v2χ
ab
. (2.17)
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where we have set vzr = vd and replaced them with v.
2
We now convert the above model into forms that do not require direct knowledge
of absolute buffer gas density.
2.2.2 MLFS lifetime vs. mean free path
It is straightforward to reformulate the previous analysis in terms of the diffusive
mean free path, λd = 1/(nbgσd). The atom loss rate expressions become:
Γd = χvλd (2.18)
Γzr =
v
γλd
. (2.19)
The resulting total lifetime is
τMLFS =
λd
α+ βλ2d
(2.20)
α =
v
γ
(2.21)
β = χv. (2.22)
Although this may look like the previous model with two fit parameters, β in (2.22)
is a known quantity3 Thus the model has only one fit parameter. This convenience
has occurred because we never decoupled nbg and σd, both unknowns, in the analysis.
This is a fairly intuitive way to think about the data as well. We could now imagine
2The previous distinction between vzr and vd in the above expressions is worth discussing. Exper-
imentally, we first measure the diffusive lifetime at zero field. We then turn on a Helmholtz field and
measure the low field seeker lifetime. The temperature of the atoms during the two measurements
are not necessarily the same, thus vzr and vd may in practice be different. For our experimental
conditions the atomic temperatures for the two measurements were found to be the same, so the
distinction shall be ignored.
3The quantity β is determined assuming the geometry of the cell and the temperature of the atoms
is known. We know the geometry precisely and measure the atom temperature spectroscopically as
discussed in Section 3.3.3.
35
plotting lifetime against the average distance between atom-helium collisions. Fitting
for α we could pull out γ as desired:
γ =
v
α
. (2.23)
2.2.3 τMLFS vs. diffusion lifetime
Another alternative approach is to plot the MLFS state lifetime measured in constant
field versus the zero-field diffusion lifetime. Plotting one lifetime versus another life-
time might not be intuitive, but from an experimental standpoint it makes perfect
sense. In practice, we first measure the zero-field lifetime and then turn on the mag-
netic field and measure the lifetime of the MLFS state. If we use the mean free path
model, we have to calculate λd from our measured τd prior to analysis using
λd = (χvdτd)
−1. (2.24)
We can avoid this step by using τd directly in our atom loss rate expressions:
Γd =
1
τd
(2.25)
Γzr =
v2τdχ
γ
(2.26)
which yields
τMLFS =
τd
1 + ζτ 2d
(2.27)
ζ =
v2χ
γ
= ΓdΓzr. (2.28)
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In this form it is most obvious that there is only one fit parameter ζ from which γ
can be obtained:
γ =
v2χ
ζ
. (2.29)
This is similar to the expression found in (2.17) but we need only one fit parameter.
Figure 2-1 plots the τMLFS vs τd for γ = 10
4 along with curves for pure diffusion and
Zeeman relaxation as guides to the eye.
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Figure 2-1: Simple MLFS lifetime vs. diffusion lifetime model. Dotted lines denote
pure Zeeman relaxation and diffusion losses. The model assumes that no thermal
excitations occur.
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None of the above models include a trapping field, that is, one which is both strong
and non-uniform. Thus they only apply to MLFS states observed in a constant (non-
trapping) Helmholtz field geometry. The presence of a magnetic trap will obviously
extend the lifetime of MLFS atoms in the cell. Trapping field effect are taken into
account by simply multiplying the diffusion lifetime by a factor that depends on η.
Monte Carlo simulations of trapped lifetimes [21] show that the diffusion lifetime in
the trap τDtrap
τDtrap = τde
0.24η+.03η2 . (2.30)
All of the measurements performed in this thesis were done in the Helmholtz geometry.
We shall not consider the effects of trapping fields henceforth.
2.3 Zeeman Cascade Simulations
2.3.1 Importance of including Zeeman cascade effects
In the previous analysis, only Zeeman relaxation and diffusion loss were included.
This is an excellent starting point as it introduced the most relevant loss processes
in the system. In addition, the model was used successfully in our copper and silver
trapping experiments to fit for γ [21]. Initially we hoped to explain our transition
metal data using such a simple model. However, as will be seen in Chapter 4, the
experimental conditions require further effects to be included.
In Section 2.2 it was assumed that once a MLFS atom experienced Zeeman relax-
ation it remained in a lower energy Zeeman state forever; the possibility of excitation
into the MLFS states was ignored. When the thermal energy kBT is much less than
the magnetic interaction energy, this assumption is valid because collisions do not
have sufficient energy to excite atoms into states with higher mJ . However, at tem-
peratures and magnetic fields where kBT << gJµBB does not hold, a non-negligible
percentage of the collisions with the buffer gas have enough energy to excite an atom
into a higher energy Zeeman state. Thermal excitations act as a source of atoms into
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the mJ = J state. Therefore they slow the decrease of the MLFS state population
in the cell. We are trying to measure γ = σel/σzr by measuring τMLFS in the cell.
Any increase in the observed τMLFS due to thermal excitation can be mistaken as
a decrease in Γzr, which is ∝ σzr. This leads to an overestimate of γ. Therefore, a
correct determination of γ from measured data must take thermal excitations into
account. Why do we care, since this is a natural part of the buffer gas cooling process?
Because once we know the intrinsic σel/σzr ratio, we can model the buffer gas cooling
at any temperatures that occur during the evolution of a particular implementation
of the process.
The treatment of Zeeman relaxation in Section 2.2 had no discussion of which
Zeeman state an mJ = J atom decays into during Zeeman relaxation. The mJ = J
state does not necessarily decay directly into the lowest energy mJ = −J state.
Instead it experiences a Zeeman relaxation cascade down through the Zeeman levels.
As we shall see, the exact nature of the cascade through the various lower energy
Zeeman levels significantly changes the predicted MLFS decay behavior.
We measure the loss of the most high-field seeking (MHFS) mJ = −J atoms to
confirm our understanding of atom loss process in the cell. The only expected loss
mechanism for MHFS atoms is diffusion to the walls. The diffusion lifetime τd is
measured at zero-field where all mJ states are degenerate. The MHFS state decay
is measured in Helmholtz field and compared with the τd. For a steady state MHFS
state population τd should equal τMHFS. However, the cascade of atoms into the
MHFS state from the initial non-equilibrium distribution of states masks the expected
diffusion behavior and must be taken into account to fully understand MHFS state
evolution.
For the above reasons a more complete model which includes the dynamics of
all intermediate Zeeman states and the possibility of thermal excitation must be de-
veloped. A full model must include the Zeeman Cascade, thermal excitation, and
diffusion. However it is instructive to introduce these effects individually to under-
stand their contribution to the dynamics. Using the models derived, the population
dynamics of all Zeeman states can be understood and compared with experimental
data.
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One other important issue must be considered when developing the Zeeman cas-
cade model. Although it may be clear that a Zeeman cascade will occur, the exact
nature of the decay is not so clear. Are all transitions equally allowed? Are there
selection rules on ∆mJ for the transitions? What are the relaxation rates into the
individual lower levels? The quantitative answers to these questions are nontrivial
even for the experienced theorist [41]. The assumptions adopted significantly affect
the predicted behavior, and the various assumptions are worth exploring. We will
consider three “selection rule” cases for Zeeman relaxation: all transitions equally
allowed, ∆mJ = ±1, and an intermediate regime. The first two are extreme cases
while the third is more realistic. We shall adopt as our “realistic” case the behavior
described in [43, p.4] and [26, p.4]. The authors demonstrate that ∆mJ = ±1, 2 tran-
sitions rates are comparable while transitions get weaker for ∆mJ > ±2. This general
statement is true for atoms with large [43] and small [26] values of γ. For thulium, a
“submerged shell” rare earth atom, the rates for ∆mJ > ±2 can be as much as 20%
to the total rate. While we do not know the exact numbers for our atoms, we adopt
the “selection rules” shown in Table 2.1 which are consistent with the trends in the
literature. The ∆mJ = ±1, 2 transitions are assigned a value 1. The values given for
the ∆mJ > ±1, 2 transition rates are relative to the ∆mJ ± 1, 2 transition rates. We
are not too concerned that we can only approximate the rates for transitions with
large values of ∆mJ since they do not contribute appreciably to the overall behavior.
These values will be used to analyze the data presented in Chapter 4.
∆mJ = ±1, 2 ∆mJ = ±3, 4 ∆mJ = ±5, 6 ∆mJ = ±7, 8
1 0.2 0.04 0.008
Table 2.1: Assumed relative rate constants for Zeeman relaxation. All entries are
relative to ∆mJ = ±1, 2 rate constants. These values are realistic guesses based
upon the literature [26, 43].
2.3.2 Zeeman cascade without thermal excitation
An mJ = J MLFS atom is unlikely to decay straight into the mJ = −J MHFS state.
It can decay to any state with lower energy, i.e. mJ
′
< J . Subsequent inelastic
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collisions will continue to push the atom to even lower energy states. This evolution
is referred to as a Zeeman cascade.
Assumption: all relaxation rates equal
First, let’s assume the relaxation rates are equal for every energetically allowed tran-
sition. The total rate out of the mJ = J state is Γzr as in Section 2.2. There are 2J
states lower in energy, so the rate into each individual lower energy level is Γzr/(2J).
We assume this is the correct rate for any Zeeman transition from a higher energy
state mJ into a lower energy state mJ
′
. Under these conditions the following equa-
tions describe the density dynamics of each mJ level and the behavior at t = 0 for
the MHFS and MLFS states:
n˙mJ = −
Γzr
2J
∑
mJ
′
<mJ
nmJ +
Γzr
2J
∑
mJ
′
>mJ
nmJ ′ . (2.31)
n˙MLFS(t = 0) = −Γzr
2J
(2J)n0 = −Γzrn0 (2.32)
n˙MHFS(t = 0) =
Γzr
2J
(2J)n0 = Γzrn0 (2.33)
where n0 is the density at t = 0. The initial densities for all mJ states are assumed
to be equal4. Particular attention is given to the MHFS and MLFS dynamics at t =
0 because we only monitor these populations in our experiments. We will see later
that these initial rates will be altered when collisional excitations are included in the
model.
Figure 2-2 shows the solution to (2.31) for ground state nickel (3F4) with Γzr =
100 s−1. At t = 0 the mJ = J atoms decay as a single exponential with τzr = 1/Γzr,
but the other states do not. All of the high-field seeking states (mJ < 0) initially grow
in population. However, only the MHFS mJ = −J population continues to grow at
4This is a roughly accurate description of our experimental conditions considering we introduce
atoms at temperatures above 103K via ablation. Recall that for a state of energy E, its population is
∝ exp(−E/(kBT )). Since typical Zeeman splittings are roughly characterized by kB/µB = 0.67K/T ,
the 0.8T field used to resolve Zeeman levels produces splittings of ∼ 1K. The initial temperature is
much higher than this, so all Zeeman states populations will be roughly equal.
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long times; eventually all states decay into the MHFS state.
A note of explanation is needed regarding the t = 0 slope of the MLFS states in
Figure 2-2. The value of Γzr used in the simulations is 100 s
−1. From equation (2.32)
we find the t = 0 slope for the MLFS state equals ΓzrnMLFS. The normalization in
the simulation is such that the summation of all mJ state populations = 1. Therefore
nMLFS(t = 0) = 1/9 and the initial slope of the decay is Γzr/9. The same effect
occurs throughout the chapter in figures displaying simulated Zeeman Cascades.
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Simulation values: 
Γ
zr
 = 100 s−1, 
selection rule: all rates equal
Figure 2-2: Nickel Zeeman cascade without thermal excitation assuming equal relax-
ation rates to all lower levels and a Zeeman relaxation rate of 100 s−1 for the MLFS
state. Notice that initially all high field seeking (mJ < 0) states have an increase
in their populations. As t → ∞ all atoms relax into the mJ = −J stretched state
because no thermal re-excitation occurs. The approach to equilibrium is slower than
the ∆mJ = ±1 case shown in Figure 2-3 because initially the MLFS state is being fed
by all states above it. Its rate of growth slows as the upper states are depopulated.
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Assumption: selection rule ∆mJ = ±1
Next we assume a selection rule for Zeeman relaxation of ∆mJ = ±1 and a decay rate
Γzr between adjacent Zeeman states. The above model simplifies into the following
equations:
n˙mJ = −ΓzrnmJ for MLFS mJ = J, (2.34)
n˙mJ = −Γzr (nmJ − nmJ+1) for mJ 6= J,−J, (2.35)
n˙mJ = ΓzrnmJ+1 for MHFS mJ = −J, (2.36)
n˙MLFS(t = 0) = −Γzrn0, (2.37)
n˙MHFS(t = 0) = Γzrn0. (2.38)
Figure 2-3 shows the dynamics predicted by this model. The MLFS state density
decays at an exponential rate of Γzr as in the previous model. A comparison with
Figure 2-2 shows that it takes less time for the mJ = −J state to reach its asymptotic
value that it did in the previous model. This can be understood by examining the
rate into the MHFS state. The mJ = −3 state is the source of atoms into the MHFS
state with a decay rate equal to Γzr. This is a factor of 2J larger than the rate for
the mJ = −3 → mJ = −4 transition assumed in the previous model when there
were no constraints on ∆mJ . In addition, the mJ = −3 population does not decay
appreciably until several 1/Γzr time scales have passed. For these reasons the rate
into the MHFS state remains high and it approaches its equilibrium density more
rapidly than in the previous model. The intermediate mJ 6= J,−J level populations
remain constant at early times because their initial decay and growth rates are equal.
Assumption: realistic selection rules
It is straightforward to adapt Equation (2.31) to accommodate arbitrary selection
rules. For each ∆mJ = i transition we assign a weighting factor αi such that the
∆mJ = i transition rate = αiΓzr. In the case of the selection rules we have chosen in
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G
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 = 100 s−1, 
selection rule: D  mJ = ± 1
Figure 2-3: Nickel Zeeman cascade without thermal excitation assuming ∆mJ = 1.
Under these assumption the MHFS population approaches its final value more rapidly
than in the case when there were no constraints on ∆mJ . This occurs because the
mJ = −3 state population feeding the MHFS state remains high and the assumed
rate constant between any two states is a factor of 2J higher than in the previous
model. The mJ = J state decay is equal for both models. Intermediate Zeeman
states experience no population change at early times because their initial growth
and decay rates perfectly balance.
Table 2.1 the weighting factors are α1 = α2 = 1, α3 = α4 = 0.2, α5 = α6 = 0.04, and
α7 = α8 = 0.008. We still want the total rate out of the MLFS state to equal Γzr, so
we normalize the weighting factors:
αinormalized =
αi∑2J
i=1 αi
(2.39)
The previous models are recovered by setting all αi equal to 1 or by setting only
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α1 = 1 with all other αi = 0. We will drop the normalized subscript on αi, but
normalization is implied. Incorporating these factors into Equation (2.31) leads to
n˙mJ = −Γzr
∑
mJ
′
<mJ
αinmJ +
Γzr
2J
∑
mJ
′
>mJ
αinmJ ′ . (2.40)
n˙MLFS(t = 0) = −Γzrn0
2J∑
i=1
αi = −Γzrn0 (2.41)
n˙MHFS(t = 0) = Γzrn0
2J∑
i=1
αi = Γzrn0 (2.42)
The first term in every summation is multiplied by α1, the second term by α2, etc.
The Zeeman cascade behavior assuming the transition rates in Table 2.1 is plotted in
Figure 2-4. The approach to equilibrium falls between the two extremes; it is faster
than the case when all transition rates are equal, but slower than when ∆mJ = ±1.
2.3.3 Zeeman cascade with thermal excitation
In the previous section we assumed that inelastic collisions only transfer atomic pop-
ulation to lower energy states. This is true only when thermal energy kBT is much
less than magnetic energy gJµBB. At finite temperature the kinetic energy of collid-
ing atoms can supply the energy needed to repopulate higher energy Zeeman states.
Ideally, experimental conditions are met that make thermal effects negligible. This
can be done in principle by making all measurements at sufficiently high magnetic
field strengths. However, this is not always possible. Magnetic broadening of the ab-
sorption lines used to measure MLFS lifetimes leads to a decrease in peak absorption.
This effect gets worse as the field strength increases. In order to have sufficient signal
to make the measurement we could not operate at fields where thermal effects are
negligible. We therefore must include thermal excitations in our analysis of MLFS
decay.
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Γ
zr
 = 100 s−1, 
selection rule: realistic
Figure 2-4: Nickel Zeeman cascade without thermal excitation assuming the realistic
selection rules listed in Table 2.1. The MLFS state relaxation rate is Γzr = 100 s
−1.
The approach to steady state is faster than the case when all transition rates are
equal, but slower than the case when ∆mJ = ±1.
In thermal equilibrium at temperature T the density of an mJ level nmJ ∝
exp(−(EmJ )/(kBT )). Thus the density ratio for two Zeeman states mJ and mJ ′
is
nmJ
nmJ ′
= exp(−(EmJ − EmJ ′ )/(kBT )) (2.43)
In thermal equilibrium it must also be true that all Zeeman populations reach
a steady state value, i.e. n˙mJ = 0. We incorporate both of these requirements by
adding additional terms to (2.31) and (2.34 - 2.36). For each Zeeman level we add
a loss term describing thermal excitation to higher Zeeman states and a gain term
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describing thermal excitation from lower Zeeman states. Due to the energy barrier,
the probability to excite to a higher state is less than the probability to relax to a
lower energy state. The excitation rate is suppressed relative to the relaxation rate
by the ratio of the Boltzmann factors of the states involved. Explicitly, the excitation
rate Γex to drive a transition from an mJ state to a higher energy mJ
′
state is
Γex ∝ Γzr exp(−(EmJ ′ − EmJ )/(kBT )). (2.44)
The proportionality constant is set by the assumed selection rules.
Assumption: all relaxation rates equal
When thermal excitations are added the dynamics, (2.31) becomes
n˙mJ = −
Γzr
2J
 ∑
mJ
′<mJ
nmJ +
∑
mJ
′>mJ
nmJexp
(
−(EmJ ′ − EmJ )
kBT
)
+
Γzr
2J
 ∑
mJ
′
>mJ
nmJ ′ +
∑
mJ
′
<mJ
nmJ ′exp
(
−(EmJ − EmJ ′ )
kBT
) .
(2.45)
By inserting (2.43), our first condition for thermal equilibrium, into (2.45) it can
be shown that our second condition for thermal equilibrium, n˙ = 0, is also met.
Figure 2-5 shows the evolution of nickel Zeeman states with Γzr = 100 s
−1s, T =
1K, and B = 0.8T .5 Under these conditions the ratio of Boltzmann factors for
adjacent Zeeman states is only ∼ 1/2 and thermal effects will be significant. Figure
2-5 makes this clear since now only about half of the atoms are in the MHFS stretched
state as t → ∞. Thermal excitations distribute population amongst all Zeeman
states. The ratio of mJ = 4 to mJ = −4 populations is 4.6%. The initial decay of the
MLFS state and growth of the MHFS state are slowed by the effects of repopulation.
5Recall from (2.10) that the Zeeman energies equal gJmJµBB. The nickel g factor gJ = 1.25
and J = 4.
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selection rule: all rates equal
Figure 2-5: Nickel Zeeman cascade with thermal excitation at T = 1K,B = 0.8T
assuming equal Zeeman relaxation rates for all transitions and a rate of 100 s−1 for
the MLFS state. When thermal repopulation occurs in addition to Zeeman relaxation,
the Zeeman populations obey a Boltzmann distribution as t→∞.
The expressions for MLFS state loss and MHFS growth at t = 0 can be put in a
simple form by defining EmJ − EmJ ′ = gJµBB∆mJ = E∆mJ . The resulting t = 0
behavior is
n˙MLFS(t = 0) = −Γzrn0
1− 1
2J
2J∑
∆mJ=1
(exp(−E/(kBT )))∆mJ
 (2.46)
n˙MLFS(t = 0) = Γzrn0
1− 1
2J
2J∑
∆mJ=1
(exp(−E/(kBT )))∆mJ
 (2.47)
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The MLFS state decays at a slower rate than when collisional excitations were ignored.
For 1K nickel atoms in a 0.8T field, the apparent relaxation rate is now 0.87Γzr, a 13
% decrease. A measurement of τMLFS under these conditions is an overestimate of
τZR = 1/Γzr. Since γ is the ratio of the elastic to inelastic collision cross sections and
Γzr ∝ σzr, ignoring thermal effects leads to an overestimate of γ.
Assumption: selection rule ∆mJ = ±1
For the simpler case with relaxation obeying ∆mJ = ±1, thermal effects connect only
adjacent levels.
n˙mJ = −Γzr
(
nmJ − nmJ−1e(
−gJµBB
kBT
)
)
for mJ = J, (2.48)
n˙mJ = −Γzr
(
nmJ + nmJe
(
−gJµBB
kBT
)
)
+
+ Γzr
(
nmJ−1e
(
−gJµBB
kBT
)
+ nmJ+1
)
for mJ 6= J,−J, (2.49)
n˙mJ = Γzr
(
nmJ+1 − nmJe(
−gJµBB
kBT
)
)
for mJ = −J, (2.50)
n˙MLFS(t = 0) = −Γzrn0 (1− exp(−(E/kBT ))) , (2.51)
n˙MHFS(t = 0) = Γzrn0 (1− exp(−(E/kBT ))) . (2.52)
Figure 2-6 shows the thermal effects on this model. The nickel MLFS state appar-
ent relaxation rate is now 0.49 Γzr, approximately 1/2 of its true value. Any measured
value of τzr will be a factor of two off from the true value of the Zeeman relaxation
lifetime. It takes longer to reach a steady state thermal distribution compared to the
previous model because the initial decay and growth rates are smaller.
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T = 1K, B = 0.8T
selection rule: D  mJ = ± 1
Figure 2-6: Nickel Zeeman cascade with thermal excitation at T = 1K,B = 0.8T
assuming ∆mJ = ±1 and a Zeeman relaxation rate of 100 s−1. The t = 0 decay rate
of the MFLS state has decreased by a factor of two from the true Zeeman relaxation
rate. The approach to thermal equilibrium is slower than the case where all Zeeman
transition rates are assumed to be equal because the initial decay and growth rates
are lower.
Assumption: realistic selection rules
The equations governing Zeeman state dynamics are found by inserting an αi into
each summation in (2.45).
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n˙mJ = −Γzr
 ∑
mJ
′<mJ
αinmJ +
∑
mJ
′>mJ
αinmJexp
(
−(EmJ ′ − EmJ )
kBT
)
+ Γzr
 ∑
mJ
′>mJ
αinmJ ′ +
∑
mJ
′<mJ
αinmJ ′exp
(
−(EmJ − EmJ ′ )
kBT
) .
(2.53)
The the t = 0 decay and growth rates for the MLFS and MHFS states are
n˙MLFS(t = 0) = −Γzrn0
1− 2J∑
∆mJ=1
αi(exp(−E/(kBT )))∆mJ
 (2.54)
n˙MLFS(t = 0) = Γzrn0
1− 2J∑
∆mJ=1
αi(exp(−E/(kBT )))∆mJ
 (2.55)
As in the other models, the t = 0 decay rate out of the MLFS state has been changed
from the actual Zeeman relaxation rate. For 1K nickel atoms in a 0.8T field the
apparent MLFS Zeeman relaxation rate is now 0.67 Γzr. The behavior falls somewhere
between the two extreme cases presented earlier. Figure 2-7 shows the full Zeeman
Cascade approach to thermal equilibrium.
2.3.4 Zeeman casacade with diffusion loss
In addition to Zeeman state changing collisions, all Zeeman levels experience diffusion
loss to the cell walls as described in Section 2.2. Including this loss results in the most
accurate picture of the MLFS and MHFS dynamics of the atoms in our cell. Again,
we consider the three selection rule cases.
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Figure 2-7: Nickel Zeeman cascade with thermal excitation assuming realistic selec-
tion rules listed in Table 2.1. The atoms are at T = 1K,B = 0.8T . The MLFS state
relaxation rate is Γzr = 100 s
−1. The t = 0 decay rate of the MFLS state is now ∼ 2/3
Γzr. The approach to thermal equilibrium is faster than the case when ∆mJ = ±1,
but slower than the case when all transition rates are equal.
Complete dynamics assuming all relaxation rates are equal
Adding a loss rate −Γd nmJ to Equations (2.45) yields
n˙mJ = −Γd nmJ −
Γzr
2J
 ∑
mJ
′<mJ
nmJ +
∑
mJ
′>mJ
nmJexp
(
−(EmJ ′ − EmJ )
kBT
)
+
Γzr
2J
 ∑
mJ
′>mJ
nmJ ′ +
∑
mJ
′<mJ
nmJ ′exp
(
−(EmJ − EmJ ′ )
kBT
) .
(2.56)
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Figure 2-8: Nickel Zeeman cascade at T = 1K,B = 0.8T assuming Zeeman relaxation
rates are equal for all transitions. The MLFS decay at Γzr = 100 s
−1 and the diffusion
rate is 20 s−1. A thermal distribution is established as the atoms diffuse to the cell
walls.
Figure 2-8 shows nickel Zeeman state density evolution assuming Γzr = 100 s
−1,
Γd = 20 s
−1, T = 1K and B = 0.8T . After a thermal distribution has been established
via Zeeman relaxation all states decay with a lifetime τd = 1/Γd. The mJ = −J state
has the largest number of source terms since Zeeman relaxation from all higher levels
feed its population growth. As a result, it takes the longest time to exhibit simple
diffusion to the walls. The initial decay from the MLFS state and growth into the
MHFS state are
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n˙MLFS(t = 0) = −n0
Γd + Γzr
1− 1
2J
2J∑
∆mJ=1
(exp(−E/(kBT )))∆mJ
 (2.57)
n˙MLFS(t = 0) = n0
Γd + Γzr
1− 1
2J
2J∑
∆mJ=1
(exp(−E/(kBT )))∆mJ
 . (2.58)
For 1K nickel atoms in a 0.8T field the apparent decay rate for the MLFS is
Γd + 0.87Γzr. When the diffusion rate is much higher than the Zeeman relaxation
rate, thermal effects will not alter the observed behavior appreciably. Thermal effects
only become important when the time scale for Zeeman relaxation lifetime is less than
the diffusion lifetime.
Complete dynamics assuming relaxation rates obey selection rule ∆mJ =
±1
Adding a loss rate of ΓdnmJ to (2.48 - 2.49) yields
n˙mJ = −Γd nmJ − Γzr
(
nmJ − nmJ−1e(
−gJµBB
kBT
)
)
for mJ = J, (2.59)
n˙mJ = −Γd nmJ − Γzr
(
nmJ + nmJe
(
−gJµBB
kBT
)
)
+ Γzr
(
nmJ−1e
(
−gJµBB
kBT
)
+ nmJ+1
)
for mJ 6= J,−J, (2.60)
n˙mJ = −Γd nmJ + Γzr
(
nmJ+1 − nmJe(
−gJµBB
kBT
)
)
for mJ = −J, (2.61)
n˙MLFS(t = 0) = −n0 (Γd + Γzr (1− exp(−(E/kBT )))) , (2.62)
n˙MHFS(t = 0) = n0 (Γd + Γzr (1− exp(−(E/kBT )))) . (2.63)
The MLFS t = 0 apparent loss rate for 1K atoms in a 0.8T field is now Γd+0.49Γzr. As
with the previous model, thermal effects are unimportant until the Zeeman relaxation
rate ≥ the diffusion rate.
A comparison of Figure 2-9 and Figure 2-8 shows significant differences between
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Figure 2-9: Nickel Zeeman cascade with thermal excitation and diffusion at T =
1K,B = 0.8T . The MLFS state relaxation rate is Γzr = 100 s
−1 and the diffusion
rate is 20 s−1. A thermal distribution is established as the atoms diffuse to the cell
walls. Initially the MHFS state population grows. After several Zeeman relaxation
lifetimes MHFS atoms diffuse to the wall at the diffusion rate.
Zeeman state dynamics depending on the assumed selection rules. Assuming ∆mJ =
±1, all states other than mJ = −J immediately decay. Assuming all Zeeman tran-
sition rates are equal, high-field seeking states experience population growth before
diffusion losses induce decay.
Complete dynamics assuming realistic relaxation rates
The behavior for realistic selection rules will again fall between the two extremes.
The complete dynamics are described by
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n˙mJ = −Γd nmJ − Γzr
 ∑
mJ
′
<mJ
αinmJ +
∑
mJ
′
>mJ
αinmJexp
(
−(EmJ ′ − EmJ )
kBT
)
+ Γzr
 ∑
mJ
′
>mJ
αinmJ ′ +
∑
mJ
′
<mJ
αinmJ ′exp
(
−(EmJ − EmJ ′ )
kBT
) ,
(2.64)
with the following MLFS and MHFS behavior at t = 0:
n˙MLFS(t = 0) = −n0
Γd + Γzr
1− 2J∑
∆mJ=1
αi(exp(−E/(kBT )))∆mJ
 (2.65)
n˙MLFS(t = 0) = n0
Γd + Γzr
1− 2J∑
∆mJ=1
αi(exp(−E/(kBT )))∆mJ
 (2.66)
For 1K atoms in a 0.8T field the apparent MLFS Zeeman relaxation rate is now
Γd + 0.67Γzr. Figure 2-10 shows a Zeeman Cascade with diffusion losses for the case
of realistic selection rules.
We measure both the MLFS state and MHFS state population evolutions to make
our measurements of γ. The following sections summarize the effect of the Zeeman
Cascade on these states.
2.3.5 Zeeman cascade effects on MHFS dynamics
MHFS atoms do not simply diffuse to the walls. At early times the population
increases as atoms from higher energy Zeeman states decay into the MHFS state.
However, after 8-9 Zeeman relaxation lifetimes a diffusion model for MHFS dynamics
is good at the 10% level. Figure 2-11 plots a Zeeman Cascade simulation of MHFS
decay along with a simple diffusion loss model. The agreement is excellent after the
first 100 ms.
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Figure 2-10: Nickel Zeeman cascade with thermal excitation and diffusion assuming
realistic selection rules listed in Table 2.1. The atoms are at T = 1K and B = 0.8T .
The MLFS state relaxation rate is Γzr = 100 s
−1 and the diffusion rate is 20 s−1. The
behavior falls somewhere between the two extreme cases previously discussed. Only
the two most high field seeking states experience growth; all other states begin to
decay immediately.
2.3.6 Thermal effects on MLFS dynamics
A close examination of thermal effects on MLFS state dynamics is crucial to under-
stand experimental measurements of MLFS lifetime. Thermal excitation of atoms
from lower Zeeman states to the MLFS state causes the MLFS decay rate to devi-
ate from the simple model presented in Section 2.2. In addition, the assumptions
regarding selection rules for Zeeman relaxation alter the predicted behavior.
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Figure 2-11: The MHFS Zeeman Cascade simulation is plotted with a simple diffusion
model. After 7-8 Zeeman relaxation lifetimes diffusion describes the MHFS decay to
an accuracy of better than 10 %. The selection rules assume all Zeeman relaxation
rates are equal. For ∆mJ = ±1 selection rules it takes 12-13 zeeman relaxtion times
to reach the 10 % agreement level.
The MLFS atoms initially decay via a combination of Zeeman relaxation and
diffusion. After many Zeeman relaxation lifetimes a thermal population of MLFS
atoms is established which decays at the diffusion rate alone. The dominant effect
of thermal excitation on MLFS atoms is an alteration of their initial decay. After
ablation all Zeeman states are equally populated. Thus the thermal excitation rate
at t = 0 is nonzero and counteracts the MLFS atom loss caused by Zeeman relaxation
and diffusion. This causes the initial MLFS state decay rate to be lower than the
intrinsic rate, which would apply at T << (gJµBB)/kB. This increase in MLFS
lifetime can be misinterpreted as a decrease in the Zeeman relaxation rate. This error
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in judgement results in an underestimate of the inelastic collision cross section and a
subsequent overestimate of γ. For our experimental conditions of ∼ 1K atoms in a
0.8 Tesla magnetic field the effect can change the apparent Zeeman relaxation lifetime
by as much as 50 %.
The mJ = J − 1 state most efficiently thermally populates the mJ = J MLFS
state because it is the nearest energy state. All lower Zeeman levels will thermally
excite into the mJ = J state, but the ratio of Boltzmann factors between mJ = J
and mJ = J − 1 is the smallest, so thermal excitation is strongest for this transition.
The transition rate between the mJ = J and mJ = J − 1 states is largest when
we assume ∆mJ = ±1 for Zeeman relaxation. Therefore thermal effects are largest
for ∆mJ = ±1 selection rules. As the mJ = J − 1 population decays via Zeeman
relaxation and diffusion, the thermal excitation rate into the mJ = J state decreases.
If ∆mJ = ±1, themJ = J−1 atoms relax at a lower rate (see Figure 2-6) and thermal
effects are more dramatic. If all relaxation rates are assumed to be equal, a direct
path to all lower energy states is open. In this case the relaxation of the mJ = J − 1
state is more rapid (see Figure 2-5) and thermal effects are less pronounced. A clear
differentiation between the two assumptions is demonstrated in Figure 2-12. The
MLFS lifetime is clearly longer when ∆mJ = ±1 is enforced. The MLFS decay for
the more realistic selection rule assumption is also plotted and falls between the two
extreme cases. This is a graphic representation of Equations (2.57), (2.62), and (2.65).
We compare the Zeeman cascade simulation with our experimental observations of
MLFS state decay by treating the simulation as if it were data. Experimental MLFS
lifetimes are measured by fitting the decay of the MLFS resonant absorption signal
to an exponential curve (see Section 3.3.5 for more details). Simulated MLFS decay
can be fit to exponential lifetimes in an identical manner. Repeating the simulation
for several temperatures and fitting the results to an exponential decay makes it
possible to quantify the change in predicted τMLFS as a function of temperature.
Figure 2-13 shows the result for the three selection rule assumptions discussed above.
For the parameters of the simulation, thermal excitation changes τMLFS appreciably
at temperatures above 200 mK for ∆mJ = ±1 while the effect does not become
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Figure 2-12: Effects of Zeeman relaxation selection rule assumptions on MLFS life-
time. At finite temperature, the selection rule ∆mJ = ±1 clearly predicts the slowest
decay for MLFS atoms.
significant until T > 1K when the Zeeman relaxation rates are assumed to be equal
for all transitions.
When diffusion losses dominate MLFS state dynamics thermal excitations do not
play an important role; collisional excitations do not prevent atoms from diffusing
to the walls. We therefore expect thermal effects to play their largest role when
the diffusion lifetime is much larger than the observed MLFS lifetime. When τd
becomes longer than τzr, the dynamics are dominated by Zeeman relaxation. Thermal
excitations alter MLFS dynamics as described in the previous sections. At very high
buffer gas densities τd gets much longer than τzr. In this regime care must be taken
to properly interpret the measured decay of the MLFS atoms. We introduce atoms
into the cell via laser ablation of metallic samples. We typically wait 5-10 ms to
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Figure 2-13: Temperature dependence of simulated nickel MLFS lifetimes. For
∆mJ = ±1 Zeeman relaxation the predicted deviation from zero temperature be-
havior becomes apparent for temperatures below 1K. The effect is clear but less
dramatic when all transitions rates are assumed to be equal. Realistic selection rule
behavior falls between the two extremes.
make sure the sample is fully thermalized and measure MLFS decay in the time
window between 10 ms and 50 ms after ablation. If the Zeeman relaxation timescale
is faster than 5-10 ms, the approach of the sample toward thermal equilibrium will
be rapid. In thermal equlibrium the MLFS sample will decay at the diffusion rate.
It is possible that by the time we start measuring the MLFS decay we are no longer
measuring pure Zeeman relaxation behavior but a mixture of Zeeman relaxation and
diffusion. This causes an apparent decrease in the MLFS decay rate compared to
pure Zeeman relaxation rate. We therefore cannot measure Zeeman relaxation rates
at values of τd corresponding to very high buffer gas densities. The limiting value
of τd depends on which selection rule for Zeeman relaxation is assumed. The worst
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case scenario occurs when all Zeeman translation rates are equal because thermal
equilibrium is established most rapidly. Figure 2-14 demonstrates how increasing τd
leads to a deceptive measurement of τMLFS. The effect is much less drastic when
realistic selection rules are used, but it is possible that MLFS decay rates measured
at our highest values of τd are perturbed by this effect.
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Figure 2-14: At high values of τd Zeeman relaxation occurs rapidly. As the sample
approaches thermal equilibrium the measured decay of the MLFS state becomes a
combination of Zeeman relaxation and diffusion. The worst case scenario occurs when
all Zeeman transition rates are equal because the approach to thermalization is most
rapid.
As described in Section 2.2, in order to determine γ without a direct knowledge
of the buffer gas density we must make a series of measurements of τMLFS vs. τd.
It is worthwhile to examine the expected effects of collisional excitation on these
measurements by using our Zeeman Cascade model to simulate a data set.
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Figure 2-15: Simulated data using Zeeman cascade model. Without thermal excita-
tion we reproduce the plot found in Figure 2-1. Thermal excitations cause an increase
of τMLFS when the diffusion lifetime is ≥ the Zeeman relaxation lifetime. Simulations
of this type are compared to data in Chapter 4 to determine a value of γ for nickel.
A single data point (τMLFS at a single value of τd) can be simulated with our
Zeeman Cascade model by calculating the MLFS dynamics. The simulation inputs
are τd, temperature, selection rule assumption, and γ. Γzr is calculated from the input
parameters using (2-15). The simulation output is a MLFS decay curve which we fit
to an exponential function to determine the simulated value of τMLFS. A complete
data set of τMLFS vs. τd can be created by generating data points for several values of
τd. Figure 2-15 shows a simulated data set for T = 1K atoms in a B = 0.8T field with
63
an assumed γ of 104. When all Zeeman relaxation rates are assumed to be equal, the
apparent MLFS lifetime actually starts to increase at large values of τd. This occurs
because we start measuring τd instead of τzr as discussed in the previous paragraph.
By comparing our measurements of τMLFS vs. τd to Zeeman Cascade simulations we
can determine the value of γ. In Chapter 4 this procedure is used to find γ for nickel.
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Chapter 3
Apparatus and Methods
We have constructed a buffer gas apparatus capable of thermalizing atomic clouds
to sub-Kelvin temperatures. Although the apparatus is used primarily for atom
trapping experiments, it has great flexibility and we are also able to study collisions at
cold temperatures in constant magnetic fields. This chapter describes the apparatus,
the spectroscopic methods used to study atomic collisions, and the laser systems
developed to probe the atomic transitions.
3.1 Overview of the Experimental Methods
The major features of our approach are as follows. The experiments are performed in
an experimental cell linked to a dilution refrigerator in a cryogenic apparatus. Buffer
gas can be introduced into the cell from a reservoir, and if necessary removed rapidly
by a specially designed high speed valve. The atoms to be studied are introduced
into the chamber by laser ablation of metallic foil targets. The atoms are monitored
by absorption spectroscopy from a laser beam that is introduced through a window
in the bottom of the cell and retro-reflected to a detector. The cell is located in a
pair of magnetic coils that can be operated in parallel (Helmholtz configuration) or in
opposition (anti-Helmholtz) to make a trapping field. In the following sections we de-
scribe the major elements of the experiment: the cryogenic system, the experimental
cell, lasers and optics, and explain our methods.
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3.2 Cryogenic Apparatus
The apparatus has been specifically designed to advance buffer gas loading technology
to the point of trapping a 1 µB species and thermally isolating it by removing the
buffer gas. However, the flexibility of both the apparatus and the buffer gas method
have made the studies presented in this thesis possible. A detailed description of
all aspects of the experimental apparatus will not be presented here but can be
found in the theses of other members of the group. The thesis of Nathan Brahms
discusses our method of rapid buffer gas removal using a cryogenic valve and pumping
sorb [19]. Nathan’s thesis also describes the heat links used to thermally connect the
experimental cell to the mixing chamber. Bonna Newman’s thesis describes the design
of a bucking coil which is installed in series with our superconducting magnet and
prevents eddy current heating during magnet ramps by nulling the magnetic field at
the copper mixing chamber plate [20].
After presenting a brief overview of the cryogenic apparatus we constructed for
buffer gas cooling, I will describe in detail the design of the experimental cell used for
these measurements and also for our group’s recent demonstration of 1 µB trapping
of atomic silver, copper, and lithium [19, 21].
We refer to the dilution refrigerator with its ancillary equipment, the cryostat,
buffer gas loading system, and experimental cell collectively as the cryogenic appara-
tus. The cryogenic apparatus consists of several subsystems. They are listed briefly
below with further details to follow:
1. The dilution refrigerator and associated vacuum spaces provide the cryogenic
environment necessary to thermalize atoms to magnetically trappable temper-
atures.
2. The experimental cell and heat links to the refrigerator provide a region cold
enough to implement buffer gas loading of atoms into a magnetic trap. Ther-
malized samples are studied spectroscopically in this region.
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3. A cryogenic valve seals the top of experimental cell to maintain buffer gas
pressure. The valve can be opened quickly by a room temperature actuation
system to expose a pumping sorb. This allows rapid removal of the buffer gas
after thermalization is complete.
4. A small vacuum chamber (the ”waiting room”) heat sunk to the 4K bath houses
a charcoal sorb that is loaded with buffer gas. Heating the sorb to greater than
10K drives buffer gas through plumbing lines and into the experimental cell.
5. A superconducting magnet provides up to 4T trapping field. It can be run in
Helmholtz or anti-Helmholtz configuration. A bucking coil nulls magnetic fields
at the mixing chamber to prevent eddy current heating during magnet ramps.
6. Beam manipulation optics and detectors necessary for absorption spectroscopy
are mounted to the bottom of the cryogenic dewar. Optical windows heat sunk
to 300K, 77K, 4K, and Tcell are integrated into cryogenic apparatus.
Figure 3-1 shows the apparatus with all subsystems installed.
3.2.1 Dilution refrigerator and vacuum systems
Our experimental cell is thermally anchored to the mixing chamber of an Oxford
Instruments Kelvinox 400 dilution refrigerator. With our experimental systems in-
stalled the typical base temperature of the mixing chamber is ∼ 30 mK for a still
power of 8 mW. The refrigerator and cell are located inside a vacuum space (inner
vacuum chamber or IVC) surrounded by a liquid helium bath. The IVC vacuum
is maintained using indium seals to join the sections of the vacuum can. All seals
are made using .040 inch indium o-rings [44]. The IVC is separated into upper and
lower cylindrical sections. The upper section is offset from the main axis of the cryo-
stat. The offset is a leftover feature from a previous design and for our purposes is
undesirable.
The upper IVC houses the refrigerator, buffer gas delivery system, heat links, and
valve actuation mechanisms. The original IVC supplied with the refrigerator did not
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Figure 3-1: Schematic of cryogenic apparatus.
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provide space for the these added complications, so a new aluminum IVC can was
constructed.
The lower IVC houses the experimental cell. The 40 mm bore of the superconduct-
ing quadrupole magnet fits tightly around the IVC bottom. For trapping experiments
the magnetic trap depth must be maximized so it is advantageous to keep the mag-
net as close as possible to the cell wall. For this reason the IVC bottom diameter is
matched closely to the diameter of the magnet bore and the radial clearance between
the cell and the IVC bottom wall is < 2mm. There is an inherent risk in making the
cell-IVC clearance small. If a “touch” between the cell and the 4K IVC develops, the
resulting heat load prevents the cell from reaching the designed base temperature. It
is possible to maintain tight radial clearances while avoiding touches by constraining
the cell’s radial motion using standoff rings as described in [45, pp. 101-102]. Stand-
offs are attached to both the cell top and bottom and prevent the cell from touching
the IVC as the system thermally contracts during cooldown or shifts position during
valve actuation.
3.2.2 Optical access
We use laser light both to introduce atoms samples via ablation and to study atomic
samples spectroscopically. Optical access to the apparatus is from beneath the cryo-
stat, so the beam path must pass through the 4K region but not the 4K bath itself.
The optical windows therefore must seal both the inner and outer vacuum cham-
bers as shown in Figure 3-2. A welded metal bellows connects the IVC bottom to
an adaptor plate. The adaptor plate seals the IVC vacuum space from the 4K bath
space using two indium seals. The first seal connects the adaptor plate to the 4K cold
plate. The second connects the plate to a 3 inch window. A series of four windows
are thermally anchored at 300K, 77K, and 4K and Tcell. Windows heat sunk in this
manner minimize heat loads due to blackbody radiation from room temperature.
Each window is cut with a 3° wedge to separate window reflections from the retro-
reflected probe laser during spectroscopy. All windows except the cell window are
fused silica. The cell window is sapphire. Both window materials are transparent to
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the UV frequencies used to probe atomic transitions, but the thermal conductivity of
sapphire is roughly a factor of 5 larger than fused silica [46, pp 58-59]. The increased
thermal conductivity of the cell window prevents absorption of the laser beam from
creating a hot spot in the center of the cell window.
The species of interest is introduced into the buffer gas via laser ablation using
a single ∼ 10 mJ, 5 ns pulse from a frequency doubled Nd:YAG laser at 532 nm.
The atomic precursors are metallic foils roughly 4 mm square. They are epoxied
to a sample holder located near the top of the cell. Within a few ms after ablation
thermalization with the buffer gas has occurred and the atomic sample is available for
study. A retroreflecting UV-enhanced aluminum mirror is mounted into the center
of the sample holder. The probe laser is steered onto the retroreflecting mirror from
the optical breadboard mounted below the dewar. The return beam is steered onto
a photomultiplier tube mounted onto the optical breadboard beneath the dewar.
All optics needed to condition the YAG laser for ablation and the probe laser for
absorption spectroscopy are mounted upside down on this breadboard. This includes
mirrors, beam splitters, telescopes, photomultiplier tubes, etc. Additional details of
the spectroscopy and ablation setup are found in section 3.3.
3.2.3 Superconducting magnet
The custom made magnet is similar to the Mark V magnet described in [47]. It
consists of two coaxial superconducting coils wound with NbTi/Cu wire. The magnet
operates at currents up to 100A, yielding 4T trap depths. When energized in an anti-
Helmholtz configuration (trapping) the force between the coils can exceed 30 metric
tons. A carefully designed titanium cask provides the mechanical strength to manage
these forces. We typically use 97 amp currents because we have seen it quench
occasionally at or around 100A. However, all but one or two of these quench events
occurred while attempting to ramp the fields down rapidly during evaporative cooling
experiments. If the fields remain static, 100A currents pose no problem. A bucking
coil is mounted above the primary magnet. It is connected electrically in series with
the main magnet and nulls the magnetic field at the copper mixing chamber. This
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Figure 3-2: Heat sinking of optical access windows. The alignment bellows completes
the IVC vacuum space by joining the lower IVC to the 4K cold plate.
minimizes eddy current heating of the mixing chamber during magnet ramps. [20].
The coils can also be run in Helmholtz geometry to generate nearly constant fields
in the cell. Figure 3-3 shows the Helmholtz field profile in the cell for a current of 8
A. This Helmholtz field geometry has been used for all of the experiments detailed in
Chapter 4.
3.2.4 Buffer gas delivery system
The ability to load a predictable amount of buffer gas into the cell is a essential for our
experiments. A small copper vacuum chamber (the waiting room) serves as a buffer
gas storage tank from which buffer gas can be loaded into the cell. The waiting room
which is mounted to the inner surface of the IVC top contains 1.34 grams of charcoal
sorb and can store ∼ 500 STP cc’s of buffer gas. In practice we load only 200 STP cc’s
of 3He into the 50 cc waiting room. This guards against overpressuring the waiting
room during an accidental rapid sorb warmup. The waiting room sorb is loaded with
3He from a room temperature gas handling system. The room temperature buffer gas
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Figure 3-3: Plot of the magnetic field along the cell axis in the Helmholtz magnet
configuration for a current of 8 A. The variation of field with position introduces
magnetic broadening on the observed spectra.
is sent through a helium cold trap to freeze out impurities. It is then allowed to be
cryopumped through a stainless steel vacuum line into the waiting room sorb. Sorb
loading typically has to be done only once every few months.
Buffer gas is loaded into the cell by applying a voltage pulse across a 35W, 10Ω
resistor attached to the waiting room. A brass washer inserted between the copper
waiting room and the IVC creates a thermal resistance such that the heater pulse
can raise the waiting room temperature to greater than 13K for voltages less than
2V. With each heater pulse, buffer gas is driven from the sorb and flows into the cell
through a vacuum line. In our system a 90 second heater pulse raises the waiting room
temperature to between 10-15 K provides a highly reproducible method of loading
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buffer gas into the cell.
Often several measurements must be taken at the same buffer gas density. It is
important in this case that the buffer gas density does not drop between subsequent
experimental runs. A constant density must remain in the cell without being pumped
back into the waiting room sorb. To this end, an impedance 1/4 inch long and .015
inches in diameter is placed at the entrance of the cell. During loading the pressure
across the impedance is great enough for the buffer gas to flow quickly into the cell.
However, during experiments, the buffer gas pressure across the impedance is low and
the time constant for buffer gas leaving the cell is approximately a half hour.
3.2.5 Valve and pumping sorb
As discussed in Section 2.1, background buffer gas causes trapped atoms to escape.
In addition, background gas provides a thermal link between the trapped atoms and
the walls of the experimental cell. This heat source frustrates efforts to evaporatively
cool trapped atoms below the cell wall temperature. For these reasons the buffer
gas must be removed after the trap is loaded and the atoms have thermalized. One
method of buffer gas removal used in past experiments is simply to allow the cell
to cool [29, 40, 45, 48]. This works for atoms with magnetic moments greater than
or equal to 3 µB but to trap 1 µB atoms the buffer gas must be removed rapidly
[17]. The thermal time constant of a typical buffer gas apparatus is longer than the
required evacuation time, so simply allowing the cell to cool does not work.
Our apparatus design incorporates a fast cryogenic valve that can be opened to
expose a pumpout sorb. In order to remove the buffer gas on the required time scale,
the valve is designed with a large pumping aperture and a rapid openening time.
Figure 3-4 displays a schematic of the cryogenic valve and experimental cell. The cell
consists of two sections. The lower section is the trapping section. The upper section
contains a valve chamber and a charcoal sorb pumping region for removing unwanted
buffer gas. The sections are separated by a G10 shelf with a 1.3 inch diameter circular
aperture. A polished alumina valve seat is epoxied to the top surface of the shelf. A
flat teflon boot presses against the seat to seal off the trapping region from the pump
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region. 3He buffer gas hold times are greater than a half hour and are limited by the
impedance to the waiting room and not the cryogenic valve. The valve is designed
for 3He but we tried to use 4He as well with very little success. The hold times for
4He in the cell were too short to reliably measure. The cause for the short hold times
was almost certainly superfluid flow either through the waiting room impedance or
through the valve.
A custom designed spring maintains static compression of the boot against the
seat under normal circumstances to provide a vacuum seal between the trapping and
pumping regions. The valve boot is threaded into a Vespel shaft [49]. A 3/64 inch
diameter wire pull rope is connected to the top of the valve shaft inside the cell.
A pneumatic actuator at room temperature pulls the rope and lifts the valve boot
greater than 1 inch off of the valve seat to expose the pumping sorb. The opening
time is adjusted by throttling the exhaust of the pneumatic actuator. The minimum
opening time is ∼ 40 ms. If the buffer gas is pumped out too rapidly, the resulting
“wind” drives trapped atoms from the cell [17]. The valve speed is set empirically for
each atom to the maximum pumpout speed attainable that avoids wind loss.
The pumping speed of the sorb is limited by the valve aperture to ∼ 10 l/s. During
our previous attempts to evaporatively cool lithium, the pump sorb was thermally
anchored to the cell wall at ∼ 100 mK. The background densities achieved in this
case were not sufficiently good to evaporatively cool our trapped lithium samples [20].
There has been anecdotal evidence in other buffer gas experiments that a sorb is a
more efficient pump when heated to > 1K. [50] For this reason the sorb is now heat
sunk to the stainless steel top of the valve chamber and can be heated with a resistive
heater. A thorough study of the effectiveness of this change has yet to be performed.
3.2.6 Copper wire cell
The previous systems are described in more detail elsewhere [20, 21] so the discus-
sion of each has been brief. In this section I present a detailed description of the
experimental cell. An experimental cell suitable for 1 µB trapping and cooling has
two primary design constraints. First, its temperature must be low enough to enable
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Figure 3-4: Wired cell with valve apparatus and magnet. The valve is normally closed.
A wire rope connects the valve shaft to a room temperature pneumatic actuation
system. The speed of valve opening can be changed by throttling the exhaust of the
pneumatic actuator. Opening the valve exposes the charcoal pumping sorb to pump
out the buffer gas. Thermal conduction along the cell wall is provided by ∼ 1000
0.25 mm wires running vertically along the outside of the cell. They are electrically
insulated from each other to prevent eddy current heating during magnetic ramps.
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loading of 1 µB atomic species into the magnetic trap. This was achieved for the first
time in our apparatus using an oxygen-free high purity copper (OFHPC) cell [19].
OFHPC is used widely in cryogenics due to its extremely low thermal resistance [46].
Maintaining an extremely cold cell temperature also results in better final background
buffer gas pressure which minimizes trapped atom loss. Lithium trapped lifetimes of
> 200s had been observed in the previous run when the cell temperature was ∼ 100
mK. Once the hurdle of trapping is overcome, the next step is evaporative cooling.
Evaporative cooling requires lowering the magnetic trapping field to allow energetic
atoms to escape from the trap [51, 52]. In an OFHPC cell it is impossible to ramp
the magnetic fields quickly. Currents induced in the cell wall during magnetic ramps
cause heating that raises the temperature of the cell. This drives helium off the walls
and causes trapped atoms to be lost rapidly. As a result, evaporative cooling could
not be attempted and a new cell design compatible with magnetic ramping had to be
designed and built. Our studies of lithium lifetime versus cell temperature revealed
that for cell temperatures > 220 mK, lithium loss became rapid. As a result, the sec-
ond design constraint for the new cell was that eddy current heating during magnetic
ramps must not raise the cell temperature above 200 mK. To be on the safe side we
decided to keep the thermal gradient along the cell wall to less than 50 mK.
There were two dominant heat loads on the OFHPC cell. The first was a thermal
link to the 4K IVC wall through the kevlar strings of the standoff rings (30 µW
each). The second was heat flow through the valve chamber walls from the stainless
steel valve suspension plate heat sunk to the still. Neither the standoffs nor valve
suspension system could be changed in the design of the new cell. Therefore the
same heat loads had to be considered in the new cell design. The heat from the valve
plate and upper standoff ring is deposited at the cell top near the heat link to the
refrigerator. This heat is carried away by the refrigerator and does not establish a
temperature gradient along the length of the cell. In constrast, the heat load from the
lower standoff must be carried up the length of the cell and will cause a temperature
gradient between the cell top and bottom. Any eddy current heat deposited during
the ramp will cause an additional heating of the cell. The total temperature increase
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caused by these two heat loads must not raise the cell temperature above 200 mK.
Cell design options: superfluid helium vs. copper wires
The two design constraints are somewhat at odds with one another. First, the cell wall
must have excellent thermal conductivity along its length to keep the cell cold. This is
why OFHPC was used in the first cell. The first constraint implies that copper might
be useful in the design. Second, currents induced in cell material during magnet ramps
are a heat load. Perhaps having copper in the design should be avoided altogether.
It is possible to design a cryogenic cell with good thermal transport along the
walls using absolutely no copper. The hydrogen BEC apparatus relied upon the high
thermal transport of superfluid liquid helium to thermally connect the cell top and
bottom. A double walled G10 cell was constructed with a 2.2 mm space between the
inner and outer walls [6]. During operation, the space between the two walls of the
cell was filled with superfluid helium that provided adequate thermal transport along
the cell [6]. Buffer gas experiments have used a similar design [36, 53]. However,
this design comes with a heavy price in both design complexity and operational
convenience. Consider the following nontrivial complications: constructing superfluid
leak-tight vacuum spaces, thermally connecting the helium to the mixing chamber via
sinter fins, designing/plumbing the jacket fill line, and filling/emptying the jacket each
run. In addition, using a double walled cell decreases the inner diameter of the cell
which decreases the trap depth compared to a single walled cell. For these reasons a
jacketed cell design is undesirable.
An alternative design uses copper wires expoxied to the outside of a cylindrical
cell body [54]. Eddy currents are minimized by using a low thermal conductivity
cell body material and electrically insulated wires to prevent circumferential eddy
currents around the cell. Eddy current heating within the individual wires must be
controlled, however.
Given the two possibilities for cell design, a comparison of their thermal qualities
is necessary to determine the best option.
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Cell design: thermal analysis
The rate of heat flow Q˙ through a material of cross sectional area A and length L is
Q˙ = Aκ∇T = A
L
κ∆T (3.1)
where κ is the thermal conductivity1. Phonons are the fundamental excitations re-
sponsible for thermal transport in superfluid helium. Copper’s conduction electrons
are responsible for its thermal transport. The quantum statistics of bosonic phonons
and fermionic electrons impact the effective thermal conductivity at low temperatures,
resulting in κ ∝ T 3 for helium and κ ∝ T for copper [46].
At room temperature the thermal resistivity of copper is dominated by electron-
phonon scattering. At cryogenic temperatures the electron-phonon scattering is frozen
out and electron-impurity scattering determines the resistivity. The residual resistiv-
ity ratio RRR is the ratio of 300K to 4K thermal resistivities and is a measure of the
purity of the copper. The RRR of high purity copper can exceed 1000. A crude four
wire resistance measurement was made on a long section of the magnet wire used
in our cell [56]. The RRR of the wire was ∼ 100. The thermal conductivity of 4K
copper is κCu ' (RRR/76)T [W/cm ·K] [46, p. 66].
The MIT ultracold hydrogen jacketed cell achieved a thermal conductance Q˙/∆T =
5T 3 [W/K] [6]. Given the cross sectional area of the superfluid jacket and the length of
the cell, Equation 3.1 yields κHe ∼ 120T 3 [W/cm ·K]. The effective thermal conduc-
tivity of a jacket of superfluid helium is proportional to its thickness d: κHe = κHe0d
[46]. This results in an expression for the MIT jacketed cell effective thermal conduc-
tivity: κHe ∼ 500dT 3 [W/cm2 ·K].
1This equation does not apply to liquid helium below the λ point. The thermal transport is due
to internal convection of the normal and superfluid components of the liquid, not energy transport
between neighboring atoms. However, an effective thermal conductivity will exist for a particular
geometry [55].
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The following effective thermal conductivity expressions can now be compared:
κHe = 500 dT
3 [W/cm ·K] (3.2)
κCu =
RRR
76
T [W/cm ·K]. (3.3)
Because of the different power law dependence on T , the effective thermal conduc-
tivity curves for copper and helium cross. At temperatures above this crossing point
the effective thermal conductivity of the helium will be higher than the thermal con-
ductivity of copper. At lower temperatures the fundamental excitations involved in
the helium heat transport freeze out and the effective conductivity is lower than that
of copper. The temperature at which the thermal conductivities are equal depends on
both the RRR of copper and the jacket thickness. For example, when RRR = 100 for
copper and the jacket is 2.5 mm thick the thermal conductivities are equal at ∼ 100
mK. This is approximately our operating temperature. Figure 3-5 plots the tempera-
tures at which κCu = κHe for a range of copper RRR’s and helium jacket thicknesses.
Assuming the total cross sectional area of the jacket and the copper wires is equal,
the thermal conduction of both cells will be comparable. The trap depth should be
maximized, which requires keeping the jacket or copper wire as thin as possible. This
design constraint favors using copper since κCu is independent of the thickness of the
copper wire whereas κHe falls as the jacket thickness decreases
2. Both conduction
and effective conductivity fall as the helium jacket thickness is decreased.
Mechanical considerations are also important. Connecting wires to the mixing
chamber is much simpler for a wired cell compared to a jacketed cell. The wires can
be welded to a copper plate and bolted to the mixing chamber. Thermally connecting
a jacketed cell to the mixing chamber requires thermally connecting the helium to
some manner of metal heat link. This is difficult due to the large Kapitza boundary
2The terminology in this section can be confusing. Thermal conductivity κ appears in the rela-
tionship between heat flow and temperature gradient: Q˙ = Aκ∇T . Thermal conduction C is the
ratio between heat flow and temperature difference: Q˙ = C∇T . Therefore C = Aκ/L. Conduction
of the copper falls as the wire diameter is reduced; conductivity does not.
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Figure 3-5: Helium and Copper thermal conductivities as a function of temperature.
The copper RRR is assumed to be 100 which is a lower estimate of the RRR of the
copper used in our cell. The helium effective conductivity assumes a jacket thickness
of 2.5 mm. Under these condition copper has a higher thermal conductivity below ∼
100 mK than a helium jacket.
resistance between superfluid helium and a metal surface (a concise discussion of this
issue is found on p. 51 of [6] with more information found in [46]). As a result, a
very large effective surface area is required to make an adequate thermal connection.
As a result, an array of sinter-covered metal fins extending from the metal heat link
into the superfluid helium is needed [6, 53].
For the above reasons we adopted a wired cell design. Ideally we could use as
much copper as was used in our previous 7.6 cm diameter .125 cm wall thickness cell.
This would require 4700 0.25 mm or 1200 0.5 mm copper wires in multiple layers.
A single layer of wires is more desirable from both a construction and trap depth
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Figure 3-6: Eddy currents generated in a single wire. Changing magnetic flux cap-
tured in the wire induces currents which generate heat. Each current carrying shell
of thickness dr contributes to the heating.
maximization standpoint so long as there is enough copper to remove the 30 µW heat
load from the bottom standoff without creating a > 50 mK gradient across the cell.
If a single layer of 0.25 mm wires is used, full circumferential coverage of the 7 cm
outer diameter of the cell requires 860 wires. For 860 0.25 mm wires, RRR = 100, L
= 11 inches, and a 30 µW heat load, the calculated temperature drop across the cell
is 15 mK and is within our design limit. Before implementing this design, we must
confirm that the expected eddy current heating for this geometry is tolerable.
Eddy Currents in Cell Wires
Consider an electrical conductor in the presence of a changing magnetic field. Ac-
cording to Lenz’s law, currents will be induced in the conductor to oppose the change
in magnetic field. The induced voltage V = Φ˙B = B˙A where B is the magnetic
field and A is the enclosed by a loop of current. This results in a deposited power
P = V 2/R where R is the resistance of the current loop. Because the induced voltage
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∝ A, a continuous current path around the circumference of a copper cell leads to
large eddy currents and unacceptable heating. However, the magnetic flux captured
by a small wire is many orders of magnitude lower and the eddy current heating can
be managed with a proper design. Figure 3-6 shows the geometry for a single copper
wire of length L and radius a. The wire consists of an infinite number of current
carrying shells of thickness dr at radius r. Each shell captures magnetic flux in an
area A = pir2. If ρ is the electrical resistivity of the wire, each current loop has a
resistance dR = ρ2pir
drL
. The power generated in a single wire is
dPec =
B˙2(pir2)
2
L
ρ2pir
dr (3.4)
Pec =
∫ a
0
dP =
pia4LB˙2
8ρ
. (3.5)
The component of the magnetic trapping field parallel to the cell wires is not
uniform along the length of the cell wall. The power deposited during the ramp is
therefore found by averaging (3.5) over the length of the cell and multiplying by the
number of wires. For 860 0.25 mm wires in an anti-Helmholtz trapping field and a
current ramp rate of 5 amps per second (the fastest ramp rate used in experiments)
the resulting eddy current power is 5 µW . Assuming the worst case scenario that
this power is dumped into the cell bottom, this will increase the gradient across the
cell by only 3 mK. Since Pec ∝ r4, doubling the wire radius to 0.5 mm would result
in a temperature gradient of ∼ 50 mK. Add this to the 30 µW heat load from the
standoffs and the total temperature gradient is outside of our design parameters.
Based on the above design discussion, the cell was constructed using a single layer
of 0.25 mm wires. Construction details are described in Appendix A. The wired cell
includes both the trapping and pumpout sorb regions. Wires are affixed to the outer
cell wall with Stycast 1266. Each wire has an extra 20 inches of length beyond the
top of the cell. All wires are bundled together at the top of the cell in a pigtail.
The electrical insulation is stripped off the end of the pigtail and the bare wires are
crimped together in a copper tube and welded to a copper plate. The plate is polished
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and attaches with 4 × 8-32 screws to a “mixing chamber clamp” which is bolted to
the mixing chamber. The top of the G10 cell body is epoxied into a cylindrical brass
flange. The valve assembly has a mating brass flange. An indium seal between the
brass flanges joins the valve to the wired cell. The brass flange has tapped holes
which accommodate ruthenium oxide thermometers [57] and resistive heaters. An
additional copper wire braid heat link (details in [19]) connects the brass flange to
the mixing chamber clamp, providing additional heat conduction between the cell
and the mixing chamber. The 2.656 inch 3° wedge sapphire window is epoxied into
the cell bottom with Stycast 1266 (see Figure 3-4). The window is recessed a few
millimeters to accommodate a ruthenium oxide thermometer which is epoxied to the
inner cell wall just below the window. Figure 3-7 shows a picture of the wired cell
connected to the valve apparatus and heat sunk to the mixing chamber.
Cell Thermal Performance
The temperature of the cell is measured by Lakeshore calibrated ruthenium oxide
thermometers [57] attached to the top and bottom of the cell. The measured steady
state base temperatures during the first run with this cell was ∼ 115 mK at the
cell top and ∼ 160 mK on the cell bottom. This is a 45 mK gradient compared to
the designed 15 mK gradient but still satisfies the goals of < 50 mK gradient and
cell temperature < 200 mK. There are a few possible reasons for the discrepancy.
The heat load from the lower standoff might be larger than the 30 µW. The copper
wire RRR could have decreased due to thermal stresses experienced during cooldown.
Thermometer mounting is another viable explanation. The bottom thermometer is
epoxied near the cell window on the inside of the cell body. The cell top thermometer
is screwed down to the brass adapter ring which connects the valve apparatus to the
cell. The thermal path between the thermometers contains the brass adaptor ring, a
few mm G10, and some epoxy joints. This additional resistance can easily account for
the discrepancy in thermometer readings. We saw a similar effect with our OFHPC
cell where the measured temperature difference between the top and the bottom of
the cell was 100 mK due to a poor thermal connection between the bottom of the cell
and the thermometer.
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Figure 3-7: Photograph of mixing chamber, wired cell, and heat links.
The wired cell was used in two different “cooldowns” of the apparatus. Table 3.1
lists the temperatures at the top and bottom of the cell, the top and bottom of the
copper braid heat link, and the mixing chamber for both experimental runs. Before
the second cooldown, additional bolts were added to the connection between the
mixing chamber clamp and the mixing chamber. The temperature difference between
the top of the heat link and the mixing chamber is determined by the quality of the
thermal connection between the cell clamp and the mixing chamber. The additional
bolts on the connection during the second run decreased the temperature difference
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Location Run 1 Temp (mK) Run 2 Temp (mK)
Cell Bottom 165 185
Cell Top 115 130
Heat Link Bottom 98 81
Heat Link Top 95 78
Mixing Chamber 27 27
Table 3.1: Temperature measurements at points between the cell bottom and the
mixing chamber for two runs using the wired cell. Additional bolts were added to the
mixing chamber clamp between the two runs, producing a better thermal link to the
top of the heat link. The connection between the heat link and the top of the cell
was worse in the second run. More care must be taken on that joint in the future.
from ∼ 70 mK to ∼ 50 mK. The temperature drop along the heat link was < 5 mK
during both runs. The temperature drop across the cell wires was ∼ 50 mK for both
runs. The temperature difference between the bottom of the heat link and the top of
the cell increased by ∼ 35 mK between the runs, so the overall cell temperature was
∼ 15 mK warmer during the second run. Future runs should pay particular attention
to this joint. Ideally more bolts should be added. At the very least special care must
be taken to tighten the bolts thoroughly.
Ideally a measurement of the thermal conduction of the cell wires vs. temperature
would have been performed. This requires applying a series of known heat loads on
the cell bottom and measuring the thermal gradient across the cell. Unfortunately
the number of wires available for heaters and thermometry inside the IVC is limited.
Installing a heater on the bottom of the cell was not the highest priority and this
eliminated the possibility of measuring the cell conduction vs. temperature. How-
ever, the thermometry indicates that the thermal conduction along the cell wall is
reasonably close to the design target. The cell described here was successfully used
to load lithium into a magnetic trap with lifetimes comparable to those attained in
the OFHPC cell [20].
We attempted evaporative cooling against a surface by reducing the coil current in
either the top or the bottom coil. This moves the center of the trap either up towards
the mirror or down towards the window while maintaining tighter confinement of the
cloud than if the currents in both coils are ramped down together. Magnet ramps
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were implemented with ramp rates of up to 5 A/s. Even at the most rapid ramp rates
of 5 A/s the cell temperature remained below our design limit of 200 mK. The top of
the cell reached 190 mK during ramps to the window and 185 mK during ramps to
the mirror.
3.3 Spectroscopic Methods
To study the properties of our atomic samples we need to measure the atomic den-
sity, lifetime, and temperature. The frequency dependent absorption of a probe laser
beam as it passes through the sample can be used to find these properties. For our
measurements we have a particular interest in measuring the properties of the most
low-field seeking (MLFS) Zeeman state. As explained in Section 2.2, the ratio of
elastic to inelastic cross sections γ is determined by measuring the lifetime of the
MLFS Zeeman state at several different buffer gas densities. To make this measure-
ment the laser must be resonant with the MLFS Zeeman level and out of resonance
with all other Zeeman states. In other words, we must fully resolve the spectrum of
the MLFS state from other mJ states. This is done by applying a uniform magnetic
field that splits the Zeeman levels and allows us to isolate the MLFS peak from the
peaks of neighboring mJ states. We also measure the lifetime of the sample at zero
magnetic field when the mJ levels are degenerate. At zero-field the only atom loss
mechanism is diffusion through the buffer gas to the cell wall. The diffusion lifetime
τd of the atoms is proportional to the buffer gas density, so measuring τd provides a
relative measurements of buffer gas density. We use our data set of τMLFS vs. τD
to determine γ. The zero-field spectrum is also used to determine atom temperature
because the thermal motion of the atoms affect its linewidth. In the following sections
we describe the spectroscopic methods used to make these measurements. First we
describe our experimental method of measuring the absorption of a laser beam in the
atomic cloud. We then explain how the measured signal is used to find atomic density,
temperature, and lifetime. This is followed by a description of the laser systems used
for these measurements.
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3.3.1 Spectroscopy setup
Atomic absorption is measured by sending the laser beam through the atomic cloud.
A decrease in the intensity of the beam after it has passed through the cloud is the
signature of absorption. A schematic of the spectroscopy setup used to perform these
measurements is shown in Figure 3-8.
Optical access into the cryogenic apparatus is limited to a single port through the
bottom. Beam steering optics mounted to the bottom of the dewar direct the laser
into the cell. The beam retroreflects from a mirror at the top of the cell and the
exiting light is detected on a photomultipler tube (PMT, Hamamatsu H6780-04 [58]).
The frequency of the laser is tuned to the atomic resonance of interest. The laser
frequency is scanned repeatedly over the atomic resonance as atoms are introduced
into the cell via laser ablation. When the atoms absorb resonant laser light, the
PMT signal decreases. In principle, a decrease in the detected power level on the
PMT is the atomic absorption signal. However it impossible to differentiate between
atomic absorption and probe beam amplitude noise due to laser power fluctuations,
vibrations of the apparatus, shot noise, etc. These sources of noise can be > 10 %
and would severely limit our experimental sensitivity.
Many of these sources of noise can be minimized in the following manner. We
refer to the probe beam PMT signal as S. A fraction of the laser beam power is
split off before being sent into the cryogenic apparatus. This pickoff beam is steered
onto a second PMT. This photodetector signal is the reference R. Common mode
noise due to laser amplitude fluctuations is removed by computing the transmission
S/R. However, additional noise is inevitably added to the probe beam after the
reference beam has been split off. Vibrations in the cryogenic apparatus introduce
jitter on the probe beam which translates into amplitude noise in the case of position
dependent losses or position dependent amplification on the PMT face. We have had
some success mitigating the latter by using a beam diffuser in front of the PMT to
make the beam profile more uniform, but nothing can be done to remove the position
dependent losses. These sources of noise appear on S but not on R, so they are not
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Figure 3-8: Optics setup for spectroscopy. The metallic sample is ablated by a
Nd:YAG pulse to produce at atomic cloud. The probe beam is aligned to pass through
the cloud. It is retro-reflected on the cell mirror and the return beam is aligned onto
a photomultiplier tube (PMT). Before the probe beam is sent into the apparatus, a
portion of its power is sent to a reference PMT. The absorption signal is obtained by
dividing the signal detector voltage by the reference detector voltage.
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removed by calculating S/R. For more details see the discussion in [48, pp. 19-23].
Although S/R should equal 1 when no atoms are in the cell, there is some observed
dependence on laser frequency. We extract temperature and density information
from the frequency dependence of atomic absorption, so this baseline B(ν) must be
removed. B(ν) is measured by scanning the laser and recording S(ν)/R(ν) before
introducing atoms into the cell. Several baseline scans are averaged together. T is
the ratio of the light intensity I transmitted through the cloud to the light intensity
I0 sent into the cell: T = I/I0. The transmission T through the atomic cloud is
calculated as S(ν)/(B(ν)R(ν)). Performing this operation guarantees that when no
atoms are in the cell T equals 1 for every value of ν. Any absorption due to atoms
results in a decrease of T . The absorption signal A = 1 − T is nonzero only when
atoms in the cell absorb the laser light.
3.3.2 Photon absorption and optical depth
We relate the absorption signal A to atom temperature and density by reviewing the
theory of photon absorption near a two-level atomic resonance. The topic has been
presented thoroughly elsewhere for two level systems [59] and multilevel atoms [60],
so no detailed description of either case is presented. It is instructive, however, to
highlight a few principles specific to understanding absorption in our experiments
where the spectroscopy is performed in a magnetic field.
In the lab we measure the attenuation of the laser beam as it passes through the
atomic cloud. We therefore seek an expression for the expected change in the intensity
I of the beam after it travels a distance z through the cloud of density natoms. The
desired relationship is derived as follows:
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I˙ = −cσγnatomsI (3.6)
dI
dz
= −natomsσγI. (3.7)
I
I0
= exp(−natomsσγz) (3.8)
ln
(
I
I0
)
= −natomsσγz = −OD (3.9)
where c is the speed of light, I0 is the input intensity, OD is the optical depth for the
transition, and σγ is the cross section for photon absorption. Inserting the absorption
A into (3.9) we see that OD = − ln(1− A).
We now have a relationship between the measured absorption and the atomic
density which seems simple, but there is hidden subtlety. First, the density of atoms in
the cloud can vary with position n(~r) which leads to a position dependent absorption.
Second, the resonant frequency ω0 is Zeeman shifted in a magnetic field B:
∆ω0 =
∆µB
~
(3.10)
where ∆µ is the difference between the ground and excited state magnetic moments.
Third, the absorption cross section σγ depends on several concepts which we shall
considered in more detail.
For a two-level system, the cross section as a function of angular frequency ω is
σγ(ω) =
3
2pi
λ0
2 (Γ/2)
2
(ω − ω0)2 + (Γ/2)2
(3.11)
where ω0 and λ0 are the resonant angular frequency and wavelength, Γ is the natural
linewidth. Equation (3.11) assumes that the polarization of the photon is optimized
for driving the particular transition. This is true for the two level atom because the
polarization of the laser is parallel to the induced dipole moment in the atom. For
multilevel atoms the polarization of the laser will affect the probability to drive a
transition and (3.11) must be multiplied by additional factors.
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Each photon carries one unit of angular momentum which it imparts to the atom
when absorbed. An arbitrary polarization can be represented as a linear combination
of orthogonal angular momentum states |1, q〉 where q is the projection of the photon
angular momentum onto the beam propagation axis. The value of q is 0 for linearly
polarized light, 1 for left-hand circularly polarized light, or -1 for right-hand circularly
polarized light.
Consider a transition from a ground state
∣∣Jg,mJg〉 to an excited state |Je,mJe〉.
The probability to drive the transition Pg→e depends upon polarization in two ways.
First, Pg→e is related to the Clebsch-Gordon coefficient: Pg→e ∝
〈
Jg,mJg ; 1, q|Je,mJe
〉2
.
This relationship arises from the quantum properties of angular momentum addition
of the ground state atom and the photon and indicates that the transition probability
is zero unless q +mJg = mJe . Following the notation in [53] we call this factor Cm.
A second effect arises because the quantization axis for photon angular momentum is
along the beam propagation direction whereas the quantization of the atomic angular
momentum is along the magnetic field. Therefore the beam axis must be projected
onto the magnetic field axis in order to calculate how much of the incoming laser
polarization can drive a particular atomic transition. This factor depends upon the
location of the beam in the cell for nonuniform magnetic fields. We label this factor
Cp(z, ρ, ϕ) where z is the location along the cell axis, ρ is the distance from the cell
axis, and ϕ is the azimuthal angle.
Putting all these considerations together, we find the following expression taken
from [53, p. 154] for the optical depth for a beam of cross sectional area which is
small compared with variations in atomic density. It is necessary to integrate along
the beam path due to the position dependence of the factors described above.
OD (ω, ρ, ϕ) =
3λ0
2
2pi
·Cm·
∫
dz
Cp (B (z, ρ, ϕ))n (r, ρ) (Γ/2)
2
(Γ/2)2 +
(
ω − ω0 − ∆µ·B(z,ρ,ϕ)~
)2 (3.12)
The optical depth for the entire beam is obtained by integrating over the beam pro-
file. We now have a relationship for OD that depends upon the following parameters:
atomic density, beam position, laser frequency, light polarization, and magnetic field.
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The scheme for translating the above concepts into a spectrum simulation using these
parameters as inputs has been described by Weinstein [53] with a few additional con-
siderations specific to measurements in anti-Helmholtz fields discussed by Brahms[19].
Experimental absorption data is fit to the simulated spectrum by performing a least
squares fitting routine to obtain atomic density. Fitting for temperature is discussed
in the next section.
3.3.3 Zero-field spectroscopy: temperature fitting
Modeling the Zeeman relaxation behavior of the MLFS requires accurate knowledge
of temperature. In the simple model presented in Section 2.2, our expression for γ in
2.29 depends linearly on T: γ ∝ v2 ∝ T . Furthermore, thermal effects on the Zeeman
Cascade model detailed in Section 2.3 significantly impact the interpretation of ob-
served MLFS lifetimes. For these reasons, accurate knowledge of atomic temperature
is needed.
Each atomic transition has a natural linewidth Γ even at zero temperature, re-
sulting in a Lorentzian absorption profile centered at ω0 as in Equation 3.11. Atomic
motion at nonzero temperature causes the resonant frequency to shift: ω
′
= ω0−~k ·~v
for a photon with momentum ~~k and an atom with velocity ~v. This results in a
mapping of the Boltzmann velocity distribution onto the intensity profile for absorp-
tion. The Doppler profile describes the distribution of resonant frequencies. At each
resonant frequency there is a Lorentzian absorption profile. The total absorption at
a single angular frequency ω is the summation all the individual Lorentzian contribu-
tions centered at all possible resonant frequencies ω
′
. Mathematically this operation
is performed by convolving the Doppler and Lorentzian distributions. The result is
the Voigt profile [61, p. 70]:
I(ω) = C
∫ ∞
0
exp{−(((c/vp)(ω0 − ω)/ω0))2}
(ω − ω′)2 + (Γ/2)2 dω
′
(3.13)
C =
Γnc
2vppi3/2ω0
(3.14)
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where n is the atomic density, c is the speed of light, and vp is the most probable
velocity
√
2kBT/m. The above model has vp as a temperature dependent parame-
ter. The temperature of the atomic cloud is extracted by fitting the experimentally
obtained absorption spectra to (3.13). These spectra are taken at zero magnetic field
to avoid magnetic broadening.
The accuracy of our temperature measurement is affected in two ways. First,
magnetic broadening of the spectrum will be misinterpreted as Doppler broadening.
We measure the atomic spectrum when no current is flowing in the magnet. However,
once the magnet has been ramped up and down it stores trapped fluxes. A magnetic
field is therefore present even when the current through the coils is zero. Typical
fields due to trapped fluxes along the bore of a magnet similar to ours have been
measured and are on the order of 10 gauss [47]. We now compare the frequency shifts
induced by a 10 gauss field with the Doppler width. This represents a worst case
estimate of the effect on our temperature measurement. A more careful treatment
would be in order if we could carefully measure the residual fields in our cell. Since
we do not have that information, the following will suffice to illustrate the effect.
For Nickel atoms (gJ = 1.25) a 10 gauss field causes a frequency shift of for a
∆mJ = ±1 transition of ∆νB = ±gJµBB/h ∼ ±18 MHz. The magnetic splitting
between mJ = ± 1 lines = 2∆νB ∼ 36 MHz. The splitting between intermediate
Zeeman levels will be less than this. However, as a worst case estimate we assumed
that this splitting leads to a magnetic broadening of ∼ 36 MHz. The Doppler width
[61, p. 68]
∆νD = ν0
√
8kBT ln2/(mc2) (3.15)
is 67 MHz at a cell temperature Tcell ∼ 300 mK. Tcell ≥ 300 mK for all of our experi-
ments. The atoms can not be colder than the temperature of the cell wall, so this rep-
resents the minimum possible Doppler width in our system. The ratio of these widths
is ∆νB/∆νD ∼ 0.5. We now assume the total width ∆νtot =
√
(∆νD)2 + (∆νB)2. The
change in predicted temperature associated with the magnetic broadening is found
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Figure 3-9: Schematic of the voltage to frequency conversion setup. A portion of the
fundamental frequency is sent through a confocal Fabry-Perot cavity. The transmis-
sion peaks are recorded during spectroscopy. The peak spacing of 150 MHz is used
to assign a frequency excursion to a change in scan voltage.
by solving (3.15) for T and replacing ∆νD with ∆νtot. This procedure predicts T ∼
400 mK, so the magnetic broadening causes an overestimate of the temperature of
30%. The effect at T = 1K is below 10%. The temperature that we measure may be
systematically higher than the actual temperature, but the effect will not be greater
than ∼ 25%.
The second effect on measured temperature concerns the voltage to frequency
conversion of our laser scans. The laser is scanned with a sine wave from a signal
generator (see Section 3.4.2 for details). This scan voltage is recorded for each ex-
perimental run and the spectrum is generated by plotting optical depth versus scan
voltage. If we wish to fit the spectrum for temperature to a Voigt profile we must
convert the voltage scan to a frequency excursion. Although the laser control box
has a nominal voltage to frequency conversion, it is of limited accuracy and we need
a better method.
A confocal Fabry-Perot cavity (FPC) provides a means of calibrating our frequency
scans. A FPC consists of two identical reflective mirrors separated by a distance L
equal to their radii of curvature. In this geometry the resonator exhibits an array
of equally spaced transition peaks separated by the free spectral range ∆fsr =
c
4L
where c is the speed of light [62]. We use a cavity with L = .5 meters (∆fsr = 150
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MHz) as an optical ruler to calibrate our voltage to frequency conversion. Figure 3-9
shows the setup. A small fraction of the dye laser fundamental frequency output is
split off before the resonant doubler and sent through the FPC. Cavity transmission
is detected on a photodetector and recorded during data acquisition. Each data
file thus contains arrays of laser scan voltages V , the transmission T through the
FPC, and the atomic optical depth OD. The FPC transmission vs. scan voltage
is shown for a single sweep of the laser in Figure 3-10. In software, the location of
each cavity peak is located and indexed. The laser voltage corresponding to each
peak is identified and assigned an absolute frequency in multiples ∆fsr. We now
are in possession of a “lookup table” of frequency versus voltage which is used to
interpolate frequency values ν for every recorded voltage point. Plotting OD versus
ν yields a frequency calibrated absorption spectrum that we can use to accurately fit
for atomic temperature.
3.3.4 Zero-field spectroscopy: measure diffusion lifetime
Ameasurement of the lifetime of atoms in our cell at zero-field provides a relative mea-
surement of buffer gas density. The lifetime of the atoms at zero-field is determined
by their diffusion through the buffer gas to the cell wall. The diffusion lifetime τd is
proportional to the buffer gas density in the cell (see Equation 2.4). A measurement
of τd is therefore a relative measurement of nBG.
To make the lifetime measurement we use the following procedure. The frequency
of the laser is tuned to the atomic resonance of interest. The laser frequency is scanned
repeatedly over the atomic resonance as atoms are introduced into the cell via laser
ablation. Each scan over the resonance yields an absorption spectrum similar to the
nickel spectrum shown in Figure 3-11. A spectrum is measured for each sweep of the
laser, resulting in a series of spectra separated in time by half the laser scan period.
An optical depth (OD) data point is generated for each spectrum by integrating
the signal over the entire spectrum and subtracting off a “baseline” portion of the
laser scan where the OD is zero. This procedure removes noise as frequencies lower
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Figure 3-10: Fabry-Perot peaks used for frequency calibration. Cavity transmission
is plotted versus scan frequency. In software the locations of the peaks are identified.
The peaks measurements are not the same height because they are scanned over
quickly. Since the peak spacing is known to be 150 MHz, we can assign a known
frequency excursion to the voltage interval between each cavity peak. Interpolation
between these points calibrates the entire voltage scan.
than the laser scan rate. In Figure 3-11 the portion of the scan that is integrated
is shown in red and the baseline portion is shown in black. The OD decreases as a
function of time due to atom loss from the cell. We fit the decay in OD to a single
exponential decay function to determine the lifetime τ . We repeat the procedure
to measure τ several times and average the values together determine τd. The time
resolution of the measurement is the inverse of the laser scan rate. Scanning slowly
results in poor time resolution. Therefore measuring short diffusion lifetimes requires
scanning the laser quickly. The laser has a limited scan rate so some diffusion lifetimes
are too short to measure while scanning the laser. It is also possible to measure τd
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Figure 3-11: Zero-field nickel spectrum. We characterize the optical depth of the
sample by integrating over the spectrum (red portion) and subtracting off the average
of a nonresonant section of the scan (black portion). This “baseline subtraction”
method removes noise at frequencies lower than our scan rate. By scanning over the
resonance repeatedly we track the decay of the optical depth as a function of time to
find τd.
by parking the laser at the peak of the atomic transition and observing the decay of
the OD. However, with this method we cannot remove low frequency noise because
no baseline subtraction is possible.
3.3.5 Spectroscopy in constant field: resolving the mJ = J
transition to measure τMLFS
To measure τMLFS we must fully resolve an MLFS absorption peak. This is accom-
plished by turning on a Helmholtz magnetic field which Zeeman shifts the electronic
energy levels. As a result, the zero-field spectrum splits into multiple lines which are
shifted relative to the zero-field resonance.
Consider a transition from an mJ ground state with g-factor gJ to an mJ +∆mJ
excited state with g-factor gJ
′
The Zeeman induced frequency shift ∆νZ due to a
magnetic field B is found by subtracting the excited and ground state Zeeman shifts
in 2.10.
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∆νZ = ((gJ
′
(mJ +∆mJ)− gJmJ))µBB
= (gJ
′
∆mJ + (g
′
J − gJ)mJ)µBB
= (gJ
′
∆mJ + (∆g)mJ)µBB. (3.16)
Selection rules require ∆mJ = 0,±1. There are two contributions to the shift. The
first term, gJ
′
∆mJµBB, arises from the difference in slope between an mJ ground
state and an mJ ±1 excited state. It is nonzero only when mJ changes, i.e. ∆mJ = 0
transitions are not shifted. The second term, ∆gmJµBB appears due to a difference
in the g-factors of the ground and excited states. This causes the slopes to be unequal
even when mJ is equal for the ground and excited state
3. For the cobalt, iron, and
nickel transitions studied, ∆g/gJ
′
<< 1. Therefore, for ∆mJ = ±1 transitions most
of ∆νZ is due to the first term. This large frequency shift is independent of the value
of mJ . In contrast, there is an mJ dependence in the second term. This differential
shift results in an equally spaced array of transitions corresponding to the various mJ
states.
Figure 3-12 shows a simulation of the overall effect of a 1 Tesla Helmholtz field
on the a3F4 → y3G5 transition in nickel. The simulation was generated using the
method described in Section 3.3.2. Nickel is a J = 4 atom so there are 9 mJ states.
The linewidth for each transition is assumed to be the natural linewidth. The figure is
only meant to illustrate the method of resolving the MLFS line, so the linewidths do
not reflect those observed in the experiment. The observed linewidths are ∼ 200-300
MHz due to additional Doppler and magnetic broadening.
The upper plot shows the ∆mJ = ±1, 0 transitions. They are separated by ∼ 17
GHz at 0.8T. The lower plot is a zoomed-in view of the ∆mJ = 1 transitions. The 9
transitions correspond to the 9 values of mJ . Each spectrum is fully resolved.
We tune our laser to the strongest available MLFS state transition peak. The
3With the obvious exception of the mJ = 0 → mJ = 0 transition where both states have zero
slope.
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Figure 3-12: Simulated Ni spectrum in 1T Helmholtz field. The upper plot shows
the large splitting between the ∆mJ = 0,±1 transitions. The lower plot zooms in
on the ∆mJ = 1 transition to show the evenly spaced array of lines associated with
the various mJ states. By tuning the laser to the mJ = 4(-4) line we can probe the
MLFS(MHFS) state population.
optical depth is largest for the ∆mJ = 1 peak due to Clebsh-Gordon coefficients
(see Section 3.3.2). The lifetime is measured using the zero-field lifetime procedure
described in the previous section with the following caveat. The Zeeman relaxation
rate is high and the atoms leave the cell before we can scan the laser repeatedly over
the resonance peak. We park at the peak of the resonance and do not scan the laser.
This allows us to resolve lifetimes longer than the inverse of our data-taking rate.
However, we lose the advantage of subtracting the laser scan baseline, thus degrading
our signal to noise.
Using the above procedure we can also study the dynamics of the mJ = −J most
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high-field seeking (MHFS) state. Diffusion to the walls is the only loss mechanism
for the MHFS state. Zeeman relaxation obviously does not occur since the MHFS
state is the lowest energy state. For each buffer gas density we measure τMHFS and
compare it with τd. If they are not approximately equal we must look for a systematic
effect on lifetime not accounted for in our models presented in Chapter 2.
3.4 Laser Systems
3.4.1 Ablation
A Q-switched frequency doubled Nd:YAG laser [63] is focused onto the target of
interest. Pulses at 532 nm with energy between 5-20 mJ and pulse lengths of ∼ 5
ns deposit their energy in the target, causing the expulsion of atoms, clusters, and
ions from the precursor. The process for optimizing the yield of neutral atoms during
ablation is highly empirical and varies by species. We have found it advantageous
for most metallic species to focus the laser as tightly as possible onto the metal
foil precursor. We accomplish this by expanding the Nd:YAG beam size to several
centimeters in a telescope before focusing it onto the target with a 1 meter lens. This
creates a smaller spot size at the target and produces larger yields. The focusing lens is
on a translation stage and can be moved along the beam path to adjust the location of
the focus. The lens can be translated a few centimeters without appreciably changing
the ablation yield. For much of our lithium work we did not expand the beam but
simply focused the output of the laser onto the target with the 1 m lens. The lithium
yields did not improve significantly with the beam expanded setup.
3.4.2 Frequency doubled dye lasers
The iron, cobalt, and nickel optical transitions studied are between 230 nm and
350 nm. Frequency doubled dye lasers are used to generate all required ultraviolet
frequencies. Dye lasers use organic dyes in solution as the active laser medium. Many
dyes are available which cover a wavelength range from roughly 300 - 1300 nm [64].
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Because dye gain curves span dozens of nanometers they are often used as highly
tunable radiation sources. Table 3.2 shows our dye laser configurations and their
operating frequency ranges.
Table 3.2: Dye laser systems and accessible wavelengths
Dye Pump Power/Wavelength Output Wavelength Range
DCM 10W/532 nm 620 - 700 nm
Coumarin 480 4.5W/406 nm 470 - 505 nm
Coumarin 460 4.5W/406 nm 455 - 500 nm
We operate two systems, a Coherent 699-21 and a Coherent 899-21 [65]. They are
different generations of the same product and operate on the same principle. Dye is
dissolved in solvent and stored in a reservoir. A pump draws the dye mixture out of
the reservoir and sends it through a precisely machined dye nozzle [66]. The dye jet
exiting the nozzle is a free-space flat liquid surface. The pump laser is focused onto
the dye jet, causing it to fluoresce brightly. A ring cavity defines the oscillating mode.
Intercavity thick and thin etalons allow only a single longitudinal mode. Intercavity
transducers include a mirror mounted on a piezo, a Brewster plate, and a thick and
thin etalon. Adjusting drive voltages to each of these elements alters the path length
of the cavity. The laser is frequency stabilized by tuning the path length such that the
frequency stays resonant with an external Fabry-Perot cavity. The resulting linewidth
of less than 1 MHz is much narrower than the atomic transitions studied. The laser
frequency is scanned by adjusting the optical path length within the stabilization
cavity. A Brewster plate is located in the beam path within the Fabry-Perot cavity.
The tilt angle of the plate can be varied with a drive voltage. This changes the optical
path length inside the cavity which shifts the frequency location of the zero of the
locking error signal. The transducers in the laser keep the laser locked to the cavity
as the Brewster plate angle changes. Driving the inter-cavity plate with a triangle
or sine wave causes the laser to scan repeatedly over the same frequency range. We
sweep the laser frequency by driving the Brewster plate with a triangle or sine wave
from an SRS DS345 function generator [67].
The 699 has an optics set optimized for Coumarin 480 dye. It is pumped with 4.5
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W of 406 nm light from a krypton ion laser. We have used both a Coherent Innova
200 and a Coherent Sabre laser as a pump. Typical output power for Courmarin 480
is ∼ 400 mW. The wavelength is tunable between 470-505 nm with a peak in power
at ∼ 485 nm. Coumarin 460 can also be used in the 699 system with output powers
of ∼ 200 mW, and tunable wavelength range between 450-500 nm, and a peak in
power at ∼ 470 nm.
The 699 output is frequency doubled with a Coherent MBD200 resonant frequency
doubler. In this system, the 699 output is coupled into a resonant cavity. One of the
cavity mirrors is mounted to a piezo which is controlled by a Hansch-Couillaud locking
signal [68] to keep the cavity resonant with the incoming fundamental light. A beta
barium borate (BBO) [69, p. 98] nonlinear crystal is placed at the focus of the cavity.
This maximizes the intensity in the crystal which makes doubling conversion more
efficient. Output powers range between 1-10 mW depending on input fundamental
frequency and power. A dichroic on the output of the doubler separates the doubled
and fundamental frequencies. The output beam is steered from the optics table to the
cryogenic dewar. An iris selects the central, uniform intensity portion of the beam to
use in spectroscopy.
The Coherent 899 system operates with DCM laser dye [64] and is tunable between
620-690 nm. It is pumped with a 10 W diode-pumped solid state Spectra Physics Mil-
lenia at 532 nm. It was used primarily to study trapped copper and silver. However,
it was also used briefly to probe nickel and cobalt.
The 899 system does not use a resonant doubler but instead single passes a 5mm
× 5 mm × 10 mm lithium iodate (LiIO3) crystal [70]. The crystal is AR coated for
650 nm on the input and 325 nm on the output. Single passing is more convenient
than resonant doubling because it does not require simultaneously maintaining the
dye laser and doubler lock while scanning the laser for spectroscopy. The DCM dye
system has three advantages over the Coumarin dye laser which make single-pass
frequency doubling easier than in the Coumarin system. First, its output power is
higher. The increase in power is due mostly to the increased pump power. Since the
doubling is proportional to I2, this results in more effective doubling. Second, the
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efficiency of doubling is higher in LiIO3 at 650 nm than in BBO at 486 nm by more
than a factor of 3 (calculated from [69, p.50]). Third, the fluorescent cards we use to
trace UV beam paths4 are much brighter at 325 nm than at 240 nm, so even in the
absence of more efficient doubling we can run the experiments with less UV power at
325 nm than at 240 nm. We obtain conversion efficiencies of ∼ 0.05 %/W, yielding
roughly 100 µW for 450 mW fundamental. The fundamental light is filtered out using
3mm of Schott color glass UG11 which absorbs strongly between 410-660 nm but is
highly transparent between 390-250 nm [71]. The UV beam diverges quickly in one
dimension after exiting the crystal, producing an output beam with a high aspect
ratio. We correct for this by sending the beam through a cylindrical lens. The beam
is spatially filtered by focusing it through a 50 µm pinhole. The central airy ring
from the pinhole diffraction pattern is collimated to ∼ 0.5 cm before it is sent to the
dewar breadboard for use in spectroscopy.
Our doubling schemes are summarized in Table 3.3.
Table 3.3: Dye laser doubling schemes
Dye Doubling Scheme Doubled Power
DCM single passed LiIO3 crystal[70] 100 µW
Coumarin 480 Coherent MDB200 resonant doubler 10-20 mW
Coumarin 460 Coherent MDB200 resonant doubler 1-5 mW
4We have found that a cotton fiber paper works best for this purpose.
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Chapter 4
Studies of Nickel, Iron, and Cobalt
Measurements of the ratio of elastic to inelastic collisions γ were attempted for the
transition metals Iron, Cobalt, and Nickel. These elements fall in the first group of
transition metals between manganese and copper, both of which have been magneti-
cally trapped in a buffer gas apparatus [11, 21]. A full 4s shell surrounds the valence
d electrons of each species. Thus they are “submerged” shell atoms and the inter-
action anisotropies in collisions with helium buffer gas atoms should be small as has
been found for other transition metals [28, 39]. The suppression of the interaction
anisotropy results in a large values of γ, making cobalt, iron, and nickel good candi-
dates for loading into a magnetic trap using the buffer gas cooling method. The large
magnetic moments of Fe, Co, and Ni make them easier to trap than the transition
metals previously studied. Nickel has been specifically identified as a transition metal
likely to have a large value for γ [41]. Table 4.1 lists pertinent information for each
atom.
Atom Configuration Ground State Term Magnetic Moment (µB)
Fe [Ar].3d6.4s2 5D4 6.005
Co [Ar].3d7.4s2 4F9/2 6.003
Ni [Ar].3d8.4s2 3F4 5.002
Table 4.1: Electronic properties of iron, cobalt, and nickel.
Each species presented challenges that were overcome with varying degrees of
success. Our method for obtaining a value for γ does not require direct knowledge of
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the buffer gas density in the cell. However, this lack of knowledge comes at a price.
We must measure τMLFS as a function of τd. Each τMLFS measurement is performed
by spectroscopically studying a MLFS state absorption line. Cobalt’s rich hyperfine
structure made it impossible to isolate MLFS state spectral features. It was therefore
impossible to measure τMLFS and γ could not be found. Nickel studies successfully
found a value for γ by fitting τMLFS vs. τd to models presented in Chapter 2. However,
thermal excitation into the MLFS state significantly complicated the nickel analysis
compared to previous work with transition and coinage metals [21, 39]. Iron Zeeman
relaxation rates were extremely rapid and we never observed a region in buffer gas
density where diffusion losses dominated Zeeman relaxation losses. As a result we
could not match the data to our models to find a value for γ. We could, however, set
an upper limit.
4.1 Cobalt Zeeman Relaxation
Although cobalt’s electronic configuration may be favorable for buffer gas trapping
and possibly evaporative cooling, the atom has two undesirable features: high elec-
tronic angular momentum (J = 9/2) and nuclear spin (I = 7/2) and a relatively
small hyperfine interaction (∼ 450 MHz [72]). The resulting high multiplicitiy of
states is unfavorable for any applications that requires a pure population, and the
high density of Zeeman states prevents observing fully resolved spectra. In spite of
these drawbacks, we carried out a study of cobalt to gain experimental experience
and to see what we might learn from unresolved relaxation measurements.
The Hamiltonian for an atom with electronic angular momentum J and nuclear
spin I, hyperfine constant a, nuclear g-factor gI , and electronic g-factor gJ in a mag-
netic field B is
HZ = a~I · ~J + gJµB ~J · ~B + gIµB ~J · ~B. (4.1)
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Figure 4-1: Zeeman structure of cobalt at low-field. F is a good quantum number
at very low fields. As the interaction with the external field becomes approximately
equal to the hyperfine interaction levels start to cross and F is no longer a good
quantum number.
Diagonalizing this Hamiltonian1 is a straightforward task, and the matrix elements in
the uncoupled |J,mJ ; I,mI〉 basis are found in [29, pp. 41-42]. The resulting energy
levels as a function of magnetic field are shown in Figures 4-1 and 4-2.
The quantum numbers used to describe Zeeman levels of a species with hyperfine
structure depend on the strength of the interaction with the external field relative to
the internal interactions. The low-field limit occurs when the interaction between the
1a~I · ~J is the magnetic dipole hyperfine interaction commonly referred to as the “hyperfine a”
coefficient. There is also a “hyperfine b” coefficient associated with a magnetic quadrupole term
in Cobalt. For details see [29, pp. 39-44]. This has been taken into account in the Zeeman state
simulation but the details will not be discusses further in this section. The purpose of this section
is to demonstrate the high multiplicity of the cobalt spectrum in a magnetic field, which is easily
shown without displaying complex hyperfine b terms in the formulas.
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nuclear and electronic moments a~I · ~J is stronger than the interaction of the moments
with an external field. In this regime, ~F = ~I+ ~J is a good quantum number and takes
on values F = J + I, J + I − 1 . . . |J − I|. Each F manifold contains 2F + 1 states
with magnetic projection quantum numbers mF = −F,−F +1 . . . F . The interaction
with the external field results in a Zeeman shift
EZ(B) = gFmFµBB (4.2)
gF ≈ gJ F (F + 1)− I(I + 1) + J(J + 1)
2F (F + 1)
(4.3)
The cobalt electronic ground state manifold contains states F = 8,7,. . . 1. Figure 4-1
shows the low-field behavior. There are 80 states. As the field strength increases, the
|F,mF 〉 states begin to cross and F is no longer a good quantum number.
In the high-field limit both the nuclear and electronic moments couple to the
external field and I and J are good quantum numbers instead of F . The dominant
interaction EZ(B) = gJmJµBB is between the electronic angular momentum and the
external field. However, the hyperfine interaction perturbs these energy levels with
an energy splitting equal to amJmI . The left side of Figure 4-2 plots cobalt energy
levels out to the high field regime. There are 10 energy level slopes attributed to the
10 mJ states. Within each mJ manifold there are 8 states corresponding to different
values of mI as shown on the right side of Figure 4-2.
Ground Excited
Atom State State Wavelength (nm)
gJg gJe Einstein A (s
−1)
Co a4F9/2 z
4D7/2 341.36 1.32 1.425 1.2 × 107
Co a4F9/2 x
4G11/2 240.80 1.32 1.291 3.6 × 108
Co a4F9/2 x
4F9/2 242.57 1.32 1.319 3.2 × 108
Fe a5D4 x
5F5 248.40 1.495 1.390 4.9 × 108
Ni a3F4 z
3D3 337.05 1.25 1.3 1.8 × 108
Ni a3F4 x
3D3 234.63 1.25 0.840 2.2 × 108
Ni a3F4 y
3G5 232.07 1.25 1.226 6.9 × 108
Table 4.2: Optical transitions observed in Co, Fe, and Ni. All values taken from [73]
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Figure 4-2: Zeeman structure of Cobalt in high magnetic fields. The energy splittings
are dominated by the projection of the electronic angular momentum onto the external
field so J is a good quantum number. Each of the 10 mJ manifolds contain 8 states
corresponding to different values of mI .
The spectral lines observed in Co, Ni, and Fe are listed in Table 4.2. For most
of our cobalt studies we observed the atoms by monitoring the a4F9/2 → x4G11/2
transition at 240.8 nm because of its large transition strength. The zero-field spectrum
of this transition splits into many lines due to the 80 ground states. Figure 4-3
shows a simulation of the hundreds of lines in the Cobalt spectrum at a field of 1
Tesla. (It has been assumed that the excited state hyperfine constants are zero for
simplicity.) The lower plot is a blow up of the ∆mJ = 1 transitions. Transitions
from the mJ = J(mJ = −J) ground states are in blue(black). All other transitions
are red. There are ∼ 240 transitions from the electronic ground state (80 ground
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states, ∆mJ = 0,±1 from each state). The optical depth of the individual lines will
be reduced dramatically compared to the optical depth at zero-field. In addition to
the loss of optical depth, the hyperfine induced splitting of each mJ manifold causes
absorption lines of different mJ states to overlap. Notice in the lower plot of Figure
4-3 that only one of the mJ = J absorption peaks is isolated from other mJ states.
Due to the overlap of lines and decreased OD for individual transitions we found it
impossible to experimentally isolate an mJ = J state peak.
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Figure 4-3: Cobalt in 1T Helmholtz Field. Transitions from the mJ = J(mJ = −J)
states are in blue(black). The mJ = J line is split into several lines corresponding to
different values ofmI . There is only onemJ = J state transition that does not overlap
with any other spectral line. Due to the large multiplicity of transitions in cobalt,
the OD of the isolated transition will be lower at a given density than the mJ = J
lines in Fe and Ni. The linewidths of the above spectra include only the natural
linewidths. In our experiment we have additional Doppler and magnetic broadening.
The observed linewidths are ∼ 200-300 MHz.
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Figure 4-4: Zeeman relaxation of Cobalt in a 1.9T Helmholtz field. Immediately after
ablation the ∆mJ = −1 spectrum is very broad and mostly featureless due to the
immense number of overlapping lines from the 10 mJ manifolds. Clearly there is no
isolated mJ = J line. The lower plot shows the average of several spectra taken >
500 ms after ablation. Zeeman relaxation has caused a population purification into
the mJ = −J state. The hyperfine interaction splits the mJ = −J state manifold
into 8 lines corresponding to the 8 mI states.
Figure 4-4 shows the observed cobalt spectrum for ∆mJ = −1 transitions. The
spectrum in the upper(lower) plot was take 50(500) ms after ablation. A nearly
featureless absorption signature is observed 50 ms after ablation because there is
population in all of the mJ states and their spectral lines overlap. The flatness of the
spectrum is a polarization effect. The magnetic field and probe beam wave vector
are both pointed along the cell axis. In this geometry no ∆mJ = 0 transitions
occur. These require a polarization component along the magnetic field whereas our
polarization is perpendicular to the magnetic field. The light entering the cell is a
mix of right-handed σ− and left-handed σ+ circularly polarized light. Only σ+(σ−)
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polarization can drive the ∆mJ = 1(−1) transition. As can be seen in Figure 4-3, the
splitting between the ∆mJ = 1 and ∆mJ = −1 transitions is tens of GHz. The laser
can be tuned to center on either the ∆mJ = 1 or the ∆mJ = −1 peaks but not both.
For the ∆mJ = 1 transitions the σ
+ polarization component of the laser beam is
absorbed, but the σ− component travels through the cloud unattenuated and will be
detected on the PMT regardless of the density of the atomic sample. Assuming nearly
linearly polarized light, there are roughly equal amounts of σ+ and σ− polarizations
and the maximum optical depth is therefore ∼ 0.5 even when the density of atoms is
high. We see this in the data for the early time behavior in the upper plot of Figure
4-4.
After waiting 500 ms we see clear features as shown in the lower plot of Figure
4-4. Zeeman relaxation from higher energy Zeeman states leads to an increase in
population of the mJ = −J states. The distinct spectral lines are the mJ = −J
transitions separated by the high-field hyperfine splitting. There are 8 clear features
at long times corresponding to the 8 mI states. We therefore observe a purification
of essentially all of the mJ states into the mJ = −J state as time progresses. The is
evidence that higher energy mJ states are Zeeman relaxing into the mJ = −J state.
4.2 Nickel: Measurement of γ
Nickel has been proposed as a good candidate for trapping because the calculated in-
teraction anisotropies are small [41], which suggests that γ may be very high. There-
fore its Zeeman relaxation rate for collisions with helium should be small and the
MLFS state lifetime should be long enough to measure with our experimental proce-
dure.
4.2.1 Measurement of nickel MLFS lifetimes
Nickel’s spectrum in a magnetic field is relatively simple due to its lack of hyperfine
structure. Only one of its naturally occurring isotopes, 61Ni, has nuclear spin (I =
3/2), and its natural abundance is only 1%. The most common isotopes, 58Ni,60Ni,
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to the 9 mJ states. The Zeeman and isotope shifts are roughly equal at 0.8T fields,
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are performed by parking on the mJ = J transition peak and measuring the optical
depth versus time.
and 62Ni have no nuclear spin and natural abundances of 68%, 26%, and 4% respec-
tively. Because the dominant isotopes have no nuclear spin, hyperfine effects are
absent. Compared to cobalt, the nickel spectrum splits into fewer lines in a mag-
netic field, so the decrease in optical depth for each transition is less dramatic. The
ground state splits into 9 lines for each isotope corresponding to themJ ground states.
Figure 4-5 shows the observed ∆mJ = 1 transitions. The appearance of 10 lines is
understood by considering the isotope shifts. The Zeeman splitting at B ∼ 0.8T is
approximately equal to the isotope shift between 58Ni and 60Ni. As a result, tran-
sitions from the 58Ni mJ state overlap with
60Ni transitions from the mJ + 1 state.
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Only the 58Ni mJ = J and
60Ni mJ = −J states do not experience any overlap.
The overall result is 10 absorption features, 8 of which contain transitions from two
isotopes. We measure τMLFS by tuning the laser frequency to the fully resolved
58Ni
mJ = 4 absorption peak and observing the decay of the absorption signal.
The lifetime of the most high-field seeking (MHFS) state should match the dif-
fusion lifetime because it does not experience Zeeman relaxation loss. We confirm
this experimentally by measuring τMHFS at each buffer gas density. To make the
measurement we tune the laser to the MHFS fully resolved ∆mJ = −1 transition
because the Clebsch-Gordon coefficients for this transition are much larger than for
the ∆mJ = 1 transition (see discussion in Section 3.3.2).
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Figure 4-6: Nickel MLFS and MHFS decay with fits to lifetime. The MHFS state
experiences an initial increase in optical depth because higher Zeeman states are
relaxing into the MHFS state.
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As described in Section 3.3.5, the preferred spectroscopic method is to scan the
laser repeatedly over the resonance, average the optical depth over each spectrum,
and subtract a baseline. This removes low frequency noise. The longest measured
lifetime out of the mJ = J state was ∼ 20 ms. Measuring lifetimes on this time
scale is certainly possible but the laser cannot be scanned quickly enough to use the
baseline subtraction method. Instead we park the laser frequency at the peak of the
transition, measure the decay of the peak OD, and cope with the increased noise in
the data. Figure 4-6 shows an example of MLFS and MHFS state decay with fits to
a single exponential lifetime.
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Figure 4-7: Nickel τMLFS vs. τd. We observe a region at low τd where the MLFS
state lifetime increases with τd, a signature of diffusion to the walls. As τd increases
to approximately 30 ms the Zeeman relaxation rate equals the diffusion loss rate.
Increasing τd beyond this point causes the measured τMLFS to decrease.
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As explained in Section 3.3.5, measurements of τMLFS and τMHFS were made at
several buffer gas densities spanning an order of magnitude. Our buffer gas density
is characterized by measurements of diffusion lifetime τd at zero-field as discussed in
3.3.4. Our model predicts that there should exist a low buffer gas density region in
which diffusion losses dominate Zeeman relaxation losses. In this region, increasing
buffer gas density should lead to an increase in the MLFS state lifetime. At high buffer
gas densities Zeeman relaxation dominates and increasing buffer gas density should
result in a decrease in MLFS state lifetime. We expect to observe a crossover region at
intermediate buffer gas densities where the diffusion and Zeeman relaxation lifetimes
are comparable. Observation of this crossover gives us confidence that we understand
the physical processes involved in the measurement of γ. Figure 4-7 shows measured
values of τMLFS vs. measured values of τd. Below τd ∼ 30 ms the observed τMLFS
increases as τd increases. This is evidence that atom loss is dominated by diffusion
to the walls. At higher buffer gas densities, however, τMLFS levels out and begins to
decrease. This is the transition region where Zeeman relaxation becomes dominant.
These qualitative trends match the model and γ can be determined. However, the
scatter in the data and uncertainties in the Zeeman Cascade model described in
Chapter 2 will limit the precision to which the measurement of γ can be determined.
We will return to these topics later.
4.2.2 Measurement of nickel temperature
We determine γ by measuring the lifetime of the MLFS state as a function zero-field
diffusion lifetime and comparing the measurements with the Zeeman Cascade model
developed in Chapter 2. In order to correctly incorporate collisional excitations into
the model we also need to measure temperature accurately. Temperature, density,
and diffusion lifetimes are found by measuring the zero-field nickel spectrum. The
density is proportional to peak height of the absorption signal. The lifetime is found
by measuring the absorption as a function of time. We find temperature by fitting the
zero-field spectrum to a Voigt profile as discussed in Section 3.3.3. Figure 4-8 shows
the zero-field spectrum of the a3F4 → y3G5 transition at 232 nm taken 50 ms after
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ablation. The density is ∼ 3 × 109 cm−3 which corresponds to 3 × 1011 Ni atoms in
the cell. The temperature of the atoms is determined by fitting to a Voigt profile as
discussed in Section 3.3.3.
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Figure 4-8: Nickel zero-field spectrum 50 ms after ablation. Temperature and density
are found by fitting to a Voigt profile.
Temperatures were measured at three buffer gas densities. Figure 4-9 shows the
temperature of the nickel atoms as a function of time in the cell. The observed
temperature is ≤ 1K for all buffer gas densities used. As discussed in Chapter 2,
thermal excitations into the MLFS state have the greatest impact at high buffer gas
densities when the Zeeman relaxation rate is much faster than the diffusion rate. We
therefore use the average temperature measured at the highest buffer gas density for
the rest of the data analysis. These measurements are marked with squares in the
figure. The average temperature is 750 mK which we assume is the best temperature
to use in the Zeeman Cascade simulations. Clearly thermal effects must be included
in the analysis because the nickel Zeeman energy spacing is 670 mK at the 0.8 T
magnetic field used to resolve the MLFS absorption peak.
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Figure 4-9: Nickel temperature versus time. Temperature measurements were made
at 3 different buffer gas densities. The atoms cool only slightly over the time scale
of our τMLFS measurements. The temperature is slightly higher at lower buffer gas
densities.
4.2.3 Determination of γ
We fit our measurements of τMLFS vs τd to a Zeeman Cascade simulation with γ as
the only fit parameter. A detailed explanation of the Zeeman Cascade simulations
is found in Section 2.3.6. The result of the fit is influenced by the choice of atom
temperature and the “selection rules” used to model the Zeeman Cascade. We will
explore these choices in due coarse, but for now we assume a temperature of 750 mK
and the most realistic selection rules based on the literature (see Table 2.1).
Our data consists of a set values of τMLFS measured at several buffer gas densi-
ties corresponding to zero-field lifetimes τd. For each value of τd in the data set, a
Zeeman Cascade simulation is performed. Each simulation requires input values for
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Figure 4-10: Nickel Data with fit to Zeeman Cascade simulation. The squares are the
best fit simulations to the data, yielding a value of γ = 5× 103. Agreement with the
model is poor for low values of τd.
the diffusion rate Γd, the Zeeman relaxation rate Γzr, and atom temperature T . We
use T = 750 mK obtained from fitting the zero-field spectrum and Γd = 1/τd. The
input value for Γzr is calculated from Equation 2.26: Γzr = (v
2τdχ)/γ where v ∝ T
and χ is a known geometric factor. Each simulation therefore depends on the input
parameter γ. We obtain experimental values for τMLFS by fitting the decay of the
absorption signal to a single exponential function. The calculated MLFS state decay
is fit to an exponential function in a similar manner to generate a simulated τMLFS.
This procedure generates a γ dependent, simulated τMLFS for each value of measured
τd. A least squares fit of the data to these simulated data sets is performed to find
the value of γ.
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Figure 4-10 plots τMLFS data with the best fit we were able to achieve. The
data displays the qualitative trends predicted by the model: a diffusion dominated
region at low τd and a Zeeman relaxation dominated region at high τd. The simulated
results were achieved using γ = 5×103. However, the quantitative agreement between
the MLFS data and the model is not impressive. At low buffer gas densities where
diffusion dominates the agreement with the Zeeman Simulation is quite poor.
Variations in the value of γ determined by fitting the data to the simulations are
caused by three effects. First, it is not possible to find a value of γ that agrees well
with the data at both the high τd and low τd regions and we have no reason to trust one
region of the data over the other. Second, uncertainty in the atom temperature leads
to uncertainty in the thermal excitation rates used in the simulations. Finally, the
assumed selection rules for ∆mJ affect the thermal excitation rates between Zeeman
levels. We address each topic in the following sections.
First let’s examine the data set. The qualitative agreement between the trends
in the data is in agreement with the model: a rise in τMLFS at low buffer gas den-
sities followed by a decrease in τMLFS at high buffer gas densities. The MLFS state
lifetimes are plotted with the MHFS state lifetimes in Figure 4-11. The clear differ-
entiation between the MLFS state and MHFS state behaviors provides evidence that
we are measuring Zeeman relaxation of the MLFS state. The MHFS state lifetimes
are approximately τd as expected, whereas the MLFS state lifetimes decrease with
increasing τd. However, when the entire MLFS data set is fit to the Zeeman Cascade
simulation, the agreement with the fit is better at high values of τd than at low values
of τd. We cannot simultaneously fit both regions well for any input value of γ. Figure
4-12 illustrates the problem. The data is plotted with two simulated data sets. The
first uses our value of γ = 5× 103 while the second uses γ = 1.1× 104. Increasing γ
implies a decrease in the Zeeman relaxation rate. This raises the MLFS lifetimes for
all values of τd and the agreement between the model becomes better in the diffusion
dominated region. However, this results in poor agreement in the Zeeman relaxation
dominated region. We cannot simultaneously obtain good fits in both regions. It is as
if the transition between the diffusion dominated and Zeeman relaxation dominated
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Figure 4-11: Nickel MLFS and MHFS data. The blue line has slope = 1 to demon-
strate that the MHFS atoms leave the cell by diffusion as expected. The MLFS atoms
decay quickly due Zeeman relaxation in the region of high τd.
regimes occurs more rapidly than predicted by our model. Alternatively there is an
unknown experimental artifact that is causing the agreement with the model to be
poor in one of the regimes.
It is possible to quantify this problem by systematically ignoring data on the high
τd end of the data set and refitting the remaining data to the model. In effect we
are adding weights to the low τd end of the data set. Table 4.3 displays the result
of this procedure. When we ignore all data taken at τd > 30ms, the best fit for γ
changes from 5× 103 to 1.1× 104; roughly a factor of two difference. We do not have
a convincing reason to prefer one value over the other, so we can only claim that a
value of γ between 5 × 103 to 1.1 × 104 is consistent with our data set. Arbitrarily
121
10 10030
5 
10
15
20
25
30
τd (ms)
τ
M
L
F
S
(m
s
)
Nickel Fits for γ: Data Systematics
 
 
Simulation: γ = 1.1 x 104
Simulation: γ = 5 x 103
Measured MLFS lifetime
γ = 5 x 103
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Figure 4-12: The above simulations assumed T = 750 mK and realistic selection rules.
It is not possible to find a value of γ that fits both the low τd and high τd regions
of our data. There may be a systematic effect not fully understood that causes a
deviation from the model in one of the regimes. This effect creates an uncertainty of
a factor of 2 in the final value of γ.
Data Ignored Fit for γ
None 5 × 103
τd < 100 ms 5 × 103
τd < 70 ms 5 × 103
τd < 50 ms 6 × 103
τd < 40 ms 8 × 103
τd < 30 ms 1.1 × 103
Table 4.3: Change in γ due to omitting parts of the data when fitting to Zeeman
Cascade Simulations. By omitting data in the high τd regime the fits more closely
match the low τd regime.
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Figure 4-13: Temperature effects on γ. The curves were calculated assuming realistic
selection rules and γ = 5 × 103. Although changing temperature does change the
predicted behavior, it is not significant compared to the effects of assumed selection
rules and the poor quality of the fits to the data.
large values of γ are consistent with the low τd region of the data because increasing γ
does not change the predicted behavior in the diffusion dominated regime. However,
larger values of γ are completely inconsistent with the high τd data.
We next explore the effect on the fit for γ caused by uncertainties in atom temper-
ature and Zeeman relaxation selection rules. The effect is quantified by systematically
varying the temperature and selection rule inputs when we fit out data to Zeeman
cascade simulations to determine γ. As described in the following paragraphs, we use
3 temperatures and 3 selection rules resulting in a total 9 fits for γ. The spread in
the values of γ obtained from these 9 fits determines the uncertainty.
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The average measured temperature in Figure 4-9 is 0.75K while the temperature
extremes are approximately 1K and 0.6K. Using these three temperatures as inputs
into the simulation, the fit value of γ changes by ∼ 1 × 103 for all selection rule
assumptions as can be seen in Table 4.4. This effect is insignificant compared to
the previously discussed uncertainty in γ caused by the systematics in the data.
Figure 4-13 shows the relatively small effect of changing temperature on the Zeeman
simulation.
Finally we consider the effects of the assumed selection rules for Zeeman relax-
ation. It is energetically possible for the MLFS state to decay into any lower Zeeman
state. However, the Zeeman relaxation rates into the lower lying states are not equal.
It is more likely to change mJ by 1 or 2 than by 7 or 8. There is no obvious ex-
pression for how the rates scale as ∆mJ increases. We refer to the relative scaling
of the Zeeman relaxation rates as the “selection rules”. Much insight is gained from
the literature and the simulations assume a realistic estimate for the ∆mJ transition
rates as discussed in Section 2.3. It was found in Section 2.3 that the collisional
Thermal Effects Selection
Considered? Temperature Rules Fit for γ χ
2
Yes 0.6K From Literature 5 × 103 143
Yes 0.6K All Equal 6 × 103 153
Yes 0.6K ∆mJ = 1 3 × 103 149
Yes 0.75K From Literature 5 × 103 145
Yes 0.75K All Equal 7 × 103 145
Yes 0.75K ∆mJ = 1 2 × 103 160
Yes 1.0K From Literature 5 × 103 141
Yes 1.0K All Equal 7 × 103 127
Yes 1.0K ∆mJ = 1 2 × 103 173
No 0.6K N/A 7 × 103 158
No 0.75K N/A 9 × 103 158
No 1.0K N/A 1.2 × 104 159
Table 4.4: Values of γ extracted from fits of data to Zeeman cascade simulations
under various temperature and selection rules assumptions. The χ2 for the fits are
similar enough that it is difficult to identify a particular case as being clearly more
correct that the others. We claim that γ = 5 × 103 is the most probable value of γ
because it was determined from the data using the most realistic selection rules.
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Figure 4-14: Effects of assumed selection rules on γ. In the above simulations we
assume γ = 5× 103 and T = 750 mK. The behavior clearly depends on the assumed
selection rules. The effect of collisional excitation on the value of γ determined from
our data depends upon which selection rules are assumed. Although we have guidance
from the literature [26, 43] on realistic selection rules, we do not know them for sure.
We use the extremes in selection rules (∆mJ = ±1; all transition rates are equal) to
set a lower bound of γ > 2× 103.
excitation into the MLFS depends on which selection rule is assumed. Therefore the
predicted decay rate out of the MLFS state depends on the assumed selection rules.
This creates an uncertainty in the value of γ determined by the fit of the data to the
simulation.
Although the literature gives guidance in setting realistic selection rules it is im-
possible to quantify the accuracy of our guess. We therefore consider the effect on
the fit value of γ as we vary the selection rules. One extreme case is to impose a
strict selection rule that ∆mJ = ±1. The opposite extreme is to assume that the
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rates into all energetically allowed states are equal. We quantify the selection rule
uncertainty by fitting the entire data set to the simulation while varying the selection
rules. The result is shown in Table 4.4. The values of γ vary between 2 × 103 and
7 × 103. We assign a lower bound of γ > 2 × 103 based on this result. We show the
effect graphically in Figure 4-14. Three simulations are plotted along with the data.
Each simulation assumes a different selection rule with γ = 5×103 and T = 750 mK.
The choice of selection rule clearly affects the predicted MLFS behavior.
The data point at τd = 10ms, τMLFS = 7ms consistently falls below all model
predictions. There is no physical reason that the MLFS lifetime should be shorter
than the zero-field diffusion lifetime. Perhaps the MLFS lifetime at such low values
of τd is affected by an effect not considered in the model. The other data points for
τd < 30ms consistently fall above the model predictions. We wondered if fitting for
γ after removing the τd = 10ms, τMLFS = 7ms data point from the data set would
improve the agreement between the rest of the low τd data region and the Zeeman
cascade simulation model. We therefore replaced the τd = 10ms, τMLFS = 7ms data
point with two hypothetical data points at τd = 10ms, τMLFS = 10ms and repeated
Thermal Effects Selection
Considered? Temperature Rules Fit for γ χ
2
Yes 0.6K From Literature 5 × 103 161
Yes 0.6K All Equal 6.5 × 103 163
Yes 0.6K ∆mJ = 1 2.5 × 103 177
Yes 0.75K From Literature 5.5 × 103 161
Yes 0.75K All Equal 7.5 × 103 155
Yes 0.75K ∆mJ = 1 2.5 × 103 187
Yes 1.0K From Literature 5 × 103 160
Yes 1.0K All Equal 8 × 103 143
Yes 1.0K ∆mJ = 1 2 × 103 218
Table 4.5: Value of γ extracted from fits of data to Zeeman cascade simula-
tions after replacing lowest τd data point with two hypothetical data points at
τd = 10ms, τMLFS = 10ms. We wanted to see if the agreement between the low
τd data region and the model could be improved if we ignored the lowest τd data
point. There is very little difference between these results and the fits for γ obtained
when all of the data is included (see Table 4.4), and our limits on γ are unaffected
by the above analysis.
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Figure 4-15: Nickel hypothetical data with fit to Zeeman Cascade simulation. The
lowest τd = 10ms, τMLFS = 7ms point from the data set has been replaced by two
τd = 10ms, τMLFS = 10ms points in an attempt to see if the agreement between the
low τd region of data and the model can be improved. The squares are the best fit
simulations to the data, yielding a value of γ = 5.5× 103. Agreement with the model
is still poor for low values of τd, and the best fit value for γ is nearly identical to the
value of 5× 103 found using the original data set.
all of the previously described analysis by varying temperature and selection rules
and fitting for γ. We hoped to see better agreement between the model predictions
for τMLFS and the data at low τd. The resulting fits for γ are listed in Table 4.5. The
results are nearly identical to the results in Table 4.4. The relative sizes of the χ2
values for the various fits are even similar. The agreement with the τd < 30ms region
did not improve appreciably and the values of γ are nearly indistinguishable from
those obtained when the τd = 10ms, τMLFS = 7ms data point was included. The
bounds on γ found in the previous paragraphs are not changed by this analysis. Figure
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4-15 shows the hypothetical data set with the best fit value of 5.5 × 103 assuming
realistic selection rules and T = 750 mK. It is nearly identical to Figure 4-10.
It is interesting to note that although it is the temperature of the atoms that
causes the thermal excitation to occur, the larger source of uncertainty is in the selec-
tion rule assumptions. For our temperature range it is the selection rule assumptions
that impact the perceived Zeeman relaxation rate. This can be understood as fol-
lows. Recall that Γzr = (v
2τdχ)/γ where v ∝ T . As the temperature increases, the
Zeeman relaxation increases proportional to temperature. However, this increase in
the Zeeman relaxation rate with temperature is counteracted by the decrease in the
perceived Γzr due to collisional excitations. The overall effect causes the uncertainty
of the fits caused by temperature to be less important than the uncertainty caused
by selection rule assumptions and systematics in the data.
Finally, it is worth comparing our result to the unphysical case where all thermal
effects are ignored. We can fit the data to the simple model presented in Section 2.2.3.
The results are listed at the bottom of Table 4.4. Notice that inclusion of thermal
effects universally lowers the value of γ. This occurs because thermal excitations
decrease the overall loss rate from the MLFS state. As a result, the MLFS state
lifetime is longer than it would be in the absence of thermal excitation2. The simple
model assumes that the increase in τMLFS is attributed to the Zeeman relaxation
process instead of thermal processes. It therefore underestimates the inelastic collision
cross section, giving a falsely high value for γ. Figure 4-16 shows the best fit for γ
assuming T = 750 mK.
In summary, our data and analysis constrains the value of γ for nickel-helium
collisions to be between 2 × 103 and 1.1 × 104. The most significant sources of
uncertainties are twofold. First, a value of γ cannot be found that agrees well with
the entire data set. Either the low τd region or the high τd region agrees with the
simulation, but not both. Second, the assumed selection rules for Zeeman transitions
used in the Zeeman Cascade simulations affect the value of γ attained from the fit.
A change in the assumed selection rule changes the predicted deviation of the MLFS
2This issue is discussed in greater detail in Section 2.3.6 and demonstrated in Figure 2-13.
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Figure 4-16: Simple model without thermal excitation: best fit for γ assuming T =
750 mK. The value of γ obtained from this model is an overestimate because thermal
excitations are not considered.
state decay rate from the pure Zeeman relaxation rate Γzr. Γzr is proportional to the
inelastic collision cross section σzr. Because γ is a measurement of the ratio of elastic
to inelastic cross sections, a variation in the selection rules results in a change in the
value of γ.
4.3 Iron: Upper Limit on γ
We also attempted to measure γ for collisions between iron and 3He. All spectroscopic
teachniques to measure temperature, density, and τd, τMLFS, τMHFS are the same as
they were for the Nickel measurement. Of iron’s naturally occurring isotopes, only
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Figure 4-17: Zero-field Iron spectrum fit for density and temperature. Temperature
is obtained by fitting a Voigt profile to the spectrum.
57Fe has a nuclear spin (I = 1/2) and its natural abundance is 2%. The most common
isotopes, 56Fe and 54Fe have no nuclear spin and natural abundances of 92% and 6%
respectively. As a result, iron, like nickel, is a J = 4 atom without hyperfine structure
and their energy level structures are very similar.
Figure 4-17 shows the zero-field spectrum of the a5D4 → x5F5 transition at 248.4
nm taken 8 ms after ablation. The density of 1.29 × 109 cm−3 corresponds to 1.5 ×
1011 thermalized Fe atoms. We isolate the MLFS state by turning on the Helmholtz
field. Figure 4-18 shows the ∆mJ = 1 transition. There are 9 lines corresponding to
the mJ ground states. Because
56Fe comprises > 90 % of the isotopic population we
do not observe an overlap of different isotopic lines as we did in nickel.
The measurement of γ for iron was difficult because of its rapid Zeeman relaxation.
In our measurements of τMLFS vs. τd we did not observe a diffusion dominated region.
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Figure 4-18: Iron observed spectrum in 0.5 T Helmholtz field. The top figure shows
a spectrum immediately after ablation and another approximately 100 ms after ab-
lation. The mJ = 4 population has decayed away completely. In the bottom plot the
laser scan range has been decreased to isolate the mJ = 4 peak. The laser is tuned to
the peak of the resonance to measure the decay of the MLFS state population decay.
In fact, the relaxation was so rapid for all buffer gas densities that it was difficult
to make any kind of τMLFS measurement. Immediately after the ablation pulse we
typically see an absorption signal that decays in 2-3 milliseconds. This early decay
occurs at all buffer gas densities and contains no reliable information. We prefer to
avoid this transient signal and ignore absorption data taken in the first ∼ 10 ms after
ablation. In iron this was impossible because after 10 ms the signals were quite small
and τMLFS could not be measured. We therefore measure Fe lifetimes starting ∼ 5
ms after ablation. Figure 4-19 shows the measured τMLFS as a function of τd. Notice
that at low buffer gas densities we do not see the increase in lifetime associated
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Figure 4-19: Iron MLFS lifetime versus Diffusion Lifetime. There is no region of
τd for which τMLFS increases. This indicates that Zeeman relaxation loss dominates
diffusion loss for all observed values of τd and we can set an upper limit of γ < 3×103.
with diffusion. There is a region where the lifetime decreases slightly followed by
an apparent increase in lifetime at higher buffer gas densities. We are most likely
measuring a combination of τMLFS and τd which can lead to an apparent increase
in τMLFS as discussed in Section 2.3.6. It is tempting to assume that the decrease
in iron lifetime at low values of τd is due to Zeeman relaxation. However, without
an observation of the diffusion dominated regime we are not comfortable assigning a
quantitative value for γ. However, we can set a convincing upper limit.
We see no indication in any of our iron τMLFS measurements that we are in a
diffusion-dominated regime even at the lowest buffer gas densities. We conclude that
Zeeman relaxation occurs on a time scale faster than zero-field diffusion for every
observed value of τd. We wish to set the most conservative upper bound for γ that is
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consistent with our observation that diffusion does not dominate Zeeman relaxation
even for our lowest measured value of τd = 13 ms. We do not wish to quote a limit
that is artificially low, so our assumptions will all serve to elevate the limit of γ.
In order to set the limit, we recast Equation 2.28 into the following form:
γ = τdτzrv
2χ (4.4)
Recall that v is the relative velocity between a helium and iron atom during a collision
χ is a known geometric factor. We therefore need conservative estimates of τzr and v
for the data point associated with our lowest measured τd.
Recall that τMLFS is a combined effect of the diffusion and Zeeman relaxation
lifetimes. When τd = τzr the diffusion and Zeeman relaxation loss rates are equal and
the expected value of τMLFS = τd/2. We assume that this condition is met since it
is within the error bar of our lowest τd point. This is the most conservative estimate
because it implies that τzr is at its largest possible value to still be consistent with our
observation that τMLFS < τd. In order to estimate v we use the temperature obtained
from the zero-field spectrum taken 8 ms after ablation shown in Figure 4-17. Under
these conservative assumptions we set a limit for iron of γ < 3× 103.
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Chapter 5
Conclusions and Outlook
5.1 Summary of Iron and Nickel Results
A study of collisions between the most low-field seeking state of nickel and iron with
3He has been performed. The ratio of elastic to inelastic collisions γ for the Ni-He
system has been found to be between 2× 103 and 1.1× 104. An upper limit on γ in
the Fe-He system of 3 ×103 has been set. Although the elastic and inelastic collision
rates each depend on the buffer gas density, a method has been developed to measure
the ratio γ without direct knowledge of buffer gas density. Under our experimental
conditions the energy splitting between adjacent Zeeman levels was on the same order
as the thermal energy of the atomic sample. Under these circumstances, thermal
excitation into the MLFS state alter its perceived Zeeman relaxation rate and must be
included in the analysis. The values of γ for iron and nickel are too small to effectively
load MLFS atoms into a magnetic trap using the buffer gas loading technique. Rapid
Zeeman relaxation of MLFS atoms in collisions with the buffer gas causes population
transfer into untrapped states before the buffer gas can be removed from the system.
The measurements further demonstrate the phenomenon that inelastic processes
are suppressed in transition metal-helium collisions. The anisotropy of the collision is
small because the coulomb repulsion of the helium atom by the full outer 4s electronic
shell in the transition metal prevents the helium electronic cloud from sampling the
anisotropic d-shell valence electrons. The small interaction anisotropy results in a
large value for γ.
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5.2 Outlook: 1 µB and Rare Earth Element Evap-
orative Cooling
Although the measured collisional properties of the Fe-He and Ni-He systems are in-
teresting, there is no motivation to study transition metals further in our apparatus.
Because γ for the iron and nickel were not greater than 104 they are not good candi-
dates for loading a magnetic trap in a buffer gas apparatus. The successful trapping
of lithium, copper, and silver in our apparatus motivates us to pursue evaporative
cooling of these and other species. Our attempts to evaporatively cool lithium are
detailed Newman’s thesis [20]. We put much effort into minimizing the background
buffer gas density to thermally disconnect the trapped sample from the cell wall. The
cryogenic valve and pumpout sorb were implemented to remove buffer gas quickly
after trap loading. The wired cell was carefully designed to maintain low base tem-
peratures during magnet ramps. Despite these efforts we were not able to lower the
trapped lithium sample temperature more than a factor of two below the cell wall
temperature. Successful evaporation requires a further reduction in the cell temper-
ature to bind the helium film more tightly to the wall. We are currently considering
cell design options to increase thermal conductivity along the walls and to the mixing
chamber. In addition, evaporative cooling of a heavier alkali may be more successful.
The larger mass mismatch with helium could lead to less efficient energy transfer and
a lower heating rate due to background gas.
The values of γ in collisions with helium have been measured for several rare earth
elements [24]. The values range between 2.7×104 and 4.5×105; large enough to load
them into a magnetic trap if the buffer gas can be removed quickly. Our apparatus is
particularly well suited to trap these atoms because of its capability of fast buffer gas
removal. We are currently exploring the feasibility of evaporatively cooling rare earth
elements by measuring the dipolar two-body loss rates of dysprosium and holmium.
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Appendix A
Wired Cell and Pumping Sorb
Construction
A.1 Wired Cell Construction
The wired cell design requires ∼ 1000 0.25 mm wires to be expoxied to the outside
wall of the G10 cell body. This task poses two major difficulties. First, the density
of wires on the surface of the cell body must as high as possible to maximize thermal
conductivity along the wall. Thus the wires must be highly parallel and densely
packed. Second, the mixing chamber is ∼ 10 inches above the top of the cell. Thus
all each needs an additional 15-20 inches of length beyond the top of the cell so they
can be heat sunk to the refrigerator. It is a nontrivial task to elegantly lay down ∼
1000 thin, long wires on the outside of a cylinder so they are perfectly parallel and
densely packed. The method described below will hopefully aid future design and
construction efforts.
We designed a wire winding jig shown in Figure A-1. The jig provides a form on
which the wires could be positioned precisely and packed densely. A 20 inch PVC
pipe section with an outer diameter equal to the to the outer diameter of the cell
fits tightly into the top of the cell body. This PVC section keeps the extra 20 inches
of wire length aligned with the cell body during the epoxy process. A 1/2 inch long
teflon ring matching the cell outer diameter fits into the bottom of the cell body.
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Figure A-1: Cell wire winding jig.
The Stycast 1266 epoxy used to glue the cell wires does not stick to teflon, so the
teflon ring prevents the cell wires from being epoxied to the winging jig. Each end
of the tube is capped with an aluminum end cap. These end caps each have a 0.5
inch diameter, 6 inch length aluminum rod screwed into them. The rods, or “winding
posts”, support the weight of the winding jig during construction. Any rotation of
the end caps causes the wires to become twisted and not lay parallel to the cell axis.
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A square rod runs down the middle of the entire structure and mates with a square
hole in each end cap. This prevents the end caps from rotating with respect to each
other.
The cell winding is started by tying the magnet wire to one of the winding posts
(winding post 1). The wire is laid down the length of the tube, wrapped half way
around the other winding post (winding post 2), laid down along the opposite side of
the tube, wrapped halfway around winding post 1, laid back down the tube, wrapped
halfway around winding post 2 etc. etc. In this way the entire cell is wound without
ever having to cut the spool of wire. As the wire is laid down it is epoxied to the
cell body. Care is taken to make sure the epoxy coating is thorough and even but
not excessive. The process requires at least 3 people at all times to wind the wire,
keep the wires straight and densely packed, and lay down epoxy. Fresh epoxy is made
whenever the old batch starts to get too viscous. After all the wires are laid down
and epoxied, kevlar thread is wound around the circumference of the top and bottom
of the cell and embedded in epoxy to provide additional constraint to the wires at
the end of the cell.
After the epoxy is dry, the wires are clipped at the end caps and the winding
jig is disassembled. The brass cell adaptor ring (see Figure 3-4) is carefully epoxied
into the cell top paying careful attention not to kink the wires. The adaptor ring
creates an indium seal with the valve assembly to complete the cell vacuum space.
The extra lengths of wire are bundled, stripped of insulation, and welded to a copper
plate. During cooldown preparation the copper plate is bolted to the mixing chamber
clamp.
A.2 Pumping Sorb Design
Our pumping sorb resides in the pumping chamber above the trapping region along
with the valve apparatus. This caused us some problems in early runs because over
time some of the activated charcoal would shed from the pumping sorb and fall onto
the valve seat. This degraded valve performance. The sorb shown in Figure A-2 was
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designed to solve this problem and has worked flawlessly in three separate runs.
Activated charcoal is epoxied to the inside surface of a copper can with Stycast
2850. In our case the copper can has a gap along its length to accommodate our
buffer gas fill line which runs through the pumping region. Over time small pieces
of charcoal become unattached from the copper can and can fall onto the valve seat.
To prevent this, we enclose the entire inside surface of the copper can behind a layer
of very fine nylon mesh. A brass frame is soldered to the inside edges of the copper
can. This frame provides a surface to which a carefully cut piece of mesh can be
epoxied, sealing in any sorb that becomes unattached from the copper can during the
experimental run.
We have built sorbs nearly identical to the one described above but with all copper
and brass parts replaced with G10. This makes it possible to ramp the magnetic field
without inducing unwanted eddy current heating.
It has been suggested that a sorb heat sunk to the ∼ 100mK coldest part of the
cell might not pump as efficiently as a sorb heat sunk to a surface above 1K [50].
During most of our experimental runs the sorb has been heat sunk to the coldest
part of the experimental cell. In the most recent cooldown the sorb was mounted to
the stainless steel valve plate which is thermally sunk to the still. We have not yet
fully explored whether the sorb pumps more efficiently in this elevated temperature
configuration.
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Figure A-2: Cell pumping sorb. Charcoal is expoxied to the inside of the copper can.
A fine nylon mesh is expoxied to the brass frame to completely enclose the charcoal.
Any small pieces of charcoal dislodged from the copper can during the experimental
run cannot fall onto the valve seat.
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