It is proposed that when solving an arithmetic word problem, unsuccessful problem solvers base their solution plan on numbers and keywords that they select from the problem (the direct translation strategy), whereas successful problem solvers construct a model of the situation described in the problem and base their solution plan on this model (the problemmodel strategy). Evidence for this hypothesis was obtained in 2 experiments. In Experiment 1, the eye fixations of successful and unsuccessful problem solvers on words and numbers in the problem statement were compared. In Experiment 2, the degree to which successful and unsuccessful problem solvers remember the meaning and exact wording of word problems was examined.
Why are some students successful in solving word problems whereas others are unsuccessful? To help answer this question, we begin with the well-established observation that many students from kindergarten through adulthood have difficulty in solving arithmetic word problems that contain relational statements, that is, sentences that express a numerical relation between two variables (Hegarty, Mayer, & Green, 1992; Lewis & Mayer, 1987; Riley, Greeno, & Heller, 1983; Verschaffel, De Corte, & Pauwels, 1992) . For example, Appendix A shows a successful and an unsuccessful solution to a two-step word problem containing a relational statement about the price of butter at two stores. We refer to this as an inconsistent version of the problem because the relational keyword (e.g., "less") primes an inappropriate arithmetic operation (subtraction rather than addition), whereas in a consistent problem, the relational term in the second problem statement primes the required arithmetic operation (e.g., "more" when the required operation is addition). A substantial proportion of college students, who could be called unsuccessful problem solvers, use the wrong arithmetic operation on inconsistent problems but perform correctly on consistent problems Lewis, 1989; Lewis & Mayer, 1987; Verschaffel et al., 1992) . We interpret this finding as evidence that problem comprehension processes play an important role in the solution of arithmetic word problems.
In this article, we compare the reading comprehension processes used by problem solvers who make errors on inconsistent problems with those of problem solvers who do Mary Hegarty, Richard E. Mayer, and Christopher A. Monk, Department of Psychology, University of California, Santa Barbara.
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Correspondence concerning this article should be addressed to Mary Hegarty or Richard E. Mayer, Department of Psychology, University of California, Santa Barbara, California 93106. Electronic mail may be sent via Internet to hegarty @condor.psych.ucsb.edu. not make errors on inconsistent problems, and we refer to these two groups as successful and unsuccessful problem solvers, respectively. 1 We hypothesize that when confronted with an arithmetic story problem, unsuccessful problem solvers begin by selecting numbers and keywords from the problem and base their solution plan on these-a procedure we call the direct-translation strategy. In contrast, we hypothesize that successful problem solvers begin by trying to construct a mental model of the situation being described in the problem and plan their solution on the basis of this model-a procedure we call the problem model strategy. Our goal is to examine the hypothesis that unsuccessful problem solvers are more likely to use a direct translation strategy whereas successful problem solvers are more likely to use a problem-model strategy. We acknowledge that the direct-translation strategy might be just one source of unsuccessful problem solving and that the problem-model strategy might be just one source of successful problem solving.
Rationale
The domain of mathematical problem solving is becoming an exciting domain for researchers conducting cognitive studies of problem solving (Campbell, 1992; Mayer, 1989 Mayer, , 1992 Schoenfeld, 1985 Schoenfeld, , 1987 . Although the creation of a general theory of problem solving-that was based on general problem-solving heuristics-was a major goal in the 1970s (Newell & Simon, 1972) , more recent research in the study of expertise points to the crucial role of domainspecific knowledge and processes in a complete account of problem solving (Chi, Glaser, & Farr, 1988; Ericsson & Smith, 1991; Smith, 1991; Sternberg & Frensch, 1991) . Our goal is to provide an account of the domain-specific strategies that successful and unsuccessful problem solvers develop with practice on solving arithmetic problems and of how these strategies account for individual differences in performance.
In addition to its theoretical significance, the topic of mathematical problem solving has important practical implications for the status of science and mathematics education in the United States. Although improving mathematical problem-solving skills of students is one of the six national educational goals, there is disturbing evidence that American students are currently not keeping pace with their cohorts in other industrialized nations (Lapointe, Mead, & Phillips, 1989; McKnight et al., 1987; Robitaille & Garden, 1989) . For example, in one comprehensive study, students in the highest performing classroom of those sampled in the United States scored lower than students in the lowest scoring classroom of those sampled in Japan, and follow-up studies revealed that American students are particularly weak in mathematical problem-solving performance (Stevenson & Stigler, 1992; Stigler, Lee, & Stevenson, 1990) . Basic research on how successful problem solvers comprehend word problems could contribute to the solution of this national problem.
In building cognitive theories of problem solving, it is useful to distinguish between processes involved in constructing a problem representation and processes involved in solving a problem (Mayer, 1992) . Cognitive research in mathematics learning sometimes emphasizes solution processes such as computational procedures and problemsolving strategies (Anderson, 1983; Siegler & Jenkins, 1989 ). An equally important goal, that we adopted in the present study, is to develop an account of the ways in which problem solvers understand problems, that is, construct problem representations (Hinsley, Hayes, & Simon, 1977; Kintsch & Greeno, 1985; Mayer, 1982; Nathan, Kintsch, & Young, 1992; Reed, 1987) . By focusing on comprehension processes, we in no way wish to diminish the crucial role of other cognitive skills involved in mathematical problem solving (such as computational procedures). Our motivation for studying problem comprehension processes derives from growing evidence that most problem solvers have more difficulty constructing a useful problem representation than in performing the computations necessary to solve the problem (Cardelle-Elawar, 1992; Cummins, Kintsch, Reusser, & Weimer, 1988; Dossey, Mullis, Lindquist, & Chambers, 1988; Robitaille & Garden, 1989; Stern, 1993) .
The specific approach used in this study is to observe the comprehension processes of students whom we assume have acquired the basic skills involved in arithmetic problem solving and for whom these skills are highly practiced, that is, college students. This approach allows us to focus on fundamental difficulties in problem representation that cannot be attributed to poor computational skills, lack of general reading comprehension skill, lack of general knowledge, or unfamiliarity with word problems. By studying difficulties in problem comprehension that persist even in an adult population, we can identify cognitive processes that may need more attention when children are first acquiring problem-solving skills. Therefore, although our participants are adults, our theory may be relevant to younger learners as well. For example, Riley et al. (1983) and Verschaffel et al., (1992) have found that elementary school children have difficulty in solving one-step word problems containing relational statements.
Another unique characteristic of our approach is that we monitored students' eye fixations as they planned solutions to mathematics problems, which allowed us to gain insights into the nature of the comprehension processes (De Corte, Verschaffel, & Pauwels, 1990; Hegarty et al., 1992; Littlefield & Rieser, 1993; Verschaffel et al., 1992) .
Two Comprehension Strategies for Word Problems
We contrast two general approaches to understanding mathematical word problems that have been suggested by previous researchers : a short-cut approach and a meaningful approach that is based on an elaborated problem model. In the short-cut approach, which we refer to as direct translation, the problem solver attempts to select the numbers in the problem and key relational terms (such as "more" and "less") and develops a solution plan that involves combining the numbers in the problem using the arithmetic operations that are primed by the keywords (e.g., addition if the keyword is "more" and subtraction if it is "less"). Thus, the problem solver attempts to directly translate the key propositions in the problem statement to a set of computations that will produce the answer and does not construct a qualitative representation of the situation described in the problem.
In the meaningful approach, which we refer to as the problem model approach, the problem solver translates the problem statement into a mental model of the situation described in the problem. The problem model differs from a text base in that it is an object-based representation, rather than a proposition-based representation. This mental model then becomes the basis for the construction of a solution plan.
The direct-translation approach is familiar in several research literatures as the method of choice for less successful problem solvers. Direct translation has also been referred to as "compute first and think later" (Stigler et al., 1990, p. 15) , the keyword method (Briars & Larkin, 1984) , and number grabbing (Littlefield & Rieser, 1993) . Research on expertnovice differences reveals that novices are more likely to focus on computing a quantitative answer to a story problem (such as in physics) whereas experts are more likely initially to rely on a qualitative understanding of the problem before seeking a solution in quantitative terms (Chi et al., 1988; Smith, 1991; Steinberg & Frensch, 1991) . Similarly, crossnational research on mathematical problem solving suggests that use of the direct translation approach might be responsible for the poorer performance of American children relative to that of Japanese children. American children are more likely than Japanese children to engage in short-cut approaches to word problems, and instruction in U.S. schools is more likely than instruction in Japanese schools to emphasize computing correct numerical answers rather than understanding the problem (Stevenson & Stigler, 1992 -Stigler et al., 1990 .
The direct-translation approach makes minimal demands on working memory, and it does not depend on extensive knowledge of problem types. However, direct translation leads to incorrect answers when information implicit in the situation described by the problem is relevant to the solution, because students who use the direct-translation approach fail to represent this situation. In this article, we propose that the direct-translation approach accounts for errors on two-step compare problems such as that shown in Appendix A.
Closer Examination of the Comprehension Process
In this section, we consider the stages of comprehension for the butter problem in Appendix A by contrasting how this problem would be comprehended by a student using the direct-translation approach versus how it would be comprehended by a student using the problem-model approach. Each of these approaches involve several stages, which are diagrammed in Figure 1 . According to the model in Figure  1 , to prepare to solve this problem, a problem solver constructs a text base, extracts a mathematics-specific representation, and develops a solution plan.
Stage 1: Construction of the Text Base
As in most theories of comprehension (Johnson-Laird, 1983; Just & Carpenter, 1987; van Dijk & Kintsch, 1983) we assume that the text in a mathematics problem is processed in increments. At each increment, we assume that the
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problem solver reads a statement, that is, a clause or sentence expressing a piece of information about one of the variables or values in the problem. In constructing a text base, the problem solver must represent the propositional content of this statement and integrate it with the other information in his or her current representation of the problem. First, the problem solver represents the individual statements. In this process, the solver may use knowledge of the types of statements that occur in mathematics problems, which have been formally analyzed by Mayer (1981) . These include assignments, which express a value for a certain variable; relations, which express the quantitative relation between two variables; and questions, which express that the value of a certain variable is unknown. For example, the above problem can be analyzed into two assignments, a relation and a question: Units of measure and scale conversion must also be encoded as part of each statement.
As problem solvers read later statements in the problem, they must also integrate the new information in this statement with their current text base. This integration involves making referential connections between the different statements in the problem. For example, in the above problem, the solver must understand that this in the second sentence refers to the price of butter at Lucky, which was given in the first sentence. This process probably depends on general comprehension processes for computing coreference (Clark, 1969; Ehrlich & Rayner, 1983) . Thus, a primary task of the problem solver is to translate each statement into an internal propositional representation and to integrate this internal representation with the representation of other statements in the problem to construct a semantic network representation.
Stage 2: Construction of a Mathematics-Specific Representation
At the second stage of the comprehension of each statement, the problem solver is guided by the goal of solving a mathematics problem and constructs a representation, which we refer to as the mathematics-specific representation. It is at this stage that solvers using the direct-translation approach differ from solvers using the problem-model approach.
In the direct-translation approach, the second stage consists of the problem solver's decision as to whether the statement currently being processed contains a key fact, for example, either a number such as 65 or a keyword such as more in the relational statement in the problem about sticks of butter given in Appendix A. We propose that at this stage, problem solvers using direct translation delete all information from the text base except the numbers and the key words. Thus, the outcome of this stage over several cycles is a representation that contains less information than the text base, that is, only the keywords and numbers.
In the problem-model approach, problem solvers attempt to construct or update their problem model at this stage of comprehension. Because a problem model is an objectcentered representation, the solver must determine whether the statement currently being processed refers to a new object or an object that is already represented in his or her problem model. For example, consider how a solver might construct a model of the first two statements of the butter problem:
At Lucky, butter costs 650 per stick. This is 20 less per stick than butter costs at Vons.
The problem model has previously been characterized as an array of objects (Riley & Greeno, 1988; Riley et al., 1983) or as an array of symbols representing variables on a number line where the position of the variable represents its value (Lewis, 1989) . Although the data presented in this article do not differentiate between different versions of the problem-model approach, we use the number-line format here for illustration purposes. The number-line format is also suitable for the larger and continuous quantities referred to in these problems (i.e., it is difficult to think of how a price of 65(2 might be represented as an array of objects).
The first statement mentions one variable, the price of butter at Lucky. We assume that when this is read, the solver constructs a representation of a number line with a symbol for "Lucky" (representing the price of butter at Lucky) at the number 65 on the number line. The second statement refers to two quantities, but at Stage 1 of comprehension, the solver has determined that "this" refers to "the price of butter at Lucky", so the solver must add only one symbol to the model, a symbol to represent the price of butter at Vons. Because the position of "Vons" must represent the fact that the price of butter at Lucky is 20 more than the price of butter at Vons, the symbol for "Vons" is placed two units above the symbol for "Lucky" on the number line. Thus, the problem model contains two symbols representing the prices of butter at Lucky and Vons, and the relationship between these prices is represented by their relative positions on the number line. Note that in this representation, each number is tied to the variable that it represents as the position of the variable on the number line represents its value. In contrast, in the mathematics-specific representation constructed with direct translation, the numbers are not tied to variables.
In summary, participants who construct a problem model change the format of their representation from a proposition-based to an object-based representation at this stage of problem comprehension. In contrast, participants who use the direct-translation approach construct a more impoverished propositional representation at this stage, that is, a representation that contains less information than the text base and that can be based on erroneous relationship information.
Stage 3: Construction of Solution Plan
Once a problem solver has represented the information that he or she believes to be relevant to solving a problem, the solver is ready to plan the arithmetic computations necessary to solve the problem. In the case of the problem about the price of butter, the correct solution plan is to first add 2c to the price of butter at Lucky (650 per stick) and then multiply the result of this computation by 4. A problem solver using the direct-translation approach must base his or her solution on keywords, such as less in the relational statement and the numbers in the problem. Because less is probably associated with subtraction the solver will probably come up with the wrong solution plan, that is, to subtract 20 from the price of butter at Lucky, instead of adding 20. If the problem solver makes such an error, he or she will have no way of detecting this.
In contrast, a problem solver using the problem-model approach has a richer representation on which to base his or her solution plan, including an object-based representation of the cost of a stick of butter at Lucky in relation to the cost of butter at Vons. Not only will this guarantee an accurate solution plan, but a successful problem solver might keep the problem model in working memory to monitor the solution process. For example, a solver can infer from the qualitative problem model that the cost of butter at Vons is more than the cost at Lucky. Therefore, if the computations yield a per-unit cost that is less than 650, the solver can immediately detect an error in the computation of the answer and repair his or her computations. Thus, another important function of the qualitative problem model is that it serves as an aid to problem solvers for monitoring the solution process.
Experiment 1
Although we propose three stages in the comprehension of a problem, a previous study revealed that it sometimes takes problem solvers several iterations of reading the problem statement to accomplish these solution steps. This pattern suggests that problem solvers might have to switch back and forth between different problem-solving stages in the process of comprehending a problem. In that study we monitored participants' eye fixations as they solved two-step compare problems, such as the butter problem shown in Appendix A. The data from Hegarty et al. (1992) revealed that after reading through the problem statement, the participants made many regressions to lines of the problems-sometimes reading a line four or more times-before announcing a solution plan for the problem. Furthermore, we observed a selection effect in students' regressions, such that they were more likely to reinspect numbers than words. This effect is explored more fully in the present study because it can be used to evaluate the comprehension strategy being used by problem solvers.
The selection effect observed in the eye fixations of students solving mathematics problems is also symptomatic of the direct-translation strategy. A student using direct translation would focus most heavily on the numbers and relational terms in a problem rather than on the other words, because the student bases his or her solution plan entirely on this information. In contrast, a student using the problem-model strategy would pay more attention to the other words in the problem, which are used in constructing a problem model. In particular, participants using the problem-model strategy should pay particular attention to the variable names in the problem, because constructing a qualitative problem model involves representing the variables according to their relative magnitude, and in this representation, the numbers are tied to their appropriate variable names (in contrast to the direct-translation representation, in which the numbers are not tied to variables). A variable name is defined as a proper name referring to one of the quantities in the problem (e.g., Lucky and Vons in the sample problem presented earlier). Note that these predictions hold, regardless of whether the problem model consists of an array of objects (Riley & Greeno, 1988; Riley et al., 1983) or symbols representing the position of variables on a number line (Lewis, 1989; Okamoto, 1992) . Consequently, although the numbers and keywords are also important for participants using a problem model approach, participants using this approach should inspect the numbers and keywords in relation to the other words in the problem less often than participants using the directtranslation approach. Therefore, the absence of a selection effect is more reflective of a problem-model strategy.
We asked participants to solve a large set of problems, which allowed us to observe the effects of practice on students' comprehension strategies. On the one hand, we might expect participants to be more likely to use a problem model after practice on solving a set of similar problems. With practice, participants might form problem schemas, which would relieve the working memory demands of storing all the relevant information in the problem statement and therefore enable the participants to use the more memory-demanding problem-model strategy. On the other hand, without feedback on their errors, unsuccessful problem solvers might continue to use the erroneous direct translation strategy with practice, which would suggest that they need to be explicitly taught a more meaning-based approach to comprehending mathematics problems. Therefore, although we could make no a priori predictions about the effects of practice on comprehension strategies, the study of such practice effects has important educational implications.
The present study provides new evidence about individual differences in the comprehension strategies of successful and unsuccessful problem solvers. In particular, we propose that successful problem solving is more likely to result from a problem-model strategy for comprehending word problems, whereas unsuccessful problem solving is more likely to result from a direct-translation strategy. On the basis of this hypothesis, we predict different patterns of eye fixations: Unsuccessful problem solvers will be more likely than successful problem solvers to look at numbers and relational terms when they reread part of the problem, whereas successful problem solvers will be more likely than unsuccessful problem solvers to fixate variable names (e.g., Lucky and Vons) when they reread a part of the problem.
Method
Participants and design. The participants were 38 undergraduates recruited from the psychology subject pool at the University of California, Santa Barbara. The design was a mixed factorial design consisting of two between-and three within-subjects factors. The between-subjects factors were presentation order and problem-solving success. Participants were randomly assigned to one of four counterbalanced presentation orders, such that the numbers of participants in each presentation-order condition were approximately equal. Participants were classified as successful problem solvers if they made 0 or 1 conversion errors on 16 compare problems and as unsuccessful problem solvers if they made 4 or more conversion errors on these problems. All of the errors were conversion errors, that is, the participant stated an incorrect operation in his or her solution plan, (e.g., addition when the relational term in the problem was more and the correct answer involved subtraction). The data from two successful and two unsuccessful problem solvers who received each presentation order were selected for analyses, so that the analyses are based on the performance of 16 participants. The data selected were those of the two most successful problem solvers (those who made the fewest conversion errors) and the two least successful problem solvers (those who made the most conversion errors) in each condition.
All participants solved a series of problems that included 16 target problems that were generated with a 2 X 2 X 4 withinsubjects design, so all comparisons involving problem types are within-subjects comparisons. The first within-subjects factor was language consistency: In half of the problems the relational term (e.g., less than) was consistent with the operation to be performed (e.g., subtraction) and in the other half it was inconsistent (e.g., the problem contained less than and addition was required). The second within-subjects factor was whether or not the relational term was lexically marked: Half the problems contained an unmarked relational term (e.g., more than) and half contained a marked term (e.g., less than). The third factor was order of problems. Problems were presented in four blocks of 12 problems, each of which included 4 target problems, one from each of the four markedness-consistency combinations and one from each of the four cover stories in Table 1 .
Materials and apparatus. The materials consisted of four sets of 48 arithmetic word problems, containing 32 filler and 16 target problems. The four problem sets contained the same four blocks of 12 problems and, we constructed them by varying, within a Latin square, the order in which the four blocks were presented. Each problem set consisted of four blocks of 12 problems, with filler problems in positions 1, 2, 4, 5, 7, 8, 10 , and 12 and target problems in positions 3, 6, 9, and 11 for each block. Each block contained the same 12 cover stories, but the numerical values of the filler problems and the wording of the target problems differed from block to block.
The filler problems included various one-, two-, and three-step word problems, as shown in Appendix B. Each target problem consisted of three sentences, presented in four lines, as shown in Table 1 . For each target problem, the first sentence was an assign- At ARCO, gas costs $1.13 per gallon. This is 5 cents less per gallon than gas at Chevron. If you want to buy 5 gallons of gas, how much will you pay at Chevron?
Federal Express charges $1.75 for packet delivery. This is 20 cents less per pound than United Parcel. If you want to send a 12-pound package, how much will you pay at United Parcel?
At McDonalds, workers earn $6.00 per hour. This is 50 cents less per hour than workers at Wendy's. If you work for 8 hours, how much will you earn at Wendy's? Note. The remaining problems were identical to these except that more was substituted for less in the second line of each problem. ment statement expressing the value of some variable, the second sentence was a relational statement expressing the value of a second variable in relation to the first variable, and the third sentence (presented in 2 lines) asked a question about the value of the some quantity in terms of the second variable. The answer to the question always involved multiplication or division of the value of the second variable by a quantity given in the third sentence. The second sentence varied across problems in its consistency and lexical marking, thus yielding the four problem types as given in the rows of Table 1 . There were four cover stories for target problems as given in the columns of Table 1 .
The stimuli were presented on a DEC VR 260 monochrome video monitor that was situated approximately three feet (0.91 m) from the participant. The participant's eye fixations were monitored with an Iscan corneal-reflectance and pupil-center eye tracker (Model RK-426) that sampled the position of the participant's gaze every 16 ms and that output the x and y coordinates of this position to a DEC Vaxstation 3200. The Vaxstation also controlled the presentation of problems. The position of the participant's gaze was instantaneously displayed on a second video monitor (out of sight of the participant) by a pair of crosshairs (indicating the x and y coordinates) superimposed on the stimulus display that the participant was viewing. The display on this second video monitor was recorded on videotape with a VHS video camera and recorder. The video equipment was also used to record the participant's verbal statement of the solution plan by means of a microphone, situated approximately one foot (.30 m) from the participant.
Procedure. Each participant was randomly assigned to a test version and was tested individually. First, the experimenter presented written and verbal instructions. The participant was told that a word problem would appear on the computer screen and that his or her task was to tell how he or she would solve the problem but not to carry out any actual arithmetic operations. To illustrate these instructions, the participant was given the following sample problem: "Joe has 3 marbles. Tom has 5 more marbles than Joe. How many marbles does Tom have?" They were told that an acceptable response was "I would add 5 and 3 to get the answer." Participants then practiced announcing a solution plan to another problem before the experiment commenced. The task of giving a solution plan, rather than a final answer was used because some of the numbers in the problems were too large for participants to mentally compute a final solution, and the collection of eye-fixations necessitated that participants keep their heads still during the experiment, so that they could not make written calculations. A previous study showed that participants easily followed these instructions and that they made errors on this task that were similar to errors that they made on the task of completely solving a problem (Hegarty et ah, 1992) .
Following these instructions, the participant was seated in a dentist's chair facing the display screen and microphone. A headrest was fitted comfortably to the participant's head. The participant was asked to move as little as possible during the experiment. The participant was asked to fixate an asterisk that appeared in the top left corner of the screen and to push a button in order to begin and end each trial. As soon as the button was pressed, a word problem appeared on the display screen. The participant silently read the problem, stated how he or she would solve it, and then pushed a button. No time limitations were imposed. This procedure was the same for each of the 48 problems. When the participant completed the test, he or she was debriefed and dismissed. A typical session lasted from 30 to 40 min.
Results
Errors. We recorded the time to specify a solution plan and whether or not each participant made an error in specifying a solution plan on each of the 16 target problems. Unsuccessful problem solvers committed four or more errors on the 16 target problems, and successful problem solvers committed 0 or 1 errors. As in previous studies, unsuccessful problem solvers generated a higher proportion of errors on inconsistent than consistent problems, (Ms = .62 and .24, respectively), f(7) = 5.69, p < .01, whereas successful problem solvers by definition produced almost no errors.
Response times. An analysis of response times revealed that unsuccessful problem solvers tended to spend more time solving the problems than did successful problem solvers, although the difference was significant only by a directional test (Ms = 21.7 s and 14.6 s, respectively), t (14) = 1.78, p = .05, one-tailed. These data indicate that there was no speed-accuracy tradeoff. Because of the differences in accuracy between the two groups of participants for different problem types, the response-time data are difficult to interpret and were not analyzed further.
Scoring of eye-fixation data. The sequence of eye fixations was transcribed from the video recording by a research assistant who was unaware of the ability classification of the participants and the hypotheses of the study. This transcription provided an eye-fixation protocol for each participant solving each of the 16 target problems. The protocols listed, in sequence, each line of the problem at which the participant gazed and indicated which words were fixated on that line at that point in the participant's reading of the problem. Sample protocols are presented in Appendixes C and D. For each student we scored three objective measures from the protocol for each target problem: the number of times the student looked back at a number (such as "4"), at a relational term (such as less than), and at a variable name (such as Lucky) after the initial reading of the problem.
Do successful and unsuccessful problem solvers use different strategies?
An examination of students' eyefixation protocols provides a test of the hypothesis that unsuccessful problem solvers are more likely to use a directtranslation strategy and successful problem solvers are more likely to use a problem-model strategy. In particular, we examine the prediction that the selection effect will be stronger for unsuccessful than for successful problem solvers. Figure 2 summarizes the mean number of times per problem that unsuccessful and successful problem solvers looked back at a number or a relational term and the mean 20-1
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number of times that they looked back at a variable name in the problem. According to our hypothesis, unsuccessful problem solvers should focus more on numbers and relational terms in the problem compared to other materialbecause the direct-translation strategy is based on abstracting numbers and relational terms from the problem statement-whereas the successful problem solvers should show a more balanced focus that includes the variable names needed to construct a coherent representation of the situation being described in the problem, as well as the numbers needed to solve the problem. Consistent with our predictions, unsuccessful problem solvers reexamined numbers and relational terms significantly more often than did successful problem solvers (see Figure 2 ), r(14) = 2.37, p < .05. More specifically, unsuccessful problem solvers reexamined numbers an average of 16.3 times per problem as compared with 11.2 times for successful problem solvers, f(14) = 2.06, p = .059, and they reexamined relational terms an average of 2.3 times per problem as compared with 1.3 times for the successful problem solvers, f(14) = 2.07, p = .058. In contrast, unsuccessful and successful problem solvers did not differ significantly in how often they reexamined the names of the variables in the problem (see Figure 2) , \t\ < 1. In all of these analyses, the data are collapsed over presentation order, because order did not have any significant effects on reexamination or any significant interactions with problemsolving success (p > .10 in all cases).
Because unsuccessful problem solvers made more regressions in general, it was important for us to show that they inspected numbers and relational terms on a greater proportion of their regressions. This was the case, that is, unsuccessful problem solvers looked at a number or relational term in more of their regressions (66.3%) than did successful problem solvers, who looked at a number or relational term in 59.4% of their regressions, f(14) = 4.59, p < .001. These percentages were computed for each participant by dividing the mean number of times per problem that a number or relational term was reexamined by the mean number of times a number, relational term or variable name was reexamined.
The picture that emerged from this analysis was that unsuccessful problem solvers struggle more than do successful problem solvers to construct a representation of the problem but spend their additional effort mainly in reexamining numbers and relational terms rather than in reexamining other informative words. 2 This relatively higher 2 We expected situational terms such as "gas," "butter," "package," and "workers" to produce the same pattern of results as words describing the variable names: Unsuccessful problem solvers using direct translation will not need to focus especially on these words, but successful problem solvers will find these words helpful in their attempts to build a problem model. As with variable names, the groups did not differ significantly in the number of times they looked back to the situational terms "gas," "butter," "package," or "workers," f(14) = 1.02, p > .10; the same pattern was present for each block as is indicated by the lack of Group X Block interaction, F(3, 24) = 1.59, p > .20, MSE = 7.82. reliance on numbers rather than on words is consistent with the direct-translation strategy. In contrast, the successful problem solvers need to reexamine the problem less than do the unsuccessful problem solvers, and when they do look back to a previously read part of the problem they are less likely to look at a number than are the unsuccessful problem solvers. This relatively lower reliance on numbers is consistent with the problem-model strategy.
It should be noted that contrary to our expectations, there was a selection effect for the successful problem solvers, f(7) = 7.18, p < .01, in addition to an expected one for the unsuccessful problem solvers, f(7) = 6.79, p < .01 (see Figure 2 ). That is, even successful problem solvers fixated numbers more than variable names. This effect might reflect the fact that the eye-fixation protocols cover both the comprehension and planning stages of problem solution and that it is not possible to separate these stages in the protocols using the available data. Regardless of what problem solvers fixate during problem comprehension stages, their fixations should be focused primarily on the numbers during the planning stage because the solution involves combining the numbers.
Do successful and unsuccessful problem solvers learn at different rates? In our study, successful and unsuccessful problem solvers examined four blocks of problems, so it is possible to determine whether their comprehension strategies changed across the four blocks. Before considering the pattern of their eye fixations we first examined the rate of reversal errors on consistent and inconsistent problems on each block, as shown in Figure 3 . We conducted an analysis of variance (ANOVA) on the error-rate data for unsuccessful problem solvers with block and consistency as factors. The unsuccessful problem solvers produce a strong consistency effect in each block, as indicated in an overall consistency effect, F(l, 7) = 32.41, p < .001, MSE = 0.52, and the lack of a significant Consistency X Block interaction, F(3, 21) < 1, MSE = 0.52. Unsuccessful problem solvers appear to remain unsuccessful throughout the entire session, as their error rate remains high across all four blocks, and the effect of block is not significant for the unsuccessful problem solvers, F(3, 21) < 1, MSE = 0.40.
It was not valid to conduct an ANOVA on the data for the successful problem solvers, because there was no variance in these participants' performance on the consistent problems. An examination of Figure 3 indicates that, interestingly, a slight consistency effect is present for these participants for the first block, but any semblance of this pattern disappears on subsequent blocks. Thus, the successful problem solvers might be characterized as somewhat successful on the first block and highly successful on subsequent blocks.
If unsuccessful and successful problem solvers maintain their respective strategies across all four blocks, then the unsuccessful problem solvers should reexamine numbers On the first block, each group produced 2.66 regressions per problem, and overall, the successful problem solvers averaged 1.46 regressions, whereas the unsuccessful problem solvers averaged 2.11. and relational terms at a higher rate than the successful problem solvers on each of the four blocks. Figure 4 shows for each block the mean number of times per problem that unsuccessful and successful problem solvers looked back at a number or relational term and the number of times for each block they looked back at a variable name in the problem. We conducted an ANOVA on the percentage of regressions to numbers or relational terms, with the variables being group and block. The percentage of regressions that involved numbers and relational terms was similarly higher for the unsuccessful problem solvers than it was for the successful problem solvers on each of the blocks, as is indicated by a significant group effect, F(l, 14) = 21.03, p < .01, MSE = 35.9, and no significant interaction between group and block, F(3, 42) < 1, MSE = 19.9.
We also conducted an ANOVA on the number of regressions to numbers or relational terms, with group and block as factors. The number of regressions to numbers and relational terms differed across the four blocks, F(3, 42) = 16.38, p < .001, MSE = 5.16, and the differences were similar for both groups as is indicated by a lack of interaction between group and block, F(3, 42) < 1, MSE = 5.16. An examination of Figure 4 reveals that for both groups there was a monotonic decrease in the number of regressions to both numbers and relational terms across the four blocks.
Finally, we conducted an ANOVA on the number of regressions to variable names, with group and block as variables. The mean number of regressions to variable names differed across the four blocks, F(3, 42) = 6.03, p < .01, MSE = 7.81, and the difference was similar for both groups as is indicated by a lack of interaction between group and block, F(3, 42) < 1, MSE = 7.81. Again, both groups showed a monotonic decrease in regressions across blocks. These results are consistent with the idea that although unsuccessful problem solvers became somewhat more efficient in their processing of the problems over the course of the session (i.e., reduced regressions), they did not change their comprehension strategies to the problem-model approach. A relatively large difference in their regressions to numbers and relational terms compared to their regressions to variable names remained across all four blocks. Similarly, although the successful problem solvers also became more efficient in their processing of the problems, they appeared to maintain their problem-model strategy. The successful problem solvers showed a relatively small difference in the number of regressions to numbers and relational terms versus variable names across all four blocks. In short, the successful and unsuccessful problem solvers displayed qualitatively different comprehension strategies that remained qualitatively different with practice.
Examples of two approaches to comprehending mathematical problems. To illustrate the main results of this study, in Appendixes C and D we present protocols of a successful and an unsuccessful problem solver solving a problem with an inconsistent, marked relational term. The protocol presented in Appendix C was generated by an unsuccessful problem solver. The participant started by reading all the words in the problem. After this initial reading, the participant regressed to a previously read line of the problem 39 times, and these regressions were almost exclusively focused on the numbers in the problem and the units of measurement accompanying these numbers. For example, the participant refixated numbers 35 times. In contrast, the participant reread a variable name (Vons) only twice, when she reread the question. Therefore this protocol shows a strong selection effect. Consistent with our predictions, the participant made a conversion error on this problem.
This protocol can be contrasted with the protocol of a successful problem solver solving the same problem, which is presented in Appendix D. This participant regressed to a previously read line of the problem fewer times (13), and these regressions were not focused solely on the numbers in the problem. The participant refixated a number 8 times and refixated a variable name 6 times. Because this protocol does not show a strong selection effect, we propose that it is more characteristic of the problem-model approach. Consistent with our predictions, this participant solved the problem correctly.
Experiment 2
Our goal in Experiment 2 was to compare how successful and unsuccessful problem-solvers remember story problems that they have solved. Our predictions are based on the idea that students who tend not to make reversal errors (i.e., successful problem solvers) are more likely to remember the situation described in the problem because they use a problem-model strategy for encoding word problems, whereas students who tend to make reversal errors (i.e., unsuccessful problem solvers) are more likely to remember the exact wording of the keyword (e.g., less or more) because they use a direct-translation strategy for encoding word problems. In short, our predictions are based on the idea that successful problem solvers are more sensitive to essential meaning and less sensitive to exact wording in comprehending word problems than are unsuccessful problem solvers. Therefore, we predict that successful problem solvers will perform better than unsuccessful problem solvers on tests of memory for the essential meaning of word problems but worse than unsuccessful problem solvers on tests of memory for the exact wording of word problems.
Method
Participants and design. The participants were 37 college students recruited from the psychology subject pool at the University of California, Santa Barbara. Participants who committed no errors on the four target problems were classified as successful problem solvers (N = 17) ; participants who committed at least one reversal error on the four target problems were classified as unsuccessful (N -13), and participants who did not commit at least one reversal error but did commit at least one other kind of error were excluded from the analysis (N = 7). The two groups did not differ significantly on reported mean Scholastic Aptitude Test-Mathematics (SAT-Math) scores (565 and 574 for successful and unsuccessful groups respectively), /(28) < 1, nor did they differ significantly on mean reported rating of mathematical ability on a scale ranging from very poor (1) to very good (5), 3.56 and 3.77 for successful and unsuccessful problem solvers respectively, |/|(28) < I. Materials. The materials consisted of a participant questionnaire, four sets of a 12-sheet problem-solving test, a 4-sheet recall test, and a 4-sheet recognition test. The participant questionnaire was an 8.5 in. X 11 in. sheet that solicited basic information including the student's SAT-Math score and that asked the student "to rate your mathematics ability" on a 5-point scale ranging from very poor (1) to very good (5) . These measures were included to provide preliminary information regarding the relation of performance on the target problems to more general measures of mathematical achievement.
The problem-solving test consisted of 12 sheets, each 8.5 in. X 5.5 in., with a problem on each sheet; 4 of the sheets contained the target problems from Experiment 1 (see Table 1 ) and 8 contained the filler problems from Experiment 1 (see Appendix B). In each of the four sets, the eight filler problems were included in the same order; in each of the four sets different versions of the gas problem occurred as the 3rd problem, the butter problem as the 6th problem, the package delivery problem as the 9th problem, and the fast-food restaurant problem as the 11th problem. In each set, each of the four target problems was presented in one of four versions (consistent-more, consistent-less, inconsistent-more, and inconsistent-less) with presentation version for each problem counterbalanced across sets. Table 1 shows the four versions of each of the four target problems. The recall test consisted of four sheets, each 8.5 in. X 5.5 in., in which the student was asked to write down the problems about "gas," "butter," "package delivery," and "workers in fast-food restaurants," respectively. The recognition test consisted of four sheets, each 8.5 in. X 5.5 in., respectively containing four versions of each of the four target problems (consistent-more, consistent-less, inconsistent-more, and inconsistent-less.
Procedure. Participants were tested in groups of 1 to 4 per session, with the different versions of the problem-solving test mixed randomly within each group. Each participant was seated at an individual work booth. First, he or she completed the participant questionnaire. Second, the problem-solving test was presented, with test form completely randomized between subjects. Participants were told to show their work on the sheet for each problem and to keep working on a problem until instructed to tum the page to the next problem. Participants were given 1 min to solve each problem. Third, the problem-solving test was collected, and the recall test was presented. Participants were told to keep working on a sheet until instructed to turn the page to the next problem, and they had 1.5 min to work on each sheet. Fourth, the recall test was collected, and the recognition test was presented. Participants were told to circle the problem on each sheet that corresponded to the problem they had actually solved on the problem-solving test; they worked at their own rates for a maximum of 2.5 min. At completion of the recognition test, each participant was thanked and dismissed.
Results and Discussion
Scoring. The four target problems on the problem solving test were scored as "correct" if the numerical answer was correct or "incorrect" if the numerical answer was incorrect. Incorrect problems were further classified as reversal errors if the problem solver added when the correct operation was subtraction or subtracted when the correct operation was addition, as arithmetic errors if the problem solver made a computational error or miscopied a number, and as a strategic error if the problem solver left out a computational step.
We computed a semantic error score for each participant by tallying the number of semantic errors on the 4-item recall test and on the 4-item recognition test and by expressing this as a proportion of the total number of problems (i.e., dividing that number by 8). A semantic error occurred when the student produced a problem on the recall test or circled a problem on the recognition test in which the relation between the two terms was reversed (e.g., remembering that gas at Chevron costs less than at ARCO when the problem had stated that gas at Chevron costs more than gas at ARCO). We computed a literal error score for each participant by tallying the number of literal errors on the 4-item recall test and on the 4-item recognition test and dividing by 8 to express this as a proportion of problems solved. A literal error occurred when the student produced a problem on the recall test or circled a problem on the recognition test in which the relation between the two terms was consistent with the presented problem, but the wording of the relational term was changed (e.g., remembering "Gas at Chevron costs 5<t less ... than gas at ARCO" when the problem had stated that "This [gas at ARCO] is 50 more ... than gas at Chevron"). Examples of each type of error are shown in Table 2 .
Do successful and unsuccessful problem solvers differ in memory for meaning and memory for exact wording of word problems? According to our predictions, successful problem solvers are more sensitive to the essential meaning of word problems (i.e., the described situation) than unsuc- At ARCO, gas costs $1.13 per gallon. Literal error Gas at Chevron costs 5 cents more per gallon than gas at ARCO. If you want to buy 5 gallons of gas. how much will you pay at Chevron?
At ARCO, gas costs $1.13 per gallon.
Semantic error Gas at Chevron costs 5 cents less per gallon than gas at ARCO. If you want to buy 5 gallons of gas. how much will you pay at Chevron?
Semantic error This is 5 cents more per gallon than gas costs at Chevron. If you want to buy 5 gallons of gas. how much will you pay at Chevron? cessful problem solvers. In particular, we predicted that successful problem solvers would be more likely than unsuccessful problem solvers to remember the correct relation between the two variables in each target problem (e.g., whether gas at Chevron costs more or less per gallon than gas at ARCO), but successful problem solvers would be less likely than unsuccessful problem solvers to remember the exact wording of the relation between the terms (e.g., whether the problem contained the word "more" or "less"). Figure 5 shows the proportion of semantic and literal errors on remembering (i.e., recalling or recognizing) the four target problems by successful and unsuccessful problem solvers. Consistent with the predictions, the successful problem solvers made significantly fewer semantic errors in remembering the problems than did unsuccessful problem solvers, f(28) = 5.26, p < .0001, whereas the unsuccessful problem solvers made significantly fewer literal errors than successful problem solvers, ?(28) = 2.72, p < 02. This pattern is consistent with the idea that the successful problem solvers were more likely than unsuccessful problem solvers to construct a problem model while comprehending the word problems, whereas unsuccessful problem solvers were more likely than successful problem solvers to use a direct-translation strategy for encoding word problemsthus showing less sensitivity to the situation described in the problem. In this analysis, the data were collapsed over the different presentation orders for the problems, because this variable did not affect memory significantly or interact with problem-solving success in a 2 (groups) X 4 (orders) ANOVA (p > .10 in both cases).
In a more specific analysis, we compared the performance of the unsuccessful and successful groups separately for the recall and recognition tests. As predicted, the unsuccessful group committed significantly more semantic errors than did the successful group on recall (Ms = 2.39 and 1.35, respectively), t(28) = 2.87, p < .01, and on recognition (Ms = 1.54 and 0.35, respectively), t(28) = 5.22, p < .0001, whereas the successful group committed significantly more literal errors than did the unsuccessful group on recall (Ms = 1.18 and 0.69, respectively), f(28) = 2.12, p < .05, and on recognition (Ms = 1.77 and 0.77, respectively), /(28) = 2.57, p < .05. These data were collapsed over presentation order, because this variable did not show significant main effects or interactions with problemsolving success (p > .10 in all cases). § 
Discussion
These experiments provide converging evidence concerning the hypothesis that unsuccessful problem solvers are more likely to comprehend by direct translation and that successful problem solvers are more likely to comprehend by building a problem model. First, unsuccessful problem solvers devote a higher percentage of their fixations to numbers and relational terms when they reread part of the problem, as compared with successful problem solvers. Overall, the unsuccessful problem solvers looked back at parts of the problem more than did successful problem solvers, thus suggesting that they are struggling to figure out how to solve the problem. However, unsuccessful problem solvers seem to use a comprehension strategy that emphasizes looking at numbers and relational terms-as predicted by the direct translation approach. In contrast, successful problem solvers devote a greater percentage of their fixations to variable names than do unsuccessful problem solvers, thus suggesting they are more likely to be using a problem-model strategy. In this study, we specify the differences in the way successful and unsuccessful problem solvers examine numbers and important words in a problem. This work adds to the emerging literature on the use of the eye fixation methodology to study processing of mathematical information (De Corte et al, 1990; Hegarty et al., 1992; Littlefield & Rieser, 1993; Mayer, Lewis, & Hegarty, 1992; Verschaffel et al., 1992) .
Second, the differences between successful and unsuccessful problem solvers both in the pattern of errors and in the pattern of eye fixations remain stable over the course of the session. There is no evidence that practice causes unsuccessful problem solvers to change towards a problemmodel strategy nor that practice causes successful problem solvers to change towards a direct-translation strategy. Perhaps it is not surprising that unsuccessful problem solvers did not change to a problem-model strategy during the session, because it appears that they did not develop this strategy during years of mathematics instruction.
Third, when successful problem solvers make errors in remembering word problems, they are more likely than are unsuccessful problem solvers to remember the situation described in the problem (e.g., one variable is greater or less than another) but less likely than unsuccessful problem solvers to forget the specific relational keyword used in the problem (e.g., less or more). This pattern is consistent with the idea that successful problem solvers are more likely to construct a meaningful representation of the situation described in the problem whereas unsuccessful problem solvers are more likely to focus on keywords and numbers.
Although these experiments provide converging evidence that successful and unsuccessful problem solvers tend to use qualitatively different comprehension processes for word problems, it would be incorrect for us to conclude that all unsuccessful problem solvers use one strategy and that all successful problem solvers use a different strategy on all story problems. Strategy selection is likely to be based on both individual and situational factors (Siegler & Jenkins, 1989) , and all we can claim from the current set of findings is that successful and unsuccessful problem solvers differ in their tendencies (or likelihood) to use one strategy or another.
The eye-fixation data and memory data indicate that successful problem solvers construct a problem model in which the numbers in the problem statement are tied to their appropriate variable names, which means that they pay relatively more attention to the variable names while rereading the problem. Beyond this, it is not possible to determine the exact nature of the problem models of successful problem solvers from the present data. Although we stated our theory in terms of a problem model with a number-line format, it is possible that the problem models constructed by successful problem solvers have some other format, such as an array of objects (Riley & Greeno, 1988; Riley et al., 1983) .
In this research, we have focused on the solution of compare problems, but the direct-translation and problemmodel strategies documented in the context of these problems have the potential of explaining individual differences in the solution of other types of mathematics problems. For example, Reed (1993) found conversion errors in motion problems in which college students were asked to compare two speeds (e.g., an athlete's running and biking speeds). Regardless of the correct solution, students tended to add numbers from the problem when they were asked to find the faster speed and to subtract when asked to find the slower speed. Reed's results suggest that the direct-translation strategy might be even more prevalent among college students than indicated by performance on the simpler problems used in this study. The direct-translation strategy can also account for the finding that some students are less successful than others in differentiating relevant from irrelevant information in word problems (Littlefield & Rieser, 1993; Low & Over, 1989; 1990) .
These results offer useful educational implications. They show that less successful problem solvers do not switch to a more meaning-based strategy with brief practice alone. If unsuccessful problem solvers are prone to use a short-cut comprehension strategy, they need a reason to change to a more meaning-based strategy. Unfortunately, a direct-translation strategy may be effective for many of the word problems they are asked to solve within the context of school mathematics so that these students never developed the problem-model approach in school and persist in using the direct-translation approach as adults. Thus, a first step in comprehension strategy instruction is to present students with problems that help them see that direct translation does not work well for some problems. A second step is to provide instruction in a method that emphasizes understanding the situation described in the problem, such as the problem-model strategy. Lewis (1989) successfully used number-line diagrams to help students acquire a problemmodel strategy for comprehending word problems. In conclusion, we have demonstrated the importance of adding domain-specific comprehension strategies to the arsenal of skills taught via cognitive strategy instruction (Pressley, 1990 
