I. INTRODUCTION

R
ELIABILITY of microelectronic complementary metal oxide semiconductor (CMOS) devices, such as soft errors, is a major concern especially for very integrated technologies such as static random access memory (SRAM)-based field-programmable gate arrays (FPGAs). Then, it is critical to characterize their sensitivity to single-event upset (SEU) and multiple bit upset (MBU). An MBU is defined as MBUs within a logical word of the memory. In this paper, the impact of low linear energy transfer (LET) particles such as heavy ions in a 28-nm Bulk SRAM FPGA from Xilinx (Artix-7) is highlighted. MBU in configuration RAM (CRAM) and block RAM (BRAM) are analyzed.
Recent work [1] revealed the impact of the angle of incidence of low LET ions on the SEU and MBU sensitivity of 28-nm SRAM-based FPGA. In this paper, the main contribution is to propose new data and comparisons simulations with the aim to analyze in detail the competition of the influence of the angle of incidence and rotation of low LET heavy ion particles on the occurrence of single and MBU in the same 28-nm SRAM-based FPGA. Results show that the knowledge of the bitstream logical organization is needed to determine with relevance SEUs and MBUs in the FPGA memories. MBU data are more relevant for the FPGA user since the physical organization of the memory cells is usually unknown in these devices. These new results give us the required information to apply the most effective detection and correction mechanism to deal with multiple upsets in CRAM and BRAM. The analysis of MBU events in SRAM-based FPGAs is more complex than in standard SRAM memories since the current architectures are composed of heterogeneous blocks composed with different schemes and layouts [2] .
Recent work [1] compared experimental data with simulations performed at transistor level by the prediction tool multiscale single-event phenomenon prediction platform (MUSCA SEP3) [3] - [5] . As published by Xilinx the SRAM-based FPGA (Artix-7) has been designed with high performance low power (HPL). Because of confidential reasons, specific processes, such as HPL, cannot be reachable with the aim to investigate by simulation the single-event effect (SEE) sensitivity of such SRAM based.
In the last session of this paper, the results showed a very good agreement between the prediction and the measurements, as well the comparisons with previous publications. The lowpower (LP) process calibrated in this work can be used with the aim to investigate the SEE sensitivity of Xilinx FPGA Artix-7; for this reason, the LP process have been used to analyze the effect of device under test (DUT) orientation presented in experimental results. In this work, the effect of DUT orientation presented in experimental results is confirmed and analyzed with the simulation tool.
II. EXPERIMENT SETUP AND METHODOLOGY TO CLASSIFY SEUs AND MBUs
A. Setup Measurement of SEU/MBU Under Heavy Ions
The DUT is a 28-nm Artix-7 FPGA from Xilinx. The device package was thinned to allow that heavy ions reach the active 0018-9499 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. region. This FPGA is mounted into a low-cost commercial development board, Nexys 4 from Digilent [6] . The device was tested at nominal voltage (1 V). The Artix-7 FPGA is an array of configurable resources such as CLBs (lookup tables and flip-flops), DSPs, embedded BRAMs, and other specialized blocks. These resources are configured and interconnected using a configuration memory based on SRAM cells. CRAM represents the largest percentage of the total SRAM cells in the device. The second largest memory is the one dedicated for the user circuit (BRAM). These two memories are logically organized in small segments named frames. In this device, the frames are composed of SRAM cells that are physically interleaved to minimize the occurrence of MBUs within the frame. In the case of the CRAM, the frames are protected with single error correction and double error detection. As presented in [1] , in the specific part tested (XC7A100T-CSG324), each frame has 3232 b and the CRAM has nearly 23 million bits and almost 6 million bits of BRAM. The analysis of both memories is presented independently because each memory is composed of different types of SRAM cells [7] .
The heavy ions tests were performed at the Laboratório Aberto de Física Nuclear of the Universidade de São Paulo (LAFN-USP), Brazil in December 2015 and April 2016 [8] . The ion beams were produced and accelerated by the São Paulo 8UD Pelletron Accelerator. Table I summarizes the species, the angle of incidence (ϕ) and the rotation angle (θ ) of the board, the effective LET, and the fluence. These tests were performed in a vacuum chamber and the effective LET for the tested angles are below 10 MeV · cm 2 · mg −1 . The SRIM software was used to calculate the effective LET at the active layer [9] . The rotation of the board and the beam incident angle are depicted in Fig. 1(a) . The board containing the DUT is connected to a control computer through a USB interface for Joint Test Action Group communication. An external power supply completes the test setup as shown in Fig. 1(b) .
In the control computer, custom-made software is responsible for the data collection. The test performs a semistatic approach and consists on loading a known bitstream before the beam is on and then continuously readback the stored bitstream to capture the upsets. The configuration and readback of the FPGA are done through the Xilinx iMPACT tool [10] . Then the readback bitstream is compared against the original bitstream and to the last readback bitstream. In this way, the total accumulated and the last occurred upsets are logged.
B. Method to Classify SEUs and MBUs
As presented in [1] , once we have the readback bitstream from the radiation tests, we can assign each upset to its correspondent configuration frame. So, when more than one upset appears in the same configuration frame, this event is classified as an MBU. The other cases are classified as SEUs. According to the byte position in the bitstream it is also possible to classify the upset as a CRAM frame or BRAM frame upset.
The adopted method to detect SEUs and MBUs implies that the contained data from the readback has truly MBUs generated by a single particle and not "constructed MBUs" generated from coincident SEUs (CSEUs) from different particles. So the accuracy must be evaluated. In Table II are presented the details of the readback data obtained from the heavy ion test.
The ion flux was adjusted in each run to reduce the number of upsets per readback and in consequence the number of CSEUs is also reduced. It was used the same method proposed in [11] and [12] to evaluate the probability of CSEUs as a function of the percentage of the FPGA memory with upsets. The procedure combines Monte Carlo simulations and an analytical approach to estimate the probability. The Monte Carlo simulations consisted on defining a matrix with the same size of the Artix-7 tested part and then simulates the occurrences of random single upsets in the matrix up to the point where two of them construct an MBU. This simulation was run for 1 600 000 times for statistical significance. These data were plotted in Fig. 2 as a cumulative distribution function.
The other plotted curve corresponds to the analytical approach presented in [12] . Using a modified version of the birthday problem, this work calculates the probability of CSEUs in a readback data in function of the size of the matrix and the number of upsets in the readback as shown in the following equation:
where n is the size of the FPGA memory, p is the number of upsets per readback and k is named "collision range." The collision range was set to 1616 (half of the size of a frame), p was defined as a vector where the minimum and maximum value where defined by the correspondent minimum and maximum upsets found per readback in our heavy ion tests. Both plots agree almost perfectly and they determine that for our average number of upsets per readback shown in Table II , the readback data have the probability of less than 8% of CSEUs.
III. RESULTS OF SEU/MBU MEASUREMENTS
In this section is presented two different analyses with different objectives. In the first analysis, the goal is to explore the increase of effective LET by changing the incident angle. In the second analysis, the goal is to explore the effect of the incident angle in similar effective LETs.
For each analysis the results are presented in terms of cross section. The error bars represent a 95% confidence interval of upset counts using Poisson statistics. For the data points where statistical error bars are not shown, they are smaller than the size of the plotting symbols. When the organization of the memories (frames) is not taken into account, the cross section is presented as total upset cross section. On the other hand, the organization of the memories allows classifying the cross section into SEU, MBU or SEU+MBU cross section.
A. Effect of Incident Angle at Fixed Particle Energy
This analysis corresponds to runs 1, 2, and 3. The energy of the particle was fixed and three incident angles (ϕ) were tested: 0°, 45°, and 60°which gave three different effective LETs: 3, 5.21, and 9.13 MeV · cm 2 · mg −1 . The rotation angle is fixed to 0°. The cross section plots are presented in Fig. 3 . It is presented the total upset, SEU, MBU, and SEU + MBU cross sections for CRAM and BRAM memories.
It is observed that the cross section increases with the increase of effective LET as expected. Moreover, the MBU cross section presents a higher increase than the other three classifications. The SEU cross section is higher than the MBU cross section for all the incident angles. The SEU + MBU cross section is similar to the total upset cross section because the upsets are dominated by the SEUs events.
B. Effect of Incident Angle at Similar LET
This analysis evaluates runs 4 to 9. From Table I , it is possible to observe three different scenarios that are around to LET = 3.3, 5.6, and 9 MeV · cm 2 · mg −1 . We tested three different incident angles: 0°, 45°, and 60°. However, the rotation angle is fixed to 90°and for each incident angle we tested only two different LETs. The cross section plots are presented in Fig. 4 . It is presented the total upset, SEUs and MBUs cross sections. Similar to the first analysis, the SEU cross section is higher than MBU cross section. When Effective LET increases, the cross section increases (SEU and MBU) in all cases except MBU cross section of BRAM. When incident angle increases, the SEU and MBU cross section decrease for similar LETs.
When comparing the CRAM and BRAM MBU cross section, the latter is higher. Some hypotheses to the different susceptibility are that these SRAM cells are designed with different objectives. The CRAM cells are sensed directly and the content in principle should be static until the next reconfiguration. On the contrary, BRAM cells share the same bit lines and need to be optimized for writing and reading.
Finally, comparing the BRAM MBU cross section at rotation angles of 0°and 90°[Figs. 3(f) and 4(f)], the BRAM MBU cross section is higher at θ = 90°. One possible explanation is that presumably the arrangement of BRAM cells is not the same in the row and column direction. A previous generation of SRAM-based FPGA (Virtex-5) presented similar effects to angles of incidence and rotation irradiation [15] . Fig. 5 depicts a detailed distribution of the MBU events by size for CRAM. This information is important when selecting the repairing (scrubbing) method of these MBUs. As an example if the Xilinx soft error mitigation (SEM) IP [13] is used, the detection and correction effectiveness is presented in Table III . When using only the error-correcting code (ECC) from frames, the SEM IP can detect up to two upsets per frame and correct at most one upset per frame. However, when selecting the mode that uses ECC and cyclic redundancy check codes, the SEM IP can detect and correct up to two upsets per frame.
IV. MBU ANALYSIS FOR CRAM AND BRAM MEMORIES
In Table IV , the distribution of events for BRAM is presented. Two analyses are showed. The first one analyzes the MBUs from the frame point of view. So, a multiple upset event is considered when more than one upset happens in a BRAM Fig. 3 . Results of the first analysis campaign where the goal is to explore the increase of effective LET by changing the incident angle [1] .
(a) Total upsets cross section (CRAM). (b) Total upsets cross section (BRAM). (c) SEU cross section (CRAM). (d) SEU cross section (BRAM). (e) MBU cross section (CRAM). (f) MBU cross section (BRAM). (g) SEU + MBU cross section (CRAM). (h) SEU + MBU cross section (BRAM).
frame. On the other hand, in the second analysis the MBUs are evaluated from the user data point of view. In this analysis is considered that each BRAM memory block is used as a 36-Kb memory with 64-data bits word and 8-ECC bits for each word. Since the user bits have data interleaving of 4 b inside the BRAM frames, most of the MBU events presented in the frame point of view analysis are transformed into a one upset per word in the user data point of view analysis. Comparing the results from CRAM and BRAM, the LET dependence in both types of frames has a clearly different effect.
V. INVESTIGATION OF UPSET SENSITIVITY BY SEE MODELING
MUSCA SEP3 is a soft error prediction tool based on a Monte Carlo approach, which performs a full flow of simulations from the interaction of the radiation particles with the device down to the occurrence of the soft error in the circuit (in this work the SRAM-based FPGAs). The complete principle of the modeling is reported in previous works [3] - [5] . These simulations use nuclear database and take into account the dynamic transport and charge collection mechanisms (multicollections, charges sharing pulse quenching and other effects), bipolar amplification, the bias voltage, the layout, and the fabrication process with the aim to build a single event transient database. Next, this transient currents database is injected on each node of the cells at transistor level for an electrical transient simulation using simulation program with integrated circuit emphasis (SPICE) simulator [16] with the aim to estimate the soft error response of the circuit.
For this work, the nMOS and pMOS model cards are provided by predictive technology model [18] . However, because of process variations from a foundry to another, those models card need to be calibrated with the aim to fit with the technology used in the SRAM-based FPGA of the Artix-7. In addition to process variations, the main difference at layout level of those two technologies is the SRAM cell area: 0.155 and 0.127 μm 2 for the LP and HP, respectively. Xilinx uses the TSMC HPL process. The HPL process was developed for Xilinx exclusively by TSMC. The characteristics of HPL process are "close" to LP process but with higher performances. Because of confidential reasons, the HPL process is not accessible for this work. Then, in this section, the impact of the process on the upset cross section is investigated considering two 28-nm TSMC processes: the bulk 28-nm LP technology and the 28-nm low power with high-k metal gates (HP) technology [19] . Hypotheses have been done for the information related to transistor sizes. These hypotheses are based on a die shrink of 45-nm technology layout published by Luo et al. [20] . The electrical performances of those technologies are different. The butterfly curves measured (in black closed squares) as a function of voltage scaling highlight this variation in terms of reliability as shown in Fig. 6 .
These butterfly curves show the static noise margin (SNM) in read mode and have been obtained by Wu et al. [17] . As mentioned, a calibration of the Berkeley Short-channel Comparison of upset cross section per bit measured at LAFN-USP (opened black squares) and issued from [14] (closed black squares) and calculated by MUSCA SEP3 for the low-power SRAM (closed red dots) and for the high performance SRAM (closed blue triangles) for heavy ions with a range of LETs from 0.1 up to 40 MeV · cm 2 · mg −1 [1] .
IGFET Model parameters of the nMOS and pMOS transistors allowed obtaining a relevant modeling of the SRAM cells. This point is required with the aim to propose a relevant soft error estimation and analysis. Fig. 7 presents the comparison of experimental data measured at LAFN-USP (opened black squares) and issued in [14] (closed black squares) and MUSCA SEP3 calculations coupled with electrical simulations at transistor level with calibrated model cards for the technologies, 0.127 and 0.155 μm 2 i.e., LP (closed red dots) and HP (closed blue triangles), respectively.
The comparisons are done for heavy ions data with a range of LET from 0.1 up to 40 MeV·cm 2 ·mg −1 . A good correlation is shown as well in term of LET threshold and saturation for the higher LETs. As mentioned above, the LP technology is less sensitive to SEU because of a lower SNM. The critical charge (Q crit ) depends on the gate oxide capacitance (C ox ) and the SNM, as defined in (2) [21] . As reported in [22] and [23] , the SNM depends on the core voltage of the SRAM cell. SRAM voltage may vary during operation, with the SRAM placed in a low-voltage state during idle period to save power, and the supply voltage raised while SRAM is active
The higher sensitivity of HP process can be explained by the diffusion mechanism of the generated charges which disturbs the nominal behavior (especially in hold mode) of the struck and adjacent memory cells.
This change in the SEU sensitivity between HL and LP is limited at the threshold because of the very low LET threshold of the two processes. While at saturation, the higher multiple cell upsets ratio of HP technology induce a higher SEU cross section than the LP technology.
The correlation of the SEU sensitivity of the LP technology and the strong overestimation of the SEU sensitivity of the HP technology allows proposing a hypothesis on the process used by Xilinx for CRAM and BRAM in the FPGA. The TSMC HPL process used for CRAM and BRAM memories are not reachable. The SEE prediction tool has been used to determine the best representative technological process of 28-nm by the mean of a comparison of SEE cross section. This work shows that the LP process calibrated with the use of SNM measurements can be used with the aim to investigate the SEE sensitivity of Xilinx FPGA Artix-7. For this reason, only the LP technology is presented in Figs. 8-10 . Fig. 8 presents the investigation of the impact of device orientation impact on the upset occurrence as a function of the effective LET obtained by simulation. The first observation is that the 28-nm SRAM cell is lightly more sensitive when the heavy ion strikes the device at 90°as illustrated in Figs. 3(a) (φ = 0°) and 4(a) (φ = 90°) for similar effective LET. This point should indicate the orientation of the SRAM cell layout in the FPGA die. A second point interesting to note is that the Fig. 9 . Simulation of the impact of heavy ion angle on the SEU cross section considering 90°of device orientation. trend is highlighted for low LET. Actually, the difference of upset cross section at 0°and 90°decreases by a factor of 3 between 6 and 20 MeV · cm 2 · mg −1 .
Figs. 9 and 10 present the heavy ion tilt on the singleupset cross section for the device orientation of 90°and 0°, respectively. It is interesting to note that an increase in the tilt of heavy ion increase the LET threshold. This point is observed for the two devices orientation. A second point, which can be observed in the simulation results, is the light decrease in the SEU cross section induced by the increase in the heavy ion tilt. This trend is highlighted especially at 10 MeV·cm 2 ·mg −1 .
This result is in agreement with the trend of the experimental data presented in the first part of this paper. However, the effect is not totally clear on each simulation results. A more detailed modeling of the back end of line and a more realistic modeling of the charge generation in the actives area must highlight this effect induced by the specificity of ion characteristics used in facility of the Laboratório Aberto de Física Nuclear of the Universidade de São Paulo.
VI. CONCLUSION
This paper presents the impact of low LET heavy ions particles on the reliability of 28-nm Bulk SRAM cells from Artix-7 FPGA. New radiation tests considering the rotation of the device have been presented. The analysis of the radiation tests showed significant differences in the MBU cross section of CRAM and BRAM memory cells under various angles of rotation of the device. This analysis has been compared to previous data dedicated to the impact of the angles of incidence. It has been shown that MBU events are influenced not only by the LET of the particle but also the trajectory of the particle when it hits the device. The simulation results obtained with MUSCA SEP3 tool showed a very good agreement between the prediction and the measurements, as well the comparisons with previous publications. The TSMC HPL process used for CRAM and BRAM memories are not reachable. The SEE prediction tool has been used to determine the best representative technological process of 28-nm by the mean of a comparison of SEE cross section. This paper shows that the LP process calibrated with the use of SNM measurements can be used with the aim to investigate the SEE sensitivity of Xilinx FPGA Artix-7; for this reason, the LP process have been used to analyze the effect of DUT orientation presented in experimental results. MUSCA SEP tool has been used to highlight that the angle configuration as a function of the layout of the memory cell impact strongly the upset sensitivity of CRAM and BRAM used in the FPGA Artix-7.
