We prove that the scattering matrix at a fixed quasi-energy determines uniquely a time-periodic potential that decays exponentially at infinity. We consider potentials that for each fixed time belong to L 3/2 in space. The exponent 3/2 is critical for the singularities of the potential in space.
Introduction
We consider the scattering of a quantum-mechanical particle in R 3 by its interaction with a shortrange external potential that is periodic in time. The time-dependent Schrödinger equation is given by, i ∂ ∂t ϕ(t, x) = H(t)ϕ(t, x), ϕ(t 0 , x) = ϕ 0 (x), (1.1)
period that we take as 2π, i.e., V (t + 2π, x) = V (t, x), the solution to (1.1) is given by a strongly continuous unitary group on L 2 ,
where we denote by ϕ(t) the function ϕ(t, ·).
The wave operators with time lag τ ∈ R are defined as the following strong limits
We give below conditions assuring that the W ± (τ ) exist and are complete, i.e., Range W ± (τ ) = H ac (U(τ + 2π, τ )). Here H ac (U) denotes the subspace of absolute continuity of U. Then, the scattering operators 4) are unitary on L 2 . Note that as V is periodic, W ± (τ + 2π) = W ± (τ ), and S(τ + 2π) = S(τ ). Hence, it is enough to consider τ ∈ [0, 2π). The construction of the scattering matrix associated to S(τ ) is a consequence of the application to our problem of the Howland-Floquet method [9] , [43] , [10] and of the Kato-Kuroda scattering theory [19] , [22] . However, to motivate physically the scattering matrix, and in particular, to clarify what is the meaning, in physical terms, of a scattering experiment at a fixed quasi-energy, it is convenient to briefly discuss how scattering experiments with S(τ ) are related to each other for different τ ′ s. Here we follow [25] . As is well known [29] , the wave operators satisfy the following intertwining relations,
Hence, the scattering operators satisfy, S(τ ) = e −iτ H 0 S(0)e iτ H 0 .
(1.6)
The incoming asymptotic states ϕ and e iτ H 0 ϕ represent two identically prepared states, except for a time lag τ . Then, thinking in terms of the Heisenberg representation of quantum mechanics, the operator S(τ ) describes a scattering experiment corresponding to an incoming asymptotic state prepared with a time lag τ . Note that particles that enter the interaction region at different times do not interact with the same configuration of the potential. Hence, to consider all possible scattering events we have to take into account the whole family, S(τ ), τ ∈ [0, 2π). A natural way to do this is to let S(τ ) act as a multiplication operator in the enlarged space,
where T is the torus, T := R/2πZ, with Z the integers, and dt the measure induced in T by Lebesgue measure in R. That is to say, we consider the locally square-integrable functions on R with values in L 2 that are periodic with period 2π, with scalar product (ϕ, ψ) H := 2π 0 dt R 3 dx ϕ(t, x)ψ(t, x).
(1.8)
Hence, let us define the enlarged scattering operator, S, (Sϕ)(t, x) := S(t)ϕ(t, x), ϕ ∈ H.
(1.9)
S is unitary on H. Let us denote,
(1.10)
Taking the derivative with respect to t in (1.9) and using (1.6) see that formally,
(1.11) Equation (1.1) can be considered as an approximation to the interaction of a quantum particle with an external quantum field. In this approximation −i ∂ ∂t is the energy operator for the external quanta (note that the spectrum of −i ∂ ∂t is Z) and H is the state space for the quanta and the particle.
Furthermore, F 0 is the total free energy operator, and S is the scattering operator for the quanta and the particle. F 0 is usually called the free quasi-Hamiltonian or the free Floquet Hamiltonian.
The commutation relation (1.11) tells us that the free quasi-energy is conserved in the scattering experiment. In other words, in the scattering experiment the particle can gain or loose energy only by absorbing or emitting quanta of the external field. It is quite remarkable that on spite of the fact that we consider the external field as a classical time-dependent potential, V , the emitted and absorbed energy is quantized [29] . These considerations make it natural to define the scattering matrix for S as the operator that is obtained by diagonalizing S in a spectral representation of F 0 that expresses the quanta and particle content of F 0 in a natural way. This spectral representation is constructed as follows. For any n ∈ Z denote O n = (n, ∞) and
Then, by taking Fourier series in t and Fourier transform in x we obtain an unitary operator, F 0 , from H ontoĤ, such that
is the operator of multiplication by the quasi-energy λ onĤ. Moreover, for λ ∈ R\Z we denote,
where n is the only integer such that, n < λ < n + 1. Note that,
Hence, we prove that there is an unitary operator,Ŝ(λ), onĤ(λ) (see (4.78), (4.87) and (4.88)) such that,
, where T (λ) is an integral operator inĤ(λ).Ŝ(λ) is the scattering matrix and the Hilbert-Schmidt integral kernels of T (λ) are the scattering amplitudes, both at a fixed quasi-energy λ. The fact thatŜ(λ) is an operator on H(λ) exhibits the multi-channel nature of our scattering process, where quanta of the external field are emitted or absorbed by the particle.
The potentials V (t, ·) ∈ L 3/2 that we consider are so singular that the Hamiltonian H(t) can not be defined as an operator sum and we have to use quadratic form methods. Note, however, that defining the Hamiltonian by quadratic form methods is quite natural from the physical point of view, as what is measured experimentally are the transition probabilities (H(t)φ, ψ). Once we realize -in mathematical as well as in physical grounds-that the Hamiltonian has to be defined by quadratic form methods it is natural to assume that the potential factorizes as V = V 1 V 2 , and to give our conditions on V j , j = 1, 2. This is also convenient since the singularities of the potential make it necessary to use the factorization method to solve the direct scattering problem.
To motivate our conditions it is instructive to first consider the case of time-independent potentials. By Sobolev's imbedding theorem
is a bounded operator from L 6 into L 2 . As W 1 is the quadratic form domain of the Laplacian,
is infinitesimally quadratic form bounded with respect to H 0 . This makes it possible to define the Hamiltonian H 0 + V by quadratic form methods. If V ∈ L 3/2 we can take,
and V 2 := |V | 1/2 signV . Each of the inclusions above is sharp, and this is the reason why 3/2 is the critical exponent for the singularities of the potential. In the time-periodic case we give conditions on V that allow us to adapt these estimates in a natural way. We assume that V factorizes as follows,
where
As mentioned above, in the time independent case these conditions are satisfied if V ∈ L 3/2 . Note that (1.20) is a condition on the regularity in time of
In fact, there is a trade off between the singularities of the potential in space and its regularity in time. We take advantage of this trade off by assuming that the potential is a product of a bounded function, that is only measurable in time, and of two factors that can have singularities in space of type L 3 , but that are regular enough in time. To solve the inverse problem we further assume in Theorem 1.1 that the potential decays exponentially.
The perturbed quasi-Hamiltonian, F , is a self-adjoint extension of F 0 + V . Our main result is the following theorem.
THEOREM 1.1. Suppose that V is real valued and that it factorizes as
where for some
, and V 3 (t + 2π, x) = V 3 (t, x), t ∈ R. Then, the scattering matrix,Ŝ(λ), known at any fixed λ ∈ R\Z that is not an eigenvalue of F , determines uniquely the potential V .
As we show in Theorem 4.3 if V is small enough, F has no eigenvalues. For a result on the absence of eigenvalues when V is repulsive see [40] , [41] . For the exponential decay of quasi-stationary states see [46] . For the uniqueness of the inverse scattering problem for N-body systems with time-dependent potentials when the high-energy limit of the scattering operator is known see [38] .
The paper is organized as follows.
In Section 2 we construct the spectral representation of F 0 . Furthermore, we state results on the limiting absorption principle (LAP) for F 0 that are an immediate consequence of the corresponding results for the Laplacian in R 3 .
In Section 3 we construct the unitary propagator U(t, t 0 ). Here we follow the method of Yajima [45] , [47] . Actually, our result is an extension of Yajima's [45] , [47] to the critical singularity
This is possible by the use of the end-point Strichartz estimate [20] .
In Section 4 we prove the LAP for F , and we establish the existence and completeness of the wave operators. Here we extend the previous results of Yajima [43] and Howland [10] , to the critical singularity L 3/2 . Furthermore, we construct the scattering matrix. We use the Howland-Floquet method [9] , [43] , [10] and the Kato-Kuroda scattering theory [19] , [22] .
In Section 5 we prove Theorem 1.1 adapting to our case the proof of uniqueness at a fixed energy for bounded exponentially decreasing time-independent potentials given in [34] by Uhlmann and
Vasy. Here the estimates and the generalized limiting absorption principle for Faddeev's Green operator that we obtained in [36] play an essential role. For other results in uniqueness at a fixed energy for exponentially decreasing time-independent potentials see [26] , [4] and [12] . For uniqueness at a fixed energy of compactly supported perturbations of a short-range potential see [37] . For perturbed stratified media see [13] , [39] and [8] .
Finally, we briefly describe the Howland-Floquet method [9] , [43] , [10] that we use. Let us define the following strongly-continuous unitary groups in H,
The generators of Y 0 and Y are, respectively, F 0 and F , i.e., Y 0 (τ ) = e −iτ F 0 , and Y (τ ) = e −iτ F , or in a more precise way, a self-adjoint realization of the free and perturbed quasi-Hamiltonians. Then,
Hence, defining 24) and using (1.5), we obtain that 25) and then (see (1.9))
This means that we can study the scattering theory for (1.1) by studying the wave operators W ± .
Since now time is another coordinate, we can apply to this extended scattering problem the stationary theory of Kato and Kuroda [19] , [22] . Note that W ± and S are, respectively, the wave and the scattering operators for the quanta and the particle.
For applications to quantum mechanics and to atomic physics of the scattering problem discussed in this paper see [11] and [25] .
The Free Quasi-Hamiltonian
We define F 0 as the following self-adjoint operator in H,
with domain,
with the derivatives in distribution sense. By F s we denote the Fourier series,
as an unitary operator from L 2 (T ) onto ℓ 2 and by F T the Fourier transform,
Clearly,
and
Then, F 0 is absolutely continuous and its spectrum is R. Define the following unitary operator from 9) and designate,
Then,
is the operator of multiplication by the quasi-energy λ onĤ, i.e., F 0 gives us the spectral representation that we need. Observe that for ϕ with compact support, 12) where φ m is the following generalized eigenfunction of F 0 ,
with norm,
T (ρ) has the following properties (see for example [23] , pages 4.20 and 4.26).
1)
where the limit exists in the operator norm.
2)
Let us denote
We define,
for λ > m, and
DefineĤ(λ) as in (1.14) and
Hence,Ĥ(λ) ⊂Ĥ(∞), with the natural imbedding where we take ϕ m ≡ 0 for m > λ. D(·) is a locally Hölder continuous function from R\Z intoĤ(∞) with exponent s − 1/2, if 1/2 < s < 3/2.
Moreover, if 1 < s < 3/2 it extends to a Hölder continuous function defined also for λ integer, but the exponent at any integer λ is
Let us denote by E 0 the spectral family of F 0 . Then,
for any Borel set ∆, and where χ O denotes the characteristic function of any set O ⊂ R.
Let P m be the following orthogonal projection operator,
We have that,
For z ∈ C ± denote,
Let W α , α ≥ 0, be the Sobolev space,
For α < 0, W α is the dual of W −α (with the pairing given by the L 2 scalar product). Moreover, define,
with norm
Finally, we designate,
The following results on the limiting absorption principle (LAP) for F 0 are an immediate consequence of (2.30) and of the well known results on the LAP for H 0 , [1] , [6] , [14] , [15] , and [23] . The following limits,
The convergence is uniform for λ in compact sets of R\Z and the functions,
defined for λ ∈ C ± ∪ R\Z with values in B(H s , K 1,−s ) are analytic for ℑλ = 0 and locally Hölder continuous for ℑλ = 0, with exponent, γ, satisfying
extend to Hölder continuous functions on C ± but the exponent of Hölder continuity at λ ∈ Z satisfies
for all λ ∈ R with inf n |λ − n| ≥ δ, and where if s > 1 we can take δ = 0. Moreover, the R 0,± (λ) are compact operators from H s into K α,−s , 0 ≤ α < 1, with λ and s as above.
It follows from (2.25) and the Stone's theorem that,
as a bounded operator on B(H s , H −s ), s > 1/2, and if s > 1 also at λ ∈ Z.
The Unitary Propagator
Let us define the following class of potentials.
DEFINITION 3.1. For any interval I ⊂ R we denote by V(I) the class of potentials
where,
Note that V(I) is a Banach space with the norm,
The operator (H 0 +1) −1/2 is an integral operator with kernel G(x−y), where G is the Bessel potential that satisfies [30] ,
Then, by the Hölder and the generalized Young inequalities [27] 
By the Rellich local compactness theorem g n (H 0 + 1) −1/2 is compact in L 2 , and furthermore, by (3.6)
and it follows that |V 1 (t)| 1/2 (H 0 + 1) −1/2 is compact. Then, the quadratic form,
with domain W 1 is closed and bounded below. Let H(t) be the associated self-adjoint operator [27] for a.e. t ∈ I.
Let us consider the integral equation associated to (1.1)
We construct below the solutions to (1.1) by solving (3.9). The key issue for this purpose is the following end-point Strichartz estimates. Let us denote,
Let I be any interval in R, and denote,
The function ϕ ∈ L p,q 13) and for t 0 ∈ I
Moreover, trivially, 
and 19) with norm,
We prepare the following result.
and denote
Moreover,
By Hölder's inequality,
Moreover, by (3.14) and (3.16),
with bound uniform on t 0 and on I. Denote,
Hence, by (3.26) and (3.27) 29) where the constant C is independent of t 0 . In consequence, by Lemma 3.2 for any t 0 ∈ I there is a δ > 0 such that for I ′ = [t 0 − δ/2, t 0 + δ/2], Q t 0 is a contraction on A(I ′ ) and then (3.9) has an unique solution on A(I ′ ) given by
The following Theorem is now proven as in the proof of Theorem 1 of [47] (see also [45] ) by extending the solution given by (3.30) to t ∈ I in successive steps of length δ. As by Sobolev's theorem L 6/5 is continuously imbedded in W −2 , we have that V ∈ B(L 6 , W −2 ), and then
We also use the notation H(t) for
Then, there exists a unique propagator U(t, t 0 ), (t, t 0 ) ∈ R 2 with the following properties.
3) U(t + 2π, t 0 + 2π) = U(t, t 0 ), t, t 0 ∈ R.
4) For any
loc (R) and it satisfies the equation
5) There is a constant C such that for all t 0 ∈ R, ϕ 0 ∈ L 2 and all bounded intervals I ⊂ R, 
Theorem 3.3 extends the results of [45] , [47] to the critical singularity L 3/2 . We could consider the problem of the regularity of the propagator as in [45] and [47] . Also, as in Theorem 1 of [47] we
. We do not go in these directions here. For other results on the unitary propagator for time-dependent potentials see [16] , [18] , [27] , [32] , and the references quoted in these works.
The Limiting Absorption Principle
In this section we always assume that V is real valued, and that V (t, x) = V 1 (t, x) V 2 (t, x), where
with,
for some ǫ > 0. We could also add to V a bounded short-range term, but for simplicity, and since our aim is to solve the inverse problem for exponentially decreasing potentials, we will not do so. Since H(t) is defined as a quadratic form, i.e., the perturbation V (t) is only form bounded with respect to H 0 , we find it convenient to use the Kato-Kuroda theory [19] , [22] with the factorization method.
Let us denote by χ 1 (t, x) the characteristic function of the support of V 1 (t, x). We define,
Let A and B be the following maximal operators of multiplication in H,
Estimating as in (3.6) we prove that A and B are bounded from K 1,0 into H. Observe that,
We define q j (t, x), j = 1, 2, as above only to simplify some of the proofs below. With this definition the range of A is dense in H. Let us denote by R(z) := (F − z) −1 , ℑz = 0, the resolvent of F . By functional calculus for ℑz > 0, 9) and by (3.34) and Hölder's inequality,
Then, for ℑz > 0, A R 0 (z), BR 0 (z), AR(z), and BR(z) are bounded in H. We prove that they are also bounded in H for ℑz < 0 in a similar way. It follows from (3.33), (4.8) and a simple calculation (see the proof of Lemma 3.3 of [43] ) that,
This implies, in particular, that F is an extension of F 0 + BA = F 0 + AB.
As is well known, r 0 (z) is an integral operator with kernel h 0 ( √ z|x − y|), where
where we take the branch of the square root with ℑ √ z ≥ 0, z ∈ C.
LEMMA 4.1. Let f and g satisfy,
are compact operators on H. The B(H)-valued functions J ± are analytic for λ ∈ C ± and continuous
where the limit holds in the operator norm in B(H).
Proof: Denote,Ĵ
It is enough to prove thatĴ ± (λ) have the properties stated on the Lemma as an operator onH :=
. By (2.30) and (4.12),
where d ±,n,m (λ) is the integral operator on L 2 with kernel
By Hölder's and generalized Young's inequalities [27] , d ±,n,m (λ) are bounded in L 2 for λ ∈ C ± and, 20) and since
we have that,
if |x| ≤ r, f m,r (x) = 0 if |x| ≥ r, and
with g m,r defined as f m,r . f
As f (l,r,p) and g (l,r,p) are bounded and have compact support in x and as R 0,± (λ) are compact
and then, we have that,Ĵ
are compact inH for λ ∈ C ± . By (4.23), lim ℓ,r,p→∞Ĵ 28) in the uniform operator topology on B(H), and hence,Ĵ ± (λ) are compact for λ ∈ C ± . Moreover, as
and as the limit in (4.28) is uniform for λ ∈ C ± , (4.16) holds.
Let us denote,
Since the multiplication operators by χ 1 and by V 3 are bounded on H, Q 0,± (λ) have all the properties stated in Lemma 4.1. Denote,
It follows from (4.11) and a simple calculation (see [17] , [22] and [43] ) that
In (4.33), (4.34), by R 0 (z)A and R(z)A we actually mean the closure of these operators that are bounded in H. These formulae are first proven for ℑz large enough using (4.16) and then, they are extended to z ∈ C ± by the analyticity of the resolvents. In particular, it follows that G 0,± (z) is invertible in B(H) for z ∈ C ± . Denote,
To obtain the LAP for F we need to prove that G 0,± (λ) are invertible for λ ∈ R\Z if λ is not an eigenvalue of F . This is done extending the well known argument of [1] where the case of timeindependent potentials was considered. This was accomplished in [6] and [10] , but as they considered the case where the perturbation is relatively bounded, and the factorization method is not needed, we give some details in the Lemma below. We denote by σ p (F ) the set of all eigenvalues of F .
LEMMA 4.2. Suppose that (4.1) holds. Then, Q 0,± (λ) are invertible in B(H) for λ ∈ R\Z if and only if λ is not an eigenvalue of F .
Proof: We first assume that λ ∈ (R\Z) ∩ σ p (F ), and that F ϕ = λϕ. Taking the adjoint of (4.34) we have that,
Take now z = λ + iε. Hence,
where the limit holds in the strong topology of K −1,(1+ε)/2 . Here I use that A ∈ B(H, K −1,(1+ε)/2 ) and that εR 0 (λ + iε) → 0 as ε → 0, in the strong topology in H because F 0 has no eigenvalues. Then,
and as Aϕ ∈ H, (I + Q * 0,± (λ)) are not invertible. Since Q 0,± (λ) are compact it follows that (I + Q 0,± (λ)) are not invertible in B(H).
Suppose now that (I + Q 0,± (λ)) are not invertible in B(H). Then, also (I + Q * 0,± (λ)) are not invertible and there are w ± ∈ H such that w ± + AR 0,± (λ)Bw ± = 0, w ± = 0.
(4.42)
Taking the inner product of (4.42) with BR 0,± (λ)Bw ± we obtain that
Taking the imaginary part of (4.43) and using (2.39) we have that
Note that by (2.39) and Lemma 4.1, D(λ)B ∈ B(H,Ĥ(λ)). Denote,
Then, by (2.30),
The following statements are a slight extension of the results of [1] and [6] that consider the case of ϕ ∈ W s,0 . They are proven as in [1] , [6] .
1)
Let c > 0 and s ∈ R. Then, for some constant C, for all ϕ ∈ W s,−1 ,
2) Let c > 0 and s > 1/2. Then, for some constant C, for all ϕ ∈ W s,−1 with ϕ(k)| |k|=λ = 0 in trace sense, We now prove that the ϕ ± are eigenvectors of F with eigenvalue λ. Taking the adjoint of (4.34) we have that
Taking the inverse of (4.53) and multiplying the result by A we obtain
Taking the limit z → λ,
Then, since ϕ ± ∈ D(A) and Aϕ ± = w ± , it follows from (4.42) and (4.55) that ϕ ± ∈ D(F ) and
The LAP for F follows now from the LAP for F 0 (see Section 2) (4.33) and Lemma 4.2. We state the results in the following theorem. , for λ ∈ R\Z\σ p (F ), where σ p (F )
THEOREM 4.3. Suppose that (4.1) holds. Then, the following limits
denotes the set of eigenvalues of F . Furthermore,
The functions 
Proof: The existence of the limits in (4.56) and the properties of R ± have already been proven. The fact that F has no singular-continuous spectrum is a consequence of the LAP for F [28] . In the proof of Lemma 4.2 we established a one-to-one correspondence between the kernel of F − λ and the kernel of (I + Q 0,± (λ)) for λ ∈ R\Z. But as Q 0,± (λ) are compact the kernel of the later are finite dimensional, and then the non-integer eigenvalues of F have finite multiplicity. Suppose that λ j are infinite distinct points of σ p (F )\Z, and that lim j→∞ λ j = λ ∞ , λ ∞ ∈ Z. By Lemma 4.2 there are w j with w j H = 1 such that
As AR 0,+ (λ j )B are compact we can assume (eventually passing to a subsequence) that w j → w ∞ strongly in H with w ∞ H = 1, and 
is small enough Q 0,± (λ) < 1, and then, I + Q 0,± (λ) is invertible for all λ ∈ R. Hence (see (4.33) and (4.58)), the LAP for F holds for all λ in R and this implies that F has pure absolutely-continuous spectrum [28] . In particular, F has no eigenvalues.
Theorem 4.3 extends the results of [10] and [43] to the critical singularity L 3/2 . There are a number of results in the LAP for time-dependent Hamiltonians. See for example, [24] , [48] , where long-range potentials are considered. In [6] the LAP at λ ∈ Z is also studied. References [24] , [48] and [6] consider potentials that are more regular than ours.
It follows from (2.39) and Lemma 4.1 that D(λ)A ∈ B(H,Ĥ(λ)). Under the assumptions of Theorem 4.3 G ± (λ) extend to continuous functions from C ± ∪ R\Z\σ p (F ) into B(H) and
Denote,
Let E(λ) be the spectral family of F , and let H ac (F ) be the subspace of absolute continuity of F .
Then, for any ϕ ∈ H ac (F ) of the form,
65)
I j compact, I j ∩ I k = φ, j = k, define the operators
Hence, under (4.1) the following facts are proven as in the proof of Theorem 3.11 of [22] (see also the proof of Lemma 7.1 of [35] ). The F ± defined by (4.66) extend to unitary operators from H ac (F ) onto L 2 (R,Ĥ) and for any ϕ ∈ D(A) and any Borel set I ⊂ R\Z\σ p (F ),
and if P ac (F ) denotes the orthogonal projector onto H ac (F ),
We now define the wave operators as
The W ± are unitary from H onto H ac (F ).
Let us prove that the time-dependent formulae (1.24) hold. In fact, we shall prove a more general result known as the invariance principle [29] . Let f (λ) be a real-valued measurable function defined on R such that,
for all ϕ ∈ L 2 (R). Then,
Note that f (λ) = λ satisfies (4.70) and then, (1.24) hold. We give some details of the proof in the + case. By unitarity it is enough to prove that 
We prove that For this purpose note that if ϕ ∈ D(H 0 ), U 0 (t, 0)ϕ is globally Lipschitz continuous. Furthermore, by the proof of Theorem 3.3 given ε > 0, there is δ > 0 such that
and where δ depends only on the L 2 norm of φ. Then, (U(t, 0)) −1 U 0 (t, 0)ϕ is uniformly continuous if ϕ ∈ D(H 0 ). We prove that Range W ± (t) = H ac (U(t + 2π, t)) arguing as in the proof of Theorem 1.1 of [43] .
By the intertwining relations [29] ,
and, in particular, the absolutely-continuous spectrum of F coincides with the spectrum of F 0 , and it is equal to R.
As in the proof of Theorem 6.3 of [22] we prove that (see (1.17)) for λ ∈ R\Z\σ p (F ) and define,
with φ m as in (2.13). Since φ m ∈ K 1,−s , ψ m ∈ H. Let us denote
. By taking adjoint in (4.32) and by (4.37) and (4.81) we prove that ψ −,m is a solution of the following Lippmann-Schwinger equation
Recall that by Lemma 4.1 V 2 R 0,+ (λ)V 1 is compact in H, and then (4.82) has an unique solution unless there is a non-trivial solution to the homogeneous equation 
Our results on the existence and completeness of the wave operators extend those of [10] , [43] , to the critical singularity L 3/2 of the potential. For other results on scattering with time-periodic potentials see for example [3] , [21] , [25] , [31] , [42] and [44] .
The Inversion
We first prepare some results on the Faddeev's Green operator that we need. For the proofs see [36] . 3) For any δ > 0 there is a constant C δ such that,
For (5.2) with p 2 = 0, p = 0, see [33] .
Consider now the operator,
where ω ∈ S 2 1 satisfies, ω · p ⊥ = ω · ν = 0. Then, by (5.2) for any δ > 0,
In the case where γ < 0, we prove as in the proof of Theorem 1.1 and Remark 2.2 of [36] that for any δ > 0 there is a constant C δ such that,
s > 1/2, for (|p
We now proceed as in [34] . For δ ∈ R denote,
Suppose that δ > 0 and fix ν ∈ S
Moreover, for fixed p ⊥ , z, ν the family of operators h ν (p ⊥ , z, γ) is uniformly bounded for γ such that, |p 2 ⊥,R + γ| ≥ η, for any η > 0, where p ⊥,R denotes the real part of p ⊥ .
Designate by −∆ ⊥ the Laplacian on the plane orthogonal to ν and,
The r ⊥,± (z) are integral operators with integral kernel to |ℑ √ z| < δ as operators on B(E δ , E −δ ) for any δ > 0, with bound uniform for |z| ≥ η 1 , |ℑz| ≤ δ −η 2 ,
and, 16) where F ν is the Fourier transform along the ν direction in R 3 and k ν = k · ν.
In [34] the case γ = 0 was considered.
Recall that
, and its norm tends to zero as γ → −∞. In the case γ > 0 we write,
where, p :
s . Moreover, for φ, ψ in Schwartz space, (Q ν (p ⊥ , z, γ)φ, ψ) is analytic in z 1 and it tends to zero as ℑz 1 → ∞. Hence, it follows from the maximum-modulus principle ( see [2] , page 231) that it takes the maximum for z 1 real.
Moreover (see the proof of Lemma 4.1), f 1 r 0,± (z)f 1 is bounded in L 2 with bound uniform for
with T (ρ) the trace operator (2.16). As,
Furthermore, for z 1 real, ℑz = ℑp ⊥ = 0 and it follows from (5.3) that in this case, 19) uniformly in γ > 0. Here we use that F −1
By the maximum-modulus argument above, this is also true for all z ∈ C, and by continuity, it also holds for all φ, ψ ∈ L 2 , and it follows that
, the norm of Q ν (p ⊥ , z, γ) goes to zero as γ → ∞. Hence, approximating f 1 , f 2 by functions in C ∞ 0 we prove that this is also true for
The function H
0 (z) satisfies the following estimate [7] ,
From this it follows that e −δ 0 |x| f 1 h
ν e −δ 0 |x| f 2 is Hilbert-Schmidt in L 2 and that its norm goes to zero as |γ| → ∞.
For any δ ∈ R, we define,
let us define,
If V satisfies the conditions of Theorem 1.1, we prove as in Lemma 4.1-using the results above-that 
such that there is a sequence, z n ∈ U with |ℑz n | → ∞ as n → ∞. Moreover, let z ∈ U, → p ⊥ (z) be any analytic function such that (p ⊥ (z), z) ∈ O Z , z ∈ U and that p ⊥ (z n ) ∈ R 3 . Then, the set {z ∈ U : (p ⊥ (z), z) ∈ O e (m)} has no accumulation points in U.
Let us now define for λ ∈ R\Z\σ p (F ), ψ +,m as in (4.81), but with R − (λ) instead of R + (λ), We define for g ∈Ĥ(λ), is dense in N in the same way.
We argue now as in [34] . For any m 1 , m 2 ∈ Z denote m 0 = max[m 1 , m 2 ]. Suppose that λ > m 0 .
Then, for any k ∈ R 3 take ν, ω ∈ S 2 1 with k · ν = k · ω = ν · ω = 0, and for ρ > 0 such that ρ 2 + λ − m j / ∈ Z, j = 1, 2, define But as the Fourier transform of V −Ṽ is analytic in k for |ℑk| < 2δ 0 , this holds for all k ∈ R 3 , m 1 , m 2 < λ. This implies that V −Ṽ ≡ 0, and it completes the proof of Theorem 1.1.
