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Workplace-based assessments, objective structured clinical examinations, problem 
based learning tutorial assessments and simulation debriefing sessions are some of the 
important assessment opportunities in medical education curricula that rely on asses-
sors observing a trainee’s performance and making an assessment judgment. Rater-
based assessments are used at all levels of training for both formative and summative 
purposes including high-stakes decisions by medical licensing bodies.1-3 They are val-
ued because they allow the assessment of performance of skills and interactions with 
patients that are not well assessed using written examinations.4,5 Rater-based assess-
ments are an integral tool in assessment programs and, as a result, they receive fre-
quent study and review in the medical education literature.6-11 This research largely 
reveals psychometric weaknesses which are problematic for making defensible as-
sessment decisions due to adverse effects on reliability.7,12,13 These measurement 
limitations, which are commonly labeled as high error variance, are often attributed to 
limitations of raters.13-22 
An underlying assumption of rater-based assessments is that in a perfect world, under 
ideal training and assessment conditions, we would expect that different raters as-
sessing the same performance under the same conditions should make the same ob-
servations, same interpretations and assign the same ratings.12 Therefore, in our im-
perfect world, consensus is used as a proxy for accuracy, and we assume that the over-
lapping part of judgments is the signal of interest. In Generalizability theory, for exam-
ple, the desirable variance is labeled “Ratee” and refers to the differences attributable 
to the person(s) being assessed.23-25 Any variability outside of this Ratee variance is 
labeled as error in the measurement or noise.13,25,26 The error component can be fur-
ther divided into variance components including a few which feature prominently in 
analyses of rater-based assessments in medical education. In particular, stable idiosyn-
cratic rater variance components including rater-specific rating styles13,19,20,27 (e.g. 
leniency and severity patterns) and variance caused by the unique interaction between 
a particular rater and a trainee17,18,28,29 can comprise substantial proportions of the 
error variance. Other error components not related to the rater, such as variance asso-
ciated with context,30-33 can also be substantial. 
Statistical “rater error” is not necessarily synonymous with raters committing er-
rors.25,34-37 Nonetheless, in the discourse of rater-specific variance components, it is 
clear that the source of this variance -- especially when the ratings have been assigned 
for the same observed performance -- is understood to be the result of raters commit-
ting mistakes or omissions or being biased.14,38-40 This is the rater idiosyncrasy explan-
ation that is referred to in this dissertation: the understanding that variance attributed 
to raters is caused by the shortcomings of raters. More specifically, it refers to rating 
variance that is attributable to the sample of raters who provide the ratings and is, 
therefore, seemingly unrelated to the trainee’s competence. Given this understanding 
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of rater error, efforts to improve the measurement outcomes of rater-based assess-
ments have been directed at supporting physicians to work better within the assess-
ment procedures through faculty development41 and through objectification of as-
sessment strategies.42-45 Unfortunately, these solutions have had less success at im-
proving measurement outcomes than anticipated.7,38,46-52 
The inability of these solutions to sufficiently correct measurement errors in rater-
based assessments may result from a flaw in the underlying assumption that different 
people ought to make the same interpretation based on the same data. Decades of 
research in psychology, however, suggests that people cannot interpret the same 
stimulus the same way. Rather, humans automatically interpret data, as soon as it is 
perceived, by filtering it through their own unique past experiences.53,54 As information 
is noticed in the environment, different parts of the human brain simultaneously ana-
lyze it, organize it, and construct it into something meaningful and understandable.53,55 
From psychophysics56 to eyewitness testimony57 and from first impressions58 to wine 
connoisseurship,59 perception of the same stimuli does not always result in the same 
interpretation, judgment or evaluation. With respect to performance assessments, 
what this suggests is that variable interpretations might reflect different legitimate 
interpretations, which would require us to change our assumptions regarding the 
meaning of variance components that are typically labeled as error. For example, we 
could no longer assume that only the inter-rater consensus variance component nec-
essarily represented the construct relevant variance. Therefore, current solutions that 
aim to improve inter-rater agreement or reliability and minimize rater error compo-
nents may no longer be considered sufficient for the utility of rater-based assessments. 
BACKGROUND ON THIS RESEARCH PROGRAM 
The problem outlined above creates a challenge for the medical education community 
in that contemporary approaches to the study of assessment, which are largely based 
on psychometric models, allow one only to parcel out variance into different facets 
without any opportunity to determine whether or not “error” could actually represent 
meaningful differences of perspective. Demonstrating the utility of rater-based as-
sessment is needed; but, the extent to which measurement limitations are by default 
attributed to the fallibility of human judgment (i.e., rater “error”), is the extent to 
which one is prevented from seeing whether or not some different opinions might be 
equally valid. This dissertation documents a line of research that investigates this prob-
lem from a different angle, challenging us to think differently about it and question 
what we think we know about it. It provokes us to re-examine our assumptions regard-
ing rater-based assessments, and at least temporarily set aside some of those assump-
tions while novel ones are investigated. This line of research germinated out of a curi-
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osity regarding how multiple people could observe the same performance and make 
very different interpretations and judgments about what they saw. It is especially per-
plexing to see such variability when the people involved are well-intentioned, trained 
and conscientious. The timeliness of these ideas is evidenced by our program of re-
search being one of several investigating inter-rater variation in recent years.60-64 Our 
research draws into health professional education the findings from an unrelated field 
(social cognition) where it has also been found that multiple people can form different 
impressions and social judgments of the same person65,66 as a way of understanding 
inter-rater variation in rater-based assessments. 
Psychology, and more specifically social cognition, researchers have spent considerable 
time studying how people perceive and represent others in their minds.55,67,68 Social 
categorization has been heavily investigated as part of the process for forming impres-
sions about others.69 Several theories have been proposed to explain the underlying 
mechanisms of categorization including the use of pre-conceived labels70 (e.g. as in the 
use of stereotypes); judgments made on universal social dimensions71 (e.g. warmth-
competence model); and story-telling models65,66 (e.g. Person Model theory). Among 
the different conceptualizations of social categorization, we were initially most in-
trigued by research findings from the Person Model theory. In this theory, impressions 
are represented as stories spontaneously created about a target person as raters are 
exposed to each new piece of information about the individual.65,66 At first glance, a 
conceptualization of categorization with this much flexibility and room for idiosyncrasy 
has unsettling implications if a comparable process were to be involved with rater 
cognition in rater-based assessments. However, the study conducted by Mohr and 
Kenny (2006) exploring this model of impression formation suggests that there is more 
consistency in the impressions than might be imagined. When researchers asked 69 
people to watch the same 4 minute video of a person in conversation and then write 
about what they thought of that person, instead of receiving 69 uniquely interpreted 
narratives, the narratives could be categorized into three prototypical stories. The 
stories were very different from one another in terms of content. Further, accounting 
for there being three impressions generated for the individual, rather than only one, 
explained a significant proportion of “error variance” in the social judgment ratings. 
This research led us to question how much variance might be explained if we assumed 
that physician raters similarly formed one of a few different, but equally legitimate, 
impressions when observing a single trainee. To use an example from a very different 
context, imagine that three different raters interpreted the stimulus of a killer whale as 
belonging to one of three different categories: “dolphin”, “endangered species,” and 
“apex predator”. All three categories are accurate and applicable to a killer whale but 
each is very different from one another, not only in terms of the features that are most 
pronounced in these characterizations, but also in terms of the impressions they gen-
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erate. It is conceivable that if these raters were then asked to assess the killer whale’s 
overall “competence”, the rater who invoked a more victim-like endangered species 
category may assign lower ratings than the rater who categorized it as a predator at 
the top of the food chain. Perhaps the rater who categorized a killer whale as the larg-
est member of the dolphin family would give the highest competency ratings? 
All three of these categories are legitimate, and if they were to be associated with 
different ratings it may not be appropriate to describe the resulting score differences 
as either “mistakes” made by raters or simply as statistical “error”. Even though they 
are all rating a killer whale, when asked to assess its competence it is doubtful that 
they are all aligned in their target in a comparable way that multiple people guessing 
the weight of an ox are all basing their judgments on the same dimension. When judg-
ing the weight of an ox, everyone has a similar concept of the tangible metric of weight 
and each is equally likely to guess a bit high or a bit low. Therefore, averaging across 
their responses produces a better answer than any one individual’s response.72 A key 
aspect of these sorts of judgments is that weight is a tangible construct that is easily 
measured in numbers whereas competence is not--it is inferred and is inferred from a 
potentially complex interaction between many dimensions.43,44,73-75 It is doubtful that 
averaging the inferred competence of a dolphin, an endangered species and an apex 
predator would provide a better estimate of a killer whale’s competence, but perhaps 
another mechanism for combining those inferences and categorizations might. 
In sum, the underlying premise of this dissertation is that there may be more than one 
signal within the noise of variable assessment judgments and ratings. In other words, if 
raters are making different categorical judgments and forming different impressions of 
the same performance, it could result in multiple different points of consensus within 
their varied descriptions of the performance. By adopting the assumption that the 
majority of raters are trying to give us good assessment information and that they are 
capable of giving us good assessment information, when they give us variable or dif-
ferent or conflicting ratings and judgments, those differences may actually reflect valid 
points of view. This dissertation describes an exploratory line of research searching for 
multiple interpretations of the same performance and analyzing them to see if they 
best represent idiosyncratic views of individuals that reveal more about the personal 
biases of the raters than the trainee or if they represent multiple legitimate interpreta-
tions of the performance. 
RESEARCH DESIGN AND QUESTIONS 
The main purpose for this dissertation is to determine if it is possible to identify multi-
ple, distinct assessment interpretations within the variable comments and ratings 
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provided by raters. We focused on workplace-based assessment, in particular Mini-CEX 
assessments, for a number of reasons. The Mini-CEX is a commonly used and well-
researched assessment tool.6,7,76-79 Further, workplace-based assessment offers critical 
assessment opportunities and is a foundation for trainee’s learning.5,80 It is an im-
portant assessment modality, but, because of its unpredictable nature, many typical 
techniques cannot be easily used to reduce its error variance and it could benefit from 
novel solutions. We used video-recorded clinical performances to ensure multiple 
raters observed the same clinical performances. The use of videos ensured that all 
participants who provided ratings for a particular trainee had observed exactly the 
same performance such that any differences in their ratings could not to be due to 
differences in the trainee. Although workplace-based assessments are usually con-
ducted live and in-person, ratings based on videos have been found to be comparable 
to ratings based on live performances in recent studies.61,81-83 
Psychometrics, in particular, assumes raters are aiming at the same target or construct 
when they are assessing the same ratee. To search for the possibility that multiple 
targets or signals are influencing rater-based assessment requires an analysis tool that 
allows for that possibility. To that end, we drew upon the social judgment literature to 
provide a framework and methodology to guide our search for multiple signals.65 Im-
plementation into the medical education context required the use of sorting tasks 
called latent partition analysis84,85 and Q methodology.86,87 
Ethical considerations 
Our investigation of complex clinical assessment judgments required recruiting experi-
enced physicians as raters. The primary ethical focus was on respectfully recruiting and 
collecting the perceptions of these individuals. In addition to abiding by the standard 
guidelines issued by the ethic boards, we conducted ample pilot testing to ensure we 
were respecting their time and making the best use of the data participants provided. 
This preparation included consulting with experts to ensure our design, data collection 
and analysis, were appropriate. We also took extra precautions to ensure responses 
remained safe, private and usable because our data were collected online. 
DISSERTATION OUTLINE INCLUDING MAIN AND SUB RESEARCH 
QUESTIONS 
This dissertation includes two theoretical papers that are structured as reviews of the 
literature. The first explores the constructions of rater variance from three different 
perspectives in an effort to fully articulate the ways in which this issue has been, and is 
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being, approached in medical education. The third perspective offered in that paper 
represents the approach that is being pursued in this program of research. 
The second literature review paper explores more deeply the theoretical underpin-
nings of this new perspective on rater variance by drawing on theories of impression 
formation from social cognition research. This second theoretical paper sets the stage 
for the empirical research studies of the dissertation. 
The subsequent three chapters represent empirical research from two research stud-
ies. Methodologies from social cognition and social sciences research were used to 
search for multiple shared impressions within rating variability. The first of these re-
search papers introduced the method of latent partition analysis to the medical educa-
tion community and served as a “proof of concept” analysis for the work. The second 
research paper draws on additional data from the same data set and further investigates 
rater variance using this same methodology. The third research paper presents a triangu-
lation of the findings using a new set of participants and a different methodology. 
Research Questions 
Main research question 1 
භ How have medical education researchers associated raters with “measurement 
error”? 
 
Sub questions 
ӑ In what ways has assessor cognition been explored as a source of variability in 
performance assessment judgments? 
ӑ What else could variability in ratings for a single performance be if not rater idi-
osyncrasy? 
 
Main research question 2 
භ How well suited is human cognition for the tasks asked of raters in our current 
rater-based assessment designs? 
 
Sub questions 
ӑ How does the social cognition literature and its investigation of impression for-
mation and social judgments stimulate us to re-think the sources of variability in 
rater-based assessment judgments? 
ӑ How reasonable is it to expect multiple raters to perceive, interpret, judge and 
rate the same performance in exactly the same way? 
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Chapter 2 provides the foundation to address main research question 1a by describing 
the current state of assessor cognition research in medical education. It describes 
three distinct, but not mutually exclusive, perspectives on the origins and possible 
solutions to variability in assessment judgments. The first perspective asserts that 
assessors vary because they do not apply assessment criteria correctly, use varied 
frames of reference and make unjustified inferences. The second perspective asserts 
that variations arise due to fundamental limitations in human cognition that mean 
assessors are readily influenced by their immediate context. Both of these perspectives 
view variable ratings as evidence of raters’ mistakes or cognitive limitations. The third 
perspective addresses questions 1b and 2a by asserting that experts are capable of 
making sense of highly complex and nuanced scenarios through inference and contex-
tual sensitivity but may do so in different ways. It introduces the potential for variable 
ratings to represent legitimate experience-based interpretations. Together, these di-
verse literatures can be used to look for answers to question 2b. 
Chapter 3 further addresses questions 1b and 2a by delving deeper into the social 
judgment literature to discover raters may form categorical judgments about ratees as 
part of impression formation. The proposed mechanisms for social categorization are 
grouped into three theories: Nominal Labels, that posits impressions are formed by as-
signing a person to a pre-conceived group; Two-Dimensions, that posits social judgments 
are made by categorizing a person into one of four quadrants based on judgments of the 
person’s warmth-coldness and competence-incompetence; and Person Models, that 
posits impressions are formed by spontaneously creating an ad hoc story about the per-
son. Although social categorization could be extremely idiosyncratic, raters tend to con-
sistently construct one of a few possible interpretations of each ratee. In addressing 
questions 2a and 2b, it is proposed that if raters naturally form categorical judgments, an 
assessment system requiring ordinal or interval ratings may inadvertently introduce 
conversion errors due to translation techniques unique to each rater. 
Both chapters 2 and 3 draw on diverse literatures to describe rater cognition and ques-
tion the conventional thinking about rater error variance. 
Main research question 3 
භ How can the search for multiple signals within the noise of rating error variance be 
conducted when the commonly used statistics assume only one signal? 
 
Sub questions 
ӑ Can the methodology used by Mohr and Kenny (2006) in the social cognition lit-
erature, to discover that multiple people formed each of three different impres-
sions for the same focal person, be translated into the clinical performance as-
sessment domain? 
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ӑ What other methodologies are available to extend and triangulate potential 
findings of multiple signals? 
 
Main research question 4 
How could it be possible for different, conflicting or contradictory assessment judg-
ments for the same performance to each contain legitimate assessment information? 
 
Sub questions 
ӑ How many different interpretations can there be for the same performance and 
what makes each a distinct interpretation? 
ӑ How do the different interpretations correspond with the assigned ratings? 
 
Chapter 4 specifically addresses research question 3a by presenting a conceptual repli-
cation of Mohr and Kenny’s (2006) study from the social cognition literature. It also 
introduces the methodology of latent partition analysis to medical education. Ques-
tions 4a and 4b are addressed when we find that variable assessment judgments parti-
tion into a finite number of distinct impressions for the same trainee with raters shar-
ing similar impressions also assigning similar ratings. 
Chapter 5 addresses research questions 3a, 4a and 4b by using the same methodology 
and raw data introduced in Chapter 4 along with data that was collected but not pre-
sented in that chapter. The findings are extended to compare the ability of categories 
formed through three theories of social categorization, described in Chapter 3, to ex-
plain variance in the ratings. Each theory of social categorization identified clusters of 
consensus which could explain similar proportions of variance in the ratings. Examina-
tion of the cluster of consensus that were significant predictors of ratings suggested 
that raters see different aspects of the same performance as more salient than others, 
can disagree on the interpretation of the same aspect of a performance, and can form 
different social judgments to help explain why a trainee is performing in that particular 
manner at this particular time. 
Chapter 6 specifically addressed research question 3b by functioning as a form of tri-
angulation of the findings using a new dataset and a different methodology. The clus-
ters of consensus identified in Chapter 5 were re-studied to address research ques-
tions 4a and 4b. Taken together, the findings from Chapters 4-6 support the suggestion 
that there may be multiple signals within the noise of inter-rater variability. 
Chapter 7 synthesizes the results from all of the studies and discusses the implications 
for rater-based assessment. 
This dissertation consists of papers written for scientific journals and, as a result, some 
repetition of information across chapters cannot be avoided. 
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ABSTRACT 
Context Performance assessments, such as workplace-based assessments, are a crucial 
component of assessment strategies in medical education. Persistent concerns about 
rater variability in performance assessments have produced a new field of study focus-
ing on the cognitive processes used by raters, or more inclusively, by assessors. 
Methods An international group of researchers met regularly to share and critique key 
findings in assessor cognition research. Through iterative discussions the prevailing 
approaches to assessor cognition research were identified and it was noted that each 
was based on nearly disparate theoretical frameworks and literatures. This paper aims 
to provide a conceptual review of the different perspectives used by researchers in this 
field by using the specific example of workplace-based assessment (WBA). 
Results Three distinct, but not mutually exclusive, perspectives on the origins and 
possible solutions to variability in assessment judgements emerged from the discus-
sions within the group of researchers: 1. assessor as trainable – assessors vary because 
they do not apply assessment criteria correctly, use varied frames of reference and 
make unjustified inferences; 2. assessor as fallible – variations arise due to fundamen-
tal limitations in human cognition that mean assessors are readily and haphazardly 
influenced by their immediate context; and 3. assessor as meaningfully idiosyncratic – 
experts are capable of making sense of highly complex and nuanced scenarios through 
inference and contextual sensitivity which suggests assessor differences may represent 
legitimate experience-based interpretations. 
Conclusions Although each of the perspectives discussed in this paper advances our 
understanding of assessor cognition and its impact on WBA, every perspective has its 
limitations. Following a discussion of areas of concordance and discordance across the 
perspectives, we propose a co-existent view in which researchers and practitioners 
utilise aspects of all three perspectives with the goal of advancing assessment quality 
and ultimately improving patient care. 
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CONTEXT 
The primary goal of medical education is to produce highly competent practitioners 
capable of improving the health and healthcare of their patients and their communi-
ties.1,2 Much has been written about the shortcomings of the current medical educa-
tion system in reaching this goal,3, 4 especially around the quality of clinical perfor-
mance assessment.5 One type of performance assessment, workplace-based assess-
ment (WBA), incorporates the assessment of complex clinical tasks within day-to-day 
practice through direct observation of trainees authentically interacting with patients 
in real clinical settings. Direct observation provides information and data to inform 
judgements about trainee progress. WBA has become an essential component of med-
ical education because, ultimately, clinical supervisors must be able to determine if a 
trainee can be entrusted with the tasks or activities critical to the profession.6 
Despite the importance and necessity of their use, WBA and other performance as-
sessments have measurement limitations.7-9 These limitations, such as low inter-rater 
reliability, are often attributed to flaws in assessors’ judgements.10-12 In fact, when 
using psychometrics to analyze performance assessments, often a greater amount of 
variance in ratings can be accounted for by the assessors (i.e. rater variance) than the 
trainees (i.e. true score variance).13-15 Rater or assessor cognition research is a relative-
ly new domain in medical education focusing on the investigation of assessors’ cogni-
tive processes and their impact on assessment quality. In this paper the term “asses-
sor” will be used rather than “rater” to emphasize that assessment involves not only 
rating (numerical scores) but providing narrative comments, feedback and supervisory 
decisions. By better understanding the limitations and strengths of cognitive processes 
used by assessors, compatible modifications in assessment practices could be made to 
improve the defensibility of assessment decisions, the learning value of formative feed-
back exchanged with trainees, and ultimately contribute to increased public safety. 
METHODS 
An international group of researchers met regularly to share and critique key findings 
in assessor cognition research. Through iterative discussions the prevailing approaches 
to assessor cognition research were identified and it was noted that each was based 
on nearly disparate theoretical frameworks and literatures. This resulted in different 
and sometimes contrasting implications for optimizing assessment practices. Given the 
increasing importance of performance assessment within competency-based assess-
ment, it seemed prudent to provide a conceptual review of the different perspectives 
used by researchers in this field. Using the specific example of WBA, each perspective 
is explored individually and then jointly to further our understanding of assessor cogni-
CHAPTE R 2  
26 
tion. As such, this paper is not a systematic review of any of the literatures discussed 
nor is it meant to be a conclusive statement on the way assessor cognition research 
should progress. 
RESULTS 
There appear to be three distinct, though not mutually exclusive, perspectives on as-
sessor cognition within the research community. The first perspective describes poten-
tially controllable cognitive processes invoked during assessment and draws on com-
ponents of behavioural learning theory to help frame an approach to reduce unwanted 
variability in assessors’ assessments through faculty training. The second perspective 
draws on social psychology research and focuses on identifying the automatic and 
unavoidable bias of human cognition so that assessment systems can compensate for 
them. A third perspective draws from sociocultural theory and the expertise literature 
and proposes that variability in judgements could provide useful assessment infor-
mation within a radically different assessment design. Although there is some concep-
tual overlap between the perspectives, there are striking differences in the fundamen-
tal assumptions being made and the theories being used. Importantly the first two 
perspectives assume that any given performance exhibits a singular “true” standard of 
performance; whilst they differ in their explanations of assessor variability, both per-
spectives view it as error. Conversely the third perspective argues that variability may 
arise due to multiple legitimately different truths, which may not represent error. It 
seems necessary to explicitly describe these three different perspectives on assessor 
cognition as their differences may have challenging implications for future assessment 
solutions and research. In an effort to best describe the distinctiveness of each per-
spective, slight oversimplification and polarization of the perspectives was necessary. 
Perspective 1: Assessor as trainable 
From this perspective, inter-assessor variability in WBA is seen as the result of asses-
sors not “knowing” or correctly “applying” assessment criteria. Therefore, variability in 
assessment judgements reflects inaccuracy in the information provided by assessors 
and this variability needs to be minimized to improve the quality of assessment infor-
mation. A viable solution to reduce variability in judgements and improve measure-
ment outcomes in assessments is targeted training for assessors. This training would 
aim to improve consistency in assessment judgements by providing practice using 
relevant guidelines, performance criteria and an agreed upon frame of reference to 
assess performances.  
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This perspective is partially grounded in behavioural learning theory which assumes 
that trainee learning has occurred when there are observable changes in the trainee’s 
behaviours (or actions) which can be measured and evaluated. Learning tasks can be 
broken down into specific measurable behaviours16 and by identifying specific behav-
ioural objectives, learners can know exactly what behaviours need to be performed.17, 
18 Assessment criteria are used to specify how learning will be evaluated17, 18 and rigor-
ous standards for evaluating the educational outcome can help ensure assessment 
accountability.16 Assessment then relies on deciding if the trainee met the objectives 
which can be determined by detecting the expected observable behaviour from the 
learner. Assessment measures (i.e. a scoring rubric) are criterion referenced in that 
learners are assessed by how well they do, not how well they rank among their 
peers.19, 20 
Applying this to WBA, when assessors observe and assess trainees with patients, they 
need to be able to identify trainees’ “desired” and “undesired” behaviours (clinical 
skills). Because many core clinical skills have specific criteria by which quality care can 
be defined,21, 22 assessors should be using these criteria as they observe and assess 
trainees. For example, best practices have been defined for many skills related to his-
tory taking, physical exam, and counselling.23-28 If the desired endpoint of medical 
education is based on these definitions of clinical care quality,29, 30 then best practices 
for care quality should inform trainee assessment, and assessors should be using these 
quality metrics to assess clinical skills.31 A single stimulus, the interaction between a 
trainee and a patient, would then ideally result in more similar responses by assessors. 
However, assessors often fail to appropriately use quality metrics to assess clinical 
skills. 
Research in WBA has revealed at least three key cognitive processes used by assessors 
that could adversely influence assessments. One is that assessors use variable frames 
of reference, or standards, against which they judge trainees’ performance.32-35 “Un-
satisfactory,” “satisfactory,” and “superior” are common anchors on many assessment 
tools.36 How these anchors are interpreted is very variable. For example, some asses-
sors use these scales normatively, defining “satisfactory” as what a trainee at a particu-
lar level of training would be expected to do, even if they are uncertain about what 
skills should be expected at a given stage of training or what constitutes compe-
tence.32, 34 Another particularly prevalent frame of reference that assessors use is 
themselves. While observing trainees with patients, assessors commonly use their own 
skills as the comparison (“self” as frame of reference).32, 37 This is problematic for as-
sessment when practicing physicians’ clinical skills are variable, or sometimes even 
deficient, in core skill domains such as history taking, physical exam, and counseling.38-
41 If our goal in assessment is to determine whether care meets quality standards (the 
observable outcome), assessors must know and be able to accurately assess for the 
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presence or absence of skills that define high quality patient care. They may be less 
able to do this if their own clinical skills are insufficient. We know that some faculty 
cannot articulate what drives their assessment and can only provide a “gut” or “ge-
stalt” rating.32 For many assessors, the criteria they use to assess trainees develop 
experientially and individuals subsequently end up focusing on different aspects of 
performance resulting in assessors having variable definitions of what determines 
quality.32, 33 As a consequence, it is rare for assessors to explicitly apply criteria of best 
practice when assessing clinical performances.32 
A second potential source of measurement error is assessors making inferences during 
direct observation (deriving what seem to be logical conclusions from premises as-
sumed to be true) rather than assessing observable behaviours.32, 42 Assessors make 
inferences about trainees’ knowledge, skills (competence), and attitudes (work-ethic, 
emotions, intentions, personality).32, 43 Assessors do not recognize when they are mak-
ing these inferences and do not validate them for accuracy.32 Unchecked inferences 
risk “distorting” the accurate assessment of the trainee, because the assessors’ infer-
ences cannot be observed and measured, leading to greater inter-assessor variability, 
and ultimately faulty assessment. 
A third cognitive process used by assessors that could increase assessment variability is 
modifying assessment judgements to avoid unpleasant repercussions. For example, 
some faculty might artificially inflate a rating so that they do not have to have a con-
versation with a trainee about a marginal assessment, whereas others focus on their 
roles and responsibilities as coaches and do not shy away from lower ratings.32 Some 
may inflate assessments to be perceived as a popular or likable teacher, but this is not 
true of all assessors.32 There is also variability in how much assessors avoid stringent 
assessments to avert conversations with institutional leaders where they may be asked 
to defend their assessments.32, 44, 45 There are many stimuli within the culture of WBA 
that may lead assessors to variably synthesize what initially may have been somewhat 
similar observations of trainees into different assessment judgements. 
From this perspective, the aforementioned sources of error could, in part, be ad-
dressed through faculty development (i.e. the assessor as trainable) and certain princi-
ples of behavioural learning theory can be invoked to support proposed “training solu-
tions”. Germane to behaviourism, in a competency-based training paradigm, compe-
tencies, milestones, and entrustable professional activities are articulated (with the 
caveat that the goals/objectives are not just behaviours but also knowledge and skills) 
and subsequently measured.46, 47 If quality patient care is the assessment endpoint, 
then assessment of trainees should be based upon those competencies needed to 
achieve high quality care in unsupervised practice.29 To accomplish this, assessors 
would need to learn a criterion based approach to assessment where trainee perfor-
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mance is compared to pre-specified criteria that are ideally grounded in evidence-
based best practices. This may entail opportunities for assessors to refresh or acquire 
the clinical skills they will need to assess in WBA.48 Preliminary research suggests that 
helping assessors have a criterion-referenced shared mental model may even mitigate 
some of the pressures related to giving constructive feedback. 
Faculty development techniques such as performance dimension training would ena-
ble assessors to break down clinical skills into agreed upon observable behaviours and 
consistently apply assessment criteria. Training could also include reflection on the 
biases each assessor brings to the assessment tasks as well as learning to recognize 
when inferences are being used. The goal would not be to prevent inferences from 
being made but to help assessors develop awareness of when their judgements may 
be based on inferences rather than observed behaviours. Assessors could then make 
better judgements about the quality of clinical skills being performed. 
The end result is that some of the cognitive processes typically used by assessors to 
make assessment judgements may contribute to suboptimal assessments. This situa-
tion creates problems for learners, assessors, and patients. Learners receive mixed 
messages during assessment and discrepant feedback which can interfere with their 
learning since there is inconsistency in what is or is not being reinforced. Assessors, in 
making inaccurate assessments of the trainee, may make poorly informed supervision 
decisions. This, in turn, is a potential threat to patient safety and care quality. 
Perspective 2: Assessor as fallible 
The “first perspective” relies on an inherent assumption that adequately-resourced 
assessors will function like well-tuned analytical machines, precisely observing and 
comparing performance against a defined standard. Logically, any difficulties with this 
approach should be improved through clearer frameworks or through training in more 
accurate observation. Yet decades of research tell us that these approaches make 
comparatively little difference.49 Why? A different body of literature challenges this 
“precise analytical machine” assumption. This second perspective sees assessor varia-
bility arising from fundamental limitations in human cognition. In short, low inter-rater 
reliability persists despite training, not because assessors are ill-prepared, but because 
human judgement is imperfect and will always be readily influenced. 
Cognitive and social psychology assert that assessors cannot simply (passively) observe 
and capture performances.50 Human working memory and processing capacity is lim-
ited.51 Information is either lost very quickly, or must be processed and linked to a 
person’s pre-existing knowledge structures to allow it to be retained and used.52 As a 
result, there can be no such thing as “objective” observation of performance. To retain 
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and compare information long enough to give scores and feedback, humans necessari-
ly interfere with what they observe. These cognitive processes are the source of many 
described biases,53 and (within this perspective) the origin of problems with judge-
ment-based assessments. 
Although numerous biases in cognition exist, some illustration is useful. To make in-
formation cognitively manageable, people activate “schemas”: networks of related 
information. So, for example, the phrase “heart attack” might activate a web of infor-
mation that contains: pathophysiological concepts; typical symptoms; likely investiga-
tion findings; and treatment algorithms.54 It might also activate a mental image of a 
“typical” heart attack patient. The notion of a “typical” patient, or person, arises from 
our tendency to categorise people55, which leaves us open to “representativeness 
bias”56: rather than effortfully process all available information, we tend to compare 
key features of a new person to a “typical” example of the quantity we are interested 
in (i.e typical heart attack patient or “typical” competent trainee). By judging the simi-
larity of the new and “typical” people, we judge whether it is likely that the new per-
son is indeed having a heart attack / is a competent trainee. This saves a lot of mental 
effort, but means we tend to ignore important information, and this can bias our 
judgements. This type of bias is well illustrated by the literature on stereotypes. 
Once active, stereotypes (or the tendency for impressions of a person to be influenced 
by their membership of a group rather than their individual features), can distort 
which features individuals pay attention to,57 the judgements that they reach58 and 
their recall of what has occurred.59 The latter is particularly important: rather than 
“objectively” recalling what they have just observed, people may unconsciously “fill in 
the blanks” based on what their stereotypical beliefs suggest.60 This would be particu-
larly important to WBA as it would distort not just scores, but also the feedback given 
to trainees.  
Importantly, the influence of stereotypes is often not under conscious control: changes 
in context determine which stereotypes are activated,61 and people are often unaware 
of the unconscious thoughts that influence either their cognition62 or behaviour.63 
Emotions,64 time pressure,59 circadian rhythms,65 motivation, pre-existing levels of 
prejudice66 and individual cognitive preferences67 all influence the degree to which 
stereotypes influence individual decisions, making their influence haphazard and hard 
to predict. Instructions to avoid stereotyping can make their influence paradoxically 
worse68, which makes it unlikely that simple training will overcome the problem. 
Whilst well demonstrated in social psychology, the extent to which stereotypes influ-
ence assessment-judgements in medical education is unknown. We do, however, know 
that senior doctors possess well developed stereotypes of the way that ethnic minority 
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students may perform or behave69 whilst in other aspects of education, unconscious 
stereotyping of ethnic minorities can be seen to account for reduced academic 
achievement by these students.70 It has previously been shown that doctors judging 
performances of trainees are over-confident in their judgements (they are right less 
often than they think).71 Judgemental overconfidence is thought to typically arise due 
to representativeness bias56, and so suggests that these effects may well be at work in 
assessment judgements. 
Whilst the influence of stereotypes on assessors’ judgements remains to be elucidated, 
the influences of other biases are clearer. Humans are known to be poor at judging or 
scaling absolute quantities; judgements are easily influenced by contextual infor-
mation,72 through processes known as assimilation or contrast effects.73 Recently 
Yeates et al34 showed that the scores given to intermediate performances in Mini-CEX 
assessments are influenced to a moderately large degree by the standard of immedi-
ately preceding performances, biasing scores away from the preceding performance. 
Follow up study suggested this effect can occur across a range of performance levels, is 
fairly robust and that assessors may lack insight into its operation.33 
Other authors have theoretically considered ways that categorical thinking,55 cognitive 
load74,75or first impressions76 might influence assessors’ judgements in medical educa-
tion. Although detailed empirical investigation of these claims is awaited, initial inves-
tigation has shown that examiners in OSCE exams experience higher mental workload 
than occurs in routine clinical work.77 Consequently there is much reason to suggest 
that flaws in human cognition that have been thoroughly described in other arenas are 
likely to influence assessor cognition in medical education. 
Having noted the often unconscious and uncontrollable nature of these limitations in 
human judgement, we must face the possibility that they cannot easily be overcome 
through either training or more detailed assessment frameworks. In fact, as making 
more detailed checklists could increase the cognitive load experienced by assessors, 
this approach could potentially (paradoxically) worsen the very problem it hopes to 
improve.75 
It would be easy, therefore, to conclude that this perspective demands a nihilistic view 
of judgement-based assessments: judgement is flawed, and cannot be fixed. Not so. 
Instead, it suggests that progress may exist within a toolbox of possible cognitive inter-
ventions. For example, although (as mentioned earlier) asking people to avoid stereo-
typing can paradoxically worsen the influence of stereotypes, an alternative approach 
may be more effective. Recent research indicates that people can be induced to adopt 
an “egalitarian motivation” prior to making judgements of a person.78, 79 This reduced 
the cognitive activation of stereotypes78, 79 and lessened the influence of stereotypes 
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on behavioural intentions and inter-personal interactions.79 It might therefore be that 
improvements in judgements can be achieved by first elucidating the effect of cogni-
tive influences on judgements, and secondly finding corresponding cognitive tools to 
counteract these effects. 
Needless to say, much further work is required before any claims can be made about 
the potential benefits of these approaches. Even if these interventions are successful, 
they are unlikely to completely overcome contextual influences on judgements.74 One 
possible implication of this perspective would be to seek ways to replace human 
judgement with algorithmic measurement. Recent research has shown that a comput-
er-learning algorithm can separate novice and expert laparoscopic surgeons with rea-
sonable accuracy, by measuring and analysing their hand movements. No human 
judgement was involved.80 Perhaps further developments of this sort will gradually 
replace human judgement. This second perspective views assessor variations as the 
product of fundamental limitations in human cognition. Recognising this requires the 
medical education community to seek a different set of solutions than our traditional 
approaches have supplied. 
Perspective 3: Assessor as meaningfully idiosyncratic 
In the previous two perspectives, variability in assessors’ judgements is described as 
being problematic for measuring competency, for making assessment decisions and for 
giving feedback. Quite reasonably then, the proposed solutions aim to increase the 
reliability of assessors’ judgements. In the third perspective, the view of assessor vari-
ability is radically different. One of its fundamental questions is: What if variability, at 
least in part, comes from assessors each forming relevant and legitimate but different, 
and sometimes conflicting, interpretations? This perspective examines potential 
sources of idiosyncrasy within assessor cognition that could provide meaningful as-
sessment information but also lead to variability, assessor disagreement and low inter-
rater reliability. 
In the unstandardized reality of WBA, variance attributable to the idiosyncrasies of 
assessors is only outmatched by variance attributable to context specificity.81-83 From a 
psychometric measurement standpoint, neither of these sources of variance reveal 
anything about the trainee’s competence and are generally assumed to contribute to 
measurement error. Viewed from situated cognition theory and socio-cultural (learn-
ing) theories, however, context-specific variation is not “error”. According to these 
theories, context is not an inert or interchangeable detail separate from a trainee’s 
performance but instead is viewed as enabling and constraining the trainee’s ability to 
perform any intended or required skills.84-86 This is because context is understood to 
encompass all the dynamic interactions between everyone and everything within an 
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environment, and not just be a label for the physical location.84, 85, 87, 88 Based on this 
understanding of context, trainees would not have full control over the events within a 
clinical encounter and their competence would instead be shaped by, revealed within, 
and linked to that unique context.89, 90 
Viewpoints such as these make it more difficult to think of context as something to be 
disregarded or averaged across. They also call into question the idea of competence as 
something that resides solely within each trainee and remains stable across different 
places, patients and time.91 On the contrary, competence has been described as being 
socially constructed and needing to be demonstrated and perceived by others.92-94 The 
idea of perceiving others’ competence is especially important for WBA because many 
of the key constructs that need to be assessed are not directly observable.95 Instead, 
constructs such as patient-centeredness, professionalism, humanism and many others 
must be inferred from observable demonstrations.89, 93 Inferences are also required for 
making judgements of responsibility, praise and blame96-99 that are essential to clinical 
supervision decisions. If we assume that trainees’ clinical performance is constructed 
through dynamic interactions with contexts, then there is a need for contextualized 
interpretations of those performances. Consequently, a WBA designed to accommo-
date this would require an instrument with the sensitivity to detect unpredictable 
changes in performance across contexts. The instrument would also need sufficient 
specificity to pick out key features of a performance amidst a barrage of potentially 
useful data. In addition, it would need the wisdom to make useful inferences and ex-
trapolations from observed events. Fortuitously or not, such an instrument is already 
being used. Expert assessors could perform these tasks by making social inferences 
and may be essential for high quality WBA designs. 
With this in mind, it may be informative to refer to discussions about expert judge-
ment in clinical diagnosis. Research increasingly suggests that assessor expertise re-
sembles diagnostic expertise in the clinical domain to a remarkable extent.43, 100, 101 
Experienced clinicians use rapid, automatic pattern recognition to form diagnostic 
impressions; they very rapidly cluster sets of information into meaningful patterns, 
enabling fast and accurate diagnostic reasoning.102 They do not use detailed checklists 
with signs and symptoms based on textbook knowledge as novices would do, and 
more than that, they use information reflecting (subtle) variations in the context of the 
patient encounter.103 The cognitive processing used by experts heavily relies on identi-
fication and interpretation of relevant contextual cues. “In fact, that’s the main busi-
ness of human brains—to take a complex situation and to put one’s finger on what 
matters in it, to distill from an initial welter of sensations and ideas what a situation 
really is all about. To spot the gist.”104(p277) In addition, experts can recognize anomalies 
that violate expectancies; note the significance of the situation beyond the immediate 
events; identify what events have already taken place based on the current situation; 
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and form expectations of events that will likely happen based on the current situa-
tion.105-107 Human cognition is superb at filtering through unlimited bits of incoming 
data to discern relevant cues and make sense of situations. 
In WBA, research findings indicate that experienced assessors are similarly able to note 
situation-specific cues in the assessment task; link task-specific cues to task-specific 
performance requirements and performance assessment; explicitly link specific as-
pects of trainee performance to patient behaviours and the outcome of the consulta-
tion, and form more comprehensive interpretations of performance.42, 43 Even when 
experienced clinical assessors are engaged in complex tasks, often under time pres-
sures and with conflicting, as well as ill-defined goals, they seem to be capable of iden-
tifying cues in trainees’ performances that correlate with future performances.100 They 
spot the gist. 
Using humans as the assessment instrument adds additional complexity, though. As-
sessor expertise, as with any professional expertise, develops through immersion with-
in specific contexts.108 Since each assessor’s expertise will have been influenced by 
different contexts and shaped by unique experiences, different mental models of gen-
eral performance, task-specific performance and person schemas could be expected 
with each assessor inevitably developing a unique cognitive filter.42, 43 When interpret-
ing performance in context, assessors will give meaning to their observations by using 
their past experiences and understanding of their social, cultural and contextual sur-
roundings. Consequently, assessors may spot different “gists” or underlying concepts 
within a complex performance and construct different interpretations for them.89, 109 
Or, as stated by Delandshere: 
“Judges’ values, experiences, and interests are what makes them capable of inter-
preting complex performances, but it will never be possible to eliminate those at-
tributes that make them different, even with extensive training and “calibration”.” 
110(p16) 
Variations in assessor judgements may very well represent variations in the way per-
formance can be understood, experienced and interpreted. 
From this perspective, differences in assessor judgements are not something to elimi-
nate. This perspective does not deny that expert reasoning in performance judgements 
may be flawed-- comparable to errors in experts’ diagnostic reasoning.111 However, 
rather than reflecting suboptimal judgements, inconsistencies between assessors’ 
interpretations may very well reflect the complexity of the performance and the inher-
ently “subjective” interpretation of that performance filtered through the assessor’s 
understanding. If differences in assessment judgements were to come from differ-
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ences in the way the trainee’s performance can be perceived and experienced by oth-
ers, then the inconsistencies between assessor’s interpretations might be complemen-
tary and equally valid. Assessor disagreement may look less like error, for example, if 
many interpretations were collected and considered pieces of a composition that 
thoroughly described the trainee’s perceived competence.112 There could be significant 
value in the aggregated information if it could reveal specific, context-dependent pat-
terns of performance and performance interpretations.93 Even contradictory judge-
ments could be informative if judgements were collected purposefully until some type 
of information saturation was reached.113 A key difference in using saturation, rather 
than reliability, to analyze assessors’ judgements is the power to capture pockets of 
repeated interpretations that may differ from the majority interpretation yet repre-
sent important variants of how that resident’s behaviour can be perceived. 
There are certainly other implications for WBA design. If experienced assessors are 
viewed as potentially important assessment instruments for WBA, then it would be 
important to cultivate expertise in assessors through ongoing feedback and deliberate 
practice with making assessment judgements. Solutions aimed to minimize assessor 
variability, such as checklists and reducing tasks into observable subcomponents, 
would best be avoided as they may interfere with assessors making expert judge-
ments.91, 114, 115 Assessors would likely need to provide some form of narrative assess-
ment information to help reveal the context-dependence of their interpretations. As 
for trainees, since they might receive conflicting assessment information from asses-
sors, guided reflection could help them reconcile how others can interpret their behav-
iour differently than how it was intended. These conversations could be incorporated 
into an assessment culture focusing on deliberate practice for continual improvement 
of patient care and outcomes. 
In the third perspective, and similar to the second perspective, ideas for why it is un-
reasonable to expect different assessors to interpret the same trainee’s performance 
in exactly the same way are shared. In contrast to the second perspective, variability 
has been described as a potentially useful source of assessment information stemming 
from assessors differently developing expertise and using expert judgement. WBA is 
filled with unpredictable assessment situations where assessors are continuously chal-
lenged to identify critical features of context-dependent performances. Experts may be 
well suited for this task but the inferences and extrapolations they use to interpret the 
performance could also introduce variability into their judgements. To harness their 
insights, radically new assessment analyses, designs and culture may be needed. Even 
if it were possible for assessors to be objective, this perspective would argue that it is 
not desirable to eliminate these differences as when compiled they could contribute to 
a more comprehensive understanding of the trainee’s abilities. 
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DISCUSSION 
It is important to recognize that for the foreseeable future, workplace-based assess-
ment will be highly dependent on the judgement of humans. Few would deny that the 
primary goal of medical education is to produce a highly competent healthcare work-
force to care for patients and populations and that WBA is a critical component of 
clinical training. The three perspectives on assessor cognition, as discussed above, not 
only highlight a number of difficulties with WBA but, more importantly, challenge 
some of our preconceptions of assessment and cognition. When considered separate-
ly, each proposes a reasonable and logical view of assessor cognition. However, when 
considered simultaneously, it might seem initially that the three perspectives are ir-
reconcilable. Instead of summarizing each perspective, we will take the opportunity to 
highlight important commonalities that were not previously discussed before noting 
some points of divergence. We recognize this represents a synthesis developed 
through literature review and an iterative group process. Accordingly, it is not meant 
to cover all possible perspectives or serve as a systematic review of the literature. 
Despite the challenges highlighted in this paper, we believe that WBA can be improved 
by integrating the areas of concordance and discordance amongst the three perspec-
tives. 
Areas of Concordance 
Several areas of concordance deserve elaboration. First, all three perspectives require 
assessors to actually observe trainees interacting with patients and all recognize the 
current quantity and frequency of observationally-based assessment of undergraduate 
and post-graduate medical trainees is less than ideal. This is a serious deficiency in 
assessment programs and it requires immediate attention.36, 116-124 Regardless of the 
perspective on assessor cognition, institutions must create clinical and medical educa-
tion systems that permit, promote and sustain direct observation of trainees. Hence, 
the first step to improving WBA requires institutions to support and ensure faculty 
actually do it. 
A second area of concordance between the three perspectives is the need for faculty 
to achieve and maintain their own clinical competence, while concomitantly develop-
ing expertise as an assessor. An impediment to assessing the quality of specific skills 
performed by a trainee is an assessor’s lack of awareness of the specific skills required 
to competently perform that task. Therefore, faculty development for assessors may 
need to include training for their own clinical skills development in addition to training 
for how to assess those skills. 
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Finally, there are two mechanisms common in each perspective that could be useful to 
help maximize the strengths and minimize the weaknesses of assessor cognition. One 
is robust sampling of tasks for each trainee assessed by an equally robust sample of 
assessors to improve the reliability, validity, quality and the defensibility of assessment 
decisions. The other is facilitated group discussions among assessors and assessment 
decision makers that provide an opportunity to synthesize all available assessment 
data to create a clearer composite picture of a trainee’s overall performance.125 Group 
discussions allow both consistent and variable judgements to be explored and better 
understood.126 
Areas of Discordance 
There are also areas of discordance, or incompatibilities, between the three perspec-
tives that cannot be ignored. For example, whether there exists one or multiple 
“truths”, the goals of faculty development, the utility of making inferences and the 
pursuit of reliability have been previously discussed. Rather than trying to overcome 
the discordances and fully integrate the different perspectives into a unified theory, it 
may be useful to identify circumstances where the strengths of a particular perspective 
may be especially advantageous. 
A simple football (soccer) analogy might help to illustrate how different perspectives 
on assessor cognition could be purposefully matched to fundamentally different as-
sessment situations to improve WBA. A football player must place the ball into the net 
in order to score a goal and anything outside the boundary of the net is a miss. Deliv-
ery of healthcare is similarly bounded; there are not limitless ways for trainees to pro-
vide safe, effective, patient-centered care. Some clinical tasks have tighter boundaries, 
or a smaller “net”. For example, insertion of central venous catheters and safe man-
agement of mechanical ventilators to prevent pneumonia should be performed within 
the boundaries specified by the latest evidence-based medicine or procedural check-
lists. Variance from the standards in these cases should be limited. Correspondingly, it 
would be advantageous for assessor judgements of these performances to have less 
variability. There are situations, however, where determining the quality of the train-
ee’s performance is dependent on a larger number of contextual factors such as pa-
tients’ medical conditions, needs and culture, and system factors. For example, alt-
hough there are guidelines for delivering bad news (e.g. the SPIKES127 framework), an 
appropriate performance under a specific combination of factors may not be appropri-
ate given a different combination of factors. In other words, the boundary zone (i.e. 
size of the net) is wider for breaking bad news as compared to central venous catheter 
insertion, but neither is infinite. For clinical encounters that can be highly influenced by 
contextual factors, an assessment system that can accommodate variability and exper-
tise in assessors’ judgements may be appropriate and valuable. 
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Moving Forward 
As the emerging field of “assessor cognition” research grows, these perspectives will 
help to align and situate research, signposting ways to discuss discordant (even con-
tradictory) empirical findings to inform and develop assessment practice. Our goal 
should not be to accept inherent limitations in assessor cognition as an excuse to avoid 
improving assessment design. Instead, we should critically reflect on and strategically 
incorporate both the concordant and discordant views presented by each of these 
perspectives to enhance the quality of our assessments. 
All three perspectives will also need to account for rapidly changing clinical care deliv-
ery models, a critical contextual variable, that will substantially impact medical educa-
tion. Learning and clinical care now occurs increasingly through inter-professional 
teams, and this will affect how we think about the assessment of individuals. Patients 
are entrusting faculty and programs to perform supervision and assessment in a man-
ner that effectively meets their needs in this new context. Furthermore, it is likely that 
judgements of competence will be done through group process, meaning groups will 
make inferences based on others’ observations and ratings. In the end, regardless of 
what perspective of assessor cognition is emphasized or utilized, and how that per-
spective is used, the ultimate outcome must be the same: the delivery of safe, effec-
tive, patient-centred care. 
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ABSTRACT 
Problem Statement and Background Measurement errors are a limitation of using 
rater-based assessments that are commonly attributed to rater errors. Solutions tar-
geting rater subjectivity have been largely unsuccessful. 
Methodology This critical review examines investigations of rater idiosyncrasy from 
impression formation literatures to ask new questions for the parallel problem in rater-
based assessments. 
Synthesis of Findings Raters may form categorical judgments about ratees as part of 
impression formation. Although categorization can be idiosyncratic, raters tend to 
consistently construct one of a few possible interpretations of each ratee. If raters 
naturally form categorical judgments, an assessment system requiring ordinal or inter-
val ratings may inadvertently introduce conversion errors due to translation tech-
niques unique to each rater. 
Conclusions  Potential implications of raters forming differing categorizations of ratees 
combined with the use of rating scales to collect categorical judgments on measure-
ment outcomes in rater-based assessments are explored. 
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BACKGROUND 
Medical education has long struggled to find a way to take advantage of human obser-
vation to inform assessment of its professionals and trainees. Rater-based assessments 
are used because they allow students to be observed performing complex tasks corre-
sponding to higher levels of competency.1,2 Common examples include objective struc-
tured clinical examinations (OSCE),3 small group tutorial assessments4 and workplace 
assessments5. Unfortunately, rater-based assessments generally demonstrate psy-
chometric weaknesses6-9 including measurement errors of leniency,10 undifferentia-
tion,11 range restriction,12 bias13 and unreliability.14 One of the biggest threats to the 
reproducibility of clinical ratings, low inter-rater reliability,15,16 has been found to occur 
even when different raters view the same performance.17-20 In a dramatic example, 19 
of 20 OSCE stations each had 1-8 discrepancies where at least one rater made a posi-
tive evaluative comment about the presence or absence of a specific observable be-
haviour, while another rater made a negative evaluative comment regarding the exact 
same behaviour.21 
While actual ratee performance differences attributable to context or case specificity 
are acknowledged to play a critical role in the complexities of rater-based assess-
ment,22 its effects are well understood and accounted for in current assessment sys-
tems. Causes of variability in ratings, given by multiple raters for the same perfor-
mance within the same context, are more uncertain with considerable debate current-
ly taking place about whether or not such variability can be overcome.23-25 The chal-
lenge is illustrated well by Marshall and Ludbrook who stated, “the judgment that an 
examiner makes of a candidate in the setting of the conventional test of clinical skills is 
an entirely personal one.”26(p215) This assumption of raters being idiosyncratic has led to 
the development of solutions to help raters be more objective. Medical education 
researchers have redesigned rating scales,27 forms,11 and systems28 to help deter sub-
jective biases and support rater judgments during assessments, but these solutions 
have had limited success.6,29,30 With raters identified as the problem, rater training has 
been the most persistently proposed solution.31 Rater training’s meagre improvement 
of measurement outcomes, however, has provoked some researchers to suspect med-
ical raters are impervious to training,7,32 by suggesting that “some examiners are in-
herently consistent raters and others less so. The former do not need training and the 
latter are not improved by training.”33(p349) 
Given the apparent intractability of this problem using our standard frameworks, it 
might be worth exploring other approaches to understand the manner in which people 
represent and make determinations about others. For example, a handful of medical 
education researchers have called attention to the importance of considering raters’ 
social cognitive processes and corresponding implications concerning measurement of 
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performance assessments. These authors have stressed the need to see raters as ac-
tive information processors using judgment, reasoning and decision making strategies 
to assess ratees.34 They have also highlighted a complex interaction of impression 
formation, interpretation, memory recall and judgment in assigning ratings.21 And 
several have described potential incongruences between assessment procedures, 
psychometric measurement principles and human rater capabilities.2,35,36  
The approach being explored by these authors is highly reminiscent of the impression 
formation literature, a large research domain within social cognition focused on under-
standing how individuals make judgments of others in social settings.37 Impressions are 
formed as part of knowing another person. They are constructed from factual infor-
mation, inferences and evaluative reactions regarding the target person.37 It has been 
suggested that impressions are used to organize information into a structure of 
knowledge about the person38 in order to interact with them.39 Social cognition re-
searchers are interested in the specific cognitive processes used by people to think 
about the social world. They investigate how social information is encoded; stored and 
retrieved from memory; structured and represented as knowledge; and the processes 
used to form judgments and make decisions.40 
Interestingly, the idiosyncrasy of raters has also been of interest to impression for-
mation researchers.41 In that literature, it is well established that different raters will 
often form different impressions of the same ratee even when given the exact same 
information.42,43 In fact, the descriptions made by a single rater about multiple others 
have been found to be more similar than the descriptions made by multiple raters 
about a single ratee.44 Typically, the largest portion of variance in personality trait 
ratings is not attributable to differences perceived between the ratees but differences 
uniquely contained within the relationship between each rater and ratee.42,45 These 
parallel findings between the rater-based assessment literature and the impression 
formation literature suggest that social cognitive explorations of this phenomenon 
could be informative in better understanding the cognitive processes used by raters 
within the social context of rater-based assessments.21 In turn, such better under-
standing could inform new solutions for the limitations of these techniques.35 
METHOD 
This paper represents a synthesis of related research domains focused on understand-
ing the source of variance in social judgments. Although the measurement limitations 
in rater-based assessments undoubtedly stem from many complex factors, this paper 
explores the perplexing origins of rater variance when raters observe the same act. 
MEDLINE, ERIC and PsycINFO were used to search for articles investigating social 
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judgment processes including impression formation and associated socio-cognitive 
processes. This paper is necessarily non-systematic and non-exhaustive in order to 
present a preliminary understanding of vast literatures investigating problems analo-
gous to those with rater-based assessments. Accordingly, the intent is to stimulate 
different ways of asking questions about the limitations of rater-based assessments 
prior to negotiating potential solutions. Due to space restrictions, the papers cited are 
a representative sample of larger bodies of research and interested readers may want 
to consult their respective reference lists. 
RESULTS 
Within psychology literatures, the act of perceiving other people (i.e. forming impres-
sions), is commonly described as a categorization task though differences exist in the 
way in which these cognitive processes are thought to be enacted. 46,47 Based on itera-
tive readings of the social cognition literature, three themes emerged that encapsulate 
the differing conceptions of categorization as used in forming impressions of other 
people. These themes included the conceptualization of impression formation as the 
construction of Person Models, impression formation as a nominal categorization pro-
cess, and impression formation as a dimensionally based categorization process. Each 
of these concepts will be elaborated, and potential implications for rater-based as-
sessment in medical education will be highlighted, in the following sections. 
Impression formation as idiosyncratic yet convergent Person Models 
Social judgments have been found to be idiosyncratic and fallible under certain condi-
tions.48 Psychology researchers have studied numerous variables that provide some 
understanding of why this is the case. For example, raters’ mood and emotions at the 
time of the judgment can have an influence.49 If the ratee reminds the rater of a signif-
icant other, the ratee can be perceived to share similar characteristics.50 If the rater 
has recently been exposed to a description of the ratee, ambiguous behaviour can be 
interpreted as being consistent with that description.51,52 Thus, there exists an implicit 
understanding that impressions are subject to variables and contextual factors beyond 
the ratee herself.  
Despite this expectation of rater idiosyncrasy in impression formation, however, there 
exists evidence that impressions will often be quite consistent across raters. One line 
of research, for example, has demonstrated that when raters were asked to write 
descriptions of a ratee based on their impressions, all descriptions for that ratee could 
be grouped into three representative stories (or “Person Models”) about that individu-
al.42,45 The Models are ad hoc descriptions of the ratee based on the rater’s impres-
CHAPTE R 3  
52 
sions formed from the information available. Importantly, while many stories can be 
generated, stories pertaining to any one individual tend to fall into one of three Mod-
els though the same three Models are not relevant to every individual. To elaborate, in 
one study,45 69 participants viewed the same four minute video of a ratee having a 
conversation with a friend and then with a family member. Participants provided a 
written description of what they thought about the ratee. Naïve participants subse-
quently reviewed all the descriptions and independently sorted them into groups 
based on similarity or shared meaning. Their groupings showed high agreement, and 
cluster analyses confirmed that, for each ratee, there were three distinct ways in which 
(s)he was described. Consider these three descriptions(p341): 
Model 1 (67.6% of descriptions): [Ratee E] is energetic, friendly, and expressive, alt-
hough she is more outgoing with her friend than her mother. She seems to be a kind 
and considerate person who enjoys talking to others. She laughs a lot and has many 
ideas. 
 
Model 2 (15.5% of descriptions): [Ratee E] is insecure and nervous. She seems dis-
tracted at times, and she has trouble making decisions. She plays with her pen a lot 
and keeps bringing up a trip she was supposed to go on last year. 
 
Model 3 (16.9% of descriptions): [Ratee E] has to dominate the conversation. She is 
rude and obnoxious and seems insensitive to other people. She doesn’t even say bless 
you when her friend sneezes. She seems self-centred and barely lets her friend talk. 
 
Consistent with this example, for each ratee in the study the majority of participants 
had a tendency to describe the ratee using a particular Person Model. In each case, 
however, two other, sometimes vastly different, descriptions were also consistently 
given. Thus while judgments are idiosyncratic, they are not infinitely so. It has been 
suggested that different combinations and prioritization of the pieces of information 
resulted in the different explanatory stories.42 In a follow-up study,45 the Person Mod-
els corresponded with ratings of liking and positive-negative evaluation such that 
raters using Model 1 viewed the ratee positively and liked her whereas raters using 
Models 2 or 3 viewed her negatively and disliked her. The Person Models, therefore, 
were found to account for a substantial portion of the variance in impressions at-
tributed to the unique relationship between the rater and the ratee—the variance 
often described as noise resulting from the idiosyncrasy of the rater.45 
Impressions, and ratings, have often been regarded as personal to the rater and easily 
biased by various factors.7,53 If raters are forming Person Models as part of construct-
ing a coherent impression about a ratee from the information they are receiving, and if 
there generally exist about three Person Models that are used for every ratee, this 
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could help explain decreased inter-rater reliability in rater-based assessments while 
still yielding a sense of relative cohesion and coherence for each rater. And, it would 
lead to questioning whether and how the three possible, but highly divergent, Models 
could ever be reconciled into a uniform set of ratings for an individual student. Before 
exploring these questions, however, it may be useful to examine some other social 
judgment conceptualizations. 
Impression formation as a nominal categorization process 
The Person Model shares many characteristics with theories that focus on the use of 
social categories as a way to decipher and integrate information about a ratee.47,53,54 
Here the focus is not on the ad hoc construction of narratives around a ratee’s behav-
iour, but rather, the focus is on raters’ tendencies to lump ratees into pre-existing 
schemas. Categories are thought to be valuable in that they enable raters to apply pre-
existing knowledge to help understand incoming information about a person. While 
there are clear and readily recognized dangers in over-generalization (such as stereo-
types), there are apparent benefits to categorization as well.46 With the use of catego-
ries, cognitive resources do not need to be used in order to monitor a ratee’s category 
consistent behaviour. Instead, the rater only needs to note any category inconsistent 
behaviours.55 Categorization of the ratee also allows the rater to go beyond the given 
information to infer other expected details consistent with typical category mem-
bers.56 This can be useful to better understand the individual ratees, to make predic-
tions about how they will behave, and to decide how best to behave when interacting 
with them.47 Consistent with the Person Model theories of impression formation, cate-
gory-based knowledge is thought to act as a framework to provide possible explana-
tions for why a ratee might display particular behaviours in a given situation. Accord-
ingly, it has been suggested that categories could be thought of as a type of shorthand 
to explain what a group of people are like and why.57 
Although the social categorization literature suggests that these categories can exist 
pre-formed in long-term memory,46 social categorizations of a person are thought to 
be flexible because any individual can be categorized in multiple ways.58 Consistent 
with the findings described above, this literature has found context to be important in 
determining which category of the many possibilities will be applied to the person.51,59 
For example, a man carrying a baby in a grocery store may be categorized as a Dad but 
in a hospital as a Nurse. Researchers in this area have been particularly concerned with 
the question of how controllable category activation is. Some researchers argue it is 
automatic and not controllable,60 others have suggested that it is “conditionally auto-
matic”61,62 or consciously controllable.63 Interestingly, there is evidence to suggest that 
intentionally trying to adjust social judgments to counteract categorization-based as-
sumptions or trying to suppress categorical thinking can cause the categorizations to 
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have more adverse influence on impressions.64 This has been repeatedly demonstrat-
ed, for example, with studies where raters who were trying to avoid the use of stereo-
types ended up demonstrating more stereotypic thinking in subsequent trials65 and 
more stereotyped memories of the ratee.66 This suggests that good intentions and the 
motivation to avoid categorizing people may not be completely possible and, when 
attempted, may not result in improved judgments. 
If we were to accept that raters may be categorizing ratees as part of perceiving and 
forming an impression of them, this could have important implications for rater-based 
assessment. Perhaps the most intriguing implication is the resemblance of categories 
to nominal rather than ordinal or interval data. As a level of measurement, the nomi-
nal scale “classifies objects into categories based on some characteristic of the ob-
ject.”67(p15) Nominal variables have categories but do not have an inherent, logical or-
der, a true zero, or an equal interval between the categories. Assessment forms often 
require ordinal responses such as the selection of an ordered descriptive value on a 
behaviourally-anchored scale, or interval responses such as the selection of a numeri-
cal value on a Likert-type rating scale. If raters are judging ratees by perceiving them as 
belonging to a particular category, then how do they translate that categorical judg-
ment into a rating scale value? 
Impression formation as dimensionally-based categorizations 
In contrast to the literature focussing on nominal categorizations of individuals, a third 
conceptualization of categorization counter-intuitively involves judgments made on 
dimensional scales. As is described more thoroughly in the following, people can ap-
pear to be placed into categories based on dichotomized judgments on two underlying 
dimensions. An extensive literature consistently identifies two orthogonal dimensions 
underlying social judgments that can account for the majority of variance in impression 
formation. In all studies, one of the dimensions refers to socially desirable or undesira-
ble traits that directly impact upon others. It includes positive traits such as friendly or 
honest and negative traits such as cold or deceitful. The second dimension has more 
variability across studies and refers to traits that tend to more directly influence the 
individual’s success.68,69 It tends to include positive traits such as intelligent or ambi-
tious and negative traits such as indecisive or inefficient. These dimensions have been 
given various labels, likely attributable, in part, to differing domains having been stud-
ied: warmth/competence,69,70 communion/agency,68,71 social/intellectual,72 oth-
er-profitability/self-profitability,73 morality/competence,74 and social desirability/social 
utility.75 Although the choice of labels for each of the dimensions may imply research-
ers from different domains have identified very different dimensions, the researchers 
agree there is a common overlap of traits and behaviours.68-70,75,76 
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Interestingly, despite the speculation that there are two continuous, scaled dimensions 
underlying the process of social judgment, many researchers in the social judgment 
literature suggest that these two orthogonal dimensions are dichotomized into high 
versus low value judgments. When the two dimensions are crossed, therefore, the 
result is four potential combinations and it has been proposed that individuals and 
groups are categorized in one of these four clusters.77 Researchers have shown that 
the stereotyped groups described in the preceding section can be categorized into 
each cluster based on rater judgments of warmth/competence dimensions and that 
each cluster is associated with emotional and behavioural responses in the rater.78 
More specifically, in North America, groups judged high on warmth and competence, 
such as the middleclass, invoke the emotions of pride and admiration and lead to be-
haviours of wanting to help and associate with them. Groups judged low on warmth 
and high on competence, such as the stereotypically gluttonous rich, elicit envy and 
willingness to associate but also to attack under certain conditions. Groups judged high 
on warmth and low on competence, including stereotypes for the elderly and disabled, 
elicit pity and willingness to help but also to avoid. Low judgements of both warmth 
and competence, including stereotypes for the homeless and drug-addicted, invoke 
the emotions of disgust and contempt and lead to behaviours of wanting to attack and 
to avoid. 
The fundamental nature of two dimensions underlying social judgments has been 
explained using an evolutionary perspective. It has been proposed that successfully 
determining whether strangers are potential friends or enemies, based on their per-
ceived intentions and also on whether they are capable of achieving those intentions, 
would provide a survival advantage.79 As such, persons categorized as having cold or 
immoral intentions and high competence receive more strongly negative impression 
ratings than those categorized as having immoral intentions and low competence.80 
This occurs despite the immoral-incompetent categorization resulting from two nega-
tive dimensional judgments and the immoral-competent categorization resulting from 
the combination of a positive and a negative dimensional judgment. Categorizations 
based on dimensional judgments, therefore, do not purely reflect an algebraic combi-
nation of values judged on two orthogonal dimensions. 
The finding that two dimensions can account for variance in impression formation is 
especially intriguing because two dimensions have also been found to underlie rater-
based assessments in medical education.11,81,82 Factor analysis of rating forms designed 
to assess clinical competence often identifies two underlying factors regardless of the 
number of items or the number of dimensions included on the form. Of the two fac-
tors that explain the majority of variance in ratings, one tends to refer to Knowledge 
and the other to Interpersonal skills. The knowledge dimension seems analogous to 
the competence dimension in social judgments and the interpersonal skills dimension 
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appears comparable to the warmth dimension. As such, medical raters could be using 
the cognitive processes, previously described using the example of stereotyped groups 
in North America, to classify ratees into one of the four clusters with consequent emo-
tions and reactions. If two fundamental dimensions reflect the cognitive judgments 
made by people in forming impressions of others it may be useful to better understand 
how raters make judgments on these two dimensions and what factors influence 
judgments on either dimension. It may also be important to examine the dimensions 
more closely to determine if they are in fact continuous or dichotomized; to look for 
additional dimensional axes; and to confirm that these two dimensions are truly or-
thogonal. 
On the other hand, it is worth noting that the two dimensions were revealed through 
the use of rating scales and factor analysis or multidimensional scaling. It is not clear, 
therefore, whether these dimensions represent the actual cognitive processes used by 
raters or are artefacts of the rating process used to capture the judgments. Thus, alt-
hough these dimensions are potentially useful in understanding the judgments report-
ed on rating scales, it remains to be seen whether they meaningfully reflect the under-
lying cognitions that generated the ratings in the first place or whether they emerge 
from the data because ratings scales were used to record the judgments. 
DISCUSSION 
The need for medical education to use rater-based assessments in determining the 
competence of its trainees and professionals combined with difficultly in resolving the 
psychometric limitations of these ratings has resulted in raters commonly being 
blamed for the limitations of this assessment approach.31 While case specificity has 
been shown to play a very important role, rater variability (based on idiosyncrasies of 
opinion, defiance or ineptitude) has also been seen as a source of construct irrelevant 
error16,25 with less clear understanding of how to overcome the challenge it creates. 
Solutions targeted at bolstering rater objectivity and ability have had little impact on 
reducing these measurement errors,7 and hence, perhaps the time has come to con-
sider an alternate conception of rater “error”. Through better understanding of how 
raters make judgments during the assessment process, we may be able to tease apart 
error attributable to human biases and error unintentionally imposed by assessment 
systems that are incongruent with innate human cognition. If we were to start with the 
premise that raters in rater-based assessments use the same cognitive processes as 
raters in social judgments, then what would the implications be for assessment and 
how would it change the way we talk about assessment?  
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Psychologists have shown that, in making social judgments, people have a propensity 
to categorize other people. In the impression formation literature, there appears to be 
at least three different conceptualizations of this categorization process. The Person 
Model literature presents an adaptable type of categorization based on the construc-
tion of stories, as needed, to describe specific individuals.42,45 In contrast, the categori-
zation literature suggests that categories can be pre-formed constructs that exist in the 
long-term memory and are applied when activated.46 And a third conceptualization is 
the concept of cluster-based categorization that results from dichotomous judgments 
on two dimensions.77,78 Regardless of these differences in conceptualization, there is 
general agreement in the impression formation literature that such categorizations 
allow information about a typical category member to be applied to the new person, 
thereby reducing the cognitive resources needed to monitor the person’s behaviour, 
allowing for predictions of how they will behave, and providing options for how best to 
interact with them.46 If this is the basic process underlying raters’ decisions in medical 
education, it has several implications for our conceptualization of rater error. 
First, the categorization of the person can happen spontaneously and without aware-
ness60 and there may be poor control over these processes even when they are made 
explicit.64 This could directly impede efforts to modify the influence of categorization 
on assessments through rater training. Further, although there is evidence of these 
categorizations being surprisingly consistent across raters, there is nonetheless room 
for rater idiosyncrasy, or at least subgroups that consistently use a different Person 
Model in understanding a particular individual’s behaviour.45 If we were to take this 
categorization model as the underlying process by which raters were assessing ratees, 
therefore, it would radically alter our understanding of the source of rater differences 
and the ways in which we might imagine trying to address it. It is not that raters are 
scaling the behaviours differently, but rather that they are placing ratees in different 
nominal categories. 
Second, in the vast majority of rater-based assessments in medical education, the 
standard forms require ratings on a pre-determined list of performance domains, roles 
and/or competencies. These theoretically constructed assessment dimensions may not 
correspond with the categorizations that result from our innate cognitive processes 
and they may not be universally applicable to all ratee categorizations. It is possible, 
therefore, that rater error might stem from an assessment system that asks raters to 
carry out judgment tasks that are incongruent with the cognitive processes used by 
humans to perform judgments. If we were to accept the process of categorization of 
ratees during assessments, then what are the potential ramifications for analyzing 
rater-based assessments? If raters are forming nominal judgments but assessment 
forms require ordinal or interval ratings, how do they translate that categorical judg-
ment into a rating scale value? Could raters using different conversion systems explain 
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a portion of rater error? Could conversion miscalculations be a source of rater error? 
How much influence could an unreliable or idiosyncratic rater judgment to rating scale 
conversion process have on the measurement outcomes of rater-based assessments? 
The idea that people categorize others as a way of perceiving and understanding who 
they are and what their significance may be in a social environment is, in and of itself, 
not a radical concept. Its potential implications for rater-based assessments, on the 
other hand, are profound. First, it suggests that measurement errors may be partially a 
function of raters making somewhat consistent, but different, categorizations. If this is 
true, assessment systems may need to accommodate the categorization process, and 
faculty development efforts would look very different if we are to improve the quality 
of assessments. Second, measurement errors may reflect conversion errors stemming 
from idiosyncratic or erroneous translation of these nominal judgments into the ordi-
nal or interval judgments we demand of our raters. The statistical benefits of interval 
variables over nominal variables are enormous. But if this is how human raters form 
judgments and make assessments, then this inconvenient reality may need to be faced 
head-on. Thus, the third implication is that there may exist a more efficient, accurate 
and reliable rater-based assessment system that incorporates categorical judgment 
processes. 
As we consider where to go from here, it is clear that, while immediate solutions are 
not available, a research agenda informed by the concept of an innate human inclina-
tion towards categorization of people during impression formation would lead to a 
very different set of questions regarding our assessment systems. Are rater-based 
assessments suffering from a “lost in translation” problem as they require ordinal 
judgments to be derived from a nominal categorization process? If raters are trying to 
provide nominal data, how might we codify these categorizations directly rather than 
asking our raters to translate their categorical assessments into universally applied 
scaled dimensions with ordered degrees of competence? How could such a categorical 
assessment system be analyzed and compared across raters? What would be required 
to compile and interpret various nominal judgments to determine the competency of 
individual students? How would the resulting assessment be communicated to stu-
dents in a comprehensible and usable form? How could assessment decisions based on 
nominal data be defended during appeals and litigation? 
It is with good intentions that steps have been taken to make rater-based assessments 
more consistent through increasingly structured dimensional assessment tools. Chang-
es to rating scales, assessment procedures and rater training have been based on solid 
reasoning and rigorous study. It is important to have psychometrically sound assess-
ments that are defensible, useful and meaningful. But the outcomes from this dedicat-
ed work have not entirely met expectations. It may be time to take a completely dif-
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ferent look at what raters have been asked to do. The skills of observation, perception, 
judgment and decision making have evolved in humans to benefit social interactions 
and ultimately survival. It is highly likely the rater-based assessment environment trig-
gers the use of these innate social cognitive processes. An assessment process that 
best utilizes the advantages of social cognitive processes while minimizing the disad-
vantages may provide improved results. 
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ABSTRACT  
Purpose Social judgment research suggests that rater unreliability in performance 
assessments arises from raters’ differing inferences about the performer and the un-
derlying reasons for the performance observed. These varying social judgments are not 
entirely idiosyncratic, but tend to partition into a finite number of distinct subgroups, 
suggesting some “signal” in the “noise” of inter-rater variability. The authors investi-
gated the proportion of variance in Mini-CEX ratings attributable to such partitions of 
raters’ social judgments about residents. 
Method In 2012 and 2013, physicians reviewed video-recorded patient encounters for 
7 residents, completed a Mini-CEX, and described their social judgments of the resi-
dents. Additional participants sorted these descriptions, which were analyzed using 
latent partition analysis (LPA). The best-fitting set of partitions for each resident served 
as an independent variable in a one-way ANOVA to determine the proportion of vari-
ance explained in Mini-CEX ratings.  
Results Forty-eight physicians rated at least 1 resident (34 assessed all 7). The seven 
sets of social judgments were sorted by 14 participants. Across residents, 2 to 5 parti-
tions (mode = 4) provided a good LPA fit, suggesting that subgroups of raters were 
making similar social judgments, while different causal explanations for each resident’s 
performance existed across subgroups. The partitions accounted for 9-57% of the 
variance in Mini-CEX ratings across residents (mean = 32%). 
Conclusions These findings suggest that multiple “signals” do exist within the “noise” 
of inter-rater variability in performance-based assessment. It may be valuable to un-
derstand and exploit these multiple signals rather than try to eliminate them. 
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PURPOSE 
Relying on clinical supervisors to observe and assess trainees’ clinical performances 
has been an essential component of assessment in medical education. One of the limi-
tations of this form of assessment is excessive variability in the ratings and judgments 
provided by supervisors. In fact, variance attributed to the idiosyncratic ratings of the 
supervisors often exceeds the variance accounted for by differences in trainees.1-3 
From a psychometric perspective, this can be problematic, as it is not unusual for the 
majority of clinical rating variances to be considered unusable “error.”4-6 
We have raised the possibility in a previous article7 that variability in clinical ratings 
could be introduced through the cognitive processes used in making social judgments 
(i.e., inferences about the performer and the underlying reasons for the performance 
observed). Recent research8,9 suggests supervisors do make such inferences during 
clinical assessments. However, the relationship between the formation of these social 
judgments about a trainee and supervisors’ impressions regarding that trainee’s clini-
cal competence has not yet been specified.10 
There are an infinite number of social judgments that could be made,11 raising con-
cerns that as many social judgments could be formed about an individual as there are 
people providing judgments. Mohr and Kenny12 have found, however, that social 
judgments are much less idiosyncratic than that statement implies. They asked 69 
study participants to view a brief video recording of a target person and to offer de-
scriptions of that target person. The resulting descriptions included a wide variety of 
social judgments, yet that array of impressions could be easily organized into three 
coherent categories of description that were not only distinct from each other, but 
actually represented conflicting social inferences and personality attributions. This 
finding replicated across six different targets, although for each target there was a 
different set of distinct categories of social judgments. This finding was supportive of 
earlier work13,14 that proposed that people spontaneously create a narrative account of 
a target person that typically includes causal explanations for the observed behaviors. 
Importantly, these causal explanations and attributions were able to account for vari-
ance in numeric ratings of the target individual that would normally be attributed to 
rater idiosyncrasy.12,13 
Mohr and Kenny’s method, therefore, offers an opportunity to explore variability in 
clinical performance assessments and to examine the extent to which such variability 
reflects different social judgments. If such clustering of disparate social judgments 
does exist within subgroups of raters observing the same performance, it raises the 
possibility that there may be multiple “signals” in the “noise” of rater variability that 
are not currently being recognized, much less understood. This would, in turn, raise 
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questions about whether these multiple signals should be treated as error to be elimi-
nated or information to be exploited as we construct our assessment of a trainee’s 
competence. The first step, however, is determining the extent to which these multiple 
signals do exist and to establish methods to effectively document their impact on rater 
assessments. 
The primary purpose of our study, therefore, was to explore the utility of Mohr and 
Kenny’s12 methodology to understand rater idiosyncrasy in clinical performance as-
sessment. The specific research question was, “What proportion of variance in clinical 
competence ratings can be explained by raters’ development of one of a few distinct 
social impressions about the performer?” We attempted to match Mohr and Kenny’s12 
conditions as closely as possible in the context of clinical performance assessment. It 
was necessary, however, to make some modifications to their methodology by using 
latent partition analysis (LPA) as a statistical method to identify the common categori-
zations of social judgments made by physician raters, as will be explained below. Thus, 
a secondary purpose of the study was to introduce LPA as a statistical method to the 
medical education literature.  
METHOD 
The first component of this study involved the selection of videos of clinical perfor-
mances and the development of an online system to present the videos and collect 
data from physicians. Data collection and analysis then proceeded in four phases. 
භ In Phase 1 physicians assessed the video-recorded clinical performances by provid-
ing Mini-CEX ratings and narrative responses in the online data collection system. 
භ In Phase 2 additional participants (who were naïve to the videos, the clinical rat-
ings, and the purpose of the study) reviewed and sorted the physicians’ narrative 
responses for each clinical performance into piles based on the similarity of the so-
cial judgments being described. 
භ Phase 3 involved statistical analyses of the sorted piles using LPA to determine 
whether the narrative responses could sensibly be grouped into categories and 
then help define the number and composition of categories that best grouped the 
descriptions of social judgments for each clinical performance. 
භ In Phase 4, for each clinical performance, we treated the categories generated by 
LPA as the independent variable in a one-way ANOVA to determine the amount of 
variance that could be explained in the overall clinical competence ratings on the 
Mini-CEX.  
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MATERIALS GENERATION 
To identify an appropriate set of video performances to be assessed by raters in the 
study, we collected video recordings of clinical trainees interacting with patients that 
had been developed and used by other medical education researchers,8 along with 
videos that had been posted to YouTube for educational purposes. From these, we 
selected for pilot testing 11 videos representing a range of primary-care-related topics. 
Each video depicted one trainee and one patient (no examiner present) and plausibly 
represented a second-year internal medicine resident (6 were scripted at this level,8 4 
were produced as study aids for medical licencing exams, and 1 was a practice session 
with a standardized patient for an undergraduate OSCE). 
We then piloted the 11 videos to select the most appropriate set of stimuli for the 
study. Pilot participants were known by us to have an interest in medical education 
research along with experience in assessment administration, design, and/or with 
assessing residents’ clinical skills. Eighteen participants, consisting of 15 physicians, a 
standardized patient trainer, an experienced standardized patient, and a clinical psy-
chologist, were asked to review, score, and comment on the videos and provide feed-
back on their experience with these three tasks during four rounds of pilot testing. 
Based on their responses, 7 videos (3.5-7 minutes in length) representing a spectrum 
of competencies and interpersonal skill levels were selected as stimuli for Phase 1 (see 
Table 1). Participants from the pilot were not eligible to contribute responses in the 
subsequent phases of this study.  
Phase 1: Data collection from physicians 
Participants. Emergency, internal, and family medicine physicians associated with the 
University of British Columbia and the University of Toronto Faculties of Medicine who 
had experience assessing residents were invited to participate after we received ap-
proval from the respective research ethics boards.  
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Table 1: Overview of Content of Seven Videos Used to the Collect Mini-CEX Ratings and Open-Text Respons-
es of 48 Physician Participants from Two Canadian Medical Schools, 2013 a 
Video Resident’s 
characteristics  
Patient’s 
characteristics 
Clinical topic Level of medical 
expertise b 
Level of 
interpersonal skills b 
1 Caucasian woman Caucasian woman Respiratory history Superior Satisfactory  
(low) 
2 Caucasian woman Caucasian man Depression history and 
management 
Satisfactory Satisfactory  
(high) 
3 Caucasian man Caucasian woman Terminal melanoma 
diagnosis 
Superior Superior  
4 Non-Caucasian 
man 
Caucasian man Painful urination history 
and management 
Satisfactory  
(high) 
Satisfactory  
5 Caucasian man Caucasian woman Terminal lung cancer 
diagnosis 
Unsatisfactory  
(high) 
Unsatisfactory  
(high) 
6 Caucasian man Black man Back pain history and 
management 
Unsatisfactory  
(low) 
Unsatisfactory  
(low)  
7 Caucasian man Caucasian man Chest pain history Unsatisfactory Superior 
a Each video portrayed a resident’s encounter with a patient. The physicians’ responses to the videos were 
used to understand rater idiosyncrasy in clinical performance assessment. 
b The physicians used a 9-point Mini-CEX scale (1-2-3 unsatisfactory; 4-5-6 satisfactory; 7-8-9 superior). The 
levels of each resident’s medical expertise and interpersonal skills are estimates made by the study investi-
gators based on the scripts for the performance (if available) and the ratings collected during the pilot test-
ing of the videos. The terms “low” and “high” are offered for comparison purposes across videos. For exam-
ple, satisfactory (low) indicates the ratings were closer to 4 than to 6 in the satisfactory range.  
 
Procedure. Physicians who responded to our recruitment requests were directed to 
the online data collection system. After they provided informed consent to participate, 
they received this prompt for the first video: 
In the following video you will be shown a portion of a clinical encounter between a 
second-year internal medicine resident and a patient. Please watch the video a sin-
gle time and, based on the information it contains, answer the questions that fol-
low. 
The same template was used for all seven videos. 
Measures. After viewing each video, physicians completed Mini-CEX ratings using the 
form commonly applied.15 It consisted of 7 dimensions (medical interviewing skills, 
physical exam skills, humanistic qualities/professionalism, clinical judgment, counsel-
ing skills, organization/efficiency, and overall clinical competence) with 9-point scales 
(1-2-3 unsatisfactory; 4-5-6 satisfactory; 7-8-9 superior). This was followed by three 
open-text questions:  
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1. Please comment on this resident’s clinical competence (about 1 paragraph). In-
clude any specific behaviours, clinical skills, errors, omissions or other criteria that 
influenced your ratings. 
2. Based on your experience, how would you complete this statement? “Oh, I know 
this type of resident. They’re the type that [fill in the blank]…” 
3. Now we would like you to be subjective and speculate about what type of person 
this resident may be. Please take a moment to imagine how someone might per-
ceive this resident’s personality, state of mind, intentions, or beliefs. Feel free to 
include your own first impressions in this description. 
 
The three questions were designed to elicit responses consistent with each of three 
different conceptualizations of social categorization outlined in a previous article.7 
Only responses to the third question were presented to sorters in Phase 2 (see below) 
because that is the question (after modifications made through pilot testing to ensure 
that participants’ focus remained on the social judgments) used by Mohr and Kenny to 
elicit social judgments.12,16  
Phase 2: Sorting of physicians’ social judgment descriptions 
Participants. We posted notices in the medical building at the University of Northern 
British Columbia to recruit 14 research participants to be sorters after receiving ap-
proval from the research ethics board. Because the sorting task required only reading 
comprehension skill, participants were required to be over the age of 18 and fluent in 
English, but clinical knowledge was not necessary. 
Materials. Every open-text response to Question 3 was printed on a separate slip of 
paper. For each video, the slips of paper were randomly compiled into stacks. 
Procedure. Each participant was given the stack of responses for a single video and 
asked to freely sort them into piles according to these sorting instructions: 
Take a slip of paper from the stack, read the description, and place it on the table. 
Now read the description on the next slip of paper. If this description is part of the 
same story about the resident as that first description, then place it in the same 
pile. If this description is part of a different story about the resident, then start a 
new pile. Continue doing this for all the descriptions. You can use as many piles as 
you like and you can rearrange them as often as you’d like. 
This process was repeated for each video. To counteract learning and order effects, 
half of the sorters worked through videos 1 to 7 and the other half worked through 
videos 7 to 1. 
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In the Mohr and Kenny report,12 a pair of sorters independently created piles and 
summarized the descriptions represented by each pile before meeting to reach con-
sensus about the ideal number of piles and their respective meanings. It was necessary 
for us to deviate from this procedure when our first pair of sorters could not reach 
consensus. Each sorter had carefully constructed a different number of piles and each 
was committed to those constructions’ being the best representations of the respons-
es. As a result, the decision was made not to force participants to reach an agreement 
on the ideal number of piles. Instead, the remaining sorters completed the task with-
out any interaction with other participants, and the composition of each of the 14 
sorters’ piles and their accompanying summaries were recorded. This technique is 
known as an “F sort” in LPA methodology. 17,18 
Phase 3: LPA  
The decision to record sorters’ independently generated piles meant we needed a data 
summarization technique to identify any common and underlying division points. LPA 
is a categorization methodology developed to study classes of qualitative infor-
mation.17 It hypothesizes that there exists a set of latent partitions, or common under-
lying categorizations, for a group of items. It is assumed to be more probable for indi-
vidual sorters to place items from the same latent (or underlying) category into the 
same pile.18 LPA allows empirical investigation of the content elements, number, and 
size of latent categories, as well as quantification of the relationships among the latent 
categories.18 It is important to note that in LPA methodology, disagreement between 
sorters regarding the ideal number or composition of piles in the F sort is expected. As 
such, the lack of consensus we observed is not considered to be an indication of 
flawed sorting but representative of the multiple ways in which items can be catego-
rized. For example, if sorters were asked to divide a set of objects into piles, some 
might group them only by size, others only by function, and others by both size and 
function. Although the individual F sorts might look very different from one another, 
LPA calculations can still reveal what items were more often grouped together. 
The first step in LPA is to tabulate each sorter’s piles by creating a matrix with the 
items (the physicians’ responses to Question 3 in this instance) listed as both row and 
column headings. Each cell is filled in by asking “Did this sorter put these two respons-
es into the same pile?” Yes = 1, No = 0. LPA calculates averages across all of the sorter 
matrices to determine the proportion of sorters who placed each pair of responses 
into the same pile and determine which responses are consistently sorted together. 
Subsequent LPA calculations17,18 use these values to detect patterns in the sorting 
behavior across the participants. Responses that are consistently combined into the 
same pile are considered to form a latent category.18 
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The mathematical technique of LPA has some computational similarities to factor anal-
ysis, although LPA is appropriate for categorical data and produces categorical struc-
tures, whereas factor analysis is used for scale data and produces dimensional struc-
tures.18 Analogous to factor analysis, the researcher can specify a range of partitions to 
be made. As part of determining the ideal number of partitions (i.e. categories) that 
summarize the responses, two output matrices are produced to indicate how well each 
requested number of categories fit the data. A “phi matrix” specifies the content or 
composition of the latent categories. It provides values to specify how strongly each 
item belongs to each latent category. The “omega matrix” quantifies how cohesive 
each category is and how much it overlaps or gets confused with all the other catego-
ries in a given set. This matrix shows the probability of items being placed into their 
assigned category and the probability of them also being placed into another category 
within the set (i.e., the “confusion” probability).18 
Similar to factor analysis, LPA does not indicate the set of categories that provides the 
best model. These phi and omega matrices provide numerical parameters to indicate 
how well each set of categories fits the data, but often there are multiple sets that fit 
reasonably well. Ultimately, as in factor analysis, the researcher must review the con-
tent of the items to determine which set of categories offers the most meaningful 
groupings.18 We used these procedures to determine the best-fitting set of categories 
for each video, with each physician’s response thereby being assigned to one of the 
categories. RStudio was used to interface with R version 3.0.1 (Boston, Massachusetts) 
19 to conduct the LPA. Phases 2 and 3 were completed; the sorters and the researchers 
(who made the final LPA decisions) were blinded to the Mini-CEX ratings provided by 
the physician participants. 
Phase 4: Analysis of variance 
For each video, the assignment of each response to a category was then used as an 
independent variable in a one-way ANOVA to determine the proportion of variance 
explained (partial eta2) in the “overall clinical competence” ratings assigned using the 
Mini-CEX scale. IBM SPSS Statistics 21 (Armonk, NY) was used for ANOVA calculations. 
This study was approved by the Behavioural Research Ethics Board at the University of 
British Columbia, the Health Sciences Research Ethics Board at the University of Toron-
to, and the Research Ethics Board at the University of Northern British Columbia. 
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RESULTS 
Phase 1: Data collection from physicians 
A total of 48 physicians reviewed, scored, and commented on at least one video, and 
34 physicians completed these tasks for all seven videos. They received (or had donat-
ed to a charity on their behalf) a $100 honorarium. Considerable variability in Mini-CEX 
ratings was observed (see Table 2), consistent with findings of a previous study20 that 
used four of the same videos. Seven responses (2.6% of all responses) to the social 
judgment question were blank (0-2/video) and, hence, could not be used in the F-sort. 
There was no obvious systematic pattern to the missing data.  
Phase 2: F-sort outcomes 
As planned, 14 individuals with diverse backgrounds, including university employees 
and assorted students (undergraduate, graduate, medical), were recruited to be sort-
ers. Each sorter performed the seven F-sorts in 2-3 hours and received a $75 honorari-
um. The sorting task was completed in groups of 2-4 people working independently at 
a large table. Dialogue between sorters was minimal and did not influence the sorting 
task. No relationship between the sorter’s background and proficiency in completing 
the F-sort was observed. 
As shown in Table 3, most sorters used 3-4 similarly labeled piles to group the re-
sponses for most videos (range 2-11 piles). The resemblance between piles construct-
ed by different sorters can be seen in Table 4 where, using Video 6 as an example, the 
abbreviated summaries provided by each sorter for their own piles of physicians’ de-
scriptions of social judgments are shown. 
Table 2: Descriptive Statistics for the Mini-CEX Overall Clinical Competence Ratings of Residents Featured in 
Seven Videos, Made by 48 Physician Participants from Two Canadian Medical Schools, 2013 a 
Video Number of 
physician 
participants 
Number of 
responses used in 
F sort 
Descriptive statistics for overall clinical competence ratings 
based on items used in the F sort 
Lowest 
rating 
Highest 
rating 
Mean Median Mode 
1 48 46 1 7 4.0 4 4 
2 44 43 3 9 6.4 7 7 
3 39 38 4 9 6.8 7 6 
4 39 37 2 7 4.6 5 5 
5 36 36 2 6 3.6 3 3 
6 34 34 1 8 2.8 2 2 
7 35 34 1 9 4.8 4.5 4 
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a Each video portrayed a resident’s encounter with a patient. The overall clinical competence ratings were 
based on the items used in the F sort (the responses to stimulus question 3 about what kind of person the 
resident might be) for each video. These and other physicians’ responses to the videos were used to under-
stand rater idiosyncrasy in clinical performance assessment. As the table indicates, the ratings showed 
considerable variability. 
 
Table 3: Number of Piles, Generated by Each of 14 Sorters, to Categorize Physicians’ Responses to Question 
3 into Similar Stories About Residents Featured in Seven Videos, Two Canadian Medical Schools, 2013. a 
Sorter  
(sorter session) 
Number of piles, by video number 
# 1 # 2 # 3 # 4 # 5 # 6 # 7 
A (1)  3  2 4  5 3 4 6 
B (1)  4  3 4  5 5 4 4 
C (2)  3  3 2  4 5 4 3 
D (2)  3  2 3  4 3 3 3 
E (3)  3  3 5  4 4 3 4 
F (3)  5  2 5  5 4 4 3 
G (4)  4  4 4  3 3 3 4 
H (4)  3  5 4  4 4 3 4 
J (4)  2  3 3  4 4 4 5 
K (4)  3  3 3  2 3 5 4 
L (5)  9  6 4  6 3 4 7 
M (5)  6  9 6  8 8 7 7 
N (5)  9  7 5  3 4 3 4 
P (5) 11 10 9 10 7 6 8 
a Each video portrayed a resident’s encounter with a patient. Question 3 asked the physicians’ views on what 
kind of person the resident might be as part of an investigation into rater idiosyncrasy in clinical perfor-
mance assessment. The physicians’ responses to the videos were sorted into piles by a total of 14 additional 
participants in 5 separate sessions. As the table indicates, most sorters used 3-4 piles to group the responses 
for most videos (range 2-11 piles). 
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Sorters used piles to group together responses containing similar descriptor words, such 
as words describing personality traits. Responses using the words “arrogant” or “over-
confident” to describe the resident in video 6 were often put into the same pile, but a 
different pile was used for responses using the descriptor “lazy.” Notably, the content of 
the descriptions in one pile often conflicted with the content of the descriptions included 
in another pile within the same set (e.g., “dismissive” versus “good communicator”). 
Phase 3: LPA  
Overview: For none of the performances of the seven observed residents did physician 
participants describe a single common social impression. However, even when asked 
to provide very subjective and potentially idiosyncratic information, the number of 
distinct social judgments was small relative to the number of raters contributing de-
scriptions. In other words, there was more consensus in the social judgments and im-
pressions than there was idiosyncrasy.  
Since LPA results will be unfamiliar to many readers, we describe below the interpreta-
tion of the key output for one video in detail (see Figure 1 for an overview) before 
providing a summary of the findings for the remaining videos. 
In Video 6, the resident presented with poor clinical skills and poor interpersonal skills. 
The young male patient described a 3-week history of low back pain radiating down 
one leg that was unresolved with pain medication. The resident’s history was not thor-
ough; he displayed closed body language, and assured the patient that this was a 
straightforward case of a common problem that would improve on its own with time. 
Although this performance received a large range of ratings, from 1–8, over 75% of 
physicians rated it as unsatisfactory.  
When the physicians’ social judgment descriptions were divided into two categories, 
the phi matrix (not shown) indicated that four responses did not belong to either of 
the resulting categories and one barely fit into both. Again, by way of analogy, this is 
equivalent to a factor analysis illustrating 2 factors with 5 items that load sub-
optimally. The omega matrix indicated that both categories were somewhat cohesive 
(shown in Figure 1, near the bottom of the 2-partition column, as the bolded values .54 
and .61 on the diagonal of the omega matrix). Review of the descriptive content of the 
responses, when grouped together in a 2-partition model, revealed there were contra-
dictory statements included within each of the two categories. For example, Category 
2 contained descriptions of the resident going “beyond expectations to help” the patient 
as well as “not attempt[ing] the most basic of medical skills.” This indicates a poor fit. 
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When a 3-partition model was specified (see Figure 1, column 2), the cohesion of the 
categories (again, illustrated by the bolded numbers on the diagonal of the omega 
matrix) was largely unchanged. Categories 1 and 2 overlapped with one another 
(shown in Figure 1 by the off-diagonal value of .28 in the 2nd matrix), while Category 3 
was distinct. Category 3 was composed of six responses, five being those that did not 
fit well in the 2-partition model. These six responses described the resident as friendly, 
helpful, and competent. Category 1 items described him as lazy and dismissive and 
Category 2 items described him as arrogant and careless. 
 
Figure 1 Schematic representation of latent partition analysis (LPA) output for one video (Video 6). In this 
study, physicians were invited to review videos of 7 residents’ encounters with patients, complete a Mini-
CEX, and describe their social judgments of the resident. For Video 6, physicians provided 34 descriptions of 
social judgments and these items were sorted by 14 additional participants into piles based on semantic 
similarities. These piles were analyzed using LPA to indicate underlying categories that grouped the items. 
The four columns represent each of the 2-5 partition models that were specified. For example, in the second 
column, when the 34 items were partitioned into three categories, the column shows the number of items 
assigned to each category and a brief summary of their content along with the range and mean of their 
associated “overall clinical competence” Mini-CEX ratings. Moving between columns, it is possible to see 
how the assignment of items to categories changes (with the thickness of the arrows roughly depicting the 
quantity of items that were re-assigned) across models 2-5. The variance explained (eta2) in “overall clinical 
competence” Mini-CEX ratings—when items’ category assignment is used as the independent variable in 
separate one-way ANOVAs for each partition model—is shown. Each partition model is accompanied by its 
LPA omega matrix, which quantifies the probability of items being assigned to their indicated category (the 
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bolded diagonal of the matrix) and also to an alternate category (the off-diagonal of the matrix). See the text 
for more details regarding LPA and the interpretation of the output of Video 6. 
 
When specifying a 4-partition model (see Figure 1, column 3), cohesion generally in-
creased. Category 1 overlapped with Categories 2 and 4. Within each category, some 
responses loaded strongly only onto that one category. Based on these responses, it 
was determined that Categories 1, 2, and 4 all described an element of laziness but 
each provided a different explanation for it. More specifically, Category 1 suggested 
the laziness was an inherent characteristic of the resident or a deliberate choice of 
action, Category 2 inferred arrogance or overconfidence as a reason for his dismissing 
the concerns, and Category 4 described his behavior as a habit of using a superficial 
approach to patient care (see Table 5).  
Table 5: Best-Fitting Partition Models for Each of Seven Videos With a Corresponding Summary of the Identi-
fied Categories Within Each Model and a Representative Quote Taken From a Sorted Response, Two Canadi-
an Medical Schools, 2013 a 
Video Model and its categories No. of 
items in 
category 
Representative quote Mean Partial 
eta2 
1 1. Has good intention to do task 
well but her goal had unintended 
adverse effects on patient care 
31 “She may be more concerned with 
presenting a full story for the sake of 
impressing an attending, than actually 
being concerned about the patient’s 
emotional well-being.” 
4.3 9% b 
2. Is disinterested, has poor 
intentions and no goals 
15 “very disinterested and didn’t really 
care about being there” 
3.4 
2 1. Compassionate person doing a 
competent job 
22 “This resident seems very calm and 
caring with an easy interview 
style…genuinely interested in helping 
this patient.” 
7.0 41% b 
2. Good person with specific 
clinical management skills to 
improve 
11 “Generally pleasant though 
sometimes jumps to conclusions 
without all the evidence.” 
4.7 
3. Paternalistic style  4 “She would like to be in charge and 
dictate on patients what to do.” 
5.3 
4. Likeable and respected  6 “A positive, energetic and empathetic 
person. Well respected by peers and 
patients.” 
8.0 
3 1. Compassionate person 13 “This resident appears to be calm, 
compassionate and competent.” 
7.4 38% b 
2. Distant person  6 “Academic person who cares more 
about staging and study outcomes 
than understanding the patient and 
their emotions.” 
5.3 
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Video Model and its categories No. of 
items in 
category 
Representative quote Mean Partial 
eta2 
3. Underprepared for the 
encounter 
 3 “I hope he learns more about the 
subject by the time he sees her 
[again].” 
5.7 
4. Uncomfortable due to 
inexperience in this task 
 7 “This resident strikes me as one that 
hasn’t broken as much bad news.” 
6.6 
5. Good person  9 “Good person” 7.6 
4 1. Uncomfortable with this topic 14 “He came across as uncomfortable 
with taking a sexual history.” 
4.3 12% 
2. Judgmental and overconfident 
person 
 9 “Somewhat self-centered and 
judgemental.” 
4.0 
3. Distant person  6 “This resident seems a bit distant.” 5.2 
4. Efficient approach  8 “Effective and efficient.” 5.4 
5 1. Lazy and uncaring person 14 “The resident refused to listen [to] 
the patient. He kept on ignoring all 
the clues as [if] the patient did not 
exist in the room and he was dictating 
a report . He was not sorry at all.” 
3.0 14% 
2. Lacks training in this task  6 “Good person. Inadequate training on 
this.” 
3.7 
3. Distant person  6 “Competent physician, but keeps 
patients at a distance. Gets along with 
colleagues, but no deep friendships.” 
4.0 
4. Not developmentally ready for 
this task 
10 “Has yet to experience life on his 
own. Not willing to validate the 
emotions of the patient and her 
concerns because he is likely 
incapable of it. This is not something 
we can really teach, it comes with 
time and maturity.” 
4.1 
6 1. Lazy, disinterested, 
incompetent 
14 “The resident seems unconcerned, 
disinterested, and dismissive. He 
seems lazy and unwilling to address 
the patient’s concerns.” 
2.1 53% b 
2. Lazy, disinterested, arrogant  9 “The resident was very arrogant. He 
had his mind on other things, perhaps 
golfing. He had no intention of 
helping this patient.” 
2.2 
3. Reassuring, helpful, 
comfortable communicating with 
people 
 4 “This resident is confident and 
comfortable with communicating 
with people.” 
6.0 
4. Lacks attention to detail or 
uses a superficial approach to the 
task 
 7 “He is not detail oriented, and is not 
as diligent as he should be.” 
2.9 
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Video Model and its categories No. of 
items in 
category 
Representative quote Mean Partial 
eta2 
7 1. Nice guy, genuinely interested 
in patient’s welfare and is trying 
hard but did an inadequate 
history and missed the diagnosis 
either because he is not too 
bright or has not learned the 
skills yet. 
19 “He seems pretty nice and pleasant, 
easy to get along with. Still a bit 
haphazard in his approach, so 
perhaps not the brightest student.” 
3.6 57% b 
2. Friendly, eager to help the 
patient, competent, thorough 
history  
15 “I would guess he is good-natured, 
pleasant, competent, self-confident.” 
6.3 
a Each video portrayed a resident’s encounter with a patient. Physicians completed Mini-CEX ratings and 
described social judgments for each resident. The social judgment descriptions were sorted by additional 
participants into piles based on semantic similarities. These piles were analyzed using latent partition analy-
sis to determine the composition and cohesion of any latent categories. The best-fitting partition models for 
each video are summarized in this table by providing a brief synopsis of descriptions contained in each 
category, the number of items assigned to each category, a quote extracted from a description assigned to 
each category, the mean of ratings associated with the descriptions within each category, and the variance 
explained (eta2) in overall clinical competence Mini-CEX ratings when category assignment is used as the 
independent variable in separate one-way ANOVAs. See the text for an explanation of how the categories 
and models were created; see Figure 1 for an example of a set of partition models for Video 6. 
b P < .05. 
 
Within each of these categories there were also responses that loaded onto a second-
ary category in addition to their primary category. By reviewing the content of these 
items, we could identify the concept overlapping both categories. For example, the 
concept of being “disinterested” overlapped between Categories 1 and 2. Between 
Categories 1 and 4, the shared concept was “not being diligent.” Category 3 remained 
distinct and contained four of the responses that did not fit in the 2-partition model. 
These responses described a very different resident: one that was reassuring and help-
ful and comfortable communicating with people. Without going into detail, the 5-
partition model (see Figure 1, column 4) did not fit well. Category 5 (careless and dan-
gerous) was redundant with Category 1 (incompetent because lazy). As such, the 4-
partition model was determined to have the best fit. 
The same process was used to interpret the LPA outputs for all seven videos. The best-
fitting models are summarized in Table 5. We will briefly discuss a few findings that 
were shared across multiple videos. In describing Video 6 above, we saw how LPA 
revealed three different explanations for perceived laziness. This finding of categories 
containing different explanations or inferred reasons for the resident’s performance 
occurred in multiple videos. For example, in Video 3, three of the five categories were 
composed of responses describing the resident and his performance as awkward or 
hesitant, but each of the three categories had a distinct explanation for it: (1) not pre-
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paring well enough for the task, (2) feeling uncomfortable due to inexperience with the 
difficult task, or (3) being a distant person.  
Again in Video 4, nearly all of the physicians commented that the resident did not fully 
connect with or understand the patient. But, when grouped into the four categories 
specified by LPA, there are four different proposed reasons for it: (1) uncomfortable 
with this sensitive topic, (2) a judgmental and overconfident person, (3) focused on 
task efficiency, or (4) a distant person. 
Comparable explanations appear in the categories for Video 5 as reasons for a subop-
timal performance by an unempathetic resident: (1) a lazy person, (2) lacks training in 
this difficult task, (3) not developmentally ready for this task, or (4) a distant person. Of 
note, although all three videos had the same category “distant person,” these re-
sponses were not provided by the same subgroup of raters (17 such responses were 
provided by 13 different physicians). 
In summary, upon inspection of all seven sets of categories identified by LPA, each 
category is a coherent collection of descriptions of social judgments. The categories 
resemble impressions and often contain inferred reasons for the resident’s perfor-
mance, known as causal explanations. More than one impression was described for 
every resident, and the descriptions of the social judgments for the same resident 
often contained conflicting information. Despite asking over 34 physicians to provide 
descriptions of social judgments, LPA helped determine there were only two to five 
social impressions described for each resident. 
Phase 4: Analysis of variance 
The categorical (i.e., partition) assignments of each physician’s responses resulting 
from Phase 3 were used as the independent variable in a one-way ANOVA to deter-
mine the amount of variance in the “overall clinical competence” rating from the Mini 
CEX that was accounted for by the categories. As shown in Table 5, the partial eta2 
ranged widely from 9 to 57% with a mean of 32% across videos. Using Video 6 as the 
example again, grouping physicians’ ratings into the four categories explained 53% of 
the variance in overall clinical competence ratings [F(3, 30) = 11.34, P < .05, ߟ௉ଶ  = .531]. 
The set of categories for five of the seven videos had mean ratings that were signifi-
cantly different from each other (see Table 5), and a Bonferroni correction was used to 
make post-hoc comparisons. For video 7, the content of significantly different catego-
ries seem to differ in the description of the resident’s competence (Category 1 com-
pared to Category 2). However, for Videos 1 and 3, the significantly different catego-
ries differed in terms of the social judgments being made about the resident. For ex-
ample, in Video 3 the physicians who described the resident’s personality as distant 
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and detached (Category 2) gave significantly lower ratings than did the physicians who 
described him as a warm person (Category 1) or as a good person (Category 5). For 
Video 1, every rater described the resident’s performance as coldly efficient. The cate-
gory where her perceived motive was described as a goal of productivity (Category 1) 
had significantly higher ratings than the category where her behavior was attributed to 
loss of interest in the task (Category 2). Videos 2 and 6 had categories with content 
that differed in both descriptions of competence and social judgments. 
DISCUSSION 
In our study, dozens of physicians were asked to perform a potentially idiosyncratic 
task: describe the social judgments that could be made while assessing a video-
recorded clinical performance. The social judgments that were described could be 
grouped based on their similarity into a discrete set of categories resembling social 
impressions. Consistent with the social cognition literature, more than one impression 
was described for every resident, and the content across the various categories for the 
same resident contained not merely different but, in fact, conflicting social judgments 
and causal explanations. Importantly, however, the social judgment descriptions were 
not unique to individual raters and were replicated across many raters. Thus, despite a 
possibility for each physician participant to describe unique social judgments, LPA 
helped determine there were as few as two and no more than five distinct social im-
pressions described for each resident. Thus we were able to conceptually replicate the 
main finding from Mohr and Kenny.12 The difference between the categories within 
the set for each performance often focused on a different inferred reason for the resi-
dent’s performance, known as a causal explanation, and this finding is also consistent 
with those of past research.13,14 
More importantly, in terms of assessment implications, there was a tendency for sub-
groups of physicians who had described similar social judgments to have also given 
more similar performance ratings. Accounting for these different social judgments for 
the same resident often explained significant variance in Mini-CEX ratings across the 
seven performances (9–57%). Given that multiple physicians collectively described only 
a small but distinct number of social judgments and that those differing judgments 
were often associated with different ratings, perhaps some of the “error” variance in 
ratings is systematic and relevant. In other words, if multiple physicians describe the 
same social judgments, maybe there is something within the performance that could 
be noticed by others, such as patients. If multiple, distinct and often conflicting judg-
ments are described for the same performance but such judgments are described by 
multiple people, could that consensus possibly represent multiple “signals” about the 
resident rather than “noise” from the rater? 
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Limitations 
These descriptions came in response to an explicit request for social judgments, a 
request that runs counter to pro-forma Mini-CEX procedures. Previous research,8,9 
however, has also found social inferences mixed with clinical assessment judgments, 
suggesting they do naturally co-occur. It must also be noted that the design of this 
study does not allow causation to be determined. For example, although responses 
can be grouped together, and accounting for these different groupings can explain 
some rating variance, we cannot determine whether anything within those groupings 
caused the different ratings. 
Similarly, we cannot determine the accuracy of any of the social judgments, categories, 
and/or impressions due to the lack of a comparable standard. As noted previously, 
some modifications were needed to transfer the methodological procedures from a 
social cognition context to a clinical assessment context. In particular, we required the 
methodology of LPA because the sorters could not reach consensus on the ideal num-
ber of categories describing each resident. However, when utilized, this analysis did 
enable the identification and discrimination of internally consistent groupings of social 
judgments with statistical and conceptual coherence. In contrast to Mohr and Kenny’s 
finding that three categories were consistently the ideal number to best represent the 
impressions being made, the exact number of categories varied between performanc-
es in our study. This could be due to the conflation of clinical competency judgments 
with social judgments, the use of a smaller dataset, or the modifications made to the 
original methodology. Despite these limitations, our results support previous research 
that people form one of a finite number of impressions when perceiving others.12,13 
Next steps 
It has been common to assume that different judgments of the same performance 
reflect rater biases and thus should be treated as error variance. If consensus within 
multiple divergent judgments is consistently found, it will be important to investigate 
the legitimacy of the multiple judgments. If multiple legitimate judgments are possible, 
it may be necessary to support trainees to critically reflect on and integrate divergent 
pieces of feedback and to be aware that their performance can justifiably be perceived 
differently by different subgroups of people. In addition, this study investigated only 
one conceptualization of social categorization, but three have been previously de-
scribed.7 Further analysis of all three must be done to directly compare their capacity 
to explain variability in ratings. 
In conclusion, social judgments and impressions made by raters are typically viewed as 
sources of idiosyncrasy and, therefore, construct irrelevant variability in performance 
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ratings contributing to the “noise” in the measurement. However, our findings that 
idiosyncratic judgments tend to be finite in number and replicable across multiple 
raters suggest that multiple “signals” do exist within the “noise” of inter-rater variabil-
ity in performance-based assessment. It may be valuable to understand and exploit 
these multiple signals rather than try to eliminate them. 
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ABSTRACT 
Given the breadth of competencies expected of medical professionals, clinical perfor-
mance ratings are essential for assessing trainees. Variability of opinion is common 
whenever rater-based assessment formats are used, compelling us to better under-
stand the cognitive processes used by raters. In recent research we found that seem-
ingly idiosyncratic rater impressions of trainee performance contain a finite number of 
meaningful clusters of rater consensus. This study is an extension of that work in which 
we compare the relative capacity of three theories of categorization (Two-Dimensions, 
Person models, and Nominal labels) to determine which accounts for more variance in 
Mini-CEX ratings. For 7 video-recorded resident-patient encounters, 34-48 physicians 
completed a Mini-CEX and provided narrative responses to questions about the resi-
dent. 8-14 sorters per categorization theory then sorted the responses into piles based 
on the similarity of the content and latent partition analysis was used to aggregate the 
piles into categories. Next, category membership was used to explain variance in over-
all Mini-CEX ratings through a series of sequential multiple regressions. Similar propor-
tions of variance (about one third) could be accounted for by all three theories of cate-
gorization although the Two-Dimensions theory accounted for significantly more 
unique variance. Examining the content of predictive categories allowed us to specify 
when differences in rater impressions reflected different emphasis on certain aspects 
of the performance, when they reflected disagreement about the same aspect of per-
formance, and when they reflected differences in inferences being made regarding the 
residents’ state of mind, personality traits and other social judgments. 
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BACKGROUND 
Given the breadth of competencies expected of medical professionals, clinical perfor-
mance ratings are essential for assessing trainees. Variability of opinion is common 
whenever subjective assessment formats are used, leading researchers in medical 
education to investigate the cognitive processes used by raters to form assessment 
judgments.1 We have previously summarized the literature examining variability in the 
formation of everyday social judgments, and suggested that this work might serve as a 
good model for exploring how impressions of clinical performances are formed.2 This is 
important because there is ample evidence to indicate that when different people 
watch the same performance they often report different observations and make dif-
ferent assessments.3-7 This variability tends to be seen as detrimental for making sound 
assessment decisions8 and is often attributed to the biases or idiosyncrasies of the 
assessors.9 Better understanding the mechanism from which such variability arises will 
help determine if this is a reasonable assumption or if there is information to be 
gleaned from the differences of opinion commonly observed. 
In recent work we have found that seemingly idiosyncratic rater impressions of trainee 
performance comprise a finite number of meaningful clusters of rater consensus.10 
This work was conducted by conceptually replicating a study by Mohr and Kenny11 
from the social cognition literature that aimed to explain variance in social impressions 
people formed about particular individuals. Consistent with Mohr and Kenny’s find-
ings, we found that although more than 34 physicians were asked to describe social 
judgments for seven different residents, their descriptions in each case could be cate-
gorized into as few as two and never more than five distinct clusters of opinion for any 
given resident. That is, the social judgments (e.g. inferences of the resident’s personali-
ty traits, motives, feelings etc.) of physician raters revealed variations, and even con-
tradictions, but these impressions were not entirely idiosyncratic. Rather, for each 
resident there were subgroups of raters who drew very similar social judgments that 
were often enmeshed with assessment judgments (even though membership of the 
subgroups was not consistent across residents). Consistent with our hypothesis, raters 
within a subgroup gave more similar Mini-CEX ratings than those from other subgroups 
describing different impressions. More specifically, we applied latent partition analysis 
(LPA) to the narrative descriptions raters provided to identify distinct categories of 
impressions formed by raters. Upon doing so we found that grouping raters according 
to these categories (which in many cases were based on social judgments) could ex-
plain significant variance in Mini-CEX ratings. 
Mohr and Kenny’s conceptualization of impression formation,11 however, represents 
just one of many theoretical conceptualizations that have been put forward to help us 
understand the processes through which people make social judgments. In our earlier 
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review of the social judgment literature, we summarized three different theories about 
how impressions are formed in social categorization, each of which has strong empiri-
cal evidence: Person Models (PM), Two-Dimensions (TD) and Nominal Labels (NL) (e.g. 
stereotypes). Person Models is the term used to represent the idea that social impres-
sions about an individual are formed by creating ad hoc stories describing what the 
person is like and why. The work of Mohr and Kenny11 and Park et al.12 has shown that 
a limited number of distinct person models can be used to capture all generated ex-
planations for any given person’s behaviour. The Two-Dimensions theory of categori-
zation proposes that social judgments are made by determining in which of four possi-
ble quadrants a person belongs, with the four quadrants (warm-competent, warm-
incompetent, cold-competent and cold-incompetent) being defined by consideration 
of two dimensions: The ‘warmth’ dimension involves a judgment of how approachable 
and trustworthy the person seems to be based on perceived intentions; and the ‘com-
petence’ dimension involves a judgment of how capable the person would be at carry-
ing out his/her intentions.13 Finally, the Nominal Labels conceptualization encompasses 
the range of theories describing social categorization as stemming from the assign-
ment of a person to a preconceived group. Commonly studied groups include those 
that have been labelled based on ethnicity, occupation and personality type.14 In the 
medical education context relevant nominal labels might include ‘self-promoting’, 
‘teachable’, ‘struggling’, or ‘trustworthy’.15 
While our previous study10 provided an important proof of concept for the use of so-
cial judgment models to facilitate understanding of systematic rater variance in clinical 
assessments, it investigated only one theory of categorization (PM). Our attempt to 
replicate the methods of Mohr and Kenny helped to determine what aspects of social 
cognition methodologies need to be modified to translate that work into the medical 
education context. To take full advantage of the finding that forming impressions may 
be influential in rater-based assessments, it is important to determine the relative 
usefulness of the three theories for understanding rater cognition. To that end, this 
paper describes an extension of our previous study in which we compare the ability of 
the categories produced by each of the three theories to account for variance in opin-
ion about clinical competence. More specifically, our main research question is “Does 
one theory of social categorization account for more variance in Mini-CEX clinical com-
petence ratings relative to others?”  
METHODS 
Our ultimate aim was to better understand how raters make assessment judgments 
and whether or not there is meaningful information contained in the variability of such 
judgments. To do so, we used each theory of categorization (PM, NL, TD) to cluster 
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rater narratives and used those clusters as nominal independent variables within mul-
tiple regression models. The proximate aim was to determine which accounted for the 
greatest proportion of variance in raters’ Mini-CEX ‘overall clinical competence’ rat-
ings. To accomplish these goals, data collection and analyses were divided into five 
phases as illustrated in Figure 1 and explained in more detail below. Briefly, in the first 
phase, we collected Mini-CEX ratings and responses to three separate open-ended text 
questions designed to elicit social judgments conducive to each theory of categoriza-
tion reviewed above. To do so, raters viewed video-recorded clinical performances as 
described in our previous study.10 In the second phase, a new set of participants was 
recruited to sort the open text responses based on similarity of the content. In the 
third phase, latent partition analysis (LPA; as described in previous study10) was used to 
aggregate the new participants’ sorts in a manner that identified the most parsimoni-
ous set of categories. In the fourth phase, we submitted the identified sets of latent 
categories as nominal independent variables to regression analyses to determine how 
much variance in Mini-CEX ratings could be explained by each theory. Finally, in the 
fifth phase, we examined the narrative content of the responses within the identified 
sets of latent categories to determine what defined and differentiated each category 
within a set.  
This study was approved by the Behavioural Research Ethics Board at the University of 
British Columbia, the Health Sciences Research Ethics Board at the University of Toron-
to, and the Research Ethics Board at the University of Northern British Columbia. 
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Figure 1: Schematic of study designa 
a This study had four phases and two different sets of participants. In phase 1 physician participants assessed 
a resident’s video-recorded clinical encounter with a patient using Mini-CEX ratings and provided open text 
responses to three separate questions. The open text responses were sorted into manifest categories by 
new participants in phase 2. In phase 3 the latent categories underlying the sorters’ manifest categories 
were determined using latent partition analysis. In phase 4 the identified latent categories for each categori-
zation theory were entered in every possible combination into sequential multiple regressions to determine 
the variance explained in the Mini-CEX ratings (provided by physician participants in phase 1) by each catego-
rization theory. The content of the identified categories was examined during thematic analyses in phase 5. 
 
Phase 1: Narrative impressions and Mini-CEX ratings collected from physicians 
Participants. Emergency, internal, and family medicine physicians associated with the 
University of British Columbia and the University of Toronto Faculties of Medicine who 
had experience assessing residents were invited to participate. These participants 
received (or had donated to a charity on their behalf) a $100 honorarium. 
Materials. Seven video-recorded resident-patient encounters were selected based on 
pilot testing described in our 2014 paper.10 Each video depicted a different second year 
internal medicine resident and the set of videos represented various competency and 
interpersonal skill levels.10 
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variance in 
Mini-CEX 
ratings that 
can be  
accounted for
Phase 5:
Thematic
analyses
Examination 
of the 
content 
contained 
within each 
set of latent 
categories
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Procedure. Recruitment invitations directed physicians to the online data collection 
system. After they provided informed consent to participate, they received this 
prompt before the presentation of each video: 
In the following video you will be shown a portion of a clinical encounter between a 
second-year internal medicine resident and a patient. Please watch the video a single 
time and, based on the information it contains, answer the questions that follow. 
After viewing each video, physicians completed a Mini-CEX rating form16 consisting of 
7-dimensions (medical interviewing skills, physical exam skills, humanistic quali-
ties/professionalism, clinical judgment, counselling skills, organization/efficiency, and 
overall clinical competence) using 9-point scales (1-2-3 unsatisfactory; 4-5-6 satisfacto-
ry; 7-8-9 superior). This was followed by three open-ended questions designed to elicit 
narrative responses that would allow assessors’ impressions to be sorted using each of 
the three social categorization theories outlined above. Question 1 was designed to 
collect responses containing judgments of both competence-incompetence and 
warmth-coldness for use in the Two-Dimensions categorizations in a manner that is 
typical of Mini-CEX form questions:  
1 Please comment on this resident’s clinical competence (about 1 paragraph). In-
clude any specific behaviours, clinical skills, errors, omissions or other criteria that 
influenced your ratings. 
 
Question 2 was designed to collect information that could be used to assign Nominal 
Labels. 
2 Based on your experience, how would you complete this statement? “Oh, I know 
this type of resident. They’re the type that [fill in the blank]…” 
 
Question 3 was designed to collect social judgment narratives that could be incorpo-
rated into Person Model categorizations. 
3 Now we would like you to be subjective and speculate about what type of person 
this resident may be. Please take a moment to imagine how someone might per-
ceive this resident’s personality, state of mind, intentions, or beliefs. Feel free to 
include your own first impressions in this description. 
 
The responses to each question served as the material to be used in the subsequent 
sorting phase of the study. 
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Phase 2: New participants sort the responses 
In preparation for subsequent regression analyses, we needed to determine how to 
optimally sort physicians’ responses into categories based on content similarity. The 
specific process presented to sorters was customized for each theory of categorization 
and is described in detail below. 
Participants. We posted notices in the medical building at the University of Northern 
British Columbia to recruit 36 research participants. Participants were required to be 
over the age of 18 and fluent in English, but clinical knowledge was not necessary as 
the sorting task required only reading comprehension skill. Sorting tasks were com-
pleted independently with participants being blinded to the Mini-CEX ratings offered 
by the physician participants. Sorters received an honorarium of $25 per hour. 
Procedure. To categorize based on Two-Dimensions theory, we provided eight sorters 
with a three-column chart in which all physician responses to Question 1 appeared in 
the first column. The responses were grouped by video and the order of the videos 
varied across the sorters. After reading each response, sorters were asked to make two 
separate sorting decisions. In the second column, the sorter was asked to record 
whether the content of the response described a warm person, a cold person or nei-
ther/cannot tell: ‘Warm” when the resident was described as approachable or sociable 
and ‘cold’ for a contrary description. The third column was used to record whether the 
response described a competent person (i.e. someone who knew what they were 
doing and did it well), an incompetent person or neither/cannot tell. Sorters were 
encouraged to indicate the intensity of the warmth-coldness and competence-
incompetence being described (e.g. slightly cold, very cold). 
To categorize based on Nominal Label theory, we asked 14 different sorters to read 
through the responses to Question 2 and to sort responses into piles based on similari-
ty of the content. Each sorter was given a stack of responses for a single video, with 
each response printed on a separate piece of paper, accompanied by the following 
instruction: 
Take a slip of paper from the stack, read the description, and place it on the table. 
Now read the description on the next slip of paper. If this description is describing 
the same type of person as that first description, then place it in the same pile. If 
this description is describing a different type of person, then start a new pile. (By 
“type” we mean a group name that can define a person’s identity—think back to 
groups in high school.) Continue doing this for all the descriptions. You can use as 
many piles as you like and you can rearrange them as often as you’d like. 
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After forming the piles, sorters were asked to label each in the manner that best sum-
marized the type of the person included in that pile. This process, referred to as an F-
sort in LPA methodology, was repeated for each video. Sorters met in groups of 2-5 
people but worked independently with minimal conversation. To counteract learning 
and order effects, half of the sorters worked through videos 1 to 7 and the other half 
worked through videos 7 to 1. 
To categorize based on Person Model theory, we asked another 14 sorters to read 
through the responses to question 3 and sort them into piles based on the similarity of 
the content. The same F-sort process as described for question 2 was used except the 
sorting instruction emphasized the story being told about the residents rather than 
emphasizing identity types: 
Take a slip of paper from the stack, read the description, and place it on the table. 
Now read the description on the next slip of paper. If this description is part of the 
same story about the resident as that first description, then place it in the same 
pile. If this description is part of a different story about the resident, then start a 
new pile. Continue doing this for all the descriptions. You can use as many piles as 
you like and you can rearrange them as often as you’d like. 
After forming the piles, sorters were asked to provide a narrative summary of the story 
being told about the resident that determined membership in each pile. 
Phase 3: ‘Clustering’ Participant Sorts through Latent Partition Analysis  
To synthesize the data provided by our sorters we performed latent partition analysis 
on each of the 3 categorization theories for each of the 7 videos (i.e., 21 LPAs were 
performed). As described more fully in Gingerich et al.,10 the mathematical technique 
of LPA has some computational similarities to factor analysis. It allowed us to aggre-
gate across individual sorters’ unique set of piles (i.e. manifest categories) and extract 
the underlying (i.e., latent) set of categories represented by the group.17,18 LPA was 
chosen because it allows empirical investigation of the elements, number, and size of 
the latent categories, as well as providing quantification of the relationships among the 
latent categories.17,18 We used the same procedures as described in our previous pa-
per10 to determine the best fitting sets of categories. RStudio (Boston, Massachusetts) 
was used to interface with R version 3.0.1 to conduct the LPA.19 
Given that LPA can result in multiple solutions that fit the data reasonably well (similar 
to factor analysis), and knowing that the regression equations into which this output 
would be placed (see phase 4) are sensitive to differences in the number of predictors 
that are entered into the model, it was necessary to select a final categorization struc-
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ture for each video that had the same number of categories across each of the three 
categorization theories. For each video, we therefore, examined the number of cate-
gories in every well-fitting solution and selected the lowest number of categories that 
was common across the three categorization types as the nominal structure to be used 
in the regression equation. This judgment task was completed with the researchers 
blinded to the Mini-CEX ratings provided by the physician participants in phase 1. 
Phase 4: Sequential Multiple Regressions 
To determine the relative capacity of each categorization theory to predict Mini-CEX 
scores, we used sequential multiple regression (SMR, also known as hierarchical multi-
ple regression).20 We chose SMR because it allowed us to determine both how much 
variance each of the three theories of categorization could explain and if they were 
explaining the same or different proportions of variance. The set of categories from 
each theory of categorization was used as predictors of ‘overall clinical competence’ 
Mini-CEX ratings. Separate analyses were performed for each of the seven videos. The 
categories were dummy coded in the regression models by using the largest category 
resulting from the LPA as the reference category. Thus, for the dummy coded depend-
ent variables in the regression, each rater was assigned a 1 or 0 depending on his or 
her LPA determined category membership for each of the three theory-based sets of 
categories. 
To determine the proportions of variance each theory of categorization could uniquely 
explain and what proportions of variance could be explained by more than one theory 
of categorization, we ran a series of six regressions for each video by altering the se-
quence in which each categorization theory was entered into the model. More specifi-
cally, for each of the seven videos, six regression analyses were performed by entering 
the categories generated through the LPAs in every possible combination: TD-NL-PM, 
TD-PM-NL, NL-TD-PM, NL-PM-TD, PM-NL-TD and PM-TD-NL. Doing so provided us with 
estimates of how much variance in Mini-CEX ratings was explained by each categoriza-
tion theory independently (by examining R2 for the first categorization theory entered 
in each regression - denoted as “R2 Model 1” in Table 2). It also provided us with esti-
mates of how much additional variance could be explained by layering additional cate-
gorizatioŶƚŚĞŽƌŝĞƐŽŶƚŽƚŚĞƚŚĞŽƌǇĞŶƚĞƌĞĚŝŶƚŽƚŚĞ^DZĨŝƌƐƚ;ďǇĞǆĂŵŝŶŝŶŐ͞ѐZ2” for 
the second and third categorization types entered into each regression – denoted 
“Model 2” and “Model 3” in Table 2). 
To determine if one of the theories of categorization robustly explained significantly 
more variance across the different videos, we performed repeated measures ANOVAs 
with video and theory of categorization as independent variables and the amount of 
variance explained (using “R2 DŽĚĞůϭ͟ĂŶĚ͞ѐZ2 Model 3”) in Mini-CEX overall clinical 
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competence ratings as the dependent variable. IBM SPSS Statistics 21 (Armonk, NY) 
was used for the calculations. 
Phase 5: Thematic interpretation of the latent categories 
Finally, after identifying which categories (again, for each video) were significant pre-
dictors of Mini-CEX ratings we compared and contrasted the content of the narrative 
responses generated in phase 1. The aim here was to explore what defined each cate-
gory that provided statistical prediction and what differentiated it from the other cate-
gories within the same set. 
RESULTS 
Phase 1: Narrative impressions and Mini-CEX ratings collected from physicians 
From October 2013 to March 2014, a total of 48 physicians reviewed, scored, and 
commented on at least one video. 34 of those physicians completed these tasks for all 
seven videos. 16 questions were left blank and could not be used in the F-sort, but 
there was no obvious pattern to the missing data. There was considerable variability in 
the Mini-CEX ratings (See Table 1). 
Table 1: Descriptive Statistics for the Mini-CEX Overall Clinical Competence Ratings of Residents Featured in 
Seven Videos, Made by 48 Physician Participants from Two Canadian Medical Schools, 2013 a 
Video Number of 
physician 
participants 
Lowest 
rating 
Highest 
rating 
Mean of 
ratings 
Question 1 
Two Dimensions  
 Question 2 
Nominal Labels  
 Question 3 
Person Models  
     Number of 
responses 
used in sort 
Mean of 
ratings 
associated 
with 
responses 
used in sort 
Number of 
responses 
used in  
F-sort 
Mean of 
ratings 
associated 
with 
responses 
used in  
F-sort 
Number of 
responses 
used in  
F-sort 
Mean of 
ratings 
associated 
with 
responses 
used in  
F-sort 
1 48 1 7 3.98 47 3.98 46 3.96 46 4.00 
2 44 3 9 6.41 44 6.41 43 6.42 43 6.42 
3 39 4 9 6.85 39 6.85 38 6.84 38 6.81 
4 39 2 7 4.64 38 4.58 36 4.58 37 4.59 
5 36 2 6 3.61 36 3.61 36 3.61 36 3.61 
6 34 1 8 2.77 34 2.76 34 2.77 34 2.77 
7 35 1 9 4.77 35 4.77 35 4.77 34 4.79 
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a Each video portrayed a resident’s encounter with a patient. The overall clinical competence Mini-CEX 
ratings are shown for all physicians and for each of the subsets of physicians who contributed responses to 
the three stimulus questions that were subsequently used the sorting phase (F-sort) of latent partition 
analysis. As the table indicates, the ratings for each video showed considerable variability and the descriptive 
statistics for the ratings associated with the sorted responses for each stimulus question were comparable. 
Phase 2: Sorting outcomes 
The 36 sorter roles were filled by 31 individuals with diverse backgrounds including 
university employees, assorted students (undergraduate, graduate, medical) and 
members of the general public. Five participants performed sorts for both question 1 
and question 3 (as the tasks were considered sufficiently different to minimize contam-
ination). Sorters typically created 2-5 piles for each video, with 68% of sorts (208/308) 
resulting in 3-4 piles (range=1-11 piles). 
Phase 3: LPA outcomes 
The LPAs, conducted on each video for each categorization theory, clustered the sort-
ing decisions into models that included 2 to 15 latent partitions (i.e., category solu-
tions). Our interpretation of the output (the process for which was previously de-
scribed10) combined with the requirement to select a well-fitting partition number that 
was common to all three categorization theories within a single video (see methods), 
resulted in between 2 and 4 category solutions providing the most meaningful aggre-
gation of responses for each video. Importantly, all three theories of categorization 
identified a different set of categories for each video (i.e., each sorting strategy yielded 
different solutions). Table 2 provides an overview of the best fitting solutions including 
a summary of the content and number of responses included in each category. As was 
found in our previous paper, the narrative responses provided for each video easily 
collapsed into a finite number of categories that seem to represent clusters of consen-
sus within the apparent diversity of impressions.10 Each category resembled a reason-
ably cohesive impression of the resident and/or their performance. 
Phase 4: Sequential Multiple Regressions 
When the sets of categories from all three theories of categorization were entered into 
a regression model, together they explained an average of 53.7% of rating variance 
across the 7 videos (range=32-78%). For 6 of the 7 videos, at least one of the categori-
zation theories explained a significant proportion of variance in the ratings upon first 
entry into the regression model (i.e. R2 Model 1). As shown in Table 2, the proportion 
of variance explained by each categorization theory when entered first into the regres-
sion model averaged 37% (range=21-57%) for the Two-Dimensions theory, 33% 
(range=14-55%) for the Nominal Labels theory, and 31% (range=9-57%) for the Person 
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Models theory. Repeated measures ANOVA indicated no significant difference be-
tween the proportions of the variance explained by each categorization theory when 
entered in isolation [F(2,12)=.964, p>.05]. In other words, each of the three theories of 
categorization produced a set of categories that could account for similar proportions 
(roughly one third) of variance in the overall clinical competence Mini-CEX ratings 
when they were the only predictor in the regression model. 
When a predictor is entered last into a sequential regression model, all of the shared 
or overlapping variance will have already been claimed by the previously entered pre-
dictors, leaving only the variance that is unique to that final predictor available to be 
claimed.20 Two-Dimensions were capable of explaining significantly more variance 
ĂďŽǀĞĂŶĚďĞǇŽŶĚƚŚĞŽƚŚĞƌƚǁŽĐĂƚĞŐŽƌŝǌĂƚŝŽŶƚŚĞŽƌŝĞƐ;ѐZ2 Model 3) for four of the 
seven videos; Person Models could explain a significant amount of unique variance for 
two videos; Nominal Labels never explained a significant amount of unique variance. 
Across the seven videos, repeated measures ANOVA and post-hoc pairwise Bonferroni-
corrected comparisons revealed that Two-Dimensions theory accounted for signifi-
cantly more unique variance [F(2,12)=8.47, p<.05] than either Person Models (p=.007) 
or Nominal Labels (p=.049).  
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a Each video portrayed a different resident’s clinical encounter with a patient. The variance explained by the 
entire regression model (R2 Model 3) is given in the second column. For each theory of categorization: Two-
Dimensions, Nominal Labels and Person Models, the same four columns are repeated for comparative 
purposes. The LPA categories column briefly summarizes the set of categories identified through latent 
partition analysis. This is followed by columns indicating the number of responses assigned to each category 
and the mean of the ‘overall clinical competence’ Mini-CEX ratings associated with those responses. The 
categories are listed in order of highest to lowest mean values. The next three columns display the propor-
tions of variance explained in each sequence of the regression models. A series of six regressions were 
performed for each video with each set of LPA categories (one for each categorization theory) being entered 
into the model in every possible combination of blocks (TD-NL-PM, TD-PM-NL, NL-TD-PM, NL-PM-TD, PM-NL-
TD and PM-TD-NL). The R2 Model 1 column shows the variance explained by the categories for a particular 
theory of categorization when they are entered as the only predictors in the regression model (TD; NL; PM). 
dŚĞѐZ2 Model 2 column shows the variance explained when the categorization theory’s set of categories is 
entered into the regression model in the second block of predictors. Two values are given because the 
categories for a particular categorization theory were entered after each of the other two categorization 
theories (NL-TD, PM-TD; TD-NL, PM-NL; TD-PM, NL-WD͕ƌĞƐƉĞĐƚŝǀĞůǇͿ͘dŚĞĨŝŶĂůĐŽůƵŵŶhŶŝƋƵĞѐZ2 Model 3 
shows the proportion of variance that can only be explained by that categorization theory’s set of categories 
as indicated by its entry into the third and final block of the regression model (NL-PM-TD; PM-TD-NL; TD-NL-
PM, respectively). 
b P<.05 
 
Also of note, for four videos, at least two categorization theories were included as 
significant unique predictors in the regression. In each of these four videos, the TD 
categorizations provided significant prediction. In addition, for two of these videos (1 
and 6) the NL categorizations provided additional predictive power and for two (2 and 
7) the PM categorizations provided additional predictive power. 
Phase 5: Thematic interpretation of the latent categories 
To further understand what aspects of physician narratives explained rating variance 
we examined the content of the responses from categories that were determined 
analytically to be significant predictors of Mini-CEX ratings. Using the LPA fit parame-
ters, we were directed to the responses that loaded exclusively and strongly on the 
target category, and thus might be considered “quintessential” representations of that 
category. In this way we were able to identify the content that was distinct to each 
category. 
When examining the TD categories, differences in narrative content between catego-
ries could be summarized as arising from one of two types of rater discrepancy: 1) 
differential salience in the importance of what was observed, and 2) disagreement in 
what actually happened. That is, in some cases there was general agreement about 
what had been observed, but subgroups of raters placed different emphasis on differ-
ent aspects of the resident’s performance. In other cases, there was clear disagree-
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ment in raters’ interpretations of the events that occurred. Below we provide exam-
ples of each of these phenomena.  
Differential salience. In videos 2, 4 and 6, in response to the question evoking TD narra-
tive responses, raters seemed to generally agree about what was observed in the vid-
eo, but each category created by the LPA emphasized a different aspect of the clinical 
performance observed. For example, in video 2, TD category 1 focused on how the 
resident successfully used the interview process to build rapport with the patient: 
She introduced herself, sat down and engaged with the patient from the beginning. 
She allowed the patient to elaborate on her questions but kept the interview mov-
ing along. She made good eye contact and appeared to be listening to the patient. 
She was organized in her interview. 
In contrast, TD category 2 focused on the incomplete content of the interview and 
inadequate counselling skills: 
The resident has collected very little data that would allow one to determine why 
this patient might be depressed…we know nothing about the context of this per-
son’s life or what he is experiencing in response to it…She would not be able to de-
termine if he was better after the meds as she doesn’t know his baseline. 
Category 3 included both the establishment of rapport and the failure to establish an 
adequate baseline while also emphasizing aspects of the residents’ clinical manage-
ment of depression: 
I liked that she introduced herself, made contact with the patient and developed a 
therapeutic relationship…She probably should have done a Beck or equivalent de-
pression scale before making a decision to use medication and as comparison at fu-
ture visit. She did not explore any non-medication treatment options and did not 
even mention counselling or lifestyle issues… 
The content of the descriptions in each of the three categories demonstrate some 
agreement in what the resident did and how it was performed, yet each category em-
phasized a different aspect of the performance. Similarly in video 4, one category fo-
cused on a lack of rapport, inappropriate assumptions and poor management (TD 
category 1: cold incompetent) whereas another category focused on the resident ask-
ing the right questions in an organized way (TD category 2: competent). 
Rater disagreement. In videos 1 and 7, the categories within the sets represented op-
posing interpretations of the same aspect of the clinical performance observed. For 
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example in video 7, TD category 2 focused on the positive aspects of the resident’s 
interviewing style and described his interview questions as thorough and efficient: 
He asked most of the right questions, in the right order, connected well with the pa-
tient, had good eye contact, and generally did a good job. 
This contradicts the descriptions in TD category 1 where several deficiencies in his 
interviewing skill were described: 
He started off by asking questions about the pain but then did not focus on the cor-
rect systems review, asking too much about lower GI symptoms and nothing about 
cardiorespiratory or musculoskeletal things. 
Similarly for video 1, TD category 1 described the resident’s interview as including 
pertinent questions that worked through a broad differential whereas TD category 2 
described the interview as a disjointed and incomplete checklist. Such differences 
could arise because subgroups of raters perceived, remembered and/or evaluated the 
same things differently. 
For the four videos where either PM or NL categories explained a significant propor-
tion of variance in addition to the proportion explained by TD categories, comparison 
of the relevant categories revealed that they contained different social judgments 
(often enmeshed with different assessment judgments). For example, within the set of 
statistically predictive NL categories, for video 6 each category described a different 
social inference about the resident including ‘personable’, ‘rushing’, or ‘lazy’. For video 
1, one category contained inferences that the resident was ‘smart, efficient, focused 
on the task’ and the other category suggested that she ‘doesn’t care about the pa-
tient’. Social inferences included attributing personality traits, inferring current or 
future patients’ reactions and inferring the residents’ state of mind and intentions.  
DISCUSSION 
Consistent with our previous study,10 latent partition analysis identified clusters of 
consensus within physicians’ variable narrative descriptions of residents that account-
ed for significant amounts of variance in Mini-CEX ratings. This suggests that there may 
be useful information embedded in seemingly idiosyncratic rater impressions. In this 
study we compared the capacity of three different theories of social categorization to 
explain variance in Mini-CEX ratings. When entered into the regression model first, 
significant associations that were comparable in magnitude were observed using the 
sets of categories produced by Two-Dimensions, Person Models, and Nominal Labels 
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for the majority of the seven videos. When entered last into the sequential regression 
model, categories created using Two-Dimensions theory were found to explain the 
most unique variance. Examining the defining content of categories that were statisti-
cally predictive of Mini-CEX ratings suggested that distinguishing characteristics mainly 
reflected raters’ emphasis being placed on different aspects of the performance for 
three videos and that subgroups of raters disagreed with one another regarding the 
same aspect of the performance for two videos. 
This finding echoes those of medical education researchers6,7 and researchers outside 
our field of study.21,22 Park and colleagues, for example, have reported ‘eye of the 
beholder’ effects. They found raters made different impressions of the same person 
because they selected different acts as the central feature of an impression around 
which additional pieces of information were added to make a coherent story; to a 
lesser extent they disagreed on how to interpret the same acts. Importantly, this was 
the mechanism they proposed to explain the Person Model theory of categorization.12 
We are thus encouraged by the congruence in these diverse sets of findings and con-
sider it worth continuing to draw upon social judgment and impression formation 
research to further understanding of rater cognition in health professional education. 
While the instructions given to the TD group asked explicitly for competence-focused 
comments, it is interesting that the narratives that included social descriptions of the 
residents could explain as much variance in Mini-CEX ratings as did the TD narratives 
when each was entered into a regression model in isolation. Further, the Person Model 
and Nominal Label categories were able to explain an additional significant proportion 
of variance on top of what could be explained by the TD-generated categories in four 
of the seven videos. The narratives that led to categories being generated using PM 
and NL theories contained performance-extraneous information regarding the resi-
dents’ intentions for the encounter, personality traits and current state of mind. This 
subjective information is generally considered inappropriate data on which to base 
assessment ratings4 and such information tended not to be offered spontaneously in 
responses to question 1. In social cognition research, such inferences have been found 
to be fundamental in helping us understand others.23 The findings that the number of 
social categorizations was small, that many raters described the same social judg-
ments, and that those social judgments were enmeshed with assessment judgments, 
sum to suggest that such inferences may reflect subtleties in the clinical performance 
that were noted by some of the physicians. Perhaps these are important nuances that 
could be documented and used for clinical training purposes.24 
Regardless of whether or not that is the case, the finding that the three different stim-
ulus questions generated three qualitatively different responses, each of which could 
be used to group raters into different subgroups using different categorization theo-
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ries, has important implications. It suggests that how we attempt to access raters’ 
assessment judgments has an impact on what judgments are revealed. In other words, 
asking different questions based on different theories can lead to different inferences 
being exposed. For researchers, this means that we must be intentional about what we 
ask raters because the stimulus question is not neutral in terms of the information it 
could extract. For faculty development and assessment administrators, an implication 
is that we need to dig deeply into raters’ judgments because what could appear to be 
agreement when approached from one angle could be disagreement when ap-
proached from another angle and vice versa. 
With regards to limitations, the use of non-clinicians as sorters could be considered a 
limitation, but we saw this as an advantage in that these participants could focus on 
the semantic nature of the responses rather than infer any implied meanings from 
assessment lingo.25 Further, we are aware that sequential multiple regression is not 
typically used in the way it was applied here, but this approach fit our intended pur-
poses. For example, while the sample size was not ideal for multiple regressions (or 
LPA for that matter), it was these analyses that were useful in helping us filter through 
the physicians’ narrative responses, find statistically significant relationships with the 
assigned ratings and gain some insight into potential sources of variability in assessors’ 
judgments. We were not oblivious in conducting these analyses to the statistical limita-
tions and proceeded while monitoring for adverse effects on the outputs because this 
was an exploratory study with which we were searching for leads regarding where to 
investigate next. 
Our goal was to better understand how raters make variable assessment judgments 
and we uncovered some tantalizing possibilities worth further investigation. Future 
research needs to focus on specifying the mechanism underlying the generation of 
different narratives and their impact on assessment. Research is needed to determine 
how much of the variation in categories is related to looking at different things within 
the performance and how much is related to seeing the same things differently as well 
as whether or not there is any practical way of telling the difference between the two 
situations in live time. By quantifying the influence, and better understanding the 
mechanism through which assessment judgments vary we could uncover if variations 
in social judgments (e.g. inferences) cause, or are caused by, variations in assessment 
judgments, thereby providing better guidance for further development in this area. 
In conclusion, it was possible to identify clusters of consensus amidst physician raters’ 
highly variable descriptions of competence and social judgments for a given clinical 
performance. Accounting for there being more than one point of consensus (i.e., phy-
sicians within a subgroup providing similar interpretations to one another but different 
interpretations relative to those of other subgroups) frequently explained variance in 
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clinical performance ratings. Of the three categorization theories, Two-Dimensions 
theory (warm-cold versus competent-incompetent) explained the most unique vari-
ance, with Person Models and Nominal Labels sometimes making important comple-
mentary contributions. The content that differentiated between categories included 
differing descriptions of competency as well as differing inferences regarding personal-
ity traits, the residents’ state of mind and/or intentions during the encounter. Further 
investigation is needed to determine if there are any relationships between variations 
in social judgments and variations in assessment judgments. 
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ABSTRACT 
Objectives Human judgment has been considered indispensable to programs of as-
sessment but whenever multiple observers provide ratings, inter-rater variation is 
prevalent. Limitations of human cognition have been studied as a possible source of 
variable ratings. In recent research, we have found rater judgments may not be as 
idiosyncratic as they have often been characterized by discovering multiple clusters of 
consensus within the responses provided by physician raters for a single clinical per-
formance. 
Methods For the purpose of testing and extending these findings we chose to study 
this issue using Q methodology, a mixed methods technique that allows different 
points of view on the same topic to be uncovered. Participants watched a video, as-
signed Mini-CEX ratings, and then shared their impressions of the resident and his/her 
performance by sorting the statements provided to them. Subsequent factor analysis 
of the Q-sorts grouped participants with similar impressions together into a point of 
view. 
Results 46 participants submitted 128 complete responses for 1-4 video-recorded 
clinical encounters previously studied. Two factors representing two or three points of 
view were identified for all four performances and the content of the points of view 
was consistent with the previously identified clusters of consensus. Membership in one 
point of view compared to the other could be used in regression analyses to predict 
ratings and accounting for there being multiple points of view explained, on average, 
37% of the variance in the Mini-CEX ratings (R2: 21-53%) across the four videos. 
Conclusions Given that finding multiple assessment judgments for a single perfor-
mance has been replicated using a new set of participants and different methodology, 
we need to consider what features would be required for an assessment system to 
accommodate constructivist raters. 
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INTRODUCTION 
Human judgment has been considered indispensable to programs of assessment1 but 
whenever multiple observers provide ratings, inter-rater variation is prevalent.2 Re-
views of the medical education literature have suggested that innate human cognition 
may contribute to variability in ratings3, 4 such as when the demands of rating tasks 
exceed the limits of a finite mental workload5 or through the influence of social judg-
ment processes6 including first impressions7. Variation in ratings for the same observed 
performance is often understood to be the result of raters making mistakes, commit-
ting omissions or being biased.4, 8, 9 Regardless of its cause, this ‘idiosyncratic rater 
variance’ is considered to be unusable ‘error’ of measurement.10 
In previous research, we have studied inter-rater variation and discovered patterns in 
raters’ responses that could suggest their judgments are not as idiosyncratic as they 
have been characterized.11, 12 More specifically, we used an exploratory data reduction 
technique called latent partition analysis12-14 (LPA) and discovered multiple clusters of 
consensus, each containing several raters, which represented subsets of impressions 
(or interpretations of the performance) that often varied widely with regard to the 
content and valence of the impression described. The differences in the various clus-
ters sometimes stemmed from raters emphasizing different aspects of the perfor-
mance (i.e. seeing different aspects as most important), and other times resulted from 
raters outright disagreeing on the same aspects of the performance (i.e. seeing the 
same aspect differently). From a functional perspective, our findings were consistent 
with other medical education studies reporting differential salience and rater disa-
greement regarding observed behaviours and/or inferred social judgments in perfor-
mance assessment.15-19 From a theoretical perspective, the findings were also con-
sistent with research from the social cognition literature which suggests that in social 
interactions, people will tend to categorize those they are observing based on social 
inferences they make about the performer.20-22 
However, there are several theories in the social cognition literature regarding the 
mechanisms underlying these inference-based categorizations.6 The Two-Dimensions 
(TD) theory posits that social judgments are made by categorizing a person into one of 
four quadrants based on judgments of the person’s warmth-coldness (i.e. sociability 
and trustworthiness) and competence-incompetence (i.e. ability to carry out his/her 
intentions).20 The Nominal Labels (NL) theory posits that impressions are formed by 
assigning a person to a pre-conceived group (such as stereotypes).21 The Person Model 
theory posits that impressions are formed by creating an ad hoc story about the per-
son in the moment of observation.22, 23 Thus, in a subsequent study11 we applied the 
LPA analysis that generated these clusters of consensus separately for three different 
theories of social categorization and utilized multiple regression to predict Mini-CEX 
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ratings for 7 different video-recorded clinical performances in order to determine 
which theory (or theories) of social categorization best predicted ratings. For 6 of the 7 
studied videos, ratings were significantly predicted by the categorizations based on at 
least one of the three theories, and for four of the videos, the categorizations from 
two theories predicted greater variance than could be predicted by any single theory. 
Given that accounting for these clusters of consensus using any one theory explained 
about one third of the variance in Mini-CEX ratings (and that consideration of all three 
together explained about half of the variance), we were encouraged that the results 
were meaningful, but their exploratory nature makes it important to replicate and 
challenge the findings. The previous investigations used latent partition analysis (LPA) 
to look for patterns within raters’ responses. LPA is similar to exploratory factor analy-
sis, but unlike exploratory factor analysis, LPA does not appear to have an associated 
confirmatory version. For the purpose of testing and extending our previous findings, 
therefore, we chose to study this issue using Q methodology. Q methodology is a 
mixed methods technique that allows different points of view on the same topic to be 
uncovered by having participants order a set of predetermined statements from those 
most consistent with their opinion to those most contrary to their opinion.24-26 For our 
purposes, we used statements extracted from raters who represented the various LPA 
categories in the previous study, and had new raters view the same videos and order 
those predetermined statements in a Q sort. Q analysis could then be used to deter-
mine the extent to which the multiplicity of perspectives identified previously replicat-
ed when the statements from others are made available to new raters. 
Our ultimate goal for the larger line of research is to discover new ways to improve 
rater-based assessments by better understanding the variability in ratings introduced 
by raters. The specific aim of this study was to determine the stability of our finding 
that clusters of consensus exist within raters’ variable assessment judgments. Through 
methodological triangulation, we address the main research question of “Can the mul-
tiple clusters of consensus finding be confirmed by identifying multiple points of view 
on the same clinical performances using a different methodology and a new dataset?” 
We address this question by testing the following hypotheses: 
1 There will be more than one point of view for each video as indicated by the ex-
traction of more than one “Q-factor” in the Q analysis. 
2 The content of the different points of view (i.e. the different Q-factors) will match 
the content of the previously identified clusters of consensus (i.e. the impressions 
identified through latent partition analysis). 
3 The different points of view (i.e. belonging to one Q-factor compared to another) 
will explain a significant amount of variance in the Mini-CEX ratings. 
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METHODS 
Selection of videos 
For this study we selected four of the videos from our previous work. These four were 
selected based on the fact that the LPA categories derived from two different theoreti-
cal frameworks independently contributed significantly to predicting variance in Mini-
CEX ratings in the regression analyses. For all four videos, the TD categories were pre-
dictive. For two videos (1 and 6 from Gingerich et al, forthcoming) the NL categories 
added significant predictive power and for two videos (2 and 7 from Gingerich et al, 
forthcoming) the PM categories added significant predictive power. 
Description of Q methodology 
Q methodology provides a mixed methods approach to determine the number and 
composition of the points of view expressed for each performance. Q consists of a 
philosophy, a theory and a set of procedures that focus on describing a population of 
viewpoints rather than describing a population of people.24, 27 William Stephenson 
developed Q methodology after becoming dissatisfied with behaviorism’s focus on the 
study of objective behavior to the exclusion of individuals’ subjective perspective and 
experience.26, 28 Q methodology consists of four important steps: 1) concourse devel-
opment and Q-sample selection, 2) the Q-sort, 3) a by-person factor analysis and 4) 
interpretation of the factors. 
1) Concourse development and Q-sample selection.  
The first step in the design of a Q-study is identifying a set of statements that will be 
sorted by participants. It begins with gathering a large array of statements that are 
broadly representative of the topic of interest, known as the concourse.25 Our con-
course consisted of every open text response grouped into one of the clusters of con-
sensus identified in our prior work. In total, 317 complete responses were collected 
from a total of 24 LPA clusters spread across the 4 videos. This concourse was reduced 
to the 195 most representative open text responses as indicated by the fit parameters 
of the latent partition analysis (i.e. only responses belonging to a single cluster of con-
sensus were selected). The complete responses were then parsed into single idea 
statements, duplicates were removed and semantically similar statements were com-
bined, resulting in 211 short statements. 
From the concourse of possible statements, a subset of statements, the Q-sample, is 
then selected for presentation to participants for sorting. The Q-sample should be a 
reasonable size for participants to work with but remain representative of the con-
course and be balanced across the possible points of view that could be found during 
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analysis.25 We used the most formal approach to developing a structured Q-sample, 
known as Fisher’s balanced-block approach.25, 26 The most distinctive statements for 
each of the 24 clusters of consensus were identified. From these 71 statements, 60 
were selected in a way that balanced the number of statements referring to each of 
the subscales on the Mini-CEX and different types of social judgments (e.g. naming 
personality traits, inferring state of mind etc.). Further review of the wording of the 
statements revealed redundancies across the videos (e.g. a distinctive statement for 
one cluster could also apply to a cluster for a different video). We then considered 
factors associated with the mechanics of the Q-sort process (e.g. recognizing that the 
score sheet used enables one statement to be positioned in different sorts to convey 
opposing opinions- see Figure 1). This combination of variables allowed the reduction 
of the number of statements to 44 while still maintaining balance and representation. 
Through two rounds of pilot testing, the phrasing of the statements was refined in 
response to participants’ expressions of uncertainty, but the original phrasing was 
maintained as much as possible. The final list of 44 statements is presented in Table 1. 
2) Q-sort process.  
During a Q-sort, each participant’s point of view on the specified topic (the perfor-
mance of the resident in this case) is collected by having them sort the statements in 
the Q-sample using a forced quasi-normal distribution ranging from most consistent 
with their perspective to most inconsistent with their perspective.25 By differentially 
valuing the set of statements, the completed Q-sort allows the participant’s subjectivi-
ty to be actively expressed in the first person perspective.29, 30 Because people with 
similar points of view typically sort the statements in a similar way, factor analysis can 
then be used to group the shared perspectives by identifying high correlations be-
tween participants’ Q-sorts.25, 26 
To operationalize this process, an invitation email was sent to participants that includ-
ed a link to the website developed for facilitating data collection at a distance, QSor-
tOnline. After giving consent to participate, watching a randomly presented video and 
completing the Mini-CEX ratings, participants were asked to complete a Q-sort using 
the following instructions: 
We would like you to share your honest and unfiltered impressions of this resident 
and ask that you rank the statements from ‘MOST consistent with my impressions 
of this resident and their performance’ to ‘MOST contrary to my impressions of this 
resident and their performance’. 
The aim was to collect each physician’s impression of the performance and the resi-
dent. FlashQ software was used to facilitate the Q-sort online, which was completed in 
multiple stages as suggested24 for face-to-face sorting. First, participants were asked to 
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divide the 44 randomly presented statements into three piles: ‘consistent with my 
impression’, ‘contrary to my impression’ and ‘not relevant’. Next, they were presented 
with a grid of boxes in a fixed quasi-normal distribution (see figure 1) called a score 
sheet. They were to read through all the statements in their ‘consistent with my im-
pression’ pile, select the two statements that were MOST consistent with their impres-
sion and place them on the score sheet in the two ‘+4’ boxes. From the remaining 
‘consistent’ pile, they were then asked to select the three remaining statements that 
were most consistent with their impression and to place them in the three ‘+3’ boxes 
on the score sheet. They continued placing the remaining ‘consistent’ statements in 
appropriate boxes until all of the statements in the consistent pile had been placed on 
the score sheet. They then repeated the process for the ‘contrary to my impression’ 
pile using the left-hand side of the score sheet, starting with the ‘-4’ boxes, moving to 
the ‘-3’ boxes and so on. The statements in the ‘not relevant’ pile were then placed in 
the remaining boxes on the score sheet. Participants were given the opportunity to 
review and rearrange the statements, if necessary, to ensure the distribution on the 
score sheet best represented their impressions. They were then prompted to explain 
(a) why they selected the two statements in the -4 boxes as being most contrary to 
their impression, (b) why they selected the two statements in the +4 boxes as being 
most consistent with their impression, and (c) any problems they encountered with 
performing the sorting task. Finally they were asked to complete a short demographics 
questionnaire. 
    MOST CONTRARY to my impressions <--------(not relevant)-------> MOST CONSISTENT with my impressions 
-4 -3 -2 -1 0 +1 +2 +3 +4 
ප ප ප ප ප ප ප ප ප 
ප ප ප ප ප ප ප ප ප 
 ප ප ප ප ප ප ප  
  ප ප ප ප ප   
   ප ප ප    
   ප ප ප    
   ප ප ප    
   ප ප ප    
    ප     
    ප     
Figure 1: Q-Sorting Score Sheet 
Participants rank-ordered 44 statements by placing them on a quasi-normal distribution scoring sheet. They 
had previously sorted the statements into three piles. When presented with the scoring sheet they were 
instructed to select from the ‘consistent’ pile the 2 statements that were most consistent with their impres-
sion and place them under +4. The next three statements that were most consistent with their impression 
were placed under the +3 and so on. The same process was used to rank the statements from the ‘contrary’ 
pile. The statements in the ‘not relevant’ pile were then placed in the remaining spots on the score sheet. 
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3) Q-Analysis.  
We analyzed the sorting data using free custom software PQMethod 2.35.31 In conven-
tional factor analysis a ‘by-item’ matrix would be used but in Q methodology a ‘by-
person’ matrix is used. The assumption is that participants with a similar point of view 
will construct a similar Q-sort and hence their sorts will be highly correlated. As such, 
the by-person factor analysis groups together participants with highly correlated Q-
sorts into a factor.25, 26 We used the classic Centroid technique for factor extraction 
followed by varimax rotation of the factors. In considering how many factors to ex-
tract, we paid special attention to those with eigenvalues greater than 1;25 those ex-
ceeding Humphrey’s rule (i.e. those for which the cross-product of the two highest 
loadings for a factor in the unrotated matrix exceeded twice the standard error);25 or 
those with at least two sorts that loaded significantly (p<.01).25, 32 Each factor solution 
was examined for fit and interpretability with the best solution selected.32 
4) Factor interpretation.  
Factor interpretation was accomplished by using the factor arrays to construct the 
narrative content of the factors based on procedures described by Watts and Sten-
ner.25 For each video, we subsequently compared the interpretations of the narrative 
content of the Q-sort factors with those of the clusters of consensus derived from the 
latent partition analysis (generated and reported in Gingerich et al, forthcoming). Each 
video was analyzed separately with researchers blind to the corresponding Mini-CEX 
ratings. 
Predicting and explaining variance in Mini-CEX ratings 
The factor loadings, which indicate how strongly each participant’s Q-sort belonged 
with each of the identified factors, were used to group participants as belonging to 
categories represented by the factors. That is, participants were assigned to the cate-
gory with which their Q-sort had the highest factor loading. The factors were dummy 
coded using Factor 1 as the reference category and entered as predictors in a linear 
regression model.33 Regression analyses were performed separately for each video to 
determine both the ability of the Q-factors to predict Mini-CEX ratings (unstandardized 
coefficient B) and the amount of variance that could be explained (R square) in ‘overall 
clinical competence’. 
Participants 
In Q methodology, each participant is considered to be a variable and, as such, partici-
pants should be intentionally selected to cover all possible viewpoints on the topic.25 
To achieve this strategic approach to recruitment, we asked an array of colleagues to 
invite physicians who were known to them to be good assessors of residents to partic-
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ipate in our study. To be eligible, assessors must have been licensed to practice medi-
cine in North America at some point in their career. In addition, they must have been 
trained in emergency, family or internal medicine because those were the specialties 
deemed relevant to the content of the cases presented on video. Informants were 
encouraged to include physicians who were known to use specific approaches to as-
sessments (e.g. hawk or dove, focus on patient-centredness etc.) so that a diversity of 
assessment styles could be included in the study. Experts in assessment who are wide-
ly known for their contributions to assessment research, rater training, or assessment 
policy (and who met the inclusion criteria) were individually invited to participate. 
To determine the number (and representation) of participants to be included for the 
study, Q-analyses were performed periodically throughout data collection. To help 
promote representation of all possible points of view, whenever a strong but small 
factor started to emerge, additional participants who matched the demographics of 
participants grouped into that factor were invited to participate. Recruitment was 
stopped once the factors became established and the number of gathered Q-sorts was 
between half and the total number of statements in the Q-sample (i.e., 22-44 partici-
pants per video).25  
This study was approved by the Behavioural Research Ethics Board at the University of 
British Columbia and the Research Ethics Board at the University of Northern British 
Columbia. 
RESULTS 
Between November 2014 to February 2015 we received 128 complete responses sub-
mitted by 46 participants (23 female) from 19 different cities in 5 provinces in Canada 
and 5 states in the USA. 24 (52%) were from internal medicine, 13 (28%) were from 
emergency medicine and 9 (20%) were from family medicine. Each participant com-
pleted the tasks for 1-4 videos. 
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Table 1. 46 physicians viewed 1-4 video-recorded clinical performances of different second-year internal 
medicine residents. The same 44 statements were used by participants to represent their impressions of the 
resident and his/her performance in Videos 1, 2, 6 and/or 7. Q-factor analysis grouped highly correlated Q-
sorts into factors. Separate analyses extracted two factors for each of the four videos and each factor repre-
sented a unique point of view (although Video 2 Factor 1 and Video 7 Factor 2 are very similar). The different 
points of view for each video are represented in this table by its characteristic Q-Sort. The characteristic Q-
Sort is the analytically derived Q-sort that best represents the overall point of view of the participants 
grouped within that factor. As such, it is unlikely that the participants grouped into a point of view submitted 
exactly the same Q-sort as the characteristic Q-sort. The statements are ordered in the table roughly based 
on the subscales of the Mini-CEX rating form followed by various social judgments. To provide some orienta-
tion for interpreting this table, some key statements are briefly discussed. Statements describing the resi-
dents’ interviewing, humanism, clinical judgment and other Mini-CEX subscale related skills were often 
ranked as most representative of participants’ impressions by being placed at the extreme end of the score 
sheet as either (+4) ‘most consistent’ or (-4) ‘most contrary’ to participants’ impressions. All four videos 
depicted a clinical encounter requiring a patient history and the interviewing skills statements were highly 
representative of participants’ impressions. For example, statement #41 ‘thorough, organized and efficient 
history’ was a particularly representative and differentiating statement for the points of view for videos 1, 2 
and 7. Participants did not just differently emphasize this key feature of the same history-taking clinical 
encounter; they placed it on opposite sides of the score card which likely represents disagreement between 
the two points of view. Several statements corresponding to humanism and counseling skills were also 
highly representative of participants’ impressions for all four performances. Statement #8 ‘connected well 
with patient’ depicts examples of agreement between the two points of view for video 1, disagreement 
regarding this particular aspect between the points of view for video 2, and the two points of view different-
ly emphasizing it for video 7. Statements referring to clinical judgment skills such as #40 ‘systematically 
considering all differentials’ and #1 ‘anchored to a diagnosis too early’ were also highly representative of 
participants impressions’ of performances or differentiated points of view for a given video.  
 
 
Hypothesis 1 
A 2-factor solution was the best for each of the four videos (see Appendix A for details) 
indicating there was more than one point of view for each clinical performance. For 
three videos (1,2,7), raters’ factor loadings were all positive. This resulted in the identi-
fication of two groupings to represent the raters’ perspectives for these videos, one 
representing raters with a stronger positive loading on the first factor and one repre-
senting raters with a stronger positive loading on the second factor. For video 6, how-
ever, one of the factors demonstrated both positive and negative loadings. Thus, three 
groupings were created, one representing raters with a stronger positive loading on 
the first factor, one representing raters with a stronger positive loading on the second 
factor, and one representing raters with a stronger negative loading on the second 
factor. All nine unique points of view are represented in Table 1 using their characteris-
tic Q-sort. The content and the distinctiveness of the two points of view varied for each 
performance. For example, the two points of view for video 1 and two of the three 
points of view for video 6 shared similar opinions on several aspects whereas there 
was almost no agreement between the two points of view within videos 2 or 7 (as seen 
by the sortings in Table 1 and as described in Appendix A). 
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Hypothesis 2 
When comparing the content of the Q derived points of view to the previously identi-
fied11 clusters of consensus derived from LPA, there was a simple and direct alignment 
for videos 1 and 7. For example, the video 1 ‘diligent competence’ point of view aligns 
both with the two-dimensions cluster of consensus describing the resident as robotic 
and asking the right questions as well as the nominal label cluster of consensus de-
scribing her as smart, efficient and focused on the task. 
For videos 2 and 6, the content of the clusters of consensus presented in Gingerich et 
al (forthcoming) could be reasonably aligned with the Q points of view by combining 
two LPA clusters together (see Figure 2). In our previous work, videos 2 and 6 were 
each determined to have four clusters of consensus and this does not match the num-
ber of points of view identified in this study. Based on the content of the points of 
view, along with reviewing the comments participants made about how their impres-
sions were represented by the Q-sort, it was possible to align two clusters of consen-
sus to one point of view (as shown in Figure 2). For example, for video 2 matching a 
Two-Dimensions cluster of consensus describing the resident as warm and engaging 
along with another one describing her as warm and competent aligns with the point of 
view ‘compassionate competence’. The alignment of clusters of consensus to points of 
view was important in determining how to proceed with the analysis of video 6. The 
single negatively correlated Q-sort that solely composed the third point of view would 
have been downplayed in the interpretation of the Q-factors, and especially in the 
regression analysis, if this was not a follow-up study. However, its contrary point of 
view that the resident was friendly, engaged and took his time with the interview ex-
actly matches a two-dimensional and a nominal label cluster of consensus from our 
previous investigations. The reproducibility strengthened the credibility of this seem-
ingly idiosyncratic point of view and led to it being kept in subsequent analyses. 
It is also worth noting that there is another dimension of alignment between the cur-
rent data set and that of the previous LPA analyses. That is, the discrepancies between 
the points of view were sometimes differential salience and sometimes disagreements 
in performance. For example, both points of view for Video 1 included impressions 
that the resident’s body language demonstrated disinterest but it was one of the most 
important aspects of Factor 1’s point of view and much less so for those grouped into 
Factor 2 (statement #5: +4; +2). By contrast, for Video 7 the two points of view disa-
greed on whether the history was thorough, organized and efficient or not by placing 
this statement on opposite sides of the score sheet (statement #41: +4; -2). There are 
many more examples of both as presented in Table 1 and Appendix A. 
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Two-dimensions’ clusters of 
consensus 
Q-factors 
 
Other theories of categorization 
clusters of consensus 
TD2. cold incompetent: aggressive 
questioning 
Video 1 
Q-Factor 1 ‘disinterested’ 
NL1. doesn’t care about patient 
TD 1. cold competent: robotic, 
asked right questions 
 
Q-Factor 2 ‘diligent competence’ 
NL2. smart, efficient, focused on task 
TD 1. warm competent: good 
questions and reasoning 
 
Video 2 
Q-Factor 1 ‘compassionate competence’ 
PM1. compassionate and competent 
TD 4. warm: engaging and attentive PM4. likeable and respected 
TD 3. warm incompetent: nice 
manner but poor management 
 
 
Q-Factor 2 ‘incomplete attempt’ 
PM2. good person with skills to 
improve 
TD 2. incompetent: incomplete 
history and counseling 
PM3. paternalistic style 
TD 4. warm incompetent: friendly 
but inadequate history 
Video 6 
Q-Factor 1 ‘incompetent’ 
NL4. rushing 
TD 1. cold incompetent: didn’t 
address patient’s concerns 
 
 
Q-Factor 2 (positive) ‘no rapport’ 
NL1. lazy 
TD 3. incompetent: poor history 
and differential 
NL2. arrogant, untrustworthy 
TD 2. warm: engaged and attentive 
Q-Factor 2 (negative) ‘friendly 
competent’ 
NL3. personable 
TD 1. incompetent: inadequate 
history, no diagnosis 
Video 7 
Q-Factor 1 ‘inexperienced 
incompetence’ 
PM1. nice guy, trying but inadequate 
skills 
TD 2. warm: good rapport Q-Factor 2 ‘competent rapport’ PM2. friendly, helpful, competent  
Figure 2: Comparison of Q-factor points of view to latent partition analysis clusters of consensus 
Shared points of view were identified using Q methodology by grouping 128 impressions from 46 physician 
raters into Q-factors for 1-4 video-recorded clinical performances of different second-year internal medicine 
residents. Previous investigations used latent partition analysis to aggregate open-text responses provided 
by physician raters according to three different theories of social categorization. For each video, the narra-
tive content of the Q-factor points of view (shown in the centre) is aligned with the content of the Two-
Dimensional theory of social categorization (TD) clusters of consensus (on the left); and either the Nominal 
Labels (NL) or Person Models (PM) theories of social categorization (on the right). 
 
Hypothesis 3 
Accounting for raters’ category membership based on the Q-analysis factor loadings 
predicted overall clinical competence ratings and explained an average (across videos) 
of 37.3% of the variance in Mini-CEX ratings (R2: 21-53%). See Table 2 for specific re-
gression values. 
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Table 2: Q-factors identified through Q methodology explain rating variance and predict overall clinical 
competence Mini-CEX ratings in multiple regression models, separately for four videos 
Video Q-factors Number of 
Q-sorts 
Mean R square 
(%) 
Unstandardized 
coefficient B 
value 
(standard error) 
t value P value 
1 Factor 1 ‘disinterested’ 18 3.2 39.5 b  1.56 
 (.35) 
 4.43 .000 
Factor 2 
‘diligent competence’ 
14 4.8 
2 Factor 1 
‘compassionate competence’ 
28 6.8 35.4 b -1.79 
 (.43) 
-4.19 .000 
Factor 2 ‘incomplete attempt’  6 5.0 
6 Factor 1 ‘incompetent’ 17 2.4 21.3 b   .004 
 (.34) 
  .013 .990 
Factor 2 (positive) 
‘no rapport’ 
14 2.4 
Factor 2 (negative) 
‘friendly competent’ 
 1 5.0a  2.65 
 (.96) 
 2.77 .010 
7 Factor 1 
‘inexperienced incompetence’ 
17 3.7 53.0 b  2.45 
 (.44) 
 5.61 .000 
Factor 2 ‘competent rapport’ 13 6.2 
a the single overall clinical competence rating corresponding with the Q-sort 
b p<.05 
Table 2. 46 physicians viewed 1-4 video-recorded clinical performances of different second-year internal 
medicine residents and provided a Q-sort and Mini-CEX ratings in response. Q methodology was used to 
group the Q-sorts into Q-factors separately for each video. Participants were assigned to the Q-factor with 
which their Q-sort had the highest factor loading value. The Q-factors plus a label to summarize their con-
tent is provided in the second column. The number of Q-sorts grouped into each factor and mean of the 
‘overall clinical competence’ Mini-CEX ratings is provided in the following two columns. The Q-factors were 
dummy-coded using Factor 1 as the reference category and entered as predictors in a linear regression 
model. Regressions were conducted separately for each video. Values from the regression model are pre-
sented in the last four columns starting with the variance explained (R square) expressed as a percentage. 
This is followed by the unstandardized coefficient B value with the corresponding standard error in paren-
theses and the t and p values for the predictors. 
 
DISCUSSION 
The findings from the current triangulation study support all three of our hypotheses. 
First, multiple points of view for the same clinical performances were identified in a 
new dataset using Q methodology, with two factors (each representing two or three 
points of view) being identified for all four performances. Second, the content of the 
points of view reasonably matched the previously identified11 clusters of consensus 
derived from an LPA analysis of spontaneously generated statements by raters viewing 
the same performances. Finally, membership in one point of view compared to the 
other could be used to predict ratings, explaining on average over one third of the 
variance in the Mini-CEX ratings. 
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Also consistent with our earlier findings, the points of view for a given video seemed to 
differ sometimes due to differential salience, such that different aspects of the per-
formance were emphasized or the same aspect was given different emphasis within 
impressions, and sometimes due to rater disagreement, such that opposing impres-
sions were formed regarding the same aspect of the performance. In prior medical 
education studies of inter-rater variation that had reported similar findings, open text 
responses or interviews were used to collect participants’ assessment judgments.15-19 
Therefore, a reasonable explanation for differences in the interpretations could have 
been that participants simply did not mention certain aspects of the performance. The 
design of Q methodology studies presents every participant with the same possibly 
relevant aspects of the performance and requires them to sort these aspects in rela-
tion to all others. As such, participants were explicitly presented with all the pertinent 
aspects of the performance. Even under these circumstances, we found rater varia-
tions in salience and interpretation regarding these aspects of performance. This is an 
important distinction because participants in Herbers and colleagues study16 provided 
less detailed responses when using an open text format than when they were prompt-
ed to provide more structured responses. The differences in how the same statements 
were ranked in this study support the explanation that participants differently empha-
sized or differently interpreted the same aspects of the performance. Moreover, the 
design of this study was able to more explicitly demonstrate that there can be clear 
disagreements amongst participants on certain aspects of the same performance. This 
was indicated when different participants placed the same statement on opposing 
sides of the score sheet giving it the opposite valence for the same performance.  
We also found, consistent with our earlier work, that the factors or points of view 
generated by Q methodology in this study varied across videos. That is, there was not a 
small number of performance ‘types’ that raters seemed to be using to classify all of 
the performances in the videos. This variability is striking because we chose to have 
participants sort the same 44 statements for each of four different clinical perfor-
mances. This design could have easily resulted in a small set of generic impressions 
being identified across performances. Instead, we continued to find two or three dif-
ferent points of view for each performance that were unique to each performance 
(with only one clear overlap as one point of view for Video 2 was similar to another for 
Video 7). In looking broadly at the nine different points of view that were created, they 
could be summarized in terms of differing judgments on interpersonal skills (IP) and 
clinical skills (CS) as the following: (low IP-low CS) or (low IP-HIGH CS) for video 1; 
(HIGH IP-HIGH CS) or (low IP-low CS) for videos 2 and 6; and (HIGH IP-low CS) or (HIGH 
IP-HIGH CS) for video 7. The finding of two dimensions underlying performance as-
sessment judgments is consistent with prior medical education research.34-36 It also 
aligns well with the two-dimensional theory of social categorization which posits social 
judgments are made based on judgments of warmth-coldness versus competence-
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incompetence.20 However, it appears that each of the dimensions can be interpreted 
differently depending on the specifics of the encounter. For example, interpersonal 
skills could refer to counseling skills, humanism, or professionalism skills, but could 
also involve more inferential social judgments such as arrogant, lazy or likeable. Clinical 
skills could refer to interviewing skills, clinical judgment and/or clinical management 
but could also include inferences such as intelligent. This contextual variability in the 
aspects of performance that seem to comprise each of these two dimensions could 
account for the presence of contrasting factors that emerge for a given performance. 
Additionally, it suggests that two performances that might be identified as belonging in 
the same quadrant might have very different qualities. Thus, while the raters’ interpre-
tations of the performances might be mapped onto the two dimensional structure, 
whether this effort is of any great value remains in question, and the person model 
and nominal label frameworks might continue to be worth investigating. 
This study adds important evidence to our line of research which suggests that rater 
variation may be more than simple idiosyncratic error. However, important questions 
remain. To date we have only looked at a small number of performances, and have 
only observed one performance for each trainee. Thus, we do not know whether each 
rater has a limited number of “categories” that he or she invokes repeatedly to inter-
pret performances (and performers), nor the extent to which such sets of categories 
overlap across raters. Further, we have not explored the extent to which a given per-
former tends to evoke the same small subset of inferential categories across multiple 
performances. Such knowledge could have important implications for rater training 
and for learner feedback. Moreover, such knowledge could importantly inform our 
models of assessment and our models for determining the quality of that assessment. 
We need to seriously consider the idea that clinical performance is a complex social 
act; that assessments of such acts require many inferences to be made; and that the 
resulting assessment judgments are inherently interpretative and unlikely to meaning-
fully converge onto a single interpretation across observers. Given the multiplicity of 
possible assessment judgments, we are left to determine how we might reasonably 
compile and draw legitimate conclusions from them. This ultimately leads us to pon-
der, what features would be required for an assessment system to accommodate con-
structivist raters? 
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APPENDIX A 
Video 1 
The Q sorts were submitted by 32 participants (14 male, 18 female; 16 internal medi-
cine, 9 emergency medicine, 7 family medicine). In considering how many factors to 
extract, we noted 3 factors had eigenvalues greater than 1 (18.36, 2.55 and 1.04) but 
only a single factor exceeded Humphrey’s rule. A 2 factor solution was chosen because 
it created two interpretable points of view and had 5 sorts that significantly loaded 
onto the second factor in the unrotated correlation matrix. Varimax rotation grouped 
18 participants into factor 1 and 14 into factor 2. 
Although the 2 factors represent two distinct points of view of the resident and her 
performance, there were 22 consensus statements that did not differentiate the fac-
tors. Participants grouped into both factors agreed that she used a rapid-fire (#4; +4, 
+4) checklist-type (#6; +3, +3) questioning style that focused more on the task instead 
of the patient (#14; +3, +4). She did not connect well with the patient (#8; -4, -4) and 
the welcome and closing were not carried out with courtesy (#43; -3, -3). She came 
across as detached and distant (#9; +3, +2), hurried and not willing to listen, (#42; -3; -
3) not friendly or engaged (#15; -3, -3) or compassionate or genuinely concerned (#7; -
4, -4). 
‘Disinterested’ Participants grouped into Factor 1 very much noticed that her body 
language was demonstrating disinterest (#5; +4) and she seemed dismissive and disre-
spectful (#12; +2) like she was just going through the motions (#23; +2) and not trying 
very hard (#28; -2). They had some concerns for how she will do in the long run (#44; -
2) as she asked too many closed and leading questions, (#27; +2) didn’t follow through 
on the responses (#3; +2) and really didn’t systematically consider all the differentials 
(#40; -2). 
The 18 participants (6 male and 12 female) sharing the Factor 1 point of view were 
from 11 different cities, 10 from internal medicine, 5 from emergency medicine and 3 
from family medicine. 
‘Diligent competence’ Participants grouped into Factor 2 had the impression that she 
was intelligent with solid clinical knowledge (#38; +3) and performed a thorough, or-
ganized and efficient history (#41; +3) while systematically considering all differentials 
(#40; +2) to arrive at the diagnosis (#29; -2). She seemed diligent and not lazy (#24; -2)  
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The 14 participants (8 male and 6 female) sharing the Factor 2 point of view were from 
8 different cities, 6 from internal medicine, 4 from emergency medicine and 4 from 
family medicine. 
There do not appear to be any appreciable differences in gender, location or type of 
medicine practiced between the participants grouped into the two factors.  
Video 2 
The Q sorts were submitted by 34 participants (18 male, 16 female; 18 internal medi-
cine, 9 emergency medicine, 6 family medicine). In considering how many factors to 
extract, we noticed that 3 factors had eigenvalues greater than 1 (16.03, 3.91 and 1.60) 
but only 2 factors that exceeded Humphrey’s rule and the third factor only had a single 
sort that loaded significantly in the unrotated matrix. We tried extracting and rotating 
the three factors and it resulted in nine sorts loading onto factor 3 but these sorts also 
loaded moderately well onto factor 1. Examination of the content of Factor 3 found it 
to be very similar to the content of factor 1 and we determined it was not a distinct 
point of view. A 2 factor solution was chosen because two interpretable impressions 
were created. When the factors were rotated, Factor 1 grouped 28 participants and 
Factor 2 grouped 6. 
These were two very distinct points of view. The only aspects the participants agreed 
on was that the resident carried out the welcome and closing with courtesy (#44; +3, 
+2) using body language that demonstrated interest (#5; -4, -3) and she was not arro-
gant or overconfident (#2; -3, -3). 
‘compassionate competence’ Participants grouped into Factor 1 emphasized how the 
resident showed genuine concern and appeared to be compassionate (#7; +4) by the 
way she was willing to take time and listen (#42; +4). She seemed friendly and engaged 
(#15; +3) and connected well with the patient (#8; +3) by not using a rapid-fire style of 
questioning (#4; -3) or coming across as dismissive or disrespectful (#12; -4). Her histo-
ry was fairly thorough, organized and efficient (#41; +2) and she seemed fairly intelli-
gent with good clinical knowledge (#38; +2) although she could have offered some 
non-pharmacological options (#20; +2). 
The 28 participants (13 male, 15 female) sharing the Factor 1 point of view were from 
15 different cities, 16 from internal medicine, 6 from emergency medicine and 6 from 
family medicine. 
‘incomplete attempt’ Participants grouped into Factor 2 found many deficiencies in 
her performance. Of most concern, she jumped to treatment too quickly (#22; +4) and 
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did not offer non-pharmacological options (#20; +4). She did not fully investigate the 
chief complaint (#11; +3) and although she asked relevant questions (#26; -3) she did 
not ask enough of them so important details about the patient’s life were missing (#10; 
+3). Her history was not thorough or organized or efficient (#41; -2) and even though 
she used a somewhat checklist style of questioning (#6; +2) questions were asked but 
not followed up on (#3; +2). She anchored to a diagnosis too early (#1; +3) and did not 
work through all the differentials systematically (#40; -4). She did not connect well 
with the patient (#8; -2) since she was more focused on the task than on him (#14; +2) 
The 6 participants (3 male, 3 female) sharing the Factor 2 point of view were from 5 
different cities, 3 from internal medicine, 3 from emergency medicine and none from 
family medicine. 
There do not appear to be any appreciable differences in gender, location or type of 
medicine practiced between the participants grouped into the two factors.  
Video 6 
The Q sorts were submitted by 32 participants (17 male 15 female; 17 internal medi-
cine, 7 emergency medicine, 8 family medicine). In considering how many factors to 
extract, we noticed 3 factors had eigenvalues greater than 1 (18.84, 2.33, 1.11) and all 
three had two or more significantly loading sorts but there were only two factors that 
barely met Humphrey’s rule. A 3 factor solution was investigated and we discovered 
three sorts were confounded across the factors (i.e. did not load onto any factor). In 
addition, Factor 3 was a bipolar factor meaning that there were sorts that were both 
positively and negatively correlated with it. In fact, there was only a single sort that 
loaded onto each pole of the third factor. The content of the positively correlated sort 
was not sufficiently different from factor 1 to justify extracting Factor 3. A 2 factor 
solution was chosen because all the sorts loaded onto a factor and three interpretable 
points of view were created. The rotated 2 factor solution grouped 17 participants into 
Factor 1, 14 participants had sorts that positively correlated with Factor 2, and 1 partic-
ipant’s sort negatively correlated with Factor 2. 
Factor 1 and the participants whose sorts were positively correlated with Factor 2 
agreed that this resident anchored to a diagnosis too early (#1; +3, +4) and jumped too 
quickly to treatment (#22; +3, +3) without fully investigating the chief complaint (#11; 
+4, +4). 
‘incompetent’ Participants grouped into Factor 1 thought the resident did not perform 
a thorough, organized or efficient history (#41; -4) as he failed to inquire about the red 
flag symptoms (13; +4) and did not systematically work through all the differential 
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diagnoses (#40; -4). He also omitted relevant tasks (#35; +3) such as the physical exam 
and these deficiencies were significant enough that there was some concern he could 
be sued in the future (#17; +2). 
The 17 participants (9 male, 8 female) sharing the Factor 1 point of view were from 11 
different cities, 10 from internal medicine, 5 from emergency medicine and 2 from 
family medicine. 
‘no rapport’ Those participants whose Q sorts positively correlated with the Factor 2 
view were especially concerned that he did not connect with the patient (#8; -4) due to 
a lack of compassion and no display of genuine concern (#7; -4). He came across as 
dismissive and disinterested (#12; +3) and not willing to take the time to listen (#42; -
3) as well as somewhat detached and distant (#9; +2). 
The 14 participants (8 male, 6 female) sharing the Factor 2 point of view were from 12 
different cities, 7 from internal medicine, 1 from emergency medicine and 6 from fami-
ly medicine. 
‘friendly competent’ The participant’s point of view whose Q-sort negatively correlat-
ed with the Factor 2 could be represented as the opposite point of view of ‘no rapport’ 
described above. The point of view according to the participant’s actual Q-sort and 
comments is that this resident should be fine in the future (#44; +1) because he started 
with broad differentials (#1; -4) and took his time with the questions (#42; +3) so that 
he knew the diagnosis (#29; +1) by the end of the interview. He showed genuine con-
cern (#7; +4), was friendly and engaged (#15; +2) and not dismissive or disrespectful 
(#12; -3). This participant completed all four videos; was female from emergency med-
icine with less than 5 years of extensive involvement with assessing residents. 
There do not appear to be any appreciable differences in gender, location or type of 
medicine practiced between the participants grouped into the two factors. 
Video 7 
The Q sorts were submitted by 30 participants (16 male, 14 female; 15 internal medi-
cine, 10 emergency medicine, 5 family medicine). In considering how many factors to 
extract, we noticed that 2 factors had eigenvalues greater than 1 (13.06 and 5.46), 
there were 2 factors that exceeded Humphrey’s rule and 16 sorts significantly loaded 
onto Factor 2. Therefore, a 2 factor solution was chosen which when rotated grouped 
17 participants into factor 1 and 13 into factor 2. 
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The factors each represent a distinct point of view on the resident and his perfor-
mance. Participants in both factors agreed he was friendly and engaged (#15; +3, +3) 
with body language that demonstrated interest (#5; -3, -3) and not at all dismissive or 
disrespectful (#12; -3, -4) or arrogant or overconfident (#2; -3, -4) 
‘inexperienced incompetence’ Participants grouped in Factor 1 did not believe the 
resident fully investigated the chief complaint (#11; +4) because his history was unor-
ganized, inefficient and not thorough (#41; -4), he did not systematically consider all 
the differentials (#40; -4) and had no idea what the diagnosis was (#29; +4). He asked 
many questions that were not relevant (#26; +2) while omitting relevant tasks (#35; 
+2) such as inquiring about red flag symptoms (#13; +3). He seemed inexperienced 
with this condition (#19; +3) and without solid clinical knowledge (#38; -2). 
The 17 participants (9 male, 8 female) sharing the Factor 1 point of view were from 10 
different cities, 8 from internal medicine, 6 from emergency medicine and 3 from fami-
ly medicine. 
‘competent rapport’ Participants grouped in Factor 2 believed he performed a thorough, 
organized and efficient history (#41; +2) while connecting well with the patient (#8; +4) 
by being courteous with the welcome and closing (#43; +4), appearing compassionate 
and showing genuine concern (#7; +3) and being willing to listen without hurrying (#42; 
+3). He came across as diligent (#24; -3), reliable and trustworthy (#33; +2). 
The 13 participants (7 male, 6 female) sharing the Factor 2 point of view were from 9 
different cities, 7 from internal medicine, 4 from emergency medicine and 2 from fami-
ly medicine. 
There do not appear to be any appreciable differences in gender, location or type of 
medicine practiced between the participants grouped into the two factors. 
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Discussion 
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This dissertation described a program of research where the aim was to gain a differ-
ent understanding of rater error by drawing on literatures and methodologies outside 
of medical education. Current understanding of rater error attributes variability in 
ratings to flawed rater judgments. Based on findings from social cognition research, we 
tentatively set aside the assumption that everyone should see and interpret the same 
things in the same way; and then we investigated the possibility that multiple raters of 
a single clinical performance may be able to share more than one legitimate interpre-
tation, based on their different points of view. In other words, we began searching for-
-and contend we have found--more than one signal within the noise of variable ratings 
and assessment judgments. 
Main research question 1:  
How have medical education researchers associated raters with “measurement error”? 
Psychometric models related to classical test theory are often used to analyze rater-
based assessments in medical education. In these models rating variance can be at-
tributed to the ratee, sources of systematic error variance and random measurement 
error.1-3 In classical test theory the ratee-related variance is referred to as “true score” 
variance, and although Generalizability theory has a unique conceptual framework, its 
universe score variance can be considered an analogue to true score variance.1,3-6 Both 
are essentially a type of consensus that is used to specify the legitimate component of 
rating variance, also known as the signal.7,8 It is not unusual for a higher proportion of 
error variance to be accounted for by rater judgments9-11 than by the true score vari-
ance of ratee performance12-14 for clinical performance assessments. This ratio has led 
to the rater-specific variance components being labeled “idiosyncratic rater effects” or 
“systematic rater bias” in occupational psychology research.15 These labels are also 
consistent with how rater error is conceptualized in medical education.16 Debate re-
garding how appropriate it is to attribute this variance to halo, bias and other mistakes 
of raters (and treat it as error of measurement) has initiated targeted investiga-
tions.2,17,18 For example, O’Neill and colleagues (2015) have found the rater component 
(i.e. hawk/severity or dove/leniency error) and rater x ratee component (i.e. relation-
ship or person bias) are both equally large but they caution that, “Partitioning job per-
formance ratings into reliable and idiosyncratic sources of variance is not analogous to 
partitioning performance-relevant and performance-irrelevant sources of vari-
ance.”2(p.84) This quotation warns against the common practice of equating statistically 
calculated rater error with evidence of rater generated mistakes.19,20  
Regardless of the on-going debate, the defensibility of decisions based on clinical per-
formance assessments is threatened when the true score variance is much less than 
the rater-specific variance.21 Therefore, our interest was piqued when in the social 
cognition literature Mohr and Kenny (2006) found that the rater x ratee component 
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could be reduced (i.e. less error) and the ratee component increased (i.e. more signal) 
when it was taken into account that subgroups of raters had formed different impres-
sions of the same ratee.22 These findings resonated with those of Govaerts and col-
leagues (2007) in medical education research who had raised the possibility for a plu-
rality of true scores, rather than a single true score, due to the potential to have multi-
ple legitimate interpretations of a performance.23 Taken together all of these findings 
demonstrate that raters have a large impact on the assigned ratings, sometimes larger 
than the ratee’s performance, especially when it is assumed that all raters are trying to 
detect the one and only signal. However, if there was more than one signal to be 
found, then what looks like measurement noise under these assumptions may actu-
ally be construct relevant variance that is informative about the performance. In line 
with the sentiments of Lance and colleagues, “…we feel that some of their (implicit 
or explicit) assumptions have been too restrictive and have misled psychometric 
ratings researchers into painting the picture that performance ratings are routinely 
flawed, highly biased and in urgent need of repair. Rather, we suggest that perfor-
mance ratings may not be as broken as they seem to be on the psychometric sur-
face.”15(p.229) 
The program of research described in this dissertation investigated inter-rater varia-
tion and its findings did not support the explanation that rater error is the result of 
raters behaving idiosyncratically or being outliers. Rather, a very limited number of 
impressions for a single performance were uncovered because multiple raters de-
scribed the same assessment information. Each cluster of consensus or shared point of 
view may indicate the presence of an identifiable “truth” or signal about the perfor-
mance. However, there was always more than one impression identified for each per-
formance because subgroups of raters described different aspects of the performance 
or differently described the same aspect of the performance. As such, each cluster of 
consensus represented a shared interpretation of the same performance and the 
presence of multiple impressions reflected variation in the interpretations for a single 
performance. To reiterate, when multiple people were asked to assess the same per-
formance, there was definitely not a single global point of view; nor were there as 
many unique points of view as there were people making the judgments. If we use 
consensus as a proxy for signal, then we have found multiple signals. 
Therefore, the main empirical finding of this dissertation, based on a proof of concept 
study and two investigations using different methodologies, can be summarized by a 
single equation: 
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The expected value of signals, given that there were 30 or more raters, is estimated 
using clusters of consensus (which refers to both grouped social categorizations 
and/or points of view) to be greater than one and many fewer than the total num-
ber of raters. In other words, the number (and by proxy the number of signals) is 
much closer to one than it is to the number of people in the sample but it does not 
equal one. 
This equation is offered to emphasize the overall finding of this entire program of re-
search, to-date. There is nothing profound about the equation itself, and in fact, find-
ing that there can be multiple perspectives on reality is not surprising to those with a 
constructivist stance. In constructivism, reality is not “true” in any absolute sense but 
instead is constructed through human intellect; therefore, there can be multiple reali-
ties that conflict with each other and be continuously revised.24 In terms of how we 
commonly analyze rater-based assessments, though, finding multiple clusters of con-
sensus presents some troubling implications. Although this program of research did 
not empirically identify those implications or investigate possible options for accom-
modating them, we will offer our considered speculation on what they might be and 
how we might start to address them. First, we will critique the interpretation of this 
key finding. 
The most critical limitation of this program of research, as with the broader psycho-
metric tradition that this program of research is meant to address, is that we have 
used consensus of opinion as a proxy for signal; but, consensus does not guarantee 
accuracy in the judgments. The investigations described in this dissertation cannot 
empirically determine if the clusters of consensus represent multiple equally legitimate 
interpretations or signals, or not. This does not represent an oversight on our part but 
directly reflects the ongoing methodological debate in the psychology literature of 
what criterion to use as a comparison to determine rater judgment accuracy (and 
rating quality) as well as difficulties in how to construct the criterion itself.19,25,26 These 
difficulties are based in the paradox of trying to determine the accuracy of human 
judgment (and subsequently measure the quality of assigned ratings) when the con-
cepts that are being judged can only be assessed through human judgment. This leads 
to research designs where human judgment of questionable accuracy is used as the 
gold standard from which to measure the quality of human judgment of unknown 
accuracy. In our studies, each cluster contained similar descriptions and evaluations of 
the performance made by multiple raters as well as similar social judgments that help 
to explain why the trainee is performing in that manner. The consensus may indicate 
that these features are important aspects of the performance to be assessed. This 
interpretation is supported with the finding that accounting for multiple impressions 
CHAPTE R 7  
144 
explains over one third of the rating variance, on average. This is a substantial amount 
of variance and reveals that, regardless of their relative legitimacy, clusters of consen-
sus are associated with significantly different ratings.  
Main research question 2:  
How well suited is human cognition for the tasks asked of raters in our current rater-
based assessment designs? 
Inter-rater variability for a single performance results in measurement error that is 
often interpreted as evidence of faulty rater judgments. We propose a contrary inter-
pretation based on our investigations. Classical test theory needs each rater to assess 
in exactly the same way, or be considered interchangeable, for measurement out-
comes to be perfect.17 An important implication of finding multiple clusters of consen-
sus for a single performance is that it is difficult to imagine raters belonging to a ho-
mogeneous population with each rater being randomly drawn from a pool of inter-
changeable raters. In general, it is difficult to imagine when human judgment could be 
considered interchangeable since humans do not perceive and remember the same 
things in the same way.27-32 As reviewed in Chapters 2 and 3, human cognition has 
limitations and propensities that will never allow it to be truly “objective” or replicable. 
Even more disappointing, by putting humans into a role that assumes their judgments 
are interchangeable, we are not making the best use of sophisticated human judg-
ment.33-35 Many of the limitations that prevent human cognition from being objective 
are also strengths that allow the highest priority features of an unpredictable and dy-
namic environment to be extracted from a sea of potentially important data points.36-
39 As such, it could be concluded that human cognition does not align well with the 
tasks specified for raters in current assessment designs. 
In concordance with other concerns raised by researchers in the medical education 
community,40-45 finding clusters of consensus could be evidence that psychometric 
measurement models, based on theories of true score variance, are not ideal for ana-
lyzing rater judgments. This reversal in the interpretation of inter-rater variability no 
longer frames the problem as faulty raters who need to be trained to better perform 
their rating tasks. The problem now becomes what analysis to use if classical test theo-
ry cannot accommodate raters from two or more (unknown) populations with poten-
tially irreconcilable interpretations of the object of measurement. Classical test theory 
is robust to assumption violations,46 and after re-evaluating the appropriateness of 
using it for rater-based assessments, we may decide its benefits outweigh its limita-
tions. However, if we continue to use psychometrics then we should do so with the 
knowledge that using humans as raters does not fit the model’s assumptions well and 
will likely result in high rater error. That being known, the presence of high rater error 
should not then be used as the evidence for flawed rater judgments. If we choose to 
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use humans as raters then it is not fair to blame them for behaving like humans when 
they perform rating tasks.  
Even if it were possible to train physicians to perfectly agree in their assessments and 
ratings of the performances, such that they were interchangeable raters, we cannot 
train patients in the same way. Thus, the required standardization and objectification 
needed to reduce inter-rater variation could eliminate relevant subjectivity in assess-
ment judgments.42 Clinical work is a social activity that requires interactions with other 
humans. It may be that patients form a similar array of impressions to those repre-
sented by the clusters of consensus and this could be formally investigated in future 
research. If so, then trainees having the opportunity to learn about the multiple ways 
that their performances can be perceived could be useful assessment information as it 
might better prepare them for the diversity of real-world responses from patients. For 
feedback purposes, comments could be phrased to acknowledge that they reflect the 
individual rater’s perception rather than phrased to be a statement of truth. This 
would make the subjective nature of the rater judgments more explicit and may better 
communicate conflicting rater judgments to trainees. 
Main research question 3:  
How can the search for multiple signals within the noise of rating error variance be 
conducted when the commonly used statistics assume only one signal? 
This research required methodologies that would support each individual participant in 
the study to uniquely express their own opinion while providing ways to group similar 
opinions together into whatever number of groupings fit best. We needed to use less-
er known methodologies, such as latent partition analysis and Q methodology, to ac-
complish this because they allowed for the possibility of multiple categorical answers 
to be identified. One methodology grouped free text responses and the other grouped 
more structured Q-sort responses but both objective assessment information and 
subjective social judgments could be grouped into clusters of consensus. These meth-
odologies were borrowed from other fields but our findings are consistent with 
theirs.47-50 
Finding multiple clusters of consensus within the responses for a single performance 
could reveal that raters are not as interchangeable as psychometric models may re-
quire, as previously discussed. A second major consideration is that it may reveal 
something about our conceptualization of competence. Competence is not directly 
observable so it must be inferred from observable behaviours and is considered a 
latent variable in psychometric models.51,52 Medical education tends to conceptualize 
competence as something that exists, has effects on the performance and can be 
measured.53-55 However, it has not been definitively determined what competence is, 
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how it relates to cognitive models of learning or exactly how it should be connected to 
psychometric models.56 In fact, many aspects of competence are speculative. For ex-
ample, changes in competence over time could be best characterized by continuous, 
monotonic increases in its growth; by it starting as something more basic and then 
differentiating into something that is highly specialized; or by it undergoing the quali-
tative changes needed to progress from novice to expert.51 
A limitation of our methods is that we only assessed one performance per resident and 
consequently do not know if certain trainees tend to evoke similar impressions across 
different performances. If the same trainee did repeatedly receive the same set of 
varied assessment judgments for multiple performances, it could suggest competence 
itself can be differently perceived and/or that there are different types of competence 
to be perceived. The consistency of the varied judgments would add support for our 
assumption to use the clusters of consensus as a proxy for measurement signal. It 
could also add support to the conceptualization of competence as a latent variable 
that can be manifested in a performance and detected by raters. If, however, a given 
trainee were each to receive unique judgments across different performances, then 
either competence is not a stable latent construct that manifests through performance 
behaviours or raters are not able to detect indications of latent competence in a per-
formance. This would be very problematic for rater-based assessments, especially 
those based on psychometric principles. 
The clusters of consensus may also provide support for Marjan Govaerts’ program of 
research (2007-13) that reported, “…multiple assessors will have multiple constructed 
realities”57(p.1169) when raters are seen as social perceivers through socio-cultural con-
structivist theories.23,58,59 If multiple realities reflect multiple true scores for any given 
performance then we may need to worry less about how well physicians perform the 
ratings tasks and more about the implications of treating ratings as noisy approxima-
tions of a single knowable truth. For example, when the assessment judgments of 
standardized patient (SP) raters were studied from a constructivist perspective, they 
were described as holistic representations of complex, nuanced and variable SP-
trainee interactions.60 As such, the SP judgments and ratings reflected different reali-
ties and were complementary perspectives to the physician raters’ perspectives. The 
description of SP judgments as being nuanced in response to the specific clinical en-
counter is reminiscent of context specificity in regards to the trainee’s competence. In 
context specificity, there is something about the variations in context that enable a 
trainee’s competence to manifest or not.61-63 This variability is considered measure-
ment error, but notably, we do not tend to think of the context as being wrong or 
flawed or biased.64 There is some question, though, as to whether doing well in one 
context should be used to compensate for performing poorly in another context.44 
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If the clusters of consensus are thought of as representing multiple truths constructed 
by the physicians observing the performance, we would need to search for a model 
that could incorporate raters acting like constructivist assessment instruments. One 
place to start is by thinking about the clusters of consensus finding as comparable to 
the context specificity effect.65 If we were to think of raters as actively constructing a 
version of the reality, it might be reasonable to consider raters are part of the context 
for that performance. In this way, multiple raters observing the same performance 
would actually be part of different contexts. Our finding of consensus suggests they 
may not each create a unique construction of the reality but they are also unlikely to 
all converge on the same construction of truth. If this was considered analogous to 
context specificity then we could think of it as rater specificity rather than rater error. 
It may even be possible to combine a small sample of diverse assessment judgments 
into a composite score to make generalizable summative inferences.66 This might 
mean we may need to consider how appropriate it is to average across differences in 
rater opinions to allow trainees rated poorly by one physician to compensate for that 
interpretation with a high rating from a different physician. Perhaps instead there may 
be some meaningful assessment information to be gleaned from trainees who tend to 
receive a wide spread of assessment judgments and ratings from different raters.67 
Main research question 4:  
How could it be possible for conflicting or contradictory assessment judgments for 
the same performance to each contain legitimate assessment information? 
There appear to be at least two different mechanisms for the multiple clusters of con-
sensus: differential salience, where the clusters represent emphasis on different as-
pects of the same performance; and rater disagreement, where the clusters represent 
opposing views of the same aspect of the performance. Since similar findings of differ-
ential salience and rater disagreement have been discussed by researchers in medical 
education,10,68-70 social cognition22 and aviation71 we believe the effect is prevalent 
even if it is not thoroughly understood. In terms of consensus being a reasonable proxy 
for signal, it is certainly easier to imagine differential salience representing multiple 
legitimate points of view than rater disagreement. In a clinical performance requiring 
the demonstration of numerous clinical skills and interactions with a patient, there are 
a multitude of different judgments that need to be made and combined to result in an 
assessment of the performance. It seems reasonable for subgroups of raters to find 
different aspects of the performance more important for their assessment judgments 
than other aspects of the performance and that this could lead to differential salience. 
The mechanism of rater disagreement may be more difficult to imagine as represent-
ing multiple valid points of view. The assessment judgments contained within different 
clusters of consensus for a given performance frequently conflicted with each other. 
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For example, one cluster of consensus could describe a thorough history and another 
that the history was incomplete. It is likely these types of disagreements that lead to 
rater judgments being viewed as flawed and requiring more rater training.69,70 We will 
spend some time contemplating how seemingly incompatible judgments could arise 
without being the result of raters’ biases or mistakes. We offer an analogy as a way to 
conceptualize how rater disagreement could possibly reflect ratee-relevant infor-
mation. There is a Cornsweet edge optical illusion72,73 on the back cover of this disser-
tation. When people are asked, “Are these two squares the same colour?” They say 
“NO”. In reality, we perceive these two squares as different colours74 so answering 
that they are different colours is a valid and legitimate reflection of the way the stimu-
lus can be perceived. However, also in reality, they are the same colour, the same 
wavelengths, the same pixel distribution. We can only see them as the same colour, 
though, if we eliminate the horizon and the angle in the picture. Go ahead and cover 
the middle of the picture where the two squares connect. Answering “YES” these 
squares are the same colour is also a valid and legitimate answer but it contradicts our 
previous correct answer and contradicts the phenomenology of the observed experi-
ence. Is the most valid answer the one that tells us about the picture under typical 
conditions or is it the one that tells us about the picture under specific conditions such 
as when the middle section is obscured? Analogously, as described in the previous 
section, if the rater was considered to be part of the context (e.g., given differences in 
their own past experiences), then which perception is the most valid? 
 
Figure 1 Cornsweet edge optical illusion Image courtesy of 
Purves, D. et al. (2002)."Why we see what we do." American 
Scientist 90(3): 236-243. 
TRUE: 
These squares are the same shade
TRUE: 
These squares are ĚŝĨĨĞƌĞŶƚ shades
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Perceptual “errors” like these can be explained by a probabilistic theory of vision that 
proposes experiences from our past are used to decide how the object looks by choos-
ing the best explanation for what would cause it to look that way.74,75 Or in other 
words, our perception can be described as sensory data being combined with prior 
beliefs to create a percept.75 In the Cornsweet illusion people make the same infer-
ences and agree that the two squares are different shades of grey because we all have 
the same prior experiences with the horizon and edges and shadows. In real-world 
conditions, the lower grey square would be in shadow because we assume the sun 
shines from above. Therefore, we perceive the same shades of grey as different be-
cause our brain automatically compensates for the lower square being in shadow 
which implies its true shade must be lighter than the top square.76,77 We can be trained 
to recognize that this is an illusion, but even with this knowledge, we will still perceive 
the two squares as different shades of gray. We can speculate how this might translate 
into rater training situations. If we are asking physicians to ignore their subjective per-
ceptions while observing a performance, in order to provide a more objective and 
decontextualized rating, it may be that they are responding with what they think might 
be the best response rather than what they experienced during the specific interaction. 
Trainees would then not have the opportunity to discuss how their interactions may be 
differently perceived by others, such as future patients and coworkers. Discussions 
regarding how competence manifests within a particular context may be as important 
for trainee learning and success, as are measurements of their latent compe-
tence.18,78,79 
The probabilistic explanation of perception also aligns with other social and psycholog-
ical theories that suggest our own past experiences and current contexts influence 
what we perceive in a performance assessment.57,61,80,81 For example, in medical edu-
cation research, assessment of the immediately preceding performance has been 
found to have an effect on how physicians assess the subsequent performance both 
under experimental conditions82,83 and with real-world assessment data.84 This appears 
to be an example where previous experiences may have an adverse effect on subse-
quent judgments by resulting in contrast effects in the ratings. It has been argued that 
our brains are inference machines, although the mechanism of how those inferences 
are generated (e.g. heuristics or Bayesian) is debated.85-88 Regardless of the mecha-
nism, our findings support the theory that raters form inferences during performance 
assessments and can have opposing points of view on the same performance. 
Using physicians’ judgments rather than ratings to assess competence 
Finding clusters of consensus within physicians’ responses for a single clinical perfor-
mance has led us to speculate about some of the implications for rater-based assess-
ments. We have reasoned that physician raters may not be well-suited to provide a 
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single cohesive judgment of competence. However, this does not mean they are inca-
pable of providing important assessment information if we were to stop treating dif-
ferences in their judgments as necessarily indicating error. These implications chal-
lenge us to try to find an assessment design that does not require averaging of ratings 
and can accommodate variable assessment judgments to make defensible decisions 
regarding trainee’s ability to practice medicine. The psychometric model has provided 
the lens to see rater error so well and for so long that it is difficult to even consider 
what other lens might be available. We cannot provide the answer for a better as-
sessment system to replace it, since this program of research did not empirically study 
assessment solutions. Nonetheless, we can provide an overview of a hypothetical 
model that could systematically codify physicians’ judgments without the use of rat-
ings. The examples that follow are used to illustrate possibilities for new directions 
rather than as answers of what future assessments should look like. 
If we start with an oversimplified version of medical training, we could say that stu-
dents enter medical school unable to think and perform as a doctor. The medical 
school and postgraduate programs offer them teaching and opportunities to practice 
their skills and at some point they become able to think and perform like a doctor. At 
the most fundamental level, what we need is an assessment system that can monitor 
each individual’s progression towards becoming a doctor to help us make decisions 
about what learning opportunities they need and to identify what skills they have mas-
tered. Ideally, we would be able to decide they are ready to practice autonomously as 
a doctor when enough evidence has been accumulated to prove that they are able to 
perform the majority of skills with the majority of patient types for the majority of 
conditions--like a doctor. 
In the specific medical training example of workplace-based learning and assessment, 
physicians oversee trainees as they practice clinical skills. Ultimately, the supervising 
physician is responsible for the actions of the trainee but their oversight can take on 
many forms.89 Due to many constraints the supervising physician cannot directly ob-
serve the trainee at all times and needs to make decisions about how and when super-
vision is provided. They must also make decisions about what activities the trainee 
participates in and how they participate in them. For example, the trainee might ob-
serve, assist or take the lead in all or a portion of the encounter. Recent research has 
shown that physicians are willing and capable of making reports regarding their deci-
sions on direct and indirect supervision of trainees.90 We are in need of an assessment 
system that can accommodate physicians forming variable judgments and making 
variable decisions regarding the same trainee. If we assume that physicians can recog-
nize a clinical performance that resembles how a doctor would perform it and assume 
that there are many possible ways for how a doctor might perform it well91 then we 
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can start to think about how we can take advantage of clinical oversight judgments for 
assessment purposes. 
In continuing with an oversimplified version of assessment, we could ask supervising 
physicians a single question, “Is this trainee performing like a doctor in this encoun-
ter?” and think about how to use it to determine when the trainee had enough train-
ing to be a doctor. If competence was assumed to be a continual incremental progres-
sion then all of their answers would be “No” until a particular point in time when they 
all became “Yes”. It is not that simple, of course, and we would need a model that 
could handle more complexity regarding competence and physician judgments. For 
one, as presented in the optical illusion analogy, we would expect physicians to form 
different judgments and comparisons based on their prior experiences. We would also 
expect the trainee to exhibit different levels of doctor-ness based on the difficulty of 
the clinical encounter and situation and the patient. Therefore, we would anticipate 
many No’s mixed with many Yes’s for many of the performances rather than a definite 
transition line from No to Yes.  
The hypothetical dichotomous Yes-No response might be suitable for responding “No” 
for a performance that absolutely did not look doctor-like and “Yes” for a very doctor-
like performance but there would be too many performances that would be better 
described as something like doctor-ish or doctor-esque or not-quite-like-a-doctor. If 
we were to acquire a very large dataset we could follow multiple physicians as they 
assessed multiple trainees over time. This would enable the total number of different 
clusters of consensus that are used by physicians to be determined. An infinite number 
would be problematic but given there was some similarity in two out of the nine points 
of view identified for four performances presented in Chapter 6, it is probable that 
there are a limited number of clusters of consensus. If clusters of consensus represent 
a way physicians categorize trainees with differing competence then it might be possi-
ble to align these classifications with corresponding learning opportunities that are 
aimed to improve their skill set. By asking physicians to report their assessment judg-
ment by matching their impression to one of a limited number of ‘diagnostic’ trainee 
categories, it could remove the need for physicians to express their judgment as a 
rating. 
It is likely reasonable to ask physicians to indicate which pre-defined cluster of consen-
sus best represents their assessment impression of the trainee’s performance for the 
clinical encounters they directly observe.92,93 But, of course, only a limited number of 
performances are or can be observed. This is where it might be useful to take ad-
vantage of the clinical oversight decisions as a supplement within the assessment de-
sign. It would require creating a database to document (nearly) every clinical encoun-
ter the trainee was involved in; whether they observed or participated in some way; 
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and whether it was fully, partially or unobserved by a supervisor. A robust and efficient 
tracking system would be needed to compile the clinical oversight information but if 
created it could document the breadth and depth of coverage of clinical experiences 
for each trainee. This could be used to reveal gaps and inform mentors’ and trainees’ 
decisions regarding specific future clinical experiences. Ways to map the trainee’s 
progression through the curriculum using supervisory decisions could be explored. An 
assessment system model, such as this, could accommodate different physicians mak-
ing different supervisory decisions under similar conditions. In fact, it might enable 
investigations to determine if physicians have unique assessment patterns and what 
judgments tend to be made under different conditions. It would be interesting to see if 
these differences could be profiled and utilized as prior histories to predict their sub-
sequent assessment decisions. 
In an assessment system without ratings, faculty development would not need to in-
clude rater training and it could focus on updating physicians’ clinical skills and best 
practices for patient care. In this way it would serve two purposes by improving physi-
cians’ skills and also enabling their judgments of trainees’ performances to be com-
pared with the latest performance expectations. The goal of faculty development 
would not be to help everyone agree on the one best way to perform within a particu-
lar clinical encounter. Rather, it could be to recognize possible ways of performing well 
within that clinical encounter. This might help facilitate a change in culture where 
physicians and trainees come to recognize that variability in the impressions formed 
are not necessarily wrong and needs to be considered as representative of possible 
ways in which their performance can be perceived by others. Sessions could also be 
used to show physicians the clinical oversight decisions made by their peers for the 
same trainees. This might help highly risk-averse supervisors to allow trainees to have 
more indirectly supervised opportunities. If a list of clusters of consensus or diagnostic 
trainee categorizations were to be used to help physicians to explicitly label the type of 
performance they observed, these could be introduced during a faculty development 
session as well. 
Systematic analysis of non-rating related physician judgments would require a model 
different from classical test theory. For example, we could move away from inferring 
the trainee’s latent competence based on between-trainee comparisons and try mak-
ing personally relevant decisions for each trainee. We would need a model that could 
use simple clinical oversight decisions or diagnostic trainee categorizations to predict 
the trainee’s future performance based on how they performed in the past. We could 
explore ways to use something like the yes-no comparison judgments to calculate the 
likelihood that the trainee will be perceived as performing like a doctor in unknown 
but relevant clinical encounters (with applicable patient types in specific situations). 
For example, it might be possible to build a dynamic model to answer a conditional 
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statement like: Given that a particular physician is assessing this trainee’s perfor-
mance, what is the probability that a trainee with this pattern of past performances (in 
this specific clinical encounter that requires these skills with this type of patient) will 
be judged as performing like a doctor? It seems reasonable to decide that a trainee can 
perform like a doctor once the probability of them being perceived that way by a di-
versity of physicians reaches a certain threshold for a required set of patient types, 
clinical encounter types, et cetera. There are several examples of portfolios79,94 being 
used successfully within a programmatic assessment framework to robustly compile 
diverse assessment information and inform expert judgments to make high-stakes 
decisions.95,96 Competency assessment decisions based on conditional probability cal-
culations (e.g. Bayesian models97-99) have been previously raised as a possibility for 
rater-based assessments in the medical education literature45,100 but to our knowledge 
have not yet been implemented.  
IN CONCLUSION 
Psychometric measurement models are commonly used to analyze rater-based as-
sessments in medical education. In these models, “true score” variance can be consid-
ered as a type of consensus that is used to specify the legitimate component of rating 
variance, also known as the signal. We used consensus in raters’ impressions as a 
proxy for measurement signal within their assessment judgments. However, such prox-
ies are not guaranteed to be an accurate representation of the performance and de-
termining their accuracy is hampered by methodological limitations. We were able to 
identify multiple clusters of consensus in the impressions for a given performance with 
content that was consistent across two samples of participants and two different 
methodologies. This finding may reveal something about how humans provide assess-
ment judgments and ratings, the nature of rater judgments and/or the nature of com-
petence. The finding of different, and even opposing, assessments of competence for 
the same performance could indicate that humans cannot function well as inter-
changeable raters in a psychometric model. The finding that raters can consistently 
form one of multiple impressions for the same performance could suggest that the 
latent construct of competence might be better conceptualized as having multiple 
“truths” constructed by the participants within a specific context rather than a single 
underlying truth. Finding contradictory judgements of the same performance within 
the clusters of consensus could suggest raters’ judgments may be affected by prior 
experiences or intertwined with the context. 
These findings pose challenges for designing an assessment system that can accom-
modate variable and subjective rater judgments to make robust decisions regarding 
trainee competence. Modern latent variable models or models using conditional prob-
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abilities without ratings could be explored as possible alternative assessment systems. 
An overview of a hypothetical assessment design based on physicians’ judgments and 
supervisory decisions, but not ratings, is given. In it, decisions would be based on con-
ditional probabilities personalized for each trainee to make predictions of how they 
are likely to perform under specific, relevant future conditions. More thought and 
study is needed to fully understand what clusters of consensus represent and what 
they mean for rater-based assessments. 
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CHAPTER 1 
The program of research described in this dissertation was motivated by a desire to 
improve the utility of rater-based assessments. It germinated out of a curiosity of how 
multiple people could observe the same performance and make very different inter-
pretations, judgments and assessments of that performance. We started to look for 
explanations for why it is so difficult to support raters to make consistent assessment 
judgments. This questioning led to the need to better understand how raters make 
judgments and prompted a journey into the psychology literatures to learn more 
about human judgment in social situations. 
We searched for comparable circumstances where variability in judgments for the 
same performance had been studied and found an extensive research collection in the 
field of impression formation. In this literature it had been discovered that people 
form different impressions of the same target person but they were not idiosyncratic 
impressions. Instead, multiple people formed one of limited number of impressions for 
a person. This was intriguing because there was consensus of opinion but not one 
global point of consensus. Given the way our rater-based assessments are designed 
and analyzed, if something similar was occurring for clinical performance assessments, 
then these multiple points of consensus would be interpreted as measurement error. 
Hence, we were motivated to study the contribution of physicians’ judgments to inter-
rater variability for workplace-based assessments. 
CHAPTER 2 
This paper was written after Chapter 3 and it gives a broader review of the literature 
pertaining to inter-rater variation. It developed out of conversations with an interna-
tional group of researchers sharing a common interest in rater cognition. Given the 
similar themes among our recent publications, Dr. Eric Holmboe had encouraged the 
group to meet, share ideas and discuss ways in which we could collaborate. During 
these discussions it became apparent that we were all thinking about the causes of 
inter-rater variation, and subsequently the solutions for it, in very different ways. The 
literature review is a result of us defining, comparing and contrasting our different 
perspectives in understanding variability in ratings and judgments. The three resulting 
perspectives are not mutually exclusive but they do represent some incompatible 
ideas. In the first two perspectives, variability is seen as the result of raters being un-
der-trained or due to inherent limitations of human cognition. Either way, variability is 
not ideal, and as a result, is something to be minimized or compensated for. The third 
perspective better represents the philosophy of this dissertation in that variability is 
seen as potentially resulting from informed differences of opinion by experts judging a 
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complex social interaction. It is this paper that provides the context in which our pro-
gram of research exists; how it aligns with, and is differentiated from, other rater cog-
nition investigations.  
CHAPTER 3 
This is the paper that marked the beginning of our program of research. It summarizes 
our understanding of the research investigating how social categorization and social 
judgment processes contribute to variability in the impressions we form of others. It is 
drawn from an expansive collection of literatures broadly considered social psychology 
but more specifically referred to as the domain of social cognition. Within the numer-
ous research studies that were reviewed, there were findings of consensus and agree-
ment amidst the very subjective and potentially idiosyncratic social judgments. We 
describe three overarching theories of social categorization that each propose differ-
ent mechanisms for how impressions are formed. We, as humans, must have evolved 
to benefit from our skills in observation, perception, judgment and decision-making 
during social interactions. However, these processes may not align well with the tasks 
asked of raters in rater-based assessments and contribute to variability in ratings. 
These literatures provided us with the theoretical and methodological support to begin 
investigating rater cognition in clinical performance assessments. 
CHAPTER 4 
This article represents a proof of concept as we conceptually replicated a social cogni-
tion study by translating it into the medical education context. It also introduces the 
methodology of latent partition analysis used to search for multiple clusters of consen-
sus within the opinions offered by physicians. Consistent with the social cognition 
literature, we were able to identify more than one impression, each described by mul-
tiple physicians, for every trainee. Despite the possibility for each physician to have 
provided a unique social impression of the trainee, we identified as few as two and no 
more than five distinct impressions for each trainee. The content across the set of 
impressions for a given trainee was not merely different but often contained conflict-
ing judgments. We found that physicians describing similar social judgments also as-
signed more similar ratings. The findings suggested there may be multiple signals with-
in the noise of inter-rater variability and set the way for further investigations. 
CHAPTER 5 
Having established a methodology for identifying clusters of consensus within physi-
cians’ comments regarding a clinical performance, we were able to extend the investi-
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gations to include all three theories of social categorization described in Chapter 3. In 
comparing their relative ability to explain variance in clinical performance ratings, we 
discovered each could account for significant rating variance. That is, each theory of 
categorization could be used to group physicians’ comments pertaining to a single 
performance into 2-4 distinct categories. When we examined the content of the pre-
dictive categories, we observed that, consistent with other medical education research 
findings, the differences in raters’ impressions reflected disagreement regarding the 
same aspect of performance as well as emphasis on different aspects of a single clinical 
performance. We had identified clusters of consensus that appeared to be meaningful-
ly different interpretations of a single performance but the findings were exploratory 
and needed to be further tested. 
CHAPTER 6 
In this article we describe our efforts to triangulate the clusters of consensus finding 
using a new set of participants and a different methodology. Once again we find two or 
three different points of view for the same clinical performance, that when accounted 
for, explain a substantial proportion of variance. The content of the points of view was 
consistent with the content of the previously identified clusters of consensus and it 
confirmed that physicians can have opposing judgments of the same aspect of the 
performance. The consistency of these findings prompts us to seriously consider that 
we may need to conceptualize physicians functioning as constructivist raters rather 
than post-positivist assessment instruments. 
CHAPTER 7 
In the final chapter we further consider the implications of finding clusters of consen-
sus within variable assessment judgments. Multiple points of consensus may reveal 
competence could be better conceptualized as having multiple signals or “truths”. If 
so, our measurement models will need to be interpreted in terms of multiple “true 
scores”. This finding presents challenges for designing an assessment system that can 
analyze variable and subjective assessment judgments to contribute to robust deci-
sion-making regarding trainee competence. We discuss possible non-psychometric 
approaches for systematic analysis of physicians’ judgments regarding trainee compe-
tence in terms of a fictitious assessment system. Further investigations are needed to 
more fully understand what clusters of consensus represent and what the implications 
may be for rater-based assessments. 
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HOOFDSTUK 1 
Een wens om de bruikbaarheid van toetsen waarvan de beoordeling afhankelijk is van 
beoordelaars te verbeteren, vormde de aanleiding voor het onderzoeksprogramma dat 
in dit proefschrift beschreven wordt. Het onderzoek kwam voort uit een nieuwsgierig-
heid naar hoe meerdere mensen bij het observeren van dezelfde prestatie tot geheel 
verschillende interpretaties, oordelen en beoordelingen van die prestatie konden ko-
men. We gingen op zoek naar aanwijzingen die konden verklaren waarom het zo moei-
lijk is consequentheid bij het toekennen van beoordelingen onder beoordelaars te 
bevorderen. Door deze vragen te stellen ontstond behoefte aan meer inzicht in de 
wijze waarop beoordelaars oordelen vormen, wat ons ertoe bracht de psychologische 
literatuur in te duiken om zo meer te weten te komen over menselijke oordeelvorming 
in sociale situaties. 
 Zoekend naar vergelijkbare situaties waarbij afwijkende beoordelingen van dezelf-
de prestatie waren onderzocht, vonden we een uitgebreide verzameling onderzoek op 
het gebied van indrukvorming. In deze literatuur was men tot de ontdekking gekomen 
dat mensen weliswaar verschillende indrukken vormden van dezelfde doelpersoon, 
maar deze indrukken bleken niet persoonsgebonden te zijn; in plaats daarvan werd 
steeds een beperkt aantal indrukken van een persoon gevormd waarbij meerdere 
mensen eenzelfde indruk deelden. Dit boeide ons, omdat er eensgezindheid bleek te 
bestaan, maar er tegelijkertijd geen algemeen gedeelde mening kon worden aangewe-
zen. Als hier bij de beoordeling van klinisch handelen ook sprake van zou zijn, dan 
zouden deze verschillende punten van eensgezindheid, gezien de manier waarop onze 
beoordelaarsafhankelijke toetsen zijn ontworpen en worden geanalyseerd, worden 
aangemerkt als meetfouten. Dit inspireerde ons te onderzoeken hoe de werkplekbe-
oordelingen van artsen bijdroegen aan beoordelingsverschillen tussen beoordelaars. 
HOOFDSTUK 2 
In dit artikel dat na hoofdstuk 3 geschreven werd, wordt de literatuur over beoorde-
lingsverschillen tussen beoordelaars in ruimere zin besproken. Het kreeg gestalte mid-
dels het voeren van een aantal gesprekken met een internationale groep onderzoekers 
die een belangstelling voor beoordelaarcognitie deelden. Aangezien een aantal van 
onze recente publicaties op ongeveer dezelfde thema’s gestoeld waren, had Dr. Eric 
Holmboe de groep aangemoedigd bijeen te komen, ideeën uit te wisselen en samen-
werkingsmogelijkheden te bespreken. Tijdens deze gesprekken werd duidelijk dat we 
allemaal heel anders dachten over de oorzaken van de verschillen tussen beoordelaars 
en bijgevolg ook over de betreffende oplossingen. Het literatuuronderzoek toont het 
resultaat van onze inspanning om onze verschillende perspectieven ten aanzien van 
waarderings- en beoordelingsverschillen, en ons begrip daarvan, te definiëren, verge-
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lijken en contrasteren. De drie perspectieven die hieruit voortvloeiden sluiten elkaar 
niet uit, doch zij vertegenwoordigen enkele tegenstrijdige ideeën. Bij de eerste twee 
perspectieven wordt variabiliteit toegeschreven aan een scholingstekort onder beoor-
delaars of aan natuurlijke beperkingen van de menselijke cognitie. Hoe het ook zij, 
variabiliteit is niet ideaal en dient dan ook zoveel mogelijk beperkt of ondervangen te 
worden. Het derde perspectief drukt de filosofie van dit proefschrift beter uit, in zover-
re dat het variabiliteit beschouwt als iets dat mogelijk ontstaat doordat deskundigen 
die een ingewikkelde sociale interactie beoordelen op doordachte wijze van mening 
verschillen. Dit artikel biedt de context waarin ons onderzoeksprogramma ligt ingebed 
en laat zien waar de overeenkomsten en verschillen liggen met ander onderzoek dat 
toegespitst is op beoordelaarcognitie. 
HOOFDSTUK 3 
Met dit artikel werd het begin van ons onderzoeksprogramma ingeluid. Het vat samen 
hoe wij uitleg hebben gegeven aan het onderzoek naar de vraag hoe sociale categori-
satie en sociale beoordelingsprocessen een verscheidenheid aan indrukken die we van 
anderen vormen in de hand werken. Het is ontleend aan een uitgebreide verzameling 
literatuur die onder de algemene noemer “sociale psychologie” te brengen valt, maar 
meer specifiek tot het domein van de sociale cognitie wordt gerekend. In de vele on-
derzoekstudies die we bestudeerd hebben, werden onder de erg subjectieve en moge-
lijk persoonsgebonden sociale beoordelingen signalen van consensus en overeen-
stemming onderscheiden. We beschrijven drie overkoepelende theorieën van sociale 
categorisatie die de manier waarop indrukken gevormd worden elk op een andere 
manier uitleggen. De mensheid heeft zich waarschijnlijk zo ontwikkeld dat ons ver-
mogen te observeren, waarnemen, beoordelen en besluiten tijdens sociale interacties 
zo goed mogelijk wordt benut. Deze processen zouden echter wel eens in strijd kunnen 
zijn met de taken die bij beoordelaarsafhankelijke toetsen van beoordelaars verwacht 
worden en bijdragen aan de totstandkoming van afwijkende waarderingen. Deze lite-
ratuur leverde ons de theoretische en methodologische steun die nodig was om een 
onderzoek te kunnen instellen naar beoordelaarcognitie bij het beoordelen van kli-
nisch handelen. 
HOOFDSTUK 4 
Dit artikel is niets minder dan een proof of concept, d.w.z. dat een bestaand principe 
werd bewezen door een studie over sociale cognitie opnieuw uit te voeren, maar dan 
in een nieuwe, medisch onderwijskundige context. Daarnaast wordt “latente klasse 
analyse” besproken, een methodologie die we gebruikt hebben om onder de menin-
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gen van artsen naar meerdere clusters van overeenstemming te zoeken. Net zoals 
beschreven in de literatuur over sociale cognitie, constateerden we dat er van elke 
aios* meer dan één indruk werd gevormd, die elk door meerdere artsen beschreven 
werd. Ondanks het feit dat elke arts een unieke sociale indruk van de aios had kunnen 
opgeven, vonden we toch slechts twee en niet meer dan vijf verschillende indrukken 
voor elke aios. De reeks indrukken voor een bepaalde aios varieerde niet alleen qua 
inhoud, maar ook qua oordeel dat gegeven werd. Onze bevinding was dat artsen die 
ongeveer dezelfde sociale oordelen gaven, vaak ook vergelijkbare waarderingen toe-
kenden. Deze resultaten wezen erop dat er binnen het geruis van variabiliteit tussen 
beoordelaars ook meerdere signalen op te vangen waren die een aanknopingspunt 
vormden voor nader onderzoek. 
HOOFDSTUK 5 
Nu we een methodiek hadden gevonden waarmee we binnen de opmerkingen van 
artsen over klinisch handelen clusters van overeenstemming konden ontdekken, kon-
den we het onderzoek verder uitbreiden zodat het alle drie de in hoofdstuk 3 beschre-
ven theorieën van sociale categorisatie omspande. Toen we nagingen in hoeverre elk 
van deze theorieën in staat was om de verschillen tussen praktijkbeoordelingen te 
verklaren, kwamen we tot de ontdekking dat ze stuk voor stuk een aardige variatie aan 
waarderingen wisten uit te leggen. Anders gezegd, met elke categorisatietheorie kon-
den we de opmerkingen van artsen m.b.t. het klinisch handelen van één aios in 2 tot 4 
aparte categorieën onderverdelen. Bij het bestuderen van de inhoud van de voorspel-
lende categorieën merkten we dat de indrukken van beoordelaars niet alleen per as-
pect konden afwijken, maar dat zij ook verschilden in de aspecten van klinisch hande-
len die benadrukt werden. Deze bevinding vindt zijn weerklank bij ander medisch on-
derwijskundig onderzoek. We hadden clusters van overeenstemming gevonden die 
inderdaad wezenlijke verschillen in de interpretatie van het handelen van één aios 
leken te weerspiegelen. Deze bevindingen waren echter slechts nog proefondervinde-
lijk en behoefden nadere toetsing. 
HOOFDSTUK 6 
In dit artikel wordt beschreven hoe wij de bevinding dat er clusters van overeenstem-
ming lijken te bestaan hebben getrianguleerd met behulp van een nieuwe groep deel-
nemers en door een andere methodologie toe te passen. Opnieuw vonden we dat er 
twee of drie verschillende meningen werden gegeven voor het klinisch handelen van 
dezelfde aios. Bij nadere inspectie bleken deze meningen behoorlijk wat verscheiden-
heid te vertegenwoordigen. De inhoud van deze meningen kwam overeen met die van 
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de eerder benoemde clusters van overeenstemming en daarmee werd het gegeven 
bevestigd dat artsen eenzelfde aspect van het handelen op verschillende manieren 
kunnen beoordelen. Het feit dat deze resultaten zich steeds opnieuw bevestigd zien, 
maakt dat wij ons serieus afvragen of het niet verstandiger is artsen als constructivisti-
sche beoordelaars te beschouwen in plaats van ze als post-positivistische toetsinstru-
menten te zien. 
HOOFDSTUK 7 
In het laatste hoofdstuk gaan we nader in op de gevolgen van de bevinding dat er on-
der wisselende beoordelingen clusters van overeenstemming te ontwaren zijn. Het feit 
dat er meerdere punten van overeenstemming bestaan zou erop kunnen wijzen dat 
een bepaalde competentie beter beschouwd kan worden als iets dat meerdere signa-
len of “waarheden” omsluit. Als dat zo is, dan moeten we onze meetmodellen zo aan-
passen dat ze rekening houden met meerdere “ware scores”. Deze bevinding maakt 
het een uitdaging een beoordelingssystematiek te ontwikkelen waarmee wisselende 
en subjectieve beoordelingen zo geanalyseerd kunnen worden dat ze bijdragen aan 
gedegen besluitvorming ten aanzien van aios-competenties. Op basis van een fictieve 
beoordelingssystematiek bespreken we niet-psychometrische methodes waarmee de 
beoordelingen van artsen ten aanzien van de competenties van aiossen mogelijk sys-
tematisch geanalyseerd zouden kunnen worden. Er is meer onderzoek nodig om nog 
vollediger te kunnen begrijpen wat clusters van overeenstemming betekenen en wat 
de gevolgen zijn voor beoordelaarsafhankelijke toetsen. 
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1.  (Relevance) What is the social (and/or economic) relevance of your research 
results (i.e. in addition to the scientific relevance)? 
Variability in ratings, human judgment, assessment and measurement were discussed 
within this dissertation. Rater-based assessments are an important component of 
programmatic assessment1 spanning all levels of medical training and requiring signifi-
cant financial and human resources. However, the quality of our assessment systems 
affects more than just our medical training programs. Since training per student is 
expensive in terms of money and time, many medical schools are heavily funded 
through taxpayer money. As such, governments demand accountability from the edu-
cational institutions for those funds and taxpayers expect quality health care as a re-
sult of the expenditures. Assessment outcomes are one form of evidence medical 
training programs can use in their reporting their activities. 
More critically, assessment functions as a gate-keeping mechanism to determine when 
students are sufficiently competent to progress to the next phase of training. This 
includes assessment being used to determine when trainees are competent enough to 
be considered autonomous practitioners who provide unsupervised health care to the 
general public. As emphasized by Kogan and colleagues, “To be professionally ac-
countable and attain the public’s trust, the onus is on us, as medical educators, to 
make good assessment decisions. The interrater variability of work-based assessments 
is not just an educational issue but also a patient care and safety issue. Medical educa-
tion and health care delivery are intertwined.”2(p.725) Our failure to adequately assess 
students and trainees could negatively impact health care delivery making assessment 
design and analysis relevant to societal needs. 
This is especially important since there has been a world-wide shift to adopting out-
comes-based medical education at all levels of training.3 The outcomes to be measured 
are complex, functionally relevant skills; skills which are vital for trainees to perform 
well within the labour market.4 Assessment of these complex skills requires human 
judgment, and therefore, understanding how humans make assessment judgments is 
important. If we fail to use human judgment well within our assessment programs, 
outcomes-based medical education will fail. This dissertation prompts further investi-
gations into better understanding human judgment within assessment tasks. 
2. (Target groups) To whom, in addition to the academic community, are your 
research results of interest and why? 
The general public relies on our graduates to provide health care. They expect our 
assessments to determine if and when trainees are capable of providing quality care.5 
As such, medical licensing examination boards may be interested in considering these 
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results when making decisions regarding which measurement techniques to use. The 
need for National licensing examinations is debated6 and their role might change if 
more sound workplace-based assessments could be used to map the progression of 
trainee competence over time. 
Additional target groups include program administrators who could use these results 
to re-consider how they collect and interpret assessments from supervisors. For exam-
ple, these results suggest that administrators should expect multiple different assess-
ment judgments to be collected from different supervisors for the same trainee. These 
different judgments are associated with different points of view but are not likely to be 
unique to each supervisor and do not necessarily reflect bias in the judgments. Similar-
ly, clinical mentors could consider these results when meeting with trainees to discuss 
their clinical performance. Discussions could include reflections about why perfor-
mance can be perceived differently than it was intended. Trainees could use these 
results to prepare themselves to receive differing judgments of their performance. 
Rather than dismissing them as mixed messages, these results might help encourage 
trainees to view different judgments as differing critiques. 
3. (Activities/Products) Into which concrete products, services, processes, activities 
or commercial activities will your results be translated and shaped? 
I believe it is premature to begin translating these results into assessment products. It 
is reassuring that a relatively limited number of variations between raters were found 
rather than idiosyncratic impressions and judgments. Although, these results do have 
some unsettling implications for how we conceptualize our current assessment designs 
and radical design changes would be required to accommodate them. However, these 
results are very preliminary and need to be extended and challenged before it would 
be reasonable to use them to inform design changes. I would be delighted if fellow 
researchers were motivated to test the limits of these findings and through their inves-
tigations, along with our own, we could determine the robustness of the effects. 
4. (Innovation) To what degree can your results be called innovative in respect to 
the existing range of products, services, processes, activities and commercial 
activities? 
This dissertation is innovative in presenting a new way to think about variability in 
ratings. It takes a novel approach to trying to understand rater cognition by assuming 
most raters are trying to provide useful assessment judgments and are capable of 
providing quality assessment judgments. Up until this point, researchers in favour of 
using ratings for performance assessments have viewed variability as something to 
minimize (as is discussed in more detail in Chapter 2). Researchers who have been 
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more critical of using ratings for performance assessment have focused on the 
(mis)alignment of the psychometric assumptions to the purpose of the assessments.7,8 
The focus has been at the conceptual or philosophical level.9 This program of research 
provides some initial evidence that physicians may be not interchangeable as raters, 
and therefore, violate the psychometric assumption for homogeneity of the rater pop-
ulation. These results could be used to challenge the use of psychometric measure-
ment for performance assessment ratings, calling for new views on how to handle 
assessment information.10 
These results are innovative in that they compel us to start thinking differently about 
the source of variability in ratings and what the variability reveals about rater cogni-
tion. If these results are found to be robust through further investigations, they could 
inspire a novel approach to assessment design and analysis. To be consistent with this 
dissertation’s perspective, the novel approach could include first determining what 
assessment information supervisors can aptly provide and then designing a suitable 
assessment system to collect and analyze it. As an example of one possible direction 
for innovation in assessment design, we presented a hypothetical assessment design 
that does not use ratings. This dissertation changes what is seen as the problem with 
rater-based assessments, and subsequently, opens up a new potential for solutions. 
5.  (Schedule & Implementation) How will this/these plans(s) for valorization be 
shaped? What is the schedule, are there risks involved, what market 
opportunities are there and what are the costs involved? 
For the last several years, I have been discussing these questions and findings at aca-
demic conferences and asking other researchers for their reactions to them. This has 
been immensely helpful in refining and re-directing my thinking around rater cogni-
tion. It has also led to invitations to join research collaborations that will hopefully 
allow me to pursue multiple lines of research into assessment judgments, in parallel. 
As I transition from being a research associate to a faculty member, I believe I am well-
positioned to continue investigating variability in assessment judgments. This research 
will aim to contribute to the medical education community’s current interests in using 
entrustable professional activities and competency-based assessments. Rater-based 
assessments are a key component of our apprenticeship-like clinical training models 
resulting in a strong need for improved assessment designs. Even though it is too early 
to specify when and how it will happen, as more is uncovered about rater cognition, I 
am confident the new findings will contribute to improving assessment designs and 
decisions regarding trainee competency.  
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