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ABSTRACT
Using deep learning for accelerated material discovery applications has been widely explored
by many researches. Generating high fidelity data for material science applications is generally
expensive but deep learning methods require a large amount of training data for accurate property
predictions. Therefore, material scientists sometimes resort to low cost inaccurate models for
structure property prediction. However, it is necessary for some material science problems to
predict properties at highest level of accuracy. In this work, we present a proof of concept of a
multi fidelity neural network which leverages the low and high fidelity data to predict properties
at highest fidelity level. Deep neural nets are necessary to model the non linear cross correlation
between high and low fidelity data corresponding to micro structure images at high dimensional
space. The use of this method is demonstrated in organic solar cells to predict high fidelity multiple
properties of interest.
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CHAPTER 1. GENERAL INTRODUCTION
1.1 Background
Understanding structure property linkages in materials is essential for the design of new materi-
als. The average time for a material discovery to its commercial production is very long and one of
the main reason for this is due to the task of screening a huge space of materials for computational
study and characterization Elton et al. (2019). Machine learning has provided fast and accurate
methods for structure property prediction when compared to traditional computational physics
methods Butler et al. (2018).
For material science problems, it is necessary to predict properties of interest at highest level
of accuracy Ramakrishnan et al. (2015). However, the cost of calculating high fidelity data is
high, therefore, material scientists resort to low fidelity methods for data generation. Multi fidelity
modeling is important for material scientists who have access to large quantities of low fidelity data
and less amount of high fidelity data. Also, some material applications such as chemical bonding
require estimating properties at high accuracy.
Deep learning has enabled breakthrough in several fields such as computer vision, speech recog-
nition, materials, biology and chemical science. Some of its applications in material science include
prediction of chemistry of materials from elemental composition, micro structure characterization
and reconstruction Agrawal and Choudhary (2019). Few earlier researches had used machine
learning based multi fidelity information fusion techniques for material science applications Batra
et al. (2019). Their researches have suggested that MFIF methods provided better prediction of
properties compared to single fidelity modelling.
Even though low fidelity data is an inexpensive estimate of a property, there is generally a
correlation between high fidelity and low fidelity data. This cross correlation can be either linear
or non linear Meng and Karniadakis (2019). Deep learning can be used to model this non linear
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cross correlation corresponding to high dimensional data and to provide faster predictions. In this
work, we develop a low cost method using neural networks to predict high fidelity properties of
interest by leveraging the use of both low number of high fidelity and plenty of low fidelity data.
Even though MFIF methods has been shown to be very effective for many applications Raissi
et al. (2017); Kennedy and O’Hagan (2000), these methods were not much explored for material
research. To the best of our knowledge, only few models namely the ∆ learning Ramakrishnan et al.
(2015), multi fidelity cokriging Forrester et al. (2007) and regression methods such as Ordinary
least Square Regression, Least Absolute Shrinkage and Selection Operator and non linear Support
Vector Regression (SVR) have been use for multi fidelity information fusion for structure property
predictions Lee et al. (2016).
We use a multi fidelity neural network which can be trained on multi fidelity data. It consists
of a convolutional auto encoder to learn an encoding for a set of training micro structure images,
two neural networks with one trained using low fidelity data and the other using high fidelity data.
In this way, we demonstrate a good prediction accuracy for new high fidelity test estimates.
The proposed neural network is implemented in an Organic Solar Cell. The structure prop-
erty mapping in OSC’s has been implemented using various methods such as detailed and tedious
PDE simulation Kodali and Ganapathysubramanian (2012), which requires robust and well es-
tablished computational resources to solve morphologies to obtain its corresponding property of
interest Pokuri et al. (2018). Another method using graph concepts were used to obtain physical
descriptors that are directly related to various stage efficiencies in the operation of an OSC Du
et al. (2018) and these methods require less computational resources to produce faster results.
These different methods produce various levels of accuracy of target property which is again pro-
portional to the computational cost. We employ the proposed multi fidelity neural network to
identify low dimensional essential features from the input data and the network is guided using low
fidelity physical descriptors and few samples of high fidelity to predict properties at highest level
of accuracy.
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The trained model predicts high fidelity short circuit current without feeding low fidelity data
as input. By training the multi fidelity neural networks on 1% and 10% samples of available high
fidelity performance data, we have also demonstrated the transfer-ability of our method to predict
short circuit current, generation, transport and recombination efficiencies for the testing data at
detailed PDE simulation level of accuracy.
1.2 Thesis Organisation
Chapter 1 includes the general introduction to the thesis. Chapter 2 is a modified version of
the paper that will be submitted in a journal. Chapter 3 comprises general conclusions.
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CHAPTER 2. DATA EFFICIENT ASSIMILATION OF MULTI FIDELITY
INFORMATION
Modified from a paper to be submitted to a journal
Sangeeth Balakrishnan, Balaji Pokuri, Baskar Ganapathysubramanian
Department of Mechanical Engineering
2.1 Abstract
Deep learning has been extensively used for accelerated material discovery. However for accurate
predictions we need a lot of high fidelity training data, which is generally very difficult to obtain
for some material science applications. A highly accurate measurement of property can be achieved
using experiments/simulations but it is generally costly and this lead material scientists to explore
low cost inaccurate strategies for property prediction. To overcome this problem, we present a proof
of concept of a multi fidelity neural network which uses data computed using different methods
to predict material properties of interest at the highest fidelity level, which allows to perform
high throughput micro structure analysis. In this work, we implement the proposed model for
organic solar cells (OSC) using micro structure morphology data sets. The high fidelity properties
of interest are calculated using computationally intensive PDE simulations, while concepts from
graph theory are used to find low fidelity physical morphology descriptors which were shown to
be highly correlated to the properties of interest. We demonstrate the use of this physics guided
approach to produce low cost properties of interest at highest fidelity level for OSC’s, and we expect
it to show similar results for other applications.
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2.2 Introduction
One of the pressing challenges in the design of new materials is identification of structure
property linkages and structure prediction. There has been many studies on understanding struc-
ture property prediction using various methods to find the potentially interesting micro structures
Wodo et al. (2012, 2015). For understanding multi scale homogenization and localization linkages
in materials, there is a need to screen a large pool of micro-structure virtual spaces for system-
atic computational study. Screening such a large space is difficult using traditional computational
physics methods, but with the advent of machine learning techniques fast and accurate property
predictions for multiple properties of interest has been possible Butler et al. (2018). For example,
interpreting a machine learning model trained on structure property data of molecules can give us
an insight on the structure property relations which help us in the design of new lead molecules
Raccuglia et al. (2016). In order to discover the best materials that can give desired properties,
it is necessary to better understand the structure property relationship in materials Agrawal and
Choudhary (2016). However, substantial research is still necessary to achieve the overarching goals
of prediction accuracy, computational speed and transfer ability of models Schneider (2010).
A material property is generally estimated using various methods like experiments, theoretical
simulations or empirical methods.Method that gives high fidelity data provides the most accurate
measurement of the property of interest. For material science problems, it is crucial to predict
properties of interest at highest level of accuracy. For example, it is necessary to predict covalent
bonding at ”chemical accuracy” using quantum chemistry models as small errors in the model
can propagate dramatically Ramakrishnan et al. (2015). Though a vast majority of high fidelity
predictions are done using experiments, due to the advancements in computing facilities we are able
to get reliable and reproducible estimates of the property of interest Vassaux et al. (2019). However
there is a need to exploit these computational resources efficiently due to the high computational
cost. This led to development of several methods such as multi scale modelling and simulation of
materials Vassaux et al. (2019) for efficient usage of computational resources. In this work, we
7
develop a low cost strategy using neural networks to predict high fidelity properties by leveraging
small number of high fidelity data and large number of low fidelity data.
The cost of such high fidelity experiments are usually very high and material scientists sometimes
resort to low fidelity methods for data generation. For example, in organic solar cells we have
inexpensive low fidelity estimates of short circuit current called morphology descriptors, while
computationally intensive full scale simulations provides expensive high fidelity estimates using
Cahn Hilliard and Drift diffusion equations. Wodo et al. (2015) has shown very high correlation
between the fast graph based approach and computationally intensive full scale analysis. Another
example is calculation of band gaps using many low cost low accuracy methods which are correlated
to the high fidelity methods Pilania et al. (2017). Even though low fidelity data is an inexpensive
low accurate estimate of the data, there is almost always some form of correlation between high
fidelity and low fidelity as both of them are estimates of the same property of interest. In such
cases, it is necessary to use knowledge at various levels of fidelity to predict at the level of highest
accuracy using multi fidelity assimilation methods. Therefore, the MFIF methods has to discover
this relationship to map low fidelity to high fidelity prediction. Moving from low fidelity methods,
predicting the ”difference” in accuracy to achieve highest level of accuracy using high fidelity
methods require a large computational effort. In this work, we use a deep learning model which
can model this ”difference” at lower computation cost.
It is possible to significantly increase the prediction accuracy in comparison to single fidelity
modeling based on a small set of high fidelity data Meng and Karniadakis (2019). Perdikaris
et al. (2016) Allaire and Willcox (2014) has explored multi fidelity fusion techniques for improved
prediction. Few researches have also employed machine learning based multifidelity techniques
for material science applications. Batra et al. (2019) has used the example of dopant formation
energies in hafnia to investigate different multi-fidelity information fusion (MFIF) schemes for
material science problems. Their results suggests that the three MFIF methods they had used
are more accurate than machine learning methods based on single fidelity data. This is especially
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important in material science where scientists have access to large quantities of low fidelity data,
while availability of high fidelity data is scarce Batra et al. (2019).
Deep learning has enabled breakthrough in fields such as computer vision and speech recogni-
tion due to the big data revolution in recent years. Some of the key characteristics of deep learning
which determines its applicability to a given problem compared to traditional ML methods includes
its ability to automatically extract relevant features from data (avoiding the need for feature en-
gineering), better accuracy with big data due to the high model capacity and to produce faster
predictions Agrawal and Choudhary (2019). Deep learning has been used successfully in many
material science applications with remarkable success, particularly in exploring process-structure-
property linkages. Some of the applications include predicting the chemistry of materials from
only elemental composition, property prediction from crystal structures, structure prediction from
composition, micro structure characterization and reconstruction Agrawal and Choudhary (2019).
For example, Yang et al. (2018) presented a deep learning based solution using 3D CNN’s for
predicting effective stiffness for two phase composites and found that the accuracy of deep learning
based solution is better than physics based models.
In most of the commonly used machine learning models for material applications, the train-
ing data is obtained from a single method/source to transfer information to higher length scale.
However, many times a material scientist estimates property using methods which lie on various
levels of fidelity so that cost and accuracy are properly justified for the application Raissi et al.
(2017). In multi fidelity modeling, we fuse information from various levels of fidelity. In order to
use the information from low fidelity data to predict the trends of high fidelity data, we need to
construct cross correlation between them Meng and Karniadakis (2019). This cross correlation
can be either linear or non linear Meng and Karniadakis (2019). There is sufficient empirical
evidence that deep neural nets can model any non-linearities at high dimensions. This is especially
useful for such cases when the low and high fidelity features are intricately related. Also, compared
to traditional machine learning methods, deep learning provides faster predictions Agrawal and
Choudhary (2019).
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By leveraging both low and high fidelity data, multi fidelity modeling has shown to be very
efficient in predicting the highest level of fidelity Forrester et al. (2007). Even though multi-fidelity
modeling has been shown to be effective for many applications Raissi et al. (2017); Kennedy and
O’Hagan (2000), data efficient assimilation of multi fidelity information for understanding material
structure-property linkages has not been explored much Batra et al. (2019). To the best of our
knowledge, only few models namely the ∆ learning Ramakrishnan et al. (2015), multi fidelity
cokriging Forrester et al. (2007) and regression methods such as Ordinary least Square Regression,
Least Absolute Shrinkage and Selection Operator and non linear Support Vector Regression (SVR)
have been use for multifidelity information fusion for structure property predictions Lee et al.
(2016). ∆ learning calculates the high fidelity estimate by adding a ∆ value to the low fidelity
estimate, where ∆ is obtained by learning the difference between high fidelity and low fidelity
estimates using kernel ridge regression Ramakrishnan et al. (2015). Lee et al. (2016) has shown
improved RMSE for prediction, by augmenting material features with low level fidelity predictors to
learn the corresponding high fidelity estimate Batra et al. (2019). Cokriging method learns the low
fidelity data and the difference between two fidelities as two independent gaussian processes Batra
et al. (2019). Results from Batra et al. (2019) shows that cokriging approach is better than the two
methods when there is large number of low fidelity data compared to high fidelity data. In order
to consider linear or non linear cross correlation between low and high fidelity data corresponding
to micro structure images lying on high dimensional space, deep neural nets are necessary. To the
best of our knowledge, there has not been any investigation of the use of neural networks for multi
fidelity data fusion specifically into understanding of structure property linkages in materials.
Due to the high computational cost of generating high fidelity data using detailed PDE simula-
tions/experiments, it is infeasible to explore the most accurate study of all possible configurations
of morphologies. We use a multi-fidelity neural network that can be trained on high and low fidelity
data Meng and Karniadakis (2019). It consists of a convolutional auto encoder to learn an encod-
ing for a set of training micro structure images, two neural networks with one trained using low
fidelity data and the other using high fidelity data. In this way, we demonstrate a good prediction
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accuracy of new high fidelity test estimates after training the neural network with small number of
high fidelity data. This is primarily achieved by learning the cross correlation between low and high
fidelity data using neural nets Meng and Karniadakis (2019). To this end, the proposed model: 1)
learns representation of micro structure images, 2) the learned latent space is mapped to low cost
morphology descriptors and 3) the latent space together with low fidelity estimates are mapped to
highly accurate estimates derived using detailed PDE simulations.
The multi fidelity neural network framework combines inputs from two levels of fidelities to
make better accurate predictions of high fidelity data. The trained model predicts the high fidelity
short circuit current without feeding low fidelity test data as input. A total data set of 64000
samples of micro structure images with the low and high fidelity data were generated using methods
described in subsequent sections (see ”Methods”). Auto encoder and the first neural network are
trained on 47000 training samples with the remaining of them being our test samples. However,
we use only 1% and 10% samples (as two case studies) for developing the second neural network
to account for the lower number of available high fidelity data which is the general case. These
samples were generated by fitting a Kernel Density Estimation (KDE) probability distribution on
the 64000 samples and randomly sampling from that distribution. Random sampling from the
KDE distribution ensures that we sample a diverse set of samples which represents the entire 64000
samples. Without diverse set of samples, the cross correlation between low and high fidelity data
may not be accurate. This method of multi fidelity data fusion using neural nets does not require the
availability of low fidelity data to make a prediction of high fidelity estimate. Thus by training the
multi fidelity neural networks on 1% and 10% samples of high fidelity performance metrics, we have
also demonstrated the transfer-ability of our method to predict short circuit current, generation,
transport and recombination efficiencies for the testing data at detailed PDE simulation level of
accuracy.
The proposed neural network is implemented in an organic solar cell - which represent a promis-
ing low-cost, rapidly deployable strategy (fabricated from polymer–fullerene blends) for harnessing
solar energy Wodo and Ganapathysubramanian (2012). OSC’s are manufactured using solvent
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based thin film deposition techniques, where an initially homogeneous mixture is separated into
electron donor rich regions and electron accepting rich regions as the solvent evaporates Wodo
and Ganapathysubramanian (2012). The final morphology strongly effects the power conversion
efficiency of OSC’s Wodo et al. (2012). The structure property mapping in OSC’s has been im-
plemented using various methods such as detailed and tedious PDE simulation Kodali and Gana-
pathysubramanian (2012), through surrogate descriptors of performance and using neural neural
networks that maps morphology features to properties of interest. The first method requires robust
and well established computational resources to solve morphologies to obtain its corresponding
property of interest Pokuri et al. (2018). Using graph concepts, it is possible to obtain physical
descriptors that are directly related to various stage efficiencies in the operation of an OSC Du
et al. (2018) and these methods require less computational resources to produce faster results.
Pokuri et al. (2018) used neural networks for calculating performance from micro structure images
by posing it as an image recognition problem. An important observation is that in each of these
methods, a single source was used to obtain the training data, and hence, it is a single fidelity
model. Further, it can also be noticed that we can obtain the same target property using various
methods. These different methods produce various levels of accuracy of target property which is
again proportional to the computational cost. Since it is easy to obtain the low fidelity data com-
pared to high fidelity data the volume of low fidelity estimates are generally much higher compared
to high fidelity estimates. The proposed multi fidelity neural network model identify features in
the micro-structure that are not intuitive to the human eye and uses physical descriptors to guide
the network to predict properties at highest level of fidelity.
2.3 Methods
2.3.1 Morphology generation process
Data set for training the neural network are micro structural images, which are generated
using the Cahn Hilliard equation Pokuri et al. (2018). Cahn Hilliard equation is used to model
morphology evolution during fabrication of organic solar cell Wodo and Ganapathysubramanian
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(2012). It is solved for a binary mixture (which consists of electron donor and electron acceptor
materials) by investigating the effect of evaporation rate, blend ratio, degree of polymerization,
solvent type, substrate patterning and degree of polymerization. The effect of various parameters
on morphology can be found in Wodo and Ganapathysubramanian (2012). Hence, we get a
diverse set of morphologies (which OSC’s exhibit during fabrication process under various processing
conditions), which also help in improving the model prediction for out sample testing (discussed in
results section). A data set of nearly 64000 morphologies were produced using data augmentation
techniques Pokuri et al. (2018).
2.3.2 High fidelity data description
Steady state excitonic drift diffusion equations are solved using a finite element based software
Wodo et al. (2015). Based on the spatial distribution of excitons, electrons, holes and electric po-
tential across the morphology, four measures of performance such as exciton generation efficiency,
exciton dissociation efficiency, charge transport efficiency and short circuit current were calculated
Wodo et al. (2015). Five features, which include short circuit current, generation, dissociation,
transport and recombination efficiency were generated as high fidelity predictors for each morphol-
ogy Pokuri et al. (2018).
2.3.3 Multifidelity Neural Network Architecture
Figure 2.4 shows the overview plot of the multi fidelity neural network. It consists of a con-
volutional auto encoder and two neural networks. Instead of feeding the high dimensional image
data directly to the network, we use convolutional auto-encoders (CAE) to get a low dimensional
vector representation, x, which is then fed as an input to the two neural networks. The model
uses convolutional auto encoder with architecture as shown in figure 2.1. In particular, auto en-
coders are used for finding a low dimensional representation of input data and for eliminating the
correlated input features. Fully connected auto encoders ignore the structure of image as it forces
each feature to be learned from the entire image field. In contrary, convolutional layers are able
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to extract hierarchical features from input image with few number of parameters for training and
max pooling makes the network locally translation invariant. Since we have achieved a good recon-
struction accuracy using the simple convolutional auto encoders, more sophisticated types of auto
encoders were not investigated further. The CAE was trained approximately for 200 epochs with
a learning rate of 0.1, on 47000 training samples to reach a desired minimum mean squared error
loss using stochastic gradient descent optimizer.
The first neural network, shown in figure 2.2, maps the latent space, x, to the six morphology
descriptor features, which acts as our low fidelity data. Here, two convolutional layers with batch
normalisation and two max pooling layers are used followed by four fully connected layers with an
output dimension of six. The learning rate is set to .1 and the network was trained for 200 epochs







lf − ylf )2 (2.1)
where y
′
lf represents the predictions of first neural network and Nlf is the number of low
fidelity training samples. The second neural network, shown in figure 2.3, is fed with input latent
representation and the predicted low fidelity data from the first neural network. Hence, this network
learns the correlation between low and high fidelity data. The input latent space is mapped to a
single convolutional layer with max pooling which is flattened to feed the three fully connected
layers. The predicted morphology descriptors are mapped through three fully connected dense
layers. Finally a fully connected layer, with an output dimension of five, is used to concatenate the
output from both latent space and predicted morphology descriptors. The parameters are learned






hf − yhf )2 (2.2)
where y
′
hf represents the predictions of second neural network and Nhf is the number of high
fidelity training samples.
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Second neural network is trained using 1% and 10% data samples, obtained by randomly sam-
pling a Kernel Density Estimation (KDE) probability distribution function (fitted to the complete
64000 encoded image data from the auto encoder). Sampling from the KDE distribution ensures
that a diverse set of samples are selected from the available distribution. Otherwise, the trained
model will not generalize beyond the data set which it is trained on. Sampling from KDE ensures
that we select diverse samples for training. KDE of a point is estimated by considering the contri-






where K is the Kernel and h is called bandwidth. The amount of contribution by each point to
the density at x is primarily determined by the kernel function and bandwidth h. This creates a
smooth function over all data points which describe its probability density function. The actual
high fidelity values obtained using a full scale drift diffusion simulation are presented as labels and
we tune this neural net parameters to minimize the error.
In the first and second neural networks, the mean squared error loss function is minimized using
the stochastic gradient descent optimizer and Relu activation functions are used across the hidden
and output layers. We choose R2 score as an indicator of how well our model fits the ground truth
data. R2 score is a measure of the amount of variance in dependent variable that can be explained
using independent variable. Mathematically,
R2 = 1−
∑
(yi − y′i)/(yi − y) (2.4)
Therefore, the morphology descriptors, latent representation of morphologies and a few number
of high fidelity OSC performance metrics guide our multi fidelity neural network to predict highly
accurate estimates of OSC performance metrics. Finally, we show that this network is able to
predict the low and high fidelity labels with very good accuracy corresponding to a micro-structure
image, as the R2 score for the predicted features with respect to the true features is approximately
in the range of .90-.95 for both the training and test data.
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Figure 2.1: Autoencoder for extracting low dimensional features
2.3.4 Low fidelity data description
Computationally intensive approaches to evaluate performance are also generally computation-
ally intractable Du et al. (2018). Therefore, Wodo et al. (2012) developed a graph based approach
to identify intuitive features from the morphology which acts as a performance metric. Labeled,
weighted, undirected graphs can be used to represent micro structure images, wherein each pixel is
a graph vertex, and vertex is labelled to represent the two phases in morphology Du et al. (2018).
Each vertex are connected to each other using edges and weights represent the physical distance
between voxels Du et al. (2018).
The operating principle of OSC explains why the final morphology of electron donor and elec-
tron acceptor regions strongly affects the power conversion efficiency Wodo et al. (2012). The sub
processes within OSC’s : photon absorption, exciton diffusion, charge separation and charge trans-
port were described by a suite of physical descriptors using a graph based framework Wodo et al.
(2012). Some of the promising physical descriptors include (as discussed in Du et al. (2018)) (i)
Light Absorption : Excitons are created when electron donor material absorbs light. Volume frac-
tion of donor material is a natural indicator to describe this. Weighted fraction of donor material
is also another descriptor which is needed to consider the light intensity decaying as it propagates
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Figure 2.2: First Neural Network for low fidelity mapping
Figure 2.3: Second Neural Network for high fidelity mapping
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Figure 2.4: Architecture of Multi-fidelity Neural Network
inside from the top electrode, which means not all donor material may interact with light. (ii)
Exciton diffusion : The excitons formed will move to the electron donor interface to dissociate as
electrons and holes which can be characterized using shortest path distance to the electron donor
interface. The fraction of the number of electron donors within exciton diffusion distance is a
measure of exciton diffusion. (iii) Exciton dissociation : The excitons get dissociated into charges.
As the length of the interface, characterized using interfacial area, is maximized the number of
excitons dissociated also increases. It can also be quantified using the ratio of number of excitons
successfully dissociated to the total number of excitons generated. (iv) Charge transport : The
charges will be transported to the relevant electrodes and it can be quantified by two methods.
Firstly, by identifying the islands so that recombination is minimized. As more donor and acceptor
domains are connected to corresponding electrodes, the chances of recombination are less Wodo
et al. (2012). Secondly, by calculating fraction of donor acceptor interface with complementary
paths to both electrodes. If one type of charge carrier is not transported to the electrode from the
interface, it increases the chances for charge recombination Wodo et al. (2012). A performance
indicator, which is the product of absorption, dissociation and charge transport descriptors was
shown to be a good indicator of high fidelity short circuit current density Wodo et al. (2012).
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Figure 2.5: Relationship between morphology and performance. (i) Exciton generation, (ii)
exciton diffusion,(iii) exciton dissociation, (iv) charge separation, (v) charge transport
and (vi) extraction of charges
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2.4 Results and Discussion
Now we present several results after training the multi fidelity neural network. The efficiency
of the multi fidelity training is demonstrated by showing the ability of the network to accurately
predict the high fidelity data for new test cases, without feeding the low fidelity data.
To test our network, we apply the concept of Multi fidelity neural network for multi fidelity data
fusion to explore structure property linkages in organic solar cells. The low and high fidelity data
are generated using graph concepts and PDE simulation respectively. Cross correlation between
low and high fidelity data was established in earlier studies Wodo et al. (2012).
2.4.1 Compressed representation using auto encoder
The morphologies are 784 dimensional vector and it is reshaped to 28*28*1, which is fed as
an input with a batch size of 32 images to the auto encoder. Out of the 64000 available samples,
we keep 47000 for training the auto encoder and the first neural network. The second neural net
uses 1% and 10% of the available 64000 samples respectively, with 70% of the samples for training
and the remaining for testing. We select 30% of the training samples for validation. After training
the model for 200 epochs, model which corresponds to a minimum validation loss (measure of the
predictive capability of a trained model) is chosen.
Firstly, we investigate the performance of the multi fidelity neural network in terms of its
prediction and learning capability. As discussed before, we use convolutional auto encoders to get a
low dimensional representation of micro structure images. Using the latent low dimensional space,
we reconstruct ten training and testing images as shown in figures 2.7 and 2.8. The learning curves
(figure 2.6) which indicate the loss values for various epochs gives an insight on over fitting and
bias trends in data. In figure 2.6, training loss decreases continuously but the gap between training
and test score increases after some epochs which indicates over fitting. The height of the curve
indicates the mean squared error (bias). Therefore, to give proper consideration to both bias and
over fitting, we choose a model which corresponds to the lowest validation loss.
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Figure 2.6: Loss values for different epochs in logarithmic scales corresponding to the training of
autoencoder.
Figure 2.7: Image reconstruction using auto encoder for ten samples in training data
2.4.2 Training first neural network using low fidelity labels
Next we use compressed latent representation to train the first network with low fidelity mor-
phology descriptors as labels. We use first neural network (figure 2.2) for this purpose. Convolu-
tional layers are used for receiving the encoded data from auto encoder, followed by fully connected
layers. The R2 values shown in figure 2.12, shows that the model has been trained well. As shown in
figure 2.16, the trained model provides very accurate predictions of different low fidelity features for
new test cases. Each of the plots corresponds to different stages in the operation of an organic solar
cell. The different stages in an organic solar cell includes the light absorption to create excitons,
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Figure 2.8: Image reconstruction using auto encoder for ten samples in test data
excitons travelling to acceptor donor interface to diffuse as electrons and holes, and the transport
of charge carriers to their respective electrodes Du et al. (2018). The predicted results agree quite
well with the ground truth, which is established by the high value of R2 score (in the range of
.9-.95) for all the six morphology descriptors. The morphology descriptors that we have chosen
as low fidelity data which are derived using graph theory, includes weighted fraction of electron
donor vertices, fraction of donor atoms whose shortest distance to interface is less than excitonic
drift diffusion length, fraction of acceptor atoms whose shortest distance to interface is less than
excitonic drift diffusion length, fraction of non islands and fraction of interface edges that connect
to relevant electrodes Wodo et al. (2012). As seen from figure 2.13, the training and validation
loss decreases continuously for 200 epochs and the best model is selected which has the lowest
validation loss.
2.4.3 Training second neural network using high fidelity labels
To increase the accuracy of prediction of high fidelity data using second neural network, we use
the latent image representation together with the predicted morphology descriptors while mapping
to the high fidelity data. This network learns the cross correlation between the low fidelity and high
fidelity data. Determination of the proper network size is also given an important consideration.
Since the first neural net is trained using large number of samples, it is easy to find an architecture
that fits the data well. As we use small number of samples for training second neural network a
smaller architecture is chosen that doesn’t over fit. Again, we establish a very good agreement
between the predicted and true profiles with a high value of R2 score(in the range of .9-.95) using
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Figure 2.9: Loss values for different epochs in logarithmic scales corresponding to the training of
first neural network with low fidelity data as labels.
only 10% of available data as shown in figure 2.20a. With very few high fidelity training samples, the
network is able to predict the features nicely for new test cases. Since it predicts all the properties
very well, this method also allows the search for materials with better multiple properties. The
properties of interest apart from the short circuit current density can be found in the supplementary
section.
Now it is necessary to demonstrate the prediction performance on more data sets with fewer
samples to show the robustness and transfer-ability of our trained network. After we demonstrated
the network performance on 10% data sets, we now train and test the network using 1% of available
data. Figure 2.18b shows the learning performance after training 470 samples (70% of 640 samples),
while figure 2.20b shows the predictions for new test cases without feeding low fidelity data as input.
The new test cases are chosen such that it is a subset of the available 64000 samples which are not
part in the training data. Since the R2 scores of high fidelity predictions for networks trained with
1% and 10% available samples are very high, it shows that our network is highly invariant to the
number of training samples.
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2.4.4 Out of sample testing
It is necessary to test the robustness of our trained neural network. The latent space extracts
low dimensional relevant features of the input images thereby learning certain properties of micro
structure training data. So we try to test the neural network on out sample image data which
have different features compared to the trained images. Hence, we test on bilayer, saw tooth and
columnar morphologies which have features different from the morphologies with which the network
was trained on. Figure 2.22 shows that the network is able to nicely perform the reconstruction
of out sample data. Further, figure 2.24 shows how well the network reconstructs in sample image
data and predict high fidelity features for low and high values of short circuit current density. The
values of predicted high and low fidelity data for these morphologies are described in 2.1. All these
results demonstrate the robustness of our multi-fidelity neural netw ork. Several other methods
to show the robustness of the network and the trained latent space representation is discussed in
detail in the supplementary section.
2.5 Conclusion
In this work, we address the issue of multi fidelity data fusion in material science, where gener-
ally we have large quantities of low fidelity data, while availability of high fidelity data is scarce. To
achieve this, we propose a deep learning model which uses different fidelity models to provide inex-
pensive predictions of short circuit current at highest level of accuracy. Also, it has been previously
demonstrated that multi fidelity approaches are more accurate than single fidelity ML methods.
Our training method uses auto encoders which identify relevant low dimensional representation of
images, and physical descriptors are used together with latent space to guide a multi fidelity neural
network model. The present model can learn any non linear relations between high and low fidelity
data without feeding prior knowledge of pairwise correlation between them.
The proposed multi fidelity neural network was tested for approximating the short circuit current
density at highest level of accuracy for organic solar cell. In organic solar cells, we generate low cost
features to approximate short circuit current using concepts from graph theory and short circuit
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a Actual High Fidelity .34 0.37 1.07 0.42 0.61
Predicted High Fidelity 1.06 0.47 0.03 0.75 0.29
Actual Low Fidelity .61 .09 0 0 0 0
Predicted Low Fidelity .55 .11 0 .04 .01 0
b Actual High Fidelity 7.34 0.37 1.07 0.42 0.61
Predicted High Fidelity 6.32 0.40 0.03 0.47 0.59
Actual Low Fidelity .59 0.75 0.09 0.89 0.63 0.09
Predicted Low Fidelity .58 0.74 0.16 0.88 0.54 0.02
c Predicted High Fidelity 1.07 0.58 0.03 0.98 0.04
Predicted Low Fidelity .41 0.18 1.15 1.07 1.01 0.982
Table 2.1: Table shows the true and predicted values of high and low fidelity data for a a)
morphology corresponding to a low value of Jsc, b) morphology corresponding to a
high value of Jsc, and c) saw tooth morphology. The high fidelity values are listed in
the order of Short Circuit Current Density, Generation efficiency, Dissociation
efficiency, Transport efficiency and Recombination efficiency. Low fidelity values are
listed in the order of fraction of number of black vertices, weighted fraction of black
vertices, fraction of black vertices whose shortest distance to interface is less than itlea
given distance, fraction of white vertices whose shortest path distance to the interface
is less than given distance, fraction of non islands, fraction of interface edges that
connect to relevant electrodes.
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current density at highest level of accuracy is generated using detailed and tedious PDE simulation.
We use our proposed neural network to fuse information from small set of high fidelity data and a
large set of inexpensive low fidelity data.
We have shown that the highest fidelity level profile matches well with the predicted profile
from the proposed multi fidelity model for new test cases without feeding low fidelity data. We
account multiple high fidelity features and our model predicts all of them well, which suggests that
better materials can be found with multiple properties. We use out sample data sets to confirm
the robustness of our model. Our method not only fuse multi-fidelity data but also integrates
physical phenomena into training process. Since many of the material science applications involve
usage of different methods to generate features of different accuracy levels, our work informs a new
approach to identify materials with better properties. This work serve as the foundation for the
future study about the possibility of structuring the latent space such that it is also correlated to
the low fidelity labels in a semi supervised manner for better interpretability of the latent space.
Another possibility is the use of variational autoencoders or GANS to provide improved quality of
reconstructed outputs and robustness of the network.
2.6 Appendix: supplemental procedure description
Since the latent representation characterize the low dimensional essential features of the high
dimensional data, it is necessary to analyze the effect of perturbations of latent features on the
reconstructed image and high fidelity outputs. As we study the perturbations of latent features,
it would help us in evaluating the efficacy and robustness of the network. We investigate effect of
some perturbation techniques on the predicted outputs of the neural network.
a) Firstly we perform Principal Component Analysis (PCA) on the encoded space of an image
to find its principal components which are uncorrelated to each other and that explain most of
variation in the data set. PCA is applied on the flattened encoded vector. Though the first 64
principal components explain 90 % variation of encoded data as shown in figure 2.25, we tweak only
the first three principal components to monitor the outputs. However, using PCA to tweak encoded
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images will be very useful for relatively lower dimensional encoded data whose much variation can
be explained by first three principal components. Nevertheless, we use the perturbation technique
for our relatively higher dimensional encoded data set. As shown in figure 2.26a, g1, g2 and g3
are the first, second and third principal components respectively. The changes in reconstructed
output images, high fidelity values are monitored after tweaking the values of the three principal
components independently by a δ percentage. We tweak the first principal component followed by
second and third independently, while keeping the rest of the components unchanged as explained
in figure 2.26a. The encoded latent space of a sample image is tweaked following this method
and the reconstructed images together with the predicted high fidelity short circuit current are
shown in figure 2.26b. The outputs are monitored for different values of δ such as 5%, 30%, 50%
and 100%. As expected, changes in the reconstructed features in images are significant for higher
values of δ. But it can be noticed that there are small changes in features for small values of δ,
which shows correlation between output and encoded data. However, for 5% δ value there is very
small noticeable change in the output, which demonstrates the robustness of our trained network.
Tweaking the first principal component results in more visible changes in the reconstructed image
as it considers the highest variability in the encoded data. For higher values of δ, some of the black
features (electron donor region) become unnoticeable which results in lower values of predicted high
fidelity short circuit current. The trends in predicted high fidelity short circuit current is similar
to what has been noticed for the case of reconstructed images.
b) In the first method we tweak only the first three principal components, but the variance
in the dataset is 90% explained by the first 64 principal components. So, we tweak the whole
low dimensional latent vector by a δ percentage as shown in figure 2.28a. As noted in the first
tweaking method, we observe that only higher values of δ brings more observable changes in the
features. However in contrast to results found using the first tweaking method, its surprising to see
that features (black regions) in the reconstructed image become more darker for higher values of δ
resulting in higher values of predicted short circuit current. If the remaining principal components
produce an opposite effect on the outputs compared to the first three PC’s, the reconstructed images
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would follow a trend opposite to what is noticed using the first tweaking method. Therefore, if
encoded images lie on a higher dimensional manifold, the second method may be more suitable for
monitoring the outputs compared to the first tweaking method.
The encoded latent space is an unstructured low dimensional representation and its not easy to
understand what aspects of the input data and the labels it is correlated to. We place the study
of interpreting the low dimensional subspace which is correlated with the label and image data
as a part of future investigation. However, in this study we show that the low dimensional latent
space is correlated to the high dimensional input image data by intuitively comparing different
micro-structure morphologies for different perturbations of the encoded vectors. Perturbation in
encoded vectors can be quantified using normalized dot product, which is represented as,
x1.x2/|x1||x2| (2.5)
where x1 is the encoded vector of the original image and x2 is the encoded vector of the
modified image. As shown in figure 2.30, features represented using black color are manipulated
and its corresponding effect on the normalized dot product of encoded images are investigated.
Normalized dot product will be equal to one, if no features in the original image are modified.
A large change in the normalized dot product is seen by removing bigger black features and vice
versa. In this way, we show that the learned latent space characterizes and is correlated to the
input image data.
Further, we generate and compare the reconstructed images for different values of encoded
vectors to prove the correlation between encoded and input image data. To achieve this, we find
the encoded vectors of two input morphologies which has very different features and generate images
for ten interpolated values of encoded vectors. Encoded vectors are quantified using normalized dot
products as discussed before. We assign the encoded vector of the first morphology (extreme left
image in figure 2.31b as x1 in the normalized dot product equation. For each interpolated value of
encoded space, predict reconstructed images and high fidelity short circuit current. The normalized
dot product of modified latent vector x2 with respect to the first encoded vector x1 is calculated.
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The process flow is explained in figure 2.31a, where I1 is the first input image whose encoded space
is X1, encoded image of I2 is X2 to which the encoded image of the first image is interpolated.
Figure 2.31b demonstrates the visual correlation between encoded vector and generated outputs.
As discussed before, the network is capable of predicting multiple properties of interest with
very good accuracy. This would greatly enhance accelerated discovery of better materials which
would satisfy multiple properties of interest. The high fidelity predictions by second neural network
trained with 1% and 10% of available data is shown for multiple properties of interest such as short
circuit current density, generation, recombination and transport efficiency (test data results are
shown in figure 2.34 and 2.36). The network is able to accurately predict properties at high level
of accuracy (R2score in the range of .85 - .9) for new test cases.
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Figure 2.11: Shows the prediction performance of the first neural network with low fidelity data
as labels. Prediction performance is evaluated using R2 score, which shows the
degree of correlation between low fidelity predictions computed on the testing set
and known graph based low fidelity values. The low fidelity features are a) fraction
of black vertices, b) weighted fraction of black vertices, c) shortest path distance of
black vertices to interface which are less than excitonic drift diffusion length, d)
shortest path distance of white vertices to interface which are less than excitonic
drift diffusion length, e) fraction of non islands and f) fraction of interface edges that
connect to relevant electrode.
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Figure 2.12: Shows the prediction performance of the first neural network with low fidelity data
as labels. Prediction performance is evaluated using R2 score, which shows the
degree of correlation between low fidelity predictions computed on the testing set
and known graph based low fidelity values. The low fidelity features are a) fraction
of black vertices, b) weighted fraction of black vertices, c) shortest path distance of
black vertices to interface which are less than excitonic drift diffusion length, d)
shortest path distance of white vertices to interface which are less than excitonic
drift diffusion length, e) fraction of non islands and f) fraction of interface edges that
connect to relevant electrode.
Figure 2.13: Loss values for different epochs in logarithmic scales corresponding to the training of




Figure 2.15: Shows the learning performance of the first neural network. Learning performance is
evaluated using R2 score, which indicates degree of correlation between low fidelity
predictions computed on the training set and known low fidelity values based on
graph concepts. The low fidelity features are a) fraction of black vertices, b) weighted
fraction of black vertices, c) shortest path distance of black vertices to interface
which are less than excitonic drift diffusion length, d) shortest path distance of white
vertices to interface which are less than excitonic drift diffusion length, e) fraction of
non islands and f) fraction of interface edges that connect to relevant electrode.
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Figure 2.16: Shows the learning performance of the first neural network. Learning performance is
evaluated using R2 score, which indicates degree of correlation between low fidelity
predictions computed on the training set and known low fidelity values based on
graph concepts. The low fidelity features are a) fraction of black vertices, b) weighted
fraction of black vertices, c) shortest path distance of black vertices to interface
which are less than excitonic drift diffusion length, d) shortest path distance of white
vertices to interface which are less than excitonic drift diffusion length, e) fraction of
non islands and f) fraction of interface edges that connect to relevant electrode.
Figure 2.17: Loss values for different epochs corresponding to the training of second neural
network with high fidelity data as labels and low fidelity, encoded image as inputs.
The loss and epochs are in logarithmic scales.
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Figure 2.19: Comparison between high fidelity short circuit current predictions using a)10% and
b)1% of available training data set. High fidelity prediction is made by training the
network using the low fidelity outputs predicted using the first neural network and
the latent space encoded using auto encoder.
(a) (b)
Figure 2.21: Comparison between high fidelity short circuit current predictions using a)10% and
b)1% of available test data set. The test data involves all data in 64000 samples that
are not included in the training data. Predictions are made without feeding low
fidelity data as input.
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Figure 2.22: Image reconstruction using ten out sample data. Out sample data includes bilayer,
saw tooth and columnar profiles.
(a) (b) (c)
Figure 2.24 True image is in the top while the bottom image is its reconstruction. a)Micro structure reconstruction
for a morphology corresponding to a low value of Jsc b) Micro structure reconstruction for a morphology
corresponding to a high value of Jsc c) Micro structure reconstruction for a saw tooth morphology
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Figure 2.27: Left : Figure explains the first method of tweaking the encoded outputs. Principal
components k1, k2 and k3 of latent space generated using PCA is tweaked by a δ
percentage and fed to the decoder for reconstruction. X is the latent space with n
total number of number of principal components, I’, I” and I”’ are the reconstructed
images corresponding to X’, X” and X”’ tweaked encoded spaces respectively. Right
: The reconstructed images and the predicted high fidelity short circuit current are




Figure 2.29: Left : Figure explains the second method of tweaking the encoded outputs. The
complete encoded vector (X) is tweaked by various values of δ percentage and then
decoded to reconstruct images and predict high fidelity short circuit current (J).
Figure 2.30: Shows the effect of manipulating black color features on normalized dot product.
D.P indicates the value of normalized dot product between encoded space




Figure 2.32: Figure shows the predicted high fidelity short circuit current (J’), reconstructed
images (Imod) and normalized dot product (D.P) of encoded space (Xmod) with
respect to encoded space (X1) of first image. The outputs are generated for different
values of encoded vectors (Xmod) interpolated between the first (X1) and second (X2)




Figure 2.34: Shows the prediction performance of the second neural network using R2 score for
network trained with 1% of training data. The high fidelity features are a)




Figure 2.36: Shows the prediction performance of the second neural network using R2 score for
network trained with 10% of training data. The high fidelity features are a)
Generation efficiency b) Recombination efficiency and c) Transport efficiency.
43
CHAPTER 3. GENERAL CONCLUSION
Several researches have shown that multi fidelity methods provide better accurate results than
single fidelity models. In order to address the issue of multi fidelity modelling for structure property
prediction in materials, a deep neural network is used which can model any non linear correlations
between high and low fidelity data. This multi fidelity neural network provide inexpensive pre-
dictions of properties of interest at highest level of accuracy. The architecture consists of an auto
encoder to generate latent space and two neural networks which uses low fidelity and high fidelity
data respectively. The proposed neural network was implemented for understanding structure
property relationship in organic solar cells. In organic solar cells, short circuit current density can
be calculated using expensive PDE simulation and low cost physical descriptors can be generated
using concepts from graph theory.
We have shown that accurate low cost estimates of multiple properties of interest such as short
circuit current density, generation efficiency, transport efficiency and recombination efficiency is
possible. This would help in design of materials considering multiple properties of interest. We use
several tweaking methods to show the robustness of the trained network and the latent space.
3.1 Future work
There is a lack of understanding of how the latent space generated is linked to the high dimen-
sional morphology it is generated from or its corresponding properties of interest. Therefore, there
is a need to interpret the structure of latent representation by classifying it to different clusters
based on the properties. Also, directly feeding this learned latent representation (correlated to
labels) to the second neural network might sometimes provide more accurate high fidelity data
when compared to our present method of feeding the second neural network.
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Another possibility is the use of variational auto encoders instead of convolutional auto en-
coder as the former has provided sufficient empirical evidence of providing high quality images.
Variational auto encoders uses variational inference technique to generate a latent probability dis-
tribution, and tweaking the values of this distribution may provide better insight in understanding
correlation of latent space with the reconstructed images and , hence, robustness of the trained
network.
It is also necessary to compare the multifidelity neural network with three other methods such as
∆ learning , multi fidelity cokriging and regression methods such as Ordinary least Square Regres-
sion, Least Absolute Shrinkage and Selection Operator and non linear Support Vector Regression
(SVR) used for multi fidelity information fusion for structure property predictions.
