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Dans cette note on etudie le systeme 
oh A(t) est une matrice car&e de fonctions et f = ( fi , *.., fn), f, Ctant des 
distributions. Les sysdmes usuels (f fonction), ainsi que les systemes aux 
aux impulsions [7] en sont des cas particuliers. La Section 1 est auxiliaire. 
On donne ici la notion de famille composable de distributions introduite 
dans [2], la notion de section d’une distribution et on definit quelques espaces 
de distributions utilises dans les paragraphes suivants. Dans la Section 2 
on trouve les solutions du systeme (1). Dans la Section 3 on Ctablit quelques 
resultats concernant l’existence des solutions born&es, periodiques et presque- 
periodiques, analogues aux resultats connus pour les systemes d’equations 
differentielles usuelles. 
1. FAMILLES COMPOSABLESDE DISTRIBUTIONS; ESPACES 6m,B+m,~-m,~'$; 
SECTION D'UNE DISTRIBUTION 
Nous designons par C@ (ou ZIP) l’espace des fonctions d’une variable 
reelle, indefiniment derivables, a support compact, par 5F, m < co, l’espace 
des fonctions a support compact, ayant m d&i&es continues et par 9’ (ou 
,I,) et 5P les espaces adjoints [6]. N ous disons qu’une distribution f E 9 
est d’ordre < m si f E GW. Nous designons par (f, y) la valeur de f E 9' 
sur 91 E B et par D (ou d/&) l’operateur de derivation. Tous les espaces 
adjoints consider& dans cette note sont munis par la topologie forte. 
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Familles Composables de Distributions 
Cette notion a CtC introduite par R. Cristescu [2]. Elle reprhente la gCnCrali- 
sation aux distributions du produit de composition de Volterra. Nous allons 
exposer cette notion dans un cadre quelque peu Clargi. De mCme nous allons 
montrer que les propriCtCs des familles composables rksultent des propriCtCs 
g&hales de l’opkrateur adjoint. 
Nous dirons qu’un espace localement convexe s&par6 @, dont les ClCments 
sont des fonctions R1 + R1 est admissible si 
1. 9cc. 
2. La topologie de 9 est plus fine que la topologie induite par @. 
3. L’espace B est dense dans @. 
Dans ces conditions la restriction g 9 d’une forme 1inCaire continue f E @’ 
est une distribution et f est bien dCterminCe par sa restriction, puisque 9 
est dense dans @. Alors, on peut identifier @’ B un sous-espace de 9. En 
gCnha1, la topologie de @’ est diffkrente de celle induite par 9’. 
Soient @ et Y deux espaces admissibles et soit w = { WS}SERI une famille 
de distributions de @‘, telle que pour toute fonction F E @ la fonction 
!&I = (W(t), dt)? 
appartient ?I Y. La famille w engendre un opkrateur 1inCaire W : Q---f Y, 
W(v) = #. On dira que la famille w est (@, Y)-composable, si l’opkrateur W 
est continu. Alors l’ophrateur adjoint tW’ : Y’ 4 @’ est aussi continu. Pour 
g E Y” on dira que t W(g) est la composition de la distribution g par la famille w 
et on va designer cette distribution par w 7 g. Done pour g E Y’ on a 
w 0 g E @’ et la composition est un opkrateur linkaire continu Y’+ @‘. 
La distribution w 3 g est dkfinie par 
(w 0 g, P> = <g(s), (Tdt), v,(t)>), pour y E CD. 
Si @ = Y = 9, on obtient la composition dkfinie dans [2]. 
OBSERVATION I. La dt$nition don&e ne dkpend pas de l’espace Y dans 
le sens suivant: si w est (@, lu,) et (@, Y,)-composable et si g E YI n Yz, 
alors les deux compositions reprksentent la m&me distribution, puisqu’elles 
coincident pour v E 9. 
Soient @ et Y deux espaces admissibles, @ &ant un espace k translation 
continue, c’est-g-dire de v E @ rksulte 7sv = v(t - s) E @ pour tout s E R1 
et I’opCrateur TV : 0 + @ est continu. La translatke T8 f d’une distribution 
est dkfinie par 
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done TS f E @’ et l’opkrateur de translation 7S en @’ est continu. On dira que 
la distribution f E @’ est (@, Y)-convolutible si la famille w = {TS f}SERI est 
(@, Y)-composable. On dksignera w 0 g par f * g. La convolution est 
dkfinie done par 
<f * g, 9) = w, (f(t), dt + 4>>, pour p E CD. 
En particularisant les espaces @ et !F’ on retrouve les convolutions dkfinies 
dans [6]. 
PROPOSITION 1. Soient Q1, Ge , a3 trois espaces admissibles. Si la famille 
w1 = {WS%ER1 est (G+ , a,)-composable et la famille w2 = {v,2}seR1 est 
(Qz, @,)-composable, alors la famille w = {w’ o v,2}sERI est (D1 , Q-corn- 
posable et l’on a 
w1 0 (w” c g) = {w’ 0 Ws2}&p 0 g, pour g E 02’. 
DLmonstration. Pour CJZ E C& on a 
q(S) = (W’ ij W,2, TJ> = (Ws2(h), <Whl(t), F(t)>>- 
Done en designant par W I’opCrateur engendrk par la famille w et par 
W1 , W2 les opkrateurs engendrks par wl, w2, on a W = W2 o WI , le signe o 
dhignant la composition des opkrateurs. 11 s’en suit que la famille w est 
(@I , Q2)-composable et que t W = t WI o t W2 . 
PROPOSITION 2. Soient C& , a2 et Y trois espaces admissibles avec la pro- 
pri&! que si y1 E 9S1 , alors la d&z&e Dq+ E a2 . Nous supposons aussi que l’ope’ra- 
teur de dhivation D : @I + (P, est continu. Si la famille w = ( W,),,I est 
(Q2 , Y)-composable, alors la famille Dw = {DW,},,,1 est (Q1 , Y)-composable 
et l’on a 
D(w 0 g) = (W 0 g, pour g E Yy’. 
Dt!monstration. Remarquons d’abord que l’opkrateur de dkrivation des 
distributions coi’ncide sur Q2’ avec l’adjoint de l’opkrateur continu 
- D : di, + D2 dtfini par v, + - Dv, , done D W, E $‘. Pour v1 E Q1 on a 
4s) = @W,(t), v,(t)> = - <Ws(t)> Ddt)). 
En dtsignant par D W l’optrateur engendrk par Dw et par W celui engendrk 
parwonadoncDW= WO(- D).Il s’en suit que la famille Dw est (& , F)- 
composable et que t(DW) = “(- D) o tW. 
De la m&me manikre on dkmontre la 
BQUATI~NS DIFF~~NTIELLE~ EN DISTRIBUTIONS 15 
PROPOSITION 3. Si w = {W,},,, 1 est (Q2 , Y)-composable et 01 est un multi- 
plicateur Q1 -+ Q2 , alors la famille CLW = {‘YW~}~~~~ est aussi (G1 , Y)-composable 
et l’on a 
cx(w G g) = (aw) c, g, pour gEY’. 
Soit 9 = {F} une base de filtre en @. On dira que 9 est convergente dans 
le point t E R1 si la base 9-t = {F,), F, =- {v(t)),F est convergente en R1. 
On verifie facilement la 
PROPOSITION 4. Soit @ un espace admissible a translation continue avec la 
proprie’te’ que toute base de f&e convergente en @ est convergente dans chaque 
point t E R’. -4lors la mesure de Dirac 6, E @‘, 6, est (@, @)-convolutible et 
6, *f = %f, pour f E CD’. c-9 
Si v = (vij) est une matrice m x n, on dira que v E @ si vij E @, et que 
v E @’ si vij E @‘. Pour a, E @ .et v = (vij) E @’ on designe par (v, 9) la 
matrice numerique m x n, ((vij, y)). On dira qu’une famille de matrices 
w = {( WF)} scRl est (@, ‘P)-composable, si les mn familles wij = { Wy}SGRI sont 
(@, Y)-composables; si g = (g, , ..-, gn) E ‘IT, on designera par w o g le 
vecteur 
n 
wcg= 
iz 
wlj i, g, , . ..) 
2 ) 
wm3 n 
tigj ’ 
3=1 j=l 
Les resultats precedents restent vrais si l’on remplace les familles compo- 
sables scalaires par des familles de matrices carees n x n et la distribution g 
par une distribution vectorielle g(g, , 13.) 9,). La formule (2) s’ecrit en ce cas 
I Ctant la matrice-unite. 
Espaces 8” 
Dans [6] on introduit l’espace B des fonctions indefiniment derivables 
(a support quelconque). Un systeme de seminormes definissant la topologie 
de & sont les N(K, m), 
K C R1 compact et m entier > 0. Alors d est un espace de FrCchet. Son 
adjoint est l’espace des distributions a support compact. 
Nous considerons aussi l’espace d m des fonctions ayant m d&i&es conti- 
nues avec la topologie definie par le systeme de seminormes N(K, m), 
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KC R1 compact. Nous designons I’espace 8 par 8”. On verifie facilement 
que les bm sont des espaces admissibles complets a translation continue. 
8’” est l’espace des distributions a support compact d’ordre < m. La 
demonstration de ce fait est la m&me que celle don&e dans [6] pour montrer 
que &’ est l’espace des distributions a support compact. 
Espaces B+“, .53-m 
D’apres le modele des espaces 9+ , 9- des fonctions indefiniment deriva- 
bles a support limit& a gauche (respectivement a droite) introduits dans [6], 
nous considerons l’espace 9+” ( res ec p t ivement B-“) des fonctions a support 
limit& a gauche (respectivement a droite) ayant m d&iv&es continues. Nous 
designons SB+ et 9- par B+m respectivement 5%“. Nous designons par 
bry,,+m, , n entier 3 0 le sous-espace de 8” des fonctions ayant le support 
dans [- n, + co). On introduit alors dans 9, m la topologie limite inductive 
stricte [I] des espaces G?~~~,+~) , 1~ = 1, 2, ... . Puisque 8”;n_n,+m) est un 
espace complet et &pare il s’en suit que 9+“z est complet et &pare. 
LB+” est un espace admissible 6 translation continue. Nous allons montrer 
seulement que 53 est dense dans 9J+m, la verification des autres conditions 
&ant immediate. En effet, si p E 9+m, il s’en suit que p se trouve dans un 
apace ~;“_,o,+,) . D’apres [6] il existe une suite de regularisees {P)~} C 8” 
avec cpk + p dans G”“. On peut trouver 01~ E 9, telles que 0 < c+(t) < 1, 
ah(t) = 1, si t E [- n, , n, + R] et al(t) = 0, si t E [- n, - 1, 7z0 + k + 1). 
Posons alors & = akpk. On a & E B, $k + 9) dans G~&r,+m) , d’ou 
& - q~ dans B+m, done 9 est dense dans 9+m. 
En introduisant dans 9-m la topologie limite inductive stricte des espaces 
q?LL,, n = 1, 2, ..A) on deduit que g-m a les m&mes proprietes que g+“. 
Nous designons par 9’3” (respectivement Bkm) l’espace adjoint de 9+m 
(respectivement 9-m). Alors ~2:~ (respectivement 9;“) est l’espace des distribu- 
tions d’ordre < m ci support limit6 & droite (respectivement d gauche). En effet, 
observons d’abord que 53y C a‘,, la topologie de am Ctant plus fine que celle 
induite dans SF par 9+m. Alors, si f E 9’“, elle a le support limit6 a droite; 
saris quoi on pourrait trouver une suite {vie} C 9, telle que f&t) = 0, pour 
t $ (k, R + 1) et (f, vk) = 1, ce qui est impossible puisque pk + 0 dans 
9+m, done (f, p)J --f 0. Reciproquement, si f E GFrn est a support limit& a 
droite, on verifie facilement que f est continue sur 9 muni de la topologie 
induite par B+“, done f E SLY, puisque .F est dense dans 9+“. 
Espaces 9$ 
Dans [6] on introduit l’espace gLI des fonctions v indefiniment derivables 
pour lesquelles Djp, EL1, i = 1, 2, .a*, 9,, Ctant muni par la topologie 
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definie par la famille denombrable de normes 11 * lint , 
L’espace adjoint 58’ est appele l’espace des distributions bow&es. 
Nous considerons aussi l’espace 93 des fonctions q~ ayant m d&i&es 
continues, telles que Djg, EL’, pour j = 0, 1, ..., m, C@ Ctant norm6 par la 
norme 11 . jjlll. Nous designerons BL1 par 9F1 . 
PROPOSITION 5. Les 9p1 sont des espaces admissibles. Nous verifions 
settlement que 58 est dense dans 9p1 . Soit 01 E 99, telle que 
0 < a(t) < 1, a(t) = 1, si t E [- 1, 11, a(t) = 0, si t $ (- 2,2). 
Supposons d’abord m < co et soit 
Soient maintenant y E ZT@ et rpn(t) = a(t/n) v)(t). 11 s’en suit vn E TP et 
%I + v dans ~9. Alors, pour 0 < j < m, t E RI, on a 
et 
;+c [D+(t) - D$(t)] = 0 
k=O 
D’apres le theoreme de convergence de Lebesgue 
+a, 
lim 
s n+m -m 
1 Djpn(t) - D+(t) 1 dt = 0, O<j<m, 
done y, ---f 9) dans 9rl et 9 est dense dans 9T1 . Si m = oc, on a vn -+ ,JJ 
dans chaque @I , 0 < p < 03, d’oh p”n -+ q~ dans C@ . 
On verifie facilement que si m 3 1 on a 
Div(t) = St Di+‘v(t) dt, pour 9Es!, O<j<m-1. (3) --m 
11 s’en suit 
d’oh 
I D+(t) 1 < j-+m / Dj+$(t) I dt, 
--m 
I h(t) I G II F IL 7 O<j<m-1. (4) 
50512/I-2 
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De (3) resulte aussi 
fli D+(t) = 0, o<j<m-1. (5) 
OBSERVATION 2. En general les espaces ~2;~ ne sont pas complets. Ainsi 
le complete de @‘i est L1. Pourtant, si {pn} est une suite de Cauchy duns 
%‘)Lmll-‘, il y a rpO E SF1 , telle que qua + v0 duns SF1 . En effet, de (4) resulte 
done {TV} est une suite de Cauchy dans Bm. Alors il existe v,, E b”, telle que 
%I -~a dans bm. Soit maintenant E > 0 arbitraire. 11 existe N = N(E) 
entier > 0, tel que 
done 
II Pn - vr Ilm+1 < E? pour n, r 3 N, 
I +” 1 D&(t) - Djpp(t) I dt < E, pour n,r 3 N, O<j<m+l. -CT 
Du lemme de Fatou applique Q la suite {I Djyn(t) - D$(t) l}NGrcm , on 
deduit que la fonction 1 Djvn(t) - Djvo(t) /, n > N, 0 < j < m est dans L1 et 
Done ~a E 9y1 et ?T1 + y,, dans 971. 
De l’observation precedente resulte que 9Tl est un espace complet. 
OBSERVATION 3. L’optfrateur de translation est une isomktrie 9FI --f SF1 , 
done les BTI sont des espaces ci translation continue. 
Nous designons par 68 ‘, l’espace adjoint de 9$ . 
PROPOSITION 6. 
Dbnonstration. Si @m est l’espace ~2~1 norme par la norme (j . jlm , l’on a 
d’apres [3] 
gP rzz u @I”. 
,m<o<m 
@m &ant un sous-espace norme, dense de 9y1 , on deduit @‘m = .G@. 
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Nous dirons qu’une distribution bornt!e f est de rang m, (m > 1) si f E 2P 
et f f$ L2Trm-l; nous dirons que f est de rang 0, si f E ~33”‘~. 
EXEMPLES 1. Puisque le complCtC de pLl est L1 il rksulte g’O = Lm. 
2. L’opCrateur de dkrivation est un opkrateur linkaire continu 
3L”;” + 5BTI . Done, si f E .W”, alors Of E C.Pm+l. 
3. Soit f(t) = sin et, done f E ~47”~. Alors Df(t) = et cos et E B’l. La 
fonction Of n’ktant pas bornCe (au sens usuel), on dCduit que Of est de rang 1. 
On va montrer dans Section 3 que la fonction Dmf est de rang m. 
4. Si f est une distribution-fonction sommable, on dCduit de (4) 
I (f, Y> I = j i’+mf(t) y(t) dt / G II v III j”+” If(t) I dt, 
--m -co 
pour 9,EB, 
done f E #l. 
5. On a b’Cg’. 
6. La mesure de Dirac 6 est de rang 1. 
En ce qui concerne le rapport entre l’ordre et le rang d’une distribution, 
l’exemple 3 montre qu’il y a des fonctions indhfiniment dkrivables de n’im- 
Porte quel rang. Cependant, une distribution de rang m est d’ordre < m. 
Section d’une distribution 
Soient f(t) une fonction localement sommable et G un ouvert de RI. On 
appelle section de f & G la fonction localement sommable f = .Cf, oh .$ est la 
fonction caracteristique de G. J dkfinit done une distribution kgale $ f sur 
G et nulle dans le complkmentaire Cc. Si maintenant f est une distribution 
quelconque nous dirons que Jest une section de f d G si f = f sur G et f = 0 
sur CG. 
PROPOSITION 7. Soient f E 9 et G un ouvert de RI, G f R1. I1 existe 
me infinite’ de sections de f ci G; deux d’entre elles di&?rent d’une distribution d 
support dans FrG. Sif est d’ordre < r, on peut trouver des sections d’ordre < r. 
Dhnonstration. D’aprh [6] f peut &tre dCcomposCe en une somme infinie 
convergente et localement finie 
.f = 2 D”jg 
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de dCrivCes de fonctions continues g a support compact. Designons par g la 
section de la fonction continue g a G. On verifie facilement que 
est une section de f i G. 
Si f est d’ordre < Y, alors f est la d&i&e d’ordre Y d’une mesure CL. Soit p 
la mesure definie par 
F(9) = /4&J) pour FE99 
t Ctant la fonction caracteristique de G. 11 s’en suit que p est une section de 
p a G et que Dr,Li est une section de f a G. Evidemment l’ordre de 0’~ est < Y. 
Si maintenant f- est une section, f + h en est une autre, quelle que soit la 
distribution h a support dans FrG; il existe done une infinite de sections de 
f&G. 
Nous dirons que la distribution f E ~3’ est pkiodique de p&ode w si la trans- 
1atCe TV f = f. 
PROPOSITION 8. Quelle que soit la distribution f E WT, 0 < Y < co, de 
periode w il existe une section f~ 8” de f h l’intervalle (0, w), telle que 
la convolution &ant au sens (P, aT). 
De’monstration. D’apres la Proposition 7 on peut trouver une section 
f E ET de f a (0, w). Soit 
On verifie facilement que fi est de periode w et que fi = f sur chaque inter- 
valle (nw, (n + 1) w). 11 s’en suit que la distribution h = f - fi a le support 
dans l’ensemble F = {nw}, . Soit a, E B, telle que 0 < an(t) < 1, an(t) = 1, 
si t = nw et a,(t) = 0, si t $ ((n - 1) w, (n + I) w) et soit h, = m,h. Le 
support de h, est le point nw et 
h == +z h,, . 
n---m 
Puisque h est de periode w l’on a rnrnh = h, done 
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11 s’ensuit T,,/z, = h,,, , parceque le support de rJzn et h,,, est le point 
(p + n) W. Done, pour n = 0 
d’oh 
h = z T,,h,, = ( 2 a,,) * h, 
n--m n=-cc 
et, en posant f = f + h, , l’on a 
De f~ b’r on deduit fi E W’, done h E 5Fr. 11 s’en suit h, E glT, done 
h, E &‘r, puisque h, est a support compact. Par consequent PE 8”. 
2. LES SOLUTIONS DU SYSTEME(~) 
L’existence des solutions du systeme (1) a CtC demontree dans [3,6] par 
la methode de variation des constantes, dans l’hypothese que la matrice 
A(t) E 8”. Afin d’englober les systemes usuels, aussi bien que les sysdmes 
aux imp&ions [7], nous Ctudions le probleme de l’existence des solutions 
dans l’hypothese que A(t) E b”, 0 < m < co. L’analyse des demonstrations 
de [3, 61 montre qu’a quelques observations supplementaires elles restent 
valable pour le cas considere ici. 
Observons d’abord que, d’apres [6], le produit A(t) x est defini seulement 
si x est une distribution d’ordre < m, puisque A(t) E G+. C’est pourquoi 
on va chercher les solutions du sysdme (1) parmi les distributions d’ordre 
< m. 
Soit X(t, s) une matrice fondamentale de solutions (usuels), X(t, t) = I, 
du systeme homogene attache a (I), 
dx 
z = A(t) x. (7) 
PROPOSITION 9. Si A(t) E bm, f E BfT et r < m + 1 le systbme (I) admet 
une injinite’ de solutions 
x = X(4 0) [c + 81 (8) 
oic g est une primitive de X(0, t) f t e c est une constante arbitraire. Les solutions 
sont des distributions d’ordre < r - 1, ou des fonctions & variation bornke sur 
tout intervalle jini, suivant que r > 1 ou r = 0. 
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D&non&ration [6]. Posons 
x = X(t, O)Y, 
x et y, Ctant des distributions de m&me ordre. La matrice X(t, 0) E grn+l 
puisque A(t) E 8”. Alors la premiere d&iv&e du produit X(t, 0)y peut etre 
calculee d’apres les rbgles usuelles 
De 
d-q4 0) Y 
dt 
=yy +x(t,O)$ 
v = A(t) X(t, 0) et x-yt, 0) = X(0, t), 
on obtient pour y le sysdme equivalent a (1) 
g = X(0, t)f. 
On est ainsi amen6 a la recherche d’une primitive, probleme qui a une 
infinite de solutions. Si g est une primitive fixee, alors les autres seront 
c + g, ou c est une constante arbitraire, ce qui demontre (8). Les afirmations 
concernant l’ordre des solutions resultent de [6]. 
OBSERVATION 4. Si f est une distribution-fonction continue le systbme (I) 
n’admet pas d’autres solutions en distributions que les solutions usuelles [6]. 
Remarquons qu’on peut demontrer la Proposition 9 en utilisant les familles 
composables de distributions. En effet, soit a(t) E G”“, telle que 
0 < a(t) < 1, a(t) = 1, si t E [l, + m> 
et 
a(t) = 0, si tE(- co,O] 
et soient f+ = ccf, f- = (1 - a) f, done f = f+ + f- et f+ E LB:, f- E 9:. 
ConsidCrons les sysdmes 
dxf 
et 
--& = A(t) x+ +f+ (9) 
g = A(t) x- + f-. (10) 
Rvidemment X+ + x- est une solution du systeme (1). D’aprb [6], une 
matrice E(t) est appelee solution ClCmentaire de (1) si elle verifie 
dE 
- = A(t) E + 16,. 
dt 
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Alors, en designant par H(t) la matrice de Heaviside, on dtduit que 
ws+(t) = H(t - s) X(t, s), 
s E Rl, est une famille de solutions ClCmentaires. DCsignons par p le nombre 
r - 1 ou r suivant que y > 1 ou r = 0. Les matrices Ws+(t) E 53: . Si 
e, E 52-n, on dCduit 
done v(s) est une matrice dhivable a support limit6 2 droite. En outre on 
vkrifie que 
3 = - T)(s) A(s) - &p(s), 
ds 
done 7 E ~32 +l, et l’ophateur W: 9-p + g- p+l, W+(v) = 7, engendrk par la 
famille w+ = {Ws+}sGRl est continu. Par conskquent, la famille W+ est 
(g-p, WJA1)-composable. En utilisant les propriMs de la composition on 
dCduit 
qw+ cf+) = {Dw,+} ~ERI 0 f+ = {A(t) ws+(t) + 16 }&I of+ 
= (A(t) w’) ‘of- -1 (16) *f’ = A(t) (w’ of’) +f+, 
done w+ L‘ f+ est une solution de (9). De la m&me man&e on montre qu’une 
solution de (10) est la composition w- jf-, oti 
w-=(W- SII s.R’ 1 W-(t) = - H(s - t) X(t, s). 
11 s’en suit que 
w+ cf’ $ w-of- 
est une solution du systkme (I), les autres s’obtenant en ajoutant la solution 
g&kale du systkme (7). Quant g l’ordre des solutions, on obtient ici l’affirma- 
tion de la Proposition 9, seulement pour Y 3 1. 
3. SOLUTIONS BORN&S, P~RIODIQUES, ET PRESQUE-PBRIODIQUES 
Solutions pkiodiques 
Nous supposons ici que A(t) et f sont pkriodiques de la mCme phiode w 
et que le systkme (1) vCrifie les conditions de la Proposition 9, qui garantissent 
l’existence des solutions. 
Une solution x de (1) dtterminke par la constante c est de pkriode w si 
T-,X = X, c’est-a-dire 
X(t + w, 0) [c + T-&l = X(6 0) [c + gl. 
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De 
on deduit 
-qt + w, 0) = X(t, 0) -q,, O), 
[I - X(w, O)] c = X(w, 0) T-og -g. (11) 
La distribution du deuxieme membre de (11) est une distribution-constante, 
sa d&iv&e &ant nulle. Done 
PROPOSITION 10. Le systhne (1) admet des solutions de p&tide w si et 
seulement si le systkme d’kquations 1inJaires (11) est compatible. 
THBO~ME 1. Si le systbme (7) n’admet d’autres solutions de pkiode w 
que la solution nulle, alors pour tout f pkriodique de pkiode w le systkme (1) 
admet une solution ph’odique unique de phiode w, et rhproquement. 
Dt!monstration. Les solutions de (7) sont X(t, 0) x0. Si la condition du 
theoreme est v&it%, on deduit que le systeme d’equations lineaires 
x0 = X(w, 0) x0 
n’admet que la solution nulle, done det [I- X(w, 0)] # 0.11 s’en suit que (11) 
admet une solution unique. 
L’affirmation reciproque est vraie, puisqu’elle est vraie si f est une fonction 
(voir par example [4]). 
Supposons verifiees les conditions du theorbme. On sait [4] que si f est 
une distribution-fonction, la solution periodique unique de (1) est 
p(t) = s, W, s)f(s> 4
oh P(t, s) est de periode w par rapport a t aussi bien qu’a s, 
X(4 0) [I - 4% Ok’ X(0, s), 
WY 4 = jX(t + co, 0) [I - X(w, O)]-1 X(0, s), 
pour O<s<t<w, 
pour O<t<s<ul. 
11 est facile a voir que 
pour 
P(t, s) = X(t, (m - 1) w) [I - X(w, 0)]-l X(0, s), 
(m-l)w+s<t<mw+s. 
D’apres [7], P(t, s) est la solution periodique unique de periode w du 
systeme matriciel aux impulsions 
g =A(t)Z+I 2 Gnu+*. 
m=--m 
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On vkrifie aiskment que si la matrice A(t) est constante P(t, s) = P(t - s, 0), 
done on peut rep&enter la solution pkriodique 
p(t) = qt, 0) *J, 
oh { = tf, 5 &ant la fonction caractkristique de l’intervalle (0, w). Plus gCnC- 
ralement on a la 
PROPOSITION 11. Si la condition du thkor2me I est vt+z&!e, la solution 
phiodique unique de (1) est 
WQf> 
oh w = {W&)lsER1 , WS(t) = P(t, s), etfest une section de f d (0, w), la compo- 
sition &ant au sens (9, CT’), p = max(r - 1,O). 
Dimonstration. Pour 9~ E 9 l’on a 
+a 
w 
m&s zzz 
fi=--m h--lh+s 
Jqt> (n - 1)~) [I - X(w, 0)]-’ X(0, s) v(t)dt. 
La fonction 9 Ctant a support compact, on dCduit que la somme infinie 
est localement finie. 11 s’en suit que la matrice y(s) E &+l, done T(S) E ~9. 
11 est facile A voir que l’ophateur W : 9 + ~9, W(v) = 7 engendrk par la 
famille w est continu. Par conskquent la famille w est (BP, by)-composable. 
Soit f” la section de f Q (0, w construite dans la Proposition 8. En utilisant ) 
les proprittks de la composition on dCduit 
= A(t)(w oj) + (1 g sm) *p = A(t)(w of) + f 
m=--m 
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Done zu o jest une solution du systkme (1). Elle est pkriodique de phiode W, 
puisque 
TJW 0 f) = pi,) * (w of) = {180+h}heR’ -, (w of) 
= {{180+h}htR’ 0 WJ& = p = ((16,) * WS}& 0 p = w T. .f 
ConsidCrons maintenant le systkme adjoint a (7), 
dz -= 
dt - zJt), (12) 
dont les solutions sont z = x0X(0, t) et z E &?n+l. Une solution de (12) est 
de pkriode w si et seulement si sa condition initiale vCrifie 
.z” = zOX(0, w), 
ou bien 
zoX(w, 0) = x0. (13) 
LEMME 1. Pour toute solution pkiodique zz du systbme adjoint (12) et toute 
solution x du systBme (I) on a 
i 
(0 
qT-wx - x) = .c+fdt. 
0 
L’intCgrale est au sens de [5]. 
Dkmonstration. De 
dx 
f dt = .%4(t) x $ zj; 
on dCduit 
done 
d(%x) ~- = ,gf. 
dt 
D’aprb [5], 
s 
w 4% dt = 
o dt T-&X) - fx = (7-z) (7-x) = .qT-ux - x) 
et le lemme est dCmontrC. 
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THBOR~ME 2. Le systLme (1) admet des solutions pkiodiques de pkiode w 
si et seulement si 
.r w zfdt = 0, 0 
pour toute solution 2 de ptfriode w de (12). 
D&no&ration. Si le systeme (1) admet des solutions periodiques, on 
deduit du lemme que la condition est verifiee. Reciproquement, si la condi- 
tion du theoreme est verifiee, l’on a 
z?(T_“J - x) = 0, 
pour toute solution I de periode w de (12). Mais 
LwX - x = qt + w, 0) [c + T-u&q - -qt, 0) [c + gl 
= X(4 0) {[X@J, 0) - 11 c + X(w, 0) ~-cog -d
et done, d’apres (13) 
0 = .z(T&p - x) = .2”([x(co, 0) - I] c + X(w, 0) cog -g} 
= [PX(w, 0) - .P] c + rnO[X(w, 0) Lug -g]. 
Par consequent 
Z”[X(w, 0) T-wg - g] = 0, 
pour toute solution 9 de (13). 11 s’en suit que le systeme d’equations lineaires 
P[I - X(w, O)] = 0, rnOIX(q 0) T-“,g - g] = 0 
a les m&mes solutions que le systeme 
ayr - X(q O)] = 0, 
done le systeme (11) est compatible et le theoreme resulte de la Proposition 10. 
THBORBME 3. Si le systJme (1) n’admet pas de solutions phiodiques de 
pe’riode w, alors il n’admet pas de solutions born&es. 
D&monstrations. Rappelons que d’apres [6] une distribution f est born&e 
si et seulement si l’ensemble des translatees {Th f}hcRl est un ensemble borne 
dans 9‘. 
D’apres le thtoreme precedent, il existe une solution I de periode o du 
systeme (12), telle que 
s 
w zfdt # 0. 
0 
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Observons maintenant que si x est une solution quelconque de 
alors T-,,x, n entier, en est une autre, done, en appliquant le lemme 
solution T-(+~)~~,x, on deduit 
(117 
?i la 
s *, ,qT+jY ~ T-(,-l)ux) = ,i?fdt, n = 1, 2, ... n 
La somme des n premieres Cgalites donne 
s 
w 
qcn,x - x) = n .zfdt, 
0 
done la distribution x n’est pas bornee. 
Solutions Bornkes et Solutions presque-PLriodiques 
Nous allons supposer maintenant que la solution nulle du systeme 
homogene (7) est uniformement asymptotiquement stable. On sait qu’alors il 
existe x 2 1 et p > 0, telles que 
1 X(t, s) 1 < xe-“(t-s), pour t 3s. (14) 
TH~~ORBME 4. Supposons que la solution nulle de (7) est uniformkment 
asymptotiquement stable, la matrice A(t) a m d&i&es continues et bornkes SUY R1 
et la distribution f est de rang r, r < m + 1. Alors le systbme (I) admet une 
solution born&e w c’f oh 
w = iWs(t)lscR1 9 Ws(t) 1 H(t - s) X(t, s). 
Cette solution est de rang Y - 1 ou 0, suivant que r 3 1, ou Y = 0. 
Dtfmonstration. Rvidemment Ws(t) est une famille de solutions ClCmen- 
taires de (l), 
dWs(t) -__ = A(t) W,(t) + I& ) 
dt 
pour s E RI. 
DCsignons par p le nombre r - 1, ou 0, suivant que r > 1, ou r = 0. Pour 
fp E 9x1 on a Ws(t) y(t) EL1. Posons 
44 = P’s(t), At)> = j-+m X(6 4 v(t) dt. 
s 
Done la matrice q(s) est derivable et 
3 = - T(S) A(s) - Iv(s). 
ds (15) 
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11 s’en suit que la matrice Y(S) admet p -+ 1 dCrivCes continues. De (14) 
vn deduit 
/ ?7(s) 1 < K 1,” c@(~-~) I g>(t) / dt. 
De l’existence de l’integrale it&&e 
i’_, J‘-, 
+m dt ’ e-‘*‘t~“’ ) I / ds 
on deduit l’existence de l’autre integrale iteree 
done q(s) est sommable. De (1.5) et des proprietes de la matrice A(t) on deduit 
que 77 E BE:‘. Done la famille w est (9i1 , 9g?l)-composable. Alors 
D(w ‘.-‘.f) = (Dw) I f = {A(t) WY(t) $- 18,JSER1 f 
= w) wt)h f -I- (IS) * f =: A(t) (w ‘-if) + f, 
done w 3 f est une solution du systeme (1). Evidemment w : f est de rang 
~pp.Sir=O,alorswPfestderangOpuisquep=O.Siv31,wofestde 
rang r - 1, parcequ’alors p = Y ~ 1 et 
y - A(t) (w I\ f) =f* 
Remarquons que si f est une fonction non-born&e au sens usuel, le ThCo- 
r&me 4 garantit l’existence d’une solution bornee au sens usuel, a condition 
quefsoit de rang 1. 
OBSERVATION 6. II existe des fonctions indt@iment dhivables de n’importe 
quel rang. En effet soit f(t) = sin et et posons 0-f = f (%I. ConsidCrons l’equa- 
tion scalaire 
Puisque f est de rang 0, f(n) est de rang < n. D’apres le ThCoreme 4, 
z, = w of(%) est une solution bornee (au sens des distributions) de (16). 
La solution gCnCrale de (16) Ctant 
e-k + z n 
on deduit que z, est la seule solution bornee de (16). Nous allons montrer 
par induction que pour n > 1 
2, = f(n-1) - znel (17) 
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a, est de rang n - 1 et fen) est de rang n. En effet, pour n = 1 la fonction 
f - a0 verifie (16) (avec 12 = 1); &ant born&e, on deduit (17) pour 71 = 1. 
Alors .a1 est de rang 0. f’ est de rang 1 d’apres l’exemple 3, Section I. Suppo- 
sons maintenant que les assertions sont vraies pour n - 1 (n > 2). On deduit 
immediatement (17), done z, est de rang n -- 1. Alors f(") est de rang n; 
saris quoi on deduirait du ThCoreme 4 que .a, est de rang < n - 2. 
Nous passons maintenant aux solutions presque-periodiques. Le lemme 
suivant represente un resultat Ctabli dans [7], l’evaluation amelioree de la 
note presente, Ctant sugCrCe par A. Halanay. 
LEMME 2. Supposons A(t) presque-phiodique aux sens de Bohr et la solution 
nulle de (7) uniform~ment asymptotiquement stable. Aloes il existe 01 > 0, 
tel qu’ci tout 17 > 0 correspond 1 = l(7) > 0, avec la prop&U que duns chaque 
intervalle de lonfueur 1 on peut trouver un nombre w qui ve’rifie 
/ X(t + w, s + co) - X(t, s) 1 < Te-a(t-s), si t 2% 
Dkmonstration. Soient 
@e 
a=iqqi+ 
y = x2(1 + 4 
IJe ’ 
done 
e-Pug < r 40 
x2 e- ’ pour u > 0. 
Soit w une T/y-presque-periode de A(t). La fonction 
Y(t) = X(t + w, s + w) - X(t, s) 
verifie l’equation matricielle 
dY 
- = A(t) Y + [A@ + w> - A(t)] X(t + w, s + w), dt 
Y(s) = 0. 
La formule de variation des constantes donne 
Y(t) = j-’ X(t, h) [A(h + w) - A(h)] X(h + w, s + w) dh. 
s 
Alors, pour t > s on a d’aprts (14) 
1 X(t + co, s + w) - X(t, s) 1 < x2 I’ 1 A(h + W) - A(h) 1 e-fi(t-s) dh, 
s 
done 
1 X(t + W, s + w) - X(t, s) 1 < 5 X2e-fl(t-s)(t - s) 
et le lemme resulte de (18). 
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OBSERVATION 7. La fonction X(t, s) verifie certaines proprietes usuelles 
dans la theorie des fonctions presque-periodiques. Mentionnons qu’avec 
les methodes usuelles de cette theorie on peut Ctablir que X(t, s) est unifor- 
mement continue dans le semiplan t > s, ainsi que le theortme des presque- 
periodes communes a X(t, s) et a une fonction presque-periodique usuelle 
f(t). C’est pourquoi nous dirons que s(t, s) est presque-phiodique en diagonale. 
TH~OR$ME 5. Supposons que la solution nulle de (7) est unijormt?ment 
asymptotiquement stable, A(t) E 23 et A(t) et f sont presque-pt!riodiques.l Alors 
le syst+?me (1) admet une solution presque-pe?iodique unique w 1: f. 
Dhonstration. Nous montrons d’abord que si f est une distribution- 
fonction presque-periodique au sens de Bohr, alors z(t) = w 1~ f est presque- 
periodique au meme sens. Remarquons encore que dans ces conditions, 
l’existence de la solution presque-periodique resulte d’un theoreme de 
A. Halanay [4]. 
11 est facile a voir que dans ces conditions 
Soit 
w : f = J” X(t, s)f(s) ds. 
--m 
Soit E > 0 arbitraire, 
et u une T-presque-periode commune de X(t, s) et f(t). Alors 
/ z(t + w) - z(t) / = 1 jttoX(t + w, s)f(s) ds - j-’ 
--m --CL 
X(t, s)f(s) ds 1 
= IS t --co [X(t + w, s + w)f(s) - X(t, s)f(s)] ds 1 , 
done, d’aprits le lemme 
t I 4t A- w) - z(t) 1 <s I -qt + WP s + a) I If@ + w) -f(s) I ds -cc 
t 
+ s i -W + w, s + w) - --I X(6 4 I I f(s) I ds < rl$ + 7 : d ~9 
ce qui montre que w est une c-presque-periode de z(t). 
1 On d6signe par B l’espace des fonctions dont toutes les d&iv&s sont born&s 
sur R’. 
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Supposons maintenant que f est une distribution presque-pkriodique [6]. 
L’espace des fonctions presque-pkriodiques au sens de Bohr Ctant dense 
dans I’espace des distributions presque-pkriodiques, il s’en suit que w of 
est aussi presque-pCriodique.2 
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