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Résumé en français
Cette thèse porte sur l’étude d’espaces de fonctions définies dans des domaines du plan de
type arborescent appelés domaines ramifiés, dont la frontière présente une partie fractale auto-
similaire. Ce type d’objet fractal a été introduit par B. Mandelbrot dans [Man82], puis étudié
dans l’article [MF99].
Ce manuscrit est consacré a des questions d’analyse en amont de la modélisation de struc-
tures arborescentes, comme des arbres ou des plantes, le poumon humain, des deltas de fleuves,
etc. On se contente pour le moment d’envisager des modèles en deux dimensions seulement.
Nous nous intéressons dans ce travail à des propriétés de trace et de prolongement pour
ces domaines. Nous considérons également des problèmes aux limites dans ces domaines et leur
complémentaire.
Dans cette introduction, on commence par décrire la notion de fractalité et ses principales
propriétés, on définit la classe des ensembles auto-similaires ainsi que celle des domaines ramifiés
de !n .
On rappelle ensuite des outils d’analyse dont nous disposons dans les domaines dont la
frontière n’est pas régulière. On s’intéresse en particulier aux résultats de trace sur la frontière
de ces domaines, et aux résultats de prolongement à l’extérieur. On détaille la définition des
espaces de fonctions jouant un rôle dans ces théorèmes.
On introduit ensuite les outils disponibles dans le cas particulier des domaines ramifiés qui
font l’objet de cette thèse.
On conclut cette introduction avec des applications des espaces fonctionnels introduits à
l’étude d’équations aux dérivées partielles dans des domaines à frontière fractale.
On propose pour finir un résumé des articles dont la thèse est composée.
1.1 Ensembles fractals auto-similaires et domaines ramifiés
1.1.1 Les ensembles fractals et leur dimension
La notion de fractalité a été introduite par Benoît Mandelbrot. Aujourd’hui encore, aucune
définition de cette notion ne fait consensus. Il est cependant communément entendu lorsqu’on
parle d’objet fractal que l’on désigne un objet présentant une extrême irrégularité, caractérisé
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par une forme d’invariance par changement d’échelle. En d’autres termes, il s’agit d’ensembles
qui présentent des détails à toutes les échelles. On peut aussi voir les ensembles fractals comme
des objets dont la dimension n’est pas entière, la notion de dimension étant à préciser.
Les ensembles ayant des propriétés fractales étaient connus avant les travaux de Mandelbrot,
c’est le cas par exemple de l’ensemble de Cantor décrit ci-dessous. Toutefois, on doit à Mandel-
brot d’avoir établi l’intérêt indéniable de l’étude des fractales, en mettant en valeur les liens entre
ces ensembles et les formes de la nature dans son livre The Fractal Geometry of Nature [Man82].
Ce dernier propose dans son ouvrage de modéliser des formes ou des structures naturelles non
plus par des objets lisses de la géométrie classique, mais par des ensembles fractals, qui rendent
compte de l’irrégularité parfois très importante de ces objets.
Exemples Parmi les exemples les plus célèbres, on trouve l’ensemble triadique de Cantor. Il
est construit en partant du segment [0,1] dont on commence par retirer le tiers médian. On
obtient alors le deuxième ensemble sur la Figure 1, constitué de deux segments de longueur 1/3.
On retire ensuite le tiers médian de chacun des segments obtenus, et on itère cette opération à
l’infini. L’ensemble obtenu de cette manière est l’ensemble de Cantor.
Figure 1 – Premières itérations de la construction de l’ensemble de Cantor
Le triangle Sierpin´ski est un autre exemple classique d’ensemble fractal. On l’obtient en partant
d’un triangle équilatéral plein dont on retire le triangle équilatéral formé en joignant les milieux
des trois côtés du premier triangle. On obtient alors trois triangles dont on retire également
un plus petit triangle (voir Figure 2). En renouvelant cette opération à l’infini, on obtient le
triangle de Sierpin´ski.
1.1.1.a Dimension de Hausdorff
On a recours à différentes définitions de la notion de dimension pour décrire les objets
fractals. La plus commune est la dimension de Hausdorff dont on rappelle ici la définition dans
le cas particulier des ensembles boréliens de !n .
On rappelle pour commencer la définition des mesures de Hausdorff. Pour ! > 0 et s > 0, on
définit la mesure borélienneH s! par
H
s
! (B) = inf
∑
i∈"
(diam Xi )
s , B ⊂
⋃
i∈"
Xi , diam Xi < ! pour tout i ∈"
 ,
pour tout borélien B de !n . On définit alors la mesure de Hausdorff s -dimensionnelle comme
la mesure borélienneH s = lim
!→0
H
s
! .
On note que la mesure de HausdorffH n coïncide sur !n avec la mesure de Lebesgue n-dimen-
sionnelle λn.
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Figure 2 – Le triangle de Sierpin´ski et les premières itérations de sa construction
Les mesures de Hausdorff présentent la particularité fondamentale que pour tout borélien B de
!n , il existe un réel d , 0# sd #∞ tel que
& pour tout s < d ,H s (B) =∞,
& pour tout s > d ,H s (B) = 0.
Le réel d est appelé dimension de Hausdorff du borélien B .
1.1.2 Ensembles auto-similaires et domaines ramifiés
1.1.2.a Ensembles autosimilaires
Les ensembles dits auto-similaires peuvent être décrits comme des ensembles formés de con-
tractions d’eux-mêmes. Ils présentent de ce fait une forte invariance par changement d’échelle.
De fait, la plupart d’entre eux ont des propriétés fractales.
L’intérêt porté à ces ensembles s’explique par le fait que malgré leur irrégularité, ils s’expriment
de manière très simple, et leur invariance par changement d’échelle permet de les étudier avec
précision. Ils sont en outre de bons modèles pour nombre d’objets naturels qui ont des proprié-
tés relativement similaires, comme les arbres, les fougères, certaines montagnes, mais aussi les
poumons ou les vaisseaux sanguins.
Les ensembles auto-similaires peuvent être définis dans le cadre très général des espaces mé-
triques, on se limitera toutefois ici au cas de !n , n $ 1, suffisant pour la suite.
Plus précisément, un ensemble auto-similaire K de !n s’écrit
K =
N⋃
i=1
fi (K), (1)
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où les f1, . . . , fN sont des similitudes contractantes, c’est-à-dire qu’il existe ri ∈]0,1[, i = 1, . . . ,N
appelés rapports de contraction des fi , tels que pour tous x , y ∈!n et i = 1, . . . ,N ,
| fi (x)− fi (y)| = ri |x − y|.
On peut montrer (voir par exemple [Hut81]) que lorsqu’on a fixé les similitudes contrac-
tantes f1, . . . , fN , il existe un unique compact K de !
n satisfaisant (1). On dit alors que le com-
pactK est l’invariant associé à la famille de similitudes ( f1, . . . , fN ). On donne parfois à la famille
( f1, . . . , fN ) le nom de système de fonctions itérées (IFS).
La preuve utilise le théorème de point fixe de Banach-Picard, l’application F définie par
F (A) =
N⋃
i=1
fi (A) (2)
pour tout compact A de !n étant contractante pour la distance de Hausdorff. L’application F
fournit alors un moyen de construire l’ensemble invariant associé à un IFS par récurrence, en
appliquant F de façon itérée à n’importe quel compact de !n .
Les systèmes de fonctions itérées sont alors un moyen très pratique pour construire aisément
des ensembles fractals.
Exemples L’exemple le plus simple d’ensemble auto-similaire est le segment [0,1], qui est
l’invariant des homothéties de centre 0 et 1, et de rapport 1
2
. Cet exemple montre par ailleurs
que les ensembles auto-similaires peuvent être réguliers et avoir des dimensions entières.
De son côté, l’ensemble de Cantor est en fait l’invariant de la famille de similitudes constituée
des homothéties de centre 0 et 1, et de rapport 13 . La construction de la Figure 1 ci-dessus est
d’ailleurs la construction itérative décrite plus haut : elle consiste à appliquer F de manière
répétée au segment [0,1].
Le triangle de Sierpin´ski est quant à lui l’invariant de l’IFS constitué des trois homothéties ayant
pour centre les sommets respectifs d’un triangle équilatéral, et pour rapport 12 . On obtient
la construction de la Figure 2 en appliquant la transformation F associée à l’IFS au triangle
équilatéral plein.
Dimension des ensembles auto-similaires
On peut facilement calculer la dimension de Hausdorff d’un ensemble auto-similaire K à
partir des rapports de contraction des similitudes qui lui sont associées, à condition que ces
similitudes vérifient les bonnes propriétés. Bien que le compact auto-similaire associé à un IFS
soit unique, on voit aisément que la réciproque est fausse : on obtient par exemple le même
compact invariant en ajoutant à un IFS l’une de ses similitudes. On remarque également que le
segment [0,1] est aussi l’invariant des homothéties de centre 0 et 1 ayant pour rapport n’importe
quel réel a ∈ [1/2,1].
On dit qu’un IFS satisfait la condition de l’ouvert, ou condition de Moran (voir [Mor46]) s’il
existe un ouvert borné ω ⊂!n vérifiant) ⋃N
i=1 fi (ω)⊂ω,
fi (ω)∩ f j (ω) si i )= j .
(3)
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Dans le cas où la condition de l’ouvert est vérifiée, Moran montre dans [Mor46] que la dimen-
sion de Hausdorff du compact auto-similaire K est l’unique réel d > 0 tel que
N∑
i=1
ri
d = 1. (4)
En fait, on a même 0<H d (K)<∞.
On note par exemple que lorsqu’on ajoute une de ses similitudes à un IFS, ou lorsqu’on
augmente le rapport de contraction de similitudes engendrant le segment [0,1], on obtient un
IFS qui ne satisfait pas la condition de l’ouvert. La condition de l’ouvert permet en quelque
sorte de limiter les recouvrements entre les ensembles fi (K), i = 1, . . . ,N .
Exemples On voit aisément que la famille de similitudes décrite au paragraphe précédent
pour construire l’ensemble de Cantor vérifie la condition de l’ouvert dans !, en considérant
par exemple l’ouvert ]0,1[. La dimension de Hausdorff de l’ensemble de Cantor vaut donc
ln2/ ln3≈ 0,63.
De même, les similitudes ayant pour invariant le triangle de Sierpin´ski données au paragraphe
précédent vérifient la condition de Moran dans !2 en prenant pour ω l’intérieur du triangle
équilatéral. On en déduit la dimension de Hausdorff du triangle de Sierpin´ski, qui vaut
ln3/ ln2≈ 1,58.
Description des ensembles auto-similaires
Si K est l’invariant d’un IFS ( f1, . . . , fN ), on peut établir une correspondance entre les suites
de similitudes prises parmi les fi et les points de K . On a alors recours à des notations consistant
à représenter les suites de similitudes par des suites à valeurs dans {1, . . . ,N} ; on introduit les
notations suivantes :
& on désigne par Ak = {1, . . . ,N}k l’ensemble des suites finies de taille k ∈ "# à valeurs
dans {1, . . . ,N}, on appelle aussi les éléments de Ak des mots de taille k dans l’alphabet
{1, . . . ,N}, il sera utile d’introduire aussi un ensembleA0 contenant un seul élément qu’on
appelle le mot vide et qu’on convient de représenter par ε ;
& on note A = ⋃n$0An l’ensemble des suites finies à valeurs dans {1, . . . ,N}, on appelle
les éléments de A des mots finis dans l’alphabet {1, . . . ,N} ;
& on note A∞ = {1, . . . ,N}"
#
les suites infinies à valeurs dans {1, . . . ,N}, et on appelle les
éléments de A∞ des mots infinis dans l’alphabet {1, . . . ,N}.
Les ensembles Ak , A et A∞ permettent de représenter les suites de tailles k, finies, et infinies
de similitudes parmi les fi : pour k $ 1 et σ ∈Ak , on définit la similitude fσ par
fσ = fσ(1) ◦ . . . ◦ fσ(k). (5)
Dans le cas où σ est le mot vide ε, on convient que fε = Id. Si σ ∈ A∞ et x ∈ !n , la suite
( fσ(1) ◦ . . . ◦ fσ(k)(x))k converge vers un point de l’invariant K fσ (x) indépendant de x qu’on
appelle encore fσ :
fσ = lim
k→∞
fσ(1) ◦ . . . ◦ fσ(k)(x). (6)
On appelle parfois fσ le point limite du mot σ ∈A∞. La proposition suivante justifie la descrip-
tion du compact invariant par les suites de similitudes parmi les fi .
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Proposition 1.1.1 – Si K est l’invariant des similitudes contractantes f1, . . . , fN , alors l’application
h : σ ∈A∞ ,→ fσ ∈K (7)
est surjective.
On peut donc décrire tout point x de K par au moins une suite infinie de similitudes, qu’on
appelle encore adresse du point x .
On note par ailleurs que la fonction h n’est pas toujours injective, même lorsque l’IFS satisfait la
condition de l’ouvert. Dans le cas du segment [0,1], on a par exemple
1
2
= h((1,2,2, . . .)) = h((2,1,1, . . .)). En fait, la fonction h est une bijection si et seulement si
fi (K)∩ f j (K) = - pour tous i )= j .
Quelques notations
Pour décrire les suites de similitudes, il sera utile pour la suite d’avoir recours aux notations
suivantes, empruntées à la théorie des langages formels.
& Pour deux entiers n,m et σ ∈An , σ ′ ∈Am , on définit
σσ ′ = (σ(1), . . . ,σ(n),σ ′(1), . . . ,σ ′(m)) ∈An+m .
Pour m =∞, on définit σσ ′ ∈A∞ de manière similaire.
& Si n > 0 et σ ∈An , on définit pour k $ 0
σ k = σσ . . .σ︸ ︷︷ ︸
k
∈ Ank , σ∞ = σσ . . .σ . . . ∈ A∞,
& Si σ ,τ ∈A , on pose σ |τ = {σ ,τ}⊂A .
& Pour σ ∈A etX ⊂A ∪A∞, on définit σX = {στ, τ ∈X }. De même, siX ⊂A , on
définit l’ensembleX σ = {τσ , τ ∈X } pour σ ∈A ∪A∞.
& SiX ⊂A et k ∈", on introduit les ensembles
X
k = {σ1 . . .σk , σ1, . . . ,σk ∈X }, X # =
⋃
k∈"
X
k
X
∞ = {σ1σ2 . . . ∈A∞, ∀i , σi ∈X }.
& Si σ ∈A ∪A∞ s’écrit σ = ττ′, on dit que τ est un préfixe de σ , et que τ′ est un suffixe de
σ .
Si σ ,τ ∈A ∪A∞ sont tels qu’aucun des deux mots σ et τ n’est préfixe l’un de l’autre, on
notera σ ⊥ τ.
Exemple. Si N = 2, l’ensemble noté (12|21)∞ désigne les mots infinis σ vérifiant
σ(2k) )= σ(2k − 1) pour tout entier k positif.
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Ensemble d’auto-intersection, ensemble post-critique
On définit ici la notion d’auto-intersection d’un ensemble auto-similaire, utile pour la suite.
On dit qu’un ensemble auto-similaire K invariant pour la famille de similitudes ( f1, . . . , fN )
présente des auto-intersections s’il existe des points de K ayant deux adresses distinctes, c’est-à-
dire qu’il existe σ ,τ ∈A∞ tels que σ )= τ et h(σ) = h(τ).
On définit alors l’ensemble d’auto-intersection de K comme l’ensemble des points de K ayant
plusieurs adresses distinctes, qu’on peut écrire
⋃
σ∈A
fσ (ΞK ), où
ΞK =
⋃
i )= j
fi (K)∩ f j (K). (8)
On note par exemple que l’ensemble de Cantor n’a pas d’auto-intersections, ou que l’ensemble
d’auto-intersection du triangle de Sierpin´ski est constitué des images des centres des trois simili-
tudes par les transformations fσ , σ ∈A \ {ε}.
Ensembles auto-similaires p.c.f. Soient K un ensemble auto-similaire et ΞK l’ensemble défini
par (8). On introduit l’ensemble CK = h
−1(ΞK )⊂A appelé ensemble critique associé à K , où la
fonction h est définie en (7). On appelle alors ensemble post-critique de K l’ensemble de mots
PK =
⋃
{σ ∈A∞, ∃τ ∈A \ {ε}, τσ ∈ CK}. (9)
On dit alors que K est post-critiquement fini (p.c.f.) si l’ensemble post-critiquePK est fini. On
définit alors l’ensemble
V0,K = h(PK) (10)
qu’on appelle parfois le bord de K . On note Ξ, C , P et V0 au lieu de ΞK , CK , PK et V0,K
lorsque le contexte est clair.
Exemple. Dans le cas du triangle de Sierpin´ski, l’ensemble Ξ est constitué des milieux des trois
segments du triangle équilatéral formé par les points fixes des similitudes. L’ensemble critique
est alors donné par
C = {12∞, 21∞, 23∞, 32∞, 31∞, 13∞}.
L’ensemble post-critique est alors P = {1∞, 2∞, 3∞}, et V0 est constitué des centres des trois
similitudes.
1.1.2.b Mesure invariante sur les ensembles auto-similaires
Si K est le compact invariant associé à l’IFS ( f1, . . . , fN ), J. Hutchinson montre qu’il existe
une unique mesure de probabilité µ sur K telle que
µ =
N∑
i=1
ri
dµ fi , (11)
où d est le réel défini en (4) et µ fi désigne la mesure image de µ par la similitude fi (voir
[Hut81]). On appelle cette mesure la mesure invariante ou mesure auto-similaire associée aux
similitudes f1, . . . , fN .
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Dans le cas où l’IFS vérifie la condition de l’ouvert, cette mesure n’est autre qu’une renor-
malisation de la mesure de HausdorffH d restreinte à K . On montre en outre (voir par exemple
[Kig01]) que K vérifie la propriété
H
d ( fi (K)∩ f j (K)) = 0 pour i )= j . (12)
1.1.2.c Domaines ramifiés
Nous décrivons ici les domaines ramifiés, sur lesquels nous allons porter notre intérêt dans
toute la suite. Il s’agit de domaines de type arborescent de !n dont la frontière contient un
ensemble auto-similaire.
On considère un IFS ( f1, . . . , fN ) dans !
n , ainsi que que deux points P1 et P2 de !
n tels que
P1 )= P2, et une courbe régulière Γ0 joignant P1 à P2. Lorsqu’il existe un ouvert connexe borné
Y 0 dans !n de frontière régulière par morceaux tel que :
& Γ0 ∪⋃i fi (Γ0)⊂ ∂ Y 0,
& pour tous σ ,τ ∈A tels que σ ⊥ τ, fσ (Y 0)∩ fτ(Y 0) = -,
on dit que l’ouvert Ω⊂!n défini par
Intérieur
⋃
σ∈A
fσ (Y
0)
 (13)
est un domaine ramifié pour les similitudes f1, . . . , fN .
Du fait de leur définition, les domaines ramifiés satisfont la propriété (3), ce qui implique qu’un
IFS pour lequel il existe un domaine ramifié satisfait la condition de l’ouvert.
1.1.3 Une classe de domaines ramifiés du plan
1.1.3.a Une classe d’ensembles auto-similaires non p.c.f. du plan
Nous décrivons ici les ensembles auto-similaires qui nous intéresseront dans la suite de la
thèse. Ces ensembles ont été définis dans [Man82] par B. Mandelbrot qui introduit la classe des
arbres fractals, des compacts de !n présentant des branchements à toutes les échelles. Les arbres
fractals, et particulièrement leur partie auto-similaire ont été étudiés en détail par B. Mandelbrot
et M. Frame dans [MF99]. La topologie de ces ensembles a par ailleurs fait l’objet d’une étude
dans [Tay07, Tay09].
On se place dans !2. On considère deux similitudes f1 et f2 dont les rapports de contrac-
tion sont les mêmes (notés a ), et les angles sont opposés (notés ±θ), avec 0 < θ < pi2 . Plus
précisément, les similitudes f1 et f2 que nous considèrerons sont décrites par
f1
5
x1
x2
6
=
5 −α
β
6
+ a
5
x1 cosθ− x2 sinθ
x1 sinθ+ x2 cosθ
6
,
f2
5
x1
x2
6
=
5
α
β
6
+ a
5
x1 cosθ+ x2 sinθ
−x1 sinθ+ x2 cosθ
6
,
(14)
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pour tout (x1, x2) ∈ !2, où α et β sont des réels positifs. On appelle Γ∞ le compact invariant
pour les similitudes f1, f2. La Figure 3 présente des exemples de ces invariants pour différentes
valeurs de a et de θ.
On verra dans le paragraphe suivant que le système de similitudes ( f1, f2) satisfait la condition
de l’ouvert, ce qui justifie le calcul immédiat de la dimension de Hausdorff de Γ∞ notée d dans
la suite :
d := dimH Γ
∞ =
log2
log1/a
.
θ= pi3 , a < a
#
θ
θ= pi3 , a = a
#
θ
θ= pi
4
, a < a#
θ
θ= pi
4
, a = a#
θ
θ= pi5 , a < a
#
θ
θ= pi5 , a = a
#
θ
Figure 3 – L’invariant des similitudes f1 et f2 pour différentes valeurs de θ et a.
L’ensemble d’auto-intersection de Γ∞
Le résultat suivant, énoncé par ailleurs dans [MF99], est démontré au Chapitre 1 (voir aussi la
Figure 3).
Théorème 1.1.1 – Pour tout θ ∈]0, pi2 [, il existe un unique réel a#θ ∈ ( 12 ,1) tel que :
& si a < a#
θ
, alors f1(Γ∞)∩ f2(Γ∞) = -, ce qui implique par auto-simlarité que Γ∞ est totalement
disconnexe, c’est-à-dire que les seules parties connexes de Γ∞ sont les singletons,
& si a = a#
θ
, alors f1(Γ
∞) ∩ f2(Γ∞) )= -, c’est-à-dire que Γ∞ présente des auto-intersections,
et l’auto-similarité de l’invariant implique que Γ∞ est connexe (par le Théorème 1.6.2. de
[Kig01]).
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Il sera utile par la suite de s’intéresser à l’ensemble d’auto-intersection du fractal Γ∞ lorsque
a = a#
θ
, et plus particulièrement à sa dimension. On rappelle que l’ensemble d’auto-intersection
de Γ∞ s’écrit
⋃
σ∈A fσ (Ξ), où Ξ = f1(Γ
∞) ∩ f1(Γ∞). Sa dimension de Hausdorff est alors la
même que celle de Ξ.
Lorsque a = a#
θ
, on distingue deux cas très différents.
– Si θ n’appartient pas à l’ensemble pi2"# des réels
pi
2k où k ∈ " \ {0}, on montre dans le
Théorème 1.2.2 que Ξ est réduit à un singleton donné par le point limite f12m+1(12)∞ , oùm
est le plus petit entier tel que mθ $ pi
2
. En d’autres termes, l’ensemble critique C de Γ∞
s’écrit :
C = {12m+1(12)∞, 21m+1(21)∞}.
On en déduit que l’ensemble post-critique est {2k(12)∞, 0 # k # m + 1} ∪ {1k(21)∞,
0# k #m+ 1} et que Γ∞ est p.c.f.
Par ailleurs, l’ensemble d’auto-intersection de Γ∞ est dénombrable dans ce cas.
– Si en revanche θ appartient à l’ensemble pi
2"#
, on montre dans le Théorème 1.2.2 que Ξ est
constitué des points limites fσ pour σ ∈ 12m+1(12|21)∞. L’ensemble critique de Γ∞ s’écrit
alors
C = 12m+1(12|21)∞|21m+1(21|12)∞.
L’ensemble post-critique est donc donné par
{2k(12|21)∞, 0# k #m+ 1}∪ {1k(21|12)∞, 0# k #m+ 1},
et Γ∞ n’est pas p.c.f.
Dans ce cas, Ξ est par ailleurs un ensemble de type Cantor, dont la dimension de Haus-
dorff est donnée par
dimH Ξ =
log2
2 log1/a
=
d
2
.
Ceci découle du fait qu’à une contraction près, on peut voir Ξ comme le compact invariant
des similitudes f1 ◦ f2 et f2 ◦ f1, toutes deux de rapport de contraction a2 (voir Proposition
1.2.1), dont on verra qu’elles forment un système satisfaisant la condition de l’ouvert.
Le paramètre critique a#
θ
peut être calculé en résolvant une équation polynomiale dont le
degré dépend de l’angle θ (voir le Théorème 1.2.1) :
Proposition 1.1.1 – Pour 0< θ< pi
2
, le paramètre critique a#
θ
est donné par l’unique racine positive
de l’équation :
m∑
i=0
X i+2co s (iθ) =
1
2
,
oùm est le plus petit entier tel quemθ$ pi2 .
Dans [MF99], les auteurs étudient le rapport critique a#
θ
quand θ varie et proposent une
courbe représentant a#
θ
en fonction de l’angle θ, donnée en Figure 4. Le cas qui nous intéresse
ici correspond aux angles 0< θ< pi2 sur la figure.
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pi/2pi/4 3pi/4
a#
θ
1/2
θ
3/4
Figure 4 – Valeurs de a#
θ
en fonction de l’angle θ
(source : [MF99])
θ
P2
Y 0
Γ0
f2(Γ
0)
P1
f1(Γ
0)
Figure 5 – Construction de Y 0
Nous donnons ici un exemple de domaines
ramifiés pour les similitudes f1 et f2 définies en
(14). Les domaines ramifiés que nous considère-
rons ici sont construits en prenantY 0 polygonal.
On introduit les points du plan P1 = (−1,0) et
P2 = (1,0), ainsi que le segment Γ
0 joignant P1 à
P2. On définit alors Y
0 comme l’intérieur du po-
lygone P1P2 f2(P2) f2(P1) f1(P2) f1(P1)P1 (voir Fi-
gure 5). On appelle alors Ω(a,θ,α,β) l’ouvert
défini par (13).
Dans [AT10], Y. Achdou et N. Tchou donnent une condition suffisante sur α, β et θ pour que
Ω soit un domaine ramifié pour les similitudes f1 et f2, comme défini au paragraphe 1.1.2.c, et
prouvent le résultat suivant.
Théorème 1.1.2 – Pour tout θ ∈]0, pi2 [, il existe des réels α,β > 0 tels que Ω(a,θ,α,β) soit un
domaine ramifié pour tout a # a#
θ
.
Dans la suite, on notera D la classe des domaines ramifiés obtenus de cette manière :
D = {Ω(a,θ,α,β) domaine ramifié, 0< θ< pi/2, a # a#θ}. (15)
La Figure 6 présente quelques exemples de domaines ramifiés de D pour différentes valeurs de
θ.
1.1.3.c Le cas de la dimension 3
En demension 3, des ensembles auto-similaires du type des ensembles introduits au para-
graphe 1.1.3.a ont fait l’objet d’une étude géométrique dans [FLB07, BB09]. Dans ces travaux,
le nombre de similitudes est arbitraire, et les similitudes présentent des propriétés de symétrie
analogues à celles qu’on considère en demension 2.
En particulier, dans [FLB07], les auteurs s’intéressent au cas où l’auto-intersection des ensembles
fractals obtenus est non vide. Plus spécifiquement, ils proposent une méthode pour approcher
le rapport de contraction critique des similitudes pour lequel l’auto-intersection est non vide,
ainsi que les adresses des éventuels points doubles du fractal. On constate d’importantes analo-
gies avec le cas de la demension 2 : les points d’auto-intersection ont les mêmes adresses pour de
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θ= 5pi/12 θ= pi/4
θ=pi/5 θ= pi/8
Figure 6 – Quelques exemples de domaines ramifiés pour a = a#
θ
nombreux angles différents, et ces adresses changent à des valeurs critiques de l’angle définissant
les similitudes. De plus, les adresses des points doubles sont périodiques à partir d’un certain
rang.
Par ailleurs, on peut construire des domaines ramifiés en demension 3 dont la partie auto-
similaire de la frontière est non p.c.f. (un tapi de Sierpin´ski par exemple). Il semble toutefois
ardu de trouver des exemples en demension 3 analogues au cas où θ ∈pi/(2"#) en demension 2.
1.2 Éléments d’analyse d’espaces de fonctions dans les domaines
irréguliers
On désigne ici par domaine de !n un ouvert connexe de !n . Pour un domaine ω de !n
et 1 # p #∞, on appelleW 1,p (ω) l’espace des fonctions de Lp (ω) dont les dérivées partielles
du premier ordre au sens des distributions sont dans l’espace Lp (ω). On rappelle que la norme
définie surW 1,p (ω) par ‖u‖W 1,p (ω) = (‖u‖pLp (ω) + ‖∇u‖
p
Lp (ω)
)
1/p lui confère une structure d’es-
pace de Banach.
Les propriétés de l’espace de SobolevW 1,p (ω) dépendent de façon significative de la régularité
de la frontière de ω. Dans le cas où ω a une frontière lisse, les fonctions de W 1,p (ω) ont par
exemple une trace sur la frontière du domaine, elles peuvent être prolongées en des fonctions de
W 1,p (!n) et vérifient des inégalités de Poincaré. Ces propriétés s’avèrent très utiles pour l’étude
de problèmes aux limites comportant des équations aux dérivées partielles dans ω.
Lorsque le domaine ω n’est plus régulier, ces propriétés peuvent ne plus être satisfaites. En
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outre, il est parfois très délicat de caractériser géométriquement les domaines jouissant de ces
propriétés.
1.2.1 Le cas régulier
1.2.1.a Densité de C∞(ω¯)
On désigne par C∞(ω¯) l’espace définies comme les restrictions à ω des fonctions C∞ de
!n . Dans le cas où l’ouvertω ⊂!n est régulier, la densité des fonctions de C∞(ω¯) dans l’espace
W 1,p (ω) est un résultat foncdamental. Ce résultat est en fait vrai dans le cadre assez général
des ouverts dits à frontière continue, c’est-à-dire les ouverts dont la frontière est localement
le graphe d’une fonction continue (voir par exemple [ADN59, Necˇ67]). Ces ouverts ont la
propriété d’être localement du même côté de leur frontière, ce qui n’est par exemple pas le cas
des domaines ramifiés introduits au §1.1.3.b dans le cas critique où a = a#
θ
.
Théorème 1.2.1 – Si ω est un ouvert borné à frontière continue de !n , alors l’espace C∞(ω¯) est
dense dansW 1,p (!n) pour 1# p <∞.
1.2.1.b Traces sur la frontière
Il est particulièrement important dans l’étude de problèmes aux limites pour des opérateurs
différentiels définis dans ω de définir une notion de trace sur la frontière ∂ ω des fonctions de
W 1,p (ω) pour 1# p #∞. Il est alors intéressant de caractériser les espaces de fonctions conte-
nant les traces de ces fonctions, notamment comme des espaces de Besov, qui peuvent être vus
comme des espaces de Sobolev généralisés d’ordre fractionnaire.
Lorsque l’ouvert ω est régulier, par exemple de classe C 1 (c’est-à-dire que sa frontière est lo-
calement le graphe d’une fonction C 1 ), la notion de trace sur ∂ ω est déduite de la restriction
des fonctions de l’espace C 1c (!
n) à S =!n−1× {0}, où C 1c (!n) désigne l’espace des fonctions de
classe C 1 à support compact dans !n . On commence en effet par remarquer que si 1# p <∞,
il existe une constante C > 0 telle que pour toute fonction u ∈C 1c (!n),∫
!n−1
|u|S(x)|p d x # C ‖u‖pW 1,p (!n
+
)
,
où u|S : x ∈!n−1 ,→ u(x , 0) est la restriction de u à S . On utilise ensuite la densité des fonction
de C 1c (!
n
+
) dansW 1,p (!n
+
) pour définir par extension un opérateur de trace pour les fonctions
deW 1,p (!n
+
) sur S .
On peut alors définir une notion de trace pour les fonctions deW 1,p (ω) lorsqueω est un ouvert
régulier de !n en rectifiant localement la frontière de ω par un changement de variable pour se
ramener au cas de !n
+
.
On a alors le théorème de trace bien connu (voir par exemple [Bre11]) :
Théorème 1.2.2 – Si ω est un domaine borné de classe C 1 de !n , l’application
u ∈ C 1(ω¯) ,→ u|∂ ω admet une unique extension continue comme opérateur de W 1,p (ω) dans
B p ,p
1− 1p
(∂ ω).
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On rappelle que si 0< s < 1, l’espace B p ,ps (∂ ω) est défini par
{v ∈ Lpσ (∂ ω), |v |B p ,ps (∂ ω) <∞},
où |v |B p ,ps (∂ ω) =
∫∫
∂ ω2
|v(x)−v(x)|p
|x−y|n−s p dσ(x) dσ(y) et σ est la mesure surfacique associée à ∂ ω.
Lorsque la frontière est beaucoup moins régulière, on ne peut plus se ramener localement
au cas où ω =!n
+
, et la définition de la trace proposée ci-dessus n’est plus possible.
1.2.1.c Propriété de prolongementW 1,p
Il est souvent utile pour établir des propriétés de l’espace W 1,p (ω) de les déduire des pro-
priétés de l’espaceW 1,p (!n). Lorsque le domaine ω a la propriété de prolongementW 1,p , c’est-
à-dire lorsqu’il existe un opérateur linéaire continu Λ : W 1,p (ω) → W 1,p (!n) tel que pour
tout u ∈W 1,p (ω), (Λu)|ω = u , l’espace W 1,p (ω) hérite en effet de nombreuses propriétés de
W 1,p (!n).
Lorsqu’un tel opérateur existe, on dit aussi que ω est un domaine de prolongement W 1,p . Par
ailleurs, si ω est un domaine de prolongementW 1,p pour tout p ∈ [1,∞], on dit que ω est un
domaine de prolongement Sobolev, ou encore qu’il a la propriété de prolongement Sobolev.
Un tel prolongement n’est pas toujours possible lorsque le domaine ω n’est pas régulier, nous
verrons par exemple que les domaines ramifiés construits en 1.1.3.b n’ont pas la propriété de
prolongementW 1,p pour tout p . On a le résultat classique (voir par exemple [Bre11]) :
Théorème 1.2.3 – Les ouverts de !n de classe C 1 sont des domaines de prolongement Sobolev.
Il existe des liens entre les domaines de prolongementW 1,p et les domaines de prolongement
W 1,q dans !n pour q )= p . Le résultat suivant dû à P. Koskela montre une inclusion dans le cas
où p $ n (voir [Kos98]).
Théorème 1.2.4 – Siω ⊂!n est un domaine de prolongementW 1,n de !n , alorsω a la propriété
de prolongementW 1,q pour tout q $ n.
Ce résultat devient faux si q < n : pour tout n > 0, il existe un domaine de prolongement
W 1,n de !n qui n’a pas la propriété de prolongement W 1,q pour tout q < n (voir [Kos99]).
Par ailleurs, V. Maz’ja construit dans [Maz85, p.74] un domaine ω de !2 qui a la propriété de
prolongementW 1,p pour 1# p < 2mais pas pour p $ 2, et dont le complémentaire dans!2 a la
propriété de prolongementW 1,p pour tout p > 2mais pas pour 1# p # 2. On verra également
dans le Chapitre 2 qu’une sous-classe des domaines ramifiés de !2 construits au paragraphe
1.1.3.b ont la propriété de prolongementW 1,q pour tout q < p pour un certain p < 2, mais pas
pour q > p .
1.2.2 Le cas des domaines lipschitziens
Les premiers domaines irréguliers pour lesquels les propriétés du paragraphe précédent ont
été étendues sont les domaines à frontière lipschitzienne de !n dits domaines lipschitziens, c’est-
à-dire les domaines dont la frontière est localement le graphe d’une fonction lipschitzienne.
Un résultat dû à E. Gagliardo [Gag57] montre que le théorème de trace 1.2.2 reste vrai pour les
domaines à frontière lipschitzienne (voir aussi [Gri85]).
Par ailleurs, la propriété de prolongement s’étend aussi aux domaines lipschitziens.
1.2 Éléments d’analyse dans les domaines irréguliers 21
Théorème 1.2.5 – Tout domaine lipschitzien est un domaine de prolongement Sobolev.
Ce théorème est dû à A. Calderón et E.M. Stein ; Calderón prouve dans [Cal61] le résul-
tat dans le cas 1 < p < ∞, puis Stein traite les cas p = 1 et p = ∞ dans [Ste70]. Les deux
démonstrations utilisent une technique de décomposition de Whitney du domaine extérieur.
1.2.3 Domaines (!,δ) et propriété de prolongement Sobolev
La classe des domaines de prolongement Sobolev est bien plus vaste que celle des domaines
lipschitziens. Bien qu’aucune caractérisation géométrique de ces domaines ne soit connue, la
propriété (!,δ) introduite par P.W. Jones est une condition suffisante très générale, qui caracté-
rise presque la propriété de prolongement Sobolev en demension 2.
1.2.3.a Les domaines (",δ)
O. Martio et J. Sarvas ont introduit dans [MS79] la notion de domaine uniforme de !n :
on dit qu’un domaine ω ⊂ !n est uniforme s’il existe une constante ! > 0 telle que pour tous
x , y ∈ω, on puisse joindre x à y par un arc rectifiable γ vérifiant les propriétés suivantes :
(i ) l (γ )# 1! |x − y|,
(i i ) d (z ,∂ ω)$ !min(|x − z |, |y − z |) pour tout z ∈ γ , (16)
où l (γ ) désigne la longueur de l’arc γ et d (z ,∂ ω) = infz ′∈∂ ω d (z , z
′) pour la distance eucli-
dienne d .
Ces conditions suggèrent qu’il existe un chemin dans ω de x à y dont la longueur est contrôlée
par la distance entre les points x et y (condition (i )), et un “tube” inclus dans ω joignant x à
y dont le diamètre de la section en chaque point z ∈ γ est de l’ordre de min(|x − z |, |y − z |)
(condition (i i )). En d’autres termes, les conditions (i ) et (i i ) empêchent la présence dans le
domaine de pointes trop nombreuses ou trop pincées. On se réfèrera à [MS79, HK91, HK92]
pour des propriétés de ces domaines.
Les domaines localement uniformes ont été définis par O. Martio et J. Sarvas, ainsi que par P.W.
Jones dans [Jon81], sous le nom de domaines (!,δ). Il s’agit de domaines de !n pour lesquels il
existe deux constantes !,δ > 0 telles que pour tous x , y ∈ ω vérifiant |x − y| < δ, il existe un
arc rectifiable γ joignant x à y satisfaisant (16).
Il est clair que les domaines uniformes sont des domaines (!,δ). La réciproque est vraie pour
les domaines ω tels que diam ∂ ω <∞, mais pas en général : un cylindre infini est localement
uniforme, mais pas uniforme (voir [HK91]).
On voit aisément que les domaines à frontière lipschitzienne sont des domaines (!,δ). Cette
classe est par ailleurs beaucoup plus vaste ; elle contient des domaines dont la frontière est extrê-
mement irrégulière, comme le flocon de Von Koch, ou les domaines ramifiés Ω définis en 1.1.3.b
pour a < a#, comme nous le verrons plus loin. On ne peut en fait déduire aucune propriété
de régularité sur la frontière d’un domaine (!,δ) : on peut par exemple construire, pour tout
d ∈ [n− 1,n), un domaine (!,δ) dont la frontière est de dimension de Hausdorff d , en s’inspi-
rant de la construction des domaines ramifiés du paragraphe 1.1.3.b. On peut même construire,
toujours pour n − 1 # d < n, des domaines (!,δ) de !n dont la frontière est un d -ensemble
(voir [LV73]).
P.W. Jones montre le théorème suivant qui généralise le résultat de Calderón et Stein. La dé-
monstration repose également sur la technique de prolongement de Whitney.
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Théorème 1.2.6 : Jones, [Jon81] – Tout domaine (!,δ) de !n est un domaine de prolongement
Sobolev.
La réciproque du Théorème 1.2.6 est fausse : par exemple, S. Yang construit dans [Yan06] un
domaine de prolongement Sobolev de!3 qui n’est pas un domaine (!,δ). Toutefois, la propriété
de locale uniformité caractérise presque la propriété de prolongement Sobolev dans le plan :
le théorème suivant montre que cette condition est optimale dans un cadre géométrique plus
restreint (voir [Jon81]).
Théorème 1.2.7 – Soit ω ⊂ !2 un domaine finiment connexe, i .e . ∂ ω a un nombre fini de
composantes connexes. Le domaineω a alors la propriété de prolongement Sobolev si et seulement si
ω est un domaine (!,δ).
1.2.3.b Quasidisques et domaines uniformes et de prolongement Sobolev de !2
On appelle quasicercle l’image d’un cercle par une application quasiconforme du plan sur
lui-même, et quasidisque un domaine du plan dont la frontière est un quasicercle. Un résultat
de L.V. Ahlfors donne une caractérisation géométrique simple de ces domaines qu’on prendra
ici comme définition (voir [Ahl66]) : un domaine ω ⊂ !2 est un quasidisque si et seulement
si sa frontière ∂ ω est une courbe de Jordan, c’est-à-dire une courbe fermée du plan sans point
double, telle que pour tous x , y ∈ ∂ ω, et pour tout point z appartenant au plus petit arc de ∂ ω
joignant x à y,
|x − z | # M |x − y|,
où M > 0 est une constante indépendante des points x et y. Le plus petit arc joignant x à y
désigne ici l’arc de plus petit diamètre parmi les deux arcs disjoints composant ∂ ω \ {x , y}.
O. Martio et J. Sarvas montrent dans [MS79] que si un domaine ω ⊂ !2 a pour frontière
une courbe de Jordan du plan, alorsω est uniforme si et seulement siω est un quasidisque. On
déduit alors du Théorème 1.2.7 que les quasidisques sont les domaines de prolongement Sobolev
dont la frontière est une courbe de Jordan de !2.
1.2.4 Domaines de John et inégalités de Poincaré
La classe des domaines appelés domaines de John est une classe plus générale que celle des
domaines (!,δ) bornés. Les domaines ramifiés sur lesquels nous porterons notre attention dans
la thèse sont des exemples de domaines de John qui ne sont pas des domaines (!,δ).
Le terme domaine de John, du nom de F. John qui les a définis dans [Joh61] est introduit plus
tard par O. Martio et J. Sarvas dans [MS79]. Il désigne un domaineω de !n pour lequel il existe
des constantes α,β > 0 et un point x ∈ ω (appelé centre de ω) tels que pour tout y ∈ ω on
trouve un arc γ rectifiable joignant x à y de longueur l (γ )#β vérifiant pour tout z ∈ γ ,
d (z ,∂ ω) $ α l (γ (z , y)),
où l (γ (z , y)) désigne la longueur du sous-arc de γ joignant z à y. On montre que tout point
d’un domaine de Johnω peut être pris comme centre pourω, pour des valeurs différentes de α
et β.
Cette définition, à comparer avec celle des domaines (!,δ), peut être vue comme une condition
de cône “tordu”, et évite la présence de points cuspides externes sur ∂ ω.
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Dans la classe générale des domaines de John, l’inégalité de Sobolev-Poincaré suivante est véri-
fiée.
Théorème 1.2.8 : Bojarski [Boj88] – Siω est un domaine de John de !n , alors pour 1# p < n, il
existe une constante C > 0 dépendant seulement de p ,n et des constantes géométriques α et β de ω
telle que
‖u− uω‖Lpn/(n−p)(ω) # C‖∇u‖Lp (ω),
pour toute fonction u ∈W 1,p (ω), où uω = |ω|−1
∫
ω u d x .
S. Buckley et P. Koskela montrent une réciproque du Théorème 1.2.8 dans une classe de do-
maines vérifiant en plus une hypothèse de séparation, voir [BK95].
Pour une application du Théorème 1.2.8 à l’étude de problèmes d’homogénéisation, voir A.
Damlamian et P. Donato [DD02].
Les domaines de John vérifient par ailleurs un théorème de compacité de type Rellich (voir
[CRW]) :
Théorème 1.2.9 – Si 1# p <∞ et ω est un domaine de John de !n , alors l’injection deW 1,p (ω)
dans Lp (ω) est compacte.
1.2.5 Trace sur un sous-ensemble de !n
Nous avons vu que lorsqu’un domaine ω de !n n’était pas régulier, on ne pouvait pas
généraliser la construction de la trace de fonctions dans W 1,p (ω) sur ∂ ω. Si ω vérifie par
exemple une propriété de prolongement W 1,p , on peut toutefois définir la trace sur ∂ ω des
fonctions dansω comme la trace sur ∂ ω de leur prolongement à !n et vérifier que la définition
est indépendante du prolongement choisi.
Il convient donc de définir une notion de trace des fonctions de W 1,p (!n) ouW 1,p (ω) sur un
sous-ensemble quelconque de !n ou de ω¯.
Cas des fonctions de !n Dans le cas où une fonction u définie sur!n est continue, ou est une
fonction Lp possédant un représentant continu, on peut définir sa trace sur un sous-ensemble
E de !n comme la restriction de u ou de son représentant continu à E . Si l’ensemble E est de
mesure de Lebesgue n-dimensionnelle non nulle, sa restriction à E est définie presque partout.
Dans le cas général, on peut parfois définir une notion de trace sur E pour les fonctions dans
l’espace L1
loc
(!n) des fonctions localement intégrables qu’on appelle ici trace au sens classique ou
trace strictement définie (voir [JW84]).
On dit que u ∈ L1
loc
(!n) peut être strictement définie au point x ∈!n si la limite
u¯(x) = lim
r→0
1
|B(x , r )|
∫
B(x ,r )
u(y) dy (17)
existe, où B(x , r ) désigne la boule euclidienne centrée en x et de rayon r , et |B(x , r )| désigne
son volume.
On note que lorsque la limite (17) existe, elle est indépendante du choix du représentant de u . Le
théorème de Lebesgue assure par ailleurs que la limite (17) existe presque partout, ce qui définit
une fonction u¯ sur !n dans la classe de u . La fonction u¯ est alors définie indépendamment du
représentant de u , en dehors d’un ensemble négligeable.
Quitte à redéfinir u sur un ensemble de mesure nulle, on a alors u = u¯ aux points où la limite
existe. La fonction u définie ainsi est alors dite strictement définie.
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Définition 1.2.1 – Si u ∈ L1
loc
(!n) et E ⊂!n , on définit la fonction u|E comme la restriction d’un
représentant strictement défini de u à E .
On note que la fonction u|E ainsi définie n’est définie qu’aux points où u peut être strictement
définie. On appellera cette fonction la trace strictement définie ou trace au sens classique de u .
Cas des fonctions définies sur un ouvert de !n Soient ω un ouvert non vide de !n et
u ∈ L1
loc
(ω). De manière analogue au paragraphe précédent, on dit que u peut être strictement
définie en un point x ∈ ω¯ si la limite
lim
r→0
1
|B(x , r )∩ω|
∫
B(x ,r )∩ω
u(y) dy (18)
existe.
Définition 1.2.2 – Si u ∈ L1
loc
(ω), on définit la fonction u|∂ ω comme la restriction d’un représen-
tant strictement défini de u à ∂ ω.
On note que, là encore, la fonction u|∂ ω n’est définie qu’aux points de ∂ ω où u peut être
strictement définie. On appelle encore cette fonction la trace strictement définie, ou trace au sens
classique de u sur ∂ ω.
Lorsque le domaineω vérifie une propriété de prolongementW 1,p , il convient de se deman-
der si les deux notions de trace strictement définie sur ∂ ω données par (17) et (18) coïncident
(voir par exemple [JW84]). Le chapitre 3 répondra à cette question dans le cas des domaines
ramifiés introduits en 1.1.3.b.
1.2.6 Espaces de fonctions définies sur des fermés
On a vu que l’espace de trace des fonctions de classe W 1,p sur la frontière d’un domaine
régulier était caractérisé comme étant un espace de Besov. Lorsque le domaine n’est pas régulier,
l’espace des traces peut parfois être également décrit par des espaces de Besov définis sur la
frontière, et on a parfois un théorème de trace analogue au Théorème 1.2.2. On détaille ici la
construction des espaces de Besov sur un fermé quelconque de !n .
Pour les domaines dont la frontière contient un ensemble auto-similaire, l’espace de trace sur la
frontière est parfois plus grand, et il convient d’introduire de nouveaux espaces sur la frontière
pour avoir un analogue du Théorème 1.2.2.
1.2.6.a d-ensembles de !n
Soient F un fermé de !n et d ∈]0,n]. On dit qu’une mesure borélienne µ sur F est une
d -mesure s’il existe deux constantes c1, c2 > 0 telles que
∀x ∈ F , ∀r ∈ (0,1), c1 r d # µ(B(x , r )∩ F ) # c2 r d , (19)
où B(x , r ) est la boule centrée en x , de rayon r . Un fermé F muni d’une d -mesure est appelé
un d -ensemble.
Il est clair que !n , les ouverts non vides de !n ou encore les compacts convexes d’intérieur non
vide de !n sont des n-ensembles, ayant pour n-mesure la restriction de la mesure de Lebesgue
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n-dimensionnelle.
La frontière d’un ouvertω régulier (par exemple, de classeC 1 ou lipschitzien) de!n d’intérieur
non vide est un d -ensemble avec d = n−1 : on peutmunir ∂ ω de la mesure de HausdorffH n−1
restreinte à ∂ ω, qui est une d -mesure pour d = n− 1.
Par ailleurs, les ensembles auto-similaires de !n de dimension de Hausdorff d # n sont des
exemples de d -ensembles, la mesure invariante qui leur est associée étant une d -mesure.
En toute généralité, la restriction de la mesure de Hausdorff d -dimensionnelle à un d -ensemble
F est d’ailleurs une d -mesure sur F . On en déduit que si F est un d -ensemble, alors
dimH (B(x , r )∩ F ) = d ,
pour tous x ∈ F et r > 0, où on désigne par dimH X la dimension de Hausdorff d’un ensemble
X ⊂!n . En d’autres termes, un d -ensemble peut être vu comme un ensemble ayant la propriété
d’être partout de dimension d .
Il est naturel d’introduire les espaces de Lebesgue sur un d -ensemble F muni d’une d -mesure µ.
Pour 1 # p <∞, on définit l’espace Lpm(F ) comme l’ensembles des fonctions mesurables de F
dans % telles que
∫
F |u |p dµ<∞. Muni de la norme
‖u‖Lpµ(F ) =
5∫
F
|u |p dµ
61/p
, u ∈ Lpµ(F ),
l’espace Lpm(F ) est un espace de Banach. On introduit également l’espace L∞m (F ) des fonctions
essentiellement bornées sur F pour la mesure m.
La définition des d -ensembles peut par ailleurs être généralisée aux boréliens de !n : un
borélien E de !n est appelé d -ensemble pour 0 < d # n s’il existe deux constantes c1, c2 > 0
telles que pour tout x ∈ E ,
c1 r
d # H d (B(x , r )∩ E ) # c2 r d , (20)
pour tout r # 1, où H d est la mesure de Hausdorff d -dimensionnelle. On note que cette
définition généralise la définition (19).
Remarque 1.2.1 – On montre par ailleurs facilement que si un borélien E est un d -ensemble, alors
son adhérence E est aussi un d -ensemble, etH d (E \ E ) = 0.
Comparaison des traces Dans le cas particulier où un domaine ω de prolongement W 1,p
de !n (1 < p < ∞) est un n-ensemble (au sens de (20)) et a pour frontière un d -ensemble
pour d = n−1, les traces au sens classique définies au paragraphe 1.2.5 coïncident (voir [JW84],
p.206).
Proposition 1.2.1 – Soient p ∈]1,∞[ et ω ⊂!n est un n-ensemble tel que ∂ ω est un d -ensemble
pour d = n − 1. On suppose de plus que ω a la propriété de prolongement W 1,p : il existe un
opérateur borné de prolongement E : W 1,p (Ω) →W 1,p (!n). Alors, toute fonction u ∈W 1,p (ω)
peut être strictement définie presque partout sur ∂ ω, et u¯ = E u presque partout, où la mesure prise
sur la frontière est la mesure de HausdorffH n−1.
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1.2.6.b Les espaces Lip (s , p ,q ;m;F ) et B p ,qs (F )
Il existe de nombreuses manières de définir les espaces de Besov B p ,qs (F ) sur un d -ensemble
F de !n . On propose ici une construction par approximation polynomiale locale proposée par
A. Jonsson dans [Jon04]. On trouve d’autres définitions équivalentes par exemple dans [JW95].
Soient F un d -ensemble de !n et µ une d -mesure sur F . Pour un entier k $ 0, on appelle
Nk une subdivision de !
n en cubes semi-ouverts de côté 2−k , obtenus en intersectant !n avec
des hyperplans orthogonaux aux axes. On impose de plus que l’origine soit le sommet d’un
cube deNk . On pose par ailleursNk(F ) = {Q ∈Nk , Q ∩ F )= -}.
Soit m ∈", on appellePm l’espace des polynômes à n variables de degré total inférieur ou égal
à m. On considère une base orthonormale (Pj )| j |#m dePm , où j est un multi-indice.
Pour Q ∈Nk , on appelle 2Q le cube obtenu en dilatant Q d’un facteur 2 autour de son centre.
Si Q ∈Nk(F ) et f ∈ L1µ(2Q), on appelle PQ ( f ) le projeté de f dansPm :
PQ ( f ) =
∑
| j |#m
Pj
∫
2Q
f Pj dµ.
Définition 1.2.3 – On considère un d -ensemble F ⊂ !n pour 0 < d # n. Soient s > 0, un entier
m, 0# m # s , et p ,q , 1# p ,q #∞. On dit que f ∈ Li p(s , p ,q ;m;F ) si
‖ f ‖Lpµ(F ) +
∑
k$0
2s kq
 ∑
Q∈Nk (F )
‖ f − PQ ( f )‖pLpµ(2Q)

q
p

1
q
<∞, (21)
ce qui définit une norme sur l’espace Li p(s , p ,q ;m;F ).
On définit les espaces de Besov B p ,qs (F ) sur un d -ensemble F comme les espaces
Li p(s , p ,q ;[s];F ), où [s] est la partie entière de s . Cette définition est équivalente à celles
proposées dans [JW95] ou dans [Jon96]. D’autre part, en prenant m = 0, on obtient les espaces
Li p(s , p ,q ;F ) également définis dans [JW95].
Proposition 1.2.2 : [JW84] – Dans le cas particulier où p = q et 0< s < 1, la norme sur B p ,ps (F )
donnée par (21) sur un d -ensemble F borné est équivalente à la norme donnée par
‖v‖B p ,ps (F ) = (‖v‖Lp (F ) + |v |B p ,ps (F ))
1/p , où | · |B p ,ps (F ) est la semi-norme définie par :
|v |B p ,ps (F ) =
∫
F
∫
F
|v(x)− v(y)|p
|x − y|d+p s
dµ(x) dµ(y). (22)
Remarque 1.2.2 – On peut définir l’espace de Besov B p ,qs (E ) pour un d -ensemble borélien E de !n
de la même manière, en prenant comme mesure la restriction à E de la mesure de HausdorffH d .
On déduit de la remarque 1.2.1 qu’une fonction de B p ,qs (E ) définit un unique élément de B
p ,q
s (E ),
obtenu en la prolongeant arbitrairement sur E \ E .
1.2.6.c Le théorème de trace de Jonsson et Wallin
Le théorème de trace démontré par A. Jonsson et H. Wallin dans [JW84] caractérise l’espace
de trace des fonctions de W 1,p (!n) sur un d -ensemble F de !n en terme d’espace de Besov
sur F . Il généralise le théorème de trace connu pour la trace des fonctions deW 1,p (!n) sur un
hyperplan de !n .
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Théorème 1.2.10 – Soit F un d -ensemble de !n avec 0 < d < n. Si 1 < p <∞ et 1− n−dp > 0,
alors :
W 1,p (!n)|F = B
p ,p
1− n−dp
(F ). (23)
La démonstration du résultat de prolongement du théorème repose sur la technique de décom-
position de Whitney.
Le théorème concerne les fonctions définies sur tout !n , et ne s’applique donc pas directe-
ment au cas des fonctions deW 1,p (ω) pour un ouvertω de !n . Toutefois, siω a pour frontière
un d -ensemble pour 0 < d < n et 1− (n − d )/p > 0, et a la propriété de prolongement W 1,p
pour un certain p ∈]1,∞[, le Théorème 1.2.10 implique directement que
W 1,p (ω)|∂ ω = B
p ,p
1− n−dp
(∂ ω), (24)
où la trace des fonctions deW 1,p (ω) est à entendre comme la trace au sens classique sur ∂ ω de
leur prolongement. Ce résultat généralise le Théorème 1.2.2 à une classe bien plus importante
de domaines de !n .
En particulier, le théorème de prolongement de Jones (Théorème 1.2.6) permet de déduire
que le théorème de trace (24) reste vrai pour tout p ∈]1,∞[ lorsque ω est un domaine (!,δ)
dont la frontière est un d -ensemble, avec 0< d < n et 1− (n− d )/p > 0.
1.2.6.d Espaces de fonctions sur les ensembles auto-similaires
Définition du laplacien sur les ensembles auto-similaires p.c.f.
Pour décrire les aspects dynamiques liés aux objets modélisés par des fractals, comme la dif-
fusion de la chaleur sur un objet fractal ou la vibration d’une structure fractale, il est nécessaire
de savoir formuler les équations décrivant ces phénomènes sur les fractals. Il est par exemple
important de pouvoir définir un opérateur laplacien sur ces ensembles, en dépit du fait que la
structure irrégulière des fractals interdit la définition usuelle d’opérateurs différentiels.
La première approche pour décrire ces phénomènes physiques sur des objets de type fractal est
une approche probabiliste et repose sur la construction d’un mouvement brownien sur le tri-
angle de Sierpin´ski menée indépendamment par S. Kusuoka [Kus87] et S. Goldstein [Gol87].
J. Kigami propose une approche analytique de la construction du laplacien, qui est directe et
constructive (voir [Kig89]). Il définit d’abord le laplacien sur le triangle de Sierpin´ski et décrit
la structure des fonctions harmoniques et des fonctions de Green sur cet ensemble. Il généralise
ensuite la construction aux ensembles auto-similaires p.c.f. (voir [Kig93]).
La construction de l’opérateur laplacien proposée dans [Kig89] repose sur la définition d’une
forme d’énergie E sur le triangle de Sierpin´ski, noté K (voir [Mos04, Str99]). On considère
l’ensemble V0 défini en (10) associé à K , ainsi que les ensembles Vn = F
n(V0) et V∞ =
⋃
n Vn
où F est la fonction définie en (2) et F n désigne la composée n fois de F . La forme d’énergie E
sur K est alors définie comme la limite d’une suite de formes En sur l’ensemble des fonctions de
V∞ dans ! données par
E0(u) =
1
2
∑
x ,y∈V0
|u(x)− u(y)|2, ∀u :V0→!,
et
En(u) = (5/3)
n
∑
σ∈An
E0(u ◦ fσ ), ∀u :Vn →!
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pour n $ 1, où le facteur d’échelle 5/3 est donné par le principe variationnel :
E0(u) =min{E1(u˜), u˜|V0 = u}.
La suite En converge ponctuellement, et on peut alors introduire la forme limite E définie par
E (u) = limn→∞ En(u), ayant pour domaine
D∞ = {u :V∞→!, E (u) = supn$0En(u)<∞}.
Grâce à leurs propriétés de régularité, on peut montrer que les fonctions de D∞ admettent
un unique prolongement continu sur K . On peut alors considérer la forme d’énergie E sur le
domaine D = {u ∈ C 0(K), E (u)<∞}, où E (u) := E (u|V∞).
On définit l’espace DE comme le complété de D pour la norme
‖u‖E = (‖u‖2L2µ(K) + E (u))
1/2
,
où µ est la mesure invariante associée à K . On peut alors étendre la forme d’énergie E à l’espace
DE . La forme bilinéaire
E (u ,v) =
1
2
(E (u + v)+ E (u − v)), u ,v ∈DE ,
obtenue par polarisation à partir de la forme d’énergie E est fermée, symétrique, bilinéaire, et
de domaine DE dense dans L
2
µ(K).
L’espace D0 est défini comme l’espace des fonctions u de DE telles que u|V0 = 0, où on identifie
u à son représentant continu. Comme la forme E est fermée dans L2µ(K), il existe un opérateur
auto-adjoint∆K de domaine D∆K dense dans L
2
µ(K) tel que pour tous u ∈D∆K et v ∈D0,
E (u ,v) = −
∫
K
(∆K u)v dµ.
Une telle construction peut se généraliser aux ensembles auto-similaires p.c.f. (voir [Kig93,
Kig01]).
Dans [LV99], M.R. Lancia et M.A. Vivaldi établissent un lien entre le domaine D de la forme
de Dirichlet associée à la courbe de Koch K et les espaces Li p définis au paragraphe 1.2.6.b et
montrent que D = Li p(d , 2,∞;K), où d = ln4/ ln3 est la dimension de Hausdorff de K .
U. Mosco définit sur ces ensembles une quasi-distance intrinsèque pour laquelle longueur,
volume et énergie sont liés par des relations qui rappellent celles du cas euclidien. Il montre
ensuite des inégalités de Poincaré, de Sobolev et de Morrey pour ces ensembles (voir [Mos95,
Mos97]).
Dans le cas où l’ensemble auto-similaire n’est pas p.c.f., la méthode utilisée ci-dessus ne peut
pas s’appliquer, du fait que V0 est infini. On note que l’approche probabiliste peut en revanche
s’appliquer aux ensembles non p.c.f. ; M.T. Barlow et R.F. Bass construisent par exemple dans
[BB89] un mouvement brownien sur le tapi de Sierpin´ski.
On définit dans la suite des outils d’analyse qui peuvent s’appliquer au cas des ensembles
auto-similaires non p.c.f.
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Les ondelettes de Haar sur les ensembles auto-similaires
Les ondelettes de Haar définies sur le segment [0,1] sont les ondelettes les plus connues. Il
s’agit de dilatations et de translations de l’ondelette mère g0 = [0,1/2] − ]1/2,1]. Plus précisé-
ment, les ondelettes de niveau n ∈ "# sont les dilatées de facteur 1/2n et translatées de k/2n ,
k # 2n de g0. Du fait qu’elles forment une base orthonormale de L
2([0,1]), et une base de
Schauder de Lp ([0,1]) pour 1# p <∞, elles constituent un outil très intéressant.
On peut définir de manière analogue des ondelettes de Haar sur les ensembles auto-similaires
en général. Dans le cas du segment [0,1] qui est l’invariant de deux similitudes f1 et f2, les on-
delettes de niveau n ont leur support dans les intervalles [k/2n, (k + 1)/2n[, k # 2n qui sont
les ensembles fσ ([0,1]) pour σ ∈ {1,2}n. On peut procéder de même pour un ensemble auto-
similaire K invariant d’un IFS ( f1, . . . , fn) en introduisant des ondelettes de niveau n ayant pour
support les fσ (K), σ ∈ {1, . . . ,n}n . On obtient ainsi les ondelettes de Haar dites du premier
ordre, qui sont constantes par morceaux.
Ainsi définies, les ondelettes de Haar forment une base orthonormale de l’espace L2µ(K), et une
base de Schauder de Lpµ(K), 1 # p <∞, où les Lpµ(K) sont les espaces de Lebesgue associés au
d -ensemble K pour sa mesure invariante µ.
Ces ondelettes constituent un outil naturel pour étudier les fonctions définies sur K . En effet, la
décomposition de fonctions suivant la base d’ondelettes de Haar permet de caractériser certains
espaces fonctionnels sur K .
Par ailleurs, afin de mieux décrire les propriétés de régularité de certaines fonctions définies sur
K , il est utile d’introduire les ondelettes de Haar dites d’ordre supérieur, qui sont analogues au
ondelettes décrites ci-dessus, et qui sont polynomiales par morceaux.
On donne ici la construction des ondelettes de Haar, comme elle est proposée par A. Jonsson
dans [Jon98].
Ondelettes du premier ordre On détaille la construction des ondelettes de Haar du premier
ordre sur un ensemble auto-similaire K , qui sont celles que nous utiliserons principalement dans
la suite.
On considère des similitudes contractantes f1, . . . , fN , et leur invariant K , de mesure auto-
similaire µ.
On appelle S0 l’ensemble des fonctions constantes sur K , et Sk (k $ 1) l’ensemble des fonc-
tions définies sur K qui sont constantes sur chaque fσ (K) \ Ξ, σ ∈ Ak , où Ξ est l’ensemble
d’auto-intersection de K , i.e. Ξ=
⋃
i )= j fi (K)∩ f j (K).
On considère le complémentaire orthogonal S15S0 de S0 dans S1. Comme l’espace S1 est
de dimensionN ,S15S0 est de dimensionN−1. On en considère alors une base orthonormale
g 1, . . . , gN−1 pour le produit scalaire associé à L2µ(K). Par ailleurs, on pose, pour i # N − 1 et
σ ∈A ,
g iσ =
1
µ( fσ (K))
g i ◦ fσ−1. (25)
Les g iσ sont appelées les ondelettes de Haar de l’ensemble auto-similaire K . On note que lorsque
σ = ε, g iσ = g
i .
On appelle K la fonction identiquement égale à 1 sur K . Il est aisé de constater que les fonctions
K , g
i
σ , i #N−1, σ ∈A forment une base hilbertienne de L2µ(K). On en déduit qu’une fonction
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v ∈ L2µ(K) admet une décomposition dans la base d’ondelettes de Haar de la forme
v = 〈v〉K +
∞∑
k=0
N−1∑
i=1
∑
σ∈Ak
βiσ g
i
σ , (26)
où 〈v〉K =
∫
K v dµ désigne la moyenne de v sur K . Les coefficients β
i
σ sont appelés les coeffi-
cients d’ondelettes de v . En fait, le résultat est vrai dans Lpµ(K) :
Proposition 1.2.1 – Si 1 # p <∞ et v ∈ Lpµ(K), alors v admet une décomposition dans la base
d’ondelettes de Haar de la forme de (26).
Preuve. Voir [Jon98], [DL92].
Le casN= 2 Dans le cas où N = 2 qui nous intéressera particulièrement dans la suite, l’espace
S15S0 est de dimension 1, et engendré par la fonction g0 = f1(K) − f2(K), appelée ondelette
mère de Haar.
Dans le cas où les rapports des similitudes f1 et f2 sont égaux, ce qui sera vérifié dans les chapitres
suivants, les ondelettes de Haar de K s’écrivent gσ = 2
k
2 g0 ◦ fσ−1, σ ∈ Ak , et toute fonction
v ∈ Lpµ(K) se décompose dans la base d’ondelette de Haar comme
v = 〈v〉K +
∞∑
k=0
∑
σ∈Ak
βσ gσ . (27)
Ondelettes d’ordre supérieur Nous présentons succinctement les ondelettes d’ordre supé-
rieur, qui retiendront moins notre attention dans la suite.
Pour mieux décrire la régularité locale autour des points de l’invariant K , il est parfois utile
d’avoir recours à des ondelettes polynomiales par morceaux, et non plus constantes par mor-
ceaux sur K . Pour ce faire, on définit cette fois S0 comme l’espace des fonctions polynomiales
surK dont le degré total est inférieur ou égal à un entier m $ 1. Ainsi,S0 vu comme sous-espace
de L2µ(K) a pour dimension
9n+m
n
:
. On considère alors une base orthonormale P1, . . . ,PM0 de
S0 dans L
2
µ(K).
De manière analogue au paragraphe précédent, on définit Sk , k $ 1, comme l’espace des fonc-
tions qui coïncident sur chaque fσ (K)\Ξ avec un polynôme deS0. Cette fois, l’espaceS15S0
est de dimension M =N (M0−1). On considère une base orthonormale g 1, . . . , gM deS15S0,
et on définit les ondelettes de Haar comme en (25). On vérifie alors sans peine que la famille
formée par les Pj , j # M0, et les g
i
σ , i # N , σ ∈ A , est une base hilbertienne de L2µ(K). La
Proposition 1.2.1 reste vraie dans ce cas : les fonctions v ∈ Lpµ(K), 1# p <∞ ont une décompo-
sition de la forme
v =
M0∑
j=1
α j P j +
∞∑
k=0
M∑
i=1
∑
σ∈Ak
βiσ g
i
σ .
Les espaces JLip (s , p ,q ;m;K)
On définit ici les espaces JLip (s , p ,q ;m;K) sur un ensemble auto-similaire K , introduits par
A. Jonsson dans [Jon04]. Ces espaces sont analogues aux espaces Lip (s , p ,q ;m;F ) sur un d -
ensemble F mais autorisent des sauts en certains points du fractal K . Dans le cas où l’ensemble
1.2 Éléments d’analyse dans les domaines irréguliers 31
K est totalement disconnexe, ces espaces coïncident avec les espaces Lip (s , p ,q ;m;K).
De la même manière que les espaces Lip permettent de définir l’espace de trace sur un d -
ensemble F des fonctions dansW k ,p (!n) (voir Théorème 1.2.10), les espaces JLip ainsi définis
permettront de définir l’espace de trace de fonctions de classeWk ,p définies dans des domaines
à frontière fractale auto-similaire sur le bord fractal (voir [AT10] et §1.3.4).
La définition des ensembles JLip (s , p ,q ;m;K) est calquée sur celle de Lip (s , p ,q ;m;F ) donnée
en 1.2.6.b, à ceci près qu’on utilise des subdivisionsNk adaptées à la structure auto-similaire de
K .
On donne ensuite une caractérisation des fonctions dans JLip (s , p ,q ;m;K) par leurs coefficients
dans la base d’ondelettes de Haar associée à K .
Définition de JLip (s, p, q;m;K) Soient K le compact auto-similaire associé aux similitudes
f1, . . . , fN , et µ sa mesure invariante. Soient s > 0 et p ,q ∈ [1,∞]. Pour un entier k $ 0, on ap-
pelle Sk le sous-ensemble de Ak composé des mots σ qui vérifient
2−k−1δ < diam Kσ # 2−kδ, où δ = diam K et Kσ = fσ (K). Les ensembles Kσ , σ ∈ Sk , joueront
ici le rôle des cubes Q deNk(F ) dans 1.2.6.b.
Soit m ∈ ", on considère une base orthonormale (Pj )| j |#m de l’espacePm des polynômes sur
K dont le degré total est inférieur à m. On définit la projection Pσ f de f ∈ L1µ(Kσ ) dansPm
par Pσ f =
∑
| j |#m Pj
∫
Kσ
f Pj dµ.
Définition 1.2.4 – Soit K ⊂ !n est un ensemble auto-similaire, s > 0, m # s un entier, et
1# p ,q #∞. On dit que f ∈ JLip (s , p ,q ;m;K) si
‖ f ‖Lpµ(F ) +
∑
k$0
2s kq
∑
σ∈Sk
‖ f − Pσ f ‖pLpµ(Kσ )

q
p

1
q
<∞, (28)
ce qui définit une norme sur l’espace JLip (s , p ,q ;m;K).
Caractérisation par coefficients d’ondelettes Il découle de la définition des espaces
JLip (s , p , p ;m;K) qu’ils contiennent les ondelettes de Haar. Il convient alors de considérer la
décomposition dans la base d’ondelettes de Haar des fonctions de ces espaces.
Dans [Jon04], Jonsson caractérise les fonctions v ∈ Lpµ(K) qui appartiennent à l’espace
JLip (s , p ,q ;m;K) à partir de leurs coefficients βiσ , σ ∈ A , i = 1 . . .N , dans la décomposition
suivant la base d’ondelettes de Haar. On donne ici le résultat pour m = 0 : v ∈ JLip (s , p ,q ; 0;K)
si et seulement si
<<〈v〉K <<+ N−1∑
i=1
∑
k$0
2k s q
2kd ( p2−1) ∑
σ∈Sk
|βiσ |
p

q
p

1
p
< ∞, (29)
ce qui définit une norme équivalente à celle de la définition 1.2.4.
Remarque 1.2.3 – Dans le cas particulier où N = 2, p = q , m = 0 et les similitudes f1 et f2 ont
même rapport de contraction, la norme définie par
‖v‖JLip (s ,p ,p ;0;K) =
<<〈v〉K <<+
∑
k$0
2
k s p
d 2k(
p
2−1)
∑
σ∈Ak
|βσ |p

1
p
< ∞, (30)
32 Résumé en français
pour tout v ∈ Lpµ(K), où les βσ , σ ∈Ak sont les coefficients d’ondelettes de v , est équivalente à celle
de la définition 1.2.4.
Si le compact auto-similaire K est totalement disconnexe, c’est-à-dire si les ensembles fi (K),
i = 1 . . .N sont deux à deux disjoints, on a le résultat suivant dû à A. Jonsson (voir [Jon04]).
Théorème 1.2.11 : Jonsson – Si fi (K)∩ f j (K) = - pour tous i )= j , alors
JLip (s , p ,q ;m;K) = Lip (s , p ,q ;m;K) = B p ,qs (K),
pour tous s > 0, m ∈ [0, s], 1# p ,q #∞, et les normes sont équivalentes.
1.3 Le cas des domaines ramifiés
Les propriétés détaillées dans le paragraphe précédent ne sont pas toutes vérifiées par les
domaines ramifiés de la classe D construite en 1.1.3.b. En particulier, dans le cas où le rapport
de contraction des similitudes f1 et f2 est critique (a = a
# ), on montre que le domaine ramifié
n’est pas un domaine (!,δ) (voir [AT08]). Le théorème de prolongement de Jones ne s’applique
donc pas.
Dans ce cas, les domaines que nous considérons ne sont d’ailleurs pas des domaines de prolon-
gement Sobolev, et le résultat de trace de Jonsson et Wallin n’est pas vérifié.
En revanche, on peut montrer que les domaines ramifiés de la classe D sont des domaines
de John, et satisfont donc des inégalités de Poincaré. On verra que ces inégalités permettent par
ailleurs de définir un opérateur de trace sur la partie auto-similaire de la frontière du domaine
ramifié. Du fait qu’il exploite les propriétés d’auto-similarité du domaine ramifié, l’opérateur
ainsi défini constitue une notion de trace naturelle pour les fonctions définies sur les domaines
de D .
En résumé, l’approche choisie diffère de la démarche habituelle, qui consiste à montrer des
résultats de prolongement à !n , puis à déduire des résultats de trace à partir des théorèmes
valables sur !n . On commence ici par introduire une notion de trace basée sur les propriétés
d’auto-similarité du domaine. On utilisera dans la thèse les propriétés de l’opérateur de trace
construit pour prouver des résultats de prolongement.
Les questions abordées dans la thèse Il se pose la question de la comparaison de l’espace
de traces des fonctions de W 1,p (Ω) pour un domaine ramifié Ω sur la partie fractale Γ∞ de sa
frontière aux espaces de traces des fonctions dansW 1,p (!2), ce qui revient, par le théorème de
Jonsson et Wallin, à les comparer aux espaces de Besov sur Γ∞. Si ces espaces diffèrent pour une
valeur de p et si les différentes notions de traces coïncident presque partout sur Γ∞, la dernière
remarque implique que le domaine Ω n’est pas un domaine de prolongementW 1,p . Dans le cas
contraire où les espaces coïncident, on se pose la question de l’existence d’un prolongement.
1.3.1 Inégalité de Poincaré sur les domaines ramifiés
On considère un domaine ramifié Ω appartenant à la classe D . En tant que domaines de
John, Ω satisfait l’inégalité de Poincaré suivante (voir [AT07]).
Théorème 1.3.1 – Soit p ∈ [1,∞[, il existe une constante C > 0 telle que pour tout u ∈W 1,p (Ω)
vérifiant u|Γ0 = 0,
‖u‖Lp (Ω) #C‖∇u‖Lp (Ω), (31)
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où on rappelle que Γ0 est le segment de base du domaine ramifié.
La preuve donnée par Y. Achdou et N. Tchou n’utilise pas les propriétés des domaines de John.
Elle repose sur l’auto-similarité qui permet la construction d’une bijection préservant la mesure
entre Ω et un nouveau domaine =Ω, qui envoie le compact invariant Γ∞ sur un graphe fractal
dont =Ω est le domaine sous la courbe (voir Figure 7). Il est alors plus aisé de montrer l’inégalité
de Poincaré sur =Ω, dont on déduit le résultat sur Ω.
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Figure 7 – La courbe délimitant =Ω
Cette technique de preuve a l’avantage de conduire aussi à une inégalité de trace renforcée utile
dans la suite, énoncée dans le Théorème 1.3.3 ci-dessous.
On obtient par un raisonnement similaire l’existence d’une constante C > 0 telle que pour
u ∈W 1,p (Ω) et σ ∈An (n $ 0),∑
σ∈An
‖u‖p
Lp ( fσ (Ω))
# C (2a2)
n
>
‖∇u‖p
Lp (Ω)
+ ‖u|Γ0‖pLp (Γ0)
?
, (32)
ce qui implique en particulier le résultat de compacité de type Rellich :
Théorème 1.3.2 – Pour 1# p <∞, l’injection deW 1,p (Ω) dans Lp (Ω) est compacte.
On donne par ailleurs un résultat utile à la définition de la trace sur Γ∞ : de l’inégalité de
Poincaré, Y. Achdou et N. Tchou déduisent aussi l’existence d’une constante C > 0 telle que
pour u ∈W 1,p (Ω) et tout entier n,∫
Γn
|u|Γn |p # C (2a)n‖u‖pW 1,p (Ω), (33)
où Γn est défini par
⋃
σ∈An Γ
σ .
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1.3.2 Prolongement et trace dans le cas sous-critique
Du fait que dans le cas sous-critique a < a#
θ
, les domaines ramifiés sont des domaines (!,δ),
on a vu qu’il existait pour tout p ∈ [1,∞] un opérateur de prolongement continu deW 1,p (Ω)
dansW 1,p (!2). On peut donc déduire directement du théorème de Jonsson et Wallin le résultat
de trace
W 1,p (Ω)|Γ∞ = B
p ,p
1− 2−dp
(Γ∞),
où d = dimH Γ
∞, et où la trace est entendue au sens de la stricte définition du prolongement
des fonctions deW 1,p (Ω) (voir 1.2.5).
1.3.3 Construction d’un opérateur de trace sur Γ∞
On introduit une notion de trace dite auto-similaire, proposée par Y. Achdou et N. Tchou
dans [AT07] pour les domaines ramifiés.
On considère un domaine ramifié Ω pour les similitudes f1 et f2 définies en (14), et on note Γ
∞
son compact invariant. Pour 1# p #∞, on considère la suite d’opérateurs /n deW 1,p (Ω) dans
Lpµ(Γ
∞) définis par :
/n(u) =
∑
σ∈An
〈u〉Γσ fσ (Γ∞), (34)
pour toute fonction u ∈ W 1,p (Ω), où on note Γσ = fσ (Γ0) et 〈u〉Γσ = 1|Γσ |
∫
Γσ u(x) d x pour
σ ∈A .
L’opérateur /n est bien défini et continu : si u ∈W 1,p (Ω), alors
‖/n(u)‖p
Lpµ(Γ
∞)
=
∫
Γ∞
<<<<<< ∑σ∈An 〈u〉Γσ fσ (Γ∞)
<<<<<<
p
dµ =
∑
σ∈An
∫
fσ (Γ
∞)
|〈u〉Γσ |p dµ,
du fait que µ( fσ (Γ
∞)∩ fτ(Γ∞)) = 0 si σ ,τ ∈An et σ )= τ. L’inégalité de Hölder donne alors
‖/n(u)‖p
Lpµ(Γ
∞)
#
∑
σ∈An
1
|Γσ |
∫
Γσ
|u |p
µ( fσ (Γ∞)) = 1
(2a)n|Γ0|
∑
σ∈An
∫
Γσ
|u |p
 .
On déduit alors de (33) qu’il existe une constante C > 0 telle que pour toute fonction u dans
W 1,p (Ω),
‖/n(u)‖Lpµ(Γ∞) # C‖u‖W 1,p (Ω).
Proposition 1.3.1 – Si p + d − 2> 0, la suite (/n)n converge dansL (W 1,p (Ω),Lpµ(Γ∞)) vers un
opérateur qu’on appelle /∞.
L’opérateur /∞ ainsi obtenu est un opérateur de trace sur W 1,p (Ω) : si u est une fonction
régulière sur Ω (par exemple si u ∈ C 1(Ω)), alors /∞(u) coïncide µ-presque partout avec la trace
de u sur Γ∞ au sens de la restriction.
Comme nous l’avons vu, une technique semblable à celle de la preuve dans [AT07] de l’inégalité
de Poincaré dans les domaines ramifiés fournit une inégalité de trace renforcée :
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Théorème 1.3.3 – Pour tout κ tel que (2a2)p−1 < κ< 1, il existe une constante C > 0 telle que
‖/∞(u)−〈/∞(u)〉Γ∞‖pLpµ(Γ∞) # C
∑
i∈"
κi
∑
τ∈Ai
‖∇u‖p
Lp (Y τ )
, ∀u ∈W 1,p (Ω), (35)
où 〈/∞(u)〉Γ∞ =
∫
Γ∞ /
∞(u) dµ.
Remarque 1.3.1 – On a défini la notion de trace auto-similaire dans le cas particulier des domaines
ramifiés de la classe D . On peut toutefois montrer que les domaines ramifiés en général sont des
domaines de John, et qu’ils satisfont donc les mêmes inégalités de Poincaré. On peut donc généraliser
la définition de l’opérateur de trace /∞ à tous les domaines ramifiés.
1.3.4 Caractérisation de l’espace de trace
On donne dans ce paragraphe un résultat de trace dans les domaines ramifiés définis au para-
graphe 1.1.3.b obtenu par Y. Achdou et N. Tchou dans [AT10]. De même qu’on peut caractériser
la trace des fonctions deW 1,p (!n) à l’aide des espaces Li p (voir Théorème 1.2.10), on cherche
à caractériser la trace des fonctions définies sur les domaines ramifiés à l’aide des espaces JLip .
On considère un domaine ramifié Ω de la classe D . On appelle toujours Γ∞ la partie auto-
similaire de sa frontière, et on se place dans le cas où a # a#.
On observe que les ondelettes de Haar sur l’ensemble Γ∞ font partie de l’espace de trace des
fonctions de W 1,p (!2) pour 1 # p #∞ : on voit aisément qu’on peut même relever (pour les
différentes notions de traces définies en 1.2.5) les ondelettes de Haar sur Γ∞ en des fonctions de
classe C∞ sur Ω.
Dans le cas critique décrit au paragraphe 1.1.3.a où Γ∞ est connexe, on voit que l’espace de trace
de W 1,p (!2) sur Γ∞ diffère en général de l’espace de trace de W 1,p (Ω) sur Γ∞. En effet, dans
le cas où p > 2, l’injection W 1,p (!2) 1→ C 0(!2) implique que les ondelettes de Haar n’appar-
tiennent pas àW 1,p (!2)|Γ∞ .
Cette remarque suggère que pour construire l’espace de trace de W 1,p (Ω) sur Γ∞, il convient
d’ajouter les ondelettes de Haar à l’espace de Lipschitz W 1,p (!2)|Γ∞ . En d’autres termes, il
convient d’autoriser des sauts aux points d’auto-intersection de Γ∞.
Le théorème de trace suivant (voir [AT10]) identifie effectivement l’espace de trace
/∞(W 1,p (Ω)) et certains espaces JLip .
Théorème 1.3.4 – Si a # a# et 1< p <∞, alors
/∞(W 1,p (Ω)) = JLip (1− 2−dp , p , p ; 0;Γ∞).
Il s’agit d’une caractérisation essentielle pour la suite, car elle permet de décrire les traces
auto-similaires de fonctions deW 1,p (Ω) par leurs coefficients dans la base d’ondelettes de Haar
par le biais de (1.2.3), ce qu’on utilisera à de nombreuses reprises.
Dans [AT10], les auteurs montrent en fait le résultat plus général : si m $ 1, a # a# et 1< p <∞,
alors
/∞(Wm,p (Ω)) = JLip (m− 2−dp , p , p ;m− 1;Γ∞).
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1.4 Étude d’EDP dans des domaines à frontière fractale
1.4.1 EDP dans des des domaines ramifiés ou des arbres fractals
L’étude de problèmes aux limites dans les domaines ramifiés décrits en 1.1.3.b est détaillée
par Y. Achdou et N. Tchou dans [AT07] (voir aussi [AST07, AST06]) où une méthode basée sur
les propriétés d’auto-similarité du domaine Ω est proposée pour résoudre les problèmes mixtes
du type  ∆u = 0 dans Ω,u = u0 sur Γ0,∂ u
∂ n = 0 sur (∂ Ω) \ (Γ0 ∪Γ∞),
où Γ0 est la base du domaine ramifié, avec en plus une condition de Neumann non-homogène
sur Γ∞, imposée grâce à la formulation variationnelle.
On cherche à calculer la solution dans une cellule donnée du domaine. La méthode consiste
à décomposer la donnée de Neumann sur le bord Γ∞ dans la base d’ondelettes de Haar et à
résoudre une suite de problèmes aux limites dans la cellule de base Y 0 à laquelle on se ramène
par auto-similarité, avec des conditions aux limites dites transparentes sur la partie supérieure
du bord de Y 0. Ces conditions reposent sur un opérateur Dirichlet-Neumann non local obtenu
comme limite d’une suite d’opérateurs en exploitant l’auto-similarité et l’invariance par change-
ment d’échelle de l’équation.
La méthode est détaillée dans le Chapitre 4.
Une autre approche à l’étude d’EDP sur des objets présentant une infinité de ramifications
est proposée par P.Joly et A. Semin dans [JS11] qui étudient l’équation des ondes dans des arbres
fractals dont les branches sont unidimensionnelles, du type des arbres définis dans [MF99].
L’équation des ondes y est alors résolue sur chaque branche, avec une condition de type Kirch-
hoff au niveau des nœuds.
Pour gérer les problèmes liés au fait que l’arbre est infini et trouver la condition aux limites au
bout de l’arbre, une condition aux limites transparente est exprimée au moyen d’un opérateur
Dirichlet-Neumann, de manière comparable à la démarche adoptée en [AT07].
La structure d’arbre est également utilisée par B. Maury et al. dans [MSV09] pour modéliser
le système respiratoire humain, dans le but de décrire la pression au niveau des alvéoles, c’est-à-
dire à la terminaison des voies respiratoires, où se situent les échanges gazeux.
Le modèle utilisé est un arbre dyadique pour lequel une trace au bout de l’arbre est définie.
Pour établir la régularité des fonctions traces, une approche impliquant la construction d’une
base explicite des fonctions harmoniques dans l’espace d’énergie est proposée.
1.4.2 Problèmes de transmission à travers une interface fractale
Les problèmes de transmission apparaissent naturellement dans de nombreux domaines,
comme l’électrostatique et la magnétostatique où l’on souhaite par exemple décrire le transfert
de chaleur à travers une couche infiniment conductive. Certains des phénomènes qui peuvent
être modélisés par des problèmes de transmission présentent des échanges à travers une interface
irrégulière. On peut parfois représenter ces interfaces par des objets fractals.
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La définition du laplacien sur les ensembles auto-similaires p.c.f. (voir §1.2.6.d) permet en parti-
culier d’imposer des conditions de transmission du second ordre à travers une interface fractale
auto-similaire p.c.f.
Dans [Lan02, Lan03, Lan04], M.R. Lancia étudie par exemple des problèmes de Poisson dans
des domaines du plan séparés par une courbe fractale K , avec une condition de transmission à
travers K du second ordre du type
C∆K u = [∂nu] sur K \ ∂ Ω,
[u] = 0 sur K ,
où [u] et [∂nu] désignent respectivement le saut de u et de la dérivée normale ∂nu en un sens
faible à travers l’interface K . Dans ces papiers, K est une courbe fractale ou une approximation
préfractale de courbe fractale. L’auteur considère en particulier le cas de la courbe de Koch. Des
résultats d’existence et d’unicité de la solution faible du problème dans un espace approprié sont
démontrés, ainsi que des propriétés de régularité de la solution.
Dans [BBV06], un aspect numérique de ce problème est abordé. Les auteurs construisent un
maillage adapté à la géométrie de l’interface pour le problème à interface préfractale et formulent
une approximation de Galerkin pour le problème.
En demension 3, le cas où l’interface est de la forme K × [0,1] est traité dans [MV03] où les
auteurs établissent l’existence d’un unique minimiseur pour une fonctionnelle énergie adaptée.
Par ailleurs, M.R. Lancia et P. Vernole prouvent dans [LV10] la convergence de problèmes de
transmission en demension 3 avec interface préfractale vers le problème avec interface fractale.
La preuve est basée sur la convergence au sens de Mosco des formes d’énergie associées aux
problèmes (voir [Mos67, Mos69]), et sur une méthode d’interpolation proposée dans [LV03,
MV09].
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Les chapitres 1, 2 et 3 proposent des éléments de réponses aux questions posées au para-
graphe §1.3.
Le chapitre 1 est consacré à la comparaison des espaces JLip (s , p , p ; 0;Γ∞) avec les espaces de Be-
sov sur Γ∞. On montre en particulier que le théorème de trace (24) reste vrai dans les domaines
ramifiés pour la trace auto-similaire dans Ω, pour des valeurs de p inférieures à une valeur cri-
tique p# qui ne dépend que des angles des similitudes définissant les domaines.
Le chapitre 2 examine la question du prolongement pour les domaines ramifiés critiques. On
construit un opérateur de prolongementW 1,p pour les domaines critiques lorsque p < p#.
Le chapitre 3 est consacré à la comparaison des notions de traces utilisées. On déduit du théo-
rème de prolongement du chapitre 2 que les notions de traces strictement définies pour les fonc-
tions de W 1,p (!n) ou W 1,p (Ω) et la notion de trace auto-similaire sur Γ∞ coïncident presque
partout.
Dans le chapitre 4, on s’intéresse à un problème de transmission entre les domaines ramifiés
Ω de la classe D et l’extérieur de Ω. On propose une approche numérique du problème, en
écrivant un problème de transmission à travers une interface préfractale. Notons que le chapitre
4 rend compte de travaux en cours qui ne sont pas encore dans leur forme finale, et qu’on ne
s’intéresse pour le moment qu’à la mise en œuvre numérique.
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Les chapitres 1, 2 et 3 sont à quelques ajouts près les articles respectifs :
& JLip versus Sobolev spaces on a class of self-similar fractal foliages [ADT12],
& Sobolev Extension Property for tree-shaped domains with self-contacting fractal boundary
[Deh],
& Comparison of different definitions of traces for a class of ramified domains with self-similar
fractal boundaries [ADT],
dont la forme a été modifiée pour éviter des redites. Il n’a toutefois pas été possible de les
éliminer toutes, et nous prions le lecteur de nous en excuser.
1.5.1 Comparaison des espaces JLip et Besov sur la frontière auto-similaire
des domaines ramifiés
On s’intéresse ici aux domaines ramifiésΩ de la classeD décrite en 1.1.3.b. Demême que dans
le cas des domaines réguliers, on souhaite comparer l’espace de traces des fonctionsW 1,p (Ω) sur
la frontière de Ω aux espaces de Besov.
Dans le cas sous-critique (a < a#
θ
) où on a vu que le domaine ramifié était un domaine (!,δ), les
théorèmes cités dans les paragraphes précédents permettent de conclure qu’on a un théorème de
trace du type de (24).
En revanche, dans le cas critique où a = a#
θ
, ces théorèmes ne s’appliquent plus. En fait, on
montre un théorème de trace du type de (24) pour p < p# seulement, où p# ne dépend que de la
dimension de l’auto-intersection de la partie auto-similaire Γ∞ de la frontière. La démonstration
de ce résultat consiste d’abord à comparer les espaces JLip aux espaces Li p introduits ci-dessus,
en s’appuyant sur la régularité Sobolev des ondelettes de Haar sur Γ∞.
1.5.1.a Le cas sous-critique
Dans le cas sous-critique décrit au paragraphe 1.1.3.a où la partie fractale Γ∞ de la frontière
est totalement disconnexe (a < a#
θ
), le théorème de trace 1.2.10 de Jonsson etWallin reste valable.
Ce résultat découle directement du Théorème 1.2.6 de prolongement de Jones : on montre que
dans ce cas Ω est un domaine (!,δ), ce qui implique que Ω est un domaine de prolongement
Sobolev, et on peut appliquer le théorème de trace de Jonsson et Wallin au prolongement ainsi
obtenu. La trace sur la frontière du domaine est ici entendue au sens classique.
On peut par ailleurs arriver à ce même résultat pour la trace auto-similaire /∞ en se souve-
nant que, dans le cas où Γ∞ est totalement disconnexe, on a l’égalité
JLip (s , p ,q ; 0;Γ∞) = Lip (s , p ,q ; 0;Γ∞)
lorsque 0 < s < 1 et 1 # p ,q # ∞. Le Théorème 1.3.4 permet alors de conclure, du fait que
Lip (s , p ,q ; 0;Γ∞) = B p ,qs (Γ∞) pour 0< s < 1.
1.5.1.b Le cas critique
Lorsque l’ensemble fractal Γ∞ est connexe (a = a#
θ
), le domaine ramifié correspondant n’est
pas un domaine (!,δ), et n’est d’ailleurs pas un domaine de prolongement Sobolev. Dans ce cas,
on n’obtient pas la régularité du Théorème 1.2.10 pour toutes les valeurs de p , mais seulement
lorsque p est inférieur à une valeur critique p# qui ne dépend que de la dimension de l’ensemble
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d’auto-intersection de la frontière ∂ Ω. En d’autres termes, pour p < p#, on a un équivalent du
théorème de trace (24) sur Γ∞ pour la trace auto-similaire :
/∞(W 1,p (Ω)) = B p ,p
1− 2−dp
(Γ∞). (36)
Dans le cas a = a#
θ
, nous avons vu qu’on distingue deux possibilités :
(i ) si θ )∈ pi
2"#
, l’ensemble Ξ défini par
Ξ= f1(Ξ)∩ f2(Ξ) (37)
est réduit à un point et, dans ce cas, l’ensemble d’auto-intersection de Γ∞ est dénom-
brable ;
(i i ) si θ ∈ pi2"# , l’ensemble Ξ est un ensemble fractal de dimension de Hausdorff d/2, donc
l’ensemble d’auto-intersection de Γ∞ est un ensemble fractal de même dimension.
Selon qu’on se trouve dans le premier ou le deuxième de ces cas, nous verrons que la valeur de
p# et la régularité de la trace diffèrent.
Pour comparer les résultats obtenus à ceux de Jonsson et Wallin, il convient de préciser la
notion de trace utilisée ici. Les résultats détaillés dans le Chapitre 1 concernent la trace auto-
similaire /∞ et non pas la trace au sens classique définie en 1.2.5. On prouvera toutefois dans
le Chapitre 3 que ces deux traces coïncident µ-presque partout, où µ est la mesure invariante
associée à Γ∞.
On supposera dans la suite que l’on est dans le cas critique où a = a#
θ
, et Γ∞ est connexe et
a des points d’auto-intersection.
Régularité Sobolev des ondelettes de Haar
Il est clair que pour tout p ∈ [1,∞], les ondelettes de Haar sur l’ensemble auto-similaire Γ∞
peuvent être relevées par des fonctions deW 1,p (Ω), et appartiennent donc à l’espace de trace de
W 1,p (Ω) sur Γ∞.
Par ailleurs, on montre (voir les propositions 1.4.1 et 1.4.2) que la régularité des ondelettes
dépend de la dimension de l’auto-intersection de Γ∞.
& Si on se trouve dans le cas (i ) décrit plus haut, alors pour tout σ ∈A , gσ ∈ B
p ,p
s (Γ
∞) si 0# s < dp ,
gσ )∈ B p ,ps (Γ∞) si s > dp .
On en déduit que dans ce cas le résultat de trace (36) est faux pour p > 2.
& Si en revanche on se trouve dans le cas (i i ) décrit plus haut, alors pour tout σ ∈A , gσ ∈ B
p ,p
s (Γ
∞) si 0# s < d2p ,
gσ )∈ B p ,ps (Γ∞) si s > d2p ,
et on déduit ici que le résultat de trace (36) est faux pour p > 2− d
2
.
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On va montrer en fait que ces valeurs sont optimales au sens où le résultat de trace (36) est vrai
lorsqu’on est dans le cas (i ) avec p < 2, ou dans le cas (i i ) avec p < 2− d2 . On appelle alors p#
la valeur critique obtenue :
p# =
 2 dans le cas (i ) : θ )∈
pi
2"# ,
2− d2 dans le cas (i i ) : θ ∈ pi2"# .
(38)
On montrera également que lorsque p > p#
θ
, la régularité générale de la trace est donnée par
celle des ondelettes.
Comparaison des espaces JLip et Besov dans le cas où Ξ est réduit à un point
On énonce ici les résultats obtenus dans le cas où l’angle θ n’est pas de la forme pi
2k
avec
k ∈"#, et Ξ est réduit à un point.
Théorème 1.5.1 – Si θ )∈ pi/2"# et t <min(d/p , 1), alors
JLip (t , p , p ; 0;Γ∞) = Lip (t , p , p ; 0;Γ∞) = B p ,pt (Γ
∞).
Ce théorème implique que le théorème de trace (36) reste vrai dans le cas p < 2.
Pour démontrer le Théorème 1.5.1, on propose d’abord une série de résultats géométriques
faisant un lien entre le mot σ ∈ A et la distance entre fσ (Γ∞) et l’axe des ordonnées Λ =
{(x1, x2), x1 = 0}.
Dans le cas que nous considérons, Ξ est constitué du seul point limite fξ où ξ = 12
m+1(12)∞.
On montre que la distance d ( fσ (Γ
∞),Λ) est du même ordre que la distance entre σ et ξ , où on
définit la distance δ entre deux mots de σ ,τ ∈A ∪A∞ par
δ(σ ,τ) =
@
0 si σ = τ,
ak sinon, où k est le plus grand entier tel que σ&k = τ&k .
(39)
Par la Proposition 1.2.2, il s’agit de contrôler l’intégrale
|v |B p ,ps (Γ∞) =
∫
Γ∞
∫
Γ∞
|v(x)− v(y)|p
d (x , y)d+pt
dµ(x) dµ(y),
pour v ∈ JLip (t , p , p ; 0;Γ∞).
La démonstration du Théorème 1.5.1 repose sur les inégalités de Hardy discrètes énoncées dans
le Lemme 1.4.9. L’idée est de décomposer la fonction v ∈ JLip (t , p , p ; 0;Γ∞) selon la base d’on-
delettes de Haar de Γ∞, et de découper les intégrales selon une partition de (Xi )i∈" de Γ
∞, où
l’ensemble Xi est constitué des points dont la distance à Λ est de l’ordre de a
2i .
Le Théorème 1.5.1 donne également l’inclusion suivante :
/∞(W 1,p (Ω)) ⊂ B p ,ps (Γ∞), s <
d
p
, (40)
lorsque p > 2. Les résultats sur les ondelettes montrent que ce résultat est optimal, au sens où
(40) est faux pour s > dp .
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Comparaison des espaces JLip et Besov dans le cas où Ξ est non dénombrable
Dans le cas où Ξ est non dénombrable, c’est-à-dire lorsque θ ∈ pi
2"#
, on a le résultat suivant.
Théorème 1.5.2 – Si θ )∈pi/2"# et t <min(d/2p , 1), alors
JLip (t , p , p ; 0;Γ∞) = Li p(t , p , p ; 0;Γ∞) = B p ,pt (Γ
∞).
La démonstration de ce dernier théorème est similaire à celle du Théorème 1.5.1. Elle utilise
des résultats géométriques analogues au cas précédent.
Cette fois, l’ensemble Ξ est constitué des points limites fξ où ξ ∈ X := 12m+1(12|21)∞. On
montre dans ce cas que la distance d ( fσ (Γ
∞),Λ) est du même ordre que
δ(σ ,X ) := inf
ξ∈X
δ(σ ,ξ ).
On procède alors de manière similaire à la démonstration du Théorème 1.5.1, en découpant les
intégrales selon la même partition de Γ∞.
De même que pour le Théorème 1.5.1, on peut déduire du Théorème 1.5.2 l’inclusion
/∞(W 1,p (Ω)) ⊂ B p ,ps (Γ∞), s <
d
2p
(41)
lorsque p > 2− d2 . Les résultats sur les ondelettes permettent également d’établir que ce résultat
est optimal, au sens où (41) est faux pour s > d2p .
1.5.2 Propriété de prolongement Sobolev pour les domaines ramifiés
La question de l’existence d’un opérateur de prolongement pour les fonctionsW 1,p sur un
domaine ramifié de la classe D a une importance particulière, notamment pour déduire des ré-
sultats de densité sur ces domaines malgré leur irrégularité.
Ici encore, les théorèmes énoncés dans les paragraphes précédents permettent de régler la ques-
tion dans le cas sous-critique. Dans ce cas, les domaines sont des domaines de prolongement
Sobolev. Du fait que les domaines ramifiés critiques de D ne sont pas des domaines (!,δ), on
ne peut utiliser le théorème de prolongement de Jones. On voit d’ailleurs aisément que, du fait
des injections de Sobolev dans les fonctions continues du plan, les domaines ramifiés critiques
ne peuvent avoir la propriété de prolongement Sobolev pour p > 2.
Les résultats de régularité des ondelettes de Haar sur Γ∞ du Chapitre 1 suggèrent qu’on ne peut
espérer avoir un opérateur de prolongement W 1,p lorsque p > p#. Le principal théorème du
Chapitre 2 montre en fait le résultat suivant.
Théorème 1.5.3 – Lorsque a = a#
θ
, les domaines ramifiés de D sont des domaines de prolongement
W 1,p pour tout p < p#.
Du fait que dans le cas critique les domaines ramifiés ne sont pas (!,δ), la technique de décom-
position de Whitney habituellement utilisée ne s’applique pas directement. On montre alors le
résultat de prolongement à la main en commençant par construire un prolongement des fonc-
tions de /∞(W 1,p (Ω)) = B p ,p
1− 2−pp
(Γ∞) en des fonctions deW 1,p (!2).
42 Résumé en français
Théorème 1.5.4 – Si p < p#
θ
, alors il existe un opérateur de prolongement E de B p ,p
1− 2−pp
(Γ∞) dans
W 1,p (!2) pour la trace auto-similaire /∞ (c’est-à-dire que /∞((E v)|Ω) = v pour toute fonction
v ∈ B p ,p
1− 2−pp
(Γ∞)), tel que E gσ ≡−1 dans fσ1(Ω) et E gσ ≡ 1 dans fσ2(Ω) pour tout σ ∈A .
1.5.2.a Construction du prolongement du Théorème 1.5.4
La construction se fait en deux étapes : on commence par construire un relèvement des
ondelettes de Haar pour l’opérateur de trace auto-similaire, puis on définit l’opérateur de pro-
longement en considérant le développement dans la base d’ondelettes de Haar des fonctions de
JLip (1− 2−dp , p , p ; 0;Γ∞).
Le relèvement construit peut être vu comme une modification de la technique de Whitney,
adaptée aux propriétés d’auto-similarité du domaine.
Relèvement des ondelettes On commence par construire un relèvement g¯0 de g0 dans
W 1,p (!2) qui vaut −1 dans f1(Ω) et 1 dans f2(Ω).
On définit ensuite les relèvements g¯σ des ondelettes de Haar gσ (σ ∈An , n ∈"). Pour ce faire,
on s’appuie sur les fonctions 2
n
2 g¯0 ◦ fσ−1 multipliées à des fonctions de troncature adaptées.
Dans le cas où Ξ est réduit à un point, les fonctions de troncature ont leur gradient nul en de-
hors de cônes dont les centres sont les points d’auto-intersection du fractal Γ∞.
Dans le cas où Ξ n’est pas dénombrable, la géométrie est plus complexe, et les cônes doivent
être remplacés par des ensembles plus sophistiqués (voir Figure 2.4 p. 106).
L’opérateur de prolongement On construit ensuite l’opérateur de prolongement en posant,
pour v ∈ B p ,p
1− 2−pp
(Γ∞),
E v = 〈v〉Γ∞χ +
∑
n∈"
∑
σ∈A
βσ g¯σ , (42)
où les βσ , σ ∈ A sont les coefficients dans la décomposition de v dans la base d’ondelettes de
Haar sur Γ∞, et χ est un relèvement dansW 1,p (!2) de la fonction constante égale à 1 sur Ω.
On montre ensuite que le prolongement E v est dans W 1,p (!2) et que l’opérateur E est bien
continu. D’après la construction des relèvements g¯σ , σ ∈ A , il suffit de montrer l’inégalité
‖E v‖W 1,p (S) ' ‖v‖JLip (1− 2−dp ,p ,p ;0;Γ∞), où S est l’union des supports des gradients des fonctions
de troncature. La preuve utilise alors les propriétés des relèvements des ondelettes de Haar, dont
les recouvrements dans S sont contrôlés.
1.5.2.b Un résultat de densité
La propriété de prolongementW 1,p pour les domaines ramifiés lorsque p < p# entraîne de
manière immédiate le résultat de densité suivant.
Théorème 1.5.5 – SiΩ est un domaine ramifié de la classeD , l’espaceC∞(Ω) est dense dansW 1,p (Ω)
pour tout p < p#
θ
.
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1.5.3 Comparaison des définitions de trace sur le bord des domaines rami-
fiés
On a introduit au paragraphe 1.2.5 plusieurs définitions de trace sur la partie auto-similaire
des domaines ramifiés de D , et on a énoncé et démontré des résultats de trace pour lesquels la
trace n’est pas toujours entendue au même sens. Jusqu’ici, nous avions laissé de côté la question
du lien entre ces différentes notions de trace dans le cas de la classe des domaines ramifiés que
nous considérons. Le chapitre 3 examine cette question et montre que les définitions de trace
introduites au paragraphe 1.2.5 coïncident presque partout pour la mesure auto-similaire.
On note que la Proposition 1.2.1 ne s’applique pas au cas des domaines ramifiés de D : les
domaines de D sont bien des 2-ensembles (voir la Proposition 3.2.1) mais Γ∞ n’est jamais un
1-ensemble, même lorsque θ= 0 et dimH Γ
∞ = 1.
Le résultat principal du chapitre 3 est le suivant.
Théorème 1.5.6 – SoientΩ un domaine ramifié deD dont la partie auto-similaire du bord est notée
Γ∞ et p ∈ [1,∞]. Toute fonction u ∈W 1,p (Ω) peut être strictement définie presque partout sur Γ∞
au sens de la mesure auto-similaire, et
/∞(u) = u¯
µ-presque partout sur Γ∞.
La démonstration du Théorème 1.5.6 repose sur les résultats de prolongement Sobolev dé-
montrés au chapitre 2. On s’appuie sur l’existence d’un réel p $ 1 tel que les domaines de D
soient des domaines de prolongement W 1,p de !2. On note ensuite que si E est un opérateur
continu de prolongement de W 1,p (Ω) dans W 1,p (!2), alors E est bien sûr aussi un opérateur
continu de prolongement deW 1,q (Ω) dansW 1,p (!2) pour tout q $ p , ce qui vaut en particulier
lorsque q > p#
θ
et que Ω n’a pas la propriété de prolongementW 1,q .
La preuve s’appuie sur une identification entre espaces de Sobolev et espaces de potentiel de
Bessel. On rappelle que l’espace de potentiel de Bessel d’ordre α> 0 sur !n est défini par
Lα,p (!n) = {Gα # g , g ∈ Lp (!n)}.
Gα ∈ L1(!n) désigne le noyau de Bessel d’ordre α, défini par
=Gα = (1+ 4pi2|ξ |2)−α/2,
où =Gα : ξ ,→ ∫!n Gα(x)e2ipix ·ξ d x est la transformée de Fourier deGα. On a alors l’identification
suivante due à A.P. Calderón (voir [Ste70]) :
si k est un entier positif et 1< p <∞, alors Lk ,p(!n) = W k ,p(!n). (43)
On montre dans un premier temps que pour toute fonction u ∈W 1,p (Ω), la trace au sens
classique u¯|Γ∞ coïncide avec la trace classique E u |Γ∞ de E u , où E est l’opérateur de prolonge-
ment décrit plus haut.
On montre ensuite le Théorème 1.5.6 en comparant la trace classique à une définition auto-
similaire de la trace au sens classique (voir Définition 3.4.1 et Théorème 3.4.3).
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1.5.4 Une approche numérique pour un problème aux limites dansΩ∪ (!2 \Ω)
On considère dans cette dernière partie un problème aux limites avec une interface fractale
auto-similaire dont on s’intéresse à la mise en œuvre numérique. On considère toujours les
domaines ramifiés Ω de la classe D , et on s’intéresse à des problèmes du type
∆u = fi dans Ω,
∆u = fe dans Ωe ,
[u] = 0 sur Γ∞,B
∂nu
C
= 0 sur Γ∞,
(44)
avec en plus des conditions mixtes sur le reste du bord de Ω et de Ωe , où Ωe est l’extérieur du
domaine Ω. On désigne par [u] et [∂nu] les sauts respectifs de u et de sa dérivée normale, en
un sens faible à préciser, à travers l’interface Γ∞.
On étudie en fait le problème analogue en remplaçant Ω par le sous-domaine Ωm obtenu
en tronquant le domaine Ω après m générations et Ωe par l’extérieur Ω
m
e de Ω
m . L’interface est
donc le préfractal Γm =
⋃
σ∈Am fσ (Γ
0).
On traite le problème extérieur mixte correspondant avec une donnée de Dirichlet sur l’inter-
faceΓm par une méthode de représentation intégrale. On obtient un opérateur de type Dirichlet-
Neumann.
Le problème intérieur avec une donnée de Neumann sur l’interface Γm est traité par une mé-
thode auto-similaire tirée de [AST06, AT07]. On obtient alors un opérateur de type Neumann-
Dirichlet.
On résout alors un problème de point fixe dont la solution est la donnée de Dirichlet de la solu-
tion du problème de transmission sur l’interface Γm . Une fois cette donnée obtenue, la solution
du problème de transmission s’obtient en résolvant successivement un problème extérieur et un
problème intérieur.
On s’intéresse d’un point de vue numérique aux exemples où fi = 0 et fe est une masse de Dirac
en un point de Ωme , ainsi qu’au cas où fi = δΓσ pour σ ∈Ak , k < m, et fe = 0, où on rappelle
que Γσ = fσ (Γ
0).
Part I
Trace and extension theorems for a class
of ramified domains with self-similar
fractal boundary

CHAPTER 1
JLip versus Sobolev spaces on a class of self-similar fractal foliages
For a class of self-similar sets Γ∞ in !2, supplied with a probability measure µ called
the self-similar measure, we investigate if the B p ,p
s
(Γ∞) regularity of a function can be
characterized using the coefficients of its expansion in the Haar wavelet basis. Using
the Lipschitz spaces with jumps recently introduced by Jonsson, the question can be
rephrased: when does B p ,p
s
(Γ∞) coincide with JLip (s , p, p; 0;Γ∞)? When Γ∞ is totally
disconnected, this question has been positively answered by Jonsson for all s , p, 0< s <
1 and 1# p <∞ (in fact, Jonsson has answered the broader question of characterizing
B p ,q
s
(Γ∞), s > 0, 1# p,q <∞, using possibly higher degree Haar wavelets coefficients).
Here, we fully answer the question in the case when 0< s < 1 and Γ∞ is connected.
1.1 Introduction
There is a growing interest in analysis on self-similar fractal sets, see for instance Kigami
[Kig01], Strichartz [Str03, Str99], Mosco[Mos02, Mos98] and references therein. These works
aim at intrinsically defining function spaces using Dirichlet forms and a different metric from
the Euclidean one. The results in this direction are often subject to the important assumption
that the set is post-critically finite (or p.c.f.), see (9) or [Kig01].
In a different direction, Jonsson has studied Lipschitz functions spaces on a self-similar fractal set
K under a technical condition which yields a Markov inequality at any order, see the pioneering
works [Jon98, Jon04]. More precisely, in [Jon04], Haar wavelets of arbitrary order on K were
introduced and used for constructing a family of Lipschitz function spaces allowing jumps at
some special points in K . These function spaces are named JLip (t , p ,q ;m;K), where t is a
positive real number, p ,q are two real numbers not smaller than 1 and m is an integer (m is the
order of the Haar wavelets used for constructing the space). Here J stands for jumps, since the
considered functions may jump at some points of K . The theory in [Jon04], which does not
require the assumption that K be p.c.f, plays an important role in the present paper. It will be
partially reviewed in § 1.3.1 (we will focus on the case when m = 0, p = q and 0< t < 1).
In the present work, for a class of self-similar sets contained in !2, we aim at studying the
relationships between some JLip spaces and the more classical Besov spaces introduced and
studied by Jonsson and Wallin [JW84] for closed sets: consider a closed subset F of !n supplied
with a Borel measureµ such that there exists a positive real number d and two positive constants
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c1 and c2 with
c1 r
d #µ(B(x , r ))# c2 r
d ,
for all x ∈ F and r < 1 (here B(x , r ) is the ball in F with center x and radius r , with respect
to the Euclidean distance in !n ); the set F is said to be a d -set. In [JW84], Sobolev and Besov
spaces are defined on d -sets. For example, for 0< s < 1, the Sobolev space B p ,ps (F ) is defined as
B p ,ps (F ) =
)
f ∈ Lpµ(F );
∫
x ,y∈F ,|x−y|<1
| f (x)− f (y)|p
|x − y|d+s p
dµ(x)dµ(y) <∞
D
, (1.1)
see §1.2.6.b. In [JW84], results on the extension (in !n ) of functions belonging to Besov and
Sobolev spaces on F and trace results are proved using as a main ingredient Whitney extension
theory. In particular, there exists a continuous trace operator fromW 1,p (!n) onto B p ,p
1− n−dp
(F ),
if max(1,n − d ) < p <∞. A more general trace theorem is available, see Theorem 1, page 141
in [JW84].
The approach of Triebel [Tri97] is somewhat different. In [Tri97] chapter IV, paragraph 18, it
is proved that the space of the traces on F of functions in B p ,q
n−d
p
(!n) is Lpµ(F ) for 0 < d < n,
d/n < p <∞ and 0< q #min(1, p); Besov spaces on F are then defined as spaces of the traces
of Besov spaces on !n and embedding properties are studied.
In [Jon04], Jonsson has proved that if the self-similar set K is totally disconnected, then the JLip
spaces coincide with Lipschitz or Besov spaces, more precisely that the spaces JLip (t , p ,q ;m;K)
coincide with the Lipschitz spaces Li p(t , p ,q ;m;K) also introduced in [Jon04]. The latter
are a generalization of the more classical spaces Li p(t , p ,q ;K) introduced in [JW84] since
Li p(t , p ,q ;[t];K) = Li p(t , p ,q ;K). Note that Li p(t , p ,q ;[t];K) = B p ,qt (K), see[JW95]. When
the fractal set is not totally disconnected, the JLip space may not coincide with Li p or Besov
spaces.
In this chapter, we focus on a class of self-similar sets noted Γ∞ below, see for example Fig-
ure 3 in the Introduction of the thesis. The set Γ∞ is the unique compact subset of !2 such
that
Γ∞ = f1(Γ
∞)∪ f2(Γ∞),
where f1 and f2 are two similitudes with rotation angles ±θ and contraction factor a such that
0< a # a#
θ
. As we shall see, Γ∞ can be seen as a part of the boundary of a ramified domain Ω in
!2, see Figure 6 in the Introduction, and the restriction a # a#
θ
allows for the construction of
Ω as a union of non-overlapping sub-domains, see (1.30). In § 1.2.2.c, we will recall the notion
of self-similar measure µ defined in the triplet (Γ∞, f1, f2), see [Kig01]. With the Borel regular
probability measure µ, Γ∞ is a d -set where d ≡ − log2/ loga is the Hausdorff dimension of
Γ∞.
The notion of traces on Γ∞ for functions in W 1,p (Ω) has been defined in the earlier work
[AT07], see also §1.3.3. In [AT10], some of the authors of the present paper have characterized
the space of the traces on Γ∞ of functions in W 1,p (Ω) as JLip (1− 2−dp , p , p ; 0;Γ∞), for 1 <
p <∞ (with d = − log2/ loga ). Note that JLip (1− 2−dp , p , p ; 0;Γ∞) always contains Li p(1−
2−d
p , p , p ; 0;Γ
∞) = B p ,p
1− 2−dp
(Γ∞), and that JLip (1− 2−dp , p , p ; 0;Γ∞) = Lip (1− 2−dp , p , p ; 0;Γ∞) if
a < a#
θ
.
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Therefore, the question considered here is to know for a = a#
θ
, in which case the identity
JLip (t , p , p ; 0;Γ∞) = Lip (t , p , p ; 0;Γ∞) = B p ,pt (Γ
∞) (1.2)
holds, and if not, to find the parameters s such that JLip (t , p , p ; 0;Γ∞) ⊂ B p ,ps (Γ∞). The first
part of the question covers the following one: when do the spaces containing the traces on Γ∞
of the functions in W 1,p (Ω) and W 1,p (!2) coincide? This is also linked to the possibility of
constructing an extension operator fromW 1,p (Ω) toW 1,p (!2), which is addressed in Chapter
2. Note that a partial answer was given in [AT08] (before the characterization of the trace space
as a JLip space was found) in the special case when p = 2 and for a special geometry (θ= pi/4).
We will see that two different situations occur:
& if there does not exist an integerm such thatmθ=pi/2 then f1(Γ∞)∩ f2(Γ∞) is a singleton,
and we will see that (1.2) holds if p t < d .
& Otherwise, the Hausdorff dimension of f1(Γ∞)∩ f2(Γ∞) is d/2 and (1.2) holds only for
p t < d/2.
Finally, note that the question of extensions or traces naturally arises in boundary value or
transmission problems in domains with fractal boundaries. Results in this direction have been
given in [MV03, Lan03, Lan02] for the Koch flake. There also, the assumption that the fractal
set is p.c.f. is generally made. Boundary value problems posed in the domains Ω displayed in
Figure 6 were studied in [AT07].
The chapter is organized as follows: the geometry of the ramified domains we study is
detailed in Section 1.2. In Section 1.3, we recall the construction of the trace operator and briefly
review existing trace results from [AT07] and [AT10]. The main results are Theorems 1.4.1 and
1.4.2 which are stated in §1.4 and respectively proved in §1.4.2 and §1.4.3. For the ease of the
reader, the proof of the geometrical lemmas, which are crucial but technical, is postponed to
Section 1.5 at the end of the Chapter. We conclude by briefly mentioning another geometry for
the ramified domains, and propose a conjecture on the regularity of the trace on the self-similar
fractal boundary for general ramified domains.
1.2 The Geometry
1.2.1 The similitudes f1 and f2 and the self-similar set Γ
∞
1.2.1.a Definitions
Consider four real numbers a,α,β,θ such that 0 < a < 1/
9
2, α > 0, β > 0 and 0 < θ <
pi/2. Let f a
i
, i = 1,2 be the two similitudes in !2 given by
f a
1
5
x1
x2
6
=
5 −α
β
6
+ a
5
x1 cosθ− x2 sinθ
x1 sinθ+ x2 cosθ
6
,
f a
2
5
x1
x2
6
=
5
α
β
6
+ a
5
x1 cosθ+ x2 sinθ
−x1 sinθ+ x2 cosθ
6
.
(1.3)
The two similitudes have the same dilation ratio a and opposite angles ±θ. One can obtain f a2
by composing f a
1
with the symmetry with respect to the axis {x1 = 0}.
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We denote by Γ∞a the self-similar set associated to the similitudes f
a
1 and f
a
2 , i.e. the unique
compact subset of !2 such that
Γ∞a = f
a
1
(Γ∞a )∪ f a2 (Γ∞a ).
When the context is clear, we write f1 (resp. f2, Γ
∞ ) instead of f a
1
(resp. f a
2
, Γ∞a ).
Notations We denote by
& An the set containing all the 2n mappings from {1, . . . ,n} to {1,2} also called strings of
length n for n $ 1,
& A0 the set containing only one element called the empty string, that we agree to denote
ε,
& A the set defined by A = ∪n$0An containing the empty string and all the finite strings,
& A∞ = {1,2}"\{0} the set of the sequences σ = (σ(i ))i=1,...,∞ with values σ(i ) ∈ {1,2}, i.e.
the set of all infinite strings.
We will also use the following notations:
& if n,m are nonnegative integers and σ ∈An , σ ′ ∈Am , define:
σσ ′ = σ(1) . . .σ(n)σ ′(1) . . .σ ′(m) ∈An+m , (1.4)
if m =∞, we define similarly σσ ′ ∈A∞,
& for n > 0, σ ∈An , and k $ 0, we define
σ k = σσ . . .σ︸ ︷︷ ︸
k
∈ Ank , σ∞ = σσ . . .σ . . . ∈ A∞, (1.5)
& for σ ,τ ∈A , define:
σ |τ = {σ ,τ}⊂A , (1.6)
& for σ ∈A andX ⊂A ∪A∞, define the set:
σX = {στ, τ ∈X }, (1.7)
similarly, ifX ⊂A , define the setX σ = {τσ , τ ∈X },
& forX ⊂A and k ∈", introduce the sets:
X
k = {σ1 . . .σk , σ1, . . . ,σk ∈X }, X # =
⋃
k∈"
X
k ,
X
∞ = {σ1σ2 . . . ∈A∞, ∀i , σi ∈X }.
Example 1.2.1 – & The set (12|21)∞ is the set of infinite strings σ ∈A∞ such that for all posi-
tive integers k , σ(2k) )= σ(2k − 1).
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& For n $ 0, the set (12|21)n is the set of strings σ ∈ A2n such that for all integers k ∈ [1,n],
σ(2k) )= σ(2k − 1).
& The set (12|21)# ∪ (12|21)#(1|2) is the set of all the prefixes of the strings in (12|21)∞.
We say that σ ∈A is a prefix of τ ∈A ∪A∞ if τ = σσ ′ for some σ ′ ∈ A ∪A∞. For σ ∈An
(n ∈") and k # n, we denote by σ&k the only prefix of σ in Ak :
σ&k = (σ(1), . . . ,σ(k)) ∈ Ak . (1.8)
Similarly, we say that σ ′ ∈A ∪A∞ is a suffix of τ ∈A ∪A∞ if τ = σσ ′ for some σ ∈A .
For a positive integer n and σ ∈An , we define the similitude fσ by
fσ = fσ(1) ◦ . . . ◦ fσ(n). (1.9)
We also agree that fε = Id. Similarly, if σ ∈A∞, define
fσ = limn→∞ fσ(1) ◦ . . . ◦ fσ(n). (1.10)
If σ ∈ A∞ and x ∈ !2, we know that fσ (x) ∈ Γ∞ does not depend on the point x ( it is the
image of σ by the map h defined in (7)). We call this point the limit point of the string σ and
sometimes write it fσ . We recall that the set of all limit points of strings in A∞ is exactly Γ∞
(see for example [Kig01]).
For σ ∈A , let the subset Γ∞,σ of Γ∞ be defined by
Γ∞,σ = fσ (Γ
∞). (1.11)
The definition of Γ∞ implies that for all n > 0, Γ∞ =
⋃
σ∈An Γ
∞,σ .
Recall the definition of the set Ξa (see (8)) defined by
Ξa = f
a
1
(Γ∞)∩ f a
2
(Γ∞), (1.12)
that we agree to write Ξ instead of Ξa when the context is clear. Note that the set
⋃
σ∈A fσ (Ξa)
consists of all the multiple points of Γ∞a .
The following theorem was stated by Mandelbrot et al. in [MF99].
Theorem 1.2.1 –
(i ) For any θ, 0 < θ < pi/2, there exists a unique positive number a#
θ
< 1/
9
2, (which does not
depend on (α,β) see [AT10]) such that
if 0< a < a#
θ
then Ξ= - and Γ∞ is totally disconnected,
if a = a#
θ
then Ξ )= - and Γ∞ is connected. (1.13)
(i i ) The critical parameter a#
θ
is the unique positive root of the polynomial equation:
m−1∑
i=0
X i+2 cos iθ=
1
2
, (1.14)
where
m is the smallest integer such thatmθ$pi/2. (1.15)
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We start by proving the following lemmas.
Lemma 1.2.1 – There exists a number a ∈ (0,1/92) such that Ξa )= -.
Proof. We first choose the point M0 with coordinates
E
0,β− α
tanθ
F
, such that the angle between
the vertical axis Λ defined by the equation x1 = 0 and the line M0 f1(M0) (resp. M0 f2(M0)) is −θ
(resp. θ). Observe that the points fσ&n (M0) are the nodes of a dyadic tree (see Figure 1.1).
θ
M0
δ
Λ
Figure 1.1: Dyadic tree formed by the points fσ&n (M0)
Take a ∈ (0,1) and σ ∈ A ∞. We start by giving an expression of the abscissa ρa of the limit
point f aσ = limn→∞( fσ&n (M0)).
For all positive integer n, write ρna the abscissa of fσ&n (M0); note that ρ
n
a −→n→∞ ρa . One has
ρna = δ
n∑
k=1
ak−1 sin(γk (σ)θ), (1.16)
where δ is the length of the line segment [M0 f1(M0)], and (γk(σ))k∈" is a sequence of integers
defined by
γ0(σ) = 0,
γk+1(σ) =
G
γk − 1 if σ(k) = 1
γk + 1 if σ(k) = 2
for all k .
We now choose σ = 12m+1(12)∞, which implies by (1.16) that
ρa = δ
E
− sinθ+ a2 sinθ+ . . .+ am−1 sin(m− 2)θ
+
∞∑
i=0
am+2i sin(m− 1)θ+
∞∑
i=0
am+2i+1 sinmθ
H
= δ
m−1∑
j=0
a j sin( j − 1)θ + a
m
1− a2 sin(m− 1)θ+
am+1
1− a2 sinmθ
 , (1.17)
which holds for both cases mθ > pi2 and mθ =
pi
2 since sin(m− 1)θ = sin(m+ 1)θ in the latter
case.
First note that ρ1/92 > 0:
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& if m= 2, ρa > δ sinθ
I
−1+ a2
1−a2
J
, and ρ1/92 > 0,
& if m> 2, then for all j ∈ {1, . . . ,m}, sinθ# sin jθ, and
ρa $ δ sinθ
−1+∑
k$2
ak
 = δ sinθK−1+ a2
1− a
H
,
which implies that ρ1/92 > 0.
Since lima→0ρa < 0, the polynomial function a ,→ ρa has at least one root a0 between 0 and 192 ,
and the limit point f a0σ (M0) has abscissa zero. By symmetry, we also have f
a0
σ (M0) ∈ f2(Γ∞),
which implies that Ξa0 )= -.
Lemma 1.2.2 – the mapping Φ defined by
Φ : a ∈ (0,1) ,→ Γ∞a , where Γ∞a = f a1 (Γ∞a )∪ f a2 (Γ∞a ) (1.18)
is continuous.
Proof. For any r ∈ (0,1), introduce the mapping Fr defined by Fr (K) = f r1 (K)∪ f r2 (K) for all
compact set K ⊂!2, and write Fr n the mapping Fr composed n times with itself.
Take a point x0 ∈ !n and two real numbers a, b ∈ (0,1). We first prove by induction on the
integer n > 0 that there exists a constant M > 0 such that for all σ ∈An ,
d ( f aσ (x0), f
b
σ (x0)) # M
n∑
k=0
ak |b − a|.
We first note that the inequality holds for n = 1 since for i = 1,2, one has
d ( f a
1
(x0), f
b
2
(x0)) = |b − a| · ‖x0‖.
Suppose now that the inequality holds for an integer n, and observe that if σ ∈An and i ∈ {1,2},
then
d ( f ai ( f
a
σ (x0)), f
b
i ( f
b
σ (x0))) # d ( f
a
i ( f
a
σ (x0)), f
a
i ( f
b
σ (x0))) + d ( f
a
i ( f
b
σ (x0)), f
b
i ( f
b
σ (x0)))
# a d ( f aσ (x0), f
b
σ (x0))+ |b − a| · ‖ f bσ (x0)‖
# M
n+1∑
k=1
ak |b − a|+ |b − a| · ‖ f bσ (x0)‖,
which yields the result if we set M $ ‖ f bσ (x0)‖ for all σ ∈ A . This is possible since the points
fσ (x0) are included in a compact set.
We note that
lim
n→∞ dH (Fa
n({x0}),Fb n({x0})) = dH (Γ∞a ,Γ∞b ).
Observe that
max
x∈Fan({x0})
d (x ,Fb
n({x0})) = maxσ∈An d ( f
a
σ (x0),Fb
n({x0}))
# max
σ∈An
d ( f aσ (x0), f
b
σ (x0))#
M
1− a |b − a|.
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Similarly, we prove that max {d (y,Fa n({x0})), y ∈ Fb n({x0})} # M1−a |b − a|, which yields that
dH (Fa
n({x0}),Fb n({x0}))# M1−a |b − a| and proves that Φ is Lipschitz-continuous.
Proof of Theorem 1.2.1. Point (i ) Call A1 andA2 the respective fixed points of f1 and f2. Observe
that
sup
y∈ f1(Γ∞)
d (A1, y) = sup
x∈Γ∞
d ( f1(A1), f1(x))# a sup
x∈Γ∞
d (A1, x)# a diam Γ
∞, (1.19)
since A1 ∈ Γ∞. Similarly, supy∈ f2(Γ∞) d (A2, y) # a diam Γ∞. Therefore, when a is sufficiently
small, Ξa = -.
Lemma 1.2.1 allows the definition of a# as
a# = inf{a > 0, Ξa )= -}. (1.20)
Since for a < a#, f1(Γ
∞
a ) ∩ f2(Γ∞a ) = -, we easily deduce by self-similarity that Γ∞a is totally
disconnected in this case.
There remains to show that when a = a#, Ξa )= -. Call ma the maximal abscissa of points in
f a
1
(Γ∞a ). Note that if Ξa )= -, it is clear that ma $ 0.
Consider a sequence (an)n with limn→∞ an = a
# and an < a
#, which implies that man < 0.
Indeed, the continuity of the mapping Φ implies that the mapping a ∈ (0,1) ,→ ma is also con-
tinuous. Therefore, if we had man $ 0, then there would be a real number b ∈ (0,an] such that
mb = 0, which is a contradiction.
The continuity of a ,→ ma also implies that ma# # 0, since limn→∞man = ma# .
Similarly, choose (bn)n such that limn→∞ bn = a
# and Ξbn )= - for all n, which implies that
mbn $ 0. The fact that limn→∞mbn = ma# together with the previous point yields that ma# = 0
which proves that Ξa# )= -. This yields that Γ∞a# is connected (see Theorem 1.6.2 in [Kig01]).
Point (i i ) Take a # a#, then we know that ma # 0. To characterize a
#, we will look for the
strings σ ∈A ∞ with σ(1) = 1 such that the abscissa of f aσ (Γ∞a ) is maximal, that is if the sum in
(1.16) is maximal. We will see that ma is in fact the real number ρa introduced in the proof of
Lemma 1.2.1.
First observe that if the string σ maximizes the sum in (1.16) over all strings in A ∞, then
the sum is in fact maximized termwise. This can be seen by noticing that if α ∈ A and
abs ( fα1(M0))< abs ( fα2(M0)), then abs ( fα1τ(M0))< abs ( fα2τ(M0)) for all τ ∈A ∞ since fα1(Γ∞a )
and fα2(Γ
∞
a ) lie in opposite sides of fα(Λ) by self-similarity and are symmetrical with respect to
fα(Λ) (see Figure 1.2), where we denote by abs P the abscissa of a point P ∈!2.
We will now construct a string σ ∈A ∞ such that the sum in (1.16) is maximized termwise.
First, we take for example σ(1) = 1, which implies that γ1(σ) = −1. We start by defining σ(k)
for 2# k #m+ 3, where m is the smallest integer such that mθ$ pi2 .
The case when 2 # k # m− 2: since (m− 1)θ < pi
2
, we have sin(k − 1)θ < sin(k + 1)θ.
Since γ1(σ) = −1, the term sin(γk(σ)θ) is maximal when γk(σ) = γk−1(σ) + 1. Since
γ1(σ) = −1, we deduce that γk(σ) = γk−1(σ) + 1 for 2 # k # m+ 1, that is σ(k) = 2 for
all these values of k. Therefore, γm+1(σ) =m− 1.
We know that sin(γm+2(σ)θ) is maximal. Since (m − 1)θ < pi2 # mθ, one has
pi−mθ> pi2 −θ> (m− 2)θ.
Therefore, sinmθ = sin(pi −mθ) > sin(m − 2)θ since 0 # pi −mθ # pi2 , and one has
γm+2(σ) =m, that is σ(m+ 2) = 2.
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fα2τ(M0)
Λ
fα(Λ)
fα1(M0)
fα1τ(M0)
fα(M0)
fα2(M0)
Figure 1.2: The points fα1(M0), fα2(M0), fα1τ(M0), and fα2τ(M0).
To determine γm+3(σ), we note that pi− (m+1)θ # pi2 −θ# (m−1)θ, which implies that
sin(m+ 1)θ= sin(pi− (m+ 1)θ)# sin(m− 1)θ. (1.21)
We distinguish two cases:
1. if mθ )= pi2 , then the inequality (1.21) is strict, which implies that γm+3(σ) = m− 1,
that is σ(m+3) = 1. We are then back to the case (i i ), which means that σ(m+2i ) =
2 and σ(m+ 2i + 1) = 1 for all i $ 2.
2. if mθ = pi
2
, then the inequality (1.21) is in fact an equality, and one can have either
σ(m+ 3) = 1 or σ(m+ 3) = 2. By the case (i i ) (or its symmetric), one has:
– si σ(m+ 3) = 1,
G
σ(m+ 2i ) = 2
σ(m+ 2i + 1) = 1
for all i $ 2,
– si σ(m+ 3) = 2,
G
σ(m+ 2i ) = 1
σ(m+ 2i + 1) = 2
for all i $ 2.
In other words, it suffices that σ(m+ 2i − 1) )= σ(m+ 2i ) for i $ 2 to maximize the
sum termwise.
This proves that the string σ = 12m+1(12)∞ chosen in the proof of Lemma 1.2.1 is such that
f a
#
σ (x) for any x ∈ !2 achieves the maximal abscissa of f1(Γ∞a# ) which is zero. In other words,
ρa# = ma# = 0 with the notation of the proof of Lemma 1.2.1. Therefore, a
# is the smallest
positive root of the polynomial defined by (1.17). A trigonometry argument shows that this
polynomial in a can be rewritten
m−1∑
i=0
ai+2 cos iθ=
1
2
, (1.22)
which concludes the proof of Theorem 1.2.1.
Remark 1.2.1 – From (1.14), it can be seen that θ ,→ a#
θ
is a continuous and increasing function from
(0,pi/2) onto (1/2,1/
9
2) and that limθ→0 a#θ = 1/2.
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Example 1.2.2 – We examine the cases θ=pi/4 and θ=pi/5 (see figure 3 p.15):
& mpi/4 = 2 and the critical parameter a#pi/4 is the unique positive solution of the polynomial
X 3 +
9
2X 2−92/2= 0, i.e. a#pi/4 : 0.593465,
& mpi/5 = 3, and a#pi/5 : 0.56658.
Hereafter, for a given θ, 0< θ<pi/2, we will write for brevity a# instead of a#
θ
and we will
only consider a such that 0< a # a#.
1.2.1.b Characterization of Ξ
The proof of Theorem 1.2.1 characterizes the critical ratio a# and describes in the process
the strings σ ∈A∞ such that h(σ) ∈ Ξ, that is fσ (x) ∈ Ξ for all x ∈!2, which we explicit here.
First note that, when a = a#, the set Ξ lies on the vertical axis Λ defined by
Λ= {(x1, x2), x1 = 0}.
As previously, we will have to distinguish two cases, according to the values of m defined in
(1.15). We introduce some specific notations for the case when mθ= pi2 .
& for i = 1,2, we define ı¯ =
G
2 si i = 1
1 si i = 2
,
& we introduce
F1 = f1 ◦ f2 and F2 = f2 ◦ f1, (1.23)
& for η ∈Ak , we define η(1),η(2) ∈A2(k+1)+m by:
η(1) = 12m+1η(1)η(1) . . .η(k)η(k),
η(2) = 21m+1η(1)η(1) . . .η(k)η(k)),
(1.24)
which yields
fη(1) = f1 ◦ f2 ◦ . . . ◦ f2︸ ︷︷ ︸
m+1
◦ Fη(1) ◦ . . . ◦ Fη(k),
fη(2) = f2 ◦ f1 ◦ . . . ◦ f1︸ ︷︷ ︸
m+1
◦ F
η(1)
◦ . . . ◦ F
η(k)
.
(1.25)
The proof of Theorem 1.2.1 directly yields the following result.
Theorem 1.2.2 –
& If mθ>pi/2 and a = a#, then Ξ contains a single point
ξ = f12m+1(12)∞(x) = f21m+1(21)∞(x), (1.26)
for all x ∈!2.
& If mθ=pi/2 and a = a#, then the set Ξ is not countable, and is characterized by
Ξ =
L
fσ (1) (x), σ ∈A∞
M
=
L
fσ (2) (x), σ ∈A∞
M
, (1.27)
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for all x ∈!2. In other words,
Ξ = { fσ (x), σ ∈ 12m+1(12|21)∞ ∪ 21m+1(21|12)∞}.
Moreover, for all point y ∈ Ξ, there exists a unique σ ∈ A∞ such that y is the limit point of
the strings σ (1) and σ (2).
1.2.2 Ramified domains
1.2.2.a The construction
Γ0
Y 0
f1(Γ
0) f2(Γ
0)
P2P1
Figure 1.3: The first cell Y 0
Call P1 = (−1,0) and P2 = (1,0) and Γ0 the line
segment Γ0 = [P1P2]. We impose that f2(P1),
and f2(P2) have positive coordinates, i.e. that
a cosθ< α and a sinθ<β. (1.28)
We also impose that the open domain Y 0 inside
the closed polygonal line joining the points P1,
P2, f2(P2), f2(P1), f1(P2), f1(P1), P1 in this order
must be convex and hexagonal. With (1.28), this
is true if and only if
(α− 1) sinθ+β cosθ> 0. (1.29)
Under the assumptions (1.28) and (1.29), the do-
main Y 0 is contained in the half-plane x2 > 0 and symmetric w.r.t. the vertical axis x1 = 0.
We introduce K0 = Y 0. It is possible to glue together K0, f1(K
0) and f2(K
0) and obtain a new
polygonal domain, also symmetric with respect to the axis {x1 = 0}. The assumptions (1.28)
and (1.29) imply that Y 0 ∩ f1(Y 0) = - and Y 0 ∩ f2(Y 0) = -. We introduce the open domain Ω
(see Figure 1.4 below):
Ω= Interior
⋃
σ∈A
fσ (K
0)
 . (1.30)
Note that Ω is symmetric with respect to the axis x1 = 0, and that for a < 1/
9
2, the measure
of Ω is finite. See Figure 6 in the Introduction for examples of ramified domains for different
values of θ in the special case when a = a#.
For a given θ, with a# defined as above, we shall make the following assumption on (α,β):
Assumption 1 For 0< θ<pi/2, the parameters α and β satisfy (1.29) and (1.28) for a = a#, and
are such that
(i ) for all a, 0< a # a#, the sets Y 0, fσ (Y
0), σ ∈An, n > 0, are disjoint,
(i i ) for all a, 0< a < a#, f1(Ω)∩ f2(Ω) = -,
(i i ) for a = a#, f1(Ω)∩ f2(Ω) )= -.
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Ω
Γ∞
Ω
Γ∞
Figure 1.4: Left: the ramified domain Ω for θ = pi/5, a = a#
pi/5
, α = 0.7, β = 1.5. Right: a
similar construction for θ= pi/4 and a = a#pi/4.
Remark 1.2.2 – Assumption 1 implies that if a = a#, then f1(Ω) ∩ f2(Ω) = -; to prove this, we
define the open set T = Interior
9
K0 ∪ f1(K0)∪ f2(K0)
:
. It is easy to check that Ω= T ∪ ∪
σ∈A
fσ (T ).
If f1(Ω) ∩ f2(Ω) )= -, there exist x ∈ Ω, a positive number ρ, two positive integers n and n′, and
σ ∈ An and σ ′ ∈ An′ with σ(1) = 1 and σ ′(1) = 2 such that B(x ,ρ) ⊂ fσ (T )∩ fσ ′(T ). It is then
easy to prove that this contradicts point (i ) in Assumption 1.
The following theorem proved in [AT10] asserts that for all θ with 0< θ< pi/2, there exists
(α,β) satisfying Assumption 1.
Theorem 1.2.3 – If θ ∈ (0,pi/2), then for all α> a# cosθ, there exists β¯> 0 such that β¯> a# sinθ
and (α− 1) sinθ+ β¯ cosθ$ 0 and for all β$ β¯, (α,β) satisfies Assumption 1.
It has been proved in [AT08] that if a < a#, then Ω is an (!,δ)-domain as defined in para-
graph 1.2.3, see also [Jon81] and [JW84], or in an equivalent manner a quasi-disk, see [Maz85]
or §1.2.3.b.
On the contrary, if a = a#, then Ω is not an (!,δ)-domain because by Theorem 1.2.2, it is
possible to construct two sequences (x (1)n )n and (x
(2)
n )n , x
(1)
n ∈ f1(Ω) and x (2)n ∈ f2(Ω) such that
limn→∞ |x (1)n − x (2)n | = 0; then, any arc contained in Ω and joining x (1)n to x (2)n has a length
bounded from below by a positive constant.
1.2.2.b The Hausdorff dimension of Γ∞
Recall that the open set condition is satisfied by the similitudes f1 and f2 if and only if there
is a nonempty bounded open subsetω of!2 such that f1(ω)∩ f2(ω) = - and f1(ω)∪ f2(ω)⊂ω.
In this case, the Hausdorff dimension of the invariant set Ξ is given by the single number d > 0
satisfying 2ad = 1 (see §1.1.2, see also [Mor46, Kig01]).
For a given θ ∈ (0,pi/2), let (α,β) satisfy Assumption 1. For 0< a # a#, the open set condition
is satisfied with ω =Ω because
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& f1(Ω) ∩ f2(Ω) = -, which stems from point (i i ) in Assumption 1 if a < a#, and from
Remark 1.2.2 if a = a#;
& by construction of Ω, we also have f1(Ω)∪ f2(Ω)⊂Ω.
Therefore, the Hausdorff dimension of the set Γ∞ is
d := dimH (Γ
∞) = − log2/ loga,
If 0< θ<pi/2, then 0< a # a# < 1/
9
2 and d < 2.
We have seen in paragraph 1.2.1.b that in the case when θ ∈ pi
2"
, the set Ξ is not countable. It is
easy to compute its Hausdorff dimension in this case.
Proposition 1.2.1 – If θ ∈ pi2" , then the Hausdorff dimension of Ξ is d/2.
Proof. Take x ∈ !2. We have seen that Ξ = { fσ (x), σ ∈ 12m+1(12|21)∞}, where θ = pi2m .
Therefore, Ξ= f12m+1({ fσ (x), σ ∈ (12|21)∞}).
The set { fσ (x), σ ∈ (12|21)∞} is exactly the invariant set of the contracting similitudes f1 ◦ f2
and f2 ◦ f1, which also satisfy the open set condition with the domain Ω. Since their ratio is a2,
we deduce that the Hausdorff dimension of Ξ is d/2.
1.2.2.c The self-similar measure µ
To define traces on Γ∞, we recall the classical result on self-similar measures, see [Fal97,
Hut81] and [Kig01] page 26:
Theorem 1.2.4 – There exists a unique Borel regular probability measure µ on Γ∞ such that for any
Borel set A⊂ Γ∞,
µ(A) =
1
2
µ
E
f −1
1
(A)
F
+
1
2
µ
E
f −1
2
(A)
F
. (1.31)
The measure µ is called the self-similar measure associated to the self-similar triplet (Γ∞, f1, f2).
Proposition 1.2.2 – The measure µ is a d -measure on Γ∞, with d =− log2/ loga: there exists two
positive constants c1 and c2 such that
c1 r
d #µ(B(x , r ))# c2 r
d ,
for any r 0< r < 1 and x ∈ Γ∞, where B(x , r ) is the Euclidean ball in Γ∞ centered at x and with
radius r . In other words the closed set Γ∞ is a d -set (see §1.2.6.a and [JW84]).
Proof. The proof stems from the Moran condition. It is due to Moran [Mor46] and has been
extended by Kigami (see [Kig01], Proposition 1.5.8 and Theorem 1.5.7).
We define Lpµ, p ∈ [1,+∞) as the space of the measurable functions v on Γ∞ such that∫
Γ∞ |v |p dµ <∞, endowed with the norm ‖v‖Lpµ =
E∫
Γ∞ |v |pdµ
F1/p
. We also introduce L∞µ ,
the space of essentially bounded functions with respect to the measure µ. A Hilbertian basis of
L2µ can be constructed with e.g. Haar wavelets.
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1.2.2.d Additional notations
We define the sets Γσ = fσ (Γ
0) and ΓN = ∪σ∈ANΓσ . The one-dimensional Lebesgue measure
of Γσ for σ ∈AN and of ΓN are
|Γσ |= aN |Γ0| and |ΓN |= (2a)N |Γ0|.
We will sometimes use the notation ' or ( to indicate that there may arise constants in the
estimates, which are independent of the index n in Γn , or of the index σ in Γσ or Γ∞,σ . We
may also write A: B if A' B and B 'A.
1.3 Trace results in the ramified domains
Hereafter, we consider a ramified domain Ω constructed as in Section 1.2 with θ in (0,pi/2),
and we suppose that the parameters α,β satisfy Assumption 1.
We first discuss very briefly the less interesting case when a < 1/2. If a < 1/2, then d < 1 and
Γ∞ is totally disconnected, see [Fal86], Lemma 4.1 p.54. This implies that f1(Γ∞)∩ f2(Γ∞) = -,
see [Kig01], Theorem 1.6.2 page 33. The results of Jones[Jon81] and of Jonsson and Wallin
[JW84] can be combined to prove that if p >max(1,2− d ), then the space of the traces on Γ∞
of the functions v ∈W 1,p (Ω) is B p ,p
1− 2−dp
(Γ∞) (see the introduction for the definition). We will
see in Theorem 1.3.1 below that in this case, B p ,p
1− 2−dp
(Γ∞) = JLip (1− 2−dp , p , p ; 0;Γ∞).
Since the case a < 1/2 is understood, in the remaining part of the paper, we will take a such
that 1/2 # a # a#, so the Hausdorff dimension d of Γ∞ is not smaller than 1. We recall the
construction of the trace operator made in [AT07] (see also §1.3.3) by taking advantage of the
self-simililarity; this trace operator, called /∞ below, is well defined even if a = a#.
We first construct a sequence (/n)n of approximations of the trace operator: consider the se-
quence of linear operators /n :W 1,p (Ω)→ Lpµ,
/n(v) =
∑
σ∈An
N
1
|Γσ |
∫
Γσ
v d x
O
fσ (Γ
∞), (1.32)
where |Γσ | is the one-dimensional Lebesgue measure of Γσ .
Proposition 1.3.1 – The sequence (/n)n converges inL (W
1,p (Ω),Lpµ) to an operator that we call
/∞.
Proof. See [AT07].
Remark 1.3.1 – For a given θ, 0 < θ < pi/2, let (α,β) satisfy Assumption 1 and Ω be constructed
as in § 1.2.2.a, with 1/2# a # a#; in Chapter 3, we prove that Ω is a 2-set as defined in e.g. [JW84]
page 205, i.e. there exist three positive constants r0, c1 and c2 such that for any closed ball B(P, r ),
P ∈ Ω, 0< r # r0, c1 r 2 # m2(B(P, r )∩Ω) # c2 r 2, where m2 is the Lebesgue measure in !2. Since
Ω is a 2-set, there is a classical definition of a trace operator on ∂ Ω, see for instance [JW84] page 206.
It is interesting to compare the operator /∞, whose construction is based on the self-similarity proper-
ties, with the latter classical trace operator. In Chapter 3, we prove that if p > 1, the two definitions
of the trace of a function u ∈W 1,p (Ω) coincide µ-almost everywhere.
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1.3.1 Definition of JLip (t , p, p; 0;Γ∞) for 0< t < 1.
The spaces JLip (t , p , p ; 0;K) on a self-similar set K were introduced in Definition 1.2.4. We
recall here the definition of these spaces in the special case when K = Γ∞. It was proved in
[AT10] that this definition coincides with the original and more general one that was proposed
in [Jon04].
Consider a real number t , 0< t < 1. For any function f ∈ Lp (Γ∞), define | f |JLip (t ,p ,p ;0;Γ∞) by:
| f |JLip (t ,p ,p ;0;Γ∞) =
∑
n$0
2n
pt
d 2n(
p
2−1)
∑
σ∈An
|βσ |p

1
p
, (1.33)
where the numbers βσ , σ ∈ A are the coefficients of f in the Haar wavelet basis expansion
given in (26).
Definition 1.3.1 – A function f ∈ Lpµ(Γ∞) belongs to JLip (t , p , p ; 0;Γ∞) if and only if the norm
‖ f ‖JLip (t ,p ,p ;0;Γ∞) = |P0 f |+ | f |JLip (t ,p ,p ;0;Γ∞) (1.34)
is finite, where P0 f =
∫
Γ∞ f dµ.
Recall that if the fractal set Γ∞ is totally disconnected, then JLip (t , p , p ; 0;Γ∞) coincides
with the more classical function space:
Theorem 1.3.1 – (Jonsson) If a < a#, then f1(Γ∞)∩ f2(Γ∞) is empty and
JLip (t , p , p ; 0;Γ∞) = Lip (t , p , p ; 0;Γ∞) = B p ,pt (Γ
∞).
1.3.2 Characterization of the traces on Γ∞ of the function inW 1,p(Ω)
Recall that the following theorem was proved in [AT10].
Theorem 1.3.2 – For a given θ, 0< θ< pi/2, let (α,β) satisfy Assumption 1 and Ω be constructed
as in § 1.2.2.a, with 1/2# a # a#; then for all p , 1< p <∞,
/∞
9
W 1,p (Ω)
:
= JLip (1− 2−dp , p , p ; 0;Γ∞). (1.35)
First consequence A first consequence of Theorem 1.3.2 is that if 1/2 # a < a#, then d $ 1
and from Theorem 1.3.1,
/∞
9
W 1,p (Ω)
:
= Lip (1− 2−dp , p , p ; 0;Γ∞) = B
p ,p
1− 2−dp
(Γ∞), ∀p ∈ (1,+∞). (1.36)
Remark 1.3.2 – Note that (1.36) has been proved in [AT08], without relying on the JLip spaces:
indeed, when a < a#, Ω is an (!,δ)-domain and Γ∞ is a d -set; in this case, the extension result of
Jones [Jon81] (fromW 1,p (Ω) toW 1,p (!2)) and the trace result of Jonsson and Wallin [JW84] (from
W 1,p (!2) onto B p ,p
1− 2−dp
(Γ∞)) can be combined to obtain (1.36).
In what follows, we will see that when a = a#, (1.36) does not hold for every p ∈ (1,+∞).
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Second consequence From Theorem 1.3.2, we can deduce trace results in the Lebesgue spaces
for functions inW 1,p (Ω), p $ 1.
The results obtained are similar to the trace results in the spaces Lq (∂ ω) for a regular open set
ω ⊂!2. The following Theorem was proved in [AT08].
Theorem 1.3.3 – If p $ 2, then /∞(W 1,p (Ω)) ⊂ Lqµ(Γ∞) for all q ∈ [1,∞). Moreover, for all
q ∈ [1,∞), there exists a constant A> 0 such that
∀u ∈W 1,p (Ω), ‖/∞(u)‖Lqµ # A‖u‖W 1,p (Ω).
The case when p < 2 is dealt with in the following Proposition.
Proposition 1.3.2 – If 1 # p < 2, then /∞(W 1,p (Ω)) ⊂ Lqµ for every q , 1 # q #
d p
2−p . Moreover,
for all q such that 1# q # d p
2−p , there exists a constant A> 0 such that
∀u ∈W 1,p (Ω), ‖/∞(u)‖Lqµ # A‖u‖W 1,p (Ω).
Proof. If q # p , then the result is clear. Now assume q > p . If u ∈W 1,p (Ω), we know that
/∞(u) ∈ JLip (1− 2−dp , p , p ; 0;Γ∞). Call (bσ )σ∈A the Haar wavelet coefficients of /∞(u), that is
the real numbers bσ , σ ∈A such that
/∞(u) = P0/
∞(u)+
∑
n$0,σ∈An
bσ gσ .
Therefore,
‖/∞(u)‖p
JLip (1− 2−dp ,p ,p ;0;Γ∞)
= |P0/∞(u)|p +
∑
n$0
2
n
I
p
2 +
p−2
d
J ∑
σ∈An
|bσ |p < ∞.
Take q # d p2−p . Since L
q
µ(Γ
∞) = JLip (0,q ,q ; 0;Γ∞), we deduce that
‖/∞(u)‖Lqµ(Γ∞) '
|P0/∞(u)|q +∑
n$0
2n(
q
2−1)
∑
σ∈An
|bσ |q

1
q
. (1.37)
Since q > p , we have the following inequality:
‖/∞(u)‖Lqµ(Γ∞) '
|P0/∞(u)|p +∑
n$0
2
n
I
p
2−
p
q
J ∑
σ∈An
|bσ |p

1
p
' |/∞(u)|p
JLip (1− 2−dp ,p ,p ;0;Γ∞)
,
since p2 −
p
q #
p
2 +
p−2
d .
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1.4 Embedding of the JLip spaces in Sobolev spaces for a = a$
1.4.1 Main results
In the case a = a#, it is not possible to apply Theorem 1.3.1. We have seen that in this case, Ω
is not an (!,δ)-domain, and Jones extension result (fromW 1,p (Ω) toW 1,p (!2)) does not hold
for all p ∈ [1,+∞). Note that a = a# > 1/2 implies that d > 1. We are going to make out two
cases: with m defined in (1.15), the simpler case is when mθ > pi/2, so Ξ is made of a single
point; the case when mθ=pi/2 will turn out to be more difficult because Ξ is not countable.
Theorem 1.4.1 – Assume that a = a# and mθ>pi/2.
1. For all t ∈ (0,1) and s > dp , JLip (t , p , p ; 0;Γ∞) )⊂ B
p ,p
s (Γ
∞).
2. If 0< t <min(d/p , 1), then JLip (t , p , p ; 0;Γ∞) = Lip (t , p , p ; 0;Γ∞) = B p ,pt (Γ
∞).
The following corollary stems from Theorem 1.4.1:
Corollary 1.4.1 – Assume that a = a# and mθ > pi/2. For all p > d and t ∈ [d/p , 1), one has
JLip (t , p , p ; 0;Γ∞)⊂ B p ,ps (Γ∞) with a continuous injection, for all s , 0< s < dp .
As an easy consequence of Theorem 1.4.1, it is possible to find some connection between
JLip (1− 2−dp , p , p ; 0;Γ∞), the trace space ofW 1,p (Ω), see (1.35), and some Besov spaces:
Corollary 1.4.2 – Assume that a = a# and mθ>pi/2.
1. If p $ 2, then
(a) JLip (1− 2−dp , p , p ; 0;Γ∞)⊂ B
p ,p
s (Γ
∞), for all s , 0< s < dp .
(b) JLip (1− 2−dp , p , p ; 0;Γ∞) )⊂ B
p ,p
s (Γ
∞), for all s > dp .
2. If 1# p < 2, then
/∞(W 1,p (Ω)) = JLip (1− 2−dp , p , p ; 0;Γ∞) = Lip (1− 2−dp , p , p ; 0;Γ∞) = B
p ,p
1− 2−dp
(Γ∞).
By Theorem 1.3.2, this result yields the Besov regularity of the trace on Γ∞ of functions in
W 1,p (Ω).
Theorem 1.4.2 – Assume that a = a# and mθ=pi/2.
1. For all t ∈ (0,1) and s > d
2p , JLip (t , p , p ; 0;Γ
∞) )⊂ B p ,ps (Γ∞).
2. If 0< t <min(d/(2p), 1), then JLip (t , p , p ; 0;Γ∞) = Lip (t , p , p ; 0;Γ∞) = B p ,pt (Γ
∞).
Corollary 1.4.3 – Assume that a = a# and mθ = pi/2. For all p > d/2 and t ∈ [d/(2p), 1),
JLip (t , p , p ; 0;Γ∞)⊂ B p ,ps (Γ∞) with a continuous injection, for all s , 0< s < d2p .
Here again, it is possible to find some connection between the trace space
JLip (1− 2−dp , p , p ; 0;Γ∞) and some Besov spaces:
Corollary 1.4.4 – Assume that a = a# and mθ=pi/2.
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1. If p $ 2− d/2, then
(a) JLip (1− 2−dp , p , p ; 0;Γ∞)⊂ B
p ,p
s (Γ
∞), for all s , 0< s < d
2p .
(b) JLip (1− 2−dp , p , p ; 0;Γ∞) )⊂ B
p ,p
s (Γ
∞), for all s > d2p .
2. If 1# p < 2− d/2, then
/∞(W 1,p (Ω)) = JLip (1− 2−dp , p , p ; 0;Γ∞) = Lip (1− 2−dp , p , p ; 0;Γ∞) = B
p ,p
1− 2−dp
(Γ∞).
Remark 1.4.1 – If a = a#, there is no similar trace result for the function space W k ,p(Ω) when k
is an integer greater than 1: the Haar wavelets belong to the trace space /∞(W k ,p (Ω), but do not
belong to the right Besov space, because they jump at points of the boundary.
Hereafter, when dealing with a = a#, we will always write a.
1.4.2 Proof of Theorem 1.4.1
1.4.2.a Geometrical lemmas
The proofs of the lemmas below are given in Section 1.5.
For two subsets X and Y of !2, we define d (X ,Y ) = inf
x∈X , y∈Y
|y − x |. We will need to estimate
d (Γ∞,σ ,Γ∞,τ) for σ ,τ ∈ An , n $ 1. We start by estimating the distance between Γσ and the
horizontal lineH tangent to the upper part of Γ∞, i.e. H = {x : x2 = h}, where
h = sup
x∈Ω
x2 = max
x∈Γ∞
x2 =
β+ a(α sinθ+β cosθ)
1− a2 . (1.38)
The points of Γ∞ whose ordinate is h are the limit points of the strings in (12|21)∞.
Lemma 1.4.1 – We have
sup
x∈ f1◦ f1(Ω)
x2 = sup
x∈ f2◦ f2(Ω)
x2 < h .
Lemma 1.4.2 – Take n $ 1 and σ ∈ An . Let k be the largest integer such that 2k # n and for all
j ∈ {1, . . . ,k}, σ(2 j − 1) )= σ(2 j ). In other words, k is the largest integer k such that σ has a prefix
in (12|21)k . We have
d (Γ∞,σ ,H )+ an : a2k . (1.39)
Remark 1.4.2 – Note that Lemmas 1.4.1 and 1.4.2 hold ifmθ= pi/2.
We introduce a mapping Π from A to " such that Π(σ) for σ ∈ A is an index of the
distance between Γ∞,σ and the vertical axis Λ = {(x1, x2), x1 = 0}, which is stated by Lemma
1.4.3 below.
Definition 1.4.1 – Define the mapping Π :A →" as follows : for σ ∈An , n $ 1,
& if n <m+ 4 or σ&m+2 )∈ {12m+1,21m+1}, then Π(σ) = 0
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& else
Π(σ) =max
G
k $ 0,
<<<< σ(m+ 2 j + 1) = 1 and σ(m+ 2+ 2 j ) = 2∀ j ∈ {1, . . . ,k}
P
if σ(1) = 1,
Π(σ) =max
G
k $ 0,
<<<< σ(m+ 2 j + 1) = 2 and σ(m+ 2+ 2 j ) = 1∀ j ∈ {1, . . . ,k}
P
if σ(1) = 2.
In other words, Π(σ) is the largest integer k $ 0 such that 12m+1(12)k or 12m+1(12)k is a prefix of σ .
Therefore, if n < m+ 4 then Π(σ) = 0 and if n $ m + 4, then Π(σ) takes its values in
{0, . . . ,[(n −m− 2)/2]}.
Definition 1.4.2 – For σ ∈ An , n $ 1, we say that Π(σ) is maximal if n < m+ 4 (in this case
Π(σ) = 0) or if n $m+ 4 and Π(σ) = [(n−m− 2)/2].
In other words, Π(σ) is maximal if one of the following conditions hold:
σ ∈ {12l , l #m+ 1}∪ {21l , l #m+ 1},
σ ∈ 12m+1(12)Π(σ) ∪ 21m+1(21)Π(σ),
σ ∈ 12m+1(12)Π(σ)(1|2) ∪ 21m+1(21)Π(σ)(1|2).
Lemma 1.4.3 – Take n $ 1 and σ ∈An ; for dσ defined by
dσ =
@
d (Γ∞,σ ,Λ), if Π(σ) is not maximal,
d (Γ∞,σ ,Λ)+ an, if Π(σ) is maximal,
(1.40)
we have
dσ : a2Π(σ). (1.41)
Lemma 1.4.4 – Take n $ 1 and σ ,τ ∈An such that σ(1) )= τ(1); we have
d (Γ∞,σ ,Γ∞,τ)+ an : a2min(Π(σ),Π(τ)). (1.42)
Remark 1.4.3 – From Lemma 1.4.3, we also have that for all σ ,τ ∈A with σ(1) )= τ(1),
d (Γ∞,σ ,Γ∞,τ) ' a2min(Π(σ),Π(τ)).
Definition 1.4.3 – • Lemma 1.4.3 implies that there exists a positive constant c1, such that for all
n $ 1, σ ∈An and x ∈ Γ∞,σ ,
c1a
2Π(σ) < d (x ,Λ) if Π(σ) is not maximal, (1.43)
and for all η ∈A such that Π(η) = 0 and fη is a similitude with rotation angle 0,
d ( fη(Λ),Λ)> c1. (1.44)
We must have c1 < d (Λ, f1 ◦ f2(Λ)), becauseΠ((1,2)) = 0.
• Let us define the positive number c2 > 0 by
c2 =
d (Λ, f1 ◦ f2(Λ))
a2
. (1.45)
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Note that
max
x∈Γ∞
x1 = max
x∈Γ∞
d (x ,Λ) =
d (Λ, f1 ◦ f2(Λ))
a2
= c2. (1.46)
• Finally, from (1.41), we know that there exists a constant c3, such that for all x ∈ Γ∞,σ , σ ∈An,
d (x ,Λ) # c3 a
2Π(σ). (1.47)
We must have c3 $ c2.
From (1.43) and (1.47), we deduce that for all n $ 1, σ ∈An and x ∈ Γ∞,σ ,@
d (x ,Λ) # c3 a
2Π(σ), if Π(σ) is maximal,
c1 a
2Π(σ) < d (x ,Λ) # c3 a
2Π(σ), if Π(σ) is not maximal.
(1.48)
Lemma 1.4.5 – For any η ∈A such that fη is a similitude with rotation angle 0,
d (Λ, fη(Λ)) > c1 a
2Π(η), (1.49)
where c1 satisfies (1.43) and (1.44).
For what follows, we will need to partition f1(Γ
∞) into a sequence of subsets (Xi )i∈". The
measure of the set Xi ⊂ f1(Γ∞) and its distance to the axis Λ will be decreasing as i grows. By
similarity, ( fη(Xi ))i∈" will be a partition of fη ◦ f1(Γ∞).
Definition 1.4.4 – We introduce the following definitions.
& Let us define the subsets of Γ∞:
Xi = {x ∈ f1(Γ∞), c1a2i # d (x ,Λ)< c1a2(i−1)}, ∀i $ 1,
X0 = {x ∈ f1(Γ∞), c1 # d (x ,Λ)# c2},
(1.50)
where c1 satisfies (1.43) and (1.44) and c2 is given by (1.45), see Figure 1.5.
& For /$ 0, we define the classZ/ of subsets of Γ∞:
Z/ = { fη(Xi ), η ∈An , n+ 2i = /}. (1.51)
& Let φ ∈ [0,2pi) be such that there exists a similitude fσ , σ ∈ A , with rotation angle φ. For
n $ 0, we define An,φ = {η ∈An , fη is a similitude of angle φ}, and the class Z/,φ of subsets
of Γ∞:
Z/,φ = { fη(Xi ), η ∈An,φ, n+ 2i = /}. (1.52)
Lemma 1.4.6 – For all i $ 1,
µ(Xi ) ' 2
−2i . (1.53)
Remark 1.4.4 – A direct consequence of Lemma 1.4.6 is that for all Y ∈Z/, µ(Y )' 2−/.
Lemma 1.4.7 – For all nonnegative integers n,m, i , j such that n + 2i = m + 2 j and η ∈ An,φ,
ν ∈Am,φ, the sets Y = fη(Xi ) and Z = fν (Xj ) are disjoint if (n, i ,η) )= (m, j , ν).
1.4 Embedding of the JLip spaces in Sobolev spaces for a = a# 67
Λ
X1X0
Figure 1.5: θ=pi/3: the domain f1 ◦ f m+12 (Ω), the fractal set f1 ◦ f m+12 (Γ∞) and parts of X0 and
X1: X0 (resp. X1) is the intersection of Γ
∞ with the dark grey half-plane (resp. light grey strip).
Remark 1.4.5 – We will see that when mθ = pi/2, the definition of Π differs, but once Π is defined,
the definitions of c1 and c2 are the same. In that case, Lemma 1.4.5 and Lemma 1.4.7 are still true;
by contrast, Lemma 1.4.6 does not hold, see Lemma 1.4.13.
Lemma 1.4.8 – If mθ > pi/2, then for any / $ 0, any x ∈ Γ∞, there are at most a finite number of
(i ,η), 0# 2i # /, η ∈A/−2i such that x ∈ fη(Xi ), and this number is independent of /.
Remark 1.4.6 – Although it seems clear that for a given Z ∈Z/, there is a unique (iZ ,ηZ ) such that
0# 2iZ # /, ηZ ∈A/−2iZ and Z = fηZ (XiZ ), we have not found a short proof of this assertion. For
what follows, it will be enough to use the following weaker result which stems from Lemma 1.4.8:
there is at most a finite number of pairs (i ,η) with 0# 2i # /, η ∈A/−2i and Z = fη(Xi ), and this
number is independent of Z and /.
1.4.2.b Sobolev regularity of the Haar wavelet g0
The following proposition will imply regularity results for the Haar wavelet g0:
Proposition 1.4.1 – We have∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
|x − y|γ dµ(y) dµ(x) < +∞, if 0# γ < 2d , (1.54)∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
|x − y|γ dµ(y) dµ(x) = +∞, if γ > 2d . (1.55)
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Proof. Take n $m+ 2 and let κ be the largest integer such that n $m+ 2+ 2κ. We have∫
f1(Γ
∞)
∫
f2(Γ
∞)
dµ(y) dµ(x)
(|x − y|+ an)γ =
∑
σ∈An
σ(1)=1
∑
τ∈An
τ(1)=2
∫
Γ∞,σ
∫
Γ∞,τ
dµ(y) dµ(x)
(|x − y|+ an)γ
: 2−2n
∑
σ∈An
σ(1)=1
∑
τ∈An
τ(1)=2
1
(d (Γ∞,σ ,Γ∞,τ)+ an)γ
,
because if x ∈ Γ∞,σ and y ∈ Γ∞,τ , then |x − y|+ an : d (Γ∞,σ ,Γ∞,τ) + an. Thus, from Lemma
1.4.4, we have ∫
f1(Γ
∞)
∫
f2(Γ
∞)
dµ(y) dµ(x)
(|x − y|+ an)γ : S1+ S2,
with
S1 = 2
−2n ∑
σ ,τ∈An
σ(1)=1, τ(1)=2
Π(σ)$Π(τ)
1
a2γΠ(τ)
and S2 = 2
−2n ∑
σ ,τ∈An
σ(1)=1, τ(1)=2
Π(σ)<Π(τ)
1
a2γΠ(σ)
.
We can write S1 as follows:
S1 = 2
−2n ∑
0#/#k#κ
∑
σ∈An
σ(1)=1
Π(σ)=k
∑
τ∈An
τ(1)=2
Π(τ)=/
1
a2γ/
. (1.56)
On the other hand, the number of σ ∈An such that Π(σ) = k is of the order of 2n−2k. There-
fore, (1.56) leads to
S1 : 2−2n
∑
0#/#k#κ
2n−2k 2n−2/
1
a2γ/
=
κ∑
k=0
2−2k
k∑
/=0
22/(−1+
γ
d )
'
κ∑
k=0
2−2kmax(k , 22k(−1+
γ
d
)),
and S1 :
∑κ
k=0 2
2k(−2+ γ
d
) if γ > 2d . The same is true for S2. Therefore, if γ > 2d , then∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
(|x − y|+ an)γ dµ(y) dµ(x) : 2
n(−2+ γd ) −→
n→∞ +∞,
which yields (1.55).
On the other hand, if γ < 2d , then∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
(|x − y|+ an)γ dµ(y) dµ(x) '
∞∑
/=0
2−2/max(/, 22/(−1+
γ
d
)) < ∞,
which yields (1.54) from the monotone convergence theorem.
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Corollary 1.4.5 – For any p , 1 # p < ∞, g0 ∈ B p ,ps (Γ∞) if 0 # s < dp and g0 /∈ B
p ,p
s (Γ
∞) if
s > dp .
Proof. The result follows from the identity<<<< g02
<<<<p
B p ,ps (Γ
∞)
=
∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
|x − y|d+p s
dµ(y) dµ(x)
and from Proposition 1.4.1.
1.4.2.c Two lemmas
Lemma 1.4.9 : discrete Hardy inequalities, [JW84], page 121, Lemma 3 – For any γ ∈ !, any
p $ 1 there exists a constant C such that, for any sequence of positive real numbers (ck)k∈",
∑
n∈"
2γn
∑
k#n
ck
p # C∑
n∈"
2γncn
p if γ < 0, (1.57)
∑
n∈"
2γn
∑
k$n
ck
p # C∑
n∈"
2γncn
p if γ > 0. (1.58)
Lemma 1.4.10 – For any γ > d , we have∫
f1(Γ
∞)
∫
f2(Γ
∞)
|v(x)|p
|x − y|γ dµ(y) dµ(x) '
∫
f1(Γ
∞)
|v(x)|p
d (x ,Λ)γ−d
dµ(x), ∀v ∈ Lpµ(Γ∞).
Proof. For any n $m+ 2, let κ be the largest integer such that n $m+ 2+ 2κ.∫
f1(Γ
∞)
∫
f2(Γ
∞)
|v(x)|p
(|x − y|+ an)γ dµ(y) dµ(x)
#
∑
σ ,τ∈An
σ(1)=1, τ(1)=2
∫
Γ∞,σ
∫
Γ∞,τ
|v(x)|p
(d (Γ∞,σ ,Γ∞,τ)+ an)γ
dµ(y) dµ(x)
= 2−n
∑
σ ,τ∈An
σ(1)=1, τ(1)=2
1
(d (Γ∞,σ ,Γ∞,τ)+ an)γ
∫
Γ∞,σ
|v(x)|p dµ(x) ' S1+ S2
where, from Lemma 1.4.4,
S1 = 2
−n ∑
0#/#k#κ
∑
σ∈An
σ(1)=1
Π(σ)=k
∑
τ∈An
τ(1)=2
Π(τ)=/
1
a2γ/
∫
Γ∞,σ
|v(x)|p dµ(x),
S2 = 2
−n ∑
0#k#/#κ
∑
σ∈An
σ(1)=1
Π(σ)=k
∑
τ∈An
τ(1)=2
Π(τ)=/
1
a2γk
∫
Γ∞,σ
|v(x)|p dµ(x).
70 Chapter 1 – JLip versus Sobolev spaces
Since the number of τ ∈An such that τ(1) = 2 and Π(τ) = / is of the order of 2n−2/, we have
S1 :
∑
0#/#k#κ
2−2/
a2γ/
∑
σ∈An
σ(1)=1
Π(σ)=k
∫
Γ∞,σ
|v(x)|p dµ(x)
=
κ∑
k=0
K
k∑
/=0
1
a2/(γ−d )
H ∑
σ∈An
σ(1)=1
Π(σ)=k
∫
Γ∞,σ
|v(x)|p dµ(x)
:
κ∑
k=0
∑
σ∈An
σ(1)=1
Π(σ)=k
∫
Γ∞,σ
|v(x)|p
a2k(γ−d )
dµ(x):
∫
f1(Γ
∞)
|v(x)|p
(d (x ,Λ)+ an)γ−d
dµ(x),
from Lemma 1.4.3. Similarly, S2 :
∫
f1(Γ
∞)
|v(x)|p
(d (x ,Λ)+ an)γ−d
dµ(x).
Finally, we obtain the desired estimate by having n tend to∞ and using the monotone conver-
gence theorem.
1.4.2.d Proof of Theorem 1.4.1
Proof of point 1. Point 1. in Theorem 1.4.1 stems from Corollary 1.4.5 and from the fact that the
wavelet g0 belongs to JLip (t , p , p ; 0;Γ
∞) for all p ,t , 1# p <∞, 0< t < 1.
Proof of point 2. Consider t , 0< t <min(d/p , 1) and v ∈ JLip (t , p , p ; 0;Γ∞).
∫
Γ∞
∫
Γ∞
|v(x)− v(y)|p
|x − y|d+pt
dµ(x) dµ(y)−
2∑
i=1
∫
fi (Γ
∞)× fi (Γ∞)
|v(x)− v(y)|p
|x − y|d+pt
dµ(x) dµ(y)
' I1 + I2 + I3
where
I1 = 2
∫
x∈ f1(Γ∞)
∫
y∈ f2(Γ∞)
|v(x)−〈v〉 f1(Γ∞)|
p
|x − y|d+pt
dµ(y) dµ(x), (1.59)
I2 = 2 |〈v〉 f2(Γ∞)−〈v〉 f1(Γ∞)|
p
∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
|x − y|d+pt
dµ(y) dµ(x), (1.60)
I3 = 2
∫
x∈ f1(Γ∞)
∫
y∈ f2(Γ∞)
|〈v〉 f2(Γ∞)− v(y)|
p
|x − y|d+pt
dµ(x) dµ(y). (1.61)
By iterating this argument and using Fatou lemma, we obtain that∫
Γ∞
∫
Γ∞
|v(x)− v(y)|p
|x − y|d+pt
dµ(x) dµ(y) ' I1 + I2 + I3 +
∑
n$1
∑
η∈An
(I1,η+ I2,η+ I3,η)
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where
I1,η = 2
∫
x∈ fη◦ f1(Γ∞)
∫
y∈ fη◦ f2(Γ∞)
|v(x)−〈v〉 fη◦ f1(Γ∞)|
p
|x − y|d+pt
dµ(y) dµ(x), (1.62)
I2,η = 2 |〈v〉 fη◦ f2(Γ∞)−〈v〉 fη◦ f1(Γ∞)|
p
∫
fη◦ f1(Γ∞)
∫
fη◦ f2(Γ∞)
dµ(y) dµ(x)
|x − y|d+pt
, (1.63)
I3,η = 2
∫
x∈ fη◦ f1(Γ∞)
∫
y∈ fη◦ f2(Γ∞)
|〈v〉 fη◦ f2(Γ∞)− v(y)|
p
|x − y|d+pt
dµ(x) dµ(y). (1.64)
Let us estimate
∑
η∈A I1,η: the change of variables x = fη(x
′) and y = fη(y ′) yields
I1,η = 2a
n(d−pt )
∫
x ′∈ f1(Γ∞)
∫
y ′∈ f2(Γ∞)
|v ◦ fη(x ′)−〈v ◦ fη〉 f1(Γ∞)|
p
|x ′ − y ′|d+pt
dµ(y ′) dµ(x ′).
From Lemma 1.4.10, I1,η ' a
n(d−pt )
∫
x ′∈ f1(Γ∞)
|v ◦ fη(x ′)−〈v ◦ fη〉 f1(Γ∞)|
p
d (x ′,Λ)pt
dµ(x ′). Let β0,
(βσ )σ∈A be the coefficients in the Haar basis of v : v = P0v +β0 g0 +
∑
k$1
∑
σ∈Ak
βσ gσ . Note
that for any η ∈ An , v ◦ fη − 〈v ◦ fη〉Γ∞ = 2
n
2
9
βη g0 +
∑
k$1
∑
σ∈Ak
βησ gσ
:
, where we recall that
ησ ∈An+k is the sequence (η(1), . . . ,η(n),σ(1), . . . ,σ(k)). Thus,
I1,η ' a
n(d−pt )2
n p
2
∫
x∈ f1(Γ∞)
<<<∑k$0∑σ∈Ak βησ gσ (x)<<<p
d (x ,Λ)pt
dµ(x)
:
∑
i$0
2n(
p
2 +
pt
d
−1)
∫
Xi
a−2i p t
<<<<<<∑k$0
∑
σ∈Ak
βησ gσ (x)
<<<<<<
p
dµ(x),
where Xi is defined in (1.50).
We are led to estimate
∑
η∈A
I1,η '
∑
n$0
∑
η∈An
∑
i$0
2n(
p
2 +
pt
d
−1)a−2i p t
∫
Xi
<<<<<<∑k$0
∑
σ∈Ak
βησ gσ (x)
<<<<<<
p
dµ(x)
' S1 + S2,
(1.65)
where
S1 =
∑
n$0
∑
η∈An
∑
i$0
2n(
p
2 +
pt
d
−1)a−2i p t
∫
Xi
<<<<<<∑k#2i
∑
σ∈Ak
βησ gσ (x)
<<<<<<
p
dµ(x), (1.66)
S2 =
∑
n$0
∑
η∈An
∑
i$0
2n(
p
2 +
pt
d
−1)a−2i p t
∫
Xi
<<<<<<∑k>2i
∑
σ∈Ak
βησ gσ (x)
<<<<<<
p
dµ(x), (1.67)
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with the convention that if n = 0, then An = {0}, f0 = I d and 0+ σ = σ . It is convenient to
rewrite S2 as follows:
S2 =
∑
n$0
∑
η∈An
∑
i$0
a−(2i+n)pt
∫
fη(Xi )
<<<<<<∑k>2i
∑
σ∈Ak ,σ(1)=1
βησ gησ (x)
<<<<<<
p
dµ(x). (1.68)
We have
S2 =
∑
/$0
a−/pt
[//2]∑
i=0
∑
η∈A/−2i
∫
fη(Xi )
<<<<<<∑k>2i
∑
σ∈Ak ,σ(1)=1
βησ gησ (x)
<<<<<<
p
dµ(x).
From the definition of Z/ in (1.51),
S2 '
∑
/$0
2/
pt
d
∑
Y∈Z/
∫
Y
<<<<<<∑k$/
∑
ν∈Ak
βν gν (x)
<<<<<<
p
dµ(x). (1.69)
Remark 1.4.7 – Note that in (1.69), the sign ' has been used instead of =, because we did not prove
that there exists a unique pair (i ,η) such that Y ∈Z/ coincide with fη(Xi ), but only that the number
of such pairs is bounded, see Remark 1.4.6.
Then from a triangle inequality,
S2 '
∑
/$0
2/
pt
d
∑
k$/
∑
Y∈Z/
∫
Y
<<<<<<∑ν∈Akβν gν (x)
<<<<<<
p
dµ(x)

1
p

p
=
∑
/$0
2/
pt
d
∑
k$/
∑
ν∈Ak
|βν |p
∑
Y∈Z/
∫
Y
|gν (x)|p dµ(x)

1
p

p
'
∑
/$0
2/
pt
d
∑
k$/
∑
ν∈Ak
|βν |p2−k2p
k
2

1
p

p
.
The latter inequality comes from Lemma 1.4.8, because any point x ∈ Γ∞ belongs to at most a
finite number of sets Y ∈Z/ (this number is independent of /).
Hardy inequality (1.58) in Lemma 1.4.9 can be used because ptd > 0: this yields
S2 '
∑
/$0
2/(
pt
d
+
p
2−1)
∑
ν∈A/
|βν |p ' |v |pJLip (t ,p ,p ;0;Γ∞). (1.70)
Let us turn to S1 defined in (1.66): we have, using a triangle inequality,
S1 #
∑
i$0
22i
pt
d
∑
k#2i
∑
n$0
∑
η∈An
2n(
p
2 +
pt
d
−1)
∫
Xi
<<<<<< ∑σ∈Akβησ gσ (x)
<<<<<<
p
dµ(x)

1
p

p
=
∑
i$0
22i
pt
d
∑
k#2i
∑
n$0
∑
η∈An
2n(
p
2 +
pt
d
−1) ∑
σ∈Ak
<<<βησ <<<p ∫
Xi
<<<gσ (x)<<<p dµ(x)

1
p

p
,
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because the supports of gσ , σ ∈Ak are disjoint (up to a negligeable set). This implies that
S1 '
∑
i$0
22i
pt
d
∑
k#2i
∑
n$0
∑
η∈An
2n(
p
2+
pt
d
−1)2k
p
2
∑
σ∈Ak
|βησ |pµ(Supp gσ ∩Xi )

1
p

p
.
From Definition 1.4.2, Lemma 1.4.3, if Π(σ) is not maximal, then i > 1 and thanks to Defini-
tion 1.4.4, d (Γ∞,σ ,Λ)> c1a2Π(σ) > c1a2(i−1), and µ(Supp gσ ∩Xi ) = 0.
Hence, if Pk = {σ ∈Ak , σ(1) = 1, Π(σ) maximal},
S1−
∑
n$0
∑
η∈An
2n(
p
2 +
pt
d
−1)|βη|p
'
∑
i$1
22i(
pt
d
−1)
∑
k#2i
∑
n$0
∑
η∈An
2n(
p
2 +
pt
d
−1)2k
p
2
∑
σ∈Pk
|βησ |p

1
p

p
#
∑
j$1
2 j(
pt
d
−1)
∑
k# j
∑
n$0
∑
η∈An
2n(
p
2 +
pt
d
−1)2k
p
2
∑
σ∈Pk
|βησ |p

1
p

p
'
∑
j$1
∑
n$0
2(n+ j )(
p
2 +
pt
d
−1) ∑
η∈An
∑
σ∈Pj
|βησ |p ,
by Hardy’s inequality (1.57) in Lemma 1.4.9, because p t < d .
For all ν ∈ A , there exist at most N = m+ 4 pairs (η,σ), η,σ ∈ A such that ν = ησ and
Π(σ) is maximal. Therefore, for all ν ∈A ,βν appears in the latter sum at mostN times. Hence,
S1 '
∑
m$0
2m(
p
2 +
pt
d
−1) ∑
ν∈Am
|βν |p ' |v |JLip (t ,p ,p ;0;Γ∞). (1.71)
From the bounds (1.70) and (1.71), we immediately deduce that∑
n$0
∑
η∈An
I1,η ' |v |pJLip (t ,p ,p ;0;Γ∞), (1.72)
and the same argument shows that∑
n$0
∑
η∈An
I3,η ' |v |pJLip (t ,p ,p ;0;Γ∞). (1.73)
We are left with estimating I2 +
∑
n$1
∑
η∈An I2,η. From (1.54) in Proposition 1.4.2 and easy
scaling arguments,∫
fη◦ f1(Γ∞)
∫
fη◦ f2(Γ∞)
1
|x − y|d+pt
dµ(y) dµ(x) ' 2n(
pt
d
−1), ∀η ∈An .
On the other hand, |〈v〉 fη◦ f2(Γ∞)−〈v〉 fη◦ f1(Γ∞)|= 2
n
2+1|βη|. Combining these two observations,
we have that for all t <min(d/p , 1),∑
n$0
∑
η∈An
I2,η '
∑
n$0
2n(
pt
d
−1)2
pn
2
∑
η∈An
|βη|p ' |v |pJLip (t ,p ,p ;0;Γ∞). (1.74)
From (1.72), (1.73), (1.74), we obtain the desired result.
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1.4.3 Proof of Theorem 1.4.2
We now consider the case when mθ = pi/2, with m defined in (1.15). The situation is more
complex because Ξ is a non countable set whose Hausdorff dimension is d/2.
1.4.3.a Geometrical lemmas
As in previous paragraph, we first state several useful geometrical lemmas whose proofs are
postponed to Section 1.5.
We start by introducing a mapping Π fromA to " with similar properties to that of §1.4.2 (see
Lemma 1.4.11 below). Because of the more complex self-intersection set of Γ∞, the definition
of Π will be quite different.
Definition 1.4.5 – & if σ ∈An with n <m+ 4 then Π(σ) = 0,
& if n $m+ 4 and σ&m+2 )∈ {12m+1,21m+1)}, then Π(σ) = 0,
& else, Π(σ) =max
L
k $ 0, ∀ j ∈ {1, . . . ,k}, σ(m+ 2 j + 1) = σ(m+ 2( j + 1))
M
.
In other words, Π(σ) is the largest integer k $ 0 such that σ has a prefix lying in one of the sets
12m+1(12|21)k and 21m+1(12|21)k .
Note that if n < m+ 4 then Π(σ) = 0 and if n $ m+ 4, then the possible values of Π(σ) are
0,1, . . . , [(n−m− 2)/2].
Definition 1.4.6 – As previously, we say that Π(σ) for σ ∈ An is maximal if n < m+ 4 (in this
case Π(σ) = 0) or if n $m+ 4 and Π(σ) = [(n−m− 2)/2].
In other words, Π(σ) is maximal if one of the following conditions hold:
σ ∈ {12l , l #m+ 1}∪ {21l , l #m+ 1},
σ ∈ 12m+1(12|21)Π(σ) ∪ 21m+1(21|12)Π(σ),
σ ∈ 12m+1(12|21)Π(σ)(1|2) ∪ 21m+1(21|12)Π(σ)(1|2).
As in the proof of Theorem 1.4.1, the integer Π(σ) is an index of the distance between Γ∞,σ and
the vertical axis Λ.
Lemma 1.4.11 – Take n $ 1 and σ ∈An; with dσ defined in (1.40), we have
dσ : a2Π(σ).
Estimating the distance d (Γ∞,σ ,Γ∞,τ) for σ ,τ ∈ A and σ(1) )= τ(1) must be done more care-
fully than in the case when mθ > pi/2. Indeed, the quantity max (d (Γ∞,σ ,Λ),d (Γ∞,τ ,Λ)) is
too coarse an underestimate of d (Γ∞,σ ,Γ∞,τ) in the present case. This stems from the fact that
Γ∞,σ and Γ∞,τ may touchΛwithout facing each other, which is why we introduce the following
definition.
Definition 1.4.7 – For n $m+2 and k $ 0 such thatm+2+2k # n, letPkn be the set containing
all those pairs (σ ,τ) such that
σ ∈An and τ ∈An ,
σ(1) = 1 and τ(1) = 2,
k is the largest integer such that there exists η ∈Ak with
<<<<< σ&m+2+2k = η(1)τ&m+2+2k = η(2),
(1.75)
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where η(1) and η(2) are defined by (1.24).
For example, if we take σ = 12m+1
8
12
8
212112 and τ = 21m+1
8
21
8
122122, then (σ ,τ) ∈P2
m+10
, with
η= (1,2) in (1.75).
Lemma 1.4.12 – For any n $m+ 2 and k $ 0 such thatm+ 2+ 2k # n, for any (σ ,τ) ∈Pkn ,
d (Γ∞,σ ,Γ∞,τ)+ an : a2k . (1.76)
Finally, as in § 1.4.2.a, there exist two positive constants c1 and c2 such that c1 # c2 and
(1.48) holds for all n $ 1, σ ∈An and x ∈ Γ∞,σ . The following lemma should be compared to
Lemma 1.4.6.
Lemma 1.4.13 – For all integers i $ 1, the sets Xi defined in (1.50) are such that
µ
9
Xi
:
' 2−i . (1.77)
Remark 1.4.8 – It can be seen that the set Xi is made ofO(2
i ) disjoint connected components whose
measure is of the order of 2−2i .
1.4.3.b Sobolev regularity of the Haar wavelet g0
The following proposition, which should be compared to Proposition 1.4.1, will imply reg-
ularity results for the Haar wavelet g0:
Proposition 1.4.2 – We have∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
|x − y|γ dµ(y) dµ(x)<∞, if γ <
3d
2
, (1.78)∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
|x − y|γ dµ(y) dµ(x) =∞, if γ >
3d
2
. (1.79)
Proof. For any n $ m+ 2, let κ be the largest integer such that such that m+ 2+ 2κ # n. We
have ∫
f1(Γ
∞)
∫
f2(Γ
∞)
dµ(y) dµ(x)
(|x − y|+ an)γ =
∑
σ∈An
σ(1)=1
∑
τ∈An
τ(1)=2
∫
Γ∞,σ
∫
Γ∞,τ
dµ(y) dµ(x)
(|x − y|+ an)γ
:
∑
σ∈An
σ(1)=1
∑
τ∈An
τ(1)=2
1
22n
.
1
(d (Γ∞,σ ,Γ∞,τ)+ an)γ
:
κ∑
k=0
∑
(σ ,τ)∈Pkn
1
22n
.
1
a2kγ
,
from Lemma 1.4.12. It is easy to see thatPkn has 2
k ·2n−2k ·2n−2k = 22n−3k elements. Therefore,∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
(|x − y|+ an)γ dµ(y) dµ(x):
κ∑
k=0
2
k
I
2γ
d
−3
J
.
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Thus ∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
(|x − y|+ an)γ dµ(y) dµ(x) '
∞∑
k=0
2
k
I
2γ
d
−3
J
<∞, if γ < 3d
2
,∫
f1(Γ
∞)
∫
f2(Γ
∞)
1
(|x − y|+ an)γ dµ(y) dµ(x) ( 2
n
2
I
2γ
d
−3
J
−→
n→∞∞, if γ >
3d
2
,
and the result follows by the monotone convergence theorem.
The following should be compared to Corollary 1.4.5.
Corollary 1.4.6 – For any q , 1 # p <∞, g0 ∈ B p ,ps (Γ∞) if 0 # s < d2p and g0 /∈ B
p ,p
s (Γ
∞) if
s > d2p .
1.4.3.c Two Lemmas
Lemma 1.4.14 – For all γ > d , we have∫
f1(Γ
∞)
∫
f2(Γ
∞)
|v(x)|p
|x − y|γ dµ(y) dµ(x) '
∫
f1(Γ
∞)
|v(x)|p
d (x ,Λ)γ−d
dµ(x), ∀v ∈ Lpµ(Γ∞).
Proof. Consider n $m+ 2. For any σ ∈An , definePkσ =
Q
τ ∈An , (σ ,τ) ∈Pkn
R
(see Defini-
tion 1.4.7). Lemma 1.4.12 implies that∫
f1(Γ
∞)
∫
f2(Γ
∞)
|v(x)|p
(|x − y|+ an)γ dµ(y) dµ(x)
#
∑
σ∈An
σ(1)=1
∑
τ∈An
τ(1)=2
∫
Γ∞,σ
∫
Γ∞,τ
|v(x)|p
(d (Γ∞,σ ,Γ∞,τ)+ an)γ
dµ(y) dµ(x)
: 2−n
∑
σ∈An
σ(1)=1
Π(σ)∑
k=0
∑
τ∈Pkσ
1
a2γk
∫
Γ∞,σ
|v(x)|p dµ(x).
It is easy to see that since σ ∈An ,Pkσ has 2n−2k elements. Therefore,∫
f1(Γ
∞)
∫
f2(Γ
∞)
|v(x)|p
(|x − y|+ an)γ dµ(y) dµ(x)
'
∑
σ∈An
σ(1)=1
Π(σ)∑
k=0
2−2k
a2γk
∫
Γ∞,σ
|v(x)|p dµ(x):
∑
σ∈An
σ(1)=1
1
a2Π(σ)(γ−d )
∫
Γ∞,σ
|v(x)|p dµ(x)
:
∑
σ∈An
σ(1)=1
∫
Γ∞,σ
|v(x)|p
(d (x ,Λ)+ an)γ−d
dµ(x) =
∫
f1(Γ
∞)
|v(x)|p
(d (x ,Λ)+ an)γ−d
dµ(x).
The desired result is obtained by letting n tend to∞, by monotone convergence.
Remark 1.4.9 – Although the statements of Lemma 1.4.10 and 1.4.14 are similar, the proofs differ.
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Recall that the sets Xi are defined by (1.50), where c1 is the constant appearing in (1.48).
Lemma 1.4.15 – For any i $ 1, k $ 1 and σ ∈Ak ,∫
Xi
|gσ |p dµ ' 2
k
2 (p−1)2−i , if k < 2i , (1.80)∫
Xi
|gσ |p dµ ' 2k(
p
2−1), if k $ 2i . (1.81)
Proof. Assume that k < 2i . It is easy to see that for σ ∈ A1,
∫
Xi
|gσ |p dµ # 2
p
2µ(Xi ); this is
exactly (1.80) for k = 1. If k $ 2, let σ ∈Ak and τ ∈Ak be such that σ )= τ, Π(σ) and Π(τ) are
maximal; then Γ∞,σ and Γ∞,τ can be obtained from each other by a translation with a vertical
vector (parallel to Λ). Hence,
Π(σ) and Π(τ) are maximal ⇒ µ(Xi ∩Γ∞,σ ) =µ(Xi ∩Γ∞,τ). (1.82)
Moreover, since µ(Γ∞,τ ∩Γ∞,σ ) = 0 for σ ,τ ∈Ak , we get
µ(Xi )$
∑
τ∈Ak
Π(τ) maximal
µ(Xi ∩Γ∞,τ). (1.83)
On the other hand, if τ ∈Ak and Π(τ) is not maximal, then Π(τ)# k/2− 1 and, from Lemma
1.4.11,
d (Γ∞,τ ,Λ) $ c1a
2Π(τ) $ c1a
(k−2) > c1a
2(i−1).
Therefore, if τ ∈Ak and Π(τ) is not maximal, then Xi∩Γ∞,τ = -. The latter observation, (1.82)
and (1.83) imply that for any σ ∈Ak , µ(Xi∩Γ∞,σ )' 2−k/2µ(Xi )' 2−i−k/2, from Lemma 1.4.13.
Therefore, ∫
Xi
|gσ |p dµ = 2
k p
2 µ(Xi ∩ Supp(gσ )) = 2
k p
2 µ(Xi ∩Γ∞,σ ) ' 2
k
2 (p−1)−i ,
and we have proved (1.80). On the other hand,∫
Xi
|gσ |p dµ # 2
k p
2 µ(Supp(gσ )) = 2
k( p2−1),
and we have proved (1.81).
1.4.3.d Proof of Theorem 1.4.2
Proof. The result stems from the fact that g0 ∈ JLip (t , p , p ; 0;Γ∞) and fromCorollary 1.4.6.
Proof. Exactly as in the proof of Theorem 1.4.1,∫
Γ∞
∫
Γ∞
|v(x)− v(y)|p
|x − y|d+pt
dµ(x) dµ(y) ' I1 + I2 + I3 +
∑
n$1
∑
η∈An
(I1,η+ I2,η+ I3,η)
where I1, I2, I3, I1,η, I2,η and I3,η are respectively given by (1.59), (1.60), (1.61), (1.62), (1.63) and
(1.64). As above, we get that I1+
∑
n$1
∑
η∈An I1,η ' S1+S2, where S1 and S2 are given by (1.66)
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and (1.67).
Let us first find a bound on S1: exactly as in the proof of Theorem 1.4.1, we see that
S1−
∑
n$0
∑
η∈An
2n(
p
2 +
pt
d
−1)|βη|p
'
∑
i$1
22i
pt
d
∑
k#2i
∑
n$0
∑
η∈An
2n(
p
2 +
pt
d
−1) ∑
σ∈Pk
|βησ |p
∫
Xi
|gσ |pdµ

1
p

p
,
where Pk = {σ ∈Ak , σ(1) = 1, Π(σ) maximal}. Thus, from (1.80),
S1−
∑
n$0
∑
η∈An
2n(
p
2 +
pt
d
−1)|βη|p
'
∑
i$1
22i
pt
d
∑
k#2i
∑
n$0
∑
η∈An
2n(
p
2+
pt
d
−1)2
k
2 (p−1)2−i
∑
σ∈Pk
|βησ |p

1
p

p
#
∑
j$1
2 j(
pt
d
−1/2)
∑
k# j
∑
n$0
∑
η∈An
2n(
p
2 +
pt
d
−1)2
k
2 (p−1)
∑
σ∈Pk
|βησ |p

1
p

p
'
∑
j$1
∑
n$0
2(n+ j )(
p
2 +
pt
d
−1) ∑
η∈An
∑
σ∈Pj
|βησ |p ,
by Hardy’s inequality (1.57) in Lemma 1.4.9. For all ν ∈A , there exist at most N =m+4 pairs
(η,σ), η,σ ∈A such that ν = ησ and Π(σ) is maximal. Therefore, for all ν ∈A , βν appears in
the latter sum at most N times. Hence,
S1 '
∑
m$0
2m(
p
2 +
pt
d
−1) ∑
ν∈Am
|βν |p ' |v |pJLip (t ,p ,p ;0;Γ∞). (1.84)
We now consider S2. Since pi/θ = 2m is an integer, the rotation angles of the similitudes fη
can take only a finite number of values in [0,2pi). Call Θ the finite set of all possible angles:
Θ= {iθ, 0# i < 4m}. It is convenient to split S2 as S2 =
∑
φ∈Θ S2,φ, with
S2,φ =
∑
n$0
∑
η∈An,φ
∑
i$0
a−(2i+n)pt
∫
fη(Xi )
<<<<<<∑k>2i
∑
σ∈Ak ,σ(1)=1
βησ gησ (x)
<<<<<<
p
dµ(x).
We have
S2,φ =
∑
/$0
a−/pt
[//2]∑
i=0
∑
η∈A/−2i ,φ
∫
fη(Xi )
<<<<<<∑k>2i
∑
σ∈Ak ,σ(1)=1
βησ gησ (x)
<<<<<<
p
dµ(x).
We can rewrite S2,φ as follows:
S2,φ =
∑
/$0
2/
pt
d
∑
Y∈Z/,φ
∫
Y
<<<<<<∑k$/
∑
ν∈Ak
βν gν (x)
<<<<<<
p
dµ(x). (1.85)
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Thus, by the triangle inequality and the fact that the supports of gν , ν ∈Ak are disjoint,
S2,φ #
∑
/$0
2/
pt
d
∑
k$/
∑
ν∈Ak
|βν |p
∑
Y∈Z/,φ
∫
Y
|gν (x)|p dµ(x)

1
p

p
.
From Remark 1.4.5, for all /$ 0 and φ ∈Θ, the sets Y ∈Z/,φ are disjoint. Therefore,
S2,φ '
∑
/$0
2/
pt
d
∑
k$/
∑
ν∈Ak
|βν |p2−k2p
k
2

1
p

p
,
because any x ∈ Γ∞ belongs to at most one set Y ∈Z/,φ.
Hardy inequality (1.58) in Lemma 1.4.9 can be used because ptd > 0: this yields
S2,φ '
∑
/$0
2/(
pt
d
+
p
2−1)
∑
ν∈A/
|βν |p ' |v |pJLip (t ,p ,p ;0;Γ∞).
Since this is true for allφ ∈Θ and sinceΘ is a finite set, we get S2 ' |v |pJLip (t ,p ,p ;0;Γ∞). From this
and (1.84), we immediately deduce (1.72) and the same argument yields (1.73). The conclusion
of the proof is identical as that of Theorem 1.4.1.
Remark 1.4.10 – For s > 1− 2−dp , p < 2, it is interesting to construct a function u ∈W 1,p (Ω)whose
trace /∞(u) does not belong to B p ,ps (Γ∞). One can take the following example: let χ ∈W 1,p (Y 0)
be such that χ|Γ0 = 0, χ| f1(Γ0) = 1 and χ| f2(Γ0) = 0. For ρ > 0, we build u by the following iterative
process:
& u|Y 0 = χ ;
& let the polygonal open domain Ωn be obtained by stopping the construction at step n + 1:
Ωn = Interior
I⋃n
k=0
⋃
σ∈Ak fσ (K
0)
J
. Let us also introduce Y σ = fσ (Y
0).
If u is already defined in Ωn−1, we define u|Y σ , σ ∈An as follows:)
u|Y σ = 1+ρu|Ωn−1 ◦ fσ(n)−1 if Π(σ) is maximal,
u|Yσ = γ
σ otherwise,
where γσ = u|Γσ for σ ∈A (note that the function u is constant on the lines Γσ ).
It is possible to prove that if ρ = 2
2−p
d p
− 12p−!, for ! > 0, then u ∈ W 1,p (Ω) and that for any
s > 1− 2−dp , one may choose ! small enough such that /∞(u) /∈ B
p ,p
s (Γ
∞).
1.5 Proofs of the geometrical lemmas
1.5.1 The case mθ>pi/2
Proof of Lemma 1.4.1. We have
sup
x∈ f11(Ω)
x2 = sup
x∈ f22(Ω)
x2 = sup
x∈ f1122(Y 0)
x2+ a
4h .
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On the other hand, with F1 defined in (1.23),
h = sup
x∈F1◦F1(Y 0)
x2+ a
4h .
Easy algebra shows that f1
2 ◦ f22
5
x1
x2
6
=
5 −α+ a(−α cosθ−β sinθ)+ a2(α cos2θ−β sin2θ)+ a3(α cosθ−β sinθ)+ a4x1
β+ a(−α sinθ+β cosθ)+ a2(α sin2θ+β cos2θ)+ a3(α sinθ+β cosθ)+ a4x2
6
,
and that
F1 ◦ F1
5
x1
x2
6
=
5 −α+ a(α cosθ−β sinθ)− a2α+ a3(α cosθ−β sinθ)+ a4x1
β+ a(α sinθ+β cosθ)+ a2β+ a3(α sinθ+β cosθ)+ a4x2
6
.
Thus, the desired result is a consequence of the inequality
−α sinθ+β cosθ+ a(α sin2θ+β cos2θ)+ a2(α sinθ+β cosθ)
< α sinθ+β cosθ+ aβ+ a2(α sinθ+β cosθ)
which is true, since α(−2 sinθ+ a sin2θ)+ aβ(cos2θ− 1)< 0.
Proof of Lemma 1.4.2. From the definition of k in the statement of Lemma 1.4.2,
& if k = [n/2] (where we denote by [z] the integer part of z ), then at least one of the
two points lim
l→∞
fσ&2k ◦ F1 l (O), liml→∞ fσ&2k ◦ F2
l (O) belongs to Γ∞,σ , which implies that
d (Γ∞,σ ,H ) = 0. This implies that d (Γ∞,σ ,H )+ an : a2k .
& otherwise, let us define i = σ(2k + 1) = σ(2k + 2), and σ ′ = σ&2k+2. We have by self-
similarity that
d ( fσ ′ (Ω),H ) = a
2kd ( fi ◦ fi (Ω),H )> 0,
by Lemma 1.4.1. Hence,
d (Γ∞,σ ,H ) $ d ( fσ ′ (Ω),H ) = a
2kd ( fi ◦ fi (Ω),H ).
On the other hand,
d (Γ∞,σ ,H )# d ( fσ ′ (Ω),H )+ diam ( fσ ′ (Ω)) = a
2k
E
d ( fi ◦ fi (Ω),H )+ a2diam (Ω)
F
.
We have proved that d (Γ∞,σ ,H ): a2k , which implies (1.39).
Proof of Lemma 1.4.3. Wemay suppose that n $m+4. IfΠ(σ) is maximal, then d (Γ∞,σ ,Λ) = 0,
which yields (1.41).
Now suppose that Π(σ) is not maximal. Without restriction, we can also suppose that σ(1) = 1.
We first assume that 12m+1 is not a prefix of σ , which implies that there exists an integer
j ∈ [0,m] such that 12 j1 is a prefix of σ . Thus d (Γ∞,σ ,Λ)$ d ( f1 ◦ f j2 ◦ f1(Ω),Λ). From §1.2.1.b,
we know that c ≡min0# j#m+1 d (( f1 ◦ f j2 ◦ f1(Ω),Λ) > 0. We have that d (Γ∞,σ ,Λ) $ c . On the
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other hand d (Γ∞,σ ,Λ)# diam (Ω). We have obtained (1.41).
We are left with considering the case when 12m+1 is a prefix of σ , which implies that there exists
τ ∈An−m−2 and τ′ ∈An−m−1 such that σ = 12m+1τ = 12mτ′. Therefore, σ has a prefix of the
form 12m+1(12)Π(σ)i j where i , j ∈ {1,2} and (i , j ) )= (1,2), by the definition of Π(σ).
Obviously, we have that
d (Γ∞,σ , f1 ◦ f2m+1(H )) = am+2d (Γ∞,τ ,H ),
d (Γ∞,σ , f1 ◦ f2m(H )) = am+1d (Γ∞,τ
′
,H ).
(1.86)
Three observations will prove useful, see Figure 1.6.
a) By self similarity, the set f1(Γ
∞) lies in one side of the straight lines f1 ◦ f2m(H ) and
f1 ◦ f2m+1(H ), whose intersection is the single point of Ξ.
b) It is also easy to see that the line f1 ◦ f2m(H ) makes an angle of pi2 − (m− 1)θ > 0 with the
axis Λ.
c) Similarly, the line f1 ◦ f2m+1(H ) makes an angle of mθ− pi2 > 0 with the axis Λ.
An elementary geometrical argument combining points a), b) and c), leads to
d (Γ∞,σ ,Λ) $ sin
>pi
2
− (m− 1)θ
?
d (Γ∞,σ , f1 ◦ f2m+1(H )),
d (Γ∞,σ ,Λ) $ sin
>
mθ− pi
2
?
d (Γ∞,σ , f1 ◦ f2m(H )).
(1.87)
The geometrical argument for the first inequality in (1.87) is summarized in Figure 1.7. The
second one can be seen in a similar way.
f1 ◦ f p2 (H )
Λ
f1 ◦ f p+12 (H )
pθ− pi2
pi
2 − (p− 1)θ
Figure 1.6: The lines f1 ◦ f2m(H ) and f1 ◦ f2m+1(H ) (for θ=pi/5).
We make out two cases:
& If i = j then Π(σ) is the largest integer k such that for all l # k, τ(2/−1) )= τ(2/). From
Lemma 1.4.2 and since Π(σ) is not maximal, we have that d (Γ∞,τ ,H )( a2Π(σ). Thus
d (Γ∞,σ , f1 ◦ f2m+1(H ))( am+2+2Π(σ). (1.88)
Combining the first inequality in (1.87) and (1.88) yields that d (Γ∞,σ ,Λ)( a2Π(σ).
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Λ
d
Γ∞,σ lies here
mθ− pi2
h > d
h sin
E pi
2 − (m− 1)θ
F
f1 ◦ fm2 (H )
f1 ◦ fm+12 (H )
pi
2 − (m− 1)θ
d
Figure 1.7: d (Γ∞,σ ,Λ) $ sin
E
pi
2 − (m− 1)θ
F
d where d = d (Γ∞,σ , f1 ◦ f2m+1(H )).
& If (i , j ) = (2,1), then Π(σ) is the largest integer k such that for all l # k,
τ′(2/− 1) )= τ′(2/). From Lemma 1.4.2 and since Π(σ) is not maximal, we have that
d (Γ∞,τ′ ,H )( a2Π(σ), and
d (Γ∞,σ , f1 ◦ f2m(H ))( am+1+2Π(σ). (1.89)
We deduce that d (Γ∞,σ ,Λ)( a2Π(σ) as above.
In both cases, we have proved that d (Γ∞,σ ,Λ) ( a2Π(σ). For the opposite inequality, recall
that Ξ = {ξ } where the point ξ is the limit point of the string 12m+1(12)∞. Therefore, there
exists ζ ∈ Γ∞ such that ξ = f12m+1(12)Π(σ) (ζ ). Let η be the string in An−m−2−2Π(σ) such that
σ = 12m+1(12)Π(σ)η. We have
d (Γ∞,σ ,Λ) # d (Γ∞,σ ,ξ ) = am+2+2Π(σ)d (Γ∞,η ,ζ ) # am+2+2Π(σ)diam (Ω),
which yields that d (Γ∞,σ ,Λ)' a2Π(σ).
Proof of Lemma 1.4.4. We may suppose that n $ m+ 4. If Π(σ) and Π(τ) are maximal, then
d (Γ∞,σ ,Γ∞,τ) = 0 which yields (1.42).
Now suppose Π(σ) or Π(σ) is not maximal. Since Γ∞,σ and Γ∞,τ are separated by Λ, we have
d (Γ∞,σ ,Γ∞,τ) $ max(d (Γ∞,σ ,Λ),d (Γ∞,τ ,Λ)) ( a2min(Π(σ),Π(τ)), (1.90)
from Lemma 1.4.3.
On the other hand, defining k = m+ 2+ 2min(Π(σ),Π(τ)), we see that σ(/) = τ(/) for any
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/ # k, since 12m+1(12)Π(σ) (resp. 21m+1(21)Π(τ)) is a prefix of σ (resp. τ). Thus, Γ∞,σ&k and
Γ∞,τ&k are symmetric with respect to Λ. Hence,
d (Γ∞,σ&k ,Γ∞,τ&k ) = 2(Γ∞,σ&k ,Λ) ' a2min(Π(σ),Π(τ)).
Observe that
d (Γ∞,σ ,Γ∞,τ ) # d (Γ∞,σ&k ,Γ∞,τ&k )+ 2akdiam Γ∞, (1.91)
since Γ∞,σ&k ⊂ Γ∞,σ and Γ∞,τ&k ⊂ Γ∞,τ . From (1.90) and (1.91), we obtain (1.42).
Proof of Lemma 1.4.5. & If Π(η) = 0, then we use (1.44).
& If Π(η) > 0, then Π(η) cannot be maximal: indeed, if Π(η) was maximal, then if we
suppose for example that η(1) = 1, the η = 12m+1(12)Π(η) or η ∈ 12m+1(12)Π(η)(1|2). This
implies that the angle of fη would be mθ, (m− 1)θ or (m+ 1)θ, so it would not be an
integer multiple of 2pi. Since Π(η) is not maximal, the result stems from (1.48) and the
fact that Λ and fη(Λ) are parallel.
Proof of Lemma 1.4.6. Take i $ 1. Since Γ∞ is symmetric w.r.t. the axis Λ, we can estimate
µ({x ∈ Γ∞, c1a2i < d (x ,Λ)# c1a2(i−1)}) instead of µ(Xi ).
Consider n, n >m+ 3+ 2I where I ≡ i +
S
log
I
c1
c3
J
2 loga
T
. We start by estimating
µ({x ∈ Γ∞, c1a2i + andiam Γ∞ < d (x ,Λ)# c1a2(i−1)}).
Take x ∈ Γ∞ and assume that c1a2i + andiam Γ∞ < d (x ,Λ) # c1a2(i−1). Since we know that
Γ∞ = ∪σ∈AnΓ∞,σ , there exists σ ∈An such that x ∈ Γ∞,σ .
We have d (Γ∞,σ ,Λ) > c1a2i . The upper bounds in (1.48) imply that Π(σ) # I , which implies
that Π(σ) is not maximal.
Then, the lower bound in (1.48) implies that Π(σ)$ i .
Hence,
µ({x ∈ Γ∞, c1a2i + andiam Γ∞ < d (x ,Λ)# c1a2(i−1)})
# µ
 ⋃
σ∈An
i#Π(σ)$I
Γ∞,σ
 # 2−n I∑
/=i
#{σ ∈An , Π(σ) = /} ' 2−n
I∑
/=i
2n−2/ ' 2−2i ,
which yields (1.53) by letting n tend to infinity (monotone convergence).
Proof of Lemma 1.4.7. Let κ be the maximal integer k such that ν&k = η&k for all k # κ. We must
have either κ<min(n,m) or (κ=min(n,m) and n )= m ) otherwise we have (m, j , ν) = (n, i ,η).
& Assume that κ < min(n,m), which implies that there exist σ ∈ Aκ, ν ′ ∈ Am−κ,
η′ ∈ An−κ such that ν = σν ′, η = ση′ and ν ′(1) )= η′(1). Thus, fη′(Γ∞) and fν ′(Γ∞)
lie on two different sides of Λ.
We may assume that fν ′(Γ
∞) lies on the right side of Λ and that fη′(Γ
∞) lies on the left
side of Λ.
– If fν ′(Γ
∞) lies strictly on the right side of Λ, we get the desired result. This happens
in particular if Π(ν ′) is not maximal.
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– If fη′(Γ
∞) lies strictly on the left side of Λ, we also get the desired result. As above,
this happens in particular if Π(η′) is not maximal.
– Assume that fν ′(Γ
∞)∩Λ )= - and fη′ (Γ∞)∩Λ )= -.
* If Π(ν ′) is positive then it is maximal, and fν ′ is a similitude whose angle can be
−(m−1)θ, −mθ or −(m+1)θ. If the angle is −mθ or −(m+1)θ, then fν ′ (Xj )
does not intersect Λ (because fν ′(Xj ) is on the left of fν ′ (Λ)), which yields the
desired result. If the angle is −(m− 1)θ, then the similitude fη′ has the same
angle and fη′ (Xi ) does not intersect Λ (because fη′(Xi ) is on the left of fη′ (Λ)),
which yields the desired result.
* Similarly, if Π(η′) is positive then it is maximal, and fη′ is a similitude whose
angle can be (m−1)θ,mθ or (m+1)θ. If the angle is (m−1)θ, then fη′ (Xi ) does
not intersect Λ which yields the result. If the angle is mθ or (m+ 1)θ, then the
similitude fν ′ has the same angle and fν ′ (Xj ) does not intersect Λ which yields
the result.
* We are left with the case where Π(η′) = 0 and Π(ν ′) = 0: it can be shown that
there are only three pairs (ν ′,η′) such that the related similitudes have the same
angle, Π(η′) = 0, Π(ν ′) = 0, fν ′ (Γ
∞)∩Λ )= - and fη′ (Γ∞)∩Λ )= -: 1) η′ = (1) and
ν ′ = (2,1,1) 2) η′ = (1,2) and ν ′ = (2,1), 3) η′ = (1,2,2) and ν ′ = (2). In these
three cases, the result follows easily.
& If κ=min(n,m), for example κ= n < m, then Y = fη(Xi ) and Z = fη ◦ fν ′(Xj ), ν ′ ∈Am′ .
We have to prove thatXi∩ fν ′ (Xj ) = -. The angle of the similitude fν ′ is 0 and 2i = 2 j+m′.
– If ν ′(1) = 2, then fν ′ (Xj ) lies on the right side of Λ and Xi strictly lies on the left side
of Λ, which yields the result.
– If ν ′(1) = 1, then d ( fν ′ (Λ),Λ) > c1a
2Π(ν ′) from Lemma 1.4.5. Therefore, from the
definition of Xi , d ( fν ′ (Λ),Xi )> c1a
2Π(ν ′)− c1a2i−2> 0.
Proof of Lemma 1.4.8. We can assume /> 1.
& Suppose first that / = 2i , i > 0, x ∈ Xi . Since we are interested in finding j < i and η ∈
A/−2 j such that the set Z = fη(Xj ) contains x , we can suppose that η(1) = 1. If Π(η) is not
maximal, then Xi ∩Z = -: indeed, from (1.48), Z ⊂ fη(Γ∞) and d ( fη(Γ∞),Λ) > c1a2Π(η).
Therefore
d (Z ,Xi ) $ d ( fη(Γ
∞),Λ)− c1a2(i−1) > c1(a2Π(η)− a2(i−1)).
But 2Π(η)< 2(i − 1), so d (Z ,Xi )> 0 and x /∈ Z .
We now focus on the Z = fη(Xj ) ∈ Z/ such that η(1) = 1 and Π(η) is maximal. Since
there are a finite number, namely 2m+2, of η such that Π(η) = 0 and Π(η) is maximal, we
can suppose that Π(η)> 0. We make out two cases:
– If m is even, then η ∈Am+2+2Π(η), and the angle of the similitude fη is mθ. Since the
sets Z ∈Z/,mθ are pairwise disjoint, only one of them can contain x .
– If m is odd, then η ∈ Am+3+2Π(η). Since η1 ∈ Am+4+2Π(η), Π(η1) = Π(η) is not
maximal. Since we have Z = fη(Xj ) ⊂ fη1(Γ∞), we deduce from the inequality
d ( fη1(Γ
∞),Λ)> c1a2Π(η) > c1a2(i−1) that Xi ∩Z = -, so x /∈ Z .
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& Suppose x ∈ Y = fν (Xi ), Y ∈ Z/, with ν ∈ AnY , nY > 0 and x )∈ Z , Z ∈ Z/, with
nZ < nY . On the one hand, the number of sets fνν ′ (Xj ) ∈ Z/ containing x coincides
with the number of sets fν ′ (Xj ) containing fν
−1(x) ∈ Xi ; this number has been estimated
above. On the other hand, if a set Z = fη(Xj ) ∈Z/, with nZ $ nY , is such that η )= νν ′,
then calling κ the maximal integer such that ν&k = η&k for all k # κ, we know that κ< nY
and that fη(Xj ) and fν (Xi ) lie on different sides of fν&κ(Λ), so their intersection is empty:
Z does not contain x .
1.5.2 The case mθ=pi/2
Proof of Lemma 1.4.11. It is enough to consider n $m+ 4.
& If σ&m+2 )∈ {12m+1,21m+1)}, then there exists a constant c independent of σ such that
d (Γ∞,σ ,Λ)> c . Since d (Γ∞,σ ,Λ)# diam (Ω), we obtain the desired result in this case.
& If σ&m+2 ∈ {12m+1,21m+1)}, for example σ&m+2 = 12m+1, then σ = 12m+1τ for some
τ ∈An−m−2. Since we also have Λ= f1 ◦ f m+12 (H ),
d (Γ∞,σ ,Λ) = d ( f1 ◦ f m+12 (Γ∞,τ), f1 ◦ f m+12 (H )) = am+2d (Γ∞,τ ,H ). (1.92)
Also, Π(σ) is the largest integer k such that for all j # k, τ(2 j − 1) )= τ(2 j ). Thus from
Lemma 1.4.2, d (Γ∞,τ ,H )+an−m−2 : a2Π(σ). Combining this and (1.92) yields the desired
result.
Proof of Lemma 1.4.12. From the definition of k, it is clear that min(Π(σ),Π(τ)) $ k. Let κ be
the largest integer such that m+ 2+ 2κ# n. With the notation defined in (1.24), let η ∈Ak be
such that σ&m+2+2k = η
(1) and τ&m+2+2k = η
(2).
& If k = κ, then Γ∞,η(1) is the symmetric of Γ∞,η(2) w.r.t. Λ, and d (Γ∞,η(1) ,Γ∞,η(2) ) = 0. This
implies (1.76).
& If k < κ, then d (Γ∞,σ ,Γ∞,τ) # d (Γ∞,η(1) ,Γ∞,η(2) ) + 2 diam Γ∞,η(1) : a2k , since we have
d (Γ∞,η(1) ,Γ∞,η(2) ) = 0. For the opposite inequality, we can define σ ′ = σ&m+4+2k and
τ′ = τ&m+4+2k , since κ> k.
– If min(Π(σ),Π(τ)) = k then
d (Γ∞,σ ,Γ∞,τ) $ d (Γ∞,σ
′
,Γ∞,τ
′
) $ max
E
d (Γ∞,σ
′
,Λ),d (Γ∞,τ
′
,Λ)
F
: a2k .
– Otherwise, min(Π(σ),Π(τ)) > k. This implies that
σ(m+ 3+ 2k) = τ(m+ 3+ 2k) )= σ(m+ 4+ 2k) = τ(m+ 4+ 2k).
Without restriction, we may assume that σ(m+ 3+ 2k) = τ(m+ 3+ 2k) = 1 and
that σ(m+ 4+ 2k) = τ(m+ 4+ 2k) = 2, thus σ ′ = η(1)12 and τ′ = η(2)12.
For what follows we define δ = d (Γ1,∞ ∩H ,Γ2,∞ ∩H ) > 0 and E as the convex
subset of !2 located under the straight lines H , f1(H ) and f2(H ). It is clear that
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f
τ′ (E )
f
σ ′ (E )
β Γη
(2)
Γη
(1)
Γσ
′
Γτ
′
Figure 1.8: θ=pi/4: the case when σ ′ = η(1)12 and when τ′ = η(2)12
Ω⊂ E . Therefore, Ωσ ′ ⊂ fσ ′(E ) and Ωτ′ ⊂ fτ′(E ), see Figure 1.8.
Elementary geometrical arguments lead to
d ( fσ ′ (E ), fτ′ (E )) = β sinθ,
where β= d ( fσ ′ (Γ
∞)∩Λ, fτ′(Γ∞)∩Λ), see Figure 1.8. But
d ( fσ ′ (Γ
∞)∩Λ, fτ′(Γ∞)∩Λ) = d ( fη(1) (F1(Γ∞))∩Λ, fη(2) (F1(Γ∞))∩Λ)
= d ( fη(1) (F1(Γ
∞))∩Λ, fη(1) (F2(Γ∞))∩Λ).
By self-similarity, β= am+2+2kδ. Therefore
d (Γ∞,σ ,Γ∞,τ) $ d (Γ∞,σ
′
,Γ∞,τ
′
) $ d ( fσ ′ (E ), fτ′ (E )) ( a
2k .
Proof of Lemma 1.4.13. The argument is the same as the one used for Lemma 1.4.6. The only
difference is that #{σ ∈An, Π(σ) = /}' 2n−/, instead of 2n−2/ in the former case. Hence, with
I defined as in the proof of Lemma 1.4.6,
µ({x ∈ Γ∞, c1a2i + andiam (Γ∞)< d (x ,Λ)# c1a2(i−1)})
# µ
 i+I⋃
Π(σ)=i
Γ∞,σ
 # 2−n i+I∑
/=i
#{σ ∈An, Π(σ) = /} ' 2−n
i+I∑
/=i
2n−/ ' 2−i ,
and (1.77) is obtained by Fatou lemma.
1.6 Another geometry
In this section, we state a few results on a similar geometry with four similitudes instead of two,
and we propose a conjecture on the Besov regularity of the traces of functions in tree-shaped
domains with self-similar boundary.
We consider the similitudes fi , i = 1 . . . 4, with respective angles −ϕ,−θ,θ,ϕ, where 0 < ϕ,
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θ< pi/2 and θ< ϕ. We also introduce the associated self-similar set Γ∞, that is Γ∞ =
4⋃
i=1
fi (Γ
∞).
It is straightforward that in this case, Γ∞ has Hausdorff dimension d =− 2 log2
loga
.
Write Ξ=
⋃
i )= j fi (Γ
∞)∩ f j (Γ∞). It can be shown as in Theorem 1.2.1 that there exists a critical
value a# depending only on θ and ϕ such that Ξ is empty when a < a#, and is nonempty when
a = a#. As previously, we will focus on the case when a = a#.
We distinguish the angles θ and ϕ for which the set Ξ is reduced to one point, and the ones for
which Ξ has positive Hausdorff measure. In the latter case, it is easily seen that the Hausdorff
dimension of Ξ is − log2
2 loga
= d4 . This case is presented in Figure 1.9.
Figure 1.9: The ramified domain in the case with four similitudes, with θ = pi6 , ϕ =
pi
3 , and
a = a#.
Theorem 1.6.1 : Sobolev regularity of the Haar wavelets – We have∫
f2(Γ
∞)
∫
f3(Γ
∞)
1
|x − y|γ dµ(y) dµ(x)<∞, if γ <
7d
4
,∫
f2(Γ
∞)
∫
f3(Γ
∞)
1
|x − y|γ dµ(y) dµ(x) =∞, if γ >
7d
4
.
(1.93)
Corollary 1.6.1 – For any p , 1# p <∞, g0,2 ∈ B
p ,p
s (Γ
∞) if 0# s < 3d4p ,
g0,2 )∈ B p ,ps (Γ∞) if s > 3d4p .
Therefore, it can be shown that when a = a#,
& for all t ∈ (0,1) and s > 3d4p , JLip (t , p , p ; 0;Γ∞) )⊂ B
p ,p
s (Γ
∞);
& if 0< t <min( 3d
4p , 1), then JLip (t , p , p ; 0;Γ
∞) = Lip (t , p , p ; 0;Γ∞) = B p ,pt (Γ
∞).
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This last result is to be compared to Theorems 1.4.1 and 1.4.2. It could even be shown with a
similar method as in Chapter 2 that for 1# p < 2−3d/4, there exists a bounded linear extension
operator fromW 1,p (Ω) toW 1,p (!2).
A conjecture on tree-shaped domains
These results lead to the following conjecture. Consider a ramified domain Ω in !2 as defined
in §1.1.2.c of the Introduction, associated to the similitudes f1, . . . , fN . Denote Γ
∞ its compact
invariant and d = dimH Γ
∞. We recall that the set Ξ is defined by Ξ=
⋃
i )= j fi (Γ
∞)∩ f j (Γ∞).
We conjecture that:
& for all t ∈ (0,1) and s > 1p (d − dimH Ξ), JLip (t , p , p ; 0;Γ∞) )⊂ B
p ,p
s (Γ
∞),
& if 0< t <min( 1p (d − dimH Ξ), 1), then
JLip (t , p , p ; 0;Γ∞) = Lip (t , p , p ; 0;Γ∞) = B p ,pt (Γ
∞),
which implies the following trace result:
& if 1# p < 2− dimH Ξ, then /∞(W 1,p (Ω)) = B p ,p1− 2−dp
(Γ∞),
& if p $ 2− dimH Ξ, then
– for all s , 0< s < 1p (d − dimH Ξ), /∞(W 1,p (Ω))⊂ B
p ,p
s (Γ
∞),
– for all s > 1p (d − dimH Ξ), /∞(W 1,p (Ω)) )⊂ B
p ,p
s (Γ
∞).
CHAPTER 2
Sobolev extension property for tree-shaped domains with
self-contacting fractal boundary
In this chapter, we investigate the existence of extension operators from W 1,p(Ω) to
W 1,p (!2) (1 < p <∞) for a class of tree-shaped domains Ω with a self-similar fractal
boundary previously studied by Mandelbrot and Frame. When the fractal boundary
has no self-contact, the results of Jones imply that there exist such extension operators
for all p ∈ [1,∞]. In the case when the fractal boundary self-intersects, this result does
not hold. Here, we prove however that extension operators exist for p < p# where
p# depends only on the dimension of the self-intersection of the boundary. The con-
struction of these operators mainly relies on the self-similar properties of the domains.
2.1 Introduction
This work deals with some extension results from W 1,p (Ω) to W 1,p (!2) (1 < p <∞) for
some domains Ω⊂!2 with a self-similar fractal boundary. The focus will be put on the special
case when the boundary of Ω is self-contacting. Such a geometry (see Figure 2.1) can be seen as
a bidimensional idealization of the bronchial tree.
We will investigate if the domains Ω introduced below have the W 1,p -extension property, for
1 < p < ∞. In general, a domain D ⊂ !n is said to have the Wm,p -extension property for
m ∈" and 1# p #∞ if there exists a bounded linear operator
Λ :Wm,p (D)→Wm,p (!n),
such that Λu|D = u for all u ∈Wm,p (D). Such domains are called Wm,p -extension domains.
A domain that has the Wm,p -extension property for all m $ 1 and p ∈ [1,∞] is sometimes
referred to as a Sobolev extension domain.
It is well known that every Lipschitz domain in !n , that is every domain whose boundary
is locally the graph of a Lipschitz function, is a Sobolev extension domain. Calderón proved
theWm,p -extension property for m $ 1, p ∈ (1,∞) (see [Cal61]), and Stein extended the result
to the cases p = 1 and p =∞ (see [Ste70]).
In [Jon81], Jones improved this result by introducing a class of domains in !n called (!,δ)-
domains, every member of which is a Sobolev extension domain. Jones’ proof uses as a main
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ingredient Whitney’s extension theory. Such domains were introduced by Martio and Sarvas
who referred to them as locally uniform domains (see [MS79] and §1.2.3.a). This result is almost
optimal in the plane, in the sense that every plane finitely connected Sobolev extension domain
is an (!,δ)-domain, see [Jon81, Maz85]. The case when the domain D ⊂ !2 is unbounded has
been studied in [VGL79].
In [Kos98], Koskela proved that in the general case, if an open domain D ⊂ !n has the W 1,n -
extension property, then it has theW 1,p -extension property for all p $ n. He also showed that
if the embeddingW 1,p (D) 1→ C 0,1−n/p(D) holds for some p > n, then D is a W 1,q -extension
domain for all q > p . The case p < n is not as well understood.
Hajłasz, Koskela and Tuominem proved that every Wm,p -extension domain in !n for m $ 1
and 1 # p <∞ is a n-set, as defined in e.g. [JW84], and provided several characterizations of
Wm,p -extension domains for 1 < p <∞, see [HKT08]. They also investigated these questions
in the setting of metric measure spaces, see [HKT08].
The domains we consider in the present work do not have theW 1,p -extension property for
any p > 2, and we will study the case when p < 2.
We focus on a class of tree-shaped domains Ω in !2 with a self-similar fractal boundary Γ∞
which self-intersects, see for example Figure 2.1. The set Γ∞ is defined as the unique compact
set such that
Γ∞ = f1(Γ
∞)∪ f2(Γ∞),
where f1 and f2 are two contracting similitudes with opposite rotation angles ±θ
(0 # θ < pi2 ) and contraction ratio a ∈ [0,1). This type of fractal sets were first studied by
Mandelbrot and Frame in [MF99].
We have seen in paragraph 1.2.1 that there exists a critical ratio a#
θ
dependent on the rotation
angle of the similitude such that for every a < a#
θ
, the set Γ∞ is totally disconnected, and for
a = a#
θ
, it is connected. In the first case, the domain Ω is an (!,δ)-domain and Ω is a Sobolev
extension domain. In this chapter, emphasis will be put on the latter case, in which we will
see that Ω is not an (!,δ)-domain and Ω is not a Sobolev extension domain. In this case, the
assumptions required in [Jon81] for the construction of Whitney extension operators are not
satisfied.
Particular care will be given to the notion of trace on the set Γ∞ for functions inW 1,p (Ω). We
will use two different definitions of traces on Γ∞.
& The first one, referred to as the classical or strictly defined trace below, relies on the notion
of the strict definition of a locally integrable function, see for instance [JW84] page 206.
For a function u in W 1,p (Ω) or W 1,p (!d ), this trace, noted u|Γ∞ below, is defined as its
strictly defined counterpart on the subset of Γ∞ where u is strictly defined.
& The second one was first introduced in [AT07]. Its construction was recalled in §1.3.3.
This trace operator, noted /∞ below, is obtained by exploiting the self-similarity as the
limit of a sequence of operators /n which map W 1,p (Ω) to piecewise constant functions
on a partition of Γ∞ into 2n sets whose measure is 2−n. Y. Achdou and N. Tchou pro-
vided in [AT10] a characterization of functions in the trace space /∞(W 1,p (Ω)) in terms
of Lipschitz functions with jumps (see §1.3.4) that will be helpful in the proof of the
main theorems. Embeddings of /∞(W 1,p (Ω)) in some Sobolev spaces on the set Γ∞ were
studied especially in [ADT12], see §2.3.3.
A consequence of the main result of this paper is that these two definitions of trace on Γ∞ in
fact coincide (almost everywhere) on the set Γ∞; this is proved in Chapter 3 (see also [ADT]).
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Jonsson and Wallin have proved extension and trace results for Besov and Sobolev spaces on
d -sets (see [JW84]). See §1.2.6.b for a definition of the Besov spaces on such sets in the special
case of Γ∞ which is a d -set where d is its Hausdorff dimension. In particular, see [JW84] page
183, W 1,p (!2)|Γ∞ = B
p ,p
1− 2−dp
(Γ∞) for p ∈ (1,∞), where the trace is meant in the classical sense.
The extension part of the theorem mainly relies on Whitney’s extension theorem.
On the other hand, It has been proved in [ADT12] that there exists a real number p# > 1 such
that p# only depends on the Hausdorff dimension of the self-intersection of Γ∞ and
& if p < p#, then /∞(W 1,p (Ω)) = B p ,p
1− 2−dp
(Γ∞),
& if p > p#, then the previous result does not hold.
The main extension result of this chapter (Theorem B) states that when p < p#, the domains
Ω in fact have theW 1,p -extension property. To prove this result, we prove in Theorem A that
there exists a continuous lifting operator E in the sense of /∞ from the trace space on Γ∞ of
functions in W 1,p (Ω) to W 1,p (!2): for all v ∈ /∞(W 1,p (Ω)), /∞((E v)|Ω) = v . This last prop-
erty, which will be crucial in the proof of Theorem B, would not be guaranteed a priori by the
lifting operator of Jonsson and Wallin in the classical sense.
An immediate consequence of this extension theorem is that, for p ∈ (1, p#), the Sobolev em-
beddings hold in Ω. Theorem 7 is sharp in the sense that whenever p > p#, Ω is not a W 1,p -
extension domain, in Remark 2.4.3 below. The case p = p# is partially discussed in Remark
2.4.3.
Note that the question of extensions or traces naturally arises in boundary value or trans-
mission problems in domains with fractal boundaries. Results in this direction have been given
by Mosco and Vivaldi (see [MV03]), Lancia (see [Lan02, Lan03]), and Capitanelli (see [Cap10])
for the Koch flake. Boundary value problems posed in the domains Ω displayed in Figure 2.1
were studied e.g. in [AT07], and numerical methods were proposed to compute the solutions in
subdomains of Ω. Such a geometry can be seen as a bidimensional idealization of the bronchial
tree, for example. The problems studied in the latter papers aim at simulating the diffusion of
medical sprays in human lungs.
The chapter is organized as follows: we briefly recall the geometry of the ramified domains we
study in Section 2.2. In Section 2.3, we treat the less interesting sub-critical case when a < a#
θ
and recall the available trace results form [AT10] and [ADT12]. The main results are Theorems
A and B which are stated in Section 2.4 and proved in Sections 2.5 and 2.6.
For the ease of the reader, the geometrical lemmas, which are crucial but technical, are proved
in Section 2.7 at the end of the chapter.
2.2 The Geometry
In this section, we briefly recall the geometry of the domains we study. We consider the
similitudes f1 and f2 defined in (1.3) which depend on the real numbers a,α,β,θ where 0< a <
1/
9
2, α> 0, β> 0 and 0< θ<pi/2.
We still denote Γ∞ the self-similar invariant of the similitudes f1 and f2:
Γ∞ = f1(Γ
∞)∪ f2(Γ∞),
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and we use the same notations as those introduced in §1.2.1. The Hausdorff dimension of Γ∞,
noted d then writes log2/ log(1/a). We recall the definition of the set
Ξ= f1(Γ
∞)∩ f2(Γ∞)
associated with Γ∞. Recall the following theorem proved in Chapter 1 (see Theorem 1.2.1).
Theorem 2.2.1 – For any θ, 0< θ< pi/2, there exists a unique positive number a#
θ
< 1/
9
2 which
does not depend on (α,β) such that
if 0< a < a#
θ
then Ξ= - and Γ∞ is totally disconnected,
if a = a#
θ
then Ξ )= - and Γ∞ is connected, (2.1)
see Figure 3 p.15.
As in Chapter 1, the particular geometries of the self-similar sets Γ∞ and Ξ when a = a# will
play an important role here.
2.2.0.a Characterization of Ξ
We recall the characterization of the set Ξ = f1(Γ
∞) ∩ f2(Γ∞) detailed in Chapter 1. We
know that Ξ )= - if and only if a = a#. Let us denote by Λ the vertical axis defined by
Λ= {(x1, x2), x1 = 0} and by O the origin O = (0,0).
We proved in Chapter 1 that the sequences σ ∈ A∞ such that fσ (O) ∈ Λ and that σ(1) = 1 are
characterized by the following property: for all n # 1, the truncated sequence σ&n achieves the
maximum of the abscissa of fτ(O) over all τ ∈An such that τ(1) = 1. Moreover, when a = a#,
Ξ⊂Λ.
In Chapter 1, we distinguished two cases, depending on the values of the integer m defined as
the smallest integer such that mθ$pi/2 (see (1.15)):
& if mθ>pi/2 and a = a#, then Ξ contains the single point fσ (O), where
σ = 12m+1(12)∞ or σ = 21m+1(21)∞, (2.2)
& if mθ=pi/2 and a = a#, then
Ξ= { fσ (O), σ ∈ 12m+1(12|21)∞}= { fσ (O), σ ∈ 21m+1(12|21)∞}, (2.3)
which implies that the Hausdorff dimension of the set Ξ is d/2.
see §1.2.1 and Example 1.2.1 for the notations.
2.2.0.b The ramified domains
The domains we consider are the domains in the classD introduced in the Introduction, see
also the definitions in §1.2.2. Their construction starts with a base cell Y 0 displayed in Figure
1.3. The domains are obtained by gluing together the closure of the cells fσ (Y
0) for σ ∈A , see
Figure 2.1 below.
For σ ∈A , we will use the notation Y σ := fσ (Y 0), and Ωσ := fσ (Ω).
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Ω
Γ∞
Ω
Γ∞
Figure 2.1: The ramified domain Ω for θ=pi/5 and θ= pi/4 when a = a#, α= 0.7, β= 1.5.
As we saw in Chapter 1, by a theorem of Y. Achdou and N. Tchou, we can assume that the open
set Ω defined in (1.30) satisfy Assumption 1 p. 57, that is, Ω is a ramified domain as defined in
§1.1.2.c.
It can be seen that in the critical case when a = a#, the ramified domains we consider are
not (!,δ)-domains as defined e.g. in [Jon81], but they are John-domains as defined in [MS79]
(see also the definitions in §1.2.6).
2.3 Extension and trace results inW 1,p(Ω)
Hereafter, we consider a domain Ω as defined in Section 1.1.2.c, with θ in (0,pi/2), a # a#
and we suppose that the parameters α, β are such that Assumption 1 is satisfied.
2.3.1 Extension result in the case a < a#
We first briefly discuss the case when a < a# and the self-similar set Γ∞ is totally discon-
nected. In this case, the ramified domain Ω is an (!,δ)-domain (see [AT08], Lemma 1 p.5).
Therefore, Jones’ extension theorem (see Theorem 1.2.6) yields a continuous extension opera-
tor fromW 1,p (Ω) toW 1,p (!2) for every p ∈ (1,∞).
As a consequence of this extension result, the Sobolev embeddings in the Lebesgue spaces veri-
fied by Lipschitz domains clearly remain true in the ramified domains for all a < a#.
In the critical case when a = a#, the Sobolev embeddings still hold. This is a general prop-
erty of the John-domains proved in [Boj88]. We give an alternate proof of this result based on
self-similarity for the ramified domain Ω.
Proposition 2.3.1 – For all a # a#, the following continuous injections hold
if p < 2, thenW 1,p (Ω) 1→ Lq (Ω) for q # q¯ := 2p
2− p ,
if p $ 2, thenW 1,p (Ω) 1→ Lq (Ω) for 1< q <∞.
(2.4)
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Proof. As we saw, the Sobolev embeddings in the ramified domain Ω in the case a < a# are
deduced from the embeddings in !2.
When a = a#, we introduce a transformation of the plan mapping Ω into a sub-critical ramified
domain UΩ for which we know that the Sobolev embeddings hold.
Take θ˜ such that θ < θ˜ < pi
2
. We know that there exists a ramified domain Ω˜ in the class D
associated with similitudes f˜1, f˜2 with angles ±θ˜.
Denote Y 0 and UY 0 the respective base cells of the ramified domains Ω and UΩ. We consider a
transformation T0 of the plane mapping Y
0 into UY 0. We now introduce a transformation T
defined by
T|Y σ = f˜σ ◦T ◦ f −1σ , (2.5)
for all σ ∈ A , where we denote f˜σ = f˜σ(1) . . . f˜σ(k) for σ ∈ Ak . Note that since fσ and f˜σ have
same contraction ratio for every σ ∈A , |Jac T | and |Jac T −1| are bounded by a constant C > 0
independent of σ ∈A .
Take 1< p <∞, for all u ∈W 1,p (Ω), introduce the function u˜ : UΩ→!2 defined by u˜ = u◦T−1.
Take u ∈W 1,p (Ω). If q ∈ [1,∞) is such thatW 1,p (UΩ) 1→ Lq (UΩ), one has∫
Ω
|u(x)|q d x =
∑
σ∈A
∫
Y σ
|u(x)|q d x =
∑
σ∈A
∫
Y σ
|u˜ ◦T (x)|q d x # C
∑
σ∈A
∫
UΩ |u˜|
q .
Since C is independent of σ , we get
‖u‖Lq (Ω) # C 1/q‖u˜‖Lq (UΩ).
The Sobolev embedding in UΩ implies the existence of a constant C ′ such that
‖u‖Lq (Ω) # C ′‖u˜‖W 1,p (UΩ) = C ′
5∫
UΩ |u˜(x)|
p d x +
∫
UΩ |∇u˜(x)|
p d x
61/p
= C ′
5∫
UΩ |u ◦T
−1(x)|p d x +
∫
UΩ |
t (Jac T −1)(∇u) ◦T −1|p d x
61/p
' ‖u‖W 1,p (Ω),
and we deduce the Sobolev embeddings in Ω from those in UΩ.
2.3.2 Characterization of the traces on Γ∞ of functions inW 1,p(Ω)
Recall the construction of the self-similar trace operator /∞ fromW 1,p (Ω) to Lpµ(Γ
∞). We
start by constructing a sequence (/n)n of approximations of the trace operator ; /
n is defined
by
/n(u) =
∑
σ∈An
〈u〉Γσ fσ (Γ∞) ∀u ∈W
1,p (Ω), (2.6)
where 〈u〉Γσ = 1|Γσ |
∫
Γσ
u d x . We saw in Chapter 1 that the sequence (/n)n converges in the space
L (W 1,p (Ω),Lpµ(Γ
∞)) to a trace operator /∞.
We also recall the following theorem proved in [AT10] which provides a characterization of
the trace space /∞(W 1,p (Ω)) and will prove very useful in the proof of the main theorems.
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Theorem 2.3.1 – For a given θ, 0# θ < pi/2, if (α,β) satisfies Assumption 1 and Ω is constructed
as in § 1.1.3.b, with 1/2# a # a#, then for all p , 1< p <∞,
/∞
E
W 1,p (Ω)
F
= JLip (1− 2−dp , p , p ; 0;Γ∞). (2.7)
2.3.3 JLip versus Sobolev spaces on Γ∞
We briefly recall the result obtained in Chapter 1 (see also [ADT12]), which compares the
JLip spaces and the Sobolev spaces on Γ∞.
Theorem 2.3.2 – There exists a real number p#
θ
> 0 depending only on the dimension of the self-
intersection of the fractal set Γ∞, such that
& if a = a# and 1< p < p#
θ
, then
JLip (1− 2−dp , p , p ; 0;Γ∞) = B
p ,p
1− 2−dp
(Γ∞), (2.8)
& if a = a# and p > p#
θ
, then
JLip (1− 2−dp , p , p ; 0;Γ∞) )⊂ B
p ,p
1− 2−dp
(Γ∞). (2.9)
The number p#
θ
is given by:
p#
θ
= 2 if θ )∈ { pi
2k , k > 0},
p#
θ
= 2− d/2 if θ= pi
2k
, k > 0.
(2.10)
Together with Theorem 2.3.1, Theorem 2.3.2 provides another characterization of the trace
space /∞(W 1,p (Ω)) when p < p#
θ
.
2.4 The main extension result
2.4.1 The extension theorem
We will focus on the case a = a# in the rest of the chapter. As was seen in paragraph 1.2.2.a,
the domain Ω is not an (!,δ)-domain in this case, and the argument of §2.3.1 does not hold.
However, it will be proved in Theorem B that the extension result is true when 1 < p < 2 for
angles θ ∈ (0, pi2 ) such thatmθ> pi2 , and when 1< p < 2− d2 for angles such thatmθ= pi2 , where
m has been introduced on (1.15). It will also be seen (see Remark 2.4.3) that if p > 2 in the first
case, and if p > 2− d2 in the second case, the extension result cannot hold.
The proof of the extension theorem will rely on Theorem A which states that when
1 < p < p#
θ
, there exist liftings in W 1,p (!2) for functions in JLip (1 − 2−dp , p , p ; 0;Γ∞) (see
(2.7)), where the trace is meant in the sense of the operator /∞. The proof of this result relies
on the construction of liftings for the Haar wavelets on Γ∞, and on Theorem 2.3.1.
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Remark 2.4.1 – Using Theorem 2.3.2 above and the trace theorem of Jonsson and Wallin stating
that B p ,p
1− 2−dp
(Γ∞) =W 1,p (!2)|Γ∞ for p ∈ (1,∞), it can be proved that
JLip (1− 2−dp , p , p ; 0;Γ∞) = W 1,p (!2)|Γ∞ , (2.11)
where we recall that the trace on Γ∞ is meant in the classical sense (see §1.2.5). It should be noted that
Theorem A below differs from the previous result in that the trace is meant in the sense of /∞, which
will be of particular importance, especially in the proof of Theorem B below.
The method proposed in the proof of Theorem B uses the lifting of Theorem A and the self-similar
properties of the trace operator. Another choice could have been to work with the Whitney extension
operator of (2.11), but we then could not have exploited the self-similar properties of the geometry as
is done to prove Theorem B.
In Chapter 3, Theorems A and B below are key ingredients in the proof that u|Γ∞ = /∞(u) µ-almost
everywhere for all p > 1 and u ∈W 1,p (Ω).
The second result (Theorem B) states that there exists a continuous extension operator from
W 1,p (Ω) toW 1,p (!2)when 1< p < p#
θ
. The proof consists in the construction of the extension
operator, with the help of the lifting introduced in Theorem A.
Theorem A – 1. If θ )∈ pi2" and p ∈ (1,2), then there exists a continuous linear lifting operator
E from JLip (1− 2−dp , p , p ; 0;Γ∞) toW 1,p (!2) in the sense of /∞, i.e.
∀v ∈ JLip (1− 2−dp , p , p ; 0;Γ∞), /∞((E v)|Ω) = v, (2.12)
such that for every σ ∈ A , E gσ ≡ −1 on fσ1(Ω) and E gσ ≡ 1 on fσ2(Ω), where gσ is the
Haar wavelet associated to the string σ .
2. If θ ∈ pi2" and p ∈ (1,2− d2 ), then the conclusion of 1. remains true.
Remark 2.4.2 – If 1 < p < p#
θ
and u ∈ W 1,p (Ω), then Theorem A implies that the function
u¯ = E (/∞(u)) satisfies /∞(u¯|Ω) = /∞(u).
We will deduce the main extension result of this chapter:
Theorem B – 1. If θ )∈ pi
2"
and p ∈ (1,2), then there exists a continuous linear operatorF from
W 1,p (Ω) toW 1,p (!2) such that, for all u ∈W 1,p (Ω),F u|Ω = u .
2. If θ ∈ pi2" and p ∈ (1,2− d2 ), then the above extension result remains true.
In other words, Ω is aW 1,p -extension domain when p ∈ (1, p#
θ
).
Remark 2.4.3 – The extension result of Theorem B is sharp in the following sense. As was seen
in Remark 2.4.1, it is proved a posteriori in [ADT] that the trace operator /∞ coincides with the
trace operator introduced by Jonsson and Wallin in [JW84] µ-almost everywhere. Therefore, if
Ω is a W 1,p -extension domain for some p > p#
θ
, then, by the trace theorem in [JW84] (p.182),
/∞(W 1,p (Ω)) = B p ,p
1− 2−dp
(Γ∞), which contradicts (2.9).
In the case when θ )∈ pi2" , we have p#θ = 2, and we can conclude that Ω does not have the W
1,p#
θ -
extension property: if it did, then Koskela’s theorem (see Theorem 1.2.4 and [Kos98]) would imply
that Ω has theW 1,p -extension property for all p > p#
θ
. The case θ ∈ pi
2"
is open.
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2.4.2 A density result
As a direct consequence of Theorem B, we obtain the following density result.
Theorem 2.4.1 – If a # a#, then the space C∞(Ω) is dense inW 1,p (Ω) for all p < p#
θ
.
In the case when mθ > pi/2, the result is sharp in the sense that if p > p#
θ
= 2, then the
space C∞(Ω) is not dense in W 1,p (Ω). Indeed, the Sobolev embedding theorem implies that if
u ∈W 1,p (Ω), then u is Hölder continuous in Ω. Since there is a lifting in W 1,p (Ω) of e.g. the
Haar mother wavelet on Γ∞, we deduce that the density result is not true in that case.
The case p = 2 has been studied in the case of multiple cones in [AB10], where the authors
prove that the space C∞(ω¯) is dense in H 1(ω) where ω is the open set inside multiple cones
with same vertex (see also [CDN99], Lemma 2.4).
It seems that a similar proof can apply to the ramified domains in the critical case a = a#, at least
for those angles θ such that mθ> pi2 , for which we could prove that C
∞(Ω) is dense in H 1(Ω).
2.5 Proof of the lifting theorem
In this section, we prove Theorem A.
2.5.1 Proof of point 1
Recall that in this case, θ )∈ { pi
2k
, k > 0}, and mθ> pi2 , where m was introduced in (1.15).
We start by lifting the Haar wavelets on Γ∞ into functions inW 1,p (!2), 1< p <∞. This will
yield a natural lifting for functions in JLip (1− 2−dp , p , p ; 0;Γ∞), defined as the lifting of their
expansion in the Haar wavelets basis.
2.5.1.a Lifting of the Haar wavelets
In this section, we define liftings g¯σ of the Haar wavelets gσ , σ ∈ A , such that for all
p ∈ (1,∞), g¯σ ∈W 1,p (!2), and the pairwise intersections of the sets Supp ∇ g¯σ (σ ∈ A ) are
contained in some cones centered at the points fη(A) (η ∈ A ), where A is the single point
contained in f1(Γ
∞)∩ f2(Γ∞).
More precisely, define C to be the vertical cone centered at A with angle ϕ0 small enough so
that C does not intersect f1(Ω) or f2(Ω). For this, it is enough to take
ϕ0 <min(mθ− pi2 , pi2 − (m− 1)θ).
We impose that the liftings g¯σ , σ ∈A should satisfy the following condition: if σ )= τ, then
Supp ∇ g¯σ ∩ Supp ∇ g¯τ ⊂
⋃
η∈A
fη(C ). (2.13)
Proposition 2.5.2 below will imply in particular that this condition is verified.
We proceed in three steps: we successively define liftings for the constants, the mother Haar
wavelet, and the other Haar wavelets.
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Lifting of the constants We will introduce a lifting χ of the constant function 1 on Γ∞ that
will allow to define liftings for the Haar wavelets by self-similarity.
The proof of Lemma 1.4.3 in Chapter 1 (see especially Figure 1.5) can be easily modified to
obtain the existence of a constant c > 0 such that for all σ ∈An (n > 0) with σ )∈B,
d ( fσ (Ω),C )> ca
n, (2.14)
where
B = {σ ∈A , σ is a prefix of 12m+1(12)∞ or 21m+1(21)∞}, (2.15)
see paragraph 1.2.1 for the notations. Recall that the elements of B are those strings σ ∈ A
such that d ( fσ (Ω),Λ) = 0 where Λ is the vertical axis given by {(x1, x2) ∈!2, x1 = 0} (cf. §2.2).
DefineH to be the horizontal line tangent to the upper part of Γ∞. Write δ = d (C ∩H ,Ω),
note that δ > 0.
We consider a smooth compactly supported function χ on !2 such that χ = 1 on a neighbor-
hood of the closure of the ramified domain Ω, and such that χ is symmetric with respect to the
axis Λ. Write d1 = d (Ω, Supp ∇χ ) and d2 = sup{d (x ,Ω), x ∈ Supp χ }. We also impose that
d2 < δ (2.16)
d2 < c (2.17)
d1 > ad2, (2.18)
see Figure 2.2.
d1
δ
d2 H
supp∇χ
C
Figure 2.2: The function χ
The condition (2.18) will play an important role in the proof that (2.13) is fulfilled. Conditions
(2.17) and (2.16) will help dealing with the pairwise intersections of the sets Supp ∇ g¯σ within
the cones.
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Lifting of the Haar mother wavelet We introduce the polar coordinates (r,ϕ) centered at
the point A such that the vertical half-line starting from A and pointing up is given by {ϕ = 0}.
Define the function ψ as follows: if (r,ϕ) ∈!#
+
× (−pi,pi],
ψ(r,ϕ) =

1
2
I
1+ ϕϕ0
J
if |ϕ|# ϕ0,
1 if ϕ0 < ϕ <pi−ϕ0,
1
2
I
1+ pi−ϕϕ0
J
if pi− |ϕ|# ϕ0,
0 if −pi+ϕ0 < ϕ <−ϕ0.
(2.19)
Note that the cone C is the support of ∇ψ.
Define the lifting g¯0 of the Haar mother wavelet by:
g¯0 =ψ · (χ ◦ f −11 )− (1−ψ) · (χ ◦ f −12 ). (2.20)
Note that g¯0 ∈W 1,p (!2) if and only if p < 2.
Lifting of the Haar wavelets We use the function g¯0 and the self-similarity to define the
liftings of the other Haar wavelets. We first define the natural lifting Ugσ of gσ , for σ ∈An by
Ugσ = 2 n2 g¯0 ◦ fσ−1.
Note that the functions Ugσ , σ ∈A do not satisfy condition (2.13) (take for example σ = 1 and
τ = 2). Hence, we will define cut-off functions whose gradients are supported in the cones
fτ(C ), τ ∈A .
Take σ ∈A \{ε}, we define for any prefix τ ∈Ak of σ such that τ )= σ ,
γστ = σ(k+1)=1ψ ◦ fτ−1+ σ(k+1)=2(1−ψ) ◦ fτ−1. (2.21)
Note that the function γστ is 1 on one connected component of !
2\ fτ(C ), and 0 on the other.
This definition is based on the observation that for all prefix τ ∈ Ak of σ such that τ )= σ ,
Ωσ ⊂ fτ({x1 < 0}) if σ(k + 1) = 1, and Ωσ ⊂ fτ({x1 > 0}) if σ(k + 1) = 2.
For σ ∈A , we introduce the setM (σ) of all those prefixes τ of σ such that fτ(A) ∈ Γ∞,σ . It is
easily checked that
M (σ) = {τ ∈A , σ = τσ ′, σ ′ ∈B}, (2.22)
whereB is defined in (2.15). If τ ∈M (σ)\{σ}, then the function Ugσ needs to be multiplied by
the cut-off function γστ .
Remark 2.5.1 – 1. If σ ∈B, then ε ∈M (σ).
2. For all n > 0 and σ ∈ An , one has σ ,σ&n−1 ∈M (σ), since the empty string and the string
σ(n) ∈A1 belong toB.
We can now define the cut off lifting g¯σ of the Haar wavelet gσ , σ ∈An :
g¯σ =
 ∏
τ∈M (σ), τ )=σ
γστ
 Ugσ . (2.23)
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Example We present an example where θ = pi3 (hence m = 2), and σ = 12
312. Therefore,
M (σ) = {ε, 123,1231,12312}.
The gray area in Figure 2.3 shows the support of ∇ g¯σ . We have only represented the domain
Ωσ , which corresponds to the small area in dark gray in Figure 2.2.
C 12
31
C
C 12
3
C 12
312
Figure 2.3: The support of ∇ g¯σ for θ = pi3 and σ = 12m+112 = 12312 (represented by the gray
area). In this case,M (σ) = {ε, 123,1231,12312}.
In what follows, we will need a uniform bound on the cardinal ofM (σ), σ ∈A :
Lemma 2.5.1 – For all σ ∈A ,
#M (σ)# 4. (2.24)
Proof. Take n > 0 and σ ∈ An . If n # 2, then the result is clear. Suppose n > 2, we first note
that σ&n−1,σ ∈M (σ) by point 2 in Remark 2.5.1. Let us look for elements ofM (σ) distinct
from σ&n−1 and σ .
First assume that σ(n) = σ(n−1), suppose for example σ(n) = 2. Then, any suffix σ ′ of σ such
that σ ′ ∈B is of the form 12k with k # m+ 1. If there were two of them, then one of them
would be a suffix of the other, which is impossible. Therefore, in this case, #M (σ)# 3.
If σ(n) )= σ(n − 1), then (σ(n − 1),σ(n)) ∈B, which implies that σ&n−2 ∈M (σ). Let us look
for a string σ ′ ∈M (σ) such that σ ′ ∈Ak with k > 2. Suppose for example σ(n) = 2. Then σ ′
must be of the form 12m+1(12)l or 21m+1(21)l2, for some l > 0. As for the previous case, were
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there two such strings, one of them would be a suffix of the other, which is impossible. Hence,
in this case, #M (σ)# 4.
Proposition 2.5.1 – For σ ∈An and p < 2,
‖∇ g¯σ‖pLp (!2) : 2
n
I
p
2 +
2−p
d
J
(2.25)
Proof. First, we note that ‖2 n2∇( g¯0 ◦ f −1σ )‖
p
Lp (!2)
= 2
n p
2 an(2−p)‖∇ g¯0‖pLp (!2) : 2
n
I
p
2 +
2−p
d
J
.
The other terms to consider are of the form ‖2 n2 g¯0 ◦ f −1σ ·∇(ψ ◦ f −1τ )‖
p
Lp (!2)
, where
τ ∈M (σ)\{σ}. One has
‖2 n2 g¯0 ◦ f −1σ ·∇(ψ ◦ f −1τ )‖
p
Lp (!2)
# 2
n p
2 ‖∇(ψ ◦ f −1τ )‖
p
Lp ( fσ (Supp g¯0))
= 2
n p
2 ak(2−p)‖∇ψ‖p
Lp ( fσ′ (Supp g¯0))
,
(2.26)
where σ = τσ ′, τ ∈ Ak and σ ′ ∈ B (see (2.22)). Denote R = diam Supp g¯0, note that
diam fσ ′(Supp g¯0) = a
n−kR. Since σ ′ ∈B, one has A∈ fσ ′ (Supp g¯0). Recall that Supp∇ψ⊂C .
Switching to polar coordinates centered at the point A, we get
‖∇ψ‖p
Lp ( fσ′ (Supp g¯0))
'
∫
Φ
∫ an−kR
0
1
r p
r d r dϕ :
∫ an−kR
0
d r
r p−1
: a(2−p)(n−k),
where Φ = (−ϕ0,ϕ0) ∪ (pi − ϕ0,pi + ϕ0). Together with (2.26), this achieves the proof since
ad = 2.
From Proposition 2.5.1, we deduce that g¯σ ∈W 1,p (!2) for p < 2.
2.5.1.b Geometrical results
The following geometrical results will be crucial in the proof of Theorem A. The proofs
of these results rely on simple but technical geometrical arguments and have been postponed to
Section 2.7 for the ease of the reader.
We introduce the truncated cones S = C ∩ Supp g¯0 and Sτ = fτ(S) for τ ∈ A . Define the set
S =
⋃
τ∈A S
τ to be the union of these truncated cones. We also define
F = Supp∇ g¯0\C , (2.27)
and F τ = fτ(F ) for τ ∈A .
Remark 2.5.2 – Condition (2.16) implies by a simple geometric argument that S lies in the convex
hull of the ramified domain Ω (see Figure 2.2).
Note that, for σ ∈A ,
Supp ∇ g¯σ ⊂ F σ ∪
 ⋃
τ∈M (σ)
Sτ
 . (2.28)
Proposition 2.5.2 below states a stronger version of condition (2.13).
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Proposition 2.5.2 – If σ ,τ ∈A and σ )= τ, then
(Supp∇ g¯σ ∩ Supp∇ g¯τ) \S = -. (2.29)
Proposition 2.5.3 below justifies in a way the definition of the cut-off functions γστ .
Proposition 2.5.3 – If σ ∈A and τ ∈M (σ)\{σ}, then
g¯σ = 2
n
2 g¯0 ◦ fσ−1γστ on Sτ . (2.30)
Propositions 2.5.4 and 2.5.5 below describe the case when, for a given τ ∈ A , ∇( g¯0 ◦ fσ−1) or
∇ g¯σ are not identically zero on Sτ .
Proposition 2.5.4 – There exists a constant C > 0 such that for all τ ∈A and x ∈ Sτ ,
#{σ ∈A , τ ∈M (σ), ∇( g¯0 ◦ f −1σ )(x) )= 0}#C .
Proposition 2.5.5 – If σ ,τ ∈A and τ )∈M (σ), then∇ g¯σ ≡ 0 on Sτ .
Remark 2.5.3 – In particular, if∇ g¯σ )≡ 0 on Sτ , then τ is a prefix of σ .
2.5.1.c Proof of point 1 in Theorem A
We start by stating a discrete Hardy inequality that will prove useful in the proof of Theo-
rem A.
Lemma 2.5.2 : discrete Hardy inequality, [JW84], page 121, Lemma 3 – If p $ 1, for any γ > 0
and a ∈ (0,1), there exists a constant C such that, for any sequence of positive real numbers (ck)k∈",
∑
n∈"
aγn
∑
k#n
ck
p # C∑
n∈"
aγncn
p . (2.31)
Proof of point 1 in Theorem A. We first suppose that 〈v〉Γ∞ =
∫
Γ∞ v dµ = 0. Take
v ∈ JLip (1 − 2−dp , p , p , 0;Γ∞). The function v then reads v =
∑
n
∑
σ∈An βσ gσ where the
βσ are the coefficients of v in the Haar wavelet basis of Γ
∞. We define the operator E by
setting
E v =
∑
n∈"
∑
σ∈An
βσ g¯σ . (2.32)
Recall that S is the union of all the truncated cones Sτ , τ ∈A . By Proposition 2.5.2,
‖∇(E v)‖p
Lp (!2\S) =
∫
!2\S
<<<<<<∑n∈"
∑
σ∈An
βσ∇ g¯σ (x)
<<<<<<
p
d x
=
∑
n∈"
∑
σ∈An
|βσ |p
∫
Supp g¯σ\S
|∇ g¯σ (x)|p d x
'
∑
n∈"
2
n
I
p
2 +
p
d
− 2p
J ∑
σ∈An
|βσ |p
= ‖v‖p
JLip (1− 2−dp ,p ,p ,0;Γ∞)
.
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On the other hand,
‖∇(E v)‖p
Lp (S)
=
∫
S
<<<<<<∑n∈"
∑
σ∈An
βσ∇ g¯σ (x)
<<<<<<
p
d x =
∑
τ∈A
∫
Sτ
<<<<<<∑n∈"
∑
σ∈An
βσ∇ g¯σ (x)
<<<<<<
p
d x .
Take k ∈ " and τ ∈ Ak . By Proposition 2.5.5, if σ ∈ An (n ∈ ") is such that ∇ g¯σ )≡ 0 in Sτ ,
then τ ∈M (σ). Therefore, by Proposition 2.5.3, γσ
τ′
≡ 1 in Sτ for any τ′ ∈M (σ)\{σ}, which
implies that g¯σ coincides with 2
n
2 g¯0 ◦ f −1σ γστ in Sτ . Therefore,
∫
Sτ
<<<<<<∑n∈"
∑
σ∈An
βσ∇ g¯σ (x)
<<<<<<
p
d x =
∫
Sτ
<<<<<<∑n∈"
∑
σ∈An , τ∈M (σ)
2
n
2βσ∇
I
( g¯0 ◦ f −1σ ).γστ
J
(x)
<<<<<<
p
d x
' I τ
1
+ I τ
2
,
where
I τ
1
=
∫
Sτ
<<<<<<∑n∈"
∑
σ∈An , τ∈M (σ)
2
n
2βσ∇( g¯0 ◦ f −1σ )(x)
<<<<<<
p
d x
I τ2 =
∫
Sτ
<<<<<<∑n∈"
∑
σ∈An , τ∈M (σ)
2
n
2βσ g¯0 ◦ f −1σ (x)∇γστ (x)
<<<<<<
p
d x .
(2.33)
Let us first consider I τ
1
. By Proposition 2.5.4, one has:
I τ
1
# C p−1
∑
n∈"
∑
σ∈An
τ∈M(σ)
2
n p
2 |βσ |p
∫
Sτ
|∇( g¯0 ◦ f −1σ )(x)|
p
d x
# C p−1
∑
n∈"
2
n p
2 a(2−p)n
∑
σ∈An
|βσ |p
∫
Sτ
|∇ g¯0(x)|p d x ,
(2.34)
where C is the constant in Proposition 2.5.4. Therefore,∑
τ∈A
I τ
1
'
∑
n∈"
2
n p
2 a(2−p)n
∑
σ∈An
|βσ |p
∑
τ∈A
∫
Sτ
|∇ g¯0(x)|p d x
#
∑
n∈"
2
n p
2 a(2−p)n
∑
σ∈An
|βσ |p
∫
!2
|∇ g¯0(x)|p d x
' ‖v‖p
JLip (1− 2−dp ,p ,p ,0;Γ∞)
.
(2.35)
We are left with dealing with I τ
2
. Denote Φ= (−ϕ0,ϕ0)∪ (pi−ϕ0,pi+ϕ0). We resort to a polar
change of variables centered at the point fτ(A) such that the vertical half-line starting from the
point fτ(A) and pointing up is given by {ϕ = 0}:
I τ
2
'
∫ ∞
0
∫
Φ
<<<<<<∑n∈"
∑
σ∈An , τ∈M (σ)
2
n
2βσ g¯0 ◦ f −1σ (r e iϕ)
<<<<<<
p
r 1−p dϕ d r, (2.36)
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since for r > 0 and ϕ ∈ Φ, |∇γστ (r e iϕ)|' 1r .
Define R = diam Supp g¯0. If τ ∈M (σ), then fτ(A) ∈ Ωσ ⊂ Supp g¯0 ◦ f −1σ , by the definition
ofM (σ) in (2.22). Therefore, if Supp g¯0 ◦ f −1σ ∩Cr ( fτ(A)) )= - where Cr ( fτ(A)) is the circle
centered at fτ(A) with radius r , then r # a
nR, i.e. n #Nr where Nr =
log r/R
loga
. Hence
I τ
2
'
∫ akR
0
∫
Φ
<<<<<<
[Nr ]∑
n=k
∑
σ∈An , τ∈M (σ)
2
n
2βσ g¯0 ◦ f −1σ (r e iϕ)
<<<<<<
p
r 1−p dϕ d r
'
∫ akR
0

[Nr ]∑
n=k
∑
σ∈An
τ∈M(σ)
2
n
2 |βσ |

p
r 1−p d r.
Recall that if τ ∈M (σ), then σ is of the form τσ ′ with σ ′ ∈B. Consequently,
I τ2 '
∫ akR
0
[N
k
r ]∑
n=0
∑
σ ′∈B
2
n+k
2 |βτσ ′ |

p
r 1−p d r,
where Nkr =Nr − k =
log(r/(akR))
loga
. Therefore, the change of variable ρ=Nkr yields:
I τ
2
'
∫ ∞
0
a(ρ+k)(2−p)
 [ρ]∑
n=0
∑
σ ′∈B
2
n+k
2 |βτσ ′ |
p dρ
#
∞∑
m=0
a(m+k)(2−p)
 m∑
n=0
∑
σ ′∈B
2
n+k
2 |βτσ ′ |
p ,
since ρ ,→ a(ρ+k)(2−p)
∑[ρ]n=0 ∑
σ ′∈B
2
n
2 |βτσ ′ |
 is increasing. Then, by the Hardy inequality of
Lemma 2.5.2,
I τ
2
'
∞∑
m=0
a(m+k)(2−p)2
(m+k)p
2
∑
σ ′∈B
|βτσ ′ |p =
∞∑
m=k
am(2−p)2
mp
2
∑
σ∈Am
τ∈M(σ)
|βσ |p . (2.37)
Therefore, we obtain: ∑
τ∈A
I τ
2
'
∑
k∈"
∑
τ∈Ak
∞∑
m=k
am(2−p)2
mp
2
∑
σ∈Am
τ∈M(σ)
|βσ |p
=
∑
m∈"
am(2−p)2
mp
2
∑
σ∈Am
m∑
k=0
∑
τ∈Ak
τ∈M(σ)
|βσ |p
'
∑
m∈"
am(2−p)2
mp
2
∑
σ∈Am
|βσ |p ,
(2.38)
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since #M (σ)# 4 by Lemma 2.5.1, which shows that
∑
τ∈A
I τ2 ' ‖v‖
p
JLip (1− 2−dp ,p ,p ,0;Γ∞)
.
Finally, if 〈v〉Γ∞ )= 0, then we get the desired result by taking
E v = 〈v〉Γ∞χ +E (v −〈v〉Γ∞ ).
2.5.2 Proof of point 2
We will proceed in the same manner as we did in the proof of point 1 in Theorem A. The
extensions of the Haar wavelets will differ since the set Ξ= f1(Γ
∞)∩ f2(Γ∞) is now infinite.
2.5.2.a Lifting of the Haar wavelets
Define κ1 = d (conv(Ω
11),H ), where we recall thatH is the line tangent to the upper part
of Γ∞ (see Figure 2.2). It has been proved in Lemma 1.4.1 that κ1 > 0. It has also been seen in
Lemma 1.4.3 that there exists a constant κ2 such that for all σ )∈B such that 12m+1,21m+1 are
not prefix of σ ,
d (conv(Ωσ ),Λ)> κ2. (2.39)
Let A be the limit point of the string 12m+1(12)∞ and B the limit point of 12m+1(21)∞, see
figure 2.4. The points A and B are respectively the upper and lower ends of the set Ξ. Take
ϕ0 > 0 such that:
1. ϕ0 < θ,
2. ϕ0 is small enough so that the vertical open half-cones Cu centered at A and Cl centered
at B with common angle ϕ0, as in figure 2.4, do not intersect f1(Ω) or f2(Ω) (see Figure
2.4),
3. ϕ0 <min(κ1/2R,κ2/2R), where R= diam Ω.
Condition 3 will be useful in the proof of the geometrical results below.
We introduce the points M1 = f12m+112(21)∞(O) and M2 = f12m+121(12)∞(O). Call D the diamond-
shaped intersection of the vertical open half-cones with respective vertices M1 and M2 and with
common angle ϕ0, as in figure 2.4. Call M3 and M4 the other two vertices of D , see figure 2.4.
Call D0 = f12m+1
−1(D) and Dη = fη(D0) for η ∈A . Note that D = D12
m+1
. Write
B
+ = 12m+1(12|21)#,
and define Mη
i
= fη( f12m+1
−1(Mi )) for i = 1,2 and η ∈B+; note that Mη1 and M
η
2
are vertices of
the diamond Dη. We introduce the set D =
⋃
η∈B+ D
η, and we define
C = Cu ∪Cl ∪D . (2.40)
The set C corresponds to the gray area in the right part of Figure 2.4, and will play the part of
the cone C defined in paragraph 2.5.1.a for the proof of point 1.
In view of (2.3), introduce the set B ⊂ A such that σ ∈B if and only if one of the following
two conditions is satisfied:
(i ) σ is a prefix of 12m or 21m,
(i i ) σ ∈ (12m+1|21m+1)(12|21)# ∪ (12m+1|21m+1)(12|21)#(1|2), (2.41)
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where the notations have been defined in paragraph 1.2.1, see also Example 1.2.1. The following
result is analogous to (2.14) in the proof of point 1. The proof is postponed to Section 2.7 for
the ease of the reader.
Lemma 2.5.3 – There exists a constant c > 0 such that for any σ ∈An (n ∈") with σ )∈B,
d (Ωσ ,C ) > can, (2.42)
As in paragraph 2.5.1.a, we introduce a smooth compactly supported function χ on!2 such
that χ = 1 on a neighborhood of the closure of the ramified domain Ω, χ is symmetric with
respect to the axis Λ, χ satisfies conditions (2.17) and (2.18) with the same notations, and
d2 < d (C ∩D0,Ω), (2.43)
where d2 = sup{d (x ,Ω), x ∈ Supp χ }, which replaces condition (2.16).
We consider a function ψ on !2 valued in [0,1] such that ψ ≡ 1 on {x1 # 0}\C , ψ ≡ 0 on
{x1 > 0}\(Cu ∪Cl ), ψ is continuous on C\{A,B}, and ψ is constant on the lines through the
point A in Cu and on the lines through the point B in Cl .
Take p ∈ (1,2 − d2 ). Consider a function ζ ∈ W 1,p (D) valued in [0,1] such that
ζ |[M1M3) = ζ |[M3M2) = 1, and ζ |[M2M4) = ζ |[M4M1) = 0 (such a function can be found since p < 2).
See figure 2.4 where we have only represented the part of the ramified domain around Ξ.
Γ12
512
Γ12
521 Γ21
512
Γ21
521
Λ
A
B
M1
M2
D M4M3 Ψ= 1 Ψ= 0
Cl
Cu
D
D12
m+112
D12
m+121
Figure 2.4: The functions ζ and Ψ in the case θ= pi
8
(m= 4). Left: construction of the function
ζ , in the gray area lies the support of ζ . Right: the gray area corresponds to C .
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For η ∈B+, define ζη = ζ ◦ f12m+1 ◦ fη−1 ∈W 1,p (Dη). We introduce the function
Ψ : x = (x1, x2) ∈!2 ,→

ζη(x) if x ∈Dη, η ∈B+,
ψ(x) if x ∈Cu ∪Cl ,
1 if x1 # 0 and x )∈C ,
0 if x1 > 0 and x )∈C ,
(2.44)
see Figure 2.4. This definition is unambiguous since the sets Dη are pairwise disjoint. The
function Ψ will play the part of the function defined in (2.19) in paragraph 2.5.1.a. Note that Ψ
is continuous on !2\Ξ.
We start by defining the lifting of the Haar mother wavelet:
g¯0 = (χ ◦ f −11 )Ψ− (χ ◦ f −12 )(1−Ψ). (2.45)
One has: ∑
η∈B+
∫
Dη
|∇ζη|p :
∑
n∈"
∑
η∈An∩B+
an(2−p)
∫
!2
|∇ζ |p
'
∑
n∈"
2
n
2 an(2−p)‖∇ζ ‖p
Lp (!2)
,
since #An ∩B+ ' 2
n
2 . Since 2na2n(2−p) = 2n
I
1+ 2(p−2)
d
J
and p < 2− d
2
, the latter sum converges,
and Ψ ∈W 1,p
l oc
(!2). Therefore, g¯0 ∈W 1,p (!2).
Take n > 0 and σ ∈An . For any prefix τ ∈Ak (0# k < n ) of σ , we define the cut-off function
γστ = ( σ(k+1)=1Ψ+ σ(k+1)=2(1−Ψ)) ◦ f −1τ , (2.46)
as we did in paragraph 2.5.1.a. For every σ ∈A , we introduce the set
M (σ) = {τ ∈A , σ = τσ ′, σ ′ ∈B}, (2.47)
as in paragraph 2.5.1.a, where B was defined in (2.41). Note that Lemma 2.5.1 is still true in
that case.
We can now define liftings g¯σ for the Haar wavelets: if n > 0 and σ ∈An , introduce
g¯σ =
∏
τ∈M (σ), τ )=σ
γστ · 2
n
2 g¯0 ◦ f −1σ . (2.48)
As in (2.25), there is a constant C such that for all σ ∈A ,∫
!2
|∇ g¯σ |p # C 2n
I
1
2+
p−2
d
J ∫
!2
|∇ g¯0|p . (2.49)
As in paragraph 2.5.1.a, we introduce the sets
S =C ∩ Supp g¯0, Sτ = fτ(S) (τ ∈A ), and S =
⋃
τ∈A
Sτ . (2.50)
We also write Su = Cu ∩ Supp g¯0, Sl = Cl ∩ Supp g¯0 and Sτu = fτ(Su ), Sτl = fτ(Sl ) for τ ∈ A .
Finally, we define
F = Supp ∇ g¯0\C , and F τ = fτ(F ) (τ ∈A ). (2.51)
Remark 2.5.4 – Condition (2.43) implies by a simple geometric argument that S ∩D0 = -.
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2.5.2.b Geometrical results
In this paragraph, we state some geometrical results that will be useful for the proof of point
2. As in paragraph 2.5.1.b, we postpone the proof of these results to Section 2.7.
Propositions 2.5.2, 2.5.3 and 2.5.4 remain true in this case. Proposition 2.5.5 still holds in the
following sense:
Proposition 2.5.6 – If σ ,τ ∈A and τ )∈M (σ), then∇ g¯σ ≡ 0 on Sτu ∪ Sτl .
Proposition 2.5.7 – Take τ ∈ A and η ∈ B+. If σ ∈ A is not a prefix of τη12(21)∞ or
τη21(12)∞, then∇ g¯σ ≡ 0 on fτ(Dη).
2.5.2.c Proof of point 2 in Theorem A
The proof that ‖∇(E v)‖ p
Lp (!2\S) ' ‖v‖
p
JLip (1− 2−dp ,p ,p ;0;Γ∞)
is the same as in the proof of point
1. We are left with dealing with ‖∇(E v)‖p
Lp (S)
. Write
‖∇(E v)‖ p
Lp (S)
'
∑
τ∈A
I τ
1
+ I τ
2
, (2.52)
where I τ
1
and I τ
2
are as in (2.33). Since Proposition 2.5.4 still holds, we can deal with
∑
τ∈A I
τ
1
as in the proof of point 1.
Since Sτ = Sτu ∪ Sτl ∪ fτ(D), the integration on Sτ in I τ2 can be decomposed into integrals on
Sτu , S
τ
l
and fτ(D). The first two integrals can be be dealt with exactly as in the proof of point 1,
since Proposition 2.5.6 holds. We refer to the last one as J τ
2
. For η ∈B+, callBη = {σ ∈A , σ
is a prefix of η12(21)∞ or η12(21)∞}. By Proposition 2.5.7, ∇ g¯σ ≡ 0 on fτ(Dη) if σ )∈ τBη.
Therefore,
J τ
2
=
∑
η∈B+
∫
fτ (D
η)
<<<<<<∑n∈"
∑
σ∈An∩τBη
2
n
2βσ g¯0 ◦ f −1σ (x)∇γστ (x)
<<<<<<
p
d x . (2.53)
We split the integral over fτ(D
η) into two integrals over portions of cones with respective
vertices fτ(M
η
1
) and fτ(M
η
2
). As in (2.36), we express them in polar coordinates centered respec-
tively at fτ(M
η
1
) and fτ(M
η
2
). Call / the length of the sides of the diamond D0. The length of
the sides of fτ(D
η) is ak+l/# ak+l R, and we may take r # ak+l R in the integrals.
As in the proof of point 1, we note that if τ ∈M (σ) and Supp g¯0◦ f −1σ ∩Cr ( fτ(Mτi )) )= -, i = 1,2
where Cr ( fτ(M
τ
i )) is the circle centered at fτ(A)), then n # Nr where
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Nr =
log(r/R)
loga
. Therefore, WWWWWW∑n∈"
∑
σ∈An∩τBη
2
n
2βσ g¯0 ◦ f −1σ ·∇γστ
WWWWWW
p
Lp ( fτ(D
η))
'
∫ ak+l R
0
[Nr ]∑
n=k
∑
σ∈An∩τBη
2
n
2 |βσ |
p r 1−p d r
=
∫ ak+l R
0
[Nr ]−k∑
n=0
∑
σ ′∈An∩Bη
2
n+k
2 |βτσ ′ |

p
r 1−p d r
'
∞∑
m=0
a(m+k+l )(2−p)
 m∑
n=0
∑
σ ′∈An∩Bη
2
n+k
2 |βτσ ′ |

p
' al (2−p)
∞∑
m=k
am(2−p)2
mp
2
∑
σ∈An∩τBη
|βσ |p ,
where we have proceeded exactly as in the proof of point 1, using the Hardy inequality of
Lemma 2.5.2. Hence,
J τ
2
'
∞∑
l=0
∑
η∈Al∩B+
al (2−p)
∞∑
m=k
am(2−p)2
mp
2
∑
σ∈An∩τBη
|βσ |p
'
∞∑
l=0
al (2−p)2
l
2
∞∑
m=k
am(2−p)2
mp
2
∑
σ∈An
τ∈M(σ)
|βσ |p ,
since #Al ∩B+ ' 2
l
2 and #An∩τBη = 2. Therefore, since al (2−p)2
l
2 = al (2−
d
2−p) and p < 2− d2 ,
J τ
2
'
∞∑
m=k
am(2−p)2
mp
2
∑
σ∈An
τ∈M(σ)
|βσ |p . (2.54)
We show that
∑
τ∈A
J τ
2
' ‖v‖JLip (1− 2−dp ,p ,p ;0;Γ∞) exactly as in the proof of point 1 (see (2.38)).
2.6 Proof of the extension theorem
Take θ ∈ (0, pi
2
), and p ∈ (1, p#
θ
). We will construct a sequence of continuous linear operators
Fn :W
1,p (Ω)→W 1,p (!2) such that for all u ∈W 1,p (Ω),
(Fn u)|Zn = u|Zn , (2.55)
where Zn = Interior
E⋃{Y σ , σ ∈Ak , k # n}F.
It will be proved in Proposition 2.6.2 that (Fn)n converges in L (W
1,p (Ω),W 1,p (!2)) to a
continuous linear operatorF , which will yield Theorem B sinceF u|Ω = u for all u ∈W 1,p (Ω).
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An immediate consequence is that /∞(F u) = /∞(u).
First, we introduce an extension operator fromW 1,p (Ω) toW 1,p (=Ω), where =Ω is a larger domain
defined below and presented in Figure 2.5.
The domain !Ω Take !< 2 and write P ′
1
= (−1−!, 0), and P ′
2
= (1+!, 0). Define =Y 0 to be the
open domain inside the closed polygonal line joining the points P ′
1
, P ′
2
, f2(P
′
2
), f2(P
′
1
), f1(P
′
2
),
f1(P
′
1), P
′
1 in this order. Let
=K0 be the closure of =Y 0. We define the wider ramified domain =Ω to
be: =Ω= Interior
=K0 ∪
⋃
σ∈A
fσ ( =K0)

 , (2.56)
see figure 2.5. We can suppose ! > 0 is small enough so that f2(P
′
1
) and f2(P
′
2
) have positive
coordinates, the domain =Y 0 is convex, and Assumption 1 is satisfied.
We introduce the open domains =Y σ = fσ ( =Y 0) for σ ∈A , along with their closure =Kσ . We also
write =Ωσ = fσ (=Ω) for σ ∈A , and =Ωn =⋃σ∈An =Ωσ .
Y 0
P2
f2(P
′
2
)
f2(P
′
1
)f1(P
′
2
)
f1(P1) f2(P2)
f1(P
′
1
)
f1(P2) f2(P1)
P ′
1
P1 P
′
2
Y 0
1
Y 0
3
Y 0
2
Figure 2.5: Left: First cells Y 0 and =Y 0 of the ramified domains. Right: The ramified domains Ω
and =Ω.
We introduce the open domain Y 0
1
inside the polygonal line joining the points P ′
1
, P1, f1(P1),
f1(P
′
1), P
′
1, its symmetric Y
0
2 with respect to the vertical axis Λ, and the open domain Y
0
3 inside
the polygonal line joining the points f1(P2), f2(P1), f2(P
′
1
), f1(P
′
2
), f1(P2). For σ ∈ A and
i = 1,2,3, write Y σ
i
= fσ (Y
0
i ).
Proposition 2.6.1 – There exists a continuous extension operator G fromW 1,p (Ω) toW 1,p (=Ω).
Proof. We start by defining a mapping ξ1 in polar coordinates (r,ϕ) centered at the intersection
M1 of the axes (P1P2) and ( f1(P1) f1(P2)) (see figure 2.6) and such that the half line [M1P1) is
given by ϕ = 0. Write (x1,0) the euclidean coordinates of M1. For every ϕ ∈ [0,θ], define rϕ to
be the unique r > 0 such that the point (x1+ r cosϕ, r sinϕ) belongs to the segment [P1 f1(P1)].
Now define ξ1 : Y
0
1
→ Y 0 by:
ξ1(x) =
5
x1+ r
′ cosϕ
r ′ sinϕ
6
, (2.57)
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where x = (x1 + r cosϕ, r sinϕ) with ϕ ∈ [0,θ], and r ′ = 2rϕ − r . We define ξ2 : Y 02 → Y 0 as
the symmetric of ξ1 with respect to the axis Λ.
Similarly, we define the mapping ξ3 in polar coordinates (r,ϕ) centered at the intersection M3
of the axes f1(P1) f1(P2) and f2(P1) f2(P2) (see figure 2.6) and such that the half line [M3O) is
given by ϕ = 0. Write (0, y3) the euclidean coordinates of M3. For every ϕ ∈ [θ− pi2 , pi2 − θ],
define rϕ to be the unique r > 0 such that the point (r cosϕ, y3+ r sinϕ) belongs to the segment
[ f1(P
′
2
) f2(P
′
1
)]. Now define ξ3 : Y
0
3
→ Y 0 by:
ξ3(x) =
5
r ′ cosϕ
y3 + r
′ sinϕ
6
, (2.58)
where x = (r cosϕ, yB + r sinϕ), and r
′ = 2rϕ − r .
Y 0
1
M1
ϕ
x
ψ1(x)
P1P
′
1
f1(P
′
1
)
f1(P1)
Y 0
M3
f2(P1)
f2(P
′
1
)
f1(P2)
f1(P
′
2
)
Y 0
Y 0
3
x
ψ3(x)
Figure 2.6: Left: Construction of the mapping ξ1 : Y
0
1
→ Y 0. Right: Construction of the
mapping ξ3 : Y
0
3
→ Y 0.
We now define the mappings ξ σ
i
: Y σ
i
→ Y σ for σ ∈A and i = 1,2,3 by ξ σ
i
= fσ ◦ ξi ◦ fσ−1.
Remark 2.6.1 – It is important to note that the functions ξ σ
i
, σ ∈ A , i = 1,2 respect the self-
similarity of the domain, in the sense that for each i ∈ {1,2} and σ ∈ An (n > 0), ξ σi = ξ
σ&n−1
j
on
fσ ([Pi P
′
i ]), where j is the unique integer in {1,2,3} such that one has fσ ([Pi P ′i ])⊂ Y
σ
i
∩Y σ&n−1
j
.
We define the operator G :W 1,p (Ω)→W 1,p (=Ω) by setting@
G u = u on Ω,
G u = u ◦ ξ σ
i
on Y σ
i
for σ ∈A , i = 1,2,3. (2.59)
Note that for all σ ∈A and i ∈ {1,2,3},∫
Y σ
i
|∇(G u)|p #C
∫
Y σ
|∇u |p , (2.60)
where the constant C is independent of i and σ . We deduce that G u ∈W 1,p
l oc
(=Ω) from Remark
2.6.1, which implies that G u ∈W 1,p (=Ω), and we deduce from (2.60) that G is continuous.
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The extension operators Fn Let us now construct the sequence (Fn)n . Introduce a contin-
uous function χ ∈ W 1,∞( =Y 0) valued in [0,1] such that χ = 1 in Y 0, the trace of χ on the
segments [P ′
1
f1(P
′
1
)], [P ′
2
f2(P
′
2
)] and [ f1(P
′
2
) f2(P
′
1
)] is 0, and
χ ◦ f1−1 = χ on f1([P ′1P ′2]),
χ ◦ f2−1 = χ on f2([P ′1P ′2]).
(2.61)
Condition (2.61) implies that a certain self-similar property is satisfied by χ . Such a function χ
can be constructed in a similar manner as in the proof of Proposition 2.6.1.
Introduce a function η ∈ C 0( =K0) with values in [0,1] such that η= 1 on =Γ0 = [P ′1P ′2], and η= 0
on f1(=Γ0)∪ f2(=Γ0).
For every n > 0, we define a function ρn on !
2 by:
ρn =
n∑
k=0
∑
σ∈Ak
χ ◦ fσ−1 =Kσ + ∑
σ∈An+1
χη ◦ fσ−1 =Kσ . (2.62)
Note that ρn is continuous on !
2.
Introduce the linear operatorsFn onW
1,p (Ω) defined by:
Fn u = ρnG u + (1−ρn)E /∞(u), ∀u ∈W 1,p (Ω). (2.63)
Condition (2.61) implies that for all u ∈ W 1,p (Ω), Fnu ∈ W 1,pl oc (!2), and therefore
Fnu ∈ W 1,p (!2). Moreover, note that since G , E and /∞ are continuous, so are the opera-
torsFn .
Proposition 2.6.2 – The sequence (Fn)n∈" converges pointwise to a continuous operator
F ∈L (W 1,p (Ω),W 1,p (!2)) such that (F u)|Ω = u for all u ∈W 1,p (Ω).
The proof of Proposition 2.6.2 will use the following Poincaré-Wirtinger inequality.
Lemma 2.6.1 – If u ∈W 1,p (Ω), there exists a constant C > 0 such that:∫
=Y 0 |G u(x)−〈u〉Γ0 |
p d x # C
∫
=Y 0 |∇G u(x)|
p d x . (2.64)
We will also use a slightly different version of Theorem 1.3.3 (see [AT10]), whose proof can be
adapted to get the following result.
Theorem 2.6.1 – For all real number κ satisfying (2a2)p−1 < κ < 1, there exists a constant C > 0
such that for all u ∈W 1,p (Ω),
‖/∞(u)−〈u〉Γ0‖pLp (Γ∞) #C
∑
i∈"
κi
∑
τ∈Ai
‖∇u‖p
Lp (Y τ )
. (2.65)
Proof of Proposition 2.6.2. Take u ∈W 1,p (Ω). Let us prove that (Fnu)n∈" is a Cauchy sequence
inW 1,p (!2). Take n,m ∈" with n < m. We denote uˆ = G u and u¯ = E /∞(u). First, we note
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that ∫
!2
|Fmu −Fnu |p =
m+1∑
k=n+1
∫
=Y k |Fmu −Fnu |
p
=
m+1∑
k=n+1
∫
=Y k |(ρn −ρm)(uˆ − u¯)|
p
#
∫
=Ωn |uˆ − u¯|
p −→
n→∞ 0,
(2.66)
since uˆ − u¯|=Ω ∈ Lp (=Ω). On the other hand,∫
!2
|∇Fmu −∇Fnu |p =
m+1∑
k=n+1
∑
σ∈Ak
∫
=Y σ |∇Fmu −∇Fnu |
p . (2.67)
Take k ∈" such that n # k # m and σ ∈Ak . One has:∫
=Y σ |∇Fmu −∇Fnu |
p =
∫
=Y σ |∇((ρm −ρn)(uˆ − u¯))|
p
# C
5∫
=Y σ |∇(uˆ − u¯)|
p + a−kq
∫
=Y σ |uˆ − u¯|
p
6
,
where C is a constant independent of σ , since we have ρm − ρn = χ ◦ fσ−1 if k > n, and
ρm −ρn = χ ◦ fσ−1−χη ◦ fσ−1 if k = n. Therefore,∫
!2
|∇Fmu−∇Fn u |p
'
m+1∑
k=n+1
∑
σ∈Ak
∫
=Y σ |∇(uˆ − u¯)|
p +
m+1∑
k=n+1
∑
σ∈Ak
a−kq
∫
=Y σ |uˆ − u¯|
p .
(2.68)
To deal with the first term of the right hand side in (2.68), we note that:
m∑
k=n
∑
σ∈Ak
∫
=Y σ |∇(uˆ − u¯)|
p = ‖∇(uˆ − u¯)‖p
Lp (=Ωn) −→n→∞ 0. (2.69)
Therefore, we are left with considering the second term. For σ ∈Ak , one has:
m+1∑
k=n+1
∑
σ∈Ak
a−pk
∫
=Y σ |uˆ − u¯|
p ' S1 + S2,
where S1 =
m+1∑
k=n+1
∑
σ∈Ak
a−pk
∫
=Y σ |uˆ −〈u〉Γσ |
p and S2 =
m+1∑
k=n+1
∑
σ∈Ak
a−pk
∫
=Y σ |u¯ −〈u〉Γσ |
p .
By Lemma 2.6.1, one has:
S1 # C
m+1∑
k=n+1
∑
σ∈Ak
a(2−p)k
∫
=Y σ |∇uˆ |
p '
∫
=Ωn |∇uˆ |
p −→
n→∞ 0. (2.70)
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We are left with considering S2. Since for all τ ∈An with n > k, g¯τ |=Y σ ≡ 0,∫
=Y σ |u¯ −〈u〉Γσ |
p =
∫
=Y σ |P0/
∞(u)+
∑
i#k
∑
τ∈Ai
βτ g¯τ −〈u〉Γσ |
p
# c
5
a2k |P0/∞(u ◦ fσ )−〈u〉Γσ |p +
∫
=Y σ |βσ g¯σ |
p
6
,
(2.71)
where c is a positive constant independent of k and σ , since
P0/
∞(u)+
∑
i<k
∑
τ∈Ai
βτ g¯τ = P0/
∞(u ◦ fσ ) on Y σ .
This last result can be easily seen by writing the expansions of /∞(u ◦ fσ ) and /∞(u) in the Haar
wavelet basis on Γ∞, and observing that /∞(u ◦ fσ ) = /∞(u) ◦ fσ . This yields that on Γ∞,σ ,
P0/
∞(u)+
∑
i<k
∑
τ∈Ai
βτ gτ = P0/
∞(u ◦ fσ ). (2.72)
If i < k and τ ∈ Ai , then g¯τ is constant on fτ( f j (Ω)), j = 1,2, therefore g¯τ is constant on Y σ
and g¯τ(Y
σ ) = gτ(Γ
∞,σ ), hence the equality.
Therefore, one has:∫
=Y σ |u¯ −〈u〉Γσ |
p # c ′a2k
5∫
Γ∞
|/∞(u ◦ fσ )−〈u ◦ fσ 〉Γ0 |
p dµ+ 2
k p
2 |βσ |p
6
, (2.73)
where c ′ is a positive constant independent of k and σ . We know from Theorem 2.6.1 that for
all κ ∈](2a2)p−1,1[,∫
Γ∞
|/∞(u ◦ fσ )−〈u ◦ fσ 〉Γ0 |
p dµ # C
∑
i$0
κi
∑
τ∈Ai
∫
Y τ
|∇(u ◦ fσ )|p
= C a(p−2)k
∑
i$0
κi
∑
τ∈Ai
∫
Y στ
|∇u |p
= C a(p−2)k
∑
i$k
κi−k
∑
τ∈Ai , τ&k=σ
∫
Y τ
|∇u |p .
(2.74)
Therefore,
m+1∑
k=n+1
∑
σ∈Ak
a(2−p)k
∫
Γ∞
|/∞(u ◦ fσ )−〈u ◦ fσ 〉Γ0 |
p dµ
'
m+1∑
k=n+1
∑
σ∈Ak
∑
i$k
κi−k
∑
τ∈Ai , τ&k=σ
∫
Y τ
|∇u |p
=
∑
i$n+1
∑
τ∈Ai
min(i ,m+1)∑
k=n+1
κi−k
∫
Y τ
|∇u |p
'
∑
i$n
∑
τ∈Ai
∫
Y τ
|∇u |p =
∫
Ωn
|∇u |p .
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Then, (2.73) yields:
S2 '
∫
Ωn
|∇u |p +
∑
k$n
∑
σ∈Ak
a(2−p)k2
k p
2 |βσ |p −→n→∞ 0. (2.75)
Indeed, since /∞(u) ∈ JLip (1− 2−dp , p , p , 0;Γ∞),
∑
k 2
k p
2
∑
σ∈Ak a
(2−p)k |βσ |p <∞. This proves
that the sequence (Fnu)n has a limit in W
1,p (!2). We define F u to be the latter limit; F
obviously defines a linear operator fromW 1,p (Ω) toW 1,p (!2).
Therefore, Banach Steinhaus Theorem insures that F is continuous. The fact that
(F u)|Ω = u is a direct consequence of (2.55).
2.7 Proof of the geometrical results
In this section, we prove the geometrical results stated in paragraphs 2.5.1.b and 2.5.2.b.
2.7.1 Proof of the geometrical results from paragraph 2.5.1.b
We start by stating and proving several geometrical lemmas.
Lemma 2.7.1 – One has:
d (Ω\Y 0,F ) $ ad1,
sup{d (x ,Ω\Y 0), x ∈ Supp g¯0} # ad2,
where d1 and d2 were defined in paragraph 2.5.1.a. We recall that F = Supp∇ g¯0 \C .
Proof.
& Since the function χ is symmetric with respect to the axis Λ, so is F . Therefore, since
f1(Ω) = Ω\Y 0 ∩ {x1 # 0}, we have d (Ω\Y 0,F ) = d ( f1(Ω),F ∩ {x1 # 0}). Moreovre, note
that F ∩ {x1 # 0}⊂ f1(Supp ∇χ ), which implies that
d ( f1(Ω),F ∩ {x1# 0})$ d ( f1(Ω), f1(Supp ∇χ ) = ad1,
hence the result.
& Take x = (x1, x2) ∈ Supp g¯0. If x1 # 0, then by symmetry
d (x ,Ω\Y 0) = d (x , f1(Ω))# sup{d (x , f1(Ω)), x ∈ f1(Supp χ )}= ad2,
since Supp g¯0∩{(x1, x2) ∈!2, x1 # 0}⊂ f1(Suppχ ). Similarly, if x1 $ 0, then d (x ,Ω\Y 0)#
ad2. The result follows.
Lemma 2.7.2 – If σ )∈B, then
Supp g¯0 ◦ f −1σ ∩C = -, (2.76)
whereB was defined in (2.15).
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Proof. If x ∈ C , then d (x ,Ωσ\Y σ )$ d (C ,Ωσ )> can since σ )∈B, by (2.14). Lemma 2.7.1 and
an argument of self-similarity imply that
sup{d (x ,Ωσ\Y σ ), x ∈ Supp g¯0 ◦ f −1σ }# an+1d2 < can,
by condition (2.17). Therefore x )∈ Supp g¯0 ◦ f −1σ .
Lemma 2.7.3 – If σ ∈A \{ε} and σ(1) = 1 (resp. σ(1) = 2), then
Supp g¯σ\S ⊂ {(x1, x2) ∈!2, x1 < 0} (2.77)
(resp. Supp g¯σ\S ⊂ {(x1, x2) ∈!2, x1 > 0}).
Proof. Suppose for example σ(1) = 1. If σ )∈B, then Supp g¯σ ∩C = - by Lemma 2.7.2. There-
fore, Supp g¯σ lies in the left-hand connected component of !
2\C , and one has the inclusion
Supp g¯σ ⊂ {(x1, x2) ∈!2, x1 < 0}, hence the result.
If σ ∈ B, then, by the definition of g¯σ , ψ is a factor of g¯σ , which implies that we have
Supp g¯σ\C ⊂ {(x1, x2) ∈ !2, x1 > 0}. Since Supp g¯σ ⊂ Supp g¯0, one has
Supp g¯σ\S = Supp g¯σ\C , hence the result.
Lemma 2.7.4 – If σ ,τ ∈A and σ is a prefix of τ, then
F σ ∩ Supp g¯τ = -. (2.78)
Proof. Suppose σ ∈ An and τ ∈ Ak . Note that d (Ωτ\Y τ,F σ ) $ d (Ωσ\Y σ ,F σ ) $ an+1d1 and
sup{d (y,Ωτ\Y τ), y ∈ Supp g¯τ}# ak+1d2 by lemma 2.7.1. Since n < k, (2.18) yields:
d (Ωτ\Y τ ,F σ )> sup{d (y,Ωτ\Y τ), y ∈ Supp g¯τ}.
Therefore, if x ∈ Supp g¯τ , then d (x ,Ωτ\Y τ)< d (Ωτ\Y τ ,F σ ) and x )∈ F σ .
Lemma 2.7.5 – If n > 0 and σ ∈An, then, for every k < n,
Supp g¯σ ⊂ fσ&k (Supp g¯σ ′), (2.79)
where σ = σ&kσ
′.
Proof. Take τ′ ∈Ai , i $ 0 such that τ′ ∈M (σ ′) and τ′ )= σ ′. Therefore, σ&kτ′ is a prefix of σ .
We observe that:
γσ
′
τ′
◦ f −1σ&k = ( σ ′(i+1)=1ψ+ σ ′(i+1)=2(1−ψ)) ◦ f
−1
σ&kτ
′
= ( σ(k+i+1)=1ψ+ σ(k+i+1)=2(1−ψ)) ◦ f −1σ&kτ′
= γσ
σ&kτ
′ .
Note that for any such τ′, σ&kτ′ ∈M (σ) and σ&kτ′ )= σ .
Therefore, since ( g¯0 ◦ f −1σ ′ ) ◦ f
−1
σ&k
= g¯0 ◦ fσ−1,
| g¯σ ′ ◦ f −1σ&k | = 2
n−k
2 | g¯0 ◦ f −1σ |
∏
τ′∈M (σ ′), τ′ )=σ ′
γσ
σ&kτ
′
$ 2
n−k
2 | g¯0 ◦ f −1σ |
∏
τ∈M (σ), τ )=σ
γστ
= 2
−k
2 | g¯σ |,
since for any prefix τ ∈A of σ , γστ # 1, which implies the result.
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Lemma 2.7.6 – If σ ,τ ∈A and σ )= τ, then Sσ ∩ Sτ = -.
Proof. Let us first examine the case when τ = ε. Suppose for example σ(1) = 1. The set Ωσ lies
in the convex set D defined by {x1 < 0}\C . Therefore, its convex hull conv(Ωσ ) also lies in D .
Since, by Remark 2.5.2, Sσ ⊂ conv(Ωσ ), Sσ lies in D , and Sσ ∩C = -, hence the result.
Let us consider the general case. First suppose that τ is a prefix of σ : write σ = τσ ′, where
σ ′ ∈A . Then, Sσ ∩ Sτ = fτ(Sσ
′ ∩ S) = - by the previous point.
If none of the strings σ ,τ is a prefix of the other, there is a string η ∈A such that σ = ησ ′ and
τ = ητ′ with σ ′(1) )= τ′(1). Since, by Lemma 2.7.3, Sσ ′ and Sτ′ lie in opposite sides of the axis
Λ (given by {x1 = 0}), Sσ
′ ∩ Sτ′ = -. Therefore, Sσ ∩ Sτ = fη(Sσ
′ ∩ Sτ′) = -.
Remark 2.7.1 – In particular, if σ ∈ A and σ(1) = 1 (resp. σ(1) = 2), then
Sσ ⊂ {(x1, x2) ∈!2, x1 < 0} (resp. Sσ ⊂ {(x1, x2) ∈!2, x1 > 0}).
Proof of Proposition 2.5.2. If one of the strings σ , τ is a prefix of the other, then by Lemma
2.7.4, F σ ∩ F τ = -. Since Supp ∇ g¯σ\S ⊂ F σ and Supp ∇ g¯τ\S ⊂ F τ by (2.28), we have
(Supp ∇ g¯σ\S)∩ (Supp∇ g¯τ\S) = -.
Now suppose none of the sequences σ ,τ is a prefix of the other, i.e. there exists an integer k
such that σ&k = τ&k and σ(k + 1) )= τ(k + 1). Then we can write σ = σ&kσ ′ and τ = τ&kτ′
for some σ ′,τ′ ∈ A . By Lemma 2.7.3, (Supp g¯σ ′\S)∩ (Supp g¯τ′\S) = -, hence the result since
Supp g¯σ ⊂ fσ&k (Supp g¯σ ′) and Supp g¯τ ⊂ fσ&k (Supp g¯τ′) by Lemma 2.7.5.
Proof of Proposition 2.5.3. By the definition of g¯σ (see (2.23)), it is enough to show that if
τ′ ∈M (σ)\{σ ,τ}, then γσ
τ′
≡ 1 on Sτ ∩ Supp g¯σ .
Take τ′ ∈ M (σ)\{σ ,τ}. Let us first prove that (Sτ ∩ Supp g¯σ ) ∩ C τ
′
= -. Note that
Sτ ∩ Supp g¯σ ⊂ fσ (Supp g¯0) ⊂ fτ′ (Supp g¯0), since τ′ is a prefix of σ . Therefore,
(Sτ ∩ Supp g¯σ ) ∩ C τ
′ ⊂ fτ′ (Supp g¯0) ∩ C τ
′
= Sτ
′
. The results follows since Sτ ∩ Sτ′ = - by
Lemma 2.7.6. Since ∇γσ
τ′
≡ 0 outside the cone C τ′ , γσ
τ′
is constant (and takes the value 0 or 1)
on Sτ ∩ Supp g¯σ .
Suppose τ′ ∈ Ak (k $ 0), and σ(k + 1) = 1. This implies that Ωσ ⊂ fτ′({x1 > 0}). Since
τ′ ∈M (σ), one has fτ(A) ∈Ωσ by the definition ofM (σ) (see (2.22)).
Consequently, fτ(A) ∈ fτ′ ({x1 < 0}\C ), since fτ′(A) )= fτ(A). Therefore, the connected set
Sτ ∩ Supp g¯σ lies in the connected component fτ′({x1 < 0}\C ) of !2\C τ by the above result,
and Sτ ∩ Supp g¯σ ⊂ fτ′ ({x1 < 0})\C τ
′
. Since by definition γσ
τ′
≡ 1 on fτ′({x1 < 0})\C τ
′
, we get
the desired result. The case σ(k + 1) = 2 is similar.
Proof of Proposition 2.5.4. Write M = {σ ∈ A , τ ∈M (σ), ∇( g¯0 ◦ f −1σ )(x) )= 0}. We first note
that if σ ∈ M and σ )= τ, then Supp ∇( g¯0 ◦ f −1σ )∩ Sτ = F σ ∩ Sτ since Sσ ∩ Sτ = - by Lemma
2.7.6 (see (2.28)).
If σ ,σ ′ ∈ M , write σ = τη and σ ′ = τη′ where η,η′ ∈ B. Suppose that η,η′ are prefixes of
12m+1(12)∞ and distinct from ε. Therefore, one of the two strings η,η′ is a prefix of the other.
Assume for example that η′ is a prefix of η. Consequently, σ ′ is a prefix of σ , and Lemma 2.7.4
implies that σ = σ ′, since x ∈ F σ ′ ∩ F σ ⊂ F σ ′ ∩ Supp ( g¯0 ◦ f −1σ ). Therefore, there is at most one
string σ ∈ M\{τ} such that σ is a prefix of 12m+1(12)∞. Similarly, there is at most one string
118 Chapter 2 – Sobolev extension property
σ ∈ M\{τ} such that σ is a prefix of 21m+1(21)∞. Since τ ∈ M , there are at most three strings
in M .
Proof of Proposition 2.5.5. For n,k ∈", take σ ∈An and τ ∈Ak .
1. First, we prove that if n < k, then ∇ g¯σ ≡ 0 on Sτ .
If η ∈M (σ) and η ∈ Am , then m # n < k, and η )= τ, which implies by Lemma 2.7.6
that Sτ ∩ Sη = -. Therefore, by (2.28), Supp ∇ g¯σ ∩ Sτ ⊂ F σ . If σ is a prefix of τ, then
Lemma 2.7.4 implies that Supp ∇ g¯σ ∩ Sτ = - since Sτ ⊂ Supp g¯τ.
If σ is not a prefix of τ, then there exists m < n such that σ = σ&mσ
′, τ = σ&mτ′ with
σ ′,τ′ ∈A \{0} and σ ′(1) )= τ′(1). Remark 2.7.1 and Lemma 2.7.3 imply that Supp g¯σ ′\S
and Sτ
′
lie in opposite sides of the axis Λ. Hence, Supp g¯σ ′ ∩ Sτ
′
= -, since S ∩ Sτ′ = - by
Lemma 2.7.4. Therefore, Supp ∇ g¯σ ∩ Sτ = -, since Supp g¯σ ⊂ fσ&k (Supp g¯σ ′) by Lemma
2.7.5.
2. Second, we prove that if n $ k and τ )∈M (σ), then g¯σ ≡ 0 on Sτ . This will achieve the
proof of Proposition 2.5.5.
Suppose τ )∈M (σ). If τ is not a prefix of σ , then the same argument as above applies.
If τ is a prefix of σ , write σ = τσ ′. Since τ )∈M (σ), σ ′ )∈ B and Supp g¯σ ′ ∩ S = 0 by
Lemma 2.7.2. Lemma 2.7.5 yields the result as above.
2.7.2 Proof of the geometrical results from paragraph 2.5.2
We start by giving a proof of Lemma 2.5.3. We introduce the following notations: call
D0 = f −1
12m+1
(D), C 0u = f
−1
12m+1
(Cu), C
0
l
= f −1
12m+1
(Cl ), and C
0 = f −1
12m+1
(C ) =D0 ∪C 0u ∪C 0l .
Proof of Lemma 2.5.3. We start by proving that d (Ω11,C 0) > 0. Observe that
sup{d (x ,H ), x ∈ D0} = / sinϕ0 where / is the length of the sides of the diamond D0. Since
d (Ω11,H ) $ κ1, condition 3 in §2.5.2.a implies that d (Ω
11,H ) > Rϕ0 $ / sinϕ0. Therefore,
d (Ω11,D0) > d (Ω11,H )− sup{d (x ,H ), x ∈ D0} > / sinϕ0. Since d (Ω11,C 0u ∪ C 0l ) > 0, we
deduce the result.
Take σ ∈An\B, suppose for example that σ(1) = 1. Suppose 12m+1 is a prefix of σ . Therefore,
σ can be written σ&kσ
′ with σ&k ∈ 12m+1(12|21)# and σ ′(1) = σ ′(2). Suppose for example that
σ ′(1) = 1.
Hence, Ωσ ⊂ Ωσ&k11, and d (Ωσ , fσ&k(C 0)) $ d (Ω
σ&k11, fσ&k (C
0)) = akd (Ω11,C 0). Since
C ⊂ fσ&k (C 0), the result is proved in this case.
Suppose 12m+1 is not a prefix of σ . We know that in this case, d (Ωσ ,Λ)> κ2 > 2Rϕ0 by (2.39)
and condition 3 in §2.5.2.a. Since sup{d (x ,Λ), x ∈ D} = am+2/ sinϕ0 < Rϕ0, we deduce as
above that d (Ωσ ,D)> κ2−Rϕ0 > 0. It is easily seen that for every τ )∈B, d (Ωτ ,Cu ∪Cl )> 0.
Since Ωσ ⊂⋃mk=0Ω12k1, there is a constant c0 independent of σ such that d (Ωσ ,Cu ∪Cl , )> c0,
which concludes the proof.
It is straightforward to check that, with the notations introduced in paragraph 2.5.2.a and (2.42),
Lemmas 2.7.1, 2.7.2, 2.7.3, 2.7.4 and 2.7.5 still hold in this case. We start by stating a preliminary
lemma.
Lemma 2.7.7 – If η )∈B and η(1) = 1 (resp. η(1) = 2), then Dη ⊂ {x1 < 0} (resp. Dη ⊂ {x1 > 0}).
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Proof. Take η ∈An\B and suppose η(1) = 1. We first show that d (conv(Ωη),Λ)> anRϕ0.
First suppose that 12m+1 is not a prefix of η, then (2.39) and condition 3 in §2.5.2.a imply that
d (conv(Ωη),Λ)> κ2 > Rϕ0.
If 12m+1 is a prefix of η, then η = η&kη
′ with η&k ∈ 12m+1(12|21)# and η′(1) = η′(2). For
example, suppose η′(1) = 1. Since conv(Ωη)⊂ fη&k (conv(Ω11)), we deduce that d (conv(Ωη),Λ)$
d ( fη&k (conv(Ω
11),Λ) = akd (conv(Ω11),H )> akRϕ0 by condition 3 in §2.5.2.a.
Observe that
d (Dη,Λ)$ d (conv(Ωη),Λ)− sup{d (x ,conv(Ωη)), x ∈Dη}> anRϕ0− an/ sinϕ0 $ 0
by the last point, hence the result.
We now give the proof that Lemma 2.7.6 also remains true:
Proof. We first suppose that τ = ε. The proof that Sσ ∩ S0u = Sσ ∩ S0l = - is the same as in
Lemma 2.7.6.
We are left with checking that Sσ ∩ D = -. Take η ∈ B+. If η is not a prefix of σ , then
we can write η = η&kη
′ and σ = η&kσ ′ with k $ 0 and σ ′(1) )= η′(1). Suppose for example
that σ(1) = 1. Then Sσ
′ ⊂ conv(Ωσ ′) ⊂ {x1 > 0}. On the other hand, by Lemma 2.7.7, since
η′(1) = 2, Dη′ ⊂ {x1 > 0}, and Sσ ∩Dη = -.
If η= σ , then Sσ ∩Dη = - by Remark 2.5.4 and by self-similarity.
If σ = ησ ′ with σ ′ ∈ A \{ε}, then Sσ ⊂ conv(Ωσ ) ⊂ conv(Ωησ ′(1)). Since we have
conv( f1(Ω)) ∩ D0 = conv( f2(Ω)) ∩ D0 = -, we deduce that conv(Ωησ
′(1)) ∩ Dη = - by self-
similarity, and Sσ ∩Dη = -.
In the case when τ )= ε, we conclude in the same way as in Lemma 2.7.6.
Therefore, it is easily checked that Propositions 2.5.2, 2.5.3 and 2.5.4 hold.
Proof of Proposition 2.5.7. Take σ ∈A such that σ is not a prefix of τη12(21)∞ or τη21(12)∞.
In the first place, suppose τ = ε. We first note that if σ )∈B, then Lemma 2.7.2 yields the result.
In the following, we assume that σ ∈B.
We first examine the case when η is not a prefix of σ . By symmetry, we can assume that
σ(1) = η(1) = 1. There exists an integer k > 0 such that η = η&kη
′, σ = η&kσ ′ and
η′(1) )= σ ′(1). Suppose for example σ ′(1) = 1. Since σ ∈ B, σ ′ )∈ B, and Lemma 2.7.2 im-
plies that Supp ∇ g¯σ ′ ⊂ {x1 < 0}. Since η′ )∈ B and η′(1) = 2, the set Dη
′
lies in {x1 > 0} by
Lemma 2.7.7, which implies that Supp ∇ g¯σ ′ ∩Dη
′
= -. We conclude with Lemma 2.7.5.
In the case when η is a prefix of σ , the hypothesis we made on σ and η imply that σ has a prefix
of the form η12(21)l 1 or η21(12)l2 with l $ 0. Suppose for example that the former is true, and
write σ = η12(21)lσ ′. Therefore, since σ ′ )∈B, Lemma 2.7.2 implies that Supp ∇ g¯σ lies above
the horizontal axis fη12(21)l (Λ) (recall that Λ is the axis given by {x1 = 0}). On the other hand,
the limit point of η12(21)∞ lies below this axis. Since this point is the highest vertex of the set
Dη, the result follows.
Let us now examine the case when τ )= ε. If σ = τσ ′ with σ ′ ∈ A , then σ ′ is not a prefix of
η12(12)∞ or η21(21)∞, and Supp ∇ g¯σ ′ ∩Dη = - by what precedes, we conclude with Lemma
2.7.5. If σ = τ&kσ
′ and τ = τ&kτ′ with k $ 0 and σ ′(1) )= τ′(1) (for example σ ′(1) = 1),
then Supp ∇ g¯σ ′ ⊂ {x1 < 0} ∪ S0. On the other hand, fτ′ (Dη) ⊂ Sτ
′
, which implies that
fτ′(D
η)∩ Supp∇ g¯σ ′ = -. We can conclude with Lemma 2.7.5.

CHAPTER 3
Comparison of different definitions of traces for a class of ramified
domains with self-similar fractal boundaries
We consider a class of ramified bidimensional domains Ω with a self-similar fractal
boundary Γ∞, which is supplied with a probability measure µ called the self-similar
measure. Emphasis is put on the case when the domain is not a (!,δ)-domain as defined
by Jones and the fractal set is not totally disconnected. We compare two notions of trace
on Γ∞ for functions inW 1,p (Ω): the classical one, see for instance the book by Jonnson
and Wallin, 1984, page 206, using the strict definition of a function at a point of Ω,
and another one proposed in 2007 and heavily relying on self-similarity. We prove that
the two traces coincide µ-almost everywhere on Γ∞. As a corollary, we characterize
the critical number p# such that for all p < p# (resp. p > p# ) there is a (resp. no)
continuous extension operator fromW 1,p(Ω) toW 1,p (!2).
3.1 Introduction
In the present work, we consider a class of self-similar sets noted Γ∞ below, see for example
Figure 3.1. The set Γ∞ is the unique compact subset of !2 such that
Γ∞ = f1(Γ
∞)∪ f2(Γ∞),
where f1 and f2 are two similitudes with rotation angles ±θ and contraction factor a such that
0 < a # a#
θ
. As we shall see, Γ∞ can be seen as a part of the boundary of a ramified domain Ω
in !2, see Figure 3.1, and the restriction a # a#
θ
allows for the construction of Ω as a union of
non-overlapping sub-domains, see §1.1.3.b.
Such a geometry can be seen as a bidimensional idealization of the bronchial tree, for exam-
ple. Indeed, the present work is a continuation of [AT07] and of [AT08], which were part of a
wider project aimed at simulating the diffusion of medical sprays in lungs. Since the exchanges
between the lungs and the circulatory system take place only in the last generations of the
bronchial tree (the smallest structures), reasonable models for the diffusion of, e.g., oxygen may
involve a non-homogeneous Neumann or Robin condition on the boundary Γ∞. Similarly,
the lungs are mechanically coupled to the diaphragm, which also implies non-homogeneous
boundary conditions on Γ∞, if one is interested in a coupled fluid-structure model. It is there-
fore necessary to study traces of functions on Γ∞.
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There are several possible ways of defining the trace of a function v ∈W 1,p (Ω) on Γ∞. The
first one, refered to as the classical or strictly defined trace below, relies on the notion of the strict
definition of a function at a point x ∈Ω, see for instance [JW84] page 206. It is recalled in § 3.3.1
below.
For 1/2 # a # a#, a different notion of trace was intoduced in [AT07]. Its construction is
recalled in § 3.3.2 below. This trace operator noted /∞ below, is obtained by exploiting the
self-similarity, as the limit of a sequence of operators (/n)n : the operator /
n maps W 1,p (Ω) to
piecewise constant functions on a partition of Γ∞ into 2n sets whose µ-measure is 2−n. Ob-
tained by passing to the limit, /∞ is linear and continuous fromW 1,p (Ω) to Lp (Γ∞,dµ). The
self-similar construction of the trace operator /∞ has permitted to obtain several results:
& The space /∞ 9W 1,p (Ω): was characterized in [AT08] as a J Li p space, see §3.3.2 below
for the precise statement. The J Li p spaces were presented in [Jon04]: Haar wavelets of
arbitrary order on Γ∞ were used to construct a family of Lipschitz function spaces allow-
ing jumps at the multiple points in Γ∞. These spaces were named J Li p(t , p ,q ;m;Γ∞),
where t is a positive real number, p ,q are two real numbers not smaller than 1 and m is
an integer (m is the order of the Haar wavelets used for constructing the space). Here J
stands for jumps, since the considered functions may jump at the multiple points of Γ∞.
Note that if a self-similar set K is totally disconnected, then the J Li p spaces on K co-
incide with Lipschitz or Besov spaces, more precisely that the spaces J Li p(t , p ,q ;m;K)
coincide with the Lipschitz spaces Li p(t , p ,q ;m;K) also introduced in [Jon04]. The lat-
ter are a generalization of the more classical spaces Li p(t , p ,q ;K) introduced in [JW84]
since Li p(t , p ,q ;[t];K) = Li p(t , p ,q ;K). Note that Li p(t , p ,q ;K) coincides with the
Besov space B p ,qt (K), see[JW95]. Remember that if p = q and s ∈ (0,1)
B p ,ps (Γ
∞) =
)
f ∈ Lpµ(Γ∞);
∫∫
x ,y∈Γ∞,|x−y|<1
| f (x)− f (y)|p
|x − y|d+s p
dµ(x)dµ(y) <∞
D
. (3.1)
& As a consequence, if 1/2# a < a#, i.e. if Γ∞ is totally disconnected, then the trace space
/∞
9
W 1,p (Ω)
:
is exactly B p ,p
1− 2−dp
(Γ∞). Note that B p ,p
1− 2−dp
(Γ∞) is precisely the image of
W 1,p (!2) by the classical trace operator, see [JW84].
& In the case when a = a#, i.e. when the set Γ∞ self-intersects, relations between J Li p and
classical Besov spaces on Γ∞ were studied in Chapter 1. As a consequence, it was also
shown in Chapter 1 that there exists a critical exponent p#
θ
∈ (1,2), depending on the
Hausdorff dimension of the self intersection of Γ∞ such that for all p with 1 < p < p#
θ
,
the identity /∞
9
W 1,p (Ω)
:
= B p ,p
1− 2−dp
(Γ∞) holds, and is false for p > p#
θ
.
The question of extensions is closely related to that of traces.
& Jones [Jon81] (and Vodopjanov et al. [VGL79] in the case n = 2, see also [Maz85, JW84])
have studied the open bounded subsets Ω of !n such that there exists a continuous exten-
sion operator fromW /,p (Ω) inW /,p (!n), for all nonnegative integers / and real numbers
p , 1# p #∞. Such domains are sometimes called Sobolev extension domains. Jones has
proved that if Ω is an (!,δ)-domain, see [Jon81, JW84] or paragraph 1.2.3 in the Introduc-
tion for the definition, then it is a Sobolev extension domain. Moreover, in dimension
two, ifΩ is finitely connected and a Sobolev extension domain, thenΩ is an (!,δ)-domain.
In dimension two, the definition of such domains is equivalent to that of quasi-disks, see
[Maz85].
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& It can be seen that if 1/2 # a < a#, the domain Ω is an (!,δ)-domain, hence a Sobolev
extension domain.
& If on the contrary a = a# then the domainΩ is not a Sobolev extension domain (it is easily
seen that for p > 2, the extension property from W 1,p (Ω) to W 1,p (!2) is not satisfied;
in this case, it was proved in Chapter 2 that Ω has the Sobolev extension property (from
W 1,p (Ω) to W 1,p (!2)) for 1 < p < p#
θ
, where p#
θ
is the critical exponent mentioned
above; the proof of this result consisted in the construction of an extension operator
which was compatible with that of /∞; it used the above-mentioned characterization
of /∞(W 1,p (Ω)), and a strenghtened Poincaré inequality proved in [AT10]. The results
obtained in Chapter 2 are recalled in § 3.4.1.b below.
A question that was not tackled in the previously mentioned works is the relation between the
classically defined trace operator and the operator /∞ constructed using the self-similarity. Is it
true that for a given function v ∈W 1,p (Ω), the two definitions of the trace of v on Γ∞ coincide
µ-almost everywhere on Γ∞? The goal of the present work is to give a positive answer to this
question, using the extension operators constructed in Chapter 2. As a consequence, we shall
see in § 3.4.4 that for p > p#
θ
, the domain Ω does not have theW 1,p extension property.
3.2 The ramified domains
3.2.1 The self-similar set Γ∞
We briefly recall the geometry of the domains we study, which are the same as in the pre-
vious chapters. We consider the similitudes f1 and f2 defined in (1.3) which depend on the real
numbers a,α,β,θ where 0< a < 1/
9
2, α> 0, β> 0 and 0< θ<pi/2.
We still denote Γ∞ the self-similar invariant of the similitudes f1 and f2:
Γ∞ = f1(Γ
∞)∪ f2(Γ∞),
and we use the same notations as those introduced in §1.2.1. We have seen that the Hausdorff
dimension of Γ∞, noted d then writes log2/ log(1/a). We recall the definition of the set
Ξ= f1(Γ
∞)∩ f2(Γ∞)
associated with Γ∞. Recall the following theorem proved in Chapter 1 (see Theorem 1.2.1).
Theorem 3.2.1 – For any θ, 0< θ < pi/2, there exists a unique positive number a#
θ
< 1/
9
2 which
does not depend on (α,β) such that
if 0< a < a#
θ
then Ξ= - and Γ∞ is totally disconnected,
if a = a#
θ
then Ξ )= - and Γ∞ is connected, (3.2)
see Figure 3 p.15.
3.2.2 The ramified domains
We still consider the ramified domainsΩ introduced in §1.2.2. Recall that their construction
starts with a base cell Y 0 displayed in Figure 1.3. The domains are then obtained by gluing
together the closure of the cells fσ (Y
0) for σ ∈A , see Figure 3.1 below.
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Ω
Γ∞
Ω
Γ∞
Figure 3.1: The ramified domain Ω for θ=pi/5 and θ= pi/4 when a = a#, α= 0.7, β= 1.5.
As we saw in Chapter 1, by a theorem of Y. Achdou and N. Tchou, we can assume that the
domain Ω satisfy Assumption 1 p. 57, that is, Ω is a ramified domain as defined in §1.1.2.c in the
Introduction of the thesis.
3.2.3 Ramified domains are two-sets
We recall the definition of a d -set given in §1.2.6.a and in (20) (see [JW84]).
Definition 3.2.1 – Let E ⊂ !2 be an arbitrary Borel set. Let md be the d -dimensional Hausdorff
measure. The set E is a d -set if there exist three positive constants r0, c1 and c2 such that for any closed
ball B(P, r ), P ∈ E , 0< r # r0,
c1r
d # md (B(P, r )∩ E ) # c2r d . (3.3)
Lemma 3.2.1 – There exist two positive constants c˜1 and c˜2 such that for any P ∈ Γ∞ and for any r ,
0< r # diam (Ω),
c˜1 r
2 # m(B(P, r )∩Ω) # c˜2 r 2, (3.4)
where m = m2 is the standard Lebesgue measure un !
2.
Proof. The right side of (3.4) is clearly true with c˜2 =pi.
For the other inequality, take P ∈ Γ∞ and r ∈ (0,diam Ω]. There exists σ ∈ A∞ such that
P = fσ (P ). Take n ∈ " such that andiam Ω < r # an−1diam Ω, which implies that
diam fσ&n (Ω) = a
ndiam Ω < r . Since P ∈ fσ&n (Γ∞), one has P ∈ fσ&n (Ω), and we deduce that
fσ&n (Ω)⊂ B(P, r ). Therefore, since fσ&n (Ω)⊂Ω,
m(B(P, r )∩Ω) $ m( fσ&n (Ω)) = a
2nm(Ω) $
a2m(Ω)
diam 2 Ω
r 2,
hence the result.
Proposition 3.2.1 – Ω is a two-set.
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Proof. Call r0 = diam Ω.
Step 1 We are first going to prove that there exist two positive constants c3 and c4 such that for
all P ∈Ω, for all n ∈",
c3a
2n # m(B(P,an r0)∩Ω) # c4a2n. (3.5)
Obviously, one can take c4 = pir
2
0
. Let us proceed by induction on n:
n = 0 From the self-similarity, at least one of the following assertions is true: P ∈ Y 0 or
minQ∈Γ∞ |P −Q| # a r0. Indeed, if P /∈ Y 0, then one can suppose without restriction that
P ∈ f1(Ω). In this case, minQ∈Γ∞ |P −Q| = minQ∈ f1(Γ∞) |P −Q|, because for all Q ′ ∈ f2(Γ∞),
the symmetric Q of Q ′ with respect to the vertical axis belongs to f1(Γ∞) and is such that
|P −Q|# |P −Q ′|. Therefore,minQ∈Γ∞ |P −Q|# a r0.
& Since Y 0 is a polygonal domain of !2 there exists a positive constant c such that for
all r # r0, and Q ∈ Y 0, m(B(Q, r ) ∩ Y 0) $ c r 2. Therefore, if P ∈ Y 0, then for all r ,
0< r # r0, we have m(B(P, r )∩Ω)$ c r 2.
& If minQ∈Γ∞ |P − Q| # a r0, call Qmin a point in Γ∞ achieving the minimum: then
B(Qmin, (1− a)r0)⊂ B(P, r0). Therefore, from Lemma 3.2.1,
m(B(P, r0)∩Ω) $ m(B(Qmin, (1− a)r0)∩Ω) $ c˜1(1− a)2r 20 .
We can take c3 =min(c˜1(1− a)2, c)r 20 .
n→ n+ 1 The induction hypothesis is (3.5) with the value of c3 defined above. Take P ∈Ω.
& If P ∈ Y 0, we have that m(B(P,an+1r0)∩Ω)$ c r 20 a2(n+1) $ c3a2(n+1).
& If P /∈ Y 0, we can assume without restriction that P ∈ f1(Ω). There existsQ ∈ Ω such that
P = f1(Q). Therefore f1(B(Q,a
n r0)∩Ω) ⊂ B(P,an+1r0)∩Ω, and from the induction hy-
pothesis, m(B(Q,an r0)∩Ω)$ c3a2n. Therefore, one has m(B(P,an+1r0)∩Ω)$ c3a2(n+1).
Step 2 For 0 < r # r0, there exists a unique n > 0 such that r0an < r # r0an−1. Thus, for
all p ∈ Ω, m(B(p , r ) ∩Ω) $ m(B(p , r0an) ∩Ω) $ c3a2n $ c3a
2
r 20
r 2. We have proved (3.3) with
c1 =
c3a
2
r 20
and c2 =pi.
3.3 Different definitions of boundary traces
3.3.1 The classical definition of traces
We recall the classical definition of a trace operator on ∂ ω, see §1.2.5 and for instance
[JW84], when ω is an open subset of !2.
Definition 3.3.1 – Consider an open setω ⊂!2. The function u ∈ L1
l oc
(ω) can be strictly defined
at x ∈ω if the limit
u(x) = lim
r→0
1
m2(B(x , r )∩ω)
∫
B(x ,r )∩ω
u(z)d z (3.6)
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exists.
The trace u|∂ ω is defined as the function given by u|∂ ω(x) = u(x) at every point x ∈ ∂ ω such that
the limit u(x) exists.
In [JW84], Jonsson and Wallin proved the following result, stated before in Proposition
1.2.1. Here we state it in the particular case when the space dimension is 2.
Proposition 3.3.1 – Letω be an open 2-set such that the boundary ∂ ω ofω is a 1-set. Let us assume
that for a real number p ∈ (1,∞), there exists an extension operator E :W 1,p (ω)→W 1,p (!2). Let
u ∈ W 1,p (ω), then u can be strictly defined in ∂ ω almost everywhere with respect to the one-
dimensional Hausdorff measure m1 and u¯ = E u m1-a.e.
Although Ω defined above is a two-set, Proposition 3.3.1 does not apply to Ω because ∂ Ω is
not a 1-set even in the cases when Γ∞ is a 1-set.
3.3.2 A trace operator defined by self-similarity
In the remaining part of the paper, we will take a such that 1/2# a # a#, so the Hausdorff
dimension d of Γ∞ is not smaller than 1.
We recall the construction of the trace operator made in [AT07] by taking advantage of the
self-simililarity; this trace operator, called /∞ below, is well defined even if a = a#.
We first construct a sequence (/n)n of approximations of the trace operator: consider the se-
quence of linear operators /n :W 1,p (Ω)→ Lpµ,
/n(v) =
∑
σ∈An
N
1
|Γσ |
∫
Γσ
v d x
O
1 fσ (Γ
∞), (3.7)
where |Γσ | is the one-dimensional Lebesgue measure of Γσ .
Proposition 3.3.2 – see [AT07]. The sequence (/n)n converges inL (W
1,p (Ω),Lpµ) to an operator
that we call /∞.
The operator /∞ is clearly a trace operator on Γ∞. Recall that the range of /∞ has been charac-
terized in [AT10] (see §1.3.4).
3.4 Comparison of the two definitions of trace
We start by recalling important extension results for the spaceW 1,p (Ω).
3.4.1 Extension results for the ramified domains
3.4.1.a The case when a < a#
We have seen in § 3.1 that if ω is an (!,δ)-domain, then it is a Sobolev extension domain.
In dimension n = 2, the definition of such domains is equivalent to that of quasi-disks, see
[Maz85], and the extension operator can be chosen such that E (u)$ 0 if u $ 0.
The above mentioned results clearly hold with our domains Ω if a < a#.
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3.4.1.b The case when a = a#
When a = a#
θ
, Ω is not an (!,δ)-domain, and the extension results of Jones and Vodopjanov
et al. cannot be used. We recall Theorem B, which was proved in Chapter 2:
Theorem 3.4.1 – 1. If mθ > pi2 and p ∈ (1,2), then there exists a continuous linear operator E
fromW 1,p (Ω) toW 1,p (!2) such that
E (u)|Ω = u , ∀u ∈W 1,p (Ω)
and such that E (u)$ 0 if u $ 0.
2. If mθ= pi2 and p ∈ (1,2− d2 ), then there exists a continuous linear operator E fromW 1,p (Ω)
toW 1,p (!2) such that
E (u)|Ω = u , ∀u ∈W 1,p (Ω)
and such that E (u)$ 0 if u $ 0.
Let p#
θ
be defined by p#
θ
= 2 if mθ> pi
2
and p#
θ
= 2− d
2
if mθ> pi
2
; it is clear that p#
θ
> 1 and
a consequence of Theorem 3.4.1 is that Ω has theW 1,p -extension property if p ∈ (1, p#
θ
).
Note that the critical exponent p#
θ
already appeared in Chapter 1, where it was proved if
a = a# and 1< p < p#
θ
, then
/∞(W 1,p (Ω)) = J Li p(1− 2−dp , p , p ; 0;Γ∞) = Li p(1− 2−dp , p , p ; 0;Γ∞) = B
p ,p
1− 2−dp
(Γ∞),
and that the previous space identities do not hold for p > p#
θ
.
3.4.2 Some results on the classically defined trace
We consider a such that 1/2 # a # a#. Hereafter, the notation u¯(x) will be used for the
strict definition at x ∈ Ω of a function u ∈ L1(Ω).
From §3.4.1.a and § 3.4.1.b, we know that there exists a linear extension operator E which
is continuous from W 1,p (Ω) to W 1,p (!2), for all p , p ∈ (1, p#
θ
) and which preserves the signs
of the functions, i.e. if u $ 0 in Ω then E (u) $ 0 in !2. Note that if 1/2 # a < a#, then the
extension property holds for all p > 1, but we will not need this in what follows.
As a consequence, the operator E is continuous fromW 1,q (Ω) toW 1,p (!2), for all q $ p#
θ
and
1 < p < p#
θ
and fromW 1,q (Ω) to W 1,p (!2), for all p # q < p#
θ
. This extension operator is an
important ingredient in the proof of the following result:
Theorem 3.4.2 – Let p > 1 be a real number. For all u ∈W 1,p (Ω), u can be strictly defined m1-
almost everywhere on ∂ Ω. Furthermore, m1-almost everywhere on ∂ Ω, u¯ defined by (3.6) coincides
with XE (u), the strictly defined function in !2 which is given by
XE (u)(x) = lim
r→0
1
m2(B(x , r ))
∫
B(x ,r )
E (u)(z)d z ,when the limit exists.
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Proof. The proof is similar to that of Proposition 2 in [JW84] page 206. It is based on some
results on potential spaces, which we recall in the specific present framework for completeness.
Assume that u is positive. This is not a restriction, since it is always possible to decompose u
in u = u+− u− with u+ $ 0, u− $ 0 and u+, u− ∈W 1,p (Ω). We know that E (u) is positive
and belongs to ∈W 1,p (!2) for some p , 1< p #min(q , p#
θ
).
Thanks to the identification of the potential spaces and the Sobolev spaces (see (43) and for
instance E.M. Stein [Ste70] Theorem 3, Ch. V p.135), there exists g ∈ Lp (!2), such that E (u) =
G1 # g where G1 is the Bessel kernel of order one. Take β ∈ (0,2). N.G. Meyers proved
in [Mey75], Theorem 3.2 page 165 that for almost every ξ0 (with respect to the β-Hausdorff
measure), there exists a set Eξ0 such that
1. E (u)(ξ0) = lim
ξ→ξ0,ξ /∈Eξ0
E (u)(ξ ),
2. lim
r→0
Cp(B(ξ0, r )∩ Eξ0)
rβ
= 0,
where Cp (A) is the capacity of a Borel set A, which is defined by
Cp (A) = inf
G∫
!2
f p , f $ 0 on!2 G1 # f (x)$ 1 ∀x ∈A
P
.
Moreover, thanks to Proposition 1 page 151 in [JW84], see also [JW78], p.178, E (u) coincides
with XE (u) a.e. with respect to the β-Hausdorffmeasure if 1− (2−β)p > 0.
For a fixed value ofβ> 2− p , let us consider ξ0 ∈!2 with the previously mentioned properties.
Let p¯ be the Sobolev exponent associated to p i.e. p¯ = 2p2−p (we can always assume that p < 2)
and p¯ ′ the conjugate exponent of p¯ . Then for any f ∈ Lp (!2) such that f $ 0 andG1# f (x)$ 1
for all x ∈ B(ξ0, r )∩ Eξ0 ,
m2(B(ξ0, r )∩ Eξ0) #
∫
B(ξ0,r )∩Eξ0
G1 # f # ‖G1 # f ‖Lp¯ (!2)(m2(B(ξ0, r )∩ Eξ0))
1
p¯′
# c‖ f ‖Lp (!2)(m2(B(ξ0, r )∩ Eξ0))
1
p¯′ ,
and
m2(B(ξ0, r )∩ Eξ0)
p/ p¯ # c p‖ f ‖p
Lp (!2)
.
Then, minimizing with respect to f and using N.G. Meyers result,
m2(B(ξ0, r )∩ Eξ0)
2−p
2 #Cpc
p (B(ξ0, r )∩ Eξ0) = o(r
β),
which implies that
m2(B(ξ0, r )∩ Eξ0) = o(r
2β
2−p ). (3.8)
Thanks to the assumptions on ξ0,XE (u)(ξ0) = limr→0 1m2(B(ξ0,r )) ∫B(ξ0,r )E (u) dm2
= lim
r→0
1
m2(B(ξ0, r ))
∫
B(ξ0,r )∩Eξ0
E (u) dm2 +
∫
B(ξ0,r )∩Ecξ0
E (u) dm2
 .
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Thanks to the continuity property and (3.8), if β> 2− p then
lim
r→0
1
m2(B(ξ0, r ))
∫
B(ξ0,r )∩Ecξ0
E (u) dm2 = E (u)(ξ0),
and
lim
r→0
1
m2(B(ξ0, r ))
∫
B(ξ0,r )∩Eξ0
E (u) dm2 = 0. (3.9)
Hence UE (u)(ξ0) = limr→0 1m2(B(ξ0, r ))
∫
B(ξ0,r )∩Ecξ0
E (u) dm2. (3.10)
We now have all the tools necessary to begin the proof:
1
m2(B(ξ0, r )∩Ω)
∫
B(ξ0,r )∩Ω
u dm2 =
1
m2(B(ξ0, r )∩Ω)
∫
B(ξ0,r )∩Ω
E (u) dm2
=
1
m2(B(ξ0, r )∩Ω)
∫
B(ξ0,r )∩Ω∩Eξ0
E (u) dm2+
∫
B(ξ0,r )∩Ω∩Ecξ0
E (u) dm2
 .
For the first integral, since Ω is a 2-set:
1
m2(B(ξ0, r )∩Ω)
∫
B(ξ0,r )∩Ω∩Eξ0
E (u) dm2 #
1
m2(B(ξ0, r )∩Ω)
∫
B(ξ0,r )∩Eξ0
E (u) dm2
# C
1
m2(B(ξ0, r ))
∫
B(ξ0,r )∩Eξ0
E (u) dm2
and as r → 0, this tends to zero if β> 2− p thanks to (3.9).
For the second integral, if β> 2− p , using the continuity property of E (u) in Ω∩Ec
ξ0
and again
the fact that Ω is a 2-set,
lim
r→0
1
m2(B(ξ0, r )∩Ω)
∫
B(ξ0,r )∩Ω∩Ecξ0
E (u) dm2 = E (u)(ξ0).
Hence, for all ξ0 chosen as above, the limit u¯(ξ0) = limr→0
1
m2(B(ξ0,r )∩Ω)
∫
B(ξ0,r )∩Ω u(z)d z exists
and
u¯(ξ0) = E (u)(ξ0) =
XE (u)(ξ0).
We can choose β= 1 since with p > 1, the condition β> 2− p is fulfilled. This concludes the
proof.
3.4.3 Self-similar strictly defined trace on Γ∞
Recall that Ξ = f1(Γ
∞) ∩ f2(Γ∞), and define the set of the multiple points of Γ∞,
Ξ∞ =
⋃
σ∈A fσ (Ξ). Note that µ(Ξ
∞) = 0 and m1((Ξ∞) = 0. For x ∈ Γ∞\Ξ∞, there is one and
only one τx ∈ A∞ such that for all n > 0, x ∈ fτx ,n (Γ∞), where τx ,n ∈ An and τx ,n(i ) = τx (i )
for i = 1, . . . ,n.
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Definition 3.4.1 – The function u ∈ L1
l oc
(Ω) can be self-similarly strictly defined at x ∈ Γ∞\Ξ∞ if
the limit
lim
n→∞
1
m2(Ω
τx ,n )
∫
Ωτx ,n
u(z)d z
exists.
The self-similar strictly defined trace of u on Γ∞ is then defined as
/ˇ∞(u)(x) = lim
n→∞
1
m2(Ω
τx ,n )
∫
Ωτx ,n
u(z)d z (3.11)
at every point x ∈ Γ∞\Ξ∞ such that the limit exists.
Theorem 3.4.3 – Let p > 1 be a real number. For all u ∈W 1,p (Ω), the limit in the right hand side
of (3.11) can be self-similarly strictly defined m1-almost everywhere on Γ
∞. Furthermore, m1-almost
everywhere on Γ∞, /ˇ∞(u) coincides with XE (u).
Proof. The proof is very similar to that of Theorem 3.4.2 and we take the same notations. We
know that for β = 1, we have 1− 2−βp = 1− 1p > 0 where p ∈ (1,2) is defined in the proof of
Theorem 3.4.2. Hence, for almost every ξ0 ∈ Γ∞\Ξ∞ w.r.t. m1, there exists a set Eξ0 such that
1. E (u)(ξ0) = lim
ξ→ξ0,ξ /∈Eξ0
E (u)(ξ ),
2. lim
r→0
Cp(B(ξ0, r )∩ Eξ0)
r
= 0,
and that E (u) coincides with XE (u) at ξ0. Fix such a ξ0. We write τ = τξ0 and τn = τξ0,n for
brevity.
We know that Ωτn ⊂ B(ξ0,andiam (Ω)) and that m2(Ωτn ) = a2nm2(Ω).
1
m2(Ω
τn )
∫
Ωτn
u dm2 =
1
m2(Ω
τn )
∫
Ωτn
E (u) dm2
=
1
m2(Ω
τn )
∫
Ωτn∩Eξ0
E (u) dm2 +
∫
Ωτn∩Ecξ0
E (u) dm2
 .
Let us call rn = a
ndiam (Ω). For the first integral,
1
m2(Ω
τn )
∫
Ωτn∩Eξ0
E (u) dm2
#
m2(B(ξ0, rn)∩Ω)
m2(Ω
τn )
1
m2(B(ξ0, rn)∩Ω)
∫
B(ξ0,rn)∩Ω∩Eξ0
E (u) dm2
#
pidiam 2(Ω)
m2(Ω)
1
m2(B(ξ0, rn)∩Ω)
∫
B(ξ0,rn)∩Ω∩Eξ0
E (u) dm2,
which goes to 0 as n tends to infinity from the proof of Theorem 3.4.2. The second term
converges to E (u)(ξ0) from (3.8) and the continuity property of E (u) in Ω∩ Ecξ0 .
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3.4.4 Comparison of the different traces
Proposition 3.4.1 – For any u ∈W 1,p (Ω), 1< p <∞, there exists a setN ⊂ Γ∞ containing Ξ∞
with µ(N ) = 0 such that for all x ∈ Γ∞\N ,
& XE (u)(x), u¯(x) and (/∞(u))(x) are well defined,
& (/∞(u))(x) = u¯(x) =XE (u)(x).
Proof. From Theorem 3.4.2, we know that there exists a subsetN1 of Γ
∞ with µ(N1) = 0 such
that XE (u)(x) and u¯(x) are well defined and coincide for x ∈ Γ∞\N1. From Theorem 3.4.3, we
know that there exists a subset N2 of Γ
∞ containing Ξ∞ with µ(N2) = 0 such that XE (u)(x)
and /ˇ∞(u)(x) are well defined and coincide for x ∈ Γ∞\N2. Therefore, for x ∈ Γ∞\(N1 ∪N2),
/ˇ∞(u)(x), XE (u)(x) and u¯(x) are well defined and coincide.
On the other hand, it is elementary to check that if u ∈W 1,p (Ω) with p $ 1, then
lim
n→∞
WWWWW(/n(u))(x)− 1m2(Ωτx ,n )
∫
Ωτx ,n
u(z)d z
WWWWW
Lpµ(Γ
∞)
= 0,
because, for all x ∈ Γ∞\Ξ∞,<<<<<(/n(u))(x)− 1m2(Ωτx ,n )
∫
Ωτx ,n
u(z)d z
<<<<< # can(1−2/p)‖∇u‖Lp (Ωτx ,n )
and
∑
τ∈An 2
−nan(p−2)‖∇u‖p
Lp (Ωτ)
=
∑
τ a
n(p−2+d )‖∇u‖p
Lp (Ωτ)
tends to zero as n tends to +∞.
This implies that /∞(u) coincides with he /ˇ∞(u) µ-almost everywhere on Γ∞.
As a consequence of the first point, /∞(u) coincides with u¯ and XE (u) µ-almost everywhere on
Γ∞.
As a consequence of Proposition 3.4.1, we see that if p > p#
θ
, there does not exist any con-
tinuous extension operators fromW 1,p (Ω) toW 1,p (!2). Indeed, if such an extension operator
E existed, then for any u ∈W 1,p (Ω), the trace (in the classical sense) of E (u) on Γ∞, namelyXE (u) would belong to B p ,p
1− 2−dp
(Γ∞) (see [JW84]), where B p ,ps (Γ∞) is given by (3.1).
But since /∞(u) and XE (u) coincide µ-everywhere, this would also imply that for every
u ∈W 1,p (Ω), /∞(u) ∈ B p ,p
1− 2−dp
(Γ∞).
This is in contradiction with the characterization of /∞(W 1,p (Ω)) as the space
J Li p(1− 2−dp , p , p ; 0;Γ∞) given by Theorem 1.3.4 (see [AT10]), and the fact that
J Li p(1− 2−dp , p , p ; 0;Γ∞) )⊂ B
p ,p
1− 2−dp
(Γ∞)
for p > p#
θ
, see Chapter 1.

Part II
A numerical approach for a mixed
transmission problem with a self-similar
fractal interface

CHAPITRE 4
Une approche numérique d’un problème de transmission mixte avec
une interface fractale auto-similaire
Cette partie décrit l’état d’avancement de travaux en cours. Notre étude a porté jusqu’à pré-
sent sur lamise en œuvre numérique, et une étude théorique complémentaire reste nécessaire.
On considère un problème aux limites dans Ω ∪ (!2 \Ω), où Ω est un domaine rami-
fié de !2 dont la frontière contient une partie fractale auto-similaire Γ∞. On cherche
une solution au problème de Poisson à l’intérieur du domaine et à l’extérieur avec une
condition de transmission à travers Γ∞ et des conditions mixtes sur le reste du bord.
On propose une méthode de résolution numérique du problème analogue où l’on rem-
place le domaine Ω par un sous-domaine. Cette méthode consiste à coupler une mé-
thode intégrale pour la résolution du problème extérieur et une méthode d’éléments
finis auto-similaires pour le problème intérieur.
4.1 Introduction
Les problèmes de transmission apparaissent naturellement dans de nombreux domaines de
la physique. On considère un domaine partitionné en plusieurs sous-domaines, et des problèmes
aux limites comprenant des équations aux dérivées partielles dans les sous-domaines, des condi-
tions de transmission sur des interfaces entre les sous-domaines et d’autres conditions aux limites
sur le bord.
Les interfaces des domaines considérés sont en général supposées régulières. On note toutefois
un intérêt plus récent pour des problèmes de transmission à travers des interfaces irrégulières,
voire fractales, qui trouvent de nombreuses applications. Par exemple, l’étude du flot de cou-
rant à travers une électrode irrégulière en électrochimie (voir [Sap94, FS00]). Par ailleurs, des
problèmes de transmission à travers des surfaces préfractales et fractales de type Von Koch ont
été étudiés par exemple dans [Lan02, Lan04, LV12], et des résultats de convergence du problème
avec interface préfractale vers le problème avec interface fractale ont été montrés dans [LV10].
Dans cette dernière référence, la condition de transmission fait intervenir un opérateur lapla-
cien sur le fractal, défini en utilisant une méthode variationnelle grâce au caractère p.c.f. de ce
dernier.
Dans ce chapitre, on étudie d’un point de vue numérique des problèmes aux limites avec
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deux sous-domaines : un domaine ramifié du plan dont la frontière contient une partie fractale
auto-similaire Γ∞ et le domaine extérieur correspondant. On cherche des solutions à des pro-
blèmes de Poisson sur le domaine ramifié et le domaine extérieur qui vérifient des conditions de
transmission à travers l’interface Γ∞ et des conditions de Dirichlet ou de Neumann sur le reste
de la frontière du domaine ramifié.
Plus précisément, on s’intéresse à des problèmes que l’on écrit formellement de la façon sui-
vante :
∆u|Ω = f
i dans Ω, (4.1)
∆u|Ωe = f
e dans Ωe , (4.2)
[u] = 0 sur Γ∞, (4.3)B
∂nu
C
= 0 sur Γ∞, (4.4)
avec en plus des conditions de Neumann homogène ou de Dirichlet sur le reste du bord de Ω et
de Ωe , où Ω désigne le domaine ramifié, Ωe le complémentaire dans !
2 de Ω, et [u], [∂nu] les
sauts respectifs de u et ∂nu à travers l’interface Γ
∞. La source donnée par les fonctions f i et f e
variera selon les situations considérées. On note que la valeur de u sur Γ∞ est prise au sens de
la trace définie au §1.2.5, et que la condition (4.4) est entendue en un sens faible défini plus loin.
Il s’agit d’une première étape vers des problèmes de transmission proprement dits, obtenus par
exemple en remplaçant l’équation (4.2) par
−∆u|Ωe +αu|Ωe = f
e ,
pour une constante α, ou encore la condition (4.4) par
[∂nu]+βu = 0,
pour une constante β.
Numériquement, on se ramènera à l’étude d’un problème similaire dans Ωm ∪ (!2 \ Ωm), où
Ωm est un sous-domaine du domaine ramifié obtenu en arrêtant la construction du domaine
ramifié Ω après un nombre fini de ramifications et son complémentaire, ce qui revient à consi-
dérer un problème dans des domaines polygonaux. On va proposer une méthode de résolution
de ces problèmes consistant à coupler une méthode basée sur l’auto-similarité développée dans
[AST06, AT07] pour le problème intérieur, et des méthodes de représentation intégrale pour le
problème extérieur.
Les questions liées au passage à la limite quand le sous-domaine tend vers Ω sont ouvertes et
laissées à un travail ultérieur.
Le chapitre est organisé de la façon suivante. Dans la partie 4.2, on définit le cadre fonc-
tionnel et on présente les problèmes aux limites. La partie 4.3 est consacrée à la résolution du
problème extérieur dans le cas d’une interface préfractale. Dans la partie 4.5, on s’intéresse à des
exemples et on présente les résultats numériques obtenus. On décrit en partie 4.6 une méthode
de résolution approchée du problème intérieur sur le domaine ramifié entier proposée par Y.
Achdou, C. Sabot et N. Tchou dans [AST06].
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4.2 Le problème aux limites dans Ω∪Ωe
4.2.1 Le problème avec interface fractale
Les domaines Ω que nous allons considérer sont les domaines ramifiés de la classe D définie
en (15) (voir Figure 6). On appelle toujours Γ∞ la partie fractale auto-similaire de la frontière
de Ω, Γ0 la base du domaine, et Γσ = fσ (Γ
0) pour σ ∈A (voir §1.1.2.a pour les notations). On
désigne par ailleurs par Σ la partie de la frontière de Ω définie par Σ= ∂ Ω \ (Γ0 ∪Γ∞).
On se place dans le cas sous-critique où a < a# (voir Théorème 1.2.1). Dans ce cas, l’ensemble
Γ∞ est totalement disconnexe.
On s’intéresse ici au problème aux limites suivant dans Ω∪Ωe , où Ωe =!2 \Ω :
−∆ui = f i dans Ω,
−∆ue = f e dans Ωe ,
∂nui |Σ = ∂nue |Σ = 0 sur Σ,
∂nue |Γ0 = 0 sur Γ
0,
ui |Γ0 = u0 sur Γ
0,
(4.5)
où ∂nui (resp. ∂nue ) désigne la dérivée normale de ui (resp. ue ) par rapport à la normale exté-
rieure à l’ouvert Ω qui existe en dehors des coins sur Σ∪Γ0. On souhaite ajouter au problème
(4.5) une condition faible traduisant la continuité des flux à travers Γ∞.
Les conditions de Neumann sur Σ signifient qu’il n’y a pas d’échanges à travers cette partie de
la frontière. La condition de Dirichlet sur Γ0 du côté intérieur traduit l’existence d’une source.
On introduit les espaces
Vi = {u ∈H 1(Ω), u|Γ0 = 0}, (4.6)
Ve =
u ∈ L1loc(Ωe ), u
(1+ |x |2)1/2 ln(2+ |x |2)
∈ L2(Ωe ), ∇u ∈ L2(Ωe )
 , (4.7)
V = {(ui , ue) ∈Vi ×Ve , ui |Γ∞ = ue |Γ∞ µ p.p.}, (4.8)
W = {(ui , ue) ∈H 1(Ω)×Ve , ui |Γ∞ = ue |Γ∞ µ p.p.}, (4.9)
ainsi que les espaces affines suivants, pour u0 ∈H 1/2(Γ0),
Vi ,u0 = {u ∈H 1(Ω), u|Γ0 = u0}, (4.10)
Vu0 = {(ui , ue ) ∈Vi ,u0 ×Ve , ui |Γ∞ = ue |Γ∞ µ p.p.}. (4.11)
On désigne ici par ui |Γ∞ la trace au sens classique de ui sur Γ
∞ (voir §1.2.5) dont on a montré
(voir Proposition 3.4.1) qu’elle coïncidait presque partout avec la trace auto-similaire définie au
paragraphe 1.3.3.
D’autre part, ue |Γ∞ désigne la trace au sens classique de ue sur Γ
∞ : on peut montrer que toute
fonction ue ∈ Ve peut être strictement définie sur Γ∞, et que l’opérateur de trace est continu
de Ve dans L
2
µ(Γ
∞). En effet, on peut montrer que comme a < a#, l’ouvert Ωe est un domaine
(!,δ). De ce fait, le théorème de Jones assure que Ωe est un domaine de prolongement H
1, et le
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théorème de trace de Jonsson et Wallin permet de conclure.
Ainsi défini, l’espaceV est un espace de Hilbert pour la norme
‖(ui , ue)‖V =
>
‖∇ui‖2L2(Ω) + ‖∇ue‖
2
L2(Ωe )
?1/2
.
Dans la suite, on prendra f i dans le dual V ′i de Vi et f
e dans L2(Ωe ). Pour simplifier, on
supposera que f e est supportée dans un compact disjoint de Ω, et qu’il existe un entier m tel
que f i est supportée dans
⋃
k#m
⋃
σ∈Ak fσ (Y
0).
La formulation variationnelle du problème (4.5) permet d’exprimer les conditions de raccord
en un sens faible. Elle s’écrit de la manière suivante : on cherche u = (ui , ue ) ∈Vu0 telle que
A(u ,v) =
∫
Ω
f i vi +
∫
Ωe
f e ve , ∀v = (vi ,ve ) ∈V , (4.12)
où
A(u ,v) =
∫
Ω
∇ui ·∇vi +
∫
Ωe
∇ue ·∇ve . (4.13)
A est une forme bilinéaire continue sur W ×W et coercive sur V ×V . Le théorème de Lax-
Milgram implique donc que (4.12) a une solution unique.
Remarque 4.2.1 – Dans un travail en cours, nous montrerons qu’on peut aussi formuler le problème
aux limites dans le cas critique a = a#. Dans ce cadre, il faut prendre des précautions supplémentaires.
On introduit la canopée de Ω, définie comme l’intersection de Γ∞ avec la frontière de la composante
connexe non bornée de Ωe . On peut montrer que la canopée est un dc -ensemble associé à une dc -
mesure m, où dc satisfait a
2dc + a3dc + . . .+ adc (m+1) = 1/2, et 1 # dc # d si 0 < θ < pi/2 (voir
[MF99]).
De la même façon, chaque composante connexeω de Ωe est telle que l’intersection γω de sa frontière
avec Γ∞ est un dc -ensemble associé à une dc -mesure mω.
On peut aussi montrer que chaque composante connexe ω de Ωe est un domaine (!,δ). On peut
donc appliquer le théorème de prolongement de Jones, ainsi que le théorème de trace de Jonsson et
Wallin, ce qui permet de définir la trace d’une fonction de H 1(ω) sur γω presque partout pour la
mesure mω.
On peut aussi prouver que l’opérateur de trace ainsi construit est continu de H 1(ω) à valeur dans
l’espace de Besov Bdc/2
2,2
(γω) pour la mesure mω.
On peut également montrer l’existence d’un opérateur de trace continu de H 1(Ω) à valeur dans
Bdc/2
2,2
(γω), grâce au Théorème 3.4.2.
On construit alors le sous espace V de Vi ×Ve des fonctions dont les sauts à travers les courbes γω
sont nuls pour toutes les composantes connexesω de Ωe , c’est-à-dire que les traces coïncident.
Cet espace V est un sous-espace fermé de Vi ×Ve , c’est donc un Hilbert. On peut donc utiliser la
même formulation que (4.12) avec cette nouvelle définition de V , et montrer la coercivité de la
forme bilinéaire associée.
4.2.2 Le problème avec interface préfractale
On formule ici le même problème que dans le paragraphe précédent en prenant un sous-
domaine Ωm du domaine ramifié Ω et son domaine extérieur Ωme au lieu de Ω et Ωe . Le sous-
domaine Ωm est obtenu en arrêtant la construction du domaine ramifié après m générations et
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est défini plus précisément par
Ωm = Intérieur
⋃
k#m
⋃
σ∈Ak
fσ (Y
0)
 .
On note que le domaine Ωm ainsi défini est polygonal. Le domaine extérieur Ωme qui lui cor-
respond est alors défini comme le complémentaire dans !2 de Ωm . On note alors que Ωme est
connexe et Ωe ⊂ Ωme . On introduit également l’ensemble Σm = ∂ Ω \ (Γ0 ∪ Γm) inclus dans la
frontière de Ωm , correspondant à l’ensemble Σ tronqué après m générations.
L’analogue de l’interface fractale auto-similaire Γ∞ est Γm =
⋃
σ∈Am fσ (Γ
0). On dit que Γm est
un ensemble préfractal, du fait qu’il est obtenu en arrêtant la construction du fractal Γ∞ après
un nombre fini d’étapes.
Le problème aux limites dans Ωm ∪Ωme Le problème s’écrit :
−∆ui = f i dans Ωm ,
−∆ue = f e dans Ωme ,
∂nui |Σm = ∂nue |Σm = 0 sur Σ
m ,
∂nue |Γ0 = 0 sur Γ
0,
ui |Γ0 = u0 sur Γ
0,
ui |Γm = ue |Γm sur Γ
m ,
∂nui |Γm = ∂nue |Γm sur Γ
m ,
(4.14)
où ∂nue désigne la dérivée normale de ue par rapport à la normale extérieure qui existe en
dehors des coins sur ∂ Ωm .
On définit les espaces fonctionnels correspondant aux espaces définis en (4.6), (4.7) et (4.8) :
V mi = {u ∈H 1(Ωm), u|Γ0 = 0},
V mi ,u0
= {u ∈H 1(Ωm), u|Γ0 = u0},
V me =
u ∈ L1loc(Ωme ), u
(1+ |x |2)1/2 ln(2+ |x |2)
∈ L2(Ωme ), ∇u ∈ L2(Ωme )
 ,
V m = {(ui , ue ) ∈V mi ×V me , ui |Γm = ue |Γm },
Wm = {(ui , ue ) ∈H 1(Ωm)×V me , ui |Γm = ue |Γm },
V mu0
= {(ui , ue ) ∈V mi ,u0 ×V
m
e , ui |Γm = ue |Γm },
La formulation variationnelle du problème s’écrit alors de la manière suivante : on cherche
u = (ui , ue ) ∈V mu0 telle que
A
m(u ,v) =
∫
Ωm
f i vi +
∫
Ωme
f e ve , ∀v = (vi ,ve ) ∈V m , (4.15)
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où
A
m(u ,v) =
∫
Ωm
∇ui ·∇vi +
∫
Ωme
∇ue ·∇ve . (4.16)
La forme bilinéaire Am est continue surWm ×Wm et coercive sur V m ×V m , et le théorème
de Lax-Milgram donne l’existence et l’unicité pour le problème (4.15).
On note que grâce à l’hypothèse sur les supports des fonctions f i et f e , on n’a pas besoin de
modifier f i et f e si m est assez grand.
On choisit dans la suite de traiter d’une part le problème extérieur comme un problème
mixte, et d’autre part le problème intérieur comme un problème de Neumann. Ce choix est
motivé par le fait que le problème intérieur avec des conditions de Neumann a déjà été traité
dans tout le domaine ramifié Ω par Y. Achdou, C. Sabot et N. Tchou dans [AST06] (voir la
partie 4.6).
4.3 Le problème extérieur homogène
4.3.1 Résolution du problème extérieur homogène
4.3.1.a Le problème
On s’intéresse ici à la résolution du problème extérieur homogène sur Ωme qui s’écrit comme un
problème aux limites mixte :
−∆ue = 0 dans Ωme ,
ue |Γm = ζ
D sur Γm ,
∂nue |Σm∪Γ0 = ζ
N sur Σm ∪Γ0.
(4.17)
Pour résoudre le problème (4.17), on cherche en fait u = (ui , ue) ∈V m définie sur le plan entier
telle que : G
ue est solution du problème (4.17),
ui ≡ 0 dans Ωm .
(4.18)
On rappelle que les espaces de Sobolev sur la frontière ∂ Ωm sont définis par :
H s (∂ Ωm) =
 B
2,2
s (∂ Ω
m) si 0< s < 1,
L2(∂ Ωm) si s = 0,
(H−s (∂ Ωm))′ si − 1< s < 0.
(4.19)
où la notation X ′ désigne le dual topologique de l’espace X . Pour S = Γm ou S = Σm ∪Γ0, on
rappelle également la définition des espaces
H s (S) = {u|S , u ∈H s (∂ Ωm)} si 0# s < 1, (4.20)UH s (S) = {u ∈ H s (S), u˜ ∈ H s (∂ Ωm)} si 0# s < 1, (4.21)
où u˜(x) =
G
u(x) si x ∈ S
0 sinon
, ainsi que
H s (S) = ( UH−s (S))′ si − 1< s < 0, (4.22)UH s (S) = (H−s (S))′ si − 1< s < 0. (4.23)
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On peut définir le problème (4.17) dans le cadre général où ζ D ∈ H 1/2(Γm) et
ζ N ∈ UH−1/2(Σm ∪ Γ0). Dans ce cas, la dérivée normale ∂nue sur ∂ Ωm sont définies par la
formule de Green :
〈∂nue ,v|∂ Ωm 〉H−1/2(∂ Ωm ),H 1/2(∂ Ωm) =
∫
Ωme
∆ue · v d x +
∫
Ωme
∇ue .∇v d x ∀v ∈V me ,
où 〈·, ·〉H−1/2(∂ Ωm ),H 1/2(∂ Ωm) désigne le crochet de dualité.
4.3.1.b Formulation variationnelle
On écrit ici une formulation variationnelle du problème (4.17). On considère le problème
consistant à trouver ue ∈V me telle que ue |Γm = ζ D et∫
Ωme
∇ue ·∇ve d x = 〈ζ N ,ve |Σm∪Γ0〉H−1/2(Σm∪Γ0), UH 1/2(Σm∪Γ0) (4.24)
pour toute fonction test ve ∈V me vérifiant ve |Γm = 0.
Le problème variationnel (4.24) admet une unique solution qui vérifie ∆ue = 0 au sens des
distributions.
4.3.1.c Représentation intégrale
Pour une fonction u harmonique dans Ωm et Ωme , les formules de Green énoncées ci-dessus
appliquées à u et à la solution fondamentale du laplacien permettent d’obtenir des équations
intégrales.
On appelle E la solution fondamentale du laplacien en dimension 2 :
E (y) =− 1
2pi
ln |y|.
Pour x ∈ !2, on note Ex la fonction y ,→ E (y − x). On a la représentation intégrale suivante
(voir [CS85, SW85]).
Proposition 4.3.1 – Si u = (ui , ue ) ∈ V m est telle que ∆ui = 0 dans Ωm et ∆ue = 0 dans Ωme ,
alors
∫
∂ Ωm[∂nu] d s = 0, et il existe une constante c telle que u vérifie :
ui (x)+ ue(x)
2
+ c =
∫
∂ Ωm
(Ex[∂nu]− ∂nEx[u]) d s p.p. x ∈ ∂ Ωm ,
u(x)+ c =
∫
∂ Ωm
(Ex[∂nu]− ∂nEx[u]) d s ∀x )∈ ∂ Ωm ,
(4.25)
où s désigne la mesure surfacique associée à ∂ Ωm , [u] = ui |∂ Ωm − ue |∂ Ωm (resp.
[∂nu] = ∂nui |∂ Ωm − ∂nue |∂ Ωm ) représente le saut de u (resp. de ∂nu ) à travers la frontière ∂ Ωm ,
la normale étant prise vers l’extérieur de Ωm .
L’écriture
∫
∂ Ωm ∂nuEx d s est à entendre au sens de la dualité (H
1/2(∂ Ωm),H−1/2(∂ Ωm)).
La constante c est la limite de u lorsque |x | tend vers∞.
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On note χ = ∂nue |Γm et ψ = ue |Σm∪Γ0 les inconnues sur la frontière du problème (4.17). En
insérant les données ζ D = ue |Γm et ζ
N = ∂nue |Σm∪Γ0 dans la première équation de (4.25), on
obtient
ue(x)
2
+ c =
∫
∂ Ωm
E
−Ex∂nue |∂ Ωm + ∂nEx ue |∂ Ωm
F
d s
=
∫
Γm
(ζ D∂nEx −χEx ) d s +
∫
Σm∪Γ0
(ψ∂nEx − ζ NEx ) d s .
(4.26)
pour presque tout x ∈ ∂ Ωm . On obtient alors le problème intégral suivant :
ζ D(x)
2
+ c =
∫
Γm
E
ζ D∂nEx −χEx
F
d s +
∫
Σm∪Γ0
(ψ∂nEx − ζ NEx ) d s (x ∈ Γm),
ψ(x)
2
+ c =
∫
Γm
E
ζ D∂nEx −χEx
F
d s +
∫
Σm∪Γ0
(ψ∂nEx − ζ NEx ) d s (x ∈Σm ∪Γ0),∫
Γm
χ d s =−
∫
Σm∪Γ0
ζ N d s .
(4.27)
On définit les opérateurs intégraux S1 et S2 liés au potentiel simple couche définis par
S1 g (x) =
∫
Γm
gEx d s et S2 g (x) =
∫
Σm∪Γ0
gEx d s (x ∈ ∂ Ωm), (4.28)
ainsi que les opérateurs D1 et D2 liés au potentiel double couche qu’on définit par
D1 g (x) =
∫
Γm
g∂nEx d s et D2 g (x) =
∫
Σm∪Γ0
g∂nEx d s (x ∈ ∂ Ωm). (4.29)
On définit également les formes linéaires K et L définies par
K g =
∫
Γm
g d s et Lg =
∫
Σm∪Γ0
g d s . (4.30)
Les opérateurs Si ,Di , i = 1,2, présentent les propriétés de continuité suivantes :
S1 :H
1/2(Γm)→H 1/2(Γm), S2 :H 1/2(Σm ∪Γ0)→H 1/2(Σm ∪Γ0),
D1 : UH−1/2(Γm)→H 1/2(Γm ), D2 : UH−1/2(Σm ∪Γ0)→H 1/2(Σm ∪Γ0). (4.31)
On peut récrire le problème intégral (4.27) sous la forme :
A

χ
ψ
c

:=

S1 −D2 1
S1 −D2 + 12 1
K 0 0


χ
ψ
c

=

D1ζ
D − S2ζ N − 12ζ D
D1ζ
D − S2ζ N
−Lζ N

. (4.32)
On a alors la propriété suivante (voir [SW85, CS85] pour un résultat très similaire).
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Théorème 4.3.1 – L’opérateur
A :H 1/2(Γm)× UH−1/2(Σm ∪Γ0)×!→H 1/2(Γm)×H 1/2(Σm ∪Γ0)×!
est un isomorphisme.
Le résultat suivant montré dans [CS85] justifie la résolution du problème (4.17) par la méthode
de représentation intégrale.
Théorème 4.3.2 – Le problème variationnel (4.24) et le problème intégral (4.32) sont équivalents,
au sens où si ue est la solution de (4.24) et (χ ,ψ, c) est la solution de (4.32), alors ∂nue |Γm = χ ,
ue |Σm∪Γ0 =ψ, et en particulier
ue(x) =
∫
Γm
(ζ D∂nEx −χEx ) d s +
∫
Σm∪Γ0
(ψ∂nEx − ζ NEx ) d s − c . (4.33)
4.3.2 Discrétisation et résolution numérique du problème extérieur
Dans le but de la résolution numérique, on procède à une discrétisation de la frontière ∂ Ωm
du domaine préfractal.
On se donne deux entiers M1 et M2, et on découpe la partie Γ
m de la frontière en M1 segments
qu’on notera S1, . . . ,SM1 , et l’autre partie Σ
m ∪Γ0 en M2 segments notés SM1+1, . . . , SM1+M2 . On
pose aussi M =M1 +M2.
On cherche à résoudre numériquement le système d’équations intégrales (4.32) dont les incon-
nues du problème sont la trace de ∂nue sur Γ
m , la trace de ue sur Σ
m ∪Γ0 et la constante c , où
ue est la solution du problème extérieur (4.17) décrite en (4.33).
On utilise une méthode de collocation : on discrétise les données ζ D et ζ N qu’on choisit de
prendre constantes sur chaque segment Si . On note ζ
D
i (resp. ζ
N
i ) la valeur de ζ
D (resp. ζ N ) sur
le segment Si , 1# i #M1 (resp. M1 < i #M ). On cherche ensuite χ = ∂nue |Γm et ψ= ue |Σm∪Γ0
sous forme discrétisée : constante sur chaque segment Si . On note χi (resp. ψi ) la valeur de
∂nue |Γm (resp. de ue |Σm∪Γ0 ) sur Si .
On choisit de prendre des fonctions test v constantes sur chaque segment Si . On obtient alors
l’analogue discret du problème intégral (4.27) :
ζ Di
2
+ c =
M1∑
j=1
I
ζ Dj di , j −χ j si , j
J
+
M∑
j=M1+1
(ψ j di , j − ζ Ni si , j ) pour 1# i #M1,
ψi
2
+ c =
M1∑
j=1
I
ζ Dj di , j −χ j si , j
J
+
M∑
j=M1+1
(ψ j di , j − ζ Ni si , j ) pour M1 < i #M ,
M1∑
j=1
|Sj |χ j = −
M∑
j=M1+1
|Sj |ζ Nj ,
où on note :
si , j =
1
|Si |
∫
Si
∫
Sj
Ex (y) d s (y) d s (x),
di , j =
1
|Si |
∫
Si
∫
Sj
∂nEx (y) d s (y) d s (x).
(4.34)
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On se ramène alors à la résolution d’un système linéaire à M + 1 inconnues : les réels χi ,
1# i #M1, ψi , M1 < i #M et la constante c .
On peut récrire ce système sous la forme
AX = b , (4.35)
où l’inconnue X ∈ !M+1 est de la forme X = (χ1, . . . ,χM1 ,ψM1+1, . . . ,ψM , c), et
A∈MM+1(!) et b ∈!M+1 sont donnés par
A=

1 ... M1 M1+1 ... M M+1
1 1
... si , j −di , j
M1
...
M1+1 −di ,i + 12 −di , j
... si , j
.. .
M −di , j −di ,i + 12 1
M+1 |S1| . . . |SM1 | 0 . . . 0 0

, (4.36)
et b =

1
...
M1∑
j=1
ζ Dj di , j −
M∑
j=M1+1
ζ Nj si , j −
ζ Di
2
M1
M1+1
...
M1∑
j=1
ζ Dj di , j −
M∑
j=M1+1
ζ Nj si , j
M
M+1 −
M∑
j=M1+1
ζ Nj |Sj |

. (4.37)
On peut montrer que le système (4.35) admet une unique solution (voir par exemple [SS88]
pour un problème très similaire).
4.4 Le problème intérieur
On s’intéresse au problème intérieur dans Ωm , qui s’écrit comme le problème aux limites
suivant. 
−∆ui = f i dans Ωm ,
∂nui |Γm = ζ
N sur Γm ,
∂nui |Σm = 0 sur Σ
m ,
u|Γ0 = u0 sur Γ
0.
(4.38)
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Le problème (4.38) peut être défini dans le cadre général où ζ N ∈ UH−1/2(Σm). Dans ce cas, la
dérivée normale ∂nui sur ∂ Ω
m est définie par la formule de Green :
〈∂nui ,v|∂ Ωm 〉H−1/2(∂ Ωm ),H 1/2(∂ Ωm) =
∫
Ωm
∆ui · v d x +
∫
Ωm
∇u .∇v d x , ∀v ∈H 1(Ωm).
La formulation variationnelle du problème intérieur (4.38) s’écrit de la manière suivante : on
cherche ui ∈V mi ,u0 telle que∫
Ωm
∇ui∇v d x = 〈ζ N ,v|Σm 〉H−1/2(Σm ), UH 1/2(Σm) +
∫
Ωm
f i v d x , ∀v ∈V mi . (4.39)
Par le théorème de Lax-Milgram, le problème variationnel (4.39) admet une unique solution.
Résolution numérique Sans entrer dans les détails, on résout dans un premier temps le pro-
blème intérieur (4.38) par une méthode d’éléments finis P1 dans Ω
m .
On décrira plus en détail dans la partie 4.6 une méthode de résolution approchée du problème
intérieur basée sur les propriétés d’auto-similarité du domaine Ω, introduite dans [AT07].
4.5 Résolution du problème aux limites dans Ωm ∪Ωme
On cherche désormais à résoudre numériquement le problème (4.14), on mettra l’accent sur
certains cas particuliers. On note u = (ui , ue ) ∈V mu0 la solution du problème.
On cherche dans un premier temps à exprimer γD := ui |Γm = ue |Γm comme la solution d’un
problème de point fixe. On introduit pour ce faire un opérateur Dirichlet-Neumann pour le
domaine extérieur Ωme , et un opérateur Neumann-Dirichlet pour le domaine Ω
m .
L’opérateur Dirichlet-Neumann On s’intéresse ici au problème extérieur. On considère l’opé-
rateur affineH me qui associe à ζ
D ∈H 1/2(Γm) la solution ue ∈V me du problème extérieur
−∆ue = f e sur Ωme ,
ue |Γm = ζ
D sur Γm ,
∂nue |Σm∪Γ0 = 0 sur Σ
m ∪Γ0,
(4.40)
On introduit l’opérateur Dirichlet-Neumann S m :H 1/2(Γm)→ UH−1/2(Γm) défini par
S
mζ D = ∂nH
m
e ζ
D (ζ D ∈H 1/2(Γm )). (4.41)
L’opérateur Neumann-Dirichlet On considère maintenant le problème extérieur. On consi-
dère l’opérateur affineH m
i
qui associe à ζ N ∈ H 1/2(Γm ) la solution ui ∈ H 1(Ωm) du problème
intérieur 
−∆ui = f i sur Ωm ,
∂nui |Γm = ζ
N sur Γm ,
∂nui |Σm = 0 sur Σ
m ,
u|Γ0 = u0 sur Γ
0.
(4.42)
On définit l’opérateur Neumann-Dirichlet T m : UH−1/2(Γm)→H 1/2(Γm) par
T
mζ N = H mi ζ
N
|Γm (ζ
N ∈ UH−1/2(Γm)). (4.43)
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Le problème de point fixe On exprime ici γD comme solution d’un problème de point fixe.
Proposition 4.5.1 – Soit ζ D ∈H 1/2(Γm ). On a
(T m ◦S m)ζ D = ζ D , (4.44)
si et seulement si ζ D = γD .
Démonstration. On observe que si ζ D ∈ H 1/2(Γm) est un point fixe de l’opérateur T m ◦S m ,
alors u = (ui , ue ) := (H
m
e ζ
D ,H m
i
(S mζ D )) ∈V m est solution du problème (4.14). On a alors
ui |Γm = ue |Γm = γ
D .
Récriture du problème de point fixe On considère l’opérateur linéaire H me ,0 qui associe à
ζ D ∈H 1/2(Γm ) la solution ue ∈V me du problème extérieur (4.40) avec f e ≡ 0.
On introduit l’opérateur Dirichlet-Neumann S m
0
:H 1/2(Γm)→ UH−1/2(Γm) défini par
S
m
0
ζ D = ∂nH
m
e ,0ζ
D ,
de sorte queS mζ D =S m
0
ζ D +S m(0) pour tout ζ D .
On considère par ailleurs l’opérateur linéaire H m
i ,0
qui associe à ζ N ∈ H 1/2(Γm) la solution
ui ∈H 1(Ωm ) du problème intérieur (4.42) avec f i ≡ 0 et u0 ≡ 0.
On définit l’opérateur Neumann-Dirichlet T m
0
: UH−1/2(Γm)→H 1/2(Γm) par
T
m
0
ζ N =H mi ,0 ζ
N
|Γm .
de sorte que T mζ N =T m
0
ζ N +T m(0) pour tout ζ N .
On observe alors que le problème de point fixe (4.44) se récrit
(T m
0
◦S m
0
− Id)γD = −T m
0
(S m(0))−T m(0). (4.45)
4.5.1 Un exemple dans le cas f e = 0
On étudie un problème aux limites pour lequel f e ≡ 0, qui s’écrit de la manière suivante.
On considère σ ∈An pour 0< n < m, et on cherche u = (ui , ue ) telle que
∆ue = 0 dans Ω
m
e ,
∆ui = δΓσ dans Ω
m \Γσ ,
∂nui |Σm = ∂nue |Σm = 0 sur Σ
m ,
ui |Γ0 = 0 sur Γ
0,
∂nue |Γ0 = 0 sur Γ
0,
ui |Γm = ue |Γm sur Γ
m ,
∂nui |Γm = ∂nue |Γm sur Γ
m .
(4.46)
L’équation impose alors un saut de la dérivée normale de ui sur Γ
σ , qu’on peut interpréter
comme une condition traduisant la présence d’une source intérieure localisée sur le segment Γσ .
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4.5.1.a Résolution numérique
Approximation des opérateurs On détaille pour commencer les approximations des opéra-
teurs Dirichlet-Neumann et Neumann-Dirichlet que l’on choisit. On procède à la même discré-
tisation que dans le paragraphe 4.3.2.
• L’opérateur Neumann-Dirichlet : le problème à résoudre est le problème intérieur (4.38)
qu’on résout numériquement. On construit ainsi un opérateur _T m qui associe à une
approximation constante sur chaque segment Si (1 # i # M ) de la donnée de Neumann
ζ N une fonction constante sur chaque segment Si approchant T
mζ N .
• L’opérateur Dirichlet-Neumann : le problème extérieur (4.40) est en fait le problème ho-
mogène 4.17 avec ζ N ≡ 0. Le paragraphe 4.3.2 fournit alors une approximation _S m de
l’opérateur Dirichlet-NeumannS m définie par
_S m : (ζ D
1
, . . . ,ζ DM1
) ,→ (χ1, . . . ,χM1), (4.47)
où (χ1, . . . ,χM1 ,ψM1+1, . . . ,ψM , c˜) est la solution de (4.35).
Résolution du problème de point fixe On résout numériquement le problème de point fixe
(4.45) dont l’inconnue γD est la trace sur Γm de la solution du problème de transmission (4.14).
L’analogue discret de 4.45 s’écrit
(_T m
0
◦ _S m − Id)γ˜D = −_T m(0).
On résout ce système linéaire par une méthode de bi-gradient conjugué stabilisé (voir [VdV92]),
on détaille dans la Table 4.1 ci-dessous le nombre d’itérations de la méthode en fonction du
nombre de générations m du sous-domaine.
On obtient alors la donnée de Dirichlet approchée γ˜D de la solution sur Γm , constante sur
chaque segment Si .
Reconstruction de la solution On décrit finalement la reconstruction d’une approximation
de la solution (ui , ue ) du problème (4.14) sur tout le plan.
On résout le système linéaire (4.35) en prenant γ˜D comme donnée Dirichlet sur Γm , on désigne
par (χ1, . . . ,χM1 ,ψM1+1, . . . ,ψM , c˜) la solution du système qui fournit :
& une approximation de la trace de ∂nue sur Γm donnée par (χ1, . . . ,χM1 ),
& une approximation de la trace de ue sur Γm donnée par (ψM1+1, . . . ,ψM ).
On déduit alors de (4.33) une approximation u˜e de ue dans Ω
m
e :
u˜e(x) =
∫
Γm
(γ˜D∂nEx − χ˜Ex ) d s +
∫
Σm∪Γ0
ψ˜∂nEx d s − c˜ , (x ∈Ωme ), (4.48)
où χ˜ =
∑
1#i#M1
χi Si et ψ˜=
∑
M1<i#M
ψi Si .
On construit une approximation u˜i de ui dans le domaine Ω
m en résolvant à nouveau un pro-
blème intérieur par éléments finis, à partir de la donnée de Neumann approchée χ˜ sur Γm .
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4.5.1.b Résultats numériques
On détaille dans la table 4.1 le nombre d’itérations avant convergence de la méthode de bi-
gradient conjugué stabilisé, en fonction du nombre m de générations du sous-domaine Ωm .
On constate que le nombre d’itérations croît beaucoup avec le nombre de générations. Ce
Nombre m de générations Nombre d’itérations Temps de calcul
4 2 0,03
5 10 0,3
6 8 0,7
7 22 6,6
8 20 21,2
9 42 161,0
10 84 1143,0
11 114 2015,1
Table 4.1 – Nombre d’itérations et temps écoulé (en secondes) dans l’algorithme de bi-gradient
conjugué stabilisé
phénomène pourrait s’expliquer par le fait qu’on est dans le cas où le fractal présente des auto-
intersections. Il serait intéressant de faire la même étude en résolvant plutôt un problème de
Neumann extérieur, et un problème mixte intérieur. On s’attend pour ce choix à une meilleure
convergence.
La Figure 4.2 présente la solution approchée calculée de la manière décrite ci-dessus dans le cas
où m = 10, et où la source est placée sur le segment Γ21.
Figure 4.1 – Solution approchée pour m = 10 dans le cas d’une source intérieure placée sur Γ21.
4.5 Résolution du problème aux limites dans Ωm ∪Ωm
e
149
-3 -2 -1  0  1  2  3
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
Figure 4.2 – Solution approchée pour m = 10 dans le cas d’une source intérieure placée sur Γ21,
représentée par des lignes de niveau.
4.5.2 Le problème aux limites avec une source extérieure ponctuelle
On s’intéresse ici au problème aux limites décrit au paragraphe 4.2 dans le cas d’une source
extérieure ponctuelle en un point x¯ du domaine extérieur Ωme . Il s’agit du problème (4.14) avec
f i ≡ 0 et f e = δx¯ où δx¯ est la masse de Dirac au point x¯. On translate le problème pour se
ramener à une formulation du type de (4.14).
4.5.2.a Le problème extérieur
Soit ξ D ∈H 1/2(Γm). On cherche à résoudre le problème extérieur (4.40) qui s’écrit :
−∆ue = δx¯ sur Ωme ,
ue = ξ
D sur Γm ,
∂nue = 0 sur Σ
m ∪Γ0.
(4.49)
On cherche une solution de (4.49) sous la forme ue = u¯e + Ex¯ , où u¯e appartient à l’espace V
m
e .
La fonction u¯e est alors solution du problème
∆u¯e = 0 sur Ω
m
e ,
u¯e = ξ
D − Ex¯ sur Γm ,
∂n u¯e =−∂nEx¯ sur Σm ∪Γ0,
(4.50)
qui correspond au problème homogène (4.17) avec
ζ D = ξ D − Ex¯ (4.51)
ζ N = −∂nEx¯ . (4.52)
On note (χ ,ψ, c) la solution du problème (4.32) avec les conditions (4.51) et (4.52). On a alors
χ = ∂n u¯e |Γm et ψ= u¯e |Σm∪Γ0 .
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On introduit alors l’opérateur Dirichlet-NeumannSm défini par
S
mξ D = χ + ∂nEx¯ |Γm . (4.53)
On déduit par ailleurs de (4.33) l’expression de la solution u¯e cherchée :
u¯e(x) =
∫
Γm
(∂nEx (ξ
D − Ex¯ )−χEx) d s +
∫
Σm∪Γ0
(ψ∂nEx + Ex∂nEx¯ ) d s − c . (4.54)
4.5.2.b Résolution numérique
On procède de manière analogue au paragraphe 4.5.1. On cherche à résoudre numérique-
ment le problème de point fixe
(T m
0
◦S m
0
− Id)γD = −T m
0
(Sm(0)). (4.55)
On procède de nouveau à la discrétisation décrite au paragraphe 4.3.2.
Résolution numérique du problème extérieur On commence par décrire la résolution nu-
mérique du problème (4.49). On considère ξ D ∈ H 1/2(Γm). On appelle ˜¯ue la solution approchée
du problème (4.50) calculée comme en 4.3.2, en approchant les données
ζ D = ξ D − Ex¯ et ζ N = −∂nEx¯ par des fonctions constantes sur les segments Si , 1 # i # M1,
valant respectivement ξ Di − si et −di sur chaque Si , où
si =
1
|Si |
∫
Si
Ex¯ (y)d s (y), di =
1
|Si |
∫
Si
∂nEx¯ (y)d s (y).
On désigne par (χ1, . . . ,χM1 ,ψM1+1, . . . ,ψM , c˜ ) la solution du système linéaire (4.35), qui fournit :
& une approximation de la trace de ∂n u¯e sur Γm donnée par (χ1, . . . ,χM1 ),
& une approximation de la trace de u¯e sur Σm ∪Γ0 donnée par (ψM1+1, . . . ,ψM ).
On définit alors un opérateur USm approchant l’opérateur Dirichlet-Neumann Sm par
USm(ξ D1 , . . . ,ξ DM1 ) = (χ1 + d1, . . . ,χM1 + dM1). (4.56)
La résolution du système permet en particulier de construire la solution approchée ˜¯ue du pro-
blème (4.50) en posant
˜¯ue(x) =
∫
Γm
(∂nEx (ξ˜
D − Ex¯ )− χ˜Ex ) d s +
∫
Σm∪Γ0
(ψ˜∂nEx + Ex∂nEx¯ ) d s − c˜ , (4.57)
où χ˜ =
∑
1#i#M1
χi Si et ψ˜=
∑
M1<i#M
ψi Si .
On peut alors construire une solution approchée u˜e = ˜¯ue + Ex¯ du problème .
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Résolution numérique du problème aux limites On choisit comme précédemment pour
opérateurs Neumann-Dirichlet et Dirichlet-Neumann approchés :
• une approximation _T m de l’opérateur T m obtenu par une méthode d’éléments finis
comme dans le paragraphe 4.5.1.a,
• l’opérateur _S m
0
obtenu comme au paragraphe 4.5.1.a par la résolution numérique du
problème homogène (4.17).
On cherche alors à résoudre le problème de point fixe
(_T m ◦ _S m
0
− Id)γ˜D = −_T m(USm(0)). (4.58)
On commence par calculer le secondmembre approché associé au problème de point fixe, donné
par −_T m ◦ _S m(0).
On résout ensuite (4.58) par une méthode de bi-gradient conjugué stabilisé comme précédem-
ment, et on obtient la donnée Dirichlet approchée γ˜D de la solution sur Γm .
On peut alors reconstruire la solution approchée (u˜i , u˜e ) du problème aux limites. On obtient
u˜e par (4.57), puis on obtient u˜i en résolvant un problème intérieur avec pour donnée de Neu-
mann USγ˜D .
4.5.2.c Résultats numériques
La Figure 4.3 présente la solution approchée calculée de la manière décrite ci-dessus dans le
cas où m = 10, et où on a placé la source ponctuelle au point (−2,5;3,25).
Figure 4.3 – Solution approchée pour m = 10 dans le cas d’une source extérieure placée en
(−2,5;3,25).
152 Chapitre 4 – Un problème de transmission
-3 -2 -1  0  1  2  3
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
Figure 4.4 – Solution approchée pour m = 10 dans le cas d’une source extérieure placée en
(−2,5;3,25) représentée par ses lignes de niveau.
4.6 Une méthode de résolution auto-similaire du problème in-
térieur
On rappelle dans cette partie la méthode de résolution approchée de problèmes de Poisson
avec des conditions de Neumann non-homogènes dans des domaines ramifiés proposée par Y.
Achdou, C. Sabot et N. Tchou (voir [AST06, AT07, AST07]). Il s’agit d’une méthode multi-
échelle basée sur des conditions aux limites transparentes, et un développement en ondelettes de
la donnée de Neumann.
Le problème considéré est le suivant. On considère u0 ∈ H 1/2(Γ0), et on cherche une solution
u ∈H 1(Ω) du problème de Poisson :
∆u = 0 dans Ω,
u = u0 sur Γ
0,
∂nu = 0 sur Σ,
où on cherche à imposer en plus une condition de Neumann sur Γ∞ de donnée γN ∈ L2µ(Γ∞) en
un sens faible. On s’intéresse alors naturellement au problème variationnel suivant : on cherche
u ∈H 1(Ω) telle que 
∫
Ω
∇u ·∇v =
∫
Γ∞
γN /∞(v) dµ, ∀v ∈ V (Ω),
u|Γ0 = u0,
(4.59)
où V (Ω) = {v ∈H 1(Ω), v|Γ0 = 0}. On note U (u0,γN ) la solution du problème (4.59).
Le problème variationnel donne une solution au problème de Poisson ci-dessus au sens du théo-
rème suivant démontré dans [AT07].
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Théorème 4.6.1 – Si γN ∈ L2µ(Γ∞) et u0 ∈H 1/2(Γ0), le problème (4.59) admet une unique solution
u , qui vérifie une condition de Neumann sur Γ∞ de donnée γN au sens suivant : si γN = /∞(w)
pour w ∈ C 1(Ω) et uk ∈H 1(Ωm ) solution du problème :
∆um = 0 dans Ωm ,
um |Γ0 = u0 sur Γ
0,
∂nu
m = 0 sur Σm ,
∂nu
m = |Γm+1|−1w|Γm+1 sur Γm+1,
alors
lim
m→∞‖u − um‖H 1(Ωm) = 0.
4.6.1 Approximation de la solution dans Ωm
Les auteurs de [AST06] proposent alors une méthode pour approcher la solution u du
problème (4.59) dans les sous-domaines Ωm , m ∈". On décrit ci-dessous le cas où γN = 0 ; puis
le cas où γN est une ondelette de Haar. Le cas général se déduit en développant la donnée de
Neumann dans la base d’ondelettes de Haar de Γ∞.
Le cas où γN = 0 Pour u0 ∈ H 1/2(Γ0), on appelle H (u0) la solution de (4.59). On désigne
d’autre part par T l’opérateur Dirichlet-Neumann de H 1/2(Γ0) dans H−1/2(Γ0) défini par T :
u0 ,→ ∂nH (u0)|Γ0 .
On note w =H (u0)|Y 0 . L’auto-similarité et l’invariance par changement d’échelle des équations
impliquent que w est solution du problème (P0 ) donné par
∆w = 0 dans Y 0, (4.60)
w|Γ0 = u0 sur Γ
0, (4.61)
∂nw |∂ Y 0\(Γ0∪Γ1) = 0 sur ∂ Y
0 \ (Γ0 ∪Γ1), (4.62)
∂nw | fi (Γ0) =−
1
a
T (w| fi (Γ0) ◦ fi ) ◦ fi
−1 sur fi (Γ
0), i = 1,2, (4.63)
qui est un problème bien posé, du fait que T est un opérateur linéaire borné auto-adjoint semi-
défini positif. L’équation (4.63) est appelée condition aux limites transparente.
Ce procédé est utilisé pour approcher u|Ωm pour m ∈ ", en résolvant successivement 2m+1− 1
problèmes aux limites sur la cellule Y 0 : l’algorithme de résolution 4.6.1 ci-dessous est basé sur
le résultat suivant qui permet de calculer u| fσ (Y 0) pour σ ∈Am en fonction de u|Ωm−1 .
Proposition 4.6.1 – On désigne par u la solution du problème (4.59). Si σ ∈Am et wσ ∈ H 1(Y 0)
est la solution du problème (P0) où on a remplacé la condition (4.61) par
w|Γ0 = u|Γσ ◦ fσ sur Γ0, (4.64)
alors u| fσ (Y 0) = wσ ◦ fσ
−1 pour chaque σ ∈Am .
Algorithme 4.6.1 – Pour u0 ∈H 1/2(Γ0), on calcule u|Ωm au moyen de l’algorithme suivant.
– Pour k = 0 à m+ 1,
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– pour σ ∈Ak (à ce stade, u|Γσ est connu),
– on trouve w ∈ H 1(Y 0) solution du problème aux limites donné par (4.60), (4.62),
(4.63), et (4.61) si k = 0, (4.64) sinon.
– on pose u|Y σ = w ◦ fσ−1.
L’opérateur Dirichlet-Neumann T est approché de la manière suivante. On désigne par C le
cône des opérateurs linéaires bornés auto-adjoints semi-définis positifs, et parM l’opérateur de
C dans C défini par
M S : u0 ∈H 1/2(Γ0) ,→ ∂nw|Γ0 (S ∈ C ),
où w est la solution du problème (P0 ) dont la condition (4.63) est remplacée par
∂nw =−
1
a
S(w| fi (Γ0) ◦ fi ) ◦ fi
−1 sur fi (Γ
0), i = 1,2.
Le théorème suivant montré dans [AST06] (voir aussi [AT07]) permet alors d’approcher T avec
une précision arbitraire.
Théorème 4.6.2 – L’opérateur T est l’unique point fixe deM . De plus, il existe ρ ∈]0,1[ tel que
pour tout S ∈ C , on puisse trouver une constante C > 0 vérifiant
∀k $ 0, ‖M k(S)−T ‖ # Cρ k4 .
Le cas où γN est une ondelette de Haar Dans ce cas, la méthode de résolution s’appuie sur
la résolution du problème avec pour donnée de Neumann g = Γ∞ .
On note e = U (0, g ) et eσ = U (0, gσ ) pour σ ∈A . On appelle y (resp. yσ ) la dérivée normale
de e (resp. eσ ) sur Γ
0.
La fonction y est l’unique solution du problèmeG
y = By,∫
Γ0 y d x = 0
(4.65)
où B est l’opérateur borné de UH−1/2(Γ0) dans L2(Γ0) défini par Bz = ∂nw |Γ0 , où
w ∈ V (Y 0) est l’unique solution du problème
∆w = 0 dans Y 0, (4.66)
w|Γ0 = 0 sur Γ
0, (4.67)
∂nw |∂ Y 0\(Γ0∪Γ1) = 0 sur ∂ Y
0 \ (Γ0 ∪Γ1), (4.68)
∂nw fi (Γ0) =−
1
a
T (w| fi (Γ0) ◦ fi ) ◦ fi
−1− z ◦ fi−1 sur fi (Γ0), i = 1,2. (4.69)
L’algorithme 4.6.2 ci-dessous permet alors de calculer e en résolvant 2m+1 − 1 problèmes aux
limites dans Y 0.
Algorithme 4.6.2 –
– Pour k = 0 à m+ 1,
– pour σ ∈Ak (à ce stade, e|Γσ est connu),
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– on trouve w ∈ H 1(Y 0) solution du problème aux limites donné par (4.66), (4.68),
w|Γ0 = 0 si k = 0, w|Γ0 = e|Γσ ◦ fσ sinon, et
∂nw fi (Γ0) =−
1
a
T (w| fi (Γ0) ◦ fi ) ◦ fi
−1− 1
2k+1a
y ◦ fi−1 sur fi (Γ0), i = 1,2,
– on pose u|Y σ = w ◦ fσ−1.
On peut alors approcher la solution e0 = U (0, g0) en remarquant que e0|Y 0 = w où w vérifie
(4.66), (4.68) et
∂nw | fi (Γ0) =−
1
a
T (w| fi (Γ0) ◦ fi ) ◦ fi
−1+
(−1)i
2a
y ◦ fi−1 sur fi (Γ0), i = 1,2,
et pour i = 1,2,
e0| fi (Ω) =
(−1)i+1
2
e ◦ fi−1+
E
H (e0| fi (Γ0) ◦ fi )
F
◦ fi−1.
Les eσ , y
σ sont alors déduites par récurrence. Si σ = iτ pour i ∈ {1,2} et τ ∈A , alors eσ |Y 0 = w,
où w ∈ V (Y 0) vérifie (4.66), (4.68) et
∂nw fi (Γ0) =−
1
a
T (w| fi (Γ0) ◦ fi ) ◦ fi
−1− 1
2a
yτ ◦ fi−1 sur fi (Γ0), i = 1,2.
D’autre part, on a
eσ | fi (Ω)
=
1
2
eτ ◦ fi−1+
E
H (e0 | fi (Γ0)) ◦ fi
F
◦ fi−1,
eσ | fı¯ (Ω)
=
E
H (e0| fı¯ (Γ0) ◦ fı¯)
F
◦ fı¯−1,
où la notation ı¯ désigne 2 si i = 1, et 1 sinon.
Le résultat suivant indique que si n est fixé et σ ∈ Ak , ‖eσ‖L2(Y n) décroît exponentiellement
rapidement lorsque k→∞, où Y n =⋃τ∈An fτ(Y 0).
Théorème 4.6.3 – Il existe une constante C > 0 telle que pour tous n,k entiers tels que 1# n < k ,
et σ ∈Ak ,
‖eσ‖L2(Y n) # 2
−n ρk−n,
où ρ est la constante de la constante du Théorème 4.6.2.
Le cas général Dans le cas général, on décompose γN dans la base d’ondelettes de Haar de
Γ∞ :
γN = βg +
∑
n∈"
∑
σ∈Ak
βσ gσ .
Le Théorème 4.6.3 permet alors de montrer que
U (0,γN ) = βe +
∑
n∈"
∑
σ∈Ak
βσ eσ .
Dans [AST06], les auteurs obtiennent l’estimation d’erreur suivante. Il existe une constante C
indépendante de γN telle que pour tous n,K entiers tels que 1# n < K ,WWWU (0,γN )−βe −∑Kk=0∑σ∈Ak βσ eσWWWH 1(Y n ) # C 2−K/2 ρK−n ‖γN‖L2µ(Γ∞),
où ρ est la constante du Théorème 4.6.2.
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4.6.2 Application à la résolution numérique du problème intérieur
La méthode décrite ci-dessus permet de résoudre de manière approchée un problème aux
limites dans Ω avec une donnée de Neumann sur Γ∞. Le problème qu’on traite dans la méthode
de point fixe est un problème dans Ωm avec une donnée de Neumann sur Γm . On décrit ici très
brièvement comment exploiter la méthode du paragraphe 4.6.1 pour approcher la solution du
problème (4.42) dans Ωm dans le cas où f i ≡ 0.
Lorsque m est grand, pour exploiter les propriétés d’auto-similarité, on “projette” la donnée
de Neumann sur Γ∞ en la développant en ondelettes de Haar, puis en identifiant les coefficients
d’ondelettes. On obtient une donnée de Neumann ζ n sur Γ∞.
On approche ensuite la solution du problème dans Ωm par
U (u0,0)|Ωm +U (0,ζ
N )|Ωm .
Mise en œuvre numérique On décrit par exemple la résolution numérique dans le cadre de
la discrétisation décrite au paragraphe 4.3.2, pour laquelle l’ensemble Γm est découpé en M1
segments. On suppose que M1 = 2
m et que le découpage de Γm est donné par {Γτ, τ ∈Am}.
On appelle γ˜N la donnée de Neumann approchée pour le problème intérieur (4.42), prise
constante sur chaque segment du découpage. On peut écrire le développement en ondelettes
de γ˜N sous la forme
γ˜N = βh +
m−1∑
k=0
∑
σ∈Ak
βσ hσ ,
où h = Γm , et les fonctions hσ , σ ∈Ak , k < m, sont définies sur Γm par
hσ ≡ gσ | fτ (Γ∞) sur Γ
τ , τ ∈Am .
On note que l’ondelette de Haar gσ est constante sur fτ(Γ
∞) pour tout τ ∈ Am . On obtient
alors la donnée de Neumann projetée sur Γ∞
ζ N =βg +
m−1∑
k=0
∑
σ∈Ak
βσ gσ .
On approche alors la solution du problème dans Ωm par la restriction de U (0,ζ N ) à Ωm donnée
par
βe +
m−1∑
k=0
∑
σ∈Ak
βσ eσ ,
les fonctions eσ ayant été calculées préalablement, et étant stockées.
Remarque 4.6.1 – Notons que le Théorème 4.6.3 permet d’éviter de calculer eσ dans Ω tout entier :
le théorème assure que lorsque σ ∈An pour n grand, la fonction eσ |Yk est très proche de 0 si n−k est
assez grand. En pratique, on approche eσ par 0 lorsque n− k $ 3.
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4.7 Annexe : calcul explicite des intégrales
On détaille ici le calcul explicite des intégrales si , j et di , j données en (4.34). Soient deux
entiers i et j tels que 1# i , j #M , où M est le nombre de segments dans le découpage de ∂ Ωm .
On rappelle que les intégrales s’écrivent
si , j =−
1
2pi|Si |
∫
Si
∫
Sj
ln |y − x | dy d x et di , j =−
1
2pi|Si |
∫
Si
∫
Sj
(y − x) · n(y)
|y − x |2 dy d x ,
où n(y) désigne la normale au segment Sj au point y ∈ Sj , dirigée vers l’extérieur du domaine
Ω.
Calcul de l’intégrale si, j On appelle ϕ l’angle algébrique entre les segments orientés Si et Sj .
On considère d’abord le cas où ϕ )= 0. On se place dans le repère R = (O,vi ,vj ), où O est
l’intersection des droites engendrées par les deux segments, et vi et vj sont les vecteurs directeurs
respectifs de Si et Sj . Soient (λ, 0) et (0,µ) les coordonnées respectives des origines de Si et Sj
dans le repèreR, voir Figure 4.5.
O
vj
y
ϕ x
Si
S j
λ
vi
µ
Figure 4.5 – Le repère dans le cas où ϕ )= 0
On peut récrire si , j de la manière suivante :
si , j = −
1
2pil1
∫ λ+l1
λ
∫ µ+l2
µ
1
2
ln(ξ 2− 2ξ ηcosϕ+ η2) dη dξ , (4.70)
où l1 et l2 sont les longueurs respectives des segments Si et Sj .
Si on note ω =]λ,λ+ l1[×]µ,µ+ l2[, on a par la formule de Green
si , j =
1
2pil1
N
l1 l2
2
− 1
4
∫
∂ ω
(ξ ,η).ν(ξ ,η) ln(ξ 2− 2ξ ηcosϕ+ η2) dσ(ξ ,η)
O
, (4.71)
où ν(ξ ,η) est la normale sortante à ω au point (ξ ,η) ∈ ∂ ω, et σ la mesure surfacique associée
à ∂ ω. On obtient ainsi
si , j =
1
2pil1
N
l1 l2
2
− 1
4
((λ+ l1)I
µ,µ+l2
λ+l1
−λIµ,µ+l2
λ
+ (µ+ l2)I
λ,λ+l1
µ+l2
−µI λ,λ+l1µ )
O
, (4.72)
où I α,βγ =
∫β
α ln(ζ
2− 2ζ γ cosϕ+ γ 2) dζ , pour des réels α,β,γ .
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Une intégration par parties et un calcul explicite montrent que
I α,βγ = 2(β−α) + (β− γ cosϕ) ln(β2− 2βγ cosϕ+ γ 2)
− (α− γ cosϕ) ln(α2− 2αγ cosϕ+ γ 2)
− 2γ sinϕ
N
arctan
β− γ cosϕ
γ sinϕ
− arctan α− γ cosϕ
γ sinϕ
O
.
(4.73)
On considère maintenant le cas où ϕ = 0, c’est-à-dire que les segments Si et Sj sont parallèles.
On se place dans le repère orthonormal (A,w,w⊥), où A est la première extrémité du segment
Si et w est le vecteur directeur du segment Si . On note (λ,µ) les coordonnées de la première
extrémité du segment Sj dans ce repère. On note l1 la longueur de Si et l2 la longueur algébrique
de Sj , de sorte que la deuxième extrémité de Sj a pour coordonnées (µ+ l2,λ), voir Figure 4.6.
A
y
w
x
Sj
Si
λ
w⊥
µ
Figure 4.6 – Le repère dans le cas où ϕ = 0
Dans ce cas,
si , j = −
1
2pil1
∫ l1
0
∫ µ+l2
µ
1
2
ln((ξ − η)2 +λ2) dη dξ ,
et par la formule de Green,
si , j =
1
4pil1
K∫∫
ω
(ξ − η)2
(ξ − η)2 +λ2 dη dξ −
1
2
∫
∂ ω
(ξ ,η).ν(ξ ,η) ln((ξ − η)2 +λ2) dσ(ξ ,η)
H
,
où on note ω =]0, l1[×]µ,µ+ l2[, et ν(ξ ,η) représente la normale extérieure à ω au point
(ξ ,η) ∈ ∂ ω.
si , j =
1
4pil1
N
l1 l2−λ2
∫∫
ω
1
(ξ − η)2 +λ2 dη dξ −
1
2
(l1J
µ,µ+l2
l1
+ (µ+ l2)J
0,l1
µ+l2
−µJ 0,l1µ )
O
,
où Jα,βγ =
∫β
α ln((ζ − γ )2 +λ2) dζ pour des réels α,β,γ .
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On suppose λ )= 0. En intégrant une première fois, puis en intégrant par parties, on obtient :∫∫
ω
1
(ξ − η)2 +λ2 dη dξ =
1
λ
N
arctan
ξ −µ
λ
− arctan ξ − (µ+ l2)
λ
O
=
1
2
ln
(µ2 +λ2)((l1− (µ+ l2))2 +λ2)
((µ+ l2)
2 +λ2)((1−µ)2 +λ2)
+
l1−µ
λ
arctan
l1−µ
λ
− l1− (µ+ l2)
λ
arctan
l1− (µ+ l2)
λ
+
µ+ l2
λ
arctan
µ+ l2
λ
− µ
λ
arctan
µ
λ
.
D’autre part, une intégration par parties donne
Jα,βγ = 2(α−β) + 2λ
N
arctan
β− γ
λ
− arctan α− γ
λ
O
+ (β− γ ) ln((β− γ )2 +λ2)− (α− γ ) ln((α− γ )2 +λ2).
Si λ= 0, on a
si , j =
1
4pil1
5
l1 l2−
1
2
(l1J
µ,µ+l2
l1
+ (µ+ l2)J
0,l1
µ+l2
−µJ 0,l1µ )
6
,
où Jα,βγ = 2(α−β)+ (β− γ ) ln((β− γ )2)− (α− γ ) ln((α− γ )2).
Calcul de l’intégrale di, j Dans le cas où ϕ )= 0, on se place dans le même repère que précé-
demment, voir Figure 4.5. Avec les mêmes notations que ci-dessus, on a
di , j = −
1
2pil1
∫ λ+l1
λ
∫ µ+l2
µ
ξ sinϕ
ξ 2− 2ξ ηcosϕ+ η2 dη dξ ,
et, par la formule de Green,
di , j = −
1
4pil1
N∫∫
ω
ξ sinϕ
ξ 2− 2ξ ηcosϕ+ η2 dη dξ
+
∫
∂ ω
(ξ ,η).ν(ξ ,η)
ξ sinϕ
ξ 2− 2ξ ηcosϕ+ η2 dσ(ξ ,η)
O
.
On en déduit que
di , j =−
1
2pil1
∫
∂ ω
(ξ ,η).ν(ξ ,η)
ξ sinϕ
ξ 2− 2ξ ηcosϕ+ η2 dσ(ξ ,η). (4.74)
Alors,
di , j = −
sinϕ
2pil1
((λ+ l1)
2Iλ+l1 −λ
2Iλ+ (µ+ l2)Jµ+l2 −µJµ), (4.75)
où Iα =
∫ µ+l2
µ
1
η2− 2ηα cosϕ+α2 dη, et Jβ =
∫ λ+l1
λ
ξ
ξ 2− 2ξβ cosϕ+β2 dξ pour α,β non
nuls, et I0 = J0 = 0.
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Un calcul explicite montre que si α,β )= 0,
Iα =
1
α sinϕ
N
arctan
µ+ l2−α cosϕ
α sinϕ
− arctanµ−α cosϕ
α sinϕ
O
,
Jβ =
1
2
ln
(λ+ l1)
2− 2(λ+ l1)β cosϕ+β2
λ2− 2λβ cosϕ+β2
+
cosϕ
sinϕ
N
arctan
λ+ l2−β cosϕ
β sinϕ
− arctan λ−β cosϕ
β sinϕ
O
.
On considère maintenant dans le cas où ϕ = 0. On se place dans le repère de la Figure 4.6 et on
utilise les mêmes notations que pour le calcul de si , j . On a
di , j = −
1
2pil1
∫ l1
0
∫ µ+l2
µ
λ
(ξ − η)2 +λ2) dη dξ .
Si λ= 0, on a di , j = 0. Si λ )= 0, une intégration par parties donne :
di , j =
1
2pil1
K
λ
2
ln
((µ+ l2)
2 +λ2)((l1−µ)2 +λ2)
(µ2 +λ2)((l1− (µ+ l2))2 +λ2)
+ (µ+ l2)arctan
µ+ l2
λ
−µarctan µ
λ
+ (l1−µ)arctan
l1−µ
λ
− (l1− (µ+ l2))arctan
l1− (µ+ l2)
λ
O
.
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