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を高々一つに制限したシーケントを用いている (Girard, 2001, p.309). (2)
統合的論理結合子の推論規則は‐ 項の論理結合子の組み合わせによって
得られた論理式をボトムアップに分解して得られるシーケントによって



















本稿では線形論理と焦点化に関する知識を仮定する (cf. [3, 5, 1
乗法加法的線形論理MALLの論理結合子とその推論規則は正と負の




























\displaystyle \overline{\overline{\sim P,\sim R\vdash $\Gamma$}}\vdash P,R, $\Gamma$ \frac{\underline{\vdash Q,R, $\Gamma$}}{\sim Q,\sim R\vdash $\Gamma$}
\overline{\frac{(\sim P\oplus\sim Q),\sim R\vdash $\Gamma$}{(\sim P\oplus\sim Q)\otimes\sim R\vdash $\Gamma$}(\otimes-1\mathrm{e}\mathrm{f}}\mathrm{t})
\displaystyle \frac{}{}\frac{\frac{P\vdash $\Gamma$\vdash $\Gamma$,\sim P}{\vdash $\Gamma$,\sim P\oplus\sim Q}\frac{R\vdash $\Delta$}{Q)\otimes\sim R\vdash $\Delta$,\sim R}}{\vdash $\Gamma,\ \Delta$,(\sim P\ominus\sim}
図1: 二項の論理結合子による分解
\displaystyle \frac{\vdash P,R, $\Gamma$\vdash Q,R, $\Gamma$}{(\sim P\oplus\sim Q)\copyright\sim R\vdash $\Gamma$}
 P \vdash  $\Gamma$ R \vdash  $\Delta$ Q \vdash  $\Gamma$ R \vdash  $\Delta$























\displaystyle \frac{\vdash $\Gamma,\ \xi$ 3, $\xi$ 7\vdash $\Gamma,\ \xi$ 4, $\xi$ 7}{ $\xi$\vdash $\Gamma$}( $\xi$\vdash\{\{3,7\}, \{4,7\}\})
\displaystyle \frac{ $\xi$ 3\vdash $\Gamma \xi$ 7\vdash $\Delta$}{\vdash $\Gamma,\ \Delta,\ \xi$}(\vdash $\xi$, \{3,7\}) \displaystyle \frac{ $\xi$ 4\vdash $\Gamma \xi$ 7\vdash $\Delta$}{\vdash $\Gamma,\ \Delta,\ \xi$}(\vdash $\xi$, \{4,7\})
図3: ルディクスの推論規則の例
(Girard, 2001, p.307)の記述よりジラールは MALL ではなくシーケント
の前件が制限された体系 \mathrm{k}_{\wedge}で分解を考えていることが分かる.しかし,
図4の論理式 (\sim P\oplus\sim Q)\otimes\sim Rは左規則を構成する際にボトムアップな分
解を行うと \otimes左規則を分解する時に左辺に論理式が複数個現れるという
問題が生じる (cf. 図1). ジラールは 「左規則はを規則,&規則と否定を組み
合わせることによって得られる」 (Girard, 2001, p.307, 引用者訳) と述べて








\displaystyle \frac{\vdash $\Gamma$,P,R\vdash $\Gamma$,Q,R}{\vdash $\Gamma$,P\& Q,R}
\displaystyle \frac{\overline{\vdash $\Gamma$}}{(\sim P\oplus\sim Q)\otimes\sim R\vdash $\Gamma$'}(P\& Q)8R ( \sim‐right)
図4: ド モルガン則による同一視
本稿では用いるシーケントを変更することで問題を解決する.我々は
両側を用いるシーケント  A\vdash $\Gamma$ から片側のみを用いるシーケント (one‐
sided sequent) \vdash $\Gamma$ にシーケントの定義を変更する.シーケントの前件に
論理式が高々一つしか現れないという条件は片側シーケントでは \vdash $\Gamma$ に
おいて  $\Gamma$ には高々一つの負の論理式しか現れないという条件である (cf.
図5). 片側シーケントでは論理結合子を含む論理式の否定はド モルガン




\displaystyle \frac{\vdash $\Gamma$,P,R\vdash $\Gamma$,Q,R}{\vdash $\Gamma$,(P\& Q)8R}( $\beta$, \{\{P,R\}, \{Q,R\}\})
ここで  $\Gamma$は正の論理式のみから成る多重集合で変数 P, Q,Rは正の論理
式を表す.
正の規則









A の代わりに位置  $\xi$ が用いられている.ルディクスのカット(または正規
化)は異なるシーケントにおいて前件と後件が共通する位置を含む時に定
義されている (Girard, 2001, p.322). 片側シーケントでのカッ トは A と \sim A
の間で行われるのだが,位置  $\xi$ の双対 \sim $\xi$ とは一体なんであろうか.片側
シーケントでは論理結合子を含む論理式の否定はド モルガン双対に対
する等号によって定義され,否定は最終的に原子論理式にしか付かず始式
\vdash P,\sim P (ここでPは原子論理式)によって導入されることになる.これに対
しルディクスは相互作用によって双対を定義する理論であり,始式を初め
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