Abstract-This paper deals with parameter identification for expensive-to-simulate models, and presents a new strategy to address the resulting optimization problem in a context where the budget for simulations is severely limited. Based on Kriging, this approach computes an approximation of the probability distribution of the optimal parameter vector, and selects the next simulation to be conducted so as optimally to reduce the entropy of this distribution. The identification of the parameters of a non-uniquely identifiable continuous-time state-space model is used to illustrate the method.
I. INTRODUCTION
The vector x of the parameters of a parametric model is usually estimated by minimizing some cost function f (x) that quantifies the difference between a vector y of experimental data and the results y m (x) of model simulation [15] . Except in some important but very specific cases where the optimal parameter vector x * can be computed explicitly, this optimization requires a large number of model simulations. This paper is concerned with the case where the number of model simulations effectively achievable is severely limited by either time or cost.
In this context, it becomes essential to favor optimization methods that use the scarce information as efficiently as possible. Such methods often use an approximation based on past evaluation results as a cheap proxy for the function to be optimized. We shall refer to this proxy as a surrogate approximation to avoid confusion with the parametric model y m (x). Surrogate approximations based on Gaussian processes and Kriging (initially introduced in geostatistics [7] ) have received particular attention [5] , mainly for the underlying probabilistic framework, which allows the set of function evaluations to be chosen efficiently.
For this purpose, the authors have introduced the Informational Approach to Global Optimization (IAGO, [13] ). IAGO involves the explicit estimation of the probability distribution of the values of x that correspond to a (global) minimum of f . (In what follows, these values will be called (global) minimizers of f .) This makes it possible to conduct an information-based search by performing an additional evaluation at a point that optimally reduces the entropy of this distribution. In comparison, most alternative strategies 1 Julien Villemonteix is with the Department of Energetic Systems, Renault SA. 78298 Guyancourt, France. Emmanuel Vazquez is with the Department of Signal and Electronic Systems, SUPELEC. 91192 Gif-sur-Yvette, France. Eric walter is with the "Laboratoire des Signaux et Systèmes", CNRS, SUPELEC, Univ Paris-Sud. 91192 Gif-sur-Yvette, France. Emails: {julien.villemonteix,emmanuel.vazquez}@supelec.fr, eric.walter@lss.supelec.fr implicitly seek a likely value for x * and then assume it to be a suitable location for evaluating f ( [4] , [5] , [6] ). This paper is aimed at drawing the attention of the control community on the pertinence and performances of the IAGO, to be presented in Section III. Section II will recall the principles of Kriging, on which IAGO is based, and Section IV will illustrate the potential evaluation savings of the methodology on a simple but not uniquely identifiable continuous-time state-space model.
II. ESTIMATING PROBABILITY DISTRIBUTION FOR x *

A. Kriging and linear prediction
Kriging ( [1] , [11] ) is a prediction method based on Gaussian random processes (GP), which can be used to approximate or interpolate data. It can also be understood as a kernel regression method, such as splines [14] or Support Vector Regression (SVR, [9] ). It originates from geostatistics and has been widely used there since the 60s. Kriging is also known as the Best Linear Unbiased Prediction (BLUP) in statistics [10] , and has been, somewhat confusingly, designated as Gaussian Processes in the machine-learning community [8] .
When modeling with GP, the function of interest f : X → R (with X a bounded subset of R d ) is assumed to be a sample path of a second-order GP F with covariance k(., .). The mean of F(x) is assumed to be a finite linear combination of known functions p i of x, m(x) = β β β T p(x), where β β β is a vector of fixed but unknown coefficients, and p(x) = (p 1 (x), ..., p l (x))
T . Usually the functions p i are monomials of low degree in the components of x (in practice, their degrees do not exceed two).
Kriging computes an unbiased linear prediction of F(x) in the vector space H S = span{F(x 1 ), ..., F(x n )}, where S = {x 1 , ..., x n } is the set of all points in X where f has already been evaluated. This prediction can be written aŝ
with
T , and λ λ λ(x) the vector of Kriging coefficients for a prediction at x.
To compute an unbiased prediction with minimal variance, a Lagrangian formulation is adopted, with µ µ µ(x) a vector of l Lagrange multipliers. The coefficient vector λ λ λ(x) is then the solution of the linear system of equations
with 0 a matrix of zeros, K = (k(x i , x j )) , (i, j) ∈ {1, ..., n} 2 the n × n covariance matrix of F at all evaluation points in FrB11.1
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T , the vector of covariances between F(x) and F S , and
Given the covariance of F, the Kriging coefficients at x can thus be computed without evaluating f (x), along with the variance of the prediction error
Usually, however, the covariance is not known a priori. It may then be chosen among a parametric family (for example the Matèrn covariance class [10] ), with the parameters estimated by maximum likelihood. Once f has been evaluated at all x i in S, the prediction of
When f is assumed to be evaluated exactly, as in this paper, Kriging is an interpolation (∀ x i ∈ S,F(x i ) = F(x i )). Consideration of the case where the evaluation of f is corrupted by noise is beyond the scope of this paper but can be found in [1] and [13] .
B. Distribution of the global minimizers
When using a GP model, a global minimizer x * of f corresponds to a global minimizer of a sample path of F. If we consider the random vector of the global minimizers of F, the knowledge on the global minimizers of F conditionally to past evaluation results would be contained in the conditional density of this random vector.
For practical reasons, we shall work on a discrete version of this density. To do so, we shall replace X by a discrete version G (more information about how to choose G will be given in Section III-C), and consider the probability distribution of the minimizers of F over G.
More formally, consider the random set M * G of the global minimizers of F over G, i.e.,
Let X * G be one of these global minimizers (X *
of X * G conditionally to {F S = f S }, designated as the conditional distribution of the global minimizers in [13] , can be viewed as the current solution of the global optimization problem. In what follows, we propose a simulation-based approximation for this distribution.
C. Conditionning by Kriging
Initially, f is only assumed to be a sample path of F. As evaluation results become available, f is assumed to be a sample path of F that interpolates the data, namely a conditional sample path (the Kriging prediction is the mean of these sample paths). The simulation of conditional sample paths (known as conditional simulation) is of remarkable interest when one wishes to estimate quantities that are nonlinear in the function studied [1] , such as its global minimizers. Examples of such simulations are presented in Figure 1 (top), along with the corresponding Kriging prediction. We propose to use conditional simulations to compute an approximationp X * G |f S of the distribution of the global minimizers.
Among the many available methods for generating conditional simulations [1] , we use, mainly for simplicity and computational reasons, the unbiasedness of the Kriging prediction to transform non-conditional simulations into simulations interpolating the evaluation results f S .
Let Z be a zero-mean GP with covariance k (the same as that of F),Ẑ be its Kriging predictor based on the random variables Z(x i ), x i ∈ S, and consider the random process
wheref is the mean of the Kriging predictor for F based on the design points in S. It is then easy to check that, as a result of the unbiasedness ofẐ, the sample paths of T are also conditional simulations of F.
Using (1), one can rewrite (4) as
T . So the same vector λ λ λ(x) of Kriging coefficients is used for the interpolation of the data and for the simulations of Z.
In summary, to simulate F over G conditionally to past evaluation results f S , simply simulate a zero-mean GP Z over G, compute, for every point in G, the vector of Kriging coefficients based on the design points in S, and apply (5) . Obtaining an approximation for p X * G |f S is then simply a matter of computing the global minimizers for a sufficient number of conditional simulations. An example of the resulting distribution is presented in Figure 1 (bottom).
III. KRIGING-BASED GLOBAL OPTIMIZATION
We have seen that the Kriging framework is well suited for an estimation of the distribution of the global minimizers. Before describing the new IAGO search strategy, let us recall the optimization approaches that are standard when dealing with expensive-to-evaluate functions via a Kriging surrogate approximation.
A. Standard approaches
Most Kriging-based optimization algorithms are built on the same principle, and sequentially evaluate f at a point that optimizes a criterion based on the surrogate approximation obtained using the previous evaluation results. A simple example of such a criterion is the predictionf . However, too much confidence is then put in the current prediction, and search may stall on a local minimizer if the initial prediction is too distant from any global minimizer.
To improve this basic criterion, a compromise between local and global search has to be struck. This compromise is generally achieved by putting more emphasis on the 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrB11.1 prediction error that indicates locations where additional evaluations are needed to improve confidence in the model. This approach has led to a number of criteria [5] , including the well-known expected improvement criterion (EI), which we shall briefly present here and use as a reference in Section IV.
In [6] , the improvement expected from an additional evaluation of f at x given the past evaluation results in f S is expressed as
andf min the best value of f yet obtained. One can easily rewrite (6) as
and Φ the normal cumulative distribution. The new evaluation point is then chosen as a global maximizer of EI(x). Besides EI, all commonly used criteria aim at answering the same question: What is the most likely position of x * ? They seek a likely value for the optimum location, and then assume it to be a suitable location for an additional evaluation of f . By contrast, the main contribution of IAGO is the explicit characterization (throughp X * G |f S ) of the uncertainty on the minimizers stemming from the lack of information on the function. We shall also see that a more pertinent problem can in fact be solved: Where should the evaluation be carried out optimally to improve knowledge on the global minimizers?
B. Stepwise uncertainty reduction
In [13] , conditional entropy has been introduced to measure the information gain to be provided on the minimizers by an additional evaluation. In active learning, this is part of the Stepwise Uncertainty Reduction (SUR) strategy [3] , which chooses the point that potentially brings the largest reduction in entropy (seen as a measure of uncertainty). To apply the SUR principle to global optimization, the IAGO strategy evaluates this gain at x by using Kriging to generate the necessary conditional simulations for the approximation of the distribution of the minimizers conditionally to past evaluation results and to a possible evaluation at x. This approach, is relatively expensive but, as detailed in [13] , the same set of sample paths can be used throughout the procedure which makes the algorithm applicable (see [12] for an example in the automotive industry). Let us present the IAGO algorithm in more detail.
The entropy of a discrete random variable U (in bits) is:
H(U) quantifies the spread of the distribution of U, and decreases as this distribution gets more peaked. Similarly, the conditional entropy [2] of U given an event B and a discrete random variable V is
the conditional entropy of U given B and {V = v}.
For our optimisation problem to be fully solved, there should not remain any uncertainty on x * . Therefore, we would like to ensure that H(X * G |F S = f S ) = 0. The idea of the IAGO strategy is then iteratively to perform a one-step optimal reduction of H(X * G |F S = f S ) given what is known of the system. In practice, a discrete version F Q (x) of F(x) is used, which is obtained by quantization at levels f 1 , ..., f M . This quantization allows the computation of conditional entropy (the levels are chosen to represent the conditional distribution of F(x) efficiently). The new evaluation point is then chosen as a global minimizer of H S (x), the conditional entropy of X * G given all past evaluation results and F Q (x). The computation of this global minimizer is relatively cheap, 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrB11.1 Algorithm Input: set G, set S = {x 1 ,... ,x n } of evaluation locations and vector f f f S of evaluation results Output: Additional evaluation point x n+1 1. Estimate the covariance of F 2. Compute non-conditional simulations over G 3. for x c ∈ G 4.
do Compute the levels { f 1 ,... , f M } of the quantization operator Q 5.
for i ← 1 to M 6.
do Construct conditional simulations using (5) and assuming that f (x c ) = f i 7.
Estimate
Compute the conditional entropy given an evaluation at x c using (10) 10. Output x n+1 that minimizes the conditional entropy over G 
and
computed using conditional simulations.
The criterion H S thus takes into account the conditional statistical properties of F and particularly the covariance of the model to choose an approximately one-step optimal evaluation point. By contrast, the EI criterion depends only on the conditional mean and variance of F at the design point considered (and this is actually true for most standard strategies).
C. Computational issues
IAGO is similar in spirit to a particular strategy for Kriging-based optimization known as Efficient Global Optimization (EGO [6] ). EGO starts with a small initial set of results of evaluations of f , estimates the covariance parameters (see [13] and the reference therein for details on this subject) and computes the Kriging model. Based on this model, an additional point is selected in design space to be the location of the next evaluation of f using the EI criterion. The covariance parameters are then re-estimated, the model recomputed, and the process of choosing new points continues until the improvement expected from sampling additional points has become sufficiently small. IAGO uses the same idea of iterative incorporation of the information obtained to the prior on the function, but conditional entropy is used instead of EI to select the new evaluation point (a simplified pseudo-code is presented in Table I ).
This selection is in itself a global minimization problem over G, with the expensive-to-evaluate cost function f replaced by an easy-to-compute criterion H S (x). Many strategies can be considered for the choice of G. To ensure a reasonable precision, one may, for instance, choose G by sampling from the conditional density of the global minimizers after each new evaluation of f . By doing so, areas of the design space where the density is sufficiently small are ignored as they are not likely to be of interest for the reduction of entropy.
As detailed earlier, the computation of H S (x) requires the use of conditional simulations of F over G. This can be done in O(N) operations (cf. [13] ), with N the cardinal of G. Choosing a new evaluation point for f therefore requires O(N 2 ) operations if the search is exhaustive over G. Given this complexity, trying to cover parameter space while keeping the same accuracy as dimension increases leads to an exponential increase in computational burden. In a context of expensive function evaluation, however, the objective is less to specify exactly all global minimizers (which could be too demanding in function evaluations anyway), than to use available information to efficiently reduce the likely areas for the location of these minimizers. N can therefore be kept relatively small (in [12] we used 1000 points for a six-parameter space). Besides, as G is re-sampled after every evaluation of f , the number of candidate points explored is considerably larger than N. Lastly, the result obtained can be trusted to be a consistent choice within this set of candidate points, in regard of what has been learned (observations) and assumed (covariance of the GP model) about f . Anyhow, the computation of H S (x) only involves the surrogate approximation. Computational burden is therefore a minor issue as long as it stays small in comparison with the computational burden of an evaluation of f .
IV. EXAMPLE
A typical example of identification for which the IAGO method is particularly relevant is the estimation of the few physical parameters of a knowledge-based model described by partial differential equations with complex boundary conditions. We chose, however, to consider a much simpler illustrative problem, for three reasons. First, it is possible, within the space allowed, to give enough details to allow the reader to use it to compare the performance of the IAGO approach with those other methods not considered here. Second, nothing is lost by considering such an example, as the methodology would be strictly the same for a more expensive-to-simulate model. Last, it will turn out that this example is not so easy to solve and demonstrates the superiority of our approach over more conventional ones.
We thus consider a deceptively simple two compartmental model. Its state vector q = [q 1 , q 2 ]
T corresponds to the amounts of material in two compartments, which are governed by the evolution equations
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At time t = 0, a unit injection of material takes place in Compartment 1, so q(0) = (1, 0) T . Measurements y(t i ) of the quantity of material in Compartment 2 are collected at times t i , i = 1, ..., 15.
For this simulated example, a noise-free vector of measurements y is generated using the ODE45 solver of Matlab with a "true" parameter vector x 0 = (0.6, 0.15, 0.35)
T . Optimization is then carried out over [0, 1] 3 using the quadratic cost function
This example is actually difficult for two reasons. First, as suggested by the level sets of Figure 2 (black curves), the zones where f is small are relatively large in proportion to the size of search space. Second, the model parameters are not uniquely identifiable, as the values of x 2 and x 3 can be exchanged without modifying the system output [15] . So there are two global minimizers of f , namely x 0 and x 1 = (0.6, 0.35, 0.15)
T . We study the behavior of IAGO and EGO on this example, with the Matlab implementation ot the Nelder-Mead Simplex algorithm as a reference. To initialize IAGO and EGO, five evaluation points are randomly chosen in search space. The covariance of the model is chosen among the Matèrn class, and its parameters are re-estimated after each evaluation by maximum-likelihood.
With IAGO, after 40 evaluations of f , the zones where the approximate distribution of the minimizers is non-zero are consistent with the 0.3-level set of f (cf. Figure 2) . Both x 0 and x 1 belong to the estimated support of the distribution of the global minimizers as provided by IAGO. For the sake of comparison with EGO, and although EGO normally does not involve this computation, we have also computed the approximate distribution of the minimizers after 40 EGO steps (cf. Figure 3 ). This distribution, independently from the algorithm used to select the evaluations, accounts for the progresses made in the optimization problem. Neither x 0 nor x 1 belong to the support of this distribution.
To better stress this point, we repeated this simulation over 100 initial sample (five points randomly chosen). IAGO performs much better than EGO or the well-known NelderMead algorithm (see Table IV ). For example, it takes an average (over 100 starting points) of 215 evaluations for the Nelder-Meald simplex to reach the same precision as that obtained with IAGO after 40 evaluations. Moreover, the Nelder-Mead algorithm can only locate one of the global minimizers.
V. CONCLUSIONS
In this paper, we have presented IAGO as an efficient way of handling parameter identification when confronted with, possibly non-uniquely identifiable, expensiveto-evaluate parametric models. The approach, as others before it, uses Kriging to provide a surrogate approximation of the cost function. However, to the best of our knowledge, no other method has used Kriging to compute the distribution of the minimizers explicitly, which makes it possible, at each iteration of the search, to perform an evaluation at the point that is most likely to reduce the uncertainty on the position of the global minimizers. As evidenced by the example, the evaluations savings offered by IAGO can be significant in comparison with the widespread Nelder-Mead simplex algorithm, but also in comparison with EGO, a standard procedure in Kriging-based optimization.
When identifying the vector x of the parameters of a knowledge-based model, one is usually interested in the uncertainty in the estimates, because of the physical interpretation attached to the components of x. The entropy of the estimates of x is classically used as a measure of this uncertainty. When there are some degrees of freedom in the choice of the experimental conditions (location of sensors and actuators, measurement times, input shape, etc.) optimal experiment design for parameter estimation then aims at minimizing this entropy or some approximation of it. The 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrB11.1 celebrated D-optimal design, for instance, corresponds to the minimization of a first-order approximation of the entropy of the distribution of the estimator [15] . The procedure IAGO advocated in this paper follows the same line of thought in the context of parameter optimization. Since the data are assumed to have already been collected, there is no degree of freedom left in data collection and the experiment to be optimized is now the choice of the next point of parameter space at which the (expensive) cost function should be evaluated. As IAGO maximizes the expected decrease in an estimate of the entropy of the minimizers, it is not surprising that it is particularly well suited to the estimation of the parameters of knowledge-based models. This is fortunate, because knowledge-based models are often very expensive to simulate. a For EGO and IAGO, two results are given, corresponding to the two global minimizers. For the Nelder-Mead simplex, a single result is presented, as it is a local method (the most favorable true global minimizer is chosen for the computation). For the three algorithms the search is repeated for 100 randomly chosen initial conditions (one starting point for Nelder-Mead, five points for EGO and IAGO), and the average precision is presented. The estimation error, is either the Euclidean distance between the estimated minimizer and a true one, or the estimation of the minimum (as the true minimum is zero). To each result is also associated the estimated standard error (between parentheses).
