Abstract To investigate the effect of the shallow, low-velocity sediments on the seismic wave field in the northern San Francisco Bay, we modeled tangential component displacement seismograms recorded during the 18 August 1999 M W 4.6 Bolinas, California, earthquake. The modeling indicates that the velocity structure of Pleistocene horizons in the San Francisco Bay is important for simulations of weak ground motions for Bay Area earthquakes. Models including the Pleistocene sediments generate the 1-sec-period surface waves observed at several stations. Modeling of Treasure and Yerba Buena Island records requires structures approximately an order of magnitude higher in spatial resolution than the current 3D velocity models for the region. This pair of sites, located only 2 km apart in the bay, records a sixfold difference in peak ground acceleration during the Bolinas earthquake. Three transects are forward modeled using 1D frequency-wavenumber integration and 2D finitedifference methods. Generally the ground motions are characterized by a direct shear wave (S 0 ), a midcrustal reflection (S 1 ), a near-receiver multiple (S 2 ), and surface waves. The direct S 0 arrival at all six stations requires a faster model than GIL7, the model routinely used to estimate earthquake source parameters using the Berkeley Digital Seismic Network. In addition, the timing of S 1 indicates the possibility of a dipping midcrustal interface. S 2 can be matched with a single strong impedance contrast at 3 km depth. A thin (200-m) surface layer of weathered rock and sediments simulates the surface waves that follow S 2 at the Richmond Field Station site. However, the surface waves at Treasure Island and the Berkeley sites are longer in duration and higher amplitude than at Richmond and require 2D structure. A simple shallow uniform basin model for the San Francisco Bay consisting of stiff sediments (shear-wave velocity, b ‫ס‬ 400 m/sec; thickness ϳ100 m) over weathered rock (b ‫ס‬ 1.5 km/sec) of the Franciscan assemblage produces surface waves in the 0.02-2
Introduction
In the San Francisco Bay area there is a 70% probability of one or more M W 6.7 or greater earthquakes occurring before 2030 (U.S. Geological Survey, 1999) . Characterizing the level and extent of strong ground shaking of future earthquakes is important for regional hazard assessment. Numerical simulations of such ground motions (e.g., Olsen et al., 1995; Graves, 1998; Stidham et al., 1999) depend strongly on the details of both the earthquake source process (Graves, 1998; Stidham, 1999) and the effects of geologic structure (Wald and Graves, 1998) on seismic-wave propagation. In this study we address the structural effects for the northern San Francisco Bay by modeling the weak-motion seismic wave field recorded for an M W 4.6 earthquake that occurred on 18 August 1999, centered in the town of Bolinas, California. This event was well recorded by the broadband high dynamic range Berkeley Digital Seismic Network (BDSN), the Hayward Fault Network (HFN), and the strong-motion instrumentation operated by the U.S. Geological Survey (USGS) and the California Strong Motion Instrumentation Program (CSMIP).
Sedimentary basins are known to impact ground motions, amplifying and trapping waves in the low-velocity sediments, and these basin-generated waves factored considerably in the damage experienced in recent large earthquakes such as the 1985 Michoacan, 1994 Northridge, and 1995 Kobe events. Numerical modeling (e.g., Vidale and Helmberger, 1988; Frankel and Vidale, 1992; Olsen et al., 1995; Wald and Graves, 1998; Stidham et al., 1999) has also demonstrated the importance of understanding basin amplification, which is paramount to obtaining an estimate of seismic hazard. The San Francisco Bay is a shallow sedimentary basin containing terrestrial and marine sediments of the Pli- Figure 1 . Map of project areas with stations marked with triangles. The Bolinas earthquake epicenter is marked by the focal mechanism. The peak ground acceleration (in g) recorded at each site is also listed. Abbreviations: BOL, Bolinas; SNRF, San Rafael; RFSB, Richmond Field Station; BRK, Berkeley Haviland Hall; BKS, Berkeley Strawberry Canyon; TI, Treasure Island; and YBI, Yerba Buena Island. ocene, Pleistocene, and Holocene (Borcherdt, 1970) , and the margins of the bay have been filled to allow for urban growth.
In this study we begin by evaluating the 1D GIL7 model (Dreger and Romanowicz, 1994) using waveform data for the Bolinas earthquake at six stations located in the northern San Francisco Bay area. The GIL7 model is currently used by the Berkeley Seismological Laboratory (BSL) for automatic, near-real-time assessments of the earthquake source process (Pasyanos et al., 1996; Tajima et al., 2002) and was used to define the background basement rock velocity structure of the central block of the University of California Berkeley 3D velocity model . Our broadband (0.02-2 Hz) modeling consists of a series of forward sensitivity analyses to arrive at a revised 1D structure for the region that explains wave arrivals from upper-crust velocity discontinuities as well as shallow multiples in structure above the source. The refined 1D structure is then augmented with 2D velocity structure to model the shallow basin sediments, which produce complex extended waveforms at a number of sites.
Data Description and Processing
We use recordings along three source-to-station transects using the San Rafael (SNRF-CSMIP), Richmond Field Station (RFSB-HFN), Berkeley Strawberry Canyon (BKS-BDSN), Berkeley Haviland Hall (BRK-BDSN), Treasure Island (TI-CSMIP), and Yerba Buena Island (YBI-HFN) stations (Fig.  1) . As the recorded peak ground accelerations for the event show ( Fig. 1) , over a short distance range there can be as much as sixfold amplification due to shallow structure.
We process the data to ground displacements with a 0.02-2.0 Hz passband. Figure 2 shows the observed ground displacements at each site during the Bolinas event. For the BDSN and HFN sites, the recorded velocity and acceleration, respectively, are processed by removing the pole-zero instrument response and integrating to ground displacement. We use the corrected accelerograms provided by the CSMIP sites. These data are also integrated to displacement. All of the data is then bandpass filtered using a zero-phase, fourpole Butterworth filter with corner frequencies set at 0.02 and 2.0 Hz. The high-pass corner frequency is chosen to damp low-frequency noise in the data, and the low-pass corner frequency is chosen based on the maximum frequency that we are able to model with the finite-difference approach, which is described later.
The northern azimuth (75Њ-88Њ) stations include SNRF and RFSB, with epicentral distances of 14 and 30 km, respectively. SNRF has the shortest path from the source, which lies completely within the Coast Ranges, a bedrock block of Franciscan affinity. Due to the short path and hypocentral depth of 8 km we expect simple waveforms at SNRF, which is confirmed in Figure 2 . More complex waveforms are observed at the more distant RFSB station, located on the east side of the San Francisco Bay.
The middle azimuth (95Њ) stations include BRK and BKS, at 38 and 40 km epicentral distance, respectively. BKS and BRK are both located on the University of California, Berkeley, campus. BKS is located on Franciscan bedrock in a thermally isolated vault away from cultural noise sources. BRK is located in the basement of Haviland Hall, which is founded on Franciscan bedrock and was the site of early Berkeley instrumentation. The tangential waveforms of Figure 2 . Observed displacements for the Bolinas earthquake at the stations used in this study. Figs. 1 and 2 ). In contrast, the YBI waveforms are low amplitude (PGA ‫ס‬ 0.03g) and very simple. We use this pair of stations to isolate the effect of the bay sediments and near-surface weathered rock on the seismic wave field.
Source Parameterization
To determine the focal parameters for the Bolinas earthquake, we invert low-frequency (0.02-0.05 Hz) waveforms at regional distance (14-40 km) BDSN stations following Pasyanos et al. (1996) and Dreger et al. (1998) . The earthquake occurred on 18 August 1999 at 01:06:18 UTC, located at 37.907Њ N and 122.686Њ W. A Jackknife test using alternate station subgroups to check stability indicates that the scalar seismic moment estimate ranges from less than 7.2 ‫ן‬ 10 22 dyne cm to over 8.9 ‫ן‬ 10 22 dyne cm and that the strike, rake, and dip varies less than 10Њ (Table 1) . A hypocentral depth of 8 km was determined. This value lies between source depths reported by the Northern California Seismic Network (6.7 km) and the BSL (10 km). In the modeling that follows, we use a hypocentral depth of 8 km and the average scalar seismic moment of 7.87 ‫ן‬ 10 22 dyne cm. Uncertainties of plus or minus 10% amplitude are therefore possible in the synthetics. The "best estimate" source solution in Table 1 is the result obtained using seven BDSN stations and yields a variance reduction of 80%. The reverse focal mechanism is somewhat surprising considering its proximity (Zoback et al., 1987) . One of the SH radiation lobes orients with an azimuth of 95Њ, indicating that all of the stations studied are located in the SH radiation lobe. The waveforms in Figure 2 generally support this, with the exception of SNRF and TI. At an azimuth of 75Њ from the source, SNRF should theoretically have significant SH and SV arrivals. TI has large-amplitude arrivals on the radial component that are likely due to multipathing in the shallow 3D velocity structure.
A source time function was obtained from the SH pulse observed at SNRF. We isolate and normalize the initial SH pulse with duration of 0.5 sec from the seismogram. A trapezoid is fit to the normalized SH pulse to create the empirically constrained source time function shown in Figure 3 . Assuming a circular fault (Eshelby, 1957) and given the average scalar seismic moment and 0.5-sec source duration, the static stress drop is estimated to be 115 bar, which is consistent with the 10-100 bar range observed in most earthquakes (Kanamori and Anderson, 1975) . The trapezoidal source time function is convolved with the synthetics to account for the finite nature of the source.
Regional Geologic Model
We begin our analysis with the regional 1D GIL7 model, which is given in Table 2 . This model has 5 km of low-velocity surface materials (shear-wave velocity [b] ‫ס‬ 1.5-3.18 km/sec), which were constrained by modeling Love wave dispersion for paths traversing the East Bay (Dreger and Romanowicz, 1994) . There is a pronounced midcrustal reflector at 17-km depth. The Moho discontinuity is at 25-km depth. Shear-wave impedance contrasts calculated from the midcrust and Moho discontinuities are 17% and 13%, respectively. The GIL7 midcrust discontinuity was constrained by modeling a strong critically reflected depth phase, sS Kf S, from the 1993 M W 5.1 Gilroy earthquake. "Kf " designates that the reflection is from the Franciscan (Kf)-mafic contact.
Other researchers have investigated the structure of the lower crust and mantle in the San Francisco Bay region (Brocher et al., 1994; Catchings and Kohler, 1996; Holbrook et al., 1996; Hole et al., 2000) and have found evidence of a strong midcrust reflector. Brocher et al. (1994) and Holbrook et al. (1996) identified a reflector in the midcrust at a depth of 15 km beneath the San Francisco and San Pablo Bays using data from the San Francisco Bay Area Seismic Imaging Experiment. Their results also indicate a dip on the midcrustal reflector beginning at 10-km depth beneath the San Gregorio fault and continuing to 15-km depth west of the San Andreas fault. Evidence of this midcrustal reflector is also seen in the attenuation of wave energy from Loma Prieta aftershocks (Catchings and Kohler, 1996) , where a pronounced amplification is observed at epicentral distances of 40-60 km, corresponding to the distance where critically reflected waves from the midcrust are particularly strong. Parsons (1998) has provided an alternate interpretation that some of the secondary arrivals observed in the San Francisco Bay area result from Hayward fault-plane reflections. Although we focused our study on the effects of the shallow sediments, we also investigated and included the effects of the lower-crust reflector and Moho discontinuity in our synthetics. We do not investigate the possible Hayward fault reflections.
We used geotechnical studies and borehole logs to provide thickness and velocity data on the surficial materials. Three simplified layers are common to many sites in the San Francisco Bay region: Holocene bay mud and fill, Pleistocene bay mud and sand, and the Franciscan bedrock. Table  3 summarizes the near-surface b from a brief literature survey (Borcherdt, 1970; Johnson and Silva, 1981; Boatwright, 1991; Graves, 1993; de Alba et al., 1994; Caltrans, 1998; Brocher, 2002 ). An average soil profile in the San Francisco Bay might consist of approximately 20 m of fill and/or Holocene bay mud over 60 m of Pleistocene clay and sand over weathered rock. The shallow Franciscan rocks that outcrop at the ridges and underlay the sediments in the basin are highly faulted and folded and have relatively low velocities (b ϳ 300-800 m/sec; see Table 3 ). The Holocene bay mud The first five references summarize geologic investigations, whereas the last two columns refer to simplified geologic models. Brocher (2002) Table 3 ). The thickness of sediments in the San Francisco Bay ranges from less than 100 m to several hundred meters (Holbrook et al., 1996) . Many geotechnical studies have highlighted the importance of the sediments on earthquake hazard and local site response. These material velocities are considerably lower than those in the GIL7 model or the University of California-Berkeley 3D velocity model , which has been used to simulate strong ground motion. The USGS version 2 velocity model (R. A. Jachens, USGS, written comm., 2000) includes b as low as 83 m/sec; however the smallest grid spacing in the model is 125 m. The reported b's in Table 3 are used to constrain the range of shallow b in our forward modeling.
Waveform Modeling
We use a forward modeling approach, whereby complete waveforms and their absolute timing and amplitudes are fit in the 0.02-2.0 Hz passband. Initially, we use a frequency-wavenumber approach to compute Green's functions for 1D velocity structure (Saikia, 1994) . To model the more complex surface wave field at some sites, a 2D finitedifference (FD) algorithm (Vidale and Helmberger, 1985) is used to compute Green's functions. Because the radiation pattern results in an SH maximum toward the study stations, our modeling focuses on the tangential components, although in some cases radial components are also modeled. In both the 1D and 2D modeling, the fundamental fault Green's functions are scaled and summed using the average focal mechanism parameters (Table 1) and convolved with the trapezoidal source time function to generate the synthetic seismograms that are fit to the data. We assume the 8-km focal depth determined from the moment tensor analysis.
We evaluate the effect of attenuation (Q) on the synthetic seismograms using our best-fit 1D "bay" model (b min ‫ס‬ 500 m/sec in the upper 200 m), discussed later, for distances appropriate for the SNRF and RFSB sites. The results show that low Q in the upper 200 m damps the modes associated with reverberations in the upper layer at frequencies above 2 Hz by 15%-20%. In the 0.02-2 Hz passband, the effect of the low Q is 4% for the first mode and approximately 11% at 2 Hz for both distances. Because we model Ͻ2 Hz data the effect of Q is not further explored. Modeling of higher frequency data at these sites would require the consideration of anelastic loss.
One-Dimensional Waveform Modeling Results
San Rafael and Richmond Field Station. We start by computing 1D synthetic seismograms for SNRF and RFSB using the GIL7 velocity model. Due to the short epicentral distance to SNRF, the layer interfaces transmit and do not reflect most downgoing energy, and therefore the SNRF synthetics are Figure 5 . Tangential and radial displacements and synthetics at RFSB and SNRF for the 1D GIL7 and the best-fit rock model. not sensitive to model changes below the source. Figure 5 shows the synthetics and data for SNRF and RFSB. At SNRF, the synthetics are more complicated and 1 sec later than the data require; therefore, a simpler and faster model is required. At RFSB, the synthetics are also late for the first three tangential phases. Through assessment of model sensitivity, we identify the second phase (S 1 ) as a midcrustal reflection. We find the third phase (S 2 ) at RFSB to be a near-receiver multiple, controlled by the near-surface layers. This phase tends to be a fairly common local arrival (Helmberger and Malone, 1975; Dreger and Helmberger, 1990) . Baise (2000) summarizes this extensive modeling effort for the 1D velocity structure. In summary, the replacement of the upper layers (top 5 km) with a 3-km layer (b ‫ס‬ 2.4 km/sec) speeds up the model as desired and simplifies the synthetic waveforms (especially the radial component). Also, raising the midcrustal interface to a depth of 12 km and reducing b of the lower crust from 3.98 to 3.8 km/sec fit the timing and amplitude of the midcrustal reflection at RFSB, as shown in Figure 5 . This change to the model significantly improves the relative amplitudes of the first two primary phases in the tangential component of motion as a result of the reduced impedance contrast, but the modeled midcrust interface is shallower than what reflection data generally indicate for the Bay Area block (Brocher et al., 1994; Holbrook et al., 1996) . However, these studies also indicate that the midcrust reflector is dipping, and it is possible that the depth of the reflector varies over the path being modeled. RFSB recorded some late-arriving energy that is not produced by this bestfit "rock" model (Fig. 6) .
We test several models with thin layers of low-velocity materials at the surface to represent the near-surface sediments and weathered rock. An improved fit to the dispersed surface waves at RFSB results from 200 m of stiff surficial sediments (b ‫ס‬ 500 m/sec), the best-fit 1D bay model. This layer of low-velocity materials is most consistent with a weathered rock layer in the Franciscan bedrock. This bay model produces some surface waves of approximately the correct period and phase in the tangential component, matching the first three cycles of surface wave in timing and period, as shown in Figure 7 .
Southern and Middle Paths. Using the bay model, we synthesize ground motions at BKS, BRK, TI, and YBI. The bay model matches the radial and tangential components at BKS well; however, Figure 7 shows that the surface wave energy is arriving early (and slightly out of phase). The synthetics at BRK are arriving 0.5 sec late, but fit the initial phases well. The bay synthetics at TI underpredict the duration and amplitude of the late-arriving long-period motion. No 1D velocity model could be found to accurately reproduce the high-amplitude late-arriving energy in the data at TI. On the other hand, the YBI best-fit 1D synthetics match the amplitude within 12% and timing within 0.1 sec (Fig. 7) . However, the midcrustal arrival (S 1 ) in the synthetics at YBI is too strong and not observed in the data. This characteristic could be improved in the synthetics by lowering the midcrustal interface from 12 km, which would be more consistent with the deeper (ϳ15-km) reflector depth reported by Holbrook et al. (1996) , or by decreasing the impedance contrast (determined for RFSB). The variable depth of the midcrustal reflector could signify a slope on the interface or possibly a variation in depth or convexity of the discontinuity as suggested by Brocher et al. (1994) and Holbrook et al. (1996) . Alternatively, Parsons (1998) proposes that some of the lower crust reflections may result from out-of-plane reflections from the Hayward fault. We did not test the hypothesis that S 1 is a fault-plane reflector through waveform modeling; however, if we consider that the RFSB station is approximately 4 km west of the Hayward fault, a minimum two-way S travel time may be estimated. Assuming b ‫ס‬ 3.4 km/sec (value of upper crust in GIL7), the minimum twoway time is 2.3 sec, which is considerably greater than the observed S 1 -S 0 time of 0.7 sec.
Two-Dimensional Waveform Modeling Results
Because the 1D models could not fully reproduce the observed waveforms and we know or suspect that 2D structure exists in the sediment structure as well as the crustal structure, we use an FD waveform modeling procedure described by Vidale et al. (1985) to test 2D velocity structures. We construct synthetic seismograms by scaling and summing the fundamental fault Green's functions for the appropriate focal parameters and by convolving the trapezoidal source time function. In the FD modeling we use a grid spacing of 20 m, which provides a five grid point sampling of the thinnest basins considered. Assuming 10 grid points per minimum wavelength and a minimum b between 260 and 500 m/sec, maximum frequencies of 1.3-2.5 Hz are simulated. As discussed in Aki and Richards (1980) for a nonstaggered FD approach, 10 grid points per minimum wavelength is thought to adequately damp the effects of grid dispersion.
We use the 2D FD code to determine if the S 1 results from an eastward-dipping midcrustal reflector as described by Brocher et al. (1994) and Holbrook et al. (1996) . In the 1D modeling, raising the reflector (12-km depth at RFSB) and reducing velocity in the lower crust reproduces the midcrustal reflection on the tangential component. Allowing the depth of the midcrustal reflector to increase away from the source affects the timing and amplitude of the reflected arrival in the synthetics and better matches the S 1 and S 2 phases at RFSB, BRK, BKS, and YBI than the 1D model. Additional stations to the east would be required to truly confirm the existence of an eastward-dipping midcrustal reflector; therefore, we use a constant depth of 12 km for the midcrustal interface with the understanding that the regional structure is different.
Treasure Island and Yerba Buena Island Sites.
To best determine the effect of the bay sediments on the ground motions, we synthesize the YBI/TI ground motions with thin layers of sediments added to the velocity model. These layers are developed to approximate the Holocene bay mud and fill, the Pleistocene mud and sand, and the weathered Franciscan rock. By matching the absolute waveform amplitudes and timing, we try to constrain the velocities for the bay sediments, the Franciscan rock, and sediment depth and basin structure. The appropriate ranges for these geologic variables are determined from the published literature summarized in Table 3 . The goal is to develop a simple velocity model based on the known geology that could help explain the observed ground motion at TI and in doing so explain the effect of the sediments on the ground motions. RFSB, SNRF, BRK, and BKS are located along the margins of the bay in the alluvial sediments rather than on the softer bay sediments.
Initially, we add the sediments to the bay model as a thin layer (20 m) of Holocene sediments (b ‫ס‬ 150 m/sec) over 80 m of stiffer Pleistocene sediments (b ‫ס‬ 300 m/sec), thereby imitating the "average" soil profile in the bay. The Variations in the slope of the basin edge are tested and found to have little effect on the waveforms at the stations in this study primarily due to their distance from the bay margin. Therefore, we use a 1:1 basin edge slope unless stated otherwise. The physical edge of the bay determines the location of the basin edge to the nearest kilometer (Wagner et al., 1990) . For the TI and YBI sites, the basin edge is midway between the stations, 1 km from each site, to account for the bedrock ridge at YBI.
The best results judged by eye result from a model with 100 m of b ‫ס‬ 260 m/sec (similar to Graves, 1993) . The synthetics more clearly mimic the data at TI when the weathered rock layer has a b of 800 m/sec (also similar to Graves [1993] ) instead of 500 m/sec. The synthetic seismograms for this model (2E) are shown with the TI data in Figure 8 . The b ‫ס‬ 260 m/sec layer represents a simplified soil layer, and the velocity appropriately represents both the shallow Holocene and deeper Pleistocene sediments on average. At TI, the long-period motion is well modeled in terms of duration and wave period; however, the synthetic amplitudes are too high. The first arrival is also 0.5 sec late. The synthetics are offset in the figure by ‫4.0מ‬ sec.
To account for these late arrivals, we increase the sediment layer velocity. The synthetic waveforms for two such iterations (b ‫ס‬ 300 and b ‫ס‬ 400 m/sec) are shown in Figure  8 with the best results for the 400 m/sec sediment velocity (model 2G). Again the synthetics are offset by ‫4.0מ‬ sec in the figure. The 400-m/sec velocity is slightly above the reported sediment velocities in Table 3 . Therefore, the velocity may be controlled by the deep stiff sediments below the bay mud. This model is preferred particularly for the similarity of the first five cycles (7 sec) of waveform, although there is a slight timing mismatch for the later cycles. The increased sediment layer velocity improves the arrival times and the period of the surface waves, although the direct S 0 is still 0.4 sec late. Below 1 Hz, a phase delay is still evident for the later arriving surface waves; however, the period match is reasonable and some uncertainty is expected in the phase of late-arriving surface waves.
The YBI synthetics have similar behavior, and none could explain the simpler, lower amplitude observed waveform. We vary the velocity structure between TI and YBI in an attempt to better replicate the true geology and as a result simplify the YBI synthetics. Initially, we vary the velocity and the velocity gradient directly below YBI. This variation did not produce the desired effects in the waveforms, as shown in Figure 9 . The results plotted in Figure 9 indicate that YBI must be a bedrock ridge, because any sediment thickness beneath the station results in high amplitudes and surface waves. A second series of models vary the velocity of the weathered rock layer. Figure 10 shows schematics of the model changes with the resulting synthetic seismograms plotted against the data at YBI. The best results in amplitude and shape are for a surface rock b of 1.5 km/sec to 200 m Figure 9 . Tangential displacements at YBI plotted against synthetics for four models (2A, 2B, 2C, and 2D). Ridge structure beneath YBI varies as shown to right of waveforms. The synthetics are offset by ‫4.0מ‬ sec from absolute time to better align with the data. depth over the 2.4-km/sec layer (model 2K). The waveforms are similar when the rock b is 1.2, 1.5, or 2.4 km/sec, all reasonable velocities for the Franciscan rock. The lower velocities (0.8 and 1.0 km/sec) produce too many largeamplitude surface wave cycles. Figure 11 shows the synthetics for this preferred model at TI and YBI plotted against the data. The synthetics are still arriving late; therefore, they are offset by 0.4 sec in the figure. Again the second phase in the YBI synthetics results from the midcrustal reflector at 12-km depth and could be removed or reduced in the synthetics by lowering this interface, which would be consistent with the reflection data (Brocher et al., 1994; Holbrook et al., 1996) , accounting for its dip, or by decreasing the impedance contrast. This would further improve the fits at YBI, which are very good otherwise. To further evaluate the 2K (best-fit) model, the data and synthetic spectral amplitudes at TI are plotted in Figure  12 . The data spectrum indicates a resonance at 1.7-2.0 Hz. The resonance produced in the synthetics is closer to 1.4 Hz. The observed spectral energy disperses over frequencies between 0.5 and 1 Hz, whereas the synthetic spectral energy concentrates in two peaks (0.6 and 0.9 Hz). The largest spectral peak in the synthetics corresponds to reverberation in the shallowest layers (f ‫ס‬ b/4h ‫ס‬ 1 Hz), where h is the layer thickness. station is in a building basement on the alluvial fan but founded on bedrock and the BKS station is in a bedrock tunnel, we use two different sedimentary structures. The first model structure has sediments to 200 m depth from the west edge of the San Francisco Bay to the end of the model space past BKS. The second model configuration has the sediment/ rock interface tapering from 200-m depth at the east edge of the bay to the Berkeley foothills between BRK and BKS to better imitate the basin margin.
Using the velocities determined from the best-fit TI/YBI model 2K (b ‫ס‬ 400 m/sec for sediments and b ‫ס‬ 1.5 km/ sec for weathered rock), we evaluate the two basin edge models. The synthetics for 38-km (BRK) and 40-km (BKS) epicentral distance are plotted against the data in Figure 14 . The sloped model is preferred especially at BKS. The noslope model is good at BRK but not at BKS, possibly indicating the effect of sediment thickness beneath BRK. The next step was to test the sensitivity of the synthetics to the sediment and weathered rock velocities. Figure 15 shows a comparison of synthetics for two models where the sloped basin structure is used, but the sediment b's are varied from 400 to 260 m/sec. The higher velocity sediments matched the synthetics better, particularly at lower frequency. Again the fit at BKS is better than at BRK. The final test for 2D modeling at the Berkeley sites is to determine the sensitivity to the rock b (from 1.5 to 0.8 km/sec). Figure 16 shows the A comparison of the preferred TI/YBI model 2K with stations of the TI vertical array reveals close agreement with depth, as shown in Figure 13 . The array data are processed in the same manner as the other data in this study. The boring log for the TI array indicates basement rock at 91 m depth, which is corroborated by the reduction in amplitude and simplification of the observed waveforms from 44 and 122 m depth. The synthetic seismograms model the amplification of the primary S wave at the surface very well, which is seen to be due to the free-surface focusing of both the upwardand downward-propagating primary wave fields, the amplification produced by the reduction in S-wave velocity and density, and the surface waves propagating in the shallowest layers. In the numerical model, the surface waves are generated at the basin boundary on the Marin peninsula side of the bay approximately 10 km to the west and propagate horizontally toward TI and YBI. The synthetics at 40 m do not match the data at 44 m as well as at the surface. The simulated S 0 is a single pulse, whereas the observed S 0 is separated into upgoing and downgoing waves. Additionally, the upward-and downward-propagating phases at 120 m are not as separated as observed. These differences indicate that the b in the model is faster than the actual structure for the upper 40 m of sediments. The upper 40 m of sediments at TI include the Holocene deposits and the fill with b between 100 and 200 km/sec instead of 400 km/sec. The faster shallow velocity in the model would tend to result in a greater degree of constructive interference between the upward-and downward-propagating wave fields in the frequency range that we are modeling. Unfortunately, the grid resolution of 20 m was not sufficient to portray this detail. Further discussion of the surface waves recorded and modeled at the TI vertical array and their impact on the evaluation of the site's response and resulting hazard can be found in Baise et al. (2003) , where the site response was shown to be very poorly predicted with traditional 1D site response models.
Berkeley Sites. The Berkeley sites are located 6 km from the edge of the bay at the base of the East Bay hills and the initiation of the associated alluvial fan. Because the BRK synthetics for these two models plotted against the data at BRK and BKS. The model with a rock b of 1.5 km/sec is preferred, especially at BKS, similar to the results for YBI. The multiplicity of arrivals at BKS can apparently be due to basin edge effects; however, wave-field complications due to 3D Hayward fault structure, which is known to have a lateral contrast (e.g., Parsons, 1998; Stidham, 1999) , cannot be ruled out. Hayward fault influence on the wave field is also suggested by the different radial-component waveforms at the BRK and BKS sites (Fig. 2) . In general for these model iterations, the fits are better at BKS than at BRK, probably as a result of the instrument locations and the quality of the site. Further study of the geologic structure beneath these sites as well as a better understanding of the interface between bay sediments, alluvial sediments, and Franciscan bedrock will be necessary to improve the fits at these sites.
Discussion and Conclusions
Other researchers have studied earthquake ground motions recorded in the study region and observed surface waves in the same frequency range as observed in this study. These investigations primarily used weak-motion events, and each discussed the effect of the bay sediments and locally generated surface waves (Johnson and Silva, 1981; Boatwright, 1991; Graves, 1993) . Using standard analytical methods of anelastic wave propagation to predict the site effect on the through-passing wave at RFSB, Johnson and Silva (1981) added a 2-3 Hz surface wave to improve synthetic fits. From their studies of the Marina district, Graves (1993) and Boatwright et al. (1991) both observed amplification at around 1 Hz in the Loma Prieta aftershock waveforms. Using 3D FD waveform modeling, Graves (1993) demonstrated that the 1-Hz amplification and increased duration in the waveforms resulted from the basin-generated surface waves. Boatwright et al. (1991) used spectral ratios for 19 events in a generalized inversion to estimate site amplification as a function of frequency. The largest amplification relative to the Fort Mason bedrock station located on Franciscan sandstone was a factor of 6-10 at 1 Hz with a secondary amplification of a factor of 2-4 at 3 Hz. Both Graves (1993) and Boatwright et al. (1991) used similar sediment velocities to those used herein (as summarized in Table 3 ).
In addition to these weak-motion studies, Hanks and Brady (1991) conducted a study examining the strongmotion waveforms from the 1989 Loma Prieta earthquake recorded in this study region. Hanks and Brady (1991) identified a resonance at 1.5-sec period in strong-motion records recorded at three sites in Oakland during the Loma Prieta earthquake. The resonance has an appearance of a surface wave and is similar to that identified by Johnson and Silva (1981) . Our results are therefore consistent with previous studies. The ϳ1-Hz surface wave appears to be a consistent characteristic around the San Francisco Bay for both weak and strong motion. In our model the 1 Hz resonance comes from the 100 m surface layer of 400 m/sec material, and the resonance of the first two layers is 0.8 Hz. The observed resonance at 1.7-2.0 Hz is likely due to unmodeled shallow structure. Assuming that the minimum b is 200 m/sec, then 2 Hz resonance corresponds to a layer thickness of 25 m, which is the same order as our grid spacing.
The ground motions recorded during the 1999 Bolinas earthquake prove to be relevant to the assessment of San Francisco Bay earthquake hazard. The waveform modeling provides some evidence for an eastward dip on the midcrustal interface or at least some variation in the depth of this interface, although to address the detailed structure of this important crustal discontinuity, modeling of array data such as the recent Oakland-San Francisco Urban Seismic Array is needed. The most significant result from this study is the impact of low-velocity near-surface structure on the 0.02-2 Hz waveforms.
We constrain bedrock b in the upper 3 km by the SNRF waveforms to be 2.4 km/sec, indicating that the strong, shallow velocity gradient in model GIL7 (Table 2) is not generally applicable. This finding illustrates lateral heterogeneity in the rock structure as well as in the basin structure. For RFSB, TI, and the Berkeley stations, the bay sediments initiate surface waves and can be modeled with thin lowvelocity layers. The multiple S arrivals (e.g., S 2 , Fig. 6 ) are affected to an extent by the shallow structure, but appear to be largely controlled by the strong impedance contrast at 3 km depth. The general nature of this shallow weathered layer is consistent with the observations of Helmberger (1990, 1991) . The best 1D model presented in this study included a 200 m surface layer (b ‫ס‬ 500 m/sec) representing weathered rock. However, 1D models do not produce the extent of surface waves observed at TI and the Berkeley stations.
With 2D models, we model the San Francisco Bay sediments with a 100-m deep sediment basin (b ‫ס‬ 400 m/sec). This model produces surface waves consistent with the data up to 2 Hz at the sites in this study. The weathered rock beneath the sediments and outcropping at YBI is modeled to a depth of 200 m with a b of 1.5 km/sec. The basin edge along the Marin Peninsula and the low alluvial velocities create the surface waves observed in the data. Modeling the vertical array data at TI reveals that the synthetic wave field is consistent with the observed wave field to a depth of 122 m, as well as at the surface, and that the surface waves are propagating in the basin layer and not observed in the bedrock below the sediments. The S 0 misfit at 44 m reveals that the model velocity at depths shallower than 44 m is faster than the actual sediments.
This study demonstrates the importance of including near-surface sediments in regional velocity models in order to generate local surface waves. In this case, the surface waves could be modeled with a uniform "average" layer of sediments. A sediment layer b of 400 m/sec and a depth of 100 m best matches the waveforms in the study region, although this velocity leads to a mismatch at 44-m depth in the S 0 phase. A thin weathered rock layer (200 m; b ‫ס‬ 1.5 km/sec) also seems necessary to achieve good waveform fits at all the East Bay stations. The results of this study reveal that in the 0.02-2 Hz passband it is not necessary to consider the very low soil and mud velocities reported for the shallowest depths of the San Francisco Bay and suggest that for the purpose of ground-motion simulation using 3D velocity structures of less than 2 Hz waves, a relatively fast minimum b of 400 m/sec is adequate. However, it is also necessary to model the lateral heterogeneity of this shallow layer, as demonstrated by the modeling of the TI and YBI data. The sampling in this study needed to model the YBI/TI structure is an order of magnitude finer than current regional 3D velocity models used in ground motion simulations. Of course, this study only deals with weak ground motion amplitudes that would not be expected to cause nonlinear soil response; therefore, higher amplitude ground motions would require additional considerations.
