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Large deviations for functionals of some self-similar
Gaussian processes
Xiaoming Song
Abstract
We prove large deviation principles for
∫ t
0 γ(Xs)ds, where X is a d-dimensional
self-similar Gaussian process and γ(x) takes the form of the Dirac delta func-
tion δ(x), |x|−β with β ∈ (0, d), or ∏di=1 |xi|−βi with βi ∈ (0, 1). In particular,
large deviations are obtained for the functionals of d-dimensional fractional
Brownian motion, sub-fractional Brownian motion and bi-fractional Brownian
motion. As an application, the critical exponential integrability of the func-
tionals is discussed.
Keywords: Self-similar Gaussian process, fractional Brownian motion, sub-
fractional Brownian motion, bi-fractional Brownian motion, reproducing kernel
Hilbert space, local time, large deviation principles.
Subject Classification: Primary 60G15, 60G18, 60G22, 60J55, 60F10.
1 Introduction
The large deviation principles for functionals of symmetric Lévy stable processes
such as the (intersection) local time and Riesz potentials of additive processes were
studied in [8, 3], where the properties of symmetric Lévy stable process (including
the standard Brownian motion) such as self-similarity and independent increment
property play a crucial role in the analysis. Later, exact forms of large deviations
for (intersection) local times of fractional Brownian motion (fBm for short) and the
Riemann-Liouville process were obtained in [10]. The results in [10] are surprising
and are not a “natural” extension of [8, 3], in the sense that fBm and the Riemann-
Liouville process are not Markovian and the techniques for Lévy processes do not
apply.
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Let γ(x) be one of the following functions: the Dirac delta function δ(x), |x|−β
with β ∈ (0, d), and ∏di=1 |xi|−βi with βi ∈ (0, 1). Throughout the article, we use the
convention that β = d if γ(x) = δ(x) and that β =
∑d
i=1 βi if γ(x) =
∏d
i=1 |xi|−βi.
Under this convention, the functional γ has homogeneity, i.e., γ(ax) = a−βγ(x) for
a > 0 and x ∈ Rd.
This article concerns the large deviations for
∫ t
0
γ(Xs)ds, whereX is a d-dimensional
self-similar Gaussian process satisfying some conditions. In particular, the large de-
viations for the functionals of fractional Brownian motion BH (fBm for short) with
H ∈ (0, 1) and Hβ < 1, sub-fractional Brownian motion SH (sub-fBm for short) with
H < 1
2
and Hβ < 1, and bi-fractional Brownian motion ZH,K (bi-fBm for short) with
H ∈ (0, 1), K ∈ (0, 1] and HKβ < 1.
Instead of carrying out a direct analysis for the functionals of fBm, sub-fBm and
bi-fBm, we first obtain the large deviations for the Riemann-Liouville process
∫ t
0
(t−
s)H−
1
2dWs, where W is d-dimensional standard Brownian motion. In light of Lemma
3.5, the large deviation principle for the functional of the Riemann-Liouville process
is reduced to proving the existence of the limit for the log moments of the functional,
for which it suffices to show the sub-additivity (see Propositions 3.1 and 3.2). After
we obtain the results for the functionals of the Riemann-Liouville process, we study
the large deviations for the functionals of fBm, sub-fBm and bi-fBm by comparing
them with the functionals of the Riemann-Liouville process. The comparison strategy
was initially developed in [10], and we briefly interpret the two key ingredients of the
idea below.
Firstly, we observe that, for general Gaussian processes X and Y which both
possess certain self-similarity, if Y = X + η such that X and η are independent, and
η belongs to the Cameron-Martin space of X almost surely, then the large deviations
of X and Y , if one of them exists, both exist and coincide with each other (see
Proposition 2.13 for details). The crucial condition here is that η belongs to the
Cameron-Martin space of X, which yields that, conditioned on η, the distributions
of X and Y are equivalent. An heuristic explanation for the coincidence of the large
deviations for the functionals of X and Y is that, η is “regular” enough in comparison
with X, and thus the perturbation of η is just negligible.
The second key ingredient in the comparison strategy is to show that the de-
compositions for fBm, sub-fBm ([20]) and bi-fBm ([15]) satisfy the conditions in
Proposition 2.13, for which one needs to characterize the Cameron-Martin spaces for
fBm, sub-fBm and bi-fBm (see Section 4.1).
This article is organized as follows. In Section 2, the comparison principle for
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the large deviations of functionals of self-similar Gaussian processes is developed
in a general context. Large deviations for the functionals of the Riemann-Liouville
process are obtained in section 3. Finally, section 4 is devoted to the study of large
deviations for functionals of fBm, sub-fBm and bi-fBm.
2 Large deviations by comparison
Suppose that X and Y are two d-dimensional self-similar Gaussian processes such
that {Xat, t ≥ 0} d= {aαXt, t ≥ 0} and {Yat, t ≥ 0} d= {aαYt, t ≥ 0} with α > 0 and
a > 0, and that Y
d
= X + η where η is a Gaussian process which is independent
of X and belongs to the reproducing kernel Hilbert space of X almost surely. Let
γ(x) take the forms of the Dirac delta function δ(x) with αd < 1,
∏d
i=1 |xi|−βi with
βi ∈ (0, 1) and α
∑d
i=1 βi < 1, or |x|−β with β ∈ (0, d) and αβ < 1.
The major goal of this section is to prove the following equality under some
conditions,
lim
t→∞
1
t
logE exp
(∫ t
0
γ(Xs)ds
)
= lim
t→∞
1
t
logE exp
(∫ t
0
γ(Ys)ds
)
.
This result is useful, for instance, to derive the large deviations for fBm, sub-fBm
and bi-fBm (see Section 4).
2.1 Reproducing kernel Hilbert spaces
In this subsection, we summarize some preliminaries on reproducing kernel Hilbert
spaces associated with Gaussian processes. We refer readers to [13] for more details.
In a probability space (Ω,F , P ), consider a one-dimensional centered Gaussian
process X = {Xt, 0 ≤ t ≤ T} with covariance function
R(s, t) = E[XsXt], 0 ≤ s ≤ t ≤ T.
The reproducing kernel Hilbert space (RKHS) associated with the Gaussian pro-
cess X, denoted by H(X), is the completion of the linear span of the functions∑n
i=1 aiR(si, ·) with n ∈ N, ai ∈ R, si ∈ [0, T ], i = 1, . . . , n, under the norm induced
by the inner product
〈R(s, ·), R(t, ·)〉
H(X) = R(s, t).
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Note that the RKHS is also referred to as the Cameron-Martin space ([13, Theorem
8.15]), and in this article we do not distinguish these two terminologies.
As a comparison, we also recall the space of integrands f˙ for Wiener integrals with
respect to X, denoted by H(X), which is defined as the completion of the linear span
of the simple functions
∑n
i=1 ai1(si,ti] under the norm induced by the inner product〈
1(0,s], 1(0,t]
〉
H(X) = R(s, t).
Denote by X(f˙) the Wiener integral for f˙ ∈ H(X). The collection of these Wiener
integrals is the first Wiener chaos H1 of X (see, e.g., [19]). Then E[X(f˙)X(g˙)] =
〈f˙ , g˙〉H(X), for f˙ , g˙ ∈ H(X). Furthermore, setting f(t) = E[X(f˙)Xt], we have f ∈
H(X), and 〈f, g〉H(X) = 〈f˙ , g˙〉H(X). Therefore, the RKHS H(X), the space H(X) of
integrands of Wiener integrals, and the first Wiener chaos H1 of X are isometric to
each other. For example, when X = W is a Brownian motion, H(W ) = L2[0, T ],
H(W ) = {∫ ·
0
f˙(s)ds, f˙(s) ∈ L2[0, T ]} and H1 = {W (f˙) =
∫ T
0
f˙(s)dWs, f˙ ∈ L2[0, T ]}.
One important feature of the RKHS is the following. For a function h : [0, T ]→ R,
the laws of X+h andX are mutually absolutely continuous (resp. mutually singular)
if h ∈ H(X) (resp. if h /∈ H(X)), see, e.g., [13, Theorem 14.17]. Moreover, for
h ∈ H(X), by the Cameron-Martin theorem, the measure P˜ defined by
dP˜
dP
= exp
(
−X(h˙)− 1
2
‖h‖2
H(X)
)
is a probability measure, under which X + h has the same distribution as X under
P .
2.2 Preliminaries on large deviation principles
In this subsection, let L = {Lt, t ≥ 0} be a stochastic process with non-negative
values. We will recall some results on the large deviation principle for the process L.
Definition 2.1 A function I : R+ → [0,∞] is called a rate function on R+, if for
each M <∞ the level set {x ∈ R+ : I(x) ≤M} is a closed subset of R+. If the level
set {x ∈ R+ : I(x) ≤ M} is compact for any M <∞, then I(·) is said to be a good
rate function. For any A ∈ B(R+), we define I(A) = infx∈A I(x).
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Definition 2.2 Let I(·) be a rate function on R+, and let {b(t), t ≥ 0} be a sequence
of positive real numbers such that lim
t→∞
b(t) = ∞. The stochastic process L is said
to satisfy the large deviation principle with speed {b(t)} and rate function I(·) if the
following two conditions hold:
lim sup
t→∞
1
b(t)
log P(Lt ∈ F ) ≤ − inf
λ∈F
I(λ), for any closed set F ⊆ R+,
and
lim inf
t→∞
1
b(t)
log P(Lt ∈ G) ≥ − inf
λ∈G
I(λ), for any open set G ⊆ R+.
The following result shows that under some mild conditions on the rate function I(·),
the large deviation principle defined above is equivalent to the asymptotic behavior
of tail properties (see [9, Theorem 1.2.1]).
Theorem 2.3 Suppose that the rate function I(·) is strictly increasing and contin-
uous on R+. The following two statements are equivalent:
(a) The large deviation principle given in Definition 2.2 holds.
(b) For any λ > 0,
lim
t→∞
1
b(t)
log P(Lt ≥ λ) = −I(λ). (2.1)
Definition 2.4 A convex function Λ(θ) : R+ → [0,∞] is said to be essentially
smooth on R+, if
(1) there is a θ0 > 0 such that Λ(θ) <∞ for every θ ∈ [0, θ0].
(2) the function Λ(·) is differentiable in the interior DoΛ = (0, a) (0 < a ≤ ∞) of
the domain DΛ = {θ ∈ R+ : Λ(θ) <∞}.
(3) the function Λ(·) is steep at the right end of the domain and is flat at the left
end of the domain, i.e.,
lim
θ→a−
Λ′(θ) = ∞ and Λ′(0+) = lim
θ→0+
Λ(θ)− Λ(0)
θ
= 0.
The following result appeared in [9, Theorem 1.2.4] is a version of the Gärtner-
Ellis large deviation.
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Theorem 2.5 Assume that for all θ ≥ 0, the limit
Λ(θ) = lim
1
b(t)
logE exp{θb(t)Lt}
exists as an extended real number, and that the function Λ(·) is essentially smooth
on R+. Then, the function
I(λ) = sup
θ>0
{θλ− Λ(θ)} , λ ≥ 0
is strictly increasing and continuous on R+. Moreover, the large deviation principle
in Definition 2.2 and equation (2.1) hold and they are equivalent.
As the converse of the Gärtner-Ellis theorem, we have the following Varadhan’s
integral lemma (see [9, Theorem 1.1.6]).
Lemma 2.6 (Varadhan’s integral lemma) Assume that the stochastic process L
satisfy the large deviation principle with speed {b(t), t ≥ 0} and a good rate function
I(·). Let φ : R+ → R be any continuous function. Suppose that, for some ρ > 1, the
following condition holds
lim sup
t→∞
1
b(t)
logE exp {ρb(t)φ(Lt)} <∞,
then we have
lim
t→∞
1
b(t)
logE exp {b(t)φ(Lt)} = sup
λ∈R+
{φ(λ)− I(λ)} .
2.3 Comparison strategy
We first validate the definition of
∫ t
0
δ(Xs)ds for a class of Gaussian process. Denote
the heat kernel on Rd by pε(x) = (2piε)
− d
2 e−
|x|2
2ε .
Proposition 2.7 Let {Xt = (X1t , . . . , Xdt ), 0 ≤ t ≤ T} be a centered Gaussian
process, the components of which are independent and have the same distribution. If
there exist constants CT > 0 and 0 < α < 1/d, such that, for 0 ≤ r ≤ s ≤ T ,
Var(X1r ) ≥ CTr2α and Var(X1s |X1r ) = E
([
X1s − E
(
X1s
∣∣X1r )]2 ∣∣X1r) ≥ CT (s− r)2α,
(2.2)
then
∫ T
0
pε(Xt)dt converges in L
2 as ε goes to 0. The limit is denoted by LT (X) :=∫ T
0
δ(Xs)ds and called the local time of X.
6
Proof It suffices to show that the sequence E
[∫ T
0
pε(Xr)dr
∫ T
0
pδ(Xs)ds
]
converges
to the same limit as ε and δ go to zero. Note that the Fourier transform of pε(x) is
pˆ(ξ) =
∫
Rd
e−ix·ξpε(x)dx = e−ε|ξ|
2/2,
and also note that the inverse Fourier transform implies
pε(x) = (2pi)
−d/2
∫
Rd
eix·ξe−ε|ξ|
2/2dξ,
where dx = dx1 . . . dxd and dξ = dξ1 . . . dξd.
Then for fixed r, s ∈ [0, T ], we have
E[pε(Xr)pδ(Xs)]
=(2pi)−d
∫
R2d
exp
(
−1
2
(ε|ξ|2 + δ|η|2)
)
E exp (i(Xr · ξ +Xs · η)) dξdη
=
(
(2pi)−1
∫
R2
exp
(
−1
2
(εξ2 + δη2)
)
E exp
(
i(X1r ξ +X
1
sη)
)
dξdη
)d
=
(
(2pi)−1
∫
R2
exp
(
−1
2
(εξ2 + δη2)
)
exp
(
−1
2
Var(X1r ξ +X
1
sη)
)
dξdη
)d
=
(
(2pi)−1
∫
R2
exp
(
−1
2
(εξ2 + δη2)
)
exp
(
−1
2
(ξ, η)Q(r, s)(ξ, η)T
)
dξdη
)d
,
where Q(r, s) is the covariance matrix of (X1r , X
1
s ). It is well known (see, e.g., [4]
or [10, Lemma 3.8]) that detQ(r, s) = Var(X1r )Var(X
1
s |X1r ) = Var(X1s )Var(X1r |X1s ),
and hence, by (2.2),
detQ(r, s) ≥ C2T (r ∧ s)2α|r − s|2α.
Therefore, by the dominated convergence theorem, we can get
lim
ε,δ→0
E[pε(Xr)pδ(Xs)] = (detQ(r, s))
−d/2 ≤ C−dT (r ∧ s)−αd|r − s|−αd.
Since αd < 1, we obtain
∫ T
0
∫ T
0
(r∧s)−αd|r−s|−αddrds <∞. Then one can apply
the dominated convergence theorem to deduce
lim
ε,δ→0
E
[∫ T
0
pε(Xr)dr
∫ T
0
pδ(Xs)ds
]
=
∫ T
0
∫ T
0
(detQ(r, s))−d/2 drds.
The proof is concluded.
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Remark 2.8 If the conditions in (2.2) are satisfied, we say that the Gaussian process
X has local nondeterminism. In particular, when Hd < 1, HKd < 1, by Proposition
2.7 and the local nondeterminism of fBm BH , sub-fBm SH and bi-fBm ZH,K (see
[5, 17, 23]), the local times Lt(B
H), Lt(S
H) and Lt(Z
H,K) exist.
Remark 2.9 Let Xαt =
∫ t
0
(t − s)α− 12dWs be the 1-dimensional Riemann-Liouville
process, where W is a standard Brownian motion. Then, we can show that
(i) V ar(Xαt ) =
∫ t
0
(t− s)2α−1ds = t2α
2α
;
(ii) for any 0 ≤ r < t <∞,
E
(
Xαt
∣∣FWr ) = E(∫ t
0
(t− s)α− 12dWs
∣∣FWr ) = ∫ r
0
(t− s)α− 12dWs,
and
V ar(Xαt
∣∣Xαr ) ≥ E (V ar(Xαt ∣∣FWr )∣∣Xαr )
= E
(
E
([∫ t
r
(t− s)α− 12dWs
]2∣∣∣∣∣FWr
)∣∣∣∣∣Xαr
)
=
1
2α
(t− r)2α;
(iii) for any 0 ≤ r < t <∞, by some changes of variables
V ar(Xαt −Xαr )
= E
(∫ r
0
[
(t− s)α− 12 − (r − s)α− 12
]
dWs
)2
+ E
(∫ t
r
(t− s)α− 12dWs
)2
=
∫ r
0
[
(t− s)α− 12 − (r − s)α− 12
]2
ds+
∫ t
r
(t− s)2α−1ds
= (t− r)2α
∫ r/(t−r)
0
[
(1 + u)α−
1
2 − uα− 12
]2
du+
1
2α
(t− r)2α
≤ (t− r)2α
∫ ∞
0
[
(1 + u)α−
1
2 − uα− 12
]2
du+
1
2α
(t− r)2α
= Cα(t− r)2α,
where Cα =
∫∞
0
[
(1 + u)α−
1
2 − uα− 12
]2
du+ 1
2α
.
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From (i) and (ii), we see that the Riemann-Liouville process has local nondetermin-
ism. An estimate for the variance of the increment of this process is given in (iii).
In the following sections, we always assume that the process {Xt, 0 ≤ t ≤ 1} can
be viewed as a Gaussian random vector in a separable Banach space. The result
below is an important property of Gaussian measure (see e.g. [10, Lemma 3.7]).
Lemma 2.10 Suppose µ is a centered Gaussian measure on a separable Banach
space B. Let Hµ denote the RKHS of µ, and let h : B 7→ R+ be a symmetric
measurable function (h(−x) = h(x) for any x ∈ B). Then, for every y in Hµ, we
have ∫
B
h(x+ y)µ(dx) ≥ exp
(
−1
2
‖y‖2
Hµ
)∫
B
h(x)µ(dx),
where ‖y‖Hµ is the norm of y in Hµ.
The inequalities stated in the following will be used in the proof of Proposition
2.13 and the sub-additive property for the Riemann-Liouville process.
Lemma 2.11 Let γ be a tempered distribution on Rd with its Fourier transform
ν(dx) being a non-negative measure on Rd, i.e., γ is a non-negative definite distri-
bution. Then for any centered Gaussian random vector X ∼ N(0,Σ), where Σ is a
positive definite matrix in Rd×d, we have
E[γ(X + a)] ≤ E[γ(X)], for all a ∈ Rd.
Proof Denote the probability density function of the Gaussian random vector X
by pΣ(x). Note that pΣ(x) belongs to the Schwartz space S(Rd) and its Fourier
transform is pˆΣ(ξ) = exp{− ξTΣξ2 }. Then
E[γ(X + a)] =
∫
Rd
γ(x+ a)pΣ(x)dx
=
∫
Rd
pˆΣ(ξ)e
−ia·ξν(dξ) ≤
∫
Rd
pˆΣ(ξ)ν(dξ) = E[γ(X)].
We complete the proof.
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Remark 2.12 Similarly, one can show that for a centered Gaussian vector (X1, . . . , Xn)
with Xi being a d-dimensional Gaussian vector, we have for any a = (a1, . . . , an) ∈
R
d×n
E
[
n∏
i=1
γ(Xi + ai)
]
≤ E
[
n∏
i=1
γ(Xi)
]
.
When γ is a measurable function which is also symmetric (γ(−x) = γ(x)), and the
result can also be obtained by [10, Lemma 3.7 (i)].
The following proposition is the main result in this subsection.
Proposition 2.13 Let {Xt, t ≥ 0}, {Yt, t ≥ 0} and {ηt, t ≥ 0} be d-dimensional
centered Gaussian processes satisfying the following conditions:
(i) there exists α > 0 such that {Xat, t ≥ 0} d= aα{Xt, t ≥ 0} and {Yat, t ≥ 0} d=
aα{Yt, t ≥ 0} for any a > 0;
(ii) Y
d
= X + η;
(iii) X and η are independent;
(iv) for any ε ∈ (0, 1), there exists a process ηε such that ηεt = ηt for t ≥ ε, and
{ηεt , t ∈ [0, 1]} belongs to the RKHS of {Xt, t ∈ [0, 1]} almost surely.
If either limt→∞ 1t logE exp
(∫ t
0
γ(Xs)ds
)
or limt→∞ 1t logE exp
(∫ t
0
γ(Ys)ds
)
exits as
a finite number, then both limits exist and are equal to each other.
Proof Without loss of generality, we assume lim
t→∞
1
t
logE exp
(∫ t
0
γ(Xs)ds
)
exists.
It follows from Remark 2.12 that
E
(∫ t
0
γ(Ys)ds
)n
≤ E
(∫ t
0
γ(Xs)ds
)n
,
and hence
lim sup
t→∞
1
t
logE exp
(∫ t
0
γ(Ys)ds
)
≤ lim
t→∞
1
t
logE exp
(∫ t
0
γ(Xs)ds
)
.
To get the desired result, we shall prove the opposite direction of the above
inequality with lim sup replaced by lim inf . Fixing an arbitrary ε ∈ (0, 1), and
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denoting Y ε = X + ηε, by Lemma 2.10, Minkowski’s inequality and the scaling
property
∫ a
0
γ(Xs)ds
d
= a1−αβ
∫ 1
0
γ(Xs)ds, we have
E
(∫ 1
0
γ(Ys)ds
)n
≥ E
(∫ 1
ε
γ(Y εs )ds
)n
≥ E exp
(
−1
2
‖ηε‖2
H(X)
)
E
(∫ 1
ε
γ(Xs)ds
)n
= Aε E
(∫ 1
0
γ(Xs)ds−
∫ ε
0
γ(Xs)ds
)n
≥ Aε
((
E
(∫ 1
0
γ(Xs)ds
)n)1/n
−
(
E
(∫ ε
0
γ(Xs)ds
)n)1/n)n
= Aε
(
1− ε1−αβ)n E(∫ 1
0
γ(Xs)ds
)n
, (2.3)
where ‖ηε‖H(X) < ∞ a.s. is the norm endowed in the RKHS of {Xs, s ∈ [0, 1]} and
Aε = E exp
(
−1
2
‖ηε‖2
H(X)
)
∈ (0, 1] is independent of n.
Thus, by the scaling property for the functional of Y and (2.3), we obtain
E exp
(∫ t
0
γ(Ys)ds
)
=
∑
n≥0
1
n!
tn(1−αβ)E
(∫ 1
0
γ(Ys)ds
)n
≥ Aε
∑
n≥0
1
n!
(
t1−αβ(1− ε1−αβ))n E(∫ 1
0
γ(Xs)ds
)n
= Aε E exp
(
t1−αβ(1− ε1−αβ)
∫ 1
0
γ(Xs)ds
)
. (2.4)
For random variables F , G with EeθF <∞ and EeθG <∞ for all θ > 0, Hölder’s
inequality yields
logEeF−G ≥ p logEeFp − p
q
logEe
q
p
G,
where p, q > 1 and 1/p+ 1/q = 1. Applying this inequality to the right-hand side of
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(2.4) and using the scaling property
∫ a
0
γ(Xs)ds
d
= a1−αβ
∫ 1
0
γ(Xs)ds, we get
logE exp
(∫ t
0
γ(Ys)ds
)
≥ logAε + p logE exp
(
p−1t1−αβ
∫ 1
0
γ(Xs)ds
)
− p
q
logE exp
(
p−1q(εt)1−αβ
∫ 1
0
γ(Xs)ds
)
≥ logAε + p logE exp
(∫ t p−(1−αβ)−1
0
γ(Xs)ds
)
− p
q
logE exp
(∫ εt (p−1q)(1−αβ)−1
0
γ(Xs)ds
)
,
and hence
lim inf
t→∞
1
t
logE exp
(∫ t
0
γ(Ys)ds
)
≥ lim
t→∞
p
t
logE exp
(∫ t p−(1−αβ)−1
0
γ(Xs)ds
)
− lim
t→∞
p
qt
logE exp
(∫ εt (p−1q)(1−αβ)−1
0
γ(Xs)ds
)
=
(
p1−(1−αβ)
−1 − ε(pq−1)1−(1−αβ)−1
)
lim
t→∞
1
t
logE exp
(∫ t
0
γ(Xs)ds
)
.
Since ε > 0 can be arbitrarily small and p can be arbitrarily close to 1, we obtain
lim inf
t→∞
1
t
logE exp
(∫ t
0
γ(Ys)ds
)
≥ lim
t→∞
1
t
logE exp
(∫ t
0
γ(Xs)ds
)
.
The proof is completed.
Remark 2.14 It is obvious that if condition (iv) is replaced by
(iv’) {ηt, t ∈ [0, 1]} belongs to the RKHS of {Xt, t ∈ [0, 1]} almost surely,
the result of Proposition 2.13 still holds.
3 Large deviations for the functionals of Riemann-
Liouville process
In this section, we let Xα = {Xαt , t ≥ 0} be the d-dimensional Riemann-Liouville
process with parameter α ∈ (0, 1), i.e., Xαt =
∫ t
0
(t − s)α− 12dWs, where {Wt, t ≥ 0}
is a d-dimensional Brownian motion. This section is devoted to deriving the large
deviations for
∫ t
0
γ(Xαs )ds, where γ is the functional given in Section 2.
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Proposition 3.1 Suppose Xt =
∫ t
0
K(t − s)dWs, where K(s) : R+ → Rd is a mea-
surable function such that
∫ T
0
|K(s)|2ds < ∞ for all T > 0. Let γ be a tempered
distribution on Rd with its Fourier transform ν(dx) being a non-negative measure
on Rd, i.e., γ is a non-negative definite distribution. Then log 1
m!
E
(∫ τ
0
γ(Xs)ds
)m
is
sub-additive in m, where τ is an exponential time with parameter 1 independent of
X.
Proof Denote [0, t]m< = [0 < s1 < s2 < · · · < sm < t] and Rm+,< = [0 < s1 < s2 <
· · · < sm <∞). Notice that
1
m!
E
(∫ τ
0
γ(Xs)ds
)m
=
1
m!
∫ ∞
0
e−sE
(∫ s
0
γ(Xu)du
)m
ds
=
∫ ∞
0
e−s
∫
[0,s]m<
E
[
m∏
k=1
γ(Xsk)
]
ds1 . . . dsmds
=
∫
Rm+,<
e−smE
[
m∏
k=1
γ(Xsk)
]
ds1 . . . dsm.
Therefore,
1
(m+ n)!
E
(∫ τ
0
γ(Xs)ds
)m+n
=
∫
R
m+n
+,<
e−sm+nE
[
m+n∏
k=1
γ(Xsk)
]
ds1 . . . dsm+n
=
∫
R
m+n
+,<
e−sme−(sm+n−sm)E
[
m∏
k=1
γ(Xsk)E
[
m+n∏
k=m+1
γ(Xsk)
∣∣∣Fsm
]]
ds1 . . . dsm+n. (3.1)
For k = m + 1, . . . , m + n, let Xsk =
∫ sk
0
K(sk − s)dWs = Asm,sk + Ysm,sk , where
Asm,sk =
∫ sm
0
K(sk − s)dWs and Ysm,sk =
∫ sk
sm
K(sk − s)dWs. Furthermore, note that
(Ysm,sm+1, . . . , Ysm,sm+n)
d
= (Xsm+1−sm, . . . , Xsm+n−sm). (3.2)
Hence, by the fact that Asm,sk ∈ Fsm, (3.2) and Remark 2.12, we have
E
[
m+n∏
k=m+1
γ(Xsk)
∣∣∣Fsm
]
≤ E
[
m+n∏
k=m+1
γ(Xsk−sm)
]
.
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Thus, it follows from (3.1) and a change of variables,
1
(m+ n)!
E
(∫ τ
0
γ(Xs)ds
)m+n
≤
∫
R
m+n
+,<
e−sme−(sm+n−sm)E
[
m∏
k=1
γ(Xsk)
]
E
[
m+n∏
k=m+1
γ(Xsk−sm)
]
ds1 . . . dsm+n
≤
∫
Rm+,<
e−smE
[
m∏
k=1
γ(Xsk)
]
ds1 . . . dsm
∫
Rn+,<
e−snE
[
n∏
k=1
γ(Xsk)
]
ds1 . . . dsn
=
1
m!
E
(∫ τ
0
γ(Xs)ds
)m
1
n!
E
(∫ τ
0
γ(Xs)ds
)n
.
The proof is completed.
Proposition 3.2 Let γ(x) be given in Section 2. Then for all θ > 0,
lim
t→∞
1
t
logE exp
(
θ
∫ t
0
γ(Xαs )ds
)
= E(γ, α, β) θ 11−αβ ,
where E(γ, α, β) is a positive constant depending on (γ, α, β).
Proof Let τ be an exponential time with parameter 1 which is independent of
X. By Proposition 3.1 and Fekete’s lemma, we know that there exists an extended
number A ∈ [−∞,∞), such that
A := lim
m→∞
1
m
log
(
1
m!
E
(∫ τ
0
γ(Xαs )ds
)m)
= inf
m
{
1
m
log
(
1
m!
E
(∫ τ
0
γ(Xαs )ds
)m)}
. (3.3)
By the scaling property and the independence of τ and X, we have
1
m
log
(
1
m!
E
(∫ τ
0
γ(Xαs )ds
)m)
=
1
m
log
(
E[τ (1−αβ)m]
1
m!
E
(∫ 1
0
γ(Xαs )ds
)m)
.
(3.4)
First we show that A is a real number. Noting that for x ∈ Rd, |x|−(β1+···+βd) ≤
|x1|−β1 · · · |xd|−βd, we only need to show A > −∞ for the cases γ(x) = δ(x) and
γ(x) = |x|−β.
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For the case γ(x) = δ(x), we have
1
m!
E
(∫ 1
0
γ(Xαs )ds
)m
=
∫
[0,1]m<
E
[
m∏
i=1
γ(Xαsi)
]
ds1 . . . dsm
=
∫
[0,1]m<
∫
Rmd
m∏
i=1
γ̂(ξi) exp
(
−1
2
Var
(
m∑
i=1
ξi ·Xαsi
))
dξ1 . . . dξmds1 . . . dsm. (3.5)
Note (see, e.g., [4] or [10, Lemma 3.8]) that, for 0 < s1 < s2 < · · · < sn < 1,
det[Cov(Xα,1s1 , . . . , X
α,1
sm )]
= Var(Xα,1s1 )Var(X
α,1
s2
|Xα,1s1 ) · · ·Var(Xα,1sm |Xα,1s1 , . . . , Xα,1sm−1)
= Var(Xα,1s1 )Var(X
α,1
s2 −Xα,1s1 |Xα,1s1 ) · · ·Var(Xα,1sm −Xα,1sm−1 |Xα,1s1 , . . . , Xα,1sm−1)
≤ Var(Xα,1s1 )Var(Xα,1s2 −Xα,1s1 ) · · ·Var(Xα,1sm −Xα,1sm−1)
≤ Cms2α1 (s2 − s1)2α . . . (sm − sm−1)2α, (3.6)
where Xα,1 is the first component of the vector X and C here and in the following
denotes a generic positive constant independent of m which may vary from line to
line.
When γ(x) = δ(x), γ̂(ξ) = 1, and together with (3.6), the equation (3.5) equals∫
[0,1]m<
∫
Rmd
exp
(
−1
2
Var
(
m∑
i=1
ξi ·Xαsi
))
dξ1 . . . dξmds1 . . . dsm
=
∫
[0,1]m<
(
2pidet[Cov(Xα,1s1 , . . . , X
α,1
sm )]
)−d/2
ds1 . . . dsm
≥ Cm
∫
[0,1]m<
s−αd1 (s2 − s1)−αd · · · (sm − sm−1)−αdds1 . . . dsm
= Cm
Γm(1− αd)
Γ(1 + (1− αd)m) .
The above inequality, the fact E[τ (1−αd)m] = Γ(1 + (1 − αd)m) with Γ(·) being the
Gamma function, (3.3) and (3.4) imply that A ≥ log Γ(1− αd) + logC > −∞.
Now we show that A > −∞ when γ(x) = |x|−β. Assume instead that A = −∞,
then by (3.4), the fact E[τ (1−αβ)m] = Γ(1 + (1 − αβ)m), and the Stirling formulas
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Γ(1 + x) ∼ √2pix (x
e
)x
and m! ∼ √2pim (m
e
)m
, we have
lim
m→∞
1
m
log
(
1
(m!)αβ
E
(∫ 1
0
γ(Xαs )ds
)m)
= −∞. (3.7)
Thus Lemma 3.5 (i) implies that
lim sup
u→∞
1
u1/αβ
log P
(∫ 1
0
γ(Xαs )ds ≥ u
)
= −∞. (3.8)
For any λ > 0, by the scaling property
∫ t
0
γ(Xαs )ds
d
= t1−αβ
∫ 1
0
γ(Xαs )ds, and by a
change of variables u = λtαβ , we have
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
γ(Xαs )ds ≥ λ
)
= lim sup
t→∞
1
t
log P
(∫ 1
0
γ(Xαs )ds ≥ λtαβ
)
= lim sup
u→∞
λ1/αβ
u1/αβ
logP
(∫ 1
0
γ(Xαs )ds ≥ u
)
= −∞.
(3.9)
Now take I(λ) = λ for all λ ≥ 0. Then, I(λ) is a non-decreasing rate function on
R
+ with I(0) = 0, and (3.9) yields
lim sup
t→∞
1
t
logP
(
1
t
∫ t
0
γ(Xαs )ds ≥ λ
)
≤ −I(λ), for all λ > 0. (3.10)
Note that (3.8) and Lemma 3.3 with p = 1/αβ imply
E exp
(
ρ
∫ 1
0
γ(Xαs )ds
)
<∞, for all ρ > 0,
and
lim sup
ρ→∞
ρ−
1
1−αβ logE exp
(
ρ
∫ 1
0
γ(Xαs )ds
)
<∞.
Hence, by the scaling property
∫ t
0
γ(Xαs )ds
d
= t1−αβ
∫ 1
0
γ(Xαs )ds and a change of
variables ρ = θt1−αβ for any fixed θ > 0, we can obtain
lim sup
t→∞
1
t
logE exp
(
θ
∫ t
0
γ(Xαs )ds
)
= lim sup
t→∞
1
t
logE exp
(
θt1−αβ
∫ 1
0
γ(Xαs )ds
)
= θ
1
1−αβ lim sup
ρ→∞
ρ−
1
1−αβ logE exp
(
ρ
∫ 1
0
γ(Xαs )ds
)
<∞. (3.11)
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Now, (3.11) implies that (1.2.29) with p = 1 in [9, Lemma 1.2.10] holds. Then,
Lemma 1.2.10 in [9] implies that the assumption (1.2.26) in [9] holds. Together with
(3.10), we apply Theorem 1.2.9(2) with p = 1 in [9] to obtain
lim sup
t→∞
1
t
logE exp
(∫ t
0
γ(Xαs )ds
)
= lim sup
t→∞
1
t
log
{ ∞∑
m=0
1
m!
E
(∫ t
0
γ(Xαs )ds
)m}
≤ sup
λ>0
{λ− I(λ)} = sup
λ>0
{0} = 0.
which contradicts Lemma 3.4. Therefore, A > −∞ when γ(x) = |x|−β.
Since A in (3.3) is a real number, by (3.4) and the Stirling formula, there exists
a ∈ (−∞,∞) (depending on the function γ(x)) such that
lim
m→∞
1
m
log
(
1
(m!)αβ
E
(∫ 1
0
γ(Xαs )ds
)m)
= a.
It implies from Lemma 3.5 (ii) that
lim
u→∞
1
u1/αβ
log P
(∫ 1
0
γ(Xαs )ds ≥ u
)
= −αβe−a/αβ < 0. (3.12)
Hence, by the scaling property
∫ t
0
γ(Xαs )ds
d
= t1−αβ
∫ 1
0
γ(Xαs )ds and a change of
variables, we have for all λ > 0,
lim
t→∞
1
t
log P
(
1
t
∫ t
0
γ(Xαs )ds ≥ λ
)
= lim
t→∞
1
t
logP
(
1
t
· t1−αβ
∫ 1
0
γ(Xαs )ds ≥ λ
)
= lim
t→∞
1
t
logP
(∫ 1
0
γ(Xαs )ds ≥ λtαβ
)
= λ1/αβ lim
u→∞
1
u1/αβ
logP
(∫ 1
0
γ(Xαs )ds ≥ u
)
= − αβe−a/αβλ1/αβ .
Notice that the scaling property
∫ t
0
γ(Xαs )ds
d
= t1−αβ
∫ 1
0
γ(Xαs )ds, a change of vari-
ables, (3.12) and Lemma 3.3 with p = 1/αβ imply that, for all θ > 0,
lim sup
t→∞
1
t
logE exp
(
θ
∫ t
0
γ(Xαs )ds
)
= lim sup
t→∞
1
t
logE exp
(
θt1−αβ
∫ 1
0
γ(Xαs )ds
)
= θ
1
1−αβ lim sup
ρ→∞
ρ−
1
1−αβ logE exp
(
ρ
∫ 1
0
γ(Xαs )ds
)
<∞.
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Hence, by Theorem 2.3 and Varadhan’s integral lemma (see Lemma 2.6), we have
for θ > 0,
lim
t→∞
1
t
logE exp
(
θ
∫ t
0
γ(Xαs )ds
)
= E(γ, α, β) θ 11−αβ .
The proof is concluded.
The remaining part of this section consists of lemmas that were used in the
previous proof.
Lemma 3.3 Let Y be a nonnegative random variable, and let b ∈ (0,∞] and p > 1
be given. If lim
t→∞
1
tp
log P(Y ≥ t) = −b, then
(a) E eρY <∞, for any ρ > 0;
(b) lim sup
ρ→∞
ρ−
p
p−1 logE eρY <∞.
Proof Note that the sequence { 1
tp
logP(Y ≥ t)} is decreasing as t ↑ ∞. Since
lim
t→∞
1
tp
log P(Y ≥ t) = −b, by setting B to be any positive number in the case b =∞
and setting B = b/2 in the case b <∞, there exists T > 0 such that for any t ≥ T
P(Y ≥ t) ≤ e−Btp ,
and hence, by Fubini’s theorem
E eρY = 1 +
∫ ∞
0
ρeρtP (Y ≥ t)dt
= 1 +
∫ T
0
ρeρtP (Y ≥ t)dt+
∫ ∞
T
ρeρtP (Y ≥ t)dt
≤ eρT +
∫ ∞
T
ρeρt−Bt
p
dt
= eρT
(
1 +
∫ ∞
T
ρeρ(t−T )−Bt
p
dt
)
≤ eρT
(
1 +
∫ ∞
T
ρeρ(t−T )−B(t−T )
p
dt
)
= eρT
(
1 +
∫ ∞
0
ρeρt−Bt
p
dt
)
<∞. (3.13)
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Note that∫ ∞
0
ρeρt−Bt
p
dt ≥
∫ ( ρB ) 1p−1
0
ρeρt(1−
B
ρ
tp−1)dt ≥
∫ ( ρB ) 1p−1
0
ρdt = ρ
p
p−1B−
1
p−1 →∞,
(3.14)
as ρ→∞. Note also that∫ ∞
0
ρeρt−Bt
p
dt
=
∫ ( ρB ) 1p−1
0
ρeρt(1−
B
ρ
tp−1)dt+
∫ ( 2ρB ) 1p−1
( ρB )
1
p−1
ρe−ρt(
B
ρ
tp−1−1)dt+
∫ ∞
( 2ρB )
1
p−1
ρe−ρt(
B
ρ
tp−1−1)dt
≤
∫ ( ρB ) 1p−1
0
ρeρtdt+
∫ ( 2ρB ) 1p−1
( ρB )
1
p−1
ρdt+
∫ ∞
( 2ρB )
1
p−1
ρe−ρtdt
= exp
{
ρ
p
p−1B−
1
p−1
}
− 1 + ρ pp−1B− 1p−1
(
2
1
p−1 − 1
)
+ exp
{
−ρ pp−1
(
2
B
) 1
p−1
}
≤ exp{ρ pp−1B− 1p−1}+ ρ pp−1B− 1p−1
(
2
1
p−1 − 1
)
. (3.15)
It is easy to see that
ρ
p
p−1B−
1
p−1
(
2
1
p−1 − 1
)
≤ exp{ρ pp−1B− 1p−1} (3.16)
if ρ is large enough.
Using the fact log(1 + x) ≤ 1 + log x for all x ≥ 1, by (3.13)-(3.16), when ρ is
large enough, we have
ρ−
p
p−1 logE eρY ≤ Tρ− 1p−1 + ρ− pp−1
(
1 + log
∫ ∞
0
ρeρt−Bt
p
dt
)
≤ Tρ− 1p−1 + ρ− pp−1
(
1 + log 2 + ρ
p
p−1B−
1
p−1
)
.
Therefore, we can show that
lim sup
ρ→∞
ρ−
p
p−1 logE eρY ≤ B− 1p−1 <∞.
The proof is completed.
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Lemma 3.4 For the Riemann-Liouville process Xα we have
lim inf
t→∞
1
t
logE exp
(∫ t
0
|Xαs |−βds
)
> 0.
Proof For any ε > 0, by the small ball probability result provided in [16, Theorem
4.1], there exists a constant c0 ∈ (0,∞) such that
P
(
sup
0≤s≤1
|Xα,1s | ≤ ε
)
≥ exp(−c0ε−1/α). (3.17)
Denote Sε =
{
sup
j∈{1,...,d}
sup
0≤s≤1
|Xα,js | ≤ ε
}
. By (3.17), we have
P (Sε) =
(
P
(
sup
0≤s≤1
|Xα,1s | ≤ ε
))d
≥ exp(−c0dε−1/α).
Then,
E exp
(∫ t
0
|Xαs |−βds
)
≥ E
[
exp
(
t1−αβ
∫ 1
0
|Xαs |−βds
)
1Sε
]
≥ exp (cdt1−αβε−β)P(Sε)
≥ exp(cdt1−αβε−β − c0dε−1/α),
where cd is a positive constant depending on d.
Now, choose ε =
(
2c0d
cd
)α/(1−αβ)
t−α such that
cdt
1−αβε−β − c0dε−1/α = c0dε−1/α = Ct,
where C = c0d
(
cd
2c0d
)1/(1−αβ)
. Consequently, we can show
lim inf
t→∞
1
t
logE exp
(∫ t
0
|Xαs |−βds
)
≥ C > 0.
We prove the desired result.
The following lemma (see [14, Lemma 2.3]) connects the moments and large
deviations.
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Lemma 3.5 Let F ≥ 0 be a random variable and let p > 0. Then, for any a ∈ R,
the following results hold.
(i) If
lim sup
m→∞
1
m
log
(
1
(m!)p
EFm
)
≤ a,
for some a ∈ R, then
lim sup
x→∞
1
x1/p
log P(F ≥ x) ≤ −pe−a/p.
(ii) If
lim
m→∞
1
m
log
(
1
(m!)p
EFm
)
= a,
for some a ∈ R, then
lim
x→∞
1
x1/p
log P(F ≥ x) = −pe−a/p.
4 Large deviations for the functionals of fBm, sub-
fBm and bi-fBm
4.1 Some preliminaries on fBm, sub-fBm and bi-fBm
In this subsection, we will first recall some preliminaries on fBm, sub-fBm and bi-
fBm, and then we will provide some detailed results on the RKHSs associated to
some of them.
Definition 4.1 A centered 1-dimensional Gaussian process {BHt , t ≥ 0} is called a
fBm with Hurst parameter H ∈ (0, 1), if the covariance function is given by
R(t, s) = E[BHt B
H
s ] =
1
2
(
t2H + s2H − |t− s|2H) . (4.1)
It immediately implies from the above covariance function that fBm has self-
similarity: {BHat , t ≥ 0} d= aH{BHt , t ≥ 0}, for any a > 0.
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When H = 1
2
, the process B
1
2 is a standard Brownian motion. As an extension
of classical Brownian motion, fBm is essentially different from Brownian motion in
the sense that fBm is not a semi-martingale nor a Markov process when H 6= 1
2
. We
refer readers to [6, 19] and the references therein for more details on the analysis of
fBm.
In this subsection, let W = {Wt, t ∈ R} be a Brownian motion on R. Then, fBm
BH has the following representation (see [18] and [22]):
BHt = αH
∫ t
−∞
[
(t− s)H− 12 − (−s)H−
1
2
+
]
dWs
= αHX
H
t + αH
∫ 0
−∞
[
(t− s)H− 12 − (−s)H−
1
2
+
]
dWs
= : αHX
H
t + η
H
t , (4.2)
where αH =
(∫∞
0
[
(1 + s)H−
1
2 − sH− 12
]2
ds+ 1
2H
) 1
2
, XH is the Riemann-Liouville
process with parameterH , and the process ηHt = αH
∫ 0
−∞
[
(t− s)H− 12 − (−s)H−
1
2
+
]
dWs
is independent of XH .
The left-sided fractional Riemann-Liouville integrals of f ∈ L2[0, 1] of order α > 0
are defined for almost all t ∈ [0, 1] by
Iα0+f(t) =
1
Γ(α)
∫ t
0
(t− s)α−1f(s)ds.
Let Iα0+(L
2[0, 1]) denote the image of L2[0, 1] under Iα0+ .
Lemma 10.2 in [24] provides the following result on the RKHS of the Riemann-
Liouville process XH :
H(XH) = I
H+ 1
2
0+ (L
2[0, 1]).
Regarding the decomposition (4.2) of fBm BH , we summarize Propositions 3.3
and 3.5 in [10] as follows.
Proposition 4.2 For any 0 < ε < 1, the process {ηHt , t ≥ ε} has C∞-sample paths
a.s., and there is a Gaussian process {ηε,Ht , t ≥ 0} such that
(a) ηε,Ht = η
H
t for all t ≥ ε;
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(b) P
({
ηε,Ht , 0 ≤ t ≤ 1
}
∈ H(XH)
)
= 1.
Next, we discuss the RKHS of fBm BH . The covariance function of fBm can be
expressed as (see [11])
R(t, s) = E[BHt B
H
s ] =
∫ t∧s
0
KH(t, r)KH(s, r)dr, (4.3)
where
KH(t, s) = cH(t− s)H− 12F
(
H − 1
2
,
1
2
−H,H + 1
2
, 1− t
s
)
1[0,t](s),
with cH =
[
2HΓ( 32−H)
Γ(2−2H)Γ(H+ 12)
]1/2
and F (a, b, c, z) being the Gauss hypergeometric func-
tion.
Note that for any fixed t ∈ [0, 1], KH(t, ·) ∈ L2[0, 1]. Consider the integral
transform KH defined on L2[0, T ] by
(KHf)(t) :=
∫ t
0
KH(t, s)f(s)ds, for any f ∈ L2[0, 1].
We can easily see from (4.3) that R(s, ·) = KH(KH(s, ·)). In fact, the RKHS of
BH is H(BH) = I
H+ 1
2
0+ (L
2[0, 1]) endowed with the inner product 〈·, ·〉H(BH). and the
integral transform KH is an isomorphism from L2[0, 1] onto IH+
1
2
0+ (L
2[0, 1]) (see [11,
Theorems 2.1 and 3.3 and Remark 3.1]).
Definition 4.3 Let {SHt , t ≥ 0} denote a 1-dimensional sub-fBm with index H ∈
(0, 1) introduced in [7], which is a centered Gaussian process with covariance function
E[SHt S
H
s ] = t
2H + s2H − 1
2
(
(t + s)2H + |t− s|2H) . (4.4)
Clearly when H = 1
2
, S
1
2 is a standard Brownian motion. Note that the process
SH has self-similarity {SHat , t ≥ 0} d= aH{SHt , t ≥ 0}, for any a > 0.
23
Define, for α ∈ (0, 1
2
)
,
Y αt =
∫ ∞
0
(1− e−rt)r−α− 12dWr. (4.5)
By some basic calculation, we get
E(Y αt Y
α
s ) =
Γ(1− 2α)
2α
(
t2α + s2α − (t+ s)2α) . (4.6)
Assume that W in (4.5) is independent of BH , part (a) of [20, Theorem 3.5]
provides the following decomposition result for sub-fBm.
Proposition 4.4 For 0 < H < 1
2
,
{
BHt +
√
H(1−2H)
Γ(2−2H) Y
H
t , t ≥ 0
}
has the same law
as {SHt , t ≥ 0}.
Definition 4.5 The bi-fBm {ZH,Kt , t ≥ 0} with parameters H ∈ (0, 1) and K ∈ (0, 1]
is a generalization of fBm, defined as a centered 1-dimensional Gaussian process with
covariance function
E[ZH,Kt Z
H,K
s ] =
1
2K
(
(t2H + s2H)K − |t− s|2HK
)
. (4.7)
It is obvious that the bi-fBm ZH,1 degenerates to a fBm when K = 1 and that
ZH,K has self-similarity {ZH,Kat , t ≥ 0} d= aHK{ZH,Kt , t ≥ 0}, for any a > 0.
Now assume thatW in (4.5) is independent of ZH,K . The following decomposition
result for bi-fBm is obtained in [15].
Proposition 4.6 For H,K ∈ (0, 1),
{
ZH,Kt +
√
K
2KΓ(1−K) Y
K
2
t2H
, t ≥ 0
}
has the same
law as
{
2
1−K
2 BHKt , t ≥ 0
}
, where BHK is a fBm with Hurst parameter HK.
Denote the RKHSs of
{
BHt , 0 ≤ t ≤ 1
}
with parameter H and
{
ZH,Kt , 0 ≤ t ≤ 1
}
with parameters H and K by H(BH) and H(ZH,K) respectively. For bi-fBm ZH,K ,
unlike fBm, we don’t have an explicit representation for its RKHS when K ∈ (0, 1).
However, we have the following property.
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Proposition 4.7 For H,K ∈ (0, 1), H(BH) ⊆ H(ZH,K) ⊆ H(BHK). In particular,
I
3
2
0+(L
2[0, 1]) ⊆ H(BH) ⊆ H(ZH,K).
Proof The fact H(BH) ⊆ H(ZH,K) follows from [1, Theorem 5.2].
Next, we will show H(ZH,K) ⊆ H(BHK). Note from (4.1), (4.6) and (4.7) that
E
(
B2HKt B
2HK
s
)
=
2K
2
E
(
ZH,Kt Z
H,K
s
)
+
K
2Γ(1−K)E
(
Y Kt2HY
K
s2H
)
.
It follows from Theorem I in [2, p. 354] that the H
(√
2K
2
ZH,K
)
= H(ZH,K) ⊆
H(BHK).
For any 0 ≤ α ≤ β, we have Iβ0+(L2[0, 1]) ⊆ Iα0+(L2[0, 1]). Indeed, for any f ∈
Iβ0+(L
2[0, 1]), there exists g ∈ L2[0, 1] such that f = Iβ0+(g). Then by [21, Theorem
2.5], we get f = Iα0+(I
β−α
0+ (g)). In addition, I
β−α
0+ (g) ∈ L2[0, 1] by [21, Theorem 2.6],
we can show that f = Iβ0+(g) = I
α
0+(I
β−α
0+ (g)) belongs to I
α
0+(L
2[0, 1]). Consequently,
the relationship I
3
2
0+(L
2[0, 1]) ⊆ H(BH) holds by noting H(BH) = IH+
1
2
0+ (L
2[0, 1]).
4.2 Large deviation results
Throughout this subsection, let BH , SH and ZH,K be d-dimensional processes, and
for a general d-dimensional Gaussian process X, denote
L
γ
t (X) =
∫ t
0
γ(Xs)ds,
where γ(x) is given in Section 2. In particular, when γ = δ, Hd < 1 and HKd < 1,
from Remarks 2.8 and 2.9, the local times Lt(BH) = L δt (B
H), Lt(SH) = L δt (S
H)
and Lt(ZH,K) = L δt (Z
H,K) exist.
Due to the self-similarity possessed by BH , SH , ZH,K and the homogeneity
γ(ax) = a−βγ(x) for a > 0, the following scaling property holds: for any a > 0,
L
γ
at(B
H)
d
= a1−HβL γt (B
H), (4.8)
L
γ
at(S
H)
d
= a1−HβL γt (S
H), (4.9)
L
γ
at(Z
H,K)
d
= a1−HKβL γt (Z
H,K). (4.10)
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We first provide the following large deviation result for L γt (B
H), which will be
used later to obtain the large deviation for L γt (S
H) with H ∈ (0, 1
2
) and Hd < 1,
and L γt (Z
H,K) with H ∈ (0, 1), K ∈ (0, 1) and HKd < 1.
Theorem 4.8 Assume H ∈ (0, 1) and Hβ < 1, then
lim
t→∞
1
t
logE exp
(
θL γt (B
H)
)
= E(γ,H, β)α−
β
1−Hβ
H θ
1
1−Hβ =: E1(γ,H, β) θ
1
1−Hβ ,
(4.11)
and consequently,
lim
x→∞
1
x
1
Hβ
log P(L γ1 (B
H) ≥ x) = −C(γ,H, β), (4.12)
where E(γ,H, β) is a positive constant given in Proposition 3.2, the constant αH is
given in (4.2), E1(γ,H, β) = E(γ,H, β)α−
β
1−Hβ
H , and
C(γ, α, β) = E1(γ, α, β)1−
1
Hβ (1− αβ) 1αβ−1αβ. (4.13)
Proof By the representation (4.2) and Proposition 4.2, for any ε ∈ (0, 1), we may
construct ηε such that ηεt = ηt for t ≥ ε, and {ηεt , t ∈ [0, 1]} belongs to the RKHS(
I
H+1/2
0+ (L
2[0, 1])
)d
of
{
αHX
H
t , t ∈ [0, 1]
}
almost surely. Thus, (4.11) follows from
Proposition 2.13 and Proposition 3.2.
By the Gärtner-Ellis theorem (see Theorem 2.5), we have for λ > 0
lim
t→∞
1
t
log P
(
1
t
L
γ
t (B
H) ≥ λ
)
= sup
θ>0
{
θλ− E1(γ,H, β)θ
1
1−Hβ
}
= C(γ,H, β)λ
1
Hβ , (4.14)
where C(γ,H, β) is given in (4.13). By scaling property (4.8) and a change of vari-
ables, we have
lim
t→∞
1
t
log P
(
1
t
L
γ
t (B
H) ≥ λ
)
= lim
t→∞
1
t
log P
(
1
tHβ
L
γ
1 (B
H) ≥ λ
)
= lim
x→∞
λ
1
Hβ
x
1
Hβ
log P(L γ1 (B
H) ≥ x). (4.15)
Hence, equation (4.12) follows from (4.14) and (4.15).
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Remark 4.9 When γ(x) = δ(x) (in this case β = d), we can prove Theorem 4.8
directly based on the result in [10, Theorem 2.1]. Moreover, we have
E1(δ,H, β) = C(H, d)−
Hd
1−Hd
[
(Hd)
Hd
1−Hd − (Hd) 11−Hd
]
,
where C(H, d) is given by (4.6) in [10] and satisfies(
pic2H
H
) 1
2H
ϕ(Hd) ≤ C(H, d) ≤ (2pi) 12H ϕ(Hd), (4.16)
with cH =
√
2H2H√
B(1−H,H+1/2) , B(·, ·) being the beta function and
ϕ(x) =
x(1 − x) 1−xx
Γ(1− x) 1x .
Proof It follows from Theorem 2.1 in [10] that
lim
x→∞
1
x
1
Hd
log P(L1(B
H) ≥ x) = −C(H, d), (4.17)
and C(H, d) satisfies (4.16).
Fixing a constant λ > 0 and letting x = uλ, we have
lim
u→∞
1
u
1
Hd
logP
(
1
u
L1(B
H) ≥ λ
)
= −C(H, d)λ 1Hd .
Now, by Varadhan’s integral lemma (see Lemma 2.6), we get, for all θ > 0,
lim
u→∞
1
u
1
Hd
logE exp
(
θu
1
Hd
−1L1(BH)
)
= sup
λ>0
{λθ − C(H, d)λ 1Hd}
= C(H, d)−
Hd
1−Hd
[
(Hd)
Hd
1−Hd − (Hd) 11−Hd
]
θ
1
1−Hd .
On the other hand, a change of variables and the scaling property (4.8) yield
lim
u→∞
1
u
1
Hd
logE exp
(
θu
1
Hd
−1L1(BH)
)
= lim
t→∞
1
t
logE exp
(
θt1−HdL1(BH)
)
= lim
t→∞
1
t
logE exp
(
θLt(B
H)
)
.
Therefore, the desired result follows from the above equalities.
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The following result is the large deviations for sub-fBm and bi-fBm.
Theorem 4.10 (i) Assume H ∈ (0, 1
2
) and Hβ < 1, then
lim
t→∞
1
t
logE exp
(
θL γt (S
H)
)
= E1(γ,H, β) θ
1
1−Hβ , (4.18)
and consequently,
lim
x→∞
1
x
1
Hβ
log P(L γ1 (S
H) ≥ x) = −C(γ,H, β), (4.19)
where the constants E1(γ, α, β) and C(γ,H, β) are given in Theorem 4.8.
(ii) Assume H,K ∈ (0, 1) and HKβ < 1, then
lim
t→∞
1
t
logE exp
(
θL γt (Z
H,K)
)
= 2−
(1−K)β
2(1−HKβ)E1(γ,HK, β) θ
1
1−HKβ , (4.20)
and consequently,
lim
x→∞
1
x
1
HKβ
log P(L γ1 (Z
H,K) ≥ x) = −2 (1−K)β2HKβ C(γ,HK, β). (4.21)
Proof Let us first prove (4.18). By Propositions 4.4 and 2.13, and together with the
fact
(
I
3/2
0+ (L
2[0, 1])
)d
⊆
(
I
H+ 1
2
0+ (L
2[0, 1])
)d
, it suffices to show that for any 0 < ε < 1,
there exists a process ηε such that ηεt = Y
H
t for t ≥ ε, and {ηεt , 0 ≤ t ≤ 1} belongs to(
I
3/2
0+ (L
2[0, 1])
)d
almost surely.
Note that Y Ht =
∫ t
0
MHs ds, whereM
H
s =
∫∞
0
u
1
2
−He−usdWu andMH has a version
denoted again byMH that is infinitely differentiable on (0,∞) (see [15, Theorem 1]).
We construct ηε by following the proof of [10, Proposition 3.5] as follows:
ηεt =
{
a1t
2 + a2t
3, 0 ≤ t ≤ ε,
Y Ht , t > ε,
(4.22)
where a1 = 3ε−2Y Hε − ε−1MHε and a2 = −2ε−3Y Hε + ε−2MHε . It is easy to ver-
ify that ηε and (ηε)′ exist as continuous functions on [0, 1] with ηε0 = (η
ε)′0 = 0,
and (ηε)′′ ∈ L2[0, 1]. Then, by [10, Proposition 3.4], we obtain {ηεt , t ∈ [0, 1]} ∈
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(
I
3/2
0+ (L
2[0, 1])
)d
a.s. Noting that
(
I
3/2
0+ (L
2[0, 1])
)d
⊆
(
I
H+ 1
2
0+ (L
2[0, 1])
)d
= H(BH),
we have {ηεt , t ∈ [0, 1]} ∈ H(BH) a.s. Hence, equation (4.18) follows from Theorem
4.8 and Propositions 2.13 and 4.4.
Next, we will prove (4.20) by an analogue to the proof of (4.18). Since {Y K/2t =∫ t
0
M
K/2
s ds, t ≥ 0} is infinitely differentiable on (0,∞) (see [15, Theorem 1]), we
obtain that
Y˜ H,Kt := Y
K/2
t2H
=
∫ t
0
2Hs2H−1MK/2
s2H
ds =:
∫ t
0
M˜H,Ks ds
is infinitely differentiable on (0,∞). Thus we can construct η˜ε in the same way as
for ηε in (4.22) by replacing Y H with Y˜ H,K and replacing MH with M˜H,K . For
the process η˜ε we have η˜εt = Y˜
H,K
t for t ≥ ε, and almost surely {η˜εt , t ∈ [0, 1]} ∈(
I
3/2
0+ (L
2[0, 1])
)d
which belongs to H(ZH,K) by Proposition 4.7. Therefore, we can
obtain (4.20) follows by Theorem 4.8 and Propositions 4.6 and 2.13 and the homo-
geneity of γ(·).
Using the same argument as in the proof of equation (4.12), we can prove (4.19)
and (4.21) respectively.
Remark 4.11 There are other examples of self-similar Gaussian processes X for
which L γt (X) has large deviations. For instance, the Gaussian process X with pa-
rameters H ∈ (0, 1) and λ ∈ (0, H) introduced in [12] can be decomposed in law as
the sum of a fBm (up to a factor of a constant) and the Gaussian process Y defined
in (4.5) (up to a factor of a constant) independent of the fBm. Hence, using the same
technique in dealing with sub-fBm, we can show the large deviations for L γt (X). In
the case H ∈ (1
2
, 1), the Gaussian process X has the same law (up to a constant)
as the process u(t, 0), where u(t, x) is the solution to the following stochastic heat
equation {
∂u
∂t
= 1
2
∆u+ W˙ (t, x), t ≥ 0, x ∈ Rd,
u(0, x) = 0,
with W˙ being a zero mean Gaussian field with a covariance of the form
E
(
W˙ (t, x)W˙ (s, y)
)
= |s− t|2H−2|x− y|−β,
where 0 < β < min{d, 2}.
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As an application of the results in Theorems 4.8 and 4.10, we can show the following
critical exponential integrability.
Corollary 4.12 (i) Assume H ∈ (0, 1) and Hβ < 1. We have
(a) when p < 1
Hβ
, E exp
(
λ
(
L
γ
1 (B
H)
)p)
<∞ for all λ > 0;
(b) when p > 1
Hβ
, E exp
(
λ
(
L
γ
1 (B
H)
)p)
= ∞ for all λ > 0;
(c) when p = 1
Hβ
, E exp
(
λ
(
L
γ
1 (B
H)
)p)
<∞ for λ < C(γ,H, β),
and E exp
(
λ(L1(B
H))p
)
=∞ for λ > C(γ,H, β),
where C(γ,H, β) is given in (4.13).
(ii) Assume H ∈ (0, 1
2
) and Hβ < 1. We have
(a) when p < 1
Hβ
, E exp
(
λ
(
L
γ
1 (S
H)
)p)
<∞ for all λ > 0;
(b) when p > 1
Hβ
, E exp
(
λ
(
L
γ
1 (S
H)
)p)
= ∞ for all λ > 0;
(c) when p = 1
Hβ
, E exp
(
λ
(
L
γ
1 (S
H)
)p)
<∞ for λ < C(γ,H, β),
and E exp
(
λ(L1(S
H))p
)
=∞ for λ > C(γ,H, β).
(iii) Assume H,K ∈ (0, 1) and HKβ < 1. We have
(a) when p < 1
HKβ
, E exp
(
λ
(
L
γ
1 (Z
H,K)
)p)
<∞ for all λ > 0;
(b) when p > 1
HKβ
, E exp
(
λ
(
L
γ
1 (Z
H,K)
)p)
= ∞ for all λ > 0;
(c) when p = 1
HKβ
, E exp
(
λ
(
L
γ
1 (Z
H,K)
)p)
<∞ for λ < 2 p(1−K)β2 C(γ,HK, β),
and E exp
(
λ
(
L
γ
1 (Z
H,K)
)p)
= ∞ for λ > 2 p(1−K)β2 C(γ,HK, β).
Proof By Fubini’s theorem, we have
E exp
(
λ(L γ1 (B
H))p
)− 1 = ∫ ∞
0
P
(
L
γ
1 (B
H) ≥ (λ−1y)1/p) eydy.
Then, the desired result for E exp
(
λ(L γ1 (B
H))p
)
follows from (4.12).
Similarly, one can show the result for E exp
(
λ(L γ1 (S
H))p
)
and E exp
(
λ(L γ1 (Z
H,K))p
)
.
We complete the proof.
Remark 4.13 Analogous to the result on the local times of Riemann-Liouville pro-
cess and fractional Brownian motion in [10, Theorem 2.5], the large deviation results
in Proposition 3.2 and Theorems 4.8 and 4.10 can be applied to argue the law of the
iterated logarithm. Due to the consideration of the length of this article, the law of
the iterated logarithm will be discussed in a separate work.
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