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1. Introduction
We identify in this paper two families of d-orthogonal polynomials that are associated to su(2). When available, algebraic
models for orthogonal polynomials provide a cogent framework for the characterization of these special functions. They
also point to the likelihood of seeing the corresponding polynomials occur in the description of physical systems whose
symmetry generators form the algebra in question.
d-Orthogonal polynomials generalize the standard orthogonal polynomials in that they obey higher recurrence relations.
They will be deﬁned below and have been seen to possess various applications [6,7,13]. Recently, two of us have uncovered
the connection between d-Charlier polynomials and the Heisenberg algebra. Here we pursue this exploration of d-orthogonal
polynomials related to Lie algebras by considering the case of su(2). Remarkably, two hypergeometric families of such
polynomials will be identiﬁed and characterized.
1.1. d-Orthogonal polynomials
The monic d-orthogonal polynomials P̂n(k) of degree n ( P̂n(k) = kn + · · ·) can be deﬁned by the recurrence relation [10]
P̂n+1(k) = kP̂n(k) −
d∑
μ=0
an,n−μ P̂n−μ(k), (1.1)
of order d + 1 with complex coeﬃcients an,m; the initial conditions are P̂n = 0 if n < 0 and P̂0 = 1. It is assumed that
an,n−d = 0 (non-degeneracy condition).
When d = 1, it is known that under the condition cn = 0, the polynomials satisfying three-term recurrence relations
P̂n+1(k) = kP̂n(k) − bn P̂n(k) − cn P̂n−1(k),
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σ , P̂n(k) P̂m(k)
〉= δnm,
deﬁned on the space of all polynomials.
When d > 1, the polynomials P̂n(k) obey vector orthogonality relations. This means that there exists a set of d linear
functionals σi for i = 0, . . . ,d − 1 such that the following relations hold:
〈σi, P̂n P̂m〉 = 0, ifm > dn + i,
〈σi, P̂n P̂dn+i〉 = 0, if n 0.
1.2. d-Orthogonal polynomials as generalized hypergeometric functions
Of particular interest are d-orthogonal polynomials that can be expressed in terms of generalized hypergeometric func-
tions (see for instance [1,2,5]). These functions are denoted p Fq and are deﬁned by
p Fq
[ {ap}
{bq} ;
1
c
]
:=
∞∑
μ=0
(a1)μ · · · (ap)μ
(b1)μ · · · (bq)μ
c−μ
μ! ,
where (m)0 = 1 and (m)k = (m)(m+ 1) · · · (m+ k− 1) stands for the Pochhammer symbol. In the case where one of the ai ’s
is a negative integer, say a1 = −n for n ∈N, the series truncates at μ = n and we can write
1+s Fq
[−n, {as}
{bq} ;
1
c
]
=
n∑
μ=0
(−n)μ(a1)μ · · · (as)μ
(b1)μ · · · (bq)μ
c−μ
μ! . (1.2)
If one of the bi ’s is also a negative integer, the corresponding sequence of polynomials is ﬁnite.
The classiﬁcation of d-orthogonal polynomials that have a hypergeometric representation of the form (1.2) has been
studied recently in [3]. The results are as follows.
Let s  1 and let {as} = {a1, . . . ,as} be a set of s polynomials of degree one in the variable k. This set is called s-
separable if there is a polynomial π(y) such that
∏s
i=1(ai(k)+ y) = [
∏s
i=1 ai(k)]+π(y); an example of such s-separable set
is {ke 2π ixs , x = 0 . . . , s − 1}. If the set {as} is s-separable, then there exists only 2(d + 1) classes of d-orthogonal polynomials
of type (1.2) corresponding to the cases:
1. s = 0, . . . ,d − 1 and q = d;
2. s = d and q = 0, . . . ,d − 1;
3. s = q = d and c = 1;
4. s = q = d + 1 and c = 1 and ∑d+1i=0 ai(0) −∑d+1i=1 bi /∈N.
Examples of d-orthogonal polynomials belonging to this classiﬁcation have been found in [4,14]. We shall here provide
more examples that are of particular interest as well as cases that fall outside the scope of the classiﬁcation given above.
1.3. Purpose and outline
We investigate in this paper d-orthogonal polynomials associated to su(2). We shall consider two operators S and Q ,
each deﬁned as the product of exponentials in the Lie algebra elements. We shall hence determine the action of these
operators on the canonical (N + 1)-dimensional irreducible representation spaces of su(2). In both cases, the corresponding
matrix elements will be found to be expressible in terms of d-orthogonal polynomials, some of them belonging to the
above-mentioned classiﬁcation. The connection with the Lie algebra su(2) will be used to fully characterize the two families
of d-orthogonal polynomials. The limit as N → ∞, where su(2) contracts to h1, shall also be studied. In this limit, the
polynomials are shown to tend on the one hand to the standard Meixner polynomials and on the other hand to d-Charlier
polynomials.
The outline of the paper is as follows. In section 2, we recall, for reference, basic facts about the su(2) algebra and
its representations. We also deﬁne a set of su(2)-coherent states and summarize how su(2) contracts to the Heisenberg–
Weyl algebra in the limit as N → ∞. We then deﬁne the operators S and Q that shall be studied along with their matrix
elements. The biorthogonality and recurrence relations of these matrix elements are made explicit from algebraic con-
siderations. Results obtained in [14] and [15] concerning the Meixner and d-Charlier polynomials shall also be recalled.
In Section 3, the polynomials arising from the operator S are completely characterized. The result involve two families
of polynomials for which the generating functions, difference equations, ladder operators, etc. are explicitly provided. The
contraction limit is examined in all these instances and shown to correspond systematically to the characterization of the
Meixner polynomials. In Section 4, the same program is carried out for the operator Q ; the contraction in this case leads
to d-Charlier polynomials. We conclude with an outlook.
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In this section, we establish notations and deﬁnitions that shall be needed throughout the paper.
2.1. su(2) essentials
2.1.1. The su(2) algebra and its irreducible representations
The Lie algebra su(2) is generated by three operators J0, J+ and J− that obey the commutation relations
[ J+, J−] = 2 J0, [ J0, J±] = ± J±. (2.1)
The irreducible unitary representations of su(2) are of degree N+1, with N ∈N. In these representations, J †0 = J0 and J †± =
J∓ , where † refers to the hermitian conjugate. We shall denote the orthonormal basis vectors by |N,n〉, for n = 0, . . . ,N .
The action of the generators on those basis vectors is
J+|N,n〉 =
√
(n + 1)(N − n) |N,n + 1〉, J− |N,n〉 =
√
n(N − n + 1) |N,n − 1〉, (2.2)
J0|N,n〉 = (n − N/2)|N,n〉. (2.3)
The operators J± will often be referred to as “ladder operators”. Note that the action of J− and J+ on the end point vectors
is J−|N,0〉 = 0 and J+|N,N〉 = 0.
It is convenient to introduce the number operator N , which is such that N |N,n〉 = n|N,n〉; it is easily seen that this
operator is related to J0 by the formula N = J0 + N/2. The most general action of any powers of the ladder operators J±
on the basis vectors is expressible in terms of the Pochhammer symbol. Indeed, one ﬁnds
Jk+|N,n〉 =
√
(n + k)!(N − n)!
n!(N − n − k)! |N,n + k〉 =
√
(−1)k(n + 1)k(n − N)k |N,n + k〉, (2.4)
Jk−|N,n〉 =
√
n!(N − n + k)!
(n − k)!(N − n)! |N,n − k〉 =
√
(−1)k(−n)k(N − n + 1)k |N,n − k〉. (2.5)
These formulas are obtained by applying (2.2) on the basis vector and by noting that (n+k)!n! = (n + 1)k and that n!(n−k)! =
(−1)k(−n)k [9].
2.1.2. Coherent states
Let us introduce the su(2)-coherent states |N, η〉 deﬁned as follows [11]
|N, η〉 :=
√
1
(1+ |η|2)N
N∑
n=0
(
N
n
)1/2
ηn|N,n〉, (2.6)
where η is a complex number. The action of the ladder operators on a speciﬁc coherent state |N, η〉 can be computed
directly to ﬁnd:
J+|N, η〉 = η−1N |N, η〉, J−|N, η〉 = η(N −N )|N, η〉. (2.7)
These relations can be generalized to arbitrary powers of the ladder operators; one writes N in terms of J0 and uses
commutation relations (2.1) to obtain:
Jk+|N, η〉 = (−1)kη−k(−N )k|N, η〉,
Jk−|N, η〉 = (−1)kηk(N − N)k|N, η〉. (2.8)
Note that the formulas involving the Pochhammer symbols are to be treated formally.
2.1.3. Contraction of su(2) to h1
The contraction of su(2) is the limiting procedure by which su(2) reduces to the Heisenberg–Weyl algebra. The Heisen-
berg algebra is generated by the creation–annihilation operators a†, a and the identity operator. This algebra is denoted h1
and deﬁned by the commutation relations[
a,a†
]= id and [a, id] = [a†, id]= 0, (2.9)
where id stands for the identity operator. The contraction corresponds to taking the limit as N → ∞; in order for this limit
to be well deﬁned, the ladder operators must be rescaled by a factor
√
N . The contracted ladder operators are denoted by
J (∞)± = lim
J±√ .N→∞ N
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operators in the irreducible representation of the h1 algebra, which is inﬁnite-dimensional. Indeed, the following formulas
are easily derived:
lim
N→∞
J+√
N
|N,n〉 = √n + 1 |n + 1〉,
lim
N→∞
J−√
N
|N,n〉 = √n |n − 1〉.
This limit shall be used to establish the correspondence with studies associated to the Heisenberg–Weyl algebra; see [14].
2.2. Operators and their matrix elements
The operators S , Q and their matrix elements, which will be the central objects of study, are now deﬁned.
2.2.1. S, Q , their matrix elements and biorthogonality
Let a and b be complex parameters; we deﬁne
S := ea J2+eb J2− ,
Q := ea J+eb JM− ,
with M ∈N. These operators can be represented by (N + 1) × (N + 1) matrices; their matrix elements are deﬁned as
ψk,n := 〈k,N|S|N,n〉,
ϕk,n := 〈k,N|Q |N,n〉.
The two operators S , Q are obviously invertible, with inverses given by S−1 = e−b J2−e−a J2+ and Q −1 = e−b JM− e−a J+ . We
denote by χn,k = 〈n,N|S−1|N,k〉 the matrix elements of S−1; this leads to the following biorthogonality relation:
N∑
k=0
χm,kψk,n =
N∑
k=0
〈m,N|S−1|N,k〉〈k,N|S|N,n〉 = 〈m,N|S−1S|N,n〉 = δnm,
where we have used the identity
∑N
k=0 |N,k〉〈k,N| = id, which follows directly from the orthonormality of the basis{|N,k〉}Nk=0. A similar relation can be written for the matrix elements of Q −1. If one deﬁnes ςn,k = 〈n,N|Q −1|N,k〉, then
N∑
k=0
ςm,kϕk,n = δnm.
2.2.2. Recurrence relations and polynomial solutions
The algebraic nature of the operators S and Q leads to recurrence relations satisﬁed by the matrix elements ψk,n and
ϕk,n . Let us start by showing how the recurrence relation for the ψk,n ’s arises. The ﬁrst step is to observe that
(k − N/2)ψk,n = 〈k,N| J0S|N,n〉 = 〈k,N|S S−1 J0S|N,n〉. (2.10)
The quantity S−1 J0S is computed using the Baker–Campbell–Hausdorff formula:
eX Y e−X = Y + [X, Y ] + 1
2!
[
X, [X, Y ]]+ 1
3!
[
X,
[
X, [X, Y ]]]+ · · · .
Applying this formula and the relations of Appendix A, one readily ﬁnds
S−1 J0S = J0 − 2b J2− + 2a
[
J+ + 2b(1+ 2 J0) J− − 4b2 J3−
]2
.
Substituting this result into Eq. (2.10) yields for ψk,n the recurrence relation
2a
√
(n + 1)2(n − N)2 ψk,n+2 = (k − n)ψk,n + 2b
√
(−n)2(N − n + 1)2 ψk,n−2
+ 2ab
3∑
t=0
(−b)tξt(n,N)
√
(−n)2t(N − n + 1)2t ψk,n−2t,
where the coeﬃcients ξt(n,N) are given by:
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[
2n2 − 2nN − N + 1],
ξ1(n,N) := 4
[
6n2 − 6n(N + 2) + N2 + 5N + 9],
ξ2(n,N) := 16(2n − N − 4),
ξ3(n,N) := 16. (2.11)
The recurrence relation for the matrix elements ψk,n is not of the form (1.1). However, the jumps on the index n are all
even and it is clear from (2.3) that any ψk,n with different index parity will be zero. Thus, setting n = 2 j + q, k = 2 + q
with q = 0,1 and introducing the monic polynomial ψk,n = ψk,q(a− j
√
(N−n)!
(N−q)!n! ) Â
(q)
j (), the recurrence relation becomes
Â(q)j+1() = ( − j) Â(q)j () + c
[
(−n)2(N − n + 1)2
]
Â(q)j−1()
+ c
3∑
t=0
(−c)tξt(n,N)
[
(−n)2t(N − n + 1)2t
]
Â(q)j−t(), (2.12)
with c = ab. This relation is precisely of the form (1.1); we thus conclude that the matrix elements ψk,n are given in terms
of two families of d-orthogonal polynomials with d = 3 corresponding to q = 0 and q = 1. These two families are fully
characterized in the next section.
The recurrence relation for the matrix elements ϕk,n can be obtained in the same fashion. It is ﬁrst noted that
(k − N/2)ϕk,n = 〈k,N| J0Q |N,n〉 = 〈k,N|Q Q −1 J0Q |N,n〉.
The computation of Q −1 J0Q proceeds along the same lines. The result is
Q −1 J0Q = J0 + a J+ − Mb JM− + abM(M − 1+ 2 J0) J M−1− − ab2M2 J2M−1− . (2.13)
Once again, introducing the monic polynomial ϕk,n = ϕk,0(a−n
√
(N−n)!
N!n! )B̂n(k), this becomes
B̂n+1(k) = (k − n)B̂n(k) + f ζM(n,N)B̂n−M(k) + f ζM−1(n,N)B̂n+1−M + f 2ζ2M−1(n,N)B̂n+1−2M , (2.14)
with f = aMb and where the coeﬃcients ζ(n,N) are:
ζM(n,N) := (−1)MM(−n)M(N − n + 1)M ,
ζM−1(n,N) := (−1)MM(−n)M−1(N − n + 1)M−1(2n − M − N + 1),
ζ2M−1(n,N) := (−1)2M−1M2(−n)2M−1(N − n + 1)2M−1.
Therefore, the polynomials B̂n(k) are d-orthogonal with d = 2M − 1.
2.2.3. Contractions and the h1 algebra
It is relevant at this point to recall related results obtained in connection with the Heisenberg algebra h1. These are to
be compared with the contractions of the polynomials Â(q)j () and B̂n(k) obtained in the next sections.
In [15], two of us investigated the matrix elements
ψ
(∞)
k,n = 〈k|eb(a
†)2eca
2 |n〉,
where a and a† are the generators of h1 and the vectors |n〉 are the basis vectors of its irreducible representation. It was
shown that these matrix elements are given in terms of two series of Meixner polynomials with different parameters.
Indeed, with n = 2 j + q and k = 2 + q, one ﬁnds1
ψ
(∞)
k,n ∝ M j(;1/2+ q, z).
It is clear that this operator corresponds to the contraction of the operator S previously deﬁned. Thus, the polynomials
Â(q)j (k) are expected to tend to the Meixner polynomials in the limit as N → ∞ and can be interpreted as a d-orthogonal
ﬁnite “deformation” of Meixner polynomials.
In [14], we investigated the matrix elements
ϕ
(∞)
k,n = 〈k|eβa
†
eσa
M |n〉.
1 See Appendix B for deﬁnition and properties of Meixner polynomials Mn(x;β, z).
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contraction of the matrix elements of the operator Q just deﬁned. Consequently, it is expected that the contraction of the
operator Q will lead to these d-Charlier. Moreover, the matrix elements ϕk,n are expected to yield the standard Krawtchouk
polynomials Kn(x; p,N) when2 M = 1; the cases M = 1 correspond therefore to some d-Krawtchouk polynomials.
3. Characterization of the ̂A(q)j () family
We shall now completely characterize the family of d-orthogonal polynomials arising from the matrix elements of the
operator S = ea J2+eb J2− ; these matrix elements have already been shown to satisfy the recurrence relation (2.12). The general
properties are computed ﬁrst and contractions are studied thereafter.
3.1. Properties
3.1.1. Explicit matrix elements
We ﬁrst look for the explicit expression of the matrix elements ψk,n = 〈k,N|S|N,n〉. This expression is obtained by
setting n = 2 j + q and k = 2 + q, expanding the exponentials in series, using the actions (2.4) and (2.5) and recalling the
identity (a)2n = 22n( a2 )n( a+12 )n as well as (2n + q)! = 22nq!n!(q + 1/2)n . Extracting the factor
ψk,q = a

!
√
(N − q)!k!
(N − k)! ,
and pulling out the normalization factor ensuring that the polynomials are monic (a)− j
√
(N−n)!
(N−q)!n! yields
ψk,n =
(
(a)− j
√
(N − n)!
(N − q)!n!
)
Â(q)j (; c,N)ψk,q, (3.1)
where we have set
Â(q)j (; c,N) :=
c j
j!
(N − q)!n!
(N − n)! 2F3
[ − j −
q + 1/2 q−N2 q−N+12
; 1
16c
]
, (3.2)
with c = ab. It is understood that if n and k have different parities, the matrix element ψk,n is zero.
We thus have an explicit representation of the polynomials Â(q)j (k; c,N) in terms of generalized hypergeometric func-
tions. These polynomials satisfy the recurrence relation (2.10). Moreover, the fact that Â(q)j (k; c,N) is expressed as a 2F3
indicates that these polynomials belong to the classiﬁcation proposed in [3]. Indeed, it is clear that the singleton {−} is
1-separable; consequently, the polynomials are of the form (1.2) with s = 1. Thus, the polynomials Â(q)j (k; c,N) are examples
of d-orthogonal polynomials corresponding to the case 1 of the classiﬁcation with s = 1 and q = d = 3.
3.1.2. Explicit inverse matrix elements
The matrix elements χn,k of the inverse operator S−1 = e−b J2−e−a J2+ can also be evaluated explicitly; they can be com-
puted either by directly expanding the exponentials or by inspection. Indeed, one ﬁnds the matrix elements of the inverse
to be
χn,k = ψN−k,N−n, (3.3)
with  denoting the substitutions a → −a and b → −b. If N is an even number of the form N = 2p + 2q, the inverse is
given by:
χn,k = (−1) j− (a)
j−
(p − )!
√
(N − k)!n!
k!(N − n)! Â
(q)
p− j(p − ; c,N), (3.4)
with n = 2 j + q and k = 2 + q. If N is an odd integer, the cases q = 0 and q = 1 have to be treated separately; since no
further diﬃculty arise and χn,k is expressed directly in terms of ψn,k , we omit the details.
2 See Appendix B for deﬁnition and properties of Krawtchouk polynomials Kn(x; p,N).
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As pointed out in Section 2.2.1, the matrix elements of the inverse S−1 provide the polynomials entering in the biorthog-
onality relations of the Â(q)j (; c,N) family. In view of (3.3), this biorthogonality relation reads
N∑
k=0
ψk,nψ

N−k,N−m = δnm. (3.5)
If N = 2p + 2q, the biorthogonality relation involves two Â(q)j (; c,N) with the same q; in the case where N = 2p + 1, the
relation will involve two polynomials with different values of q.
Firstly, set N = 2p + 2q and m = 2 j′ + q; the biorthogonality relation (3.5) becomes
p∑
=0
w(p) Â
(q)
j (; c,N) Â(q)p− j′(p − ; c,N) = (−1) jδ j j′
with the weight w(p) = (−1)!(p−)! .
Secondly, set N = 2p + 1 and m = 2 j′ + q; the biorthogonality relation is then of the form
p∑
=0
w(p) Â
(0)
j (; c,N) Â(1)p− j′(p − ; c,N) = (−1) jδ j j′ .
A similar relation can be obtained with the q = 0 and q = 1 polynomials in a different order. Thus, the two classes of
polynomials corresponding to the values q = 0 and q = 1 of the Â(q)j (; c,N) family are interlaced when the degree of the
representation is odd and independent if the degree is even.
3.1.4. Generating function
We now derive the generating function for the Â(q)j (; c,N) polynomials. This derivation is based on the action of the
operator S on coherent states |N, η〉. Consider the following function:
G(k;η) := 1
ψk,q
√
a−q(N − q)!
N!
N∑
n=0
(
N
n
)1/2
ψk,nη
n. (3.6)
Upon substitution of the expression for the matrix elements, one ﬁnds
G(k;η) =
N∑
n=0
Â(q)j (; c,N)
(η/
√
a)n
n! ,
setting G(k;η) as a generating function for the polynomials Â(q)j (; c,N). This generating function G(k;η) is in fact the
matrix element of S with respect to the coherent state |N, η〉. Indeed, with deﬁnition (2.6), it follows that
G(k;η) = 1
ψk,q
√
a−q(N − q)!
N!
N∑
n=0
〈k,N|S|N,n〉〈n,N|N, η〉
= 1
ψk,q
√
a−q(N − q)!
N! 〈k,N|S|N, η〉,
where the normalization factor was omitted. The matrix element 〈k,N|S|N, η〉 can be evaluated by using the spectral
decomposition. One ﬁrst decomposes the matrix element as:
〈k,N|S|N, η〉 =
N∑
μ=0
〈k,N|ea J2+|N,μ〉〈μ,N|eb J2−|N, η〉.
The action of the ladder operators J± on the coherent states can then be used to obtain:
G(;q;η) = (eiπ/2)N+q(−η√b)N (N−q)/2∑
m=0
(1/
√
c)2m+q
(2m + q)! (−)mHN−2m−q
(
eiπ/2
2η
√
b
)
, (3.7)
where Hn is the standard Hermite polynomial.3
3 See Appendix B for deﬁnition of the Hermite polynomials.
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In a fashion dual to the way the recurrence relation was obtained, the difference equation satisﬁed by the matrix el-
ements ψk,n can be derived with the help of the Baker–Campbell–Hausdorff formula and the formulas from Appendix A.
First, observe that
(n − N/2)ψk,n = 〈k,N|S J0|N,n〉 = 〈k,N|S J0S−1S|N,n〉.
The operator S J0S−1 must be evaluated here. Using the formulas given in the appendix, one obtains
S J0S
−1 = J0 − 2a J2+ + 2b
[
J− + 2a J+(1+ 2 J0) − 4a2 J3+
]2
.
Substituting the result, one ﬁnds
(n − k)ψk,n = 2b
√
(k + 1)2(k − N)2 ψk+2,n − 2a
√
(−k)2(N − k + 1)2 ψk−2,n
− 2ab
3∑
t=0
(−a)tξt(k,N)
√
(−k)2t(N − k + 1)2t ψk−2t,n,
where the coeﬃcients ξt(k,N) are those found in (2.11). The difference equation for the matrix elements ψn,k can straight-
forwardly be turned into a difference equation for the family of polynomials Â(q)j (k; c,N). Indeed, we have
( j − ) Â(q)j (; c,N) = cΩ(q;N) Â(q)j ( + 1; c,N) −  Â(q)j ( − 1; c,N)
− c
3∑
t=0
(−)tξt(2 + q,N) Â(q)j ( − t; c,N), (3.8)
with
Ω(N) = 1
 + 1 (2 + q + 1)2(2 + q − N)2.
This difference equation can be written as an eigenvalue problem; denoting ∇ f (x) = f (x)− f (x−1),  f (x) = f (x+1)− f (x)
and using the well-known identities
f (x+ t) =
t∑
w=0
(
t
w
)
w f (x),
f (x− t) =
t∑
w=0
(−1)w
(
t
w
)
∇w f (x),
the recurrence relation can be written as
H(q) Â(q)j (; c,N) = j Â(q)j (; c,N),
with
H(q) = ∇ + cΩ(q;N)
1∑
w=0
w − c
3∑
t=0
(−)tξt(2 + q,N)
t∑
w=0
(−1)w
(
t
w
)
∇w .
3.1.6. Shift operators
The shift operators can also be derived from the Baker–Campbell–Hausdorff formula and the formulas from Appendix A.
We have√
(−n)2(N − n + 1)2 ψk,n−2 = 〈k,N|S J2−|N,n〉 = 〈k,N|S J2−S−1S|N,n〉.
One then obtains
S J2−S−1 =
[
J− + 2a J+(1+ 2 J0) − 4a2 J3+
]2
.
Upon substitution in the previous equation, one gets√
(−n)2(N − n + 1)2 ψk,n−2
=
√
(k + 1)2(k − N)2ψk+2,n − a
3∑
(−a)tξt(k,N)
√
(−k)2t(N − k + 1)2tψk−2t,n, (3.9)
t=0
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above, we obtain
F (q) Â(q)j (; c,N) = (−2 j − q)2(N − 2 j − q + 1)2 Â(q)j−1(; c,N),
with
F (q) = Ω(q;N)
1∑
w=0
w −
3∑
t=0
(−)tξt(k,N)
t∑
w=0
(−1)w
(
t
w
)
∇w .
The computation of the backward shift operator for the Â(q)j (; c,N) is much more involved; the operator contains terms up
to order 18. The explicit expression will not be given.
3.1.7. d-Orthogonality functionals
From the recurrence relation (2.10) computed in Section 2, we concluded that the polynomials Â j(; c,N) are d-
orthogonal with d = 3. We now provide the functionals with respect to which the Â j(; c,N) polynomials are orthogonal.
The initial step is to compute the recurrence relation satisﬁed by the matrix elements χn,k of the inverse operator. First,
we note that
(k − N/2)χn,k = 〈n,N|S−1 J0|N,k〉 = 〈n,N|S−1 J0S S−1|N,k〉.
Proceeding along similar lines as before, we get
S−1 J0S = J0 − 2b J2− + 2a
[
J+ + 2b(1+ 2 J0) J− − 4b2 J3−
]2
.
We then ﬁnd the recurrence relation to be
(k − n)χn,k = 2a
√
(−n)2(N − n + 1)2 χn−2,k − 2b
√
(n + 1)2(n − N)2 χn+2,k
− 2ab
3∑
t=0
(−b)tσt(n,N)
√
(n + 1)2t(n − N)2t χn+2t,k, (3.10)
where the coeﬃcients are:
σ0(n,N) := 2(2n − N)
(
1+ 2n(n − N) − N),
σ1(n,N) := 4
(
6n2 − 6n(N + 2) + N2 − 7N + 9),
σ2(n,N) := 16(2n − N + 4),
σ3(n,N) := 16.
From this recurrence relation, the following proposition can be stated.
Proposition 1.We have
χ2 j+q,2+q =
2∑
i=0
Y ( j)i Ξi(),
where Ξi() = χ2i+q,2+q and Yi is a polynomial in the variable . The degree of the polynomial is determined as follows. Suppose
j = 3γ + δ with δ = 0,1,2; then, if i  δ, the degree of the polynomial is equal to γ , otherwise it is equal to γ − 1.
Proof. This statement is obtained directly from the recurrence relation. Setting n = 2 j+q = 0 yields the element χ2(3)+q,k in
terms of the elements χ2(2)+q,k , χ2(1)+q,k , χq,k with degree 1 in  in the case of χ0+q,k and 0 for the others. The proposition
then follows by induction. 
With this statement, we deﬁne the following linear functionals
L(q)i
[
f (x)
]= (N−q)/2∑
x=0
ax
x!
√
(2x+ q)!
(N − 2x− q)!Ξi(x) f (x),
for i = 0,1,2. From the biorthogonality relation, it follows that
L(q)i
[
γ Â(q)j (; c,N)
]{= 0, if j  3γ + i + 1,
= 0, if j = 3γ + i. (3.11)
With these relations, the d-orthogonality of the family of polynomials Â(q)(; c,N) is manifest.j
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; c,N). The
Baker–Campbell–Hausdorff relation and the formulas from Appendix A were used to derive the recurrence relation, the
difference equations as well as the forward shift operator. Moreover, the action of the operators J± on the basis vectors
|N,n〉 of the (N + 1)-dimensional irreducible representation of su(2) was used to compute explicitly the expression for the
polynomials Â(q)j (; c,N). As it turns out, these polynomials are d-orthogonal with d = 3. They have a simple representation
as 2F3 generalized hypergeometric function and fall into the classiﬁcation of Ben Cheikh et al. due to the 1-separability
of the singleton set {}. The inverse elements were found using the symmetry of the vectors |N,n〉 with respect to the
action of the operators J±; those inverse elements proved useful in obtaining the three orthogonality functionals for the
Â(q)j (; c,N)’s. In the next subsection, we will look at the contractions of the Â(q)j (; c,N) and their structural formulas.
3.2. Contractions
We now turn to the evaluation of the contraction of the Â(q)j (; c,N). We recall that the procedure of contraction,
explained in section 2, corresponds to taking the limit as N → ∞ after renormalizing the operators J± by a factor of
√
N .
3.2.1. Contraction of the recurrence relation
Let us ﬁrst apply the contraction to the recurrence relation. The renormalization of the su(2) generators is implemented
by substituting c by c/N2. We denote
lim
N→∞ Â
(q)
j (; c,N) = M̂ j(),
provided that this limit exists. After straightforward manipulations, one ﬁnds that after the renormalization, the terms in
Â(q)j−3(; c,N) and Â(q)j−2(; c,N) are of order O(N−2) and O(N−1), respectively. Consequently, they tend to zero in the limit
as N → ∞ and the recurrence relation becomes
M̂ j() = M̂ j+1() +
{
j − c[2+ 4(2 j + q)]}M̂ j() − {c(2 j + q)(2 j + q − 1)[1− 4c]}M̂ j−1().
The initial 5-term recurrence relation contracts to a 3-term recurrence relation. To identify to which orthogonal polynomial
this relation corresponds, we set −4c = d1−d . The recurrence becomes
M̂ j() = M̂ j+1() + 11− d
{
j + d( j + q + 1/2)}M̂ j() + d
(1− d)2
{
( j + q/2)( j + q/2− 1/2)}M̂ j−1(). (3.12)
We recognize in (3.12) the normalized recurrence relation of the Meixner polynomials M j(;β,d) with β = q + 1/2, for
q = 0,1. Thus, as expected, we have
lim
N→∞ Â
(q)
j (; c,N) = M j
(
,q + 1/2, c
c − 4
)
.
3.2.2. Contraction of the matrix elements
It is relevant to examine directly the contraction of the explicit formulas obtained for the matrix elements ψn,k . To take
this limit, one must ﬁrst expand ψn,k by writing the generalized hypergeometric function as a truncated sum. Then, using
the same renormalization as in the previous contraction, one straightforwardly obtains
lim
N→∞ψn,k =
ab j
! j!
√
k!n! 2F1
[ − j − 
(q + 1/2) ;
1
4c
]
. (3.13)
Here, the explicit expression of the Meixner polynomials in terms of Gauss hypergeometric functions is recovered. The
contraction at this level exhibits clearly the relationship between the parameters of the polynomial family Â(q)j (; c,N) and
the Meixner polynomials. We have β = q + 1/2 and 1− 1d = 14c . This is the result found in [15].4
3.2.3. Contraction of the generating function and coherent states
The contraction limit of the generating function G(k;η) can also be taken. However, it is easy to see that in the limit
N → ∞, the coherent states |N, η〉 as given by (2.6) are ill-deﬁned. Indeed, under the contraction of the su(2) algebra, the
radius of the Bloch sphere, on which the coherent states are deﬁned, must also be taken to inﬁnity. Therefore, a well-deﬁned
contraction of the coherent states requires to take the limit N → ∞ with the renormalization η → η/√N [11]. Note that
with this renormalization, the coherent states become eigenstates of the operator J−/
√
N in the limit N → ∞.
4 To recover the full result, one has to take a → −ω, b → ω and eliminate the diagonal term in expansion of [15].
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polynomials
lim
N→∞G(k;η) =
∞∑
n=0
M̂ j(,q + 1/2, c) (η/
√
a)n
n! = e
bη2ηq 1F1
[ −
q + 1/2 ; −
η2
4a
]
.
3.2.4. Contraction of inverse matrix elements and biorthogonality
In Section 3.1, the symmetry of the irreducible representation of su(2) was used to obtain that χn,k = ψN−k,N−n . This
result is due to the fact that in this representation, there exists a vector |N,0〉 which is annihilated by J− and a vector
|N,N〉 which is annihilated by the operator J+ . In the contraction limit, the symmetry of the representation is not preserved.
Indeed, the vectors of the h1 irreducible representation are also labeled by a positive integer n, but this integer is unbounded
from above; more precisely, there exits no basis vector such that a†|n〉 = 0, but the relation a|0〉 = 0 still holds. Consequently,
all relations involving the inverse matrix elements χn,k must be recalculated with the contraction applied directly to the
operators. We stress that this loss of symmetry under the limit N → ∞ is the reason for the drastic change of behavior of
the polynomials Â(q)j (; c,N) and for the fact that, in particular, the d-orthogonality reduces to the standard orthogonality.
To ﬁnd the expression for the inverse matrix elements in the contraction limit, one can simply calculate, directly from the
operators, the matrix elements of S−1 = e−ba2e−a(a†)2 written as χn,k = 〈n|S−1|k〉 or take the contraction of the recurrence
relation. Meixner polynomials with changes in the arguments are found.
Other limits involving objects such as the difference equation, the forward shift operators can be taken in the same way,
yielding their counterparts for the Meixner polynomial.
4. Characterization of the ̂Bn(k) family
In this section, we fully characterize the d-orthogonal polynomials, with d = 2M − 1, in terms of which the matrix
elements of the operator Q = ea J+eb JM− are expressed; these polynomials have already been shown to obey the recurrence
relation (2.14).
4.1. Properties
4.1.1. Explicit expression for the matrix elements of Q
The matrix elements ϕk,n = 〈k,N|Q |N,n〉 can be computed explicitly by expanding the exponentials in series and using
the actions (2.4) and (2.5). To express the matrix elements in terms of generalized hypergeometric functions, one needs the
identities
(a)Mn = MMn
M−1∏
β=0
(
a + β
M
)
n
and (Mn + q)! = MMnq!
M−1∏
β=0
(
q + β + 1
M
)
n
.
Setting n = Mj + q with q ∈ {0, . . . ,M − 1}, one ﬁnds
ϕk,n = a
k−qb j
j!(k − q)!q!
√
k!n!
√
(N − q)!(N − q)!
(N − k)!(N − n)! 1+M F2M−1
[ − j {αm}
{βm} {γm} ;
−1
(Ma)Mb
]
,
with {αm} = (q−k+m)/M , {βm} = (q+m+1)/M with q+m+1 = M excluded from the sequence and {γm} = (q−N+m)/M ,
with m running from 0 to M − 1.
To obtain the exact expression for the B̂n(k) polynomials, one must pull out the “ground state”
ϕk,0 = ak
(
N
k
)1/2
,
and the normalization factor a−n
√
(N−n)!
N!n! from the expression of the matrix elements. The ﬁnal expression reads, with
f = aMb:
ϕk,n = B̂n(k; f ,N)
[
a−n
√
(N − n)!
N!n!
]
ϕk,0,
with
B̂n(k; f ,N) = (−1)
q( f ) j(−k)q
j!q!
(N − q)!n!
(N − n)! 1+M F2M−1
[ − j {αm}
{βm} {γm} ;
−1
MM f
]
. (4.1)
The recurrence relation (2.14) indicates that these polynomials are d-orthogonal with d = 2M − 1, but it is clear that the
set {αm} is s-separable only for M = 1, it is 1-separable in this case. However, with this value of M , the polynomials are
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elements are
ϕk,n = akbn
(
N
n
)1/2(N
k
)1/2
Kn(k; p,N),
with p = −ab. For any other value M , the polynomials are d-orthogonal extensions of the Krawtchouk ones, but they fall
outside the classiﬁcation of [3].
4.1.2. Matrix elements of Q −1
The matrix elements of the inverse operator ςn,k = 〈n,N|Q −1|N,k〉 with Q −1 = e−b JM− e−a J+ can also be computed
directly. Just as for the matrix elements ψn,k of the S operator, the matrix elements ςn,k of the inverse operator Q −1
possess a reﬂection symmetry; we indeed ﬁnd
ςn,k = ϕN−k,N−n, (4.2)
where  denotes the replacements a → −a and b → −b. In terms of the matrix elements ϕk,n , this biorthogonality relation
reads
N∑
k=0
ϕk,nϕ

N−k,N−m = δnm.
Because of the asymmetric form of the operator, the explicit expression for the matrix elements ςn,k heavily depends on
the behavior of k and N modulo M . An exact expression would thus comprise M2 cases of residues.
For deﬁniteness, we shall set M = 2 whenever general expressions cannot be found in closed-form. Note that this case is
relevant in the contraction limit because such powers of the creation–annihilation operators appear in the oscillator algebra
sch1 [15].
4.1.3. Biorthogonality relations
The biorthogonality of the B̂n(k; f ,N) polynomials can be written for any value of M . Indeed, one has
N∑
k=0
wk B̂n(k; f ,N)B̂N−m
(
N − k; f ′,N)= (−1)nδnm, (4.3)
with wk = (−1)kk!(N−k)! and f ′ = (−1)M+1 f . Note that when M = 1, this is not exactly the orthogonality relation of the
Krawtchouk polynomials. To obtain the orthogonality of the Krawtchouk polynomials from this equation, one must re-
move the normalization factor and use Pfaff’s transformation. This transformation is only available for 2F1 hypergeometric
functions, thus, M = 1 is the only case for which the biorthogonality relation degenerates into the standard orthogonality.
4.1.4. Generating function
The generating function for the B̂n(k; f ,N) polynomials is obtained as in the previous section; it can be derived explicitly
for any value of M . Deﬁne
G(k;η) = 1
ϕk,0
N∑
n=0
(
N
n
)1/2
ϕk,nη
n. (4.4)
Substituting the expression for the matrix elements, one gets
G(k;η) =
N∑
n=0
B̂n(k; f ,N) (η/a)
n
n! ,
yielding a generating function for the polynomials B̂n(k; f ,N). Once again, this generating function is expressed as the
overlap between the vector |N,k〉 and Q |N, η〉. Indeed, it follows from the deﬁnition of the coherent states (2.6) that
G(k;η) = 1
ϕk,0
〈k,N|Q |N, η〉.
Using the action of the ladder operators (2.7) and (2.8), one ﬁnds
G(k;η) =
N∑
μ=0
(−η/a)μ
μ! (−k)μ M F0
[{δm}; (−1)M(Mη)Mb], (4.5)
with {δm} = μ−N+mM with m = 0, . . . ,M−1. After a slight adjustment in the parameters and use of the identity 1F0(−a;b) =
(1− b)a , the generating function for the Krawtchouk (see Appendix B) polynomials can be recovered for M = 1.
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The algebraic setting can be used to derive the difference equation satisﬁed by the matrix elements ϕn,k . Again, one
writes
(n − N/2)ϕk,n = 〈k,N|Q J0|N,n〉 = 〈k,N|Q J0Q −1Q |N,n〉.
From the Baker–Campbell–Hausdorff relation, it follows that
Q J0Q
−1 = J0 − a J+ + Mb
[
J− + 2a J0 − a2 J+
]M
.
Setting M = 2, the difference equation for the matrix elements is found to be
(n − k)ϕk,n = 2b
√
(k + 1)2(k − N)2ϕk+2,n + 4ab
√
(k + 1)(N − k)ζ1ϕk+1,n
+ 2a2bζ0ϕk,n − 4a3b
√
k(N − k + 1) ζ1ϕk−1,n
− a√k(N − k + 1)ϕk−1,n + 2a4b√(−k)2(N − k + 1)2ϕk−2,n, (4.6)
with the coeﬃcients ζi :
ζ0 = 6k2 − 6kN + N(N + 1),
ζ1 = 2k − N − 1.
For the B̂n(k) polynomials, this equation becomes
nB̂n(k; f ,N) = (2 f )(k − N)2 B̂n(k + 2; f ,N) + (4 f ζ1)(N − k)B̂n(k + 1; f ,N)
+ (k + 2 f ζ0)B̂n(k; f ,N) − k(4 f ζ1 + 1)B̂n(k − 1; f ,N)
+ (2 f )(−k)2 B̂n(k − 2; f ,N). (4.7)
Using the same identities as before, this difference equation can be written as an eigenvalue equation.
4.1.6. Orthogonality functionals
The d-orthogonality functionals can be computed for the polynomials B̂n(k; c,N). First we have:
(k − N/2)ςn,k = 〈n,N|Q J0|N,k〉 = 〈n,N|Q J0Q −1Q |N,k〉.
For M = 2, the formula (2.13) yields
Q −1 J0Q = J0 − 2b J2− + a J+ + 2ab(1+ 2 J0) J− − 4ab2 J3−.
Substitution in the ﬁrst equation gives a recurrence relation for the matrix elements of the inverse operator Q −1; this
relation is
(k − n)ςn,k = a
√
n(N − n + 1)ςn−1,k + 2ab(2n + 1− N)
√
(n + 1)(N − n)ςn+1,k
− 2b√(n + 1)2(n − N)2 ςn+2,k − 4ab2√−(n + 1)3(n − N)3 ςn+3,k. (4.8)
The form of this recurrence relation suggests the following proposition:
Proposition 2.We have
ςn,k =
2∑
i=0
Y (n)i (k)Ξi(k), (4.9)
with Ξi(k) = ςi,k and Y (n)i a polynomial in k. If n = 3γ + δ with δ = 0,1,2; then the degree of the polynomial is γ when i  δ and
γ − 1 otherwise.
Proof. The proof follows from the recurrence relation and by induction. 
This suggests the deﬁnition of the linear functional
Mi f (x) =
N∑
ax
(
N
x
)1/2
Ξi(x) f (x). (4.10)x=0
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Mi
(
kγ B̂n(k; c,N)
){= 0 if n 3γ + i + 1,
= 0 if n = 3γ + i. (4.11)
General orthogonality functionals could be deﬁned in full generality for the operator Q −1. Indeed, one could emulate the
procedure to build 2M − 1 orthogonality functionals.
4.2. Contractions
The contractions of the polynomials B̂n(k) are expected to yield the d-Charlier polynomials considered in [14]. The
loss of symmetry also occurs in the contractions of the polynomials B̂n(k); consequently, contractions of the orthogonality
functionals and ladder operators cannot be taken directly. As those cases were treated in full generality in [14], we simply
show how the matrix elements ϕk,n contract to the particular case of d-Charlier polynomials that was considered.
4.2.1. Contraction of ϕk,n
The required renormalization is a → a/√N and b → b/√NM . Once again, the limit is taken by ﬁrst expanding the gener-
alized hypergeometric function as a truncated sum and performing the indicated substitution. Upon simple transformations,
the result is found to be
lim
N→∞ϕk,n =
ak−qb j
j!(k − q)!q!
√
k!n! 1+M FM−1
[ − j {αm}
{βm} − ;
(−1)M+1
aMb
]
, (4.12)
which gives precisely the matrix elements obtained in [14].
5. Conclusion
We studied the d-orthogonal polynomials related to the classical Lie algebra su(2). We showed the matrix elements
of the operators S = ea J2+eb J2− and Q = ea J+eb JM− were given in terms of two families of polynomials Â(q)j (; c,N) and
B̂n(k; c,N). Using the algebraic setting, we characterized these polynomials; their explicit expressions in terms of hyperge-
ometric functions allowed to identify those that belong to the classiﬁcation given in [3].
We also studied the contraction limit in which su(2) is sent to the Heisenberg algebra h1. We showed that the
Â(q)j (; c,N) tend to standard Meixner polynomials when N → ∞. The Â(q)j (; c,N) can therefore be seen as discrete
d-orthogonal versions of the Meixner polynomials. In addition, it was shown that the polynomials B̂n(k; c,N) are some
d-orthogonal Krawtchouk polynomials and that they converge to the d-Charlier polynomials in the contraction limit.
In [15], the exponentials of linear and quadratic polynomials in the generators of the h1 algebra were uniﬁed to yield
matrix orthogonal polynomials; these considerations were motivated by the link with the quantum harmonic oscillator.
Similarly, considerations regarding the discrete ﬁnite quantum oscillator would suggest to convolute the corresponding
matrix elements. While providing physically relevant amplitudes for the quantum ﬁnite oscillator, this study could lead
to d-orthogonal matrix polynomials, such as considered in [12]. We plan to report elsewhere on this.
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Appendix A. Useful formulas for su(2)
The relation
J0 J
n± = Jn±( J0 ± n),
holds and can be proven straightforwardly by induction on n. Using this identity and the relations ( J±)† = J∓ as well as
J †0 = J0, it follows that for Q ( J±) denoting a polynomial in J± , one has[
Q ( J±), J0
]= ∓ J±Q ′( J±),
where Q ′(x) denotes the derivative with respect to x. The preceding formula and the Baker–Campbell–Hausdorff relation
lead to the identity
eQ ( J±) J0e
−Q ( J±) = J0 ∓ J±Q ′( J±).
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J+, Jn−
]= 2n J0 Jn−1− + n(n − 1) Jn−1− ,[
J−, Jn+
]= −2n Jn−1+ J0 − n(n − 1) Jn−1+ ,
which can also be proved by induction on n. With the help of the previous identities, one obtains[
J+, Q ( J−)
]= 2 J0Q ′( J−) + J−Q ′′( J−),[
J−, Q ( J+)
]= −2Q ′( J+) J0 − J+Q ′′( J+).
From these formulas it follows that
eQ ( J−) J+e−Q ( J−) = J+ − 2 J0Q ′( J−) − J−
[
Q ′′( J−) + Q ′( J−)2
]
,
eQ ( J+) J−e−Q ( J+) = J− + 2Q ′( J+) J0 + J+
[
Q ′′( J+) − Q ′( J+)2
]
.
Appendix B. Meixner, Hermite and Krawtchouk polynomials
B.1. Meixner polynomials
The Meixner polynomials have the hypergeometric representation
Mn(x;β,d) = 2F1
[−n, −x
β
; 1− 1
d
]
.
They satisfy the normalized recurrence relation
xB̂n(x) = B̂n+1(x) + n + (n + β)d
1− d B̂n(x) +
n(n + β − 1)d
(1− d)2 B̂n−1(x),
with
Mn(x;β,d) = 1
(β)n
(
d − 1
d
)n
B̂n(x).
B.2. Hermite polynomials
The Hermite polynomials have the hypergeometric representation
Hn(x) = (2x)n 2F0
[−n2 , 1−n2− ; − 1x2
]
.
B.3. Krawtchouk polynomials
The Krawtchouk polynomials have the hypergeometric representation
Kn(x; p,N) = 2F1
[−n, −x
−N ;
1
p
]
.
Their orthogonality relation is
N∑
x=0
(
N
x
)
px(1− p)N−xKm(x; p,N)Kn(x; p,N) = (−1)
nn!
(−N)n
(
1− p
p
)n
δnm.
They have the generating function
(1+ t)N−x
(
1− 1− p
p
t
)x
=
N∑
n=0
(
N
n
)
Kn(x; p,N)tn.
For further details, see [8].
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