Linear profile decompositions for a family of fourth order Schr\"odinger
  equations by Jiang, Jincheng et al.
ar
X
iv
:1
41
0.
75
20
v2
  [
ma
th.
AP
]  
18
 A
pr
 20
17
LINEAR PROFILE DECOMPOSITIONS FOR A FAMILY OF FOURTH
ORDER SCHRO¨DINGER EQUATIONS
JIN-CHENG JIANG, SHUANGLIN SHAO, AND BETSY STOVALL
Abstract. We establish linear profile decompositions for the fourth order Schro¨dinger equation
and for certain fourth order perturbations of the Schro¨dinger equation, in dimensions greater than
or equal to two. We apply these results to prove dichotomy results on the existence of extremizers
for the associated Stein–Tomas/Strichartz inequalities; along the way, we also obtain lower bounds
for the norms of these operators.
1. Introduction
We consider the family of fourth order Schro¨dinger equations
(1)
{
iut +∆
2u− µ∆u = 0, µ ≥ 0,
u(0) = u0 ∈ L2x(Rd)
where u : R × Rd → C, d ≥ 2. For µ 6= 0, this is the free form of the nonlinear Schro¨dinger
equation with a fourth order perturbation; this equation was introduced by Karpman [10] (see
also [13, 11, 12, 14]) to study the effects of higher order dispersion in the propagation of solitary
waves in plasmas.
The main result of this article (Theorem 3.1) is a linear profile decomposition for the equations
given by (1). The theorem roughly states that, after passing to a subsequence, an L2x-bounded
sequence of initial data may be decomposed as sum of asymptotically orthogonal pieces that are
compact modulo symmetries, plus an error term with arbitrarily small dispersion. We then use
this result to obtain dichotomy results on the existence of extremizers to the inequalities
‖(µ + |∇|2) d2(d+2) eit(∆2−µ∆)f‖
L
2(d+2)
d
t,x
≤ Cd,µ‖f‖L2x ,
in the spirit of Shao [28]. Our results generalize those of Jiang, Pausader and Shao [9], wherein
the analogous theorems were proved in the one dimensional case. Though the results we obtain
are similar, we encounter new challenges in higher dimensions. One reason for this is that the
propagator eit(∆
2−µ∆) may be viewed as a Fourier extension operator, and the analysis of such
operators seems to be much more difficult in dimensions greater than or equal to two.
We are additionally motivated by recent applications of linear profile decompositions to the
study of other dispersive equations, including wave [1, 17], Schro¨dinger [2, 23, 4, 16, 20, 22], KdV
[28, 18], and Klein–Gordon [19].
Finally, much of the argument seems amenable to an extension to more general perturbations
of the Schro¨dinger equation, for instance with ∆2 replaced by |∇|α for α > 0, but the authors
have not investigated the extent to which this argument would need to be changed.
We now turn to a brief outline of the proof. For the remainder of this article, we let Sµ(t)
denote the data-to-solution map,
Sµ(t) = e
it(∆2−µ∆)
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and let Dµ denote the differential operator
Dµ =
√
µ+ |∇|2.
Section 2 is devoted to a proof of a refinement (Proposition 2.2) of the Strichartz/Stein–Tomas
inequality
(2) ‖D
d
d+2
µ Sµ(t)f‖
L
2(d+2)
d
t,x
. ‖f‖L2x .
Roughly, this result states that if the left side of this inequality is greater than a constant times
the right side, the function f must contain a nontrivial wave packet that is concentrated on a
small ‘cap’ on the Fourier side. To overcome the difficulty of vanishing Gaussian curvature at the
origin of the quartic surface, we reduce estimating it to an annulus {|ξ| ∼ 1}, where after standard
normalizations the results of Tao on bilinear paraboloid restriction can be applied. This result is
stronger than the annular refinement obtained in Chae, Hong and Lee [5, Proposition 2.3] (and
necessary for our finer-scale decomposition), and its proof strongly relies on Tao’s bilinear restric-
tion theorem for elliptic hypersurfaces from Tao [30]. One challenge that we face in proving the
refined Strichartz inequality for these fourth order equations (compared with wave, Schro¨dinger,
or Klein–Gordon) is the lack of scale invariance when µ 6= 0, coupled with the absence of any
natural analogue of the Lorentz or Galilei boosts. (The phase shifts Sµ(t)f 7→ Sµ(t)ei(·)af will
provide a rough stand-in.)
Once we have obtained this refinement, we turn in Section 3 to the proof of the linear profile
decomposition. This result, Theorem 3.1, follows by a familiar inductive argument. If (un)
is an L2x-bounded sequence such that ‖D
d
d+2
µ Sµ(t)un‖
L
2(d+2)
d
t,x
does not tend to 0, by the refined
Strichartz estimate, there exists a sequence {g1n} of pseudo-symmetries (true symmetries, i.e.
spacetime translations, composed with scalings and phase shifts) such that the sequence (g1n)
−1un
has a nonzero weak limit φ1 ∈ L2x. The first profile is φ1n = g1nφ1, and we then repeat the argument
on the sequence un−φ1n. In fact, the refined Strichartz estimate gives a quantitative lower bound
on the L2x norm of φ
1, and it is this that allows us to eventually show that for large l, the error
terms wln are negligible. Having established the linear profile decomposition, for our application,
we need to prove that the pieces Sµ(t)φ
j
n and Sµ(t)φ
k
n are asymptotically orthogonal for j 6= k.
This is the content of Proposition 3.2.
Finally, in Section 4, we apply the linear profile decomposition to prove Theorems 4.1 and 4.2,
which give lower bounds for the operator norms and dichotomy results on the existence of extrem-
izers to (2) when µ = 0 or 1 (by scaling, this extends to the general case). Very roughly, because of
the asymptotic orthogonality of the profiles in the decomposition, after passing to a subsequence,
an extremizing sequence to (2) must contain a single profile. After passing to a subsequence, there
are three possibilities: compactness, convergence to a free Schro¨dinger wave, or convergence to a
free S0 wave. In the first case, extremizers exist. In the latter two, extremizers may fail to exist,
but these cases give us the desired lower bounds on the operator norms.
Acknowledgements. The research of the first author was supported by National Science
Council Grant NSC100-2115-M-007-009-MY2. The second author was supported by NSF DMS-
1160981 and KU 2016-2017 general research fund. The third author was supported by NSF
DMS-0902667 and 1266336.
2. The refined Strichartz inequality
Fix d ≥ 2 and µ ≥ 0. For the remainder of the article, let φ : Rd → [0, 1] be a smooth, radial,
decreasing bump function with φ ≡ 1 on {|ξ| ≤ 1} and φ ≡ 0 on {|ξ| ≥ 2}.
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In this section, we prove the refined Strichartz inequality, which is crucial to our profile decom-
position. Before stating it, we need a little notation.
Definition 2.1. A µ-cap is a ball κ = {ξ : |ξ − ξ0| < r}, for some ξ0 ∈ Rd and r > 0 satisfying
8r ≤ |ξ0|+√µ.
Given a cap κ with center ξ0 and radius r, we define an associated cutoff
φκ(ξ) = φ
(ξ − ξ0
r
)
.
Given f we denote by fκ the function whose Fourier transform is given by
f̂κ = φκf̂ .
With this notation in place, our refined Strichartz inequality is the following.
Proposition 2.2 (Refined Strichartz). Let q = 2(d
2+3d+1)
d2
and θ = 2
(d+2)2
. If f ∈ L2x(Rd), then
(3) ‖Sµ(t)D
d
d+2
µ f‖
L
2(d+2)
d
t,x
.
(
sup
κ
|κ| d+2dq − 12 ‖Sµ(t)D
2
q
µ fκ‖Lqt,x)
θ‖f‖1−θ
L2x
.
Here the supremum is taken over all µ-caps κ as in Definition 2.1, and the implicit constant
depends only on d.
Propositions of this kind have appeared in many places in the literature, and the outline we
follow is a familiar one (cf. [2, 21]). The main new ingredient here is the parameter µ. When
µ = 0, the graph of the function µ|ξ|2 + |ξ|4 has vanishing curvature at 0, while in the case
µ > 0, the curvature never vanishes, but the scaling symmetry is broken. To deal with these
issues, we begin by proving a refined Strichartz estimate associated to the decoupling of dyadic
frequency annuli. By this and scaling, it suffices to establish a refinement of the Stein–Tomas
inequality for the Fourier extension operator associated to the surfaces {(|ξ|2 + |ξ|4, ξ) : |ξ| . 1}
and {(ε|ξ|2+ |ξ|4, ξ) : |ξ| ∼ 1}, where 0 ≤ ε . 1. These surfaces are uniformly well-curved; indeed,
they are elliptic on small (but uniform) frequency scales. We can thus apply Tao’s bilinear
restriction theorem, and use methods developed in the context of the linear profile decomposition
for Schro¨dinger to obtain refined estimates on these frequency localized regions. Finally, it is a
simple matter to undo the scaling and glue the pieces back together, thereby obtaining (3).
We begin by noting that it suffices to prove Proposition 2.2 when µ = 0, 1. Indeed, if µ > 0, a
simple computation shows that
Sµ(t)f = [S1(µ
2t)f( ·√µ)](
√
µ · ), and Dµf = [√µD1f( ·√µ)](
√
µ · ).
Furthermore, if κ = {ξ : |ξ− ξ0| < r} is a 1-cap, √µκ = {ξ : |ξ−√µ ξ0| < √µ r} is a µ-cap. Thus
Proposition 2.2 for any µ > 0 follows from Proposition 2.2 in the case µ = 1 by scaling. For the
remainder of this section, we will consider only the cases µ = 0, 1.
We will employ two different Littlewood–Paley decompositions, depending on whether µ = 0
or µ = 1. Define
ψ10(ξ) = φ(2ξ), ψ
1
N (ξ) = φ(
ξ
N )− φ(2ξN ), for N ∈ 2N,
ψ0N (ξ) = φ(
ξ
N )− φ(2ξN ), for N ∈ 2Z.
Regardless of the value of µ, the ψµN form a partition of unity. We define the Littlewood–Paley
projections PµN by f̂
µ
N = P̂
µ
Nf = ψ
µ
N f̂ , µ = 0, 1.
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Lemma 2.3. If f ∈ L2x, then
(4) ‖Sµ(t)D
d
d+2
µ f‖
L
2(d+2)
d
t,x
. sup
N
‖Sµ(t)D
d
d+2
µ f
µ
N‖
2
d+2
L
2(d+2)
d
t,x
‖f‖
d
d+2
L2x
,
for µ = 0, 1. Here, the supremum is taken over frequencies N ∈ {0} ∪ 2N or N ∈ 2Z, depending
on the value of µ.
In the proof of Lemma 2.3, we will use the following Strichartz estimates, which may be proved
using the methods of stationary phase together with the main theorem of Keel and Tao [15]. See
Pausader [25] for further details.
Proposition 2.4. Let µ ≥ 0. For all (q, r) satisfying 2 ≤ q, r ≤ ∞, (q, r) 6= (2,∞), and 2q+ dr = d2 ,
(5) ‖D
2
q
µSµ(t)f‖LqtLrx(R×Rd) . ‖f‖L2x(Rd).
The implicit constant may be taken to depend only on d, q, r and, in particular, may be chosen
independently of µ.
Proof. Let d = 2. By the Littlewood–Payley square function estimate, simple arithmetic, Ho¨lder’s
inequality, and the Strichartz inequality, for µ = 0, 1,
‖Sµ(t)D
1
2
µ f‖4L4t,x ∼
∫∫
(
∑
M
|Sµ(t)D
1
2
µ f
µ
M |2)(
∑
N
|Sµ(t)D
1
2
µ f
µ
N |2) dx dt
∼
∑
M≥N
‖(Sµ(t)D
1
2
µ f
µ
M)(Sµ(t)D
1
2
µ f
µ
N )‖2L2t,x
.
∑
M≥N
‖Sµ(t)D
1
2
µ f
µ
M‖L4t,x‖Sµ(t)D
1
2
µ f
µ
M‖L3tL6x‖Sµ(t)D
1
2
µ f
µ
N‖L4t,x‖Sµ(t)D
1
2
µ f
µ
N‖L6tL3x
. sup
K
‖Sµ(t)D
1
2
µ f
µ
K‖2L4t,x
∑
M≥N
‖D−
1
6
µ f
µ
M‖L2x‖D
1
6
µ f
µ
N‖L2x .
If µ = 0, this implies by Plancherel that
‖Sµ(t)D
1
2
µ f‖4L4t,x . supK
‖Sµ(t)D
1
2
µ f
0
K‖2L4t,x
∑
M≥N
M−
1
6N
1
6 ‖f0M‖L2x‖f0N‖L2x ,
while if µ = 1,
‖Sµ(t)D
1
2
µ f
1‖4L4t,x . supK
‖Sµ(t)D
1
2
µ f
1
K‖2L4t,x
∑
M≥N
〈M〉− 16 〈N〉 16 ‖f1M‖L2x‖f1N‖L2x .
In either case, (4) follows from an application of Schur’s test.
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If d > 2, then by the square function estimate, the triangle inequality, Ho¨lder’s inequality, and
the endpoint Strichartz inequality, for µ = 0, 1,
‖Sµ(t)D
d
d+2
µ f‖
2(d+2)
d
L
2(d+2)
d
t,x
∼
∫∫ (∑
M
|Sµ(t)D
d
d+2
µ f
µ
M |2
) d+2
2d
(∑
N
|Sµ(t)D
d
d+2
µ f
µ
N |2
) d+2
2d dx dt
.
∑
M≥N
‖(Sµ(t)D dd+2µ fµM)(Sµ(t)D dd+2µ fµN)‖d+2d
L
d+2
d
t,x
.
∑
M≥N
‖Sµ(t)D
d
d+2
µ f
µ
M‖
L
2(d+2)
d
t,x
‖Sµ(t)D
d
d+2
µ f
µ
M‖
2
d
L2tL
2d
d−2
x
× ‖Sµ(t)D
d
d+2
µ f
µ
N‖
L
2(d+2)
d
t,x
‖Sµ(t)D
d
d+2
µ f
µ
N‖
2
d
L
2(d+2)
d−2
t L
2d(d+2)
d2+4
x
. sup
K
‖Sµ(t)D
d
d+2
µ f
µ
K‖
4
d
L
2(d+2)
d
t,x
∑
M≥N
‖fµM‖
1− 2
d
L2x
‖D−
2
d+2
µ f
µ
M‖
2
d
L2x
‖fµN‖
1− 2
d
L2x
‖D
2
d+2
µ f
µ
N‖
2
d
L2x
.
By Plancherel, if µ = 0,
‖Sµ(t)D
d
d+2
µ f‖
2(d+2)
d
L
2(d+2)
d
t,x
. sup
K
‖Sµ(t)D
d
d+2
µ f
0
K‖
4
d
L
2(d+2)
d
t,x
∑
M≥N
M
− 4
d(d+2)N
4
d(d+2) ‖f0M‖L2x‖f0N‖L2x ,
while if µ = 1,
‖Sµ(t)D
d
d+2
µ f‖
2(d+2)
d
L
2(d+2)
d
t,x
. sup
K
‖Sµ(t)D
d
d+2
µ f
1
K‖
4
d
L
2(d+2)
d
t,x
∑
M≥N
〈M〉− 4d(d+2) 〈N〉 4d(d+2) ‖f1M‖L2x‖f1N‖L2x .
As in the d = 2 case, (3) follows by Schur’s test. 
We now rescale one more time, to frequencies |ξ| ∼ 1. We claim that the proposition follows
from the following.
Lemma 2.5. Let q = 2(d
2+3d+1)
d2
. For f ∈ L2x(Rd), at scale 1 we have
(6) ‖Sε(t)P 01 f‖
L
2(d+2)
d
t,x
.
(
sup
κ
|κ| d+2dq − 12 ‖Sε(t)fκ‖Lqt,x
) 1
d+2‖f‖
d+1
d+2
L2x
, 0 ≤ ε ≤ 1,
where the supremum is taken over caps κ = {ξ : |ξ − ξ0| < r}, with 12 ≤ |ξ0| ≤ 2 and r < 116 .
Additionally, at scale 0,
(7) ‖S1(t)P 10 f‖
L
2(d+2)
d
t,x
.
(
sup
κ
|κ| d+2dq − 12‖S1(t)fκ‖Lqt,x
) 1
d+2‖f‖
d+1
d+2
L2x
,
where the supremum is taken over caps κ = {ξ : |ξ − ξ0| < r}, with |ξ0| ≤ 1 and r < 116 .
Assuming the lemma for the moment, we complete the proof of Proposition 2.2.
Proof of Proposition 2.2. By scaling, (6) implies that
(8) N
d
d+2 ‖SNε(t)P 0Nf‖
L
2(d+2)
d
t,x
.
(
sup
κ
|κ| d+2dq − 12N 2q ‖SNε(t)fκ‖Lqt,x
) 1
d+2 ‖f‖
d+1
d+2
L2x
,
for 0 ≤ ε . 1 and N ∈ 2Z, where the supremum is taken over caps κ = {|ξ − ξ0| < r}, where
N
4 ≤ |ξ0| ≤ 4N and r < N32 . We note that if µ = 0 or µ = 1 and N ≥ 1, these are µ-caps.
In the case µ = 0, the refined Strichartz estimate (3) just follows from (4) followed by (8) (with
ε = 0) and Bernstein’s inequality.
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In the case µ = 1, we first apply (4). Then we use Bernstein’s inequality together with (7) for
the scale 0 term and (8) with ε = 1N for the scale N term. (Note that if N ∈ 2N , P 0N = P 1N .) 
The proof of Lemma 2.5 reduces to Lemma 2.8 . The reduction is similar as in Guth [7, p. 386].
We consider a function with Fourier support in a small cap in {|ξ| ∼ 1}.
Fix 14 < |ξ0| < 4 and define
σε,ξ0 = {(ε|ξ|2 + |ξ|4, ξ) : |ξ − ξ0| ≤ 3cd}.
Suppose that the Fourier transform f̂ is supported on σε,ξ0 . We consider 4th order Schro¨dinger
operator. Let φ(ξ) = |ξ|4 + ε|ξ|2.
Sε,ξ0(t)f(x) =
∫
σε,ξ0
eix·ξ+it(|ξ|
4+ε|ξ|2)f̂(ξ)dξ =: eitφ(|∇|)f(x),
where x · ξ or xξ denotes the inner product of x and ξ. Then by translation invariance,
Sε,ξ0(t)f(x) = e
ix·ξ0+itφ(ξ0)
∫
σε,ξ0
ei(x−t∇φ(ξ0))·(ξ−ξ0)+it(φ(ξ)−φ(ξ0)−∇φ(ξ0)·(ξ−ξ0))f̂(ξ)dξ.
Let h(ξ) = φ(ξ)− φ(ξ0)−∇φ(ξ0) · (ξ − ξ0). Then
(9) ‖Sε,ξ0(t)f(x)‖
L
2(d+2)
d
t,x
= ‖eith(|∇|)f‖
L
2(d+2)
d
t,x
The function h satisfies that h(ξ0) = 0 and ∇h(ξ0) = 0. Recall that the elliptic condition in Guth
[7, Condition 2.1], see also Tao, Vargas and Vega [31]. Suppose that S ⊂ R3 is a smooth compact
surface given as the graph of a function h : B(0, 1) → R which satisfies the following conditions
for some large L:
• 0 < 12 ≤ ∇2h ≤ 2, namely, all the eigenvalues of ∇2h is comparable to 1.• 0 = h(0), ∇h(0) = 0.
• h is CL, and
• for 3 ≤ l ≤ L, ‖∇lh‖C0 ≤ 10−9.
The function h is not in elliptic type. However since the Strichartz inequality is scaling-invariant,
h can be normalized to satisfy the elliptic condition above by Taylor’s expansion, change of
variables, and parabolic scalings, see for instance Guth [7, p. 386]. We remark that it may
necessarily change the value of cd. Then the remarks in Tao [30, Section 9] applies.
Theorem 2.6 ([30]). Let h be as above. Then the operator Eh defined by
Ehf(t, x) =
∫
{|ξ|.1}
ei(t,x)·(h(ξ),ξ)f̂(ξ) dξ
satisfies the following. Let ρ1, ρ2 ⊂ {|ξ| . 1} satisfy
diam(ρ1) ∼ diam(ρ2) ∼ dist(ρ1, ρ2) ∼ 1.
If f1, f2 are L
2
x functions whose Fourier transforms are supported on ρ1, ρ2, respectively, then∥∥(Ehf1)(Ehf2)∥∥Lpt,x . ‖f1‖L2x‖f2‖L2x , p > d+3d+1 ,
where the implicit constant depends only on d, p.
Taking advantage of the symmetries of the Fourier transform, we have the following corollary.
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Corollary 2.7. For cd sufficiently small, if κ1 and κ2 are two caps contained in {14 < |ξ| < 32}
satisfying
diam(κ1) ∼ diam(κ2) ∼ dist(κ1, κ2) ∼ r < cd,
then for any f ∈ L2x and p > d+3d+1 ,
‖(Ehfκ1)(Ehfκ2)‖Lpt,x .d,p rd− d+2p ‖fκ1‖L2x‖fκ2‖L2x , p > d+ 3d+ 1 .
Then the following refined Strichartz estimate follows similarly as in Be´gout and Vargas [2], see
also Proposition 4.23 of Killip and Visan [21].
Lemma 2.8. Let q = 2(d
2+3d+1)
d2
. If f ∈ L2x and Fourier supported in a cap σε,ξ0 of size cd in the
annulus {|ξ| ∼ 1}, then
(10) ‖Sε,ξ0(t)f‖
L
2(d+2)
d
t,x
.
(
sup
κ
|κ| d+2dq − 12‖Sε,ξ0(t)fκ‖Lqt,x
) 1
d+2‖f‖
d+1
d+2
L2x
,
where the supremum may be taken over caps κ with
(11) κ ⊂ {|ξ| ∼ 1} and diam(κ) < .01.
Now we are ready to prove Lemma 2.5 by a decomposition of unit of {|ξ| ∼ 1} into many caps
with diameters comparable to cd. The cardinality of these caps depends on the spatial dimension
only. More precisely, we recall that P̂ 01 f = ψ
0
1 f̂ , where ψ
0
1 is supported on {12 ≤ |ξ| ≤ 2}. There
exists a finite decomposition
(12) ψ01 =
Cd∑
j=1
ψ1,j,
with ψ1,j = ψ
0
1φj, for smooth bump functions φj : R
d → [0, 1] whose supports have diameter equal
to a small dimensional constant cd’ Cd > 0 depends on d only.
By (12), for any f ∈ L2x,
(13) P 01 f =
Cd∑
j=1
f1,j, where f̂1,j = ψ1,j f̂ , i = 1, 2.
By (13) and the triangle inequality,
(14) ‖Sε(t)f1‖
L
2(d+2)
d
t,x
≤
Cd∑
j=1
‖Sε(t)f1,j‖
L
2(d+2)
d
t,x
≤ Cdmax
j
‖Sε(t)f1,j‖
L
2(d+2)
d
t,x
.
The proof of Lemma 2.5. Since |ψ1,j | ≤ 1, by Plancherel, ‖f1,j‖L2x ≤ ‖f‖L2x . Furthermore, we have
Sε(t)[(f1,j)κ] = (Sε(t)fκ)1,j. By construction, ‖ψˇ1,j‖L1x . 1, so by Young’s convolution inequality
(in the x-variable), ‖Sε(t)(f1,j)κ‖Lqt,x . ‖Sε(t)fκ‖Lqt,x . So finally, by combining (14) and (10), we
obtain (6). The inequality (7) follows in a similar manner (but is simpler because there is no ε).
Therefore Lemma 2.5 is proved. 
3. Linear profile decomposition
Theorem 3.1 (Linear profile decomposition). Let (un)n≥1 be a bounded sequence of L2x functions.
After passing to a subsequence, the following hold. For each j ≥ 1 there exist φj ∈ L2x, a sequence
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of parameters (hjn, ξ
j
n, x
j
n, t
j
n) ∈ (0,∞)×Rd ×Rd ×R, and a sequence of L2x errors (wln)l,n≥1 such
that for each l ≥ 1,
(15) un =
l∑
j=1
Sµ(−tjn)gjn[ei(·)h
j
nξ
j
nφj ] +wln,
where gjn(φ) :=
1
(hjn)d/2
φ(x−x
j
n
hjn
), and for each j, either |hjnξjn| → ∞ or ξjn ≡ 0. The errors satisfy
(16) lim sup
l→∞
lim sup
n→∞
‖D1/2µ Sµ(t)wln‖
L
2(d+2)
d
t,x (R×Rd)
= 0.
For j 6= k, (hjn, ξjn, xjn, tjn)n≥1 and (hkn, ξkn, xkn, tkn)n≥1 are pairwise orthogonal in the sense that
(17)
lim
n→∞
(hjn
hkn
+
hkn
hjn
+ |hjnξjn − hknξkn|+
|tkn − tjn|
(hjn)4
+
|tkn − tjn|(µ+ 2|ξjn|2)
(hjn)2
+
|xjn − xkn + 2(tjn − tkn)(2|ξjn|2 + µ)ξjn|
hjn
)
=∞.
Furthermore, if limn→∞(h
j
n
hkn
+ h
k
n
hjn
) 6=∞, then hjn = hkn for all n, and if limn→∞ |hknξkn−hjnξjn| 6=∞,
then hjnξ
j
n = hknξ
k
n for all n. Finally, for each l ≥ 1,
(18) lim
n→∞
(‖un‖2L2x − ( l∑
j=1
‖φj‖2L2x + ‖w
l
n‖2L2x)
)
= 0
The orthogonality condition of parameters implies the following.
Proposition 3.2 (Orthogonality of profiles). For j 6= k, along the subsequence satisfying (17),
(19) lim
n→∞
∥∥∥∥(D dd+2µ Sµ(t)Sµ(−tjn)gjn[ei(·)hjnξjnφj])(D dd+2µ Sµ(t)Sµ(−tkn)gkn[ei(·)hknξknφk])∥∥∥∥
L
d+2
d
t,x
= 0.
Thus by (16),
(20) lim
l→∞
lim sup
n→∞
∣∣‖D dd+2µ Sµ(t)un‖ 2(d+2)d
L
2(d+2)
d
t,x
−
l∑
j=1
‖D
d
d+2
µ Sµ(t− tjn)gjn[ei(·)h
j
nξ
j
nφj ]‖
2(d+2)
d
L
2(d+2)
d
t,x
∣∣ = 0.
We begin with the linear profile decomposition.
Proof of Theorem 3.1. The proof follows a familiar outline (cf. [1, 4, 9]). We construct the linear
profile decomposition inductively. At each stage we will pass to a further subsequence, but to
avoid a proliferation of sub- and superscripts, we will denote each subsequence by (un). For each
n, j, let Bjn denote the L2x isometry
Bjn = Sµ(−tjn)gjnei(·)h
j
nξ
j
n .
Set w0n = un and assume that for some l ≥ 0 we have found a subsequence of (un), L2x functions
φj , and sequences (hjn, ξ
j
n, x
j
n, t
j
n), 1 ≤ j ≤ l such that for all 1 ≤ k ≤ l, we have the following:
(18) holds (with k in place of l); (17) holds for all k 6= j ∈ {1, . . . , l}; either |hknξkn| → ∞ or ξkn ≡ 0;
un =
k∑
j=1
Bjnφ
j +wkn;(21)
(Bkn)
−1wk−1n ⇀ φ
k, weakly in L2x.(22)
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Define
Al = lim sup
n→∞
‖wln‖L2x , εl = lim sup
n→∞
‖D
d
d+2
µ Sµ(t)w
l
n‖
L
2(d+2)
d
t,x
.
By the Strichartz inequality, εl . Al. If εl = 0, then we are done, so we may assume that εl > 0.
Passing to a subsequence, we may assume that ‖wln‖L2x ∼ Al and ‖D
d
d+2
µ Sµ(t)w
l
n‖
L
2(d+2)
d
t,x
∼ εl, for
all n.
By Proposition 2.2 and a little arithmetic, there exists a sequence (κn) of µ-caps such that for
all sufficiently large n,
(23) Al
(
εl
Al
) 1
θ . |κn|
d+2
dq
− 1
2‖Sµ(t)D
2
q
µ (w
l
n)κn‖Lqt,x .
By Ho¨lder’s inequality, Bernstein’s inequality (since (wln)κn is frequency localized), and Young’s
convolution inequality (since ‖φ̂κ‖L1x ∼ 1),
‖Sµ(t)D
2
q
µ (w
l
n)κn‖Lqt,x . ‖Sµ(t)D
d
d+2
µ (w
l
n)κn‖
2(d+2)
dq
L
2(d+2)
d
t,x
‖Sµ(t)(wln)κn‖
1− 2(d+2)
dq
L∞t,x
. (Al)
2(d+2)
dq ‖Sµ(t)(wln)κn‖
1− 2(d+2)
dq
L∞t,x
.
Combining this with (23) and the fact that (wln)κn is smooth (since it has compact Fourier
support), there exist parameters (xn, tn) such that
(24) Al
(
εl
Al
)θ′
. |κn|−
1
2 |Sµ(tn)(wln)κn(xn)|,
where θ′ = 1θ .
Write κn = {ξ : |ξ − ξn| < h−1n }, and set
(hl+1n , ξ
l+1
n , x
l+1
n , t
l+1
n ) = (hn, ξn, xn, tn).
The sequence
(Bl+1n )
−1wln = e
−ixhnξng−1n Sµ(tn)w
l
n
is bounded in L2x, so after passing to a subsequence, we may extract a weak limit; say
(25) (Bl+1n )
−1wln ⇀ φ
l+1, weakly in L2x.
Thus we have
(26)
lim
n→∞
(‖wln‖2L2x − ‖wln −Bl+1n φl+1‖2L2x − ‖φl+1‖2L2x)
= lim
n→∞
(
2
〈
(Bl+1n )
−1wln, φ
l+1
〉− 2‖φl+1‖2L2x) = 0,
which implies that (18) holds with l replaced by l + 1 and
wl+1n = w
l
n −Bl+1n φl+1.
In addition, by (24), the definition of (wln)κn , and a quick computation,
Al
(
εl
Al
)θ
′
. h
− d
2
n |
∫
eixnξeitn(|ξ|
4+µ|ξ|2)φ(hn(ξ − ξn))ŵln(ξ) dξ|
= |〈e−i(·)hnξng−1n Sµ(tn)wln, φˇ〉|.
Taking the limit as n→∞,
Al
(
εl
Al
)θ
′
. |〈φl+1, φ〉| . ‖φl+1‖L2x ,
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so by (26),
(27) lim sup
n→∞
‖wl+1n ‖L2x ≤ Al
√
1− c( εl
Al
)2θ′
.
Thus by the Strichartz inequality, after iterating, we obtain (16). (Indeed for (16) to fail, εl
must stay large, but in this case (27) implies that Al must decrease to 0, a contradiction to the
Strichartz inequality.)
By changing φl+1 if necessary, we may assume that either |hl+1n ξl+1n | → ∞ or ξl+1n ≡ 0. Indeed,
if |hl+1n ξl+1n | 6→ ∞, after passing to a subsequence, hl+1n ξl+1n → ξ0 ∈ Rd, and so we may replace φl+1
with eixξ0φl+1 and ξl+1n with 0. Similar arguments justify the assertions that for each k < l + 1,
either
( hkn
hl+1n
+ h
l+1
n
hkn
)→∞ or hkn ≡ hl+1n and that either |hknξkn−hl+1n ξl+1n | → ∞ or hknξkn ≡ hl+1n ξl+1n .
Finally, we turn to (17). The crux of the argument will be the following.
Lemma 3.3. If the limit in (17) is infinite, (Bkn)
−1Bjn → 0 in the weak operator topology on
B(L2x). Otherwise, after passing to a subsequence, there exists an L2x isometry Bkj such that
(Bkn)
−1Bjn → Bkj in the strong operator topology on B(L2x).
Proof. Let Bkjn = (Bkn)
−1Bjn. It suffices to prove that if the limit in (17) is infinite,
lim
n→∞〈B
kj
n φ,ψ〉 = 0,
for all Schwartz functions φ,ψ with compact frequency support, and that otherwise after passing
to a subsequence, Bkjn φ→ Bkjφ in L2x for all φ ∈ L2x.
A simple computation shows that
‖Bkjn φ‖L∞x ≤
(hkn
hjn
)d
2 ‖φ̂‖L1ξ , ‖(B
kj
n )
−1ψ‖L∞x ≤
(
hjn
hkn
)d
2 ‖ψ̂‖L1ξ .
By Ho¨lder’s inequality, and Plancherel,
|〈Bkjn φ,ψ〉| . min{
(hkn
hjn
) d
2 ‖φ̂‖L1ξ‖ψ̂‖L∞ξ ,
(
hjn
hkn
)d
2 ‖ψ̂‖L1ξ‖φ̂‖L∞ξ },
and since φ,ψ are Schwartz, if
(hkn
hjn
+ h
j
n
hkn
)→∞, the right hand side of the above inequality tends
to 0. Thus we may henceforth assume that hjn ≡ hkn ≡ hn.
Now assume that |hnξkn − hnξjn| → ∞. By assumption, φ̂, ψ̂ have compact support; say
Supp φ̂,Supp ψ̂ ⊂ {|ξ| ≤ R}. Then
Supp B̂jnφ ⊂ {|ξ − ξjn| < h−1n R}, Supp B̂knψ ⊂ {|ξ − ξkn| < h−1n R}.
For sufficiently large n, these sets are disjoint, so
〈Bkjn φ,ψ〉 = 〈B̂jnφ, B̂knψ〉 → 0.
Thus we may assume that ξjn ≡ ξkn ≡ ξn.
With these assumptions in place, we compute
Bkjn φ = ω
kj
n T
kj
n S
kj
n R
kj
n P
kj
n φ,
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where
ωkjn = exp[i(ξn(x
k
n − xjn) + (tkn − tjn)(|ξn|4 + µ|ξn|2))],
T kjn ψ(x) = ψ(x+
xkn−xjn+(tkn−tjn)(4|ξn|2ξn+2µξn)
hn
),
Skjn ψ =
∫
exp[i(xξ + t
k
n−tjn
h2n
(2|ξ|2|ξn|2 + 4(ξξn)2 + µ|ξ|2))]ψ̂(ξ) dξ,
Rkjn ψ(x) =
∫
exp[i(xξ + 4(t
k
n−tjn)
h3n
|ξ|2ξξn)]ψ̂(ξ) dξ,
P kjn ψ = exp[
i(tkn−tjn)
h4n
∆2]ψ.
After passing to a subsequence, ωkjn → ω ∈ S1, so Bjkn φ − ωT kjn Skjn Rkjn P kjn φ → 0 in L2x. Thus
it suffices to show that the conclusions of the lemma hold for T kjn S
kj
n R
kj
n P
kj
n instead of B
kj
n .
We write
T kjn S
kj
n R
kj
n P
kj
n φ(x) =
∫
eiΦ
kj
n (x,ξ)φ̂(ξ) dξ,
where
Φkjn (x, ξ) = ξ ·
(
x+
xkn − xjn + (tkn − tjn)(4|ξn|2ξn + 2µξn)
hn
)
+
(tkn − tjn)|ξ|4
h4n
+
(tkn − tjn)(2|ξn|2|ξ|2 + 4(ξnξ)2 + µ|ξ|2)
h2n
+
4(tkn − tjn)|ξ|2ξnξ
h3n
.
Since ∂4ξ1Φ
kj
n (x, ξ) =
24(tkn−tjn)
h4n
, by the method of stationary phase ([29, Chapter VIII.2.2]),
|T kjn Skjn Rkjn P kjn φ(x)| . (1 + |t
k
n−tjn|
h4n
)−
1
4 .
Thus if |t
k
n−tjn|
h4n
→∞, T kjn Skjn Rkjn P kjn φ ⇀ 0, weakly in L2x. Thus we may assume that |t
k
n−tjn|
h4n
6→ ∞.
Passing to a subsequence, t
k
n−tjn
h4n
→ skj, so
‖P kjn φ− eis
kj∆2φ‖L2x → 0,
for every φ ∈ L2x. Thus it suffices to show that the conclusions of the lemma hold for T kjn Skjn Rkjn
instead of Bkjn .
Passing to a subsequence, either ξn ≡ 0 or ξn|ξn| → ξ0 ∈ Sd−1. The case when ξn ≡ 0 is
much easier, so we assume henceforth that ξn|ξn| → ξ0 ∈ Sd−1. Passing to a further subsequence,
0 < ξn · ξ0 ∼ |ξn| for all n. We write
T kjn S
kj
n R
kj
n φ(x) =
∫
eiΦ
kj
n (x,ξ)ψ̂(x) dξ,
where now we set
Φkjn (x, ξ) = ξ ·
(
x+
xkn − xjn + (tkn − tjn)(4|ξn|2ξn + 2µξn)
hn
)
+
+
(tkn − tjn)(2|ξn|2|ξ|2 + 4(ξnξ)2 + µ|ξ|2)
h2n
+
4(tkn − tjn)|ξ|2ξnξ
h3n
.
Since
|(ξ0 · ∇ξ)3Φkjn (x, ξ)| = |24(t
k
n−tjn)|ξn|
h3n
ξnξ0
|ξn| | ∼
|tkn−tjn||ξn|
h3n
,
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if |t
k
n−tjn||ξn|
h3n
→ ∞, by stationary phase (as above), ‖T kjn Skjn Rkjn φ‖L∞x → 0, so T kjn Skjn Rkjn φ ⇀ 0,
weakly in L2x. Otherwise, as above, after passing to a subsequence, R
kj
n φ→ Rkjφ in L2x, for some
unitary operator Rkj. Thus it suffices to consider T kjn S
kj
n .
Similar arguments show that T kjn S
kj
n φ ⇀ 0, weakly in L2x if
|tkn−tjn|(2|ξn|2+µ)
h2n
→ ∞, so we may
assume that this term is bounded, and after passing to a subsequence, Skjn φ→ Skjφ in L2x. This
reduces matters to proving that the conclusions of the lemma hold for T kjn , and since T
kj
n is just a
translation, elementary arguments show that if |x
k
n−xjn+(tkn−tjn)(4|ξn|2ξn+2µξn)|
hn
→∞, then T kjn φ ⇀ 0,
weakly in L2x and if
xkn−xjn+(tkn−tjn)(4|ξn|2ξn+2µξn)
hn
→ ykj ∈ Rd, then T kjn φ → φ(· + ykj) in L2x. This
completes the proof of the lemma. 
Now we complete the proof of the linear profile decomposition by showing that (17) holds for
all 1 ≤ k < j = l + 1. Suppose (17) failed for some 1 ≤ k < j = l + 1. Then
0 = wk-lim
n→∞ ((B
k
n)
−1wk−1n − φk) = wk-limn→∞ (B
k
n)
−1wkn
= wk-lim
n→∞ (B
k
n)
−1[Bk+1n φk+1 + · · · +Blnφl + wln].
We have assumed that (17) holds for all k < j ≤ l, so by Lemma 3.3,
wk-lim
n→∞ (B
k
n)
−1[Bk+1n φk+1 + · · ·+Blnφl] = 0,
which implies that
wk-lim
n→∞ (B
k
n)
−1wln = 0.
On the other hand, by Lemma 3.3, there exists a unitary operator Bl+1,k such that after passing
to a subsequence, (Bl+1n )
−1Bkn → Bl+1,k in the strong operator topology on L2x; thus for any test
function ψ,
〈(Bl+1,k)−1φl+1, ψ〉 = 〈φl+1, Bl+1,kψ〉 = lim
n→∞〈B
l+1
n w
l
n, B
l+1,kψ〉
= lim
n→∞〈B
l+1
n w
l
n, (B
l+1
n )
−1Bknψ〉 = limn→∞〈(B
k
n)
−1wln, ψ〉 = 0.
Since Bl+1,k is unitary and φl+1 6≡ 0, this is a contradiction. Thus (17) must hold for all 1 ≤ k <
j ≤ l + 1, and this completes the proof of Theorem 3.1. 
Next we prove Proposition 3.2.
Proof of Proposition 3.2. Since
ψ 7→ D
d
d+2
µ Sµ(t)Sµ(−tjn)gjn[ei(·)h
j
nξ
j
nψ]
is a bounded linear operator from L2x → L
2(d+2)
d
t,x , with operator norm bounded by a constant
independent of µ, hjn, ξ
j
n, x
j
n, t
j
n, by standard approximation arguments, it suffices to prove (19)
for φj and φk lying in some dense subclass of L2x. We will assume henceforth that they are Schwartz
functions whose Fourier transforms are supported on a compact set that does not contain 0.
Our proof will use the following pointwise upper bounds for |D
d
d+2
µ Sµ(t)e
i(·)aψ(x)|.
Lemma 3.4. Fix µ ≥ 0 and let ψ be a Schwartz function with compact frequency support that
does not contain 0. There exists an L
2(d+2)
d
t,x function v = vψ, depending only on ψ, such that
(28) |D
d
d+2
µ Sµ(t)ψ(x)| ≤ (1 + µ)
d
2(d+2) v((1 + µ)t, x),
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and such that if |a| ≫ max{〈ξ〉 : ξ ∈ Supp ψ̂},
(29) |D
d
d+2
µ Sµ(t)e
i(·)aψ(x)| ≤ (2|a|2 + µ) d2(d+2) v((2|a|2 + µ)t, x+ (4|a|2 + 2µ)at)
Proof of Lemma 3.4. We give the details for the second case, when |a| ≫ max{〈ξ〉 : ξ ∈ Supp ψ̂}.
The case when a = 0 is similar, but a little simpler.
Consider the function wa,µ(ξ) =
(√µ+|ξ+a|2√
µ+2|a|2
) d
d+2 . Then wa,µ and all of its derivatives are
bounded on the support of ψ̂, uniformly in a and µ. This follows from a simple induction argument
and the fact that
cψ ≤ |ξ + a| ≤
√
µ+ |ξ + a|2 ≤
√
µ+ |a|2 + |ξ| ≤ 2
√
µ+ 2|a|2,
for all ξ ∈ Supp ψ̂.
Fix x and define y = x+ t(4|a|2a+ 2µa). Then
|D
d
d+2
µ Sµ(t)e
i(·)aψ(x)| = (µ + 2|a|2) d2(d+2)
∣∣∣∣∫
Rd
ei(xξ+t(|ξ|
4+µ|ξ|2)wa,µ(ξ − a)ψ̂(ξ − a) dξ
∣∣∣∣
= (µ+ 2|a|2) d2(d+2)
∣∣∣∣∫
Rd
ei(yξ+t(|ξ|
4+4|ξ|2ξa+2|ξ|2|a|2+4(ξa)2+µ|ξ|2)wa,µ(ξ)ψ̂(ξ) dξ
∣∣∣∣ .(30)
Define Φ = Φt,y,a,µ by
Φ(ξ) = yξ + t(|ξ|4 + 4|ξ|2ξ · a+ 2|ξ|2|a|2 + 4(ξa)2 + µ|ξ|2).
We compute the gradient and Hessian of Φ:
∇Φ(ξ) = y + t(4|ξ|2ξ + 8(ξa)ξ + 4|ξ|2a+ 4|a|2ξ + 8(ξa)a + 2µξ),(31)
HΦ =
(
Φij(ξ)
)
= t
(
8ξiξj + 4|ξ|2δij + 8ξiaj + 8(ξa)δij + 8aiξj + 4|a|2δij + 8aiaj + 2µδij
)
,(32)
where δij equals 1 if i = j and 0 otherwise.
We now prove the estimate (29) by standard techniques from harmonic analysis (see Stein [29,
Chapter 8]). By Ho¨lder’s inequality and (30),
(33) |D
d
d+2
µ Sµ(t)e
i(·)aψ(x)| ≤ (µ+ 2|a|2) d2(d+2) ‖wa,µ‖L∞ξ ‖ψ̂‖L1ξ . (µ + 2|a|
2)
d
2(d+2) ,
for all (t, x) ∈ R1+d.
On the support of ψ̂,∣∣4|ξ|2ξ + 8(ξa)ξ + 4|ξ|2a+ 4|a|2ξ + 8(ξa)a+ 2µξ∣∣ . µ+ 2|a|2,
so if (µ + 2|a|2)|t| ≪ |y|, |∇Φ(ξ)| & |y| throughout the support of ψ̂. Therefore for any N ≥ 1,
integrating by parts N times in the right side of (30),
(34) |D
d
d+2
µ Sµ(t)e
i(·)aψ(x)| ≤ Cψ,N (µ+ 2|a|2)
d
2(d+2)
(
1
1+|y|
)N
,
whenever (µ+ 2|a|2)|t| ≪ |y|.
If (µ + 2|a|2)|t| & |y|, then ∇Φ may vanish on the support of ψ̂, so we examine the Hessian of
Φ. Since |a| ≫ 〈ξ〉 for all ξ ∈ Supp ψ̂, t−1HΦ(ξ) ≥ cψ(µ + 2|a|2) (i.e. t−1HΦ − cψ(µ + 2|a|2) is a
positive definite matrix). Thus by stationary phase
(35) |D
d
d+2
µ Sµ(t)e
i(·)aψ(x)| ≤ Cψ(µ + 2|a|2)
d
2(d+2)
(
1
1+(µ+2|a|2)|t|
)− d
2 ,
whenever (µ+ 2|a|2)|t| & |y|.
14 JIN-CHENG JIANG, SHUANGLIN SHAO, AND BETSY STOVALL
Combining (33), (34), and (35), and recalling the definition of y, (28) holds with
v(s, y) = Cψ
[(
1
1+|y|
)d
2χ|y|≫|s| +
(
1
1+|s|
) d
2χ|y|.|s|
]
,
and it is easy to check that v ∈ L
2(d+2)
d
s,y . This completes the proof of Lemma 3.4. 
Now we return to estimating the quantity in (19), where we recall that may assume that φk, φj
are Schwartz functions with compact frequency supports that do not contain zero. We will use
two families of L
2(d+2)
d
t,x isometries:
Gjnu(t, x) = (h
j
n)
− d(d+4)
2(d+2)u( t−t
j
n
(hjn)4
, x−x
j
n
hjn
),
La,µu(t, x) =
{
(1 + µ)
d
2(d+2)u((1 + µ)t, x), if a = 0
(2|a|2 + µ) d2(d+2)u((2|a|2 + µ)t, x+ (4|a|2 + 2µ)at), if a 6= 0.
If we consider ajn = h
j
nξ
j
n, after passing to a subsequence, either a
j
n = 0 for all n, or |ajn| ≫
max{〈ξ〉 : ξ ∈ Supp φ̂j} for all n. In either case, we can apply Lemma 3.4 once we move the
translation/scaling isometries across the differential operators:
|D
d
d+2
µ Sµ(t− tjn)gjn[ei(·)h
j
nξ
j
nφj ](x)| = |GjnD
d
d+2
µjn
S
µjn
(t)[ei(·)a
j
nφj ](x)|
≤ GjnLajn,µjnv
j(t, x),
and similarly,
|D
d
d+2
µ Sµ(t− tkn)gkn[ei(·)h
k
nξ
k
nφk](x)| ≤ GknLakn,µknvk(t, x),
where vj ∈ L
2(d+2)
d
t,x , a
j
n = h
j
nξ
j
n, µ
j
n = (h
j
n)2µ, and similarly with j replaced by k.
The proof of the proposition will thus be complete once we prove the following.
Lemma 3.5. If vj , vk are any L
2(d+2)
d
t,x functions and the orthogonality condition (17) holds, then
(36) lim
n→∞ ‖[G
j
nLajn,µjnv
j ][GknLakn,µknv
k]‖
L
d+2
d
t,x
= 0.
Proof of Lemma 3.5. Since the G
(·)
n and La,µ operators are uniformly bounded on L
2(d+2)
d
t,x , it suf-
fices to prove this for vj and vk lying in some dense subclass of L
2(d+2)
d
t,x . We assume henceforth that
they are compactly supported Schwartz functions; say Supp vj,Supp vk ⊆ {(t, x) : |(t, x)| ≤ R}.
Passing to a subsequence, we may assume that each of the summands in (17) has a limit. (This
passage is harmless because to prove (36), it suffices to prove that every subsequence has a further
subsequence along which the limit is zero.)
We first consider the case when h
j
n
hkn
→ ∞. Using the L
2(d+2)
d
t,x isometry properties and Ho¨lder’s
inequality,
(37)
‖[GjnLajn,µjnv
j ][GknLakn,µknv
k]‖
L
d+2
d
t,x
= ‖[vj ][L−1
ajn,µ
j
n
(Gjn)
−1GknLakn,µknv
k]‖
L
d+2
d
t,x
≤ ‖vj‖
L
2(d+2)
d
t,x (Supp(L
−1
a
j
n,µ
j
n
(Gjn)−1GknLakn,µkn
vk))
‖L−1
ajn,µ
j
n
(Gjn)
−1GknLakn,µknv
k‖
L
2(d+2)
d
t,x
.
= ‖vj‖
L
2(d+2)
d
t,x (Supp(L
−1
a
j
n,µ
j
n
(Gjn)−1GknLakn,µkn
vk))
‖vk‖
L
2(d+2)
d
t,x
.
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The exact computation of L−1
ajn,µ
j
n
(Gjn)−1GknLakn,µknv
k is elementary but tedious; however it is
painless to verify that
L−1
ajn,µ
j
n
(Gjn)
−1GknLakn,µknv
k(t, x) = cjkn v
k(djkn t− sjkn , h
j
n
hkn
x− yjkn (t)),
for positive constants cjkn , d
jk
n , real numbers s
jk
n , and functions y
jk
n : R→ Rd. Fix t. If
(t, x) ∈ Supp(L−1
ajn,µ
j
n
(Gjn)
−1GknLakn,µknv
k),
then |x− hkn
hjn
yjkn (t)| ≤ h
k
n
hjn
R. By Ho¨lder,
‖vj(t, ·)‖
2(d+2)
d
L
2(d+2)
d
x ({|x−yjn(t)|≤h
k
n
h
j
n
R})
.
(hkn
hjn
R
)d‖vj‖L∞t,x .
Integrating the above estimate with respect to t and recalling that h
j
n
hkn
→∞,
‖vj‖
2(d+2)
d
L
2(d+2)
d
t,x (Supp(L
−1
a
j
n,µ
j
n
(Gjn)−1GknLakn,µkn
vk))
. R(h
k
n
hjn
R
)d → 0.
By (37), this implies (36). By a similar argument, (36) also holds if h
k
n
hjn
→∞.
Henceforth, we may assume that hjn ≡ hkn ≡ hn, so µjn ≡ µkn ≡ µn as well. Using a change of
variables, we may now remove the dilations from the G
(·)
n :
(38) ‖[GjnLajn,µjnv
j][GknLakn,µknv
k]‖
L
d+2
d
t,x
= ‖[L
ajn,µ
j
n
vj ][Gjkn Lakn,µknv
k]‖
L
d+2
d
t,x
,
where Gjkn v(t, x) = v(t− t
k
n−tjn
h4n
, x− xkn−xjnhn ).
We now break into three cases: ajn ≡ akn ≡ 0; ajn ≡ 0 and |akn| → ∞; and |ajn|, |akn| → ∞.
We deal with the easiest of the three cases, ajn ≡ akn ≡ 0, first. In this case,
L
ajn,µn
vj(t, x) = (1 + µn)
d
2(d+2) vj((1 + µn)t, x),
Gjkn Lakn,µnv
k(t, x) = (1 + µn)
d
2(d+2) vk((1 + µn)[t− t
k
n−tjn
h4n
], x− xkn−xjnhn ).
By our assumptions on the various parameters, including the assumption that the orthogonal-
ity condition (17) holds, either t
k
n−tjn
h4n
→ ∞ or xkn−x
j
n
hn
→ ∞. In either case, Supp(L
ajn,µn
vj) ∩
Supp(Gjkn Lakn,µnv
k) is empty for sufficiently large n, so the right hand side of (38) is eventually
zero. By the identity (38), this establishes (36).
We turn now to the case when ajn ≡ 0, |akn| → ∞. (By symmetry, this argument also covers the
case when the roles of j and k are reversed.) Arguing similarly to (37),
(39) ‖[L
ajn,µn
vj ][Gjkn Lakn,µnv
k]‖
L
d+2
d
t,x
. ‖vj‖
L
d+2
d
t,x (SuppL
−1
a
j
n,µn
Gjkn Lakn,µn
vk)
.
We compute:
L−1
ajn,µn
Gjkn Lakn,µnv
k(t, x) =
(2|akn|2+µn
1+µn
) d
2(d+2) vk(2|a
k
n|2+µn
1+µn
(t− (tkn−t
j
n)(1+µn)
h4n
),
x− xkn−xjnhn +
4|akn|2+2µn
1+µn
akn(t− (t
k
n−tjn)(1+µn)
h4n
))
=
(2|akn|2+µn
1+µn
) d
2(d+2) vk(2|a
k
n|2+µn
1+µn
(t− sjkn ), x+ 4|a
k
n|2+2µn
1+µn
aknt− yjkn ),
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where
sjkn =
(tkn−tjn)(1+µn)
h4n
yjkn =
xkn−xjn
hn
+ 4|a
k
n|2+2µn
1+µn
akns
jk
n .
Fix x. If (t, x) ∈ (Supp vj)∩(SuppL−1
ajn,µn
Gjkn Laknµnv
k), it satisfies |x| ≤ R and |x+4|akn|2+2µn1+µn aknt−
yjkn | ≤ R. Therefore
|4|akn|2+2µn1+µn aknt− yjkn | ≤ 2R,
so recalling that |akn| & 1 for all n,
|t− rjkn | ≤ 2R(1+µn)(4|akn|2+2µn)|akn| .
R
|akn| ,
where
rjkn =
(1+µn)y
jk
n ·akn
(4|akn|2+2µn)|akn|2 .
Integrating in t,
‖vj(·, x)‖
2(d+2)
d
L
2(d+2)
d
t ({|t+rjkn |. R|akn|})
.
(‖vj‖L∞t,x) R|akn| .
Integrating this in x,
‖vj‖
2(d+2)
d
L
d+2
d
t,x (SuppL
−1
a
j
n,µn
Gjkn Laknµn
vk)
. ‖vj‖L∞t,xRd R|akn| → 0.
This implies (36), and completes the case when ajn ≡ 0, |akn| → ∞.
Finally we turn to the case when |ajn|, |akn| → ∞. We compute
L−1
ajn,µn
Gjkn Lakn,µnv
k(t, x) = (cjkn )
d
2(d+2) vk(cjkn (t− sjkn ), x− yjkn − bjkn t),
where
cjkn =
2|akn|2+µn
2|ajn|2+µn
,
sjkn =
(tkn−tjn)(2|ajn|2+µn)
h4n
,
yjkn =
xkn−xjn
hn
+ akn
(4|akn|2+2µn)(tkn−tjn)
h4n
,
bjkn =
(2|ajn|2+µn)ajn−(2|akn|2+µn)akn
2|ajn|2+µn
.
Suppose that |ajn − akn| → ∞. We claim that |bjkn | → ∞. Indeed,
|bjkn | ≥ bjkn ·
akn − ajn
|ajn − akn|
=
5[ajn · (akn − ajn)]2 + 6|akn − ajn|2ajn · (akn − ajn) + 2|akn − ajn|4 + |akn − ajn|2(|ajn|2 + µn)
(2|ajn|2 + µn)|akn − ajn|
≥ |a
k
n − ajn|2(|ajn|2 + µn)
(2|ajn|2 + µn)|akn − ajn|
≥ 12 |akn − ajn|,
where for the second inequality, we used Cauchy–Schwartz and the elementary inequality
5(ab)2 + 2b4 ≥ 92(ab)2 + 2b4 ≥ 6|ab3|,
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for all a, b ∈ R. Since |bjkn | → ∞, arguing exactly as we did in the case ajn ≡ 0, |akn| → ∞, we can
establish (36).
Henceforth, we may assume that ajn ≡ akn. Thus cjkn ≡ 1 and bjkn ≡ 0. If |sjkn | → ∞ or |yjkn | → ∞,
the (compact) supports of vj and L−1
ajnµn
Gjkn Laknµnv
k are disjoint for sufficiently large n, so (36)
holds. Since |sjkn | ≥ |t
j
n−tkn|
h4n
, this completes the proof in the case |ajn|, |akn| → ∞. 
Finally, the proposition is proved. 
4. Application: Dichotomy result on the existence of extremizers
As an application of the profile decomposition in Theorem 3.1, we establish lower bounds for
the operator norms and a dichotomy result on existence of extremizers. Similar results have
previously appeared in Jiang, Pausader and Shao [9]. We begin by defining
(40) Aµ := sup
φ∈L2x,
φ 6=0
‖D
d
d+2
µ Sµ(t)φ‖
L
2(d+2)
d
t,x (R×Rd)
‖φ‖L2x
, µ ≥ 0,
and
(41) B := sup
ψ∈L2x,
ψ 6=0
‖eit∆ψ‖
L
d
d+2
t,x (R×Rd)
‖ψ‖L2x
.
These are finite by the Strichartz inequalities for the fourth order Schro¨dinger and Schro¨dinger
equations.
We say that a function φ is an extremizer for Aµ (resp. B) if ‖φ‖L2x 6= 0 and φ maximizes the
ratio in (40) (resp. (41)). A sequence {φn} is an extremizing sequence for Aµ if
Aµ = lim
n→∞
‖D
d
d+2
µ Sµ(t)φn‖
L
2(d+2)
d
t,x
‖φn‖L2x
;
{φn} is L2x-normalized if ‖φn‖L2x = 1 for all n.
Extremizers are known to exist for B ([6, 8] for d = 1, 2, [27] for d ≥ 3). In dimensions 1 and
2, it is known in addition that the extremizers are only Gaussian functions, modulo symmetries
of the Schro¨dinger equation [6, 8].
Theorem 4.1. The operator norms A0 and B satisfy:
(42) A0 ≥ 3−
1
2(d+2) 2
− d
2(d+2)B.
If the inequality is strict in (42), then extremizers exist for A0. If extremizers do not exist
and {φn} is an L2x-normalized extremizing sequence for A0, there exist a sequence of parame-
ters (hn, ξn, xn, tn) with |hnξn| → ∞ and an extremizer ψ for B such that after passing to a
subsequence,
(43) lim
n→∞ ‖φn − S0(tn)gn(e
i(·)hnξnψ ◦ ℓ−1hnξn)‖L2x = 0,
where for a ∈ Rd, ℓa denotes the transformation
(44) ℓa(ξ) =
√
6 proja(ξ) +
√
2(ξ − proja(ξ)),
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where proja(ξ) := (ξ · a|a|) a|a| . Conversely, if equality holds in (42), any sequence {φn} satisfying
(43) for a sequence of parameters (hn, ξn, xn, tn)n≥1 with |hnξn| → ∞ and an extremizer ψ for B
is an extremizing sequence for A0.
If µ > 0, then by scaling, Aµ = A1; scaling also gives a natural correspondence between
extremizing sequences (and, if they exist, extremizers) for Aµ and those for A1. Thus we only
state the dichotomy result in the case µ = 1.
Theorem 4.2. The operator norms satisfy A1 ≥ max{A0, B}, and if this inequality is strict,
extremizers exist for A1. If extremizers do not exist and {φn} is an L2x-normalized extremizing
sequence for A1, then there exist a sequence of parameters (hn, ξn, xn, tn) and a function φ ∈ L2x
such that after passing to a subsequence,
(45) lim
n→∞ ‖φn − S1(tn)gne
i(·)hnξnψ‖L2x = 0.
Moreover, in this case, one of the following occurs: either A1 = B, hn → ∞, |ξn| → 0, and ψ is
an extremizer for B, or A1 = A0, hn → 0, ξn ≡ 0, and ψ is an extremizer for A0.
The analogue of the final conclusion of Theorem 4.1 for A1 is the following. If A1 = B, hn →∞,
|ξn| → 0, ψ is an extremizer for B, and φn satisfies (45), then φn is an extremizing sequence for
A1. If A1 = A0, then A0 ≥ B, so the inequality is strict in (42), which implies that extremizers
exist for A0. Furthermore, in this case, if hn → 0, ξn ≡ 0, ψ is an extremizer for A0, and φn
satisfies (45), then φn is an extremizing sequence for A1.
The proofs of these theorems will rely on the linear profile decomposition and the following
lemmas.
Lemma 4.3. Let φ ∈ L2x(Rd). If (an) is a sequence in Rd with |an| → ∞, then
(46)
lim
n→∞ ‖|∇|
d
d+2 eit∆
2
(ei(·)anφ)
− |an|
d
d+2 ei(x·an+t|an|
4)e−i|an|
2t∆(φ ◦ ℓan)(ℓ−1an (x+ 4t|an|2an))‖
L
2(d+2)
d
t,x
= 0,
with ℓa as in (44).
Lemma 4.4. Let φ ∈ L2x(Rd). Let (hn, ξn) be a sequence in (0,∞) × Rd. Define gnφ(x) =
h
− d
2
n φ(
x
hn
). If hn → 0 and ξn ≡ 0,
(47) lim
n→∞ ‖〈∇〉
d
d+2S1(t)gne
i(·)hnξnφ− |∇| dd+2 eit∆2gnφ‖
L
2(d+2)
d
t,x
= 0.
If hn →∞ and ξn ≡ 0,
(48) lim
n→∞ ‖〈∇〉
d
d+2S1(t)gne
i(·)hnξnφ− e−it∆gnφ‖
L
2(d+2)
d
t,x
= 0.
If |ξn| . 1 for all n and |hnξn| → ∞,
(49)
lim
n→∞ ‖〈∇〉
d
d+2S1(t)gne
i(·)hnξnφ
− 〈ξn〉
d
d+2 ei(xξn+t|ξn|
4+t|ξn|2)e−it∆[gn(φ ◦ ℓ˜n)](ℓ˜−1n (x+ 4t|ξn|2ξn + 2tξn))‖
L
2(d+2)
d
t,x
= 0,
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where ℓ˜n(ξ) =
√
6|ξn|2 + 1 (projξnξ) +
√
2|ξn|2 + 1 (ξ − projξnξ). If |ξn| → ∞ and |hnξn| → ∞,
(50)
lim
n→∞ ‖〈∇〉
d
d+2S1(t)gne
i(·)hnξnφ
− |ξn|
d
d+2 ei(xξn+t|ξn|
4+t|ξn|2)e
−i |ξn |2
h2n
t∆
[gn(φ ◦ ℓn)](ℓ−1n (x+ 4t|ξn|2ξn + 2tξn))‖
L
2(d+2)
d
t,x
= 0,
with ℓn = ℓξn , using the notation from (44).
The lemmas will be proved at the end of this section. Before proceeding to their proofs, we
show how Theorem 4.1 can be proved from Lemma 4.3 and indicate how to adapt this proof for
Theorem 4.2.
Proof of Theorem 4.1. Let (hn, ξn, xn, tn) be a sequence of parameters with |hnξn| → ∞ and let
ψ be an extremizer for B. Assume that the sequence {φn} ⊂ L2x satisfies
lim
n→∞ ‖φn − e
itn∆2gn(e
i(·)hnξnψ ◦ ℓ−1hnξn)‖L2x = 0.
By the Strichartz inequality (5), changes of variables, Lemma 4.4, and the assumption that ψ is
an extremizer,
(51)
A0 ≥ lim
n→∞
‖|∇| dd+2 eit∆2φn‖
L
2(d+2)
d
t,x
‖φn‖L2x
= lim
n→∞
‖|∇| dd+2 ei(t+tn)∆2gn(ei(·)hnξn(ψ ◦ ℓ−1hnξn))‖
L
2(d+2)
d
t,x
‖eitn∆2gn(ei(·)hnξnψ ◦ ℓ−1hnξn)‖L2x
= 3−
1
4 2−
d
4 ‖ψ‖−1
L2x
lim
n→∞ ‖|∇|
d
d+2 eit∆
2
ei(·)hnξn(ψ ◦ ℓ−1hnξn)‖
L
2(d+2)
d
t,x
= 3−
1
4 2−
d
4 ‖ψ‖−1
L2x
lim
n→∞ ‖(|hnξn|
d
d+2 e−i|hnξn|
2t∆ψ) ◦ ℓ−1hnξn‖
L
2(d+2)
d
t,x
= 3
− 1
2(d+2) 2
− d
2(d+2) ‖ψ‖−1
L2x
‖e−it∆ψ‖
L
2(d+2)
d
t,x
= 3
− 1
2(d+2) 2
− d
2(d+2)B.
This verifies (42). Conversely, if equality holds in (42), then it holds everywhere in the computation
above, establishing the final conclusion of the theorem.
In the other direction, let {φn} be an L2x-normalized extremizing sequence for A0. By Theo-
rem 3.1, there exist sequences {φj}j≥1, {wjn}j≥1,n≥1, and parameters (hjn, ξjn, tjn)j≥1,n≥1 such that
for each j, |hjnξjn| → ∞ or hjnξjn ≡ 0 and such that after passing to a subsequence,
φn =
l∑
j=1
eit
j
n∆
2
gjn(e
i(·)hjnξjnφj) + wln,
where (16), (18), and (20) hold.
20 JIN-CHENG JIANG, SHUANGLIN SHAO, AND BETSY STOVALL
Therefore,
A
2(d+2)
d
0 = limn→∞ ‖|∇|
d
d+2 eit∆
2
φn‖
2(d+2)
d
L
2(d+2)
d
t,x
≤ lim sup
l→∞
lim sup
n→∞
∑
1≤j≤l
‖|∇| dd+2 ei(t+tjn)∆2gjn(ei(·)h
j
nξ
j
nφj)‖
2(d+2)
d
L
2(d+2)
d
t,x
≤ lim sup
l→∞
lim sup
n→∞
∑
1≤j≤l
A
2(d+2)
d
0 ‖ei(·)h
j
nξ
j
nφj‖
2(d+2)
d
L2x
=
∑
j
A
2(d+2)
d
0 ‖φj‖
2(d+2)
d
L2x
≤ A
2(d+2)
d
0
(
sup
j
‖φj‖
4
d
L2x
)∑
j
‖φj‖2L2x .
By (18), the right hand side is strictly less than the left hand side (a contradiction) unless there
exists j such that ‖φj‖L2x = 1. In this case, there is only one profile and the error terms tend to
zero in L2x:
(52) φn = e
itn∆2gn(e
i(·)hnξnφ) + wn, lim
n→∞ ‖wn‖L2x = 0.
If hnξn ≡ 0, since
‖eitn∆2gn(φ)‖L2x = ‖φ‖L2x , ‖|∇|
d
d+2 ei(t+tn)∆
2
gn(φ)‖
L
2(d+2)
d
t,x
= ‖|∇| dd+2 eit∆2φ‖
L
2(d+2)
d
t,x
,
φ is an extremizer forA0. Thus if A0 does not have an extremizer, every L
2
x-normalized extremizing
sequence must satisfy (after passing to a subsequence)
(53) ‖φn − eitn∆2gn(ei(·)hnξnφ)‖L2x → 0,
for some function φ ∈ L2x and parameters (hn, ξn, tn, xn) with |hnξn| → ∞. By the essentially
the same computation as (51), this implies that A0 ≤ 3−
1
2(d+2) 2
− d
2(d+2)B, and hence that equality
holds in (42).
Thus it remains to show that if {φn} is an L2x-normalized extremizing sequence for A0, (42)
holds with equality, and (53) holds for some φ and (hn, tn, xn, ξn) with |hnξn| → ∞, then (43)
holds with ψ an extremizer for B.
Passing to a further subsequence, there exists ω ∈ Sd−1 such that hnξn|hnξn| → ω. Let ψ = φ ◦ ℓω.
For a 6= 0, ℓa depends only on a|a| , so φ− ψ ◦ ℓ−1hnξn → 0 in L2x. Therefore
‖eitn∆2gn(ei(·)hnξnφ)− eitn∆2gn(ei(·)hnξn(ψ ◦ ℓ−1hnξn))‖L2x → 0,
which implies by (52) that
‖φn − eitn∆2gn(ei(·)hnξn(ψ ◦ ℓ−1hnξn))‖L2x → 0.
That ψ is an extremizer for B follows from the same computations as in (51). This completes the
proof of Theorem 4.1. 
Adapting the argument for Theorem 4.2. There are two relatively minor differences in the proof
of Theorem 4.2. First, A1 must be compared to two operator norms, A0 and B. To obtain the
estimate A1 ≥ B, we simply take an extremizer ψ for B and use (48), arguing similarly to (51).
Given ε > 0, we can show that A1 ≥ (1−ε)A0 by selecting an L2x-normalized function ψ satisfying
‖|∇| dd+2 eit∆2ψ‖ ≥ (1− ε)A0 and using (47); letting ε→ 0, we see that A1 ≥ A0.
Second, we must rule out the case in which (45) holds for some ψ ∈ L2x and some sequence
of parameters (hn, ξn, tn, xn) with ξn 6→ 0. Passing to a subsequence and using the fact that
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spacetime translations do not affect any of the relevant operator norms, it suffices to consider the
cases when (tn, xn) ≡ (0, 0), |hnξn| → ∞, and either ξn → ξ0 6= 0 or |ξn| → ∞. If |ξn| → ∞, we
apply (50) and compute
‖|ξn|
d
d+2 ei(xξn+th
2
n|ξn|4+t|ξn|2)e−i|ξn|
2t∆[gn(φ ◦ ℓn)](ℓ−1n (x+ th2n|ξn|2ξn + 2tξn))‖
L
2(d+2)
d
t,x
≤ 3− 12(d+2) 2− d2(d+2)B‖φ‖L2x < B,
provided ξn 6= 0, ℓn = ℓξn is as in (44), and ‖φ‖L2x ≤ 1. If ξn → ξ0 6= 0 and ‖φ‖L2x ≤ 1, we use
(49) and compute
lim sup
n→∞
‖〈ξn〉
d
d+2 ei(xξn+th
2
n|ξn|4+t|ξn|2)e−it∆[gn(φ ◦ ℓ˜n)](ℓ˜−1n (x+ 4th2n|ξn|2ξn + 2tξn))‖
L
2(d+2)
d
t,x
≤ lim sup
n→∞
(|ξn|2 + 1)
d
d+2 (6|ξn|2 + 1)−
1
d+2 (2|ξn|2 + 1)−
d−1
d+2B‖φ‖L2x
= (|ξ0|2 + 1)
d
d+2 (6|ξ0|2 + 1)−
1
d+2 (2|ξ0|2 + 1)−
d−1
d+2B‖φ‖L2x < B,
so this case can be ruled out as well. 
Finally, we prove the lemmas.
Proof of Lemmas 4.3 and 4.4. We begin by observing that by the change of variables formula and
the Strichartz inequality for Schro¨dinger,
‖|an|
d
d+2 ei(x·an+t|an|
4+tµ|an|2)e−i|an|
2t∆(φ ◦ ℓan)(ℓ−1an (x+ 4t|an|2an))‖
L
2(d+2)
d
t,x
= 3
d
4(d+2) 2
d2
4(d+2) ‖e−it∆φ ◦ ℓan‖
L
2(d+2)
d
t,x
≤ 3 d4(d+2) 2 d
2
4(d+2)B‖φ ◦ ℓan‖L2x = 3
− 1
2(d+2) 2
− d
2(d+2)B‖φ‖L2x .
Similar computations give:
‖|∇| dd+2 eit∆2gnφ‖
L
2(d+2)
d
t,x
≤ A0‖φ‖L2x , ‖e−it∆gnφ‖
L
2(d+2)
d
t,x
≤ B‖φ‖L2x ,
‖〈ξn〉
d
d+2 ei(xξn+th
2
n|ξn|4+t|ξn|2)e−it∆[gn(φ ◦ ℓ˜n)](ℓ˜−1n (x+ 4th2n|ξn|2ξn + 2tξn))‖
L
2(d+2)
d
t,x
≤ (|ξn|2 + 1)
d
d+2 (6|ξn|2 + 1)−
1
d+2 (2|ξn|2 + 1)−
d−1
d+1B‖φ‖L2x ,
‖|ξn|
d
d+2 ei(xξn+th
2
n|ξn|4+t|ξn|2)e−i|ξn|
2t∆[gn(φ ◦ ℓn)](ℓ−1n (x+ 4th2n|ξn|2ξn + 2tξn))‖
L
2(d+2)
d
t,x
≤ 3− 12(d+2) 2− d2(d+2)B‖φ‖L2x .
In addition, by the Strichartz inequality (5) for 4th order Schro¨dinger, the operator
φ 7→ D
d
d+2
µ Sµ(t)gn(e
i(·)anφ)
is also uniformly bounded from L2x to L
2(d+2)
d
t,x , so it suffices to prove the lemmas when φ is in some
dense subset of L2x. Thus we may assume that φ is a Schwartz function with compact frequency
support that does not contain 0:
Supp φ̂ ⊆ {R−1 ≤ |ξ| ≤ R}.
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Under the hypotheses of Lemma 4.3, we assume |an| ≥ 2R and |ξ − an| ≤ R. Then |ξ| ∼ |an|,
so by the fundamental theorem of calculus,∣∣ |an| dd+2
|ξ|
d
d+2
− 1∣∣ ∼ |an|− dd+2 ∣∣|an| dd+2 − |ξ| dd+2 ∣∣ . |an|− dd+2 |an|− 2d+2R.
Since the function ei(·)anφ has frequency support on {|ξ − an| ≤ R},∥∥∥∥ei(·)anφ− |an| dd+2D− dd+2µ ei(·)anφ∥∥∥∥
L2x
. |an|−1R→ 0.
Therefore, since D
d
d+2
µ Sµ(t) is a bounded operator from L
2
x to L
2(d+2)
d
t,x , (46) would follow from
(54) |an|
d
d+2‖eit∆2(ei(·)anφ)− ei(x·an+t(|an|4−|an|2∆))(φ ◦ ℓan)(ℓ−1an (x+ 4t|an|2an))‖
L
2(d+2)
d
t,x
→ 0.
Changing variables in t, the left hand side of (54) equals
‖ei
t
|an|2∆
2
ei(·)anφ− ei(xan+t|an|2)e−it∆(φ ◦ ℓan)(ℓ−1an (x+ 4ant))‖
L
2(d+2)
d
t,x
.
Next, we compute
e
i
t
|an|2∆
2
ei(·)anφ(x) =
∫
e
i(xξ+ t
|an|2
|ξ|4)
φ̂(ξ − an) dξ =
∫
eix(ξ+an)e
i t
|an|2
|ξ+an|4
φ̂(ξ) dξ
= ei(x·an+t|an|
2)
∫
ei(x+4tan)ξe
it( |ξ|
4
|an|2
+ 4|ξ|
2ξan
|an|2
+2|ξ|2+ 4(anξ)2
|an|2
)
φ̂(ξ) dξ
= ei(xan+t|an|
2)
∫
ei(x+4tan)ξe
it(
|ξ|4
|an|2
+
4|ξ|2ξan
|an|2
+|ℓan(ξ)|2)φ̂(ξ) dξ.
Thus (54) would follow from
(55) ‖eit(
∆2
|an|2
+ 4i∆∇an
|an|2
+|ℓan(−i∇)|2)φ(x)− e−it∆(φ ◦ ℓan) ◦ ℓ−1an (x)‖
L
2(d+2)
d
t,x
→ 0.
Since
(56) (e−it∆(φ ◦ ℓan)) ◦ ℓ−1an = eit|ℓan(−i∇)|
2
φ,
the limit in (55) equals zero if and only if
(57) lim
n→∞ ‖[e
it( ∆
2
|an|2
+ 4i∆∇an
|an|2
) − 1]eit|ℓan (−i∇)|2φ‖
L
2(d+2)
d
t,x
= 0, if |an| → ∞.
Similar computations show that (47), (48), (49), and (50) would (respectively) follow from
lim
n→∞ ‖[e
−ith2n∆ − 1]eit∆2φ‖
L
2(d+2)
d
t,x
= 0, if hn → 0,(58)
lim
n→∞ ‖[e
i t
h2n
∆2 − 1]e−it∆φ‖
L
2(d+2)
d
t,x
= 0, if hn →∞,(59)
lim
n→∞ ‖[e
it(∆
2
h2n
+ 4i∆∇ξn
hn
) − 1]eit|ℓ˜ξn (−i∇)|2φ‖
L
2(d+2)
d
t,x
= 0, if |ξn| . 1, hn →∞,(60)
lim
n→∞ ‖[e
it( ∆
2
|hnξn|2
+ 4i∆∇ξn
|hnξn|
− ∆
|ξn|2
) − 1]eit|ℓξn (−i∇)|2φ‖
L
2(d+2)
d
t,x
= 0, if |ξn|, |hnξn| → ∞.(61)
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Since φ̂ is smooth with compact support,
[e
it( ∆
2
|an|2
+ 4i∆∇an
|an|2
− µ∆
|an|2
) − 1]eit|ℓan (−i∇)|2φ→ 0
pointwise in t, x, so (57) will follow from the dominated convergence theorem if we show that
there exists a function that dominates each term in the sequence.
Let
Φn(t, x, ξ) = t(
|ξ|4
|an|2 +
4|ξ|2ξan
|an|2 +
µ|ξ|2
|an|2 + |ℓan(ξ)|
2) + xξ,
Ψn(t, x, ξ) = t|ℓan(ξ)|2 + xξ.
Then the left hand side of (57) is the L
2(d+2)
d
t,x norm of
(t, x) 7→
∫
[eiΦn(t,x,ξ) − eiΨn(t,x,ξ))]φ̂(ξ) dξ.
Since φ̂ is smooth with compact support, this quantity is uniformly bounded. The gradients of
the phases are
∇ξΦn(t, x, ξ) = t(4|ξ|
2ξ
|an|2 +
8ξ·anξ
|an|2 +
4|ξ|2an
|an|2 +
2µξ
|an|2 + 2∇ℓan ◦ ℓan(ξ)) + x,
∇ξΨn(t, x, ξ) = 2tℓan ◦ ℓan(ξ) + x,
and for |an| ≫ (1+R)2 and |x| > 100Rt, these are nonvanishing for ξ ∈ Supp φ̂ ⊂ { 1R ≤ |ξ| ≤ R}.
In particular,
(62) |∇ξΦn(t, x, ξ)|, |∇ξΨn(t, x, ξ)| & |x|, |x| > 100Rt.
Furthermore, the Hessian matrices of the phases satisfy
(63) D2ξΦn(t, x, ξ),D
2
ξΨn(t, x, ξ) = t(Oξ,an(
R2
|an|2 ) + 2ℓ
2
an),
where Oξ,an(
R2
|an|2 ) is a matrix whose coefficients are uniformly bounded by
R2
|an|2 , and we are
identifying the transformation ℓan with its matrix. Since 2ℓ
2
an is uniformly positive definite (indeed,
its eigenvalues are 12, 4, . . . , 4), for |an| sufficiently large (depending on R), the critical points of
the phases must be nondegenerate. Thus by (62), (63), and the principle of stationary phase (cf.
Stein [29, Ch. VIII]),
|
∫
[eiΦn(t,x,ξ) − eiΨn(t,x,ξ))]φ(ξ) dξ| . ( 11+|x|)Nχ{|x|≫t} + ( 11+|t|)d2χ{|x|.t} . ( 11+|t|+|x|)d2 .
The right hand side of the above inequality is in L
2(d+2)
d
t,x , so (57) does indeed follow by the
dominated convergence theorem.
The limits in (58), (59), (60), and (61) may be verified in a similar manner. (For (58) and (60),
one also uses that 0 /∈ Supp φ̂.) This completes the proof of Lemmas 4.3 and 4.4. 
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