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Abstract
A discrete time invariant linear state/signal system Σ with a Hilbert state space X and a Kreı˘n signal
space W has trajectories (x(·),w(·)) that are solutions of the equation x(n + 1) = F ([ x(n)
u(n)
])
, where F is
a bounded linear operator from
[ X
W
]
into X with a closed domain whose projection onto X is all of X . This
system is passive if the graph of F is a maximal nonnegative subspace of the Kreı˘n space −X [] X [] W .
The future behavior Wfut of a passive system Σ is the set of all signal components w(·) of trajectories
(x(·),w(·)) of Σ on Z+ = {0,1,2, . . .} with x(0) = 0 and w(·) ∈ 2(Z+; W). This is always a maximal
nonnegative shift-invariant subspace of the Kreı˘n space k2(Z+; W), i.e., the space 2(Z+; W) endowed
with the indefinite inner product inherited from W . Subspaces of k2(Z+; W) with this property are called
passive future behaviors. In this work we study passive state/signal systems and passive behaviors (future,
full, and past). In particular, we define and study the input and output maps of a passive state/signal system,
and the past/future map of a passive behavior. We then turn to the inverse problem, and construct two passive
state/signal realizations of a given passive future behavior W+, one of which is observable and backward
conservative, and the other controllable and forward conservative. Both of these are canonical in the sense
that they are uniquely determined by the given data W+, in contrast earlier realizations that depend not
only on W+, but also on some arbitrarily chosen fundamental decomposition of the signal space W . From
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1. Introduction
In this work we continue our study of passive linear discrete time invariant s/s (state/signal)
system begun in [2–5]. However, the approach taken here is somewhat different from the ap-
proach in [2–5], and the present article is essentially self-contained.
The s/s systems theory differs from the standard i/s/o (input/state/output) systems theory in
the sense that no distinction is made between input and output signals, only between an “internal”
state x ∈ X and an “external” interaction signal w ∈ W . In [2] it was assumed that both the state
space X and the signal space W are Hilbert spaces, but in the subsequent articles [3–5] dealing
with passive systems the signal space W was replaced by a Kreı˘n space (the state space X still
remains a Hilbert space).
A trajectory (x(·),w(·)) of a linear discrete time-invariant s/s system Σ on a discrete time
interval I ⊂ Z consists of an X -valued state sequence x(·) and a W-valued signal sequence w(·)
satisfying the equations
x(n+ 1) = F
[
x(n)
w(n)
]
, n ∈ I, (1.1)
where F is a bounded linear operator with closed domain D(F ) ⊂ [ XW ] and values in X with
the property that the projection of D(F ) onto X is all of X . The last property is equivalent to
the following property of the set of trajectories of Σ : for every discrete time interval I with
finite left end-point m and for every xm ∈ X there exists at least one trajectory (x(·),w(·)) of
Σ on I with initial state x(m) = xm. Earlier in [2–5] we primarily restricted our attention to the
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I = Z− := {k ∈ Z | k < 0}, and occasionally some other intervals.
A s/s system is called forward passive if, for every discrete time interval I and every trajectory
(x(·),w(·)) of Σ in I , it is true that
−∥∥x(n+ 1)∥∥2X + ∥∥x(n)∥∥2X + [w(n),w(n)]W  0, n ∈ I, (1.2)
where ‖ · ‖X is the norm in the Hilbert space X and [·,·]W is the inner product in the Kreı˘n
space W . In view of the time-invariance of (1.1), it is enough that property (1.2) holds on the
interval I = {0}. This property can be dressed in a geometric form in terms of the Kreı˘n (node)
space K := −X [] X [] W as follows: condition (1.2) holds if and only if the graph V of the
operator F in (1.1) is a nonnegative subspace of K. By replacing F in (1.1) by its graph V we
can rewrite (1.1) in the equivalent form[
x(n+ 1)
x(n)
w(n)
]
∈ V, n ∈ I. (1.3)
The subspace V above is called the generating subspace of Σ , since condition (1.3) defines the
set of all trajectories (x(·),w(·)) of Σ on any interval I .
The above discussion can be summarized as follows. By a linear discrete time-invariant s/s
system we mean a colligation Σ = (V ;X ,W), where X is a Hilbert (state) space, W is a Kreı˘n
(signal) space, and V is a generating subspace of the Kreı˘n (node) space K= −X [] X [] W ,
i.e., a subspace which is the graph of an operator F with the properties described in the connec-
tion with (1.1).
Given a s/s system Σ = (V ;X ,W), there is another s/s system Σ∗ = (V∗;X ,W∗), called
the adjoint of Σ , where W∗ = −W (this is the same space as W but with the inner product
[·,·]−W = −[·,·]W ), and
V∗ =
[ 0 1X 0
1X 0 0
0 0 1[W∗,W]
]
V [⊥], (1.4)
where V [⊥] is the orthogonal companion to V in K, and 1[W∗,W] is the identity map from W
to W∗. The system Σ is called backward passive if Σ∗ is forward passive, and Σ is called passive
if it is both forward and backward passive. This implies that if a s/s system Σ is passive, then its
generating subspace V is a maximal nonnegative subspace of the node space K.
Conversely, suppose that V is an arbitrary maximal nonnegative subspace of K. Let W =
−Y [] U be a fundamental decomposition of W (i.e., Y and U are Hilbert spaces, and the sum
is orthogonal). Then, by standard Kreı˘n space theory, V has a graph representation of the type
V =
⎧⎪⎨⎪⎩
⎡⎢⎣
Ax +Bu
x
Cx +Du
u
⎤⎥⎦ ∣∣∣ x ∈ X and u ∈ U
⎫⎪⎬⎪⎭ , (1.5)
where
[
A B
C D
]
is a linear contraction X ⊕ U → X ⊕ Y . This means that V is the graph of the
operator F defined by
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[
x0
y0
u0
]
= Ax0 +Bu0, D(F ) =
{[
x0
y0
u0
]
∈
[X
Y
U
] ∣∣∣ y0 = Cx0 +Du0} .
Trivially, this operator F satisfies the conditions listed below (1.1), and hence Σ = (V ;X ,W)
is a s/s system. This system is passive since V is maximal nonnegative. Thus, we conclude that
V is the generating subspace of a passive s/s system if and only if V is maximal nonnegative in
the node space K. In this article we discuss only passives s/s systems.
In the terminology of [2,3], the existence of the graph representation (1.5) means that every
fundamental decomposition of W is admissible for the passive s/s system Σ . The corresponding
i/s/o system Σi/s/o = (
[
A B
C B
];X ,U ,Y) is called a (scattering) i/s/o representation of Σ . If we
decompose the signal w(·) in (1.3) into w(·) = u(·) + y(·), where the values of u(·) and y(·) lie
in U and Y , respectively, then (1.3) takes the form
x(n+ 1) = Ax(n)+Bu(n),
y(n) = Cx(n)+Du(n), n ∈ I. (1.6)
See [2,3] for more details.
Since every Kreı˘n space W that is neither a Hilbert space nor an anti-Hilbert spaces has in-
finitely many fundamental decompositions, this means that a passive s/s system Σ = (V ;X ,W)
with a Kreı˘n signal space W usually has an infinite family Σi/s/o = (
[
A B
C B
];X ,U ,Y) of scat-
tering i/s/o representations (in the exceptional cases Σi/s/o is unique, but it has no input or no
output). Each such system Σi/s/o has a scattering matrix D̂(z) = zC(1 − zA)−1B + D which
is a Schur class function, i.e., a B(U;Y)-valued analytic contractive function in the unit disk.
This function has a power series expansion D̂(z) =∑∞k=0 D(k)zk with contractive coefficients
D(k) ∈ B(U;Y). Different choices of the fundamental decomposition gives different systems
Σi/s/o and different scattering matrices. Using the coefficients D(k) of each scattering matrix
D̂(z) we can define a block-Toeplitz operator D : 2(U) → 2(Y) by
(Du)(n) =
n∑
k=−∞
D(n− k)u(k), n ∈ Z, u(·) ∈ 2(Z;U),
and we can also define two additional block Toeplitz operators D+ : 2(Z+;U) → 2(Z+;Y) and
D− : 2(Z−;U) → 2(Z−;Y) by D+ := D|2(Z+;U) and D− := P2(Z−;Y)D|2(Z−;U). A cru-
cial fact is that although D, D+, and D− do depend on the fundamental decomposition
W= −Y [] U , the graphs of these three operators do not. We call these three graphs the full,
future, and past behaviors, respectively, of Σ .
Above we defined the full, future and past behaviors of a passive s/s system Σ in terms of
an i/s/o representation of Σ , but they can also be defined directly by means of trajectories of Σ .
To do this we first need to introduce the notion of an externally generated stable trajectory of a
passive s/s system. A trajectory (x(·),w(·)) of Σ on a discrete time interval I is called stable if
x(·) ∈ ∞(I ;X ) and w(·) ∈ 2(I ;W) (1.7)
(see Section 2 for details). If (x(·),w(·)) is a trajectory of Σ on I , then by (1.2),
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k=m
[
w(k),w(k)
]
W , m,n ∈ I, m n. (1.8)
Thus, if I is an interval with finite left end-point m, then the first condition x(·) ∈ ∞(I ;X )
in (1.7) is implied by the second condition w(·) ∈ 2(I ;W), so to guarantee the stability of the
trajectory it suffices to require that w(·) ∈ 2(I ;W). If x(m) = 0, then we call this trajectory
externally generated. If the left end-point of the interval I is −∞, then we call a trajectory
externally generated if x(m) → 0 in X as m → −∞. Also such a trajectory is stable if and only
if w(·) ∈ 2(I ;W); this follows from (1.8) by letting m → −∞.
The sum in (1.8) (where we allow m = −∞ or n = ∞ or both) can be interpreted as an
indefinite inner product in 2([m,n];W), where [m,n] := {k ∈ Z | m k  n} (and we replace
“” by “<” if m = −∞ or n = ∞). By k2(I ;W) we denote the space 2(I ;W) equipped with
the indefinite inner product[
w1(·),w2(·)
]
k2(I ;W) =
∑
k∈I
[
w(k),w(k)
]
W . (1.9)
It is easy to see that this is a Kreı˘n space. We shall make frequent use of the special time inter-
vals Z+, Z, and Z−, and therefore abbreviate k2+(W) := k2(Z+;W), k2(W) := k2(Z;W), and
k2−(W) := k2(Z−;W).
By the future, full, and past behaviors of the passive s/s system Σ = (V ;X ,W) we mean the
set of all the signal parts w(·) of all the externally generated stable trajectories (x(·),w(·)) on Z+,
Z, and Z−, respectively. We often denote these three sets by WΣfut, WΣfull, and WΣpast, respectively.
(Earlier, in [3], we have studied possibly non-stable future behaviors of Σ and called these simply
“behaviors”.) It turns out that the maximal nonnegativity of V in K implies that WΣfut, WΣfull, and
WΣpast are maximal nonnegative subsets of k2+(W), k2(W), and k2−(W), respectively, with some
additional properties that we shall describe next.
Because of the time-invariance of (1.3), if we shift a trajectory of Σ left or right, then it is
still a trajectory of Σ (on a new shifted interval). This implies that WΣfut, WΣfull, and WΣpast are
shift-invariant in the following sense. Let us denote the standard right-shift operators in k2+(W),
k2(W), and k2−(W) by S+, S, and S−, respectively. Then that WΣfut is S+-invariant, WΣfull is S-
reducing (it is invariant under both S and S−1), and WΣpast is S−-invariant. In addition, WΣfull
has one extra property, called causality (see Section 2 for the exact definition). It turns out
that there is a one-to-one correspondence between the three sets WΣfut, W
Σ
full, and W
Σ
past: it is
possible to construct natural maps that take WΣfut one-to-one onto W
Σ
full and W
Σ
full one-to-one
onto WΣpast.
Since the future, full, and past behaviors induced by a passive s/s system have the properties
described above, we use this fact as a motivation to introduce the following notions: by a passive
future behavior Wfut on the Kreı˘n signal space W we mean a maximal nonnegative S+-invariant
subspace of k2+(W), by a passive full behavior Wfull on W we mean a maximal nonnegative
S-reducing causal subspace of k2(W), and by a passive past behavior Wpast on W we mean a
maximal nonnegative S−-invariant subspace of k2−(W).
The theory which we have summarized above is developed in full detail in Section 2. Adjoint
systems and behaviors, as well as anti-passive reflected s/s systems are studied in Section 3. In
Section 4 we present two Hilbert spaces H(W+) and H(W[⊥]− ) that play fundamental roles in the
remainder of this article. Here H(W+) is the subspace of the quotient k2 (W)/W+ consisting of+
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space H(W[⊥]− ) is constructed in a similar way, with W+ replaced by the orthogonal companion
to a passive past behavior W−, interpreted as a maximal nonnegative subspace of −k2−(W).
Both of these spaces are special cases of the spaces H(Z) introduced and studied in [6], where
Z is a maximal nonnegative subspace of a Kreı˘n space X . A short review of the spaces H(Z)
is given in Section 4, including the descriptions and properties of the two spaces H(W+) and
H(W[⊥]− ).
In Section 5 we develop the passive s/s systems theory further and introduce the input map
BΣ and the output map CΣ of a passive s/s system Σ . Here BΣ is a contraction from H(W[⊥]− )
to X , which is the unique extension to H(W[⊥]− ) of the map from the signal part w(·) of an
externally generated trajectory (x(·),w(·)) on Z− to x(0), whereas CΣ is a contraction from X
to H(W+), which is equal to the map from the initial state x(0) of a stable trajectory (x(·),w(·))
on Z+ to its signal part w(·) factored over the future behavior W+. In Section 6 we introduce the
past/future map ΓW of a passive full behavior W. This map plays a decisive role in our study of
the inverse problem described below. It is a contraction from H(W[⊥]− ) to H(W+), and it is the
unique extension of the map from the past behavior W− to the restriction of the full behavior W
to Z+ factored over the future behavior W+. Moreover, ΓW = CΣBΣ whenever Σ is a passive
s/s system with full behavior W.
Sections 7 and 8 are devoted to the so called inverse problem: given a passive future, full,
or past behavior, find a passive s/s system Σ with some appropriate extra properties (that will
be discussed in the next two paragraphs) whose future, full, or past behavior coincides with the
given behavior. This is the s/s analogue of the inverse problem in i/s/o system theory (in scattering
form): find a (scattering) passive i/s/o system whose transfer function (scattering matrix) is equal
to a given Schur class function.
In order to give a more complete description of the inverse problem we need to introduce
some more notions. A s/s system Σ is forward conservative if (1.2) holds in the form of an
equality for all trajectories of Σ , and it is backward conservative if the adjoint system Σ∗ is
forward conservative. Thus, Σ = (V ;X ,W) is passive and forward conservative if and only
if V is maximal nonnegative and V ⊂ V [⊥] (this inclusion means that V is neutral), and Σ is
passive and backward conservative if and only if V is maximal nonnegative and V [⊥] ⊂ V . Both
of these conditions hold if and only if V is a Lagrangian subspace of K, in which case Σ is called
conservative. For a conservative system the inequality (1.2) holds in the form of an equality, both
for the original system and for the adjoint s/s system.
The subspace of X that we get by taking the closure in X of all states x(n) that appear in
externally generated trajectories (x(·),w(·)) of Σ on Z+ is called the (approximately) reachable
subspace, and we denote it by RΣ . If RΣ = X , then Σ is called controllable. The subspace of all
x0 ∈ X with the property that there exists some trajectory (x(·),w(·)) of Σ on Z+ with x(0) = x0
for which w vanishes identically is called the unobservable subspace, and it is denoted by UΣ .
If UΣ = {0}, then Σ is called (approximately) observable. A s/s system Σ is called simple if
X =RΣ + U⊥Σ , or equivalently, if UΣ ∩R⊥Σ = {0}, and it is minimal if it is both controllable and
observable.
The following solution to the inverse problem can be derived from the proof of
[3, Theorem 8.6].
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S+-invariant subspace of the Kreı˘n space k2+(W). Then there exist four passive s/s systems Σobc,
Σcfc, Σsc, and Σmin with future behavior W+ satisfying the following additional conditions:
(1) Σobc is observable and backward conservative;
(2) Σcfc is controllable and forward conservative;
(3) Σsc is simple and conservative;
(4) Σmin is minimal.
The s/s systems Σobc, Σcfc, and Σsc are uniquely defined by W+ up to unitary similarity, and
Σsc and Σmin can be obtained by dilations and compressions, respectively, from Σobc and Σcfc.
The notion of unitary similarity of s/s systems used above is defined in a natural way; see
Definition 7.6 below.
In Sections 7 and 8 we present special realizations of types (1) and (2) of a given future
behavior W+. These realizations are canonical in the sense that they are uniquely determined
by the given data W+, in contrast to the realizations given in [3] that depend not only on W+,
but also on some arbitrarily chosen fundamental decomposition of the signal space W . The state
space in the first canonical model is H(W+), and the state space in the second canonical model
is H(W[⊥]− ). We shall return elsewhere to the questions of how to construct special canonical
realizations of the types (3) and (4).
Finally, in Sections 9 and 10 we explain the relationship between our two canonical models
and the two canonical i/s/o de Branges–Rovnyak scattering models whose scattering matrices
coincide with a given Schur function Φ in the unit disk. This involves mapping the space H(Z)
(where Z is either W+ of W[⊥]− ) onto a de Branges complementary space H(A). The general
construction is of the following type (see Section 9 for more details). Let Z be a maximal non-
negative subspace of a Kreı˘n space X , and fix some fundamental decomposition X = −Y []U .
Then, with respect to this decomposition, Z is the graph of a linear contraction A : U → Y .
In [6] we showed that the mapping T from an equivalence class h ∈ H(A) containing a vector[ y
u
]
onto T h = y − Au is a unitary operator from H(Z) onto the de Branges complementary
Hilbert space H(A). That space, with a suitable choice of A, was used as the state space in
the two de Branges–Rovnyak models constructed in [7,8]. In operator theory these systems are
called “operators nodes with a given characteristic function Φ” that are either “co-isometric
and closely outer connected” or “isometric and closely inner connected”, respectively. To obtain
these two i/s/o models from our canonical s/s models we fix some fundamental decomposi-
tion W = −Y [] U of the signal space W , which induces the fundamental decompositions
k2±(W) = −2±(Y) [] 2±(U). The operator A is replaced by either D̂+ or D̂∗−, where D̂± are
the frequency domain versions of the block Toeplitz operators D± mentioned earlier. There is
a small technical difference between the second canonical model that we obtain and the one in,
e.g., [1], namely the state space of our version of this model in a subspace of the Hardy space
H 2− defined on the outside of the unit disk D+, whereas the state space of the standard model is
a subspace of H 2+ in the unit disk itself. However, this difference is not significant, since H 2+ can
be mapped onto H 2− by the unitary transformation uˆ+(z) → uˆ−(z) := z−1uˆ+(1/z). (The same
observation is made in [9,10], too.)
Our final formulas for the coefficients A, B , C, and D of the controllable forward conservative
i/s/o model depend in a crucial way on the frequency domain input/output version Γ ̂∗ ̂ of(D−,D+)
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f (z) → f˜ (z) in [7, Theorem 5, p. 350] and also of the operator Λ∗ in [1, Theorem 3.4.1, p. 107]
(the setting in [1] is slightly more general in the sense that it permits the state space to be a
Pontryagin space and the scattering matrix to be a generalized Schur function).
In [9,10] Nikolskiı˘ and Vasyunin present a “coordinate free” model of a simple conserva-
tive i/s/o scattering system whose scattering matrix coincides with a given Schur function. The
philosophy behind the work of Nikolskiı˘ and Vasyunin is very different from the philosophy
underlying our work. The coordinate free Nikolskiı˘–Vasyunin model contains a “free” param-
eter Π , and by the appropriate choice of this parameter it is possible to recover all simple
conservative shift models whose characteristic function is equal to a given Schur function ϕ,
including the Sz.-Nagy–Foias¸ model, the de Branges–Rovnyak model, and the Pavlov model.
In this sense the Nikolskiı˘–Vasyunin model is “universal”. On the other hand, our canonical s/s
shift models are completely determined by a given future behavior, and in particular, they are
“coordinate free” in the sense that they do not depend on some arbitrarily chosen fundamental
decomposition W = −Y [] U of the given signal space W . Different choices of such a de-
composition give rise to different graph representations of the frequency domain version of the
given future behavior as the graph of multiplication operators induced by different Schur func-
tions ϕ (with varying input and output spaces), and the corresponding i/s/o representations of our
canonical s/s models are equivalent to the i/s/o de Branges–Rovnyak realizations of ϕ. Another
difference between our present work and the cited work by Nikolskiı˘ and Vasyunin is that their
model is a simple and conservative (i/s/o) model, in contranst to our two passive s/s models,
one of which is observable and backward conservative, and the other controllable and forward
conservative. A canonical simple conservative s/s model also exists, and we shall return to this
model elsewhere.
Notations. The following standard notations are used below. C is the complex plane, D+ :=
{z ∈ C | |z| < 1}, D− := {z ∈ C | |z| > 1} ∪ {∞}, T = {z ∈ C | |z| = 1}, Z = {0,±1,±2, . . .},
Z
+ = {0,1,2, . . .}, and Z− = {−1,−2,−3, . . .}. For any set Ω , we denote the closure of Ω
by Ω , and we denote the closed linear span of a collection {Ωα}α∈A of sets in a Hilbert or Kreı˘n
space by
∨
α∈AΩα .
The space of bounded linear operators from one Kreı˘n space U to another Kreı˘n space Y is
denoted by B(U;Y). The domain, range, and kernel of a linear operator A are denoted by D(A),
R(A), and N (A), respectively. The restriction of A to some subspace Z ⊂ D(A) is denoted
by A|Z . The identity operator on U is denoted by 1U , or by 1 if the space is clear from the
context. The orthogonal projection onto a closed subspace Y of a Kreı˘n space K is denoted
by PY .
The inner product in a Hilbert space X is denoted by (·,·)X , and the inner product in a Kreı˘n
space K is denoted by [·,·]K. The orthogonal sum of U and Y is denoted by U ⊕Y in the case of
Hilbert spaces, and by U [] Y in the case of Kreı˘n spaces. The anti-space −K of a Kreı˘n space
is algebraically the same space as K, but it has a different inner product [·,·]−K := −[·,·]K.
We denote the product of two Kreı˘n or Hilbert spaces Y and U by [ YU ]. If L is a set of vectors
in a Kreı˘n space, then L[⊥] is the orthogonal companion to L, i.e.,
L[⊥] := {x ∈ K ∣∣ [x, y]K = 0 for all y ∈ L}.
If w(·) is a sequence with values in a Kreı˘n or Hilbert space W defined on some discrete
time interval I , then S±1w is the sequence w(·) shifted one step to the right or left, respectively
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= Z). For sequences w(·) defined on Z+ we define
(S+w)(0) = 0, (S+w)(n) = w(n − 1), n  1, and for sequences w(·) defined on Z− we define
(S−w)(n) = w(n − 1), n ∈ Z−. If we want to emphasize that the values of w lie in W we write
SW instead of S.
2. Passive future, full, and past behaviors
Passive state/signal systems
A passive linear discrete time invariant s/s system Σ = (V ;X ,W) has a Hilbert (state)
space X , a Kreı˘n (signal) space W , and a (generating) maximal nonnegative subspace V of
the Kreı˘n space K= −X [] X [] W . A trajectory of Σ on a discrete time interval I is a pair
of sequences (x(·),w(·)) satisfying (1.3). Observe that w(·) is always defined on I , but that x(·)
is defined at one extra point at the right end if I is bounded to the right, i.e., if w(·) is defined
on I = (m,n) := {k ∈ Z | m < k < n}, then x(·) is defined on (m,n] := {k ∈ Z | m < k  n}
(here we allow m = −∞; if n = +∞, then these two sets coincide. Earlier, in [2–5], we most
of the time took the interval I to be I = Z+ = {0,1,2, . . .}, but below we shall also consider
other intervals, finite or infinite. In particular, in addition to Z+ we shall frequently take I = Z or
I = Z− = {−1,−2,−3, . . .} (in which case x(k) is also defined for k = 0). By a past trajectory
we mean a trajectory on Z−, by a full trajectory we mean a trajectory on Z, and by a future
trajectory we mean a trajectory on Z+. In the case where the interval I is bounded to the left we
call a trajectory (x(·),w(·)) on I externally generated if x vanishes at the left end-point of I , i.e.,
x(m) = 0 if I = [m,n) := {z ∈ Z | m z < n} (where we allow n = ∞), and if I is unbounded
to the left we call the trajectory externally generated if x(m) → 0 in X as m → −∞.
Stable trajectories of passive state/signal systems
All the s/s systems in this article will be passive. A trajectory (x(·),w(·)) of the passive s/s
system Σ = (V ;X ,W) on an interval I is called stable if
w(·) ∈ k2(I ;W) and x(·) ∈ ∞(I ;X ) (2.1)
(strictly speaking, the restriction of x(·) to the interval I should belong to ∞(I ;X )). Here
∞(I ;X ) is the Banach space of bounded X -valued sequences on the interval I . The space
k2(I ;W) is a Kreı˘n space whose inner product is defined in (2.3) below. A sequence w(·) with
values in W belongs to k2(I ;W) if and only if∑
k∈I
∥∥w(k)∥∥2W < ∞, (2.2)
where ‖ · ‖W is some admissible Hilbert space norm in the Kreı˘n space W , given by
‖w‖2W = −[PW−w,PW−w]W + [PW+w,PW+w]W
for some fundamental decomposition W = −W− []W+ where W− and W+ are Hilbert spaces
with the norms inherited from −X and X , respectively. Different fundamental decompositions
give different norms ‖ · ‖W , but they are all equivalent, so (2.2) is independent of the chosen
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for all admissible norms ‖ · ‖W . The space k2(I ;W) does not have a unique positive inner
product (only a family of equivalent inner Hilbert space inner products), but it does have a natural
indefinite inner product, namely
[
w1(·),w2(·)
]
k2(I ;W) :=
∑
k∈I
[
w1(k),w2(k)
]
W . (2.3)
Because of (2.2), the sum above converges absolutely for all w ∈ k2(I ;W). With this inner
product k2(I ;W) becomes a Kreı˘n space, and each fundamental decomposition W = −Y []U
induces a fundamental decomposition
k2(I ;W) = −2(I ;Y) [] 2(I ;U), (2.4)
where the norms in Y and U are the norms inherited from −W and W , respectively, and 2(I ;Y)
and 2(I ;U) stand for the standard Hilbert 2-spaces on the interval I : if X is a Hilbert space
and I an discrete interval then 2(I ;X ) consists of all X -valued sequences x(·) on I satisfying
∥∥x(·)∥∥2
2(I ;X ) :=
∑
k∈I
∥∥x(k)∥∥2X < ∞. (2.5)
In the sequel we abbreviate the cases where I is one of the intervals Z−, Z, or Z+ as follows:
k2−(W) := k2
(
Z
−;W), k2(W) := k2(Z;W), k2+(W) := k2(Z+;W),
2−(X ) := 2
(
Z
−;X ), 2(X ) := 2(Z;X ), 2+(X ) := 2(Z+;X ).
If I and I ′ are two intervals with I ⊂ I ′, then we frequently identify k2(I ;W) with the subspace
{
w ∈ k2(I ′;W) ∣∣w(k) = 0 for k /∈ I}
of k2(I ′;W), and in the same way we identify 2(I ;X ) with a subspace of 2(I ′;X ).
As the following lemma shows, the condition x ∈ ∞(I ;X ) in (2.1) is often redundant or
almost redundant.
Lemma 2.1. Let Σ = (V ;X ,W) be a passive s/s system, and let I be an discrete time interval,
and let (x(·),w(·)) be a trajectory of Σ on I .
(1) If I = [m,∞) for some finite m, then (x(·),w(·)) is stable if and only if w(·) ∈ k2(I ;W).
(2) If I is unbounded to the left, then (x(·),w(·)) is stable if and only if w(·) ∈ k2(I ;W) and
lim supm→−∞ ‖x(m)‖X < ∞.
Proof. It follows from the nonnegativity of V that (1.8) holds. This implies both (1) and (2)
since the sum in (1.8) stays bounded as n → ∞ or m → −∞. 
In the case of externally generated trajectories the preceding result simplifies as follows.
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and let (x(·),w(·)) be an externally generated trajectory of Σ on I . Then (x(·),w(·)) is stable
if and only if w(·) ∈ k2(I ;W). Moreover, if I = [m,∞) for some finite m, then∥∥x(n+ 1)∥∥2X  [w(·),w(·)]k2([m,n];W), n ∈ I, (2.6)
and if I = (−∞, k) (where we allow k = ∞), then∥∥x(n+ 1)∥∥2X  [w(·),w(·)]k2((−∞,n];W), n ∈ I. (2.7)
In particular, if I = Z−, then ∥∥x(0)∥∥2X  [w(·),w(·)]k2−(W). (2.8)
Proof. This follows from Lemma 2.1 and the definition of an externally generated trajectory. 
Formulas (1.8) and (2.6)–(2.8) explain why the Kreı˘n spaces k2(I ;W) appear naturally in
connection with passive s/s systems.
In the sequel we shall need the following basic facts about stable trajectories of Σ .
Lemma 2.3. The set of stable trajectories of a passive s/s system Σ = (V ;X ,W) have the
following properties.
(1) Both the set of all stable trajectories and the set of all externally generated stable trajectories
of Σ on some interval I (finite or infinite) are closed subspaces of ∞(I ;X )× 2(I ;W).
(2) If (x(·),w(·)) is a stable trajectory of Σ on some interval I and n ∈ Z, then (Snx,Snw) is a
stable trajectory of Σ on SnI = {k ∈ Z | k − n ∈ I }, and (x(·),w(·)) is externally generated
on I if and only if (Snx,Snw) is externally generated on SnI .
(3) The restriction of a stable trajectory on some interval I ′ to a subinterval I ⊂ I ′ is a stable
trajectory of Σ on I , and if I and I ′ have the same left end-point, then the restricted trajec-
tory is externally generated if and only if the original trajectory is externally generated.
(4) If (x(·),w(·)) is an externally generated stable trajectory of Σ on an interval I = [m,n)
(where we allow n = ∞), and if we define x(k) = 0 and w(k) = 0 for k < m, then this
extended pair of sequences is an externally generated stable trajectory of Σ on (−∞, n).
(5) Let W = −Y [] U be a fundamental decomposition of W . Then, for each x0 ∈ X and
each u ∈ 2+(U) there exists a unique stable future trajectory (x(·),w(·)) of Σ satisfying
x(0) = x0 and P2+(U) = u.(6) Every stable trajectory on some interval I = (m,n] (where we allow m = −∞) can be
extended to a stable trajectory of Σ on (m,∞).
(7) To each
[ x1
x0
w0
]
∈ V there exists at least one stable future trajectory (x(·),w(·)) of Σ satisfying
x(0) = x0, x(1) = x1, and w(0) = w0.
Proof. (1)–(4) Claim (1) follows from (1.3) and the fact that V is maximal nonnegative, and
hence closed in the node space K. Properties (2)–(4) follow immediately from the definition of a
stable trajectory.
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composition is admissible for Σ , which means that for each x0 ∈ X and u ∈ UZ+ the system
Σ has a unique trajectory (x(·),w(·)) on Z+ satisfying x(0) = x0 and PUZ+w(·) = u(·). For
example, we may take u ∈ 2+(U). It then follows from (1.8) that the corresponding trajectory is
stable, since we have for all n ∈ Z+,
∥∥x(n+ 1)∥∥2X − n∑
k=0
[
w(k),w(k)
]
W
= ∥∥x(n+ 1)∥∥2X + n∑
k=0
∥∥PYw(k)∥∥2Y − n∑
k=0
∥∥PUw(k)∥∥2U
 ‖x0‖2X . (2.9)
(6) By property (2), we may without loss of generality suppose that n = −1. Let (x′(·),w′(·))
be the stable future trajectory of Σ given by (5) that satisfies x′(0) = x(0) and P2+(U)w(·) = 0.
By defining x(k) = x′(k) and w(k) = w′(k) for k > 0 we get an trajectory on I ′ = (m,∞) whose
restriction to I = (m,−1] is the given trajectory of Σ .
(7) This is a special case of (6) with I = {0}. 
Lemma 2.4. Let Σ = (V ;X ,W) be a passive s/s system, and let I = (−∞, n) (where we allow
n = ∞). Then the set of all compactly supported externally generated stable trajectories (i.e.,
trajectories (x(·),w(·)) that satisfy x(k) = 0 and w(k) = 0 for all k in some interval (−∞,m]) is
dense in the set of all externally generated stable trajectories of Σ on I in the topology inherited
from ∞(I ;X )× k2(I ;W).
Proof. Let (x(·),w(·)) be an externally generated stable trajectory of Σ on I , and let W =
−Y [] U be a fundamental decomposition of W . By claims (2)–(5) of Lemma 2.3, for each
m ∈ I there is a unique externally generated stable trajectory (xm(·),wm(·)) of Σ on I satisfying
x(k) = 0 and w(k) = 0 for k m and P2(I ;U)wm = P2([m,n);U)w. Define x′m(·) = x(·) − xm(·)
and w′m(·) = w(·) − wm(·). Then (x′m(·),w′(·)) is an externally generated trajectory of Σ on I ,
and by (2.7), for all k ∈ I ,
∥∥x′m(k + 1)∥∥2X + ∥∥P2((−∞,k];Y)w′m∥∥2  ∥∥P2((−∞,k];U)w′m∥∥2
 ‖P2((−∞,m);U)w‖2.
This implies that
∥∥x′m∥∥2∞((−∞,n];X ) + ∥∥P2((−∞,n);Y)w′m∥∥2  2‖P2((−∞,m);U)w‖2,
where the right-hand side tends to zero as m → −∞. Thus, xm → x in ∞((−∞, n];X ) and
wm → w in k2(I ;W) as m → −∞. 
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By the (stable) behavior induced by the passive s/s system Σ on the interval I we mean the
set {
w(·) ∣∣ (x(·),w(·)) is an externally generated stable trajectory of Σ on I},
and we denote it by WΣ(I). Here we sometimes omit the upper index Σ if it is clear from the
context which system this behavior is induced by. The cases where I is one of the intervals Z−,
Z, and Z+ are especially important, and we refer to these behaviors as the past behavior WΣpast,
the full behavior WΣfull, and the future behavior WΣfut induced by the passive system Σ . Thus,
WΣpast =WΣ
(
Z
−), WΣfull =WΣ(Z), WΣfut =WΣ(Z+).
The following result is immediate.
Lemma 2.5. To each w ∈ WΣfut there exists a unique x ∈ ∞+ (X ) such that (x(·),w(·)) is an
externally generated stable trajectory of Σ on Z+. The same statement remains true if we replace
WΣfut by W
Σ
full or by WΣpast and at the same time replace Z+ by Z or Z−, respectively.
Proof. This follows from the definitions of WΣfut, W
Σ
full, and W
Σ
past and Lemma 2.2. 
The right-shift operators on k2−(W), k2(W), and k2+(W), are denoted by S−, S, and S+,
respectively. The operator S− is a co-isometry on k2−(W), the operator S is unitary on k2(W),
and the operator S+ is an isometry on k2+(W). The operators S− and S+ can be expressed in
terms of the operator S by
S− = π−S|k2−(W), S+ = S|k2+(W),
where π− is the orthogonal projection of k2(W) onto k2−(W).
It will be shown in Theorem 2.8 below that the full behavior WΣfull of a passive s/s system
Σ = (V ;X ,W) is a maximal S-reducing subspace of k2(W) (i.e., it is invariant under both
S and S−1). However, the converse is not true: WΣfut has one extra property, called causality,
which is not a consequence of the fact that WΣfull is maximal nonnegative and S-reducing. Let
W be a maximal nonnegative subspace of k2(W), and let W = −Y [] U be a fundamental
decomposition of W . Then k2(W) = −2(Y) [] 2(U) is a fundamental decomposition of W.
It follows from (2.8) that∥∥x(0)∥∥2X −‖P2−(Y)w‖22−(Y) + ‖P2−(U)w‖22−(U).
In particular, if ‖P2−(Y)w‖22−(U) = 0, then π−w = 0.
Definition 2.6. A maximal nonnegative S-reducing subspace W of k2(W) is causal if it is true
for some fundamental decomposition W = −Y [] U of W that
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We shall see later that the choice of the fundamental decomposition W = −Y [] U in Defi-
nition 2.6 is not important: if (2.10) holds for one fundamental decomposition, then it holds for
every fundamental decomposition of W .
Not every maximal nonnegative S-reducing subspace of k2(W) is causal, as the following
counter-example shows.
Example 2.7. Let U be a Hilbert space, and let X be the Kreı˘n space X = −Y [] U where
Y = U . Then k2(W) = −2(Y) [] 2(U). Let
W=
{[
S−1U u
u
] ∣∣∣ u ∈ 2(U)} , (2.11)
where SU is the right-shift in 2(U). It is easy to see that W[⊥] =W, i.e., W is Lagrangian, hence
maximal nonnegative (and also maximal nonpositive). It is also S-reducing. However, it is not
causal: if u ∈ 2+(U) and u(0) = 0, then
[
(S−1U u)(−1)
u(−1)
]= [ u(0)0 ], so condition (2.10) does not hold.
Theorem 2.8. Let Σ = (V ;X ,W) be a passive s/s system. Then the behaviors induced by Σ
have the following properties.
(1) WΣfut is a maximal nonnegative S+-invariant subspace of k2+(W).
(2) WΣfull is a maximal nonnegative S-reducing causal subspace of k2(W).
(3) WΣpast is a maximal nonnegative S−-invariant subspace of k2−(W).
(4) WΣfut =WΣfull ∩ k+(W).
(5) WΣfull =
∨
n∈Z+ S−nWΣfut.
(6) WΣpast = π−WΣfull.
(7) WΣfull =
⋂
n∈Z+{w(·) ∈ k2(W) | π−S−nw ∈WΣpast}.
Proof. Step 1: Proofs of (4), (6), and (7). These identities follow from Lemma 2.3.
Step 2: Proof of (1). The nonnegativity of WΣfut follows from (2.6), and the S+-invariance
of WΣfut follows from Lemma 2.3. It remains to prove that W
Σ
fut is maximal nonnegative
in k2+(W).
By definition, w(·) ∈ WΣfut if and only if there exists (a unique) bounded sequence x(·) such
that (x(·),w(·)) is an externally generated stable trajectory of Σ on Z+. Let W = −Y [] U be
a fundamental decomposition of W . Then (2.4) with I = Z+ is a fundamental decomposition
of k2+(W), and by (2.9) with n = 0 and x(0) = 0,∥∥PYw(·)∥∥2+(Y)  ∥∥PUw(·)∥∥2+(U).
By part (5) of Lemma 2.3, the function PUw(·) can be an arbitrary function in 2+(U). This
implies that there exists a bounded linear operator D+ such that
WΣfut =
{[
D+u
u
] ∣∣∣ u ∈ 2+(U)} . (2.12)
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tive.
Step 3: WΣfull is closed in k2(W). Let wj(·) be a sequence in WΣfull converging to some
w ∈ k2(W). Then, to each wj there corresponds a sequence xj (·) ∈ ∞(X ) satisfying xj (n) → 0
as n → −∞ such that (xj (·),wj (·)) is an externally generated full stable trajectory of Σ . The
sequence wj(·) is a Cauchy sequence in k2(W), and it follows from (2.7) that xj (·) is a Cauchy
sequence in ∞(X ). Thus, xj (·) tends to a limit x(·) in ∞(X ) satisfying x(n) → 0 as n → −∞.
The generating subspace V is closed, and it follows from (1.3) that (x(·),w(·)) is an exter-
nally generated stable trajectory of Σ on Z. Thus, w ∈ WΣfull, and this proves that WΣfull is
closed.
Step 4: Proofs of (2) and (5). The nonnegativity of WΣfull follows from (2.7), and that WΣfull is
S-reducing follows from Lemma 2.3.
Recall that WΣfut has the graph representation (2.12) for some contraction D+ : 2+(U) →
2+(Y), where W = −Y []U is a fundamental decomposition of W . The S+-invariance of WΣfut
implies that D+ is shift-invariant in the sense that D+S+ = S+D+. Let 20(U) be the subset of
2(U) consisting of those sequences in 2(U) whose support is bounded to the left. It is possi-
ble to define a contraction D : 20(U) → 2(Y) in the following way: If u ∈ 20(U) vanishes on
(−∞, n], then we define Du = S−mD+Smu, where m is chosen to be so large that Smu vanishes
on Z−. The result is independent of the particular value of m because D+S+ = S+D+. Since
20(U) is dense in 2(U) we can extend D to a contraction 2(U) → 2(Y). This contraction is
causal in the sense that D2+(U) ⊂ 2+(Y), and it is shift-invariant in the sense that DSu = SDu
for all u ∈ 2(U). Moreover, D+ =D|2(W).
It follows from (2.12) with D+ =D|2(W) that
S−nWΣfut =
{[
S−nY D+u+
S−nU u+
] ∣∣∣ u+ ∈ 2+(U)}= {[DS−nY u+S−nU u+
] ∣∣∣ u+ ∈ 2+(U)} ,
where
∨
n∈Z+ 2+(U) = 2(U). Thus,
∨
z∈Z+ S−nWΣfut = {
[
Du
u
] | u ∈ 2(U)}. This graph repre-
sentation implies that
∨
z∈Z+ S−nWΣfut is maximal nonnegative in k2(W).
It follows from Lemma 2.3 that
⋃
z∈Z+ S−nWΣfut ⊂WΣfull, and since WΣfull is closed, we have∨
z∈Z+ S−nWΣfut ⊂WΣfull. Here
∨
z∈Z+ S−nWΣfut is maximal nonnegative, and WΣfull is nonnega-
tive. Thus,
∨
z∈Z+ S−nWΣfut = WΣfull, and hence WΣfull is maximal nonnegative and (5) holds. In
particular,
WΣfull =
{[
Du
u
] ∣∣∣ u ∈ 2(U)} . (2.13)
That WΣfull is causal follows from this graph representation and the fact that D
2+(U) ⊂ 2+(Y).
Step 5: Proofs of (3). That WΣpast is S−-invariant follows from Lemma 2.3. The graph repre-
sentation (2.13) together with (6) and the fact that D2+(U) ⊂ 2+(Y) implies that WΣpast has the
graph representation
WΣpast =
{[
π−D−u
π u
] ∣∣∣ u ∈ 2(U)}= {[D−u
u
] ∣∣∣ u ∈ 2−(U)} , (2.14)−
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that WΣpast is maximal nonnegative in k2−(W). 
Corollary 2.9. Let Σ = (V ;X ,W) be a passive s/s system. Then each one of the past, full, and
future stable behaviors WΣpast, WΣfull, and WΣfut of Σ determines the other two uniquely.
Proof. This follows from claims (4)–(7) in Theorem 2.8. 
Passive future, full, and past behaviors
Let Σ = (V ;X ,W) be a passive s/s system. According to Theorem 2.8, the future behavior
WΣfut of Σ is a maximal nonnegative S+-invariant subspace of k2+(W), the full behavior WΣfut of
Σ is a maximal nonnegative S-reducing causal subspace of k2(W), and the past behavior WΣpast
of Σ is a maximal nonnegative S−-invariant subspace of k2−(W). It will be shown in Section 7
that every maximal nonnegative S+-invariant subspace of k2+(W) is the future behavior of a
passive s/s system, and analogously, it will be shown in Section 8 that every maximal nonnegative
S−-invariant subspace of k2−(W) is the past behavior of a passive s/s system. We shall also see
that every maximal nonnegative S-reducing causal subspace of k2(W) is the full behavior of a
passive s/s system. In view of these three facts the following definitions are natural.
Definition 2.10. Let W be a Kreı˘n space.
(1) A maximal nonnegative S+-invariant subspace of k2+(W) is called a passive future behavior
on the Kreı˘n (signal) space W .
(2) A maximal nonnegative S-reducing causal subspace of k2(W) is called a passive full behav-
ior on the (signal) space W .
(3) A maximal nonnegative S−-invariant subspace of k2−(W) is called a passive past behavior
on the (signal) space W .
The basic connections between passive future, full, and past behaviors are described in the
following theorem.
Theorem 2.11. Let W be a Kreı˘n space.
(1) If W is a passive full behavior on W, and if we define W+ and W− by
W+ :=W∩ k2+(W), W− := π−W, (2.15)
then W+ and W− are passive future and past behaviors on W , respectively, and W can be
recovered from W+ and from W− by the formulas
W=
∨
n∈Z+
S−nW+, (2.16)
W=
⋂
n∈Z+
{
w(·) ∈ k2(W) ∣∣ π−S−nw ∈W−}. (2.17)
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full behavior on W and W+ =W∩ k2+(W).
(3) If W− is a passive past behavior on W , and if we define W by (2.17), then W is a passive
full behavior on W and W− = π−W.
Proof. Most of the proof of this theorem is very similar to the proof of Theorem 2.8, but some
of the details are different.
(1) Let W = −Y [] U be a fundamental decomposition of W. Then k2(W) =
−2(Y) [] 2(U) is a fundamental decomposition of k2(W), and the maximal nonnegativity
of W implies that it has a graph representation
W=
{[
Du
u
] ∣∣∣ u ∈ 2(U)} (2.18)
for some contraction D : 2(U) → 2(Y). Since W is S-reducing, we have SYD = DSU , and
since W is causal, D2+(U) ⊂ 2+(Y). This, together with (2.15) implies that W± have the graph
representations
W+ =
{[
D+u
u
] ∣∣∣ u ∈ 2+(U)} , (2.19)
W− =
{[
D−u
u
] ∣∣∣ u ∈ 2−(U)} , (2.20)
where D+ =D|2+(U) and D− = π−D|2−(U) are contractions 2±(U) → 2±(Y). These two graph
representations with respect to the fundamental decompositions k2±(W) = −2±(Y) [] 2±(U)
imply that W± are maximal nonnegative in k2±(W). That W+ is S+-invariant follows from its
definition W+ =W∩ k2+(W) and the fact that SW= S. The S−-invariance of W− is proved by
the following computation:
S−W− = π−Sπ−W= π−π(−∞,0]SW= π−W=W−. (2.21)
Thus, W+ and W− are passive future and past behaviors, respectively.
A proof of the fact that
∨
z∈Z+ S−nW+ is maximal nonnegative in k2(W) is contained in
step 4 of the proof of Theorem 2.8 (with WΣfut replaced by W+), and essentially the same proof
shows that
∨
z∈Z+ S−nW+ =W (this time we have
⋃
z∈Z+ S−nW+ ⊂W since W is S-reducing
and W+ ⊂W).
Let Wn := {w(·) ∈ k2(W) | π−S−nw ∈ W−}, and let W′ := ⋂n∈Z+ Wn. The fact that
W is S-reducing and that π−W = W− implies that W ⊂ W′. Each Wn is nonnegative in
k2((−∞, n];W) since W− is nonnegative in k2−(W). For each w ∈W′ we have π(−∞,n]w(·) ∈
Wn, and hence[
w(·),w(·)]
k2(W) = limn→+∞
[
π(−∞,n]w(·),π(−∞,n]w(·)
]
k2((−∞,n];W)  0, w ∈W′.
Thus, W⊂W′ where W is maximal nonnegative and W′ is nonnegative, and hence W=W′.
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contraction D+ : 2+(U) → 2+(Y), where W = −Y []U is a fundamental decomposition of W .
The same argument that we used in step 4 in the proof of Theorem 2.8 shows that
∨
z∈Z+ S−nW+
is passive full behavior on W , and that∨z∈Z+ S−nW+ =W whenever W is a S-reducing closed
nonnegative subspace of k2(W) satisfying W+ ⊂W.
(3) Since W− is maximal nonnegative, it has a graph representation of the type (2.20) for
some contraction D− : 2−(U) → 2−(Y), where W = −Y []U is a fundamental decomposition
of W . With the help of D− we can define a contraction D : 2(U) → 2(Y) in the following way.
We first define the sequence of contractions Dn : 2(U) → 2(Y) by Dnu = SnD−π−S−nu,
n 0. The right-shift invariance of D− implies that, for all m n,
π(−∞,n]Dm = Snπ−Sm−nD−π−S−m = SnD−π−Sm−nπ−S−m =Dn.
Thus, for each u ∈ 2(U) and all m ∈ Z+, ‖Dmu‖2(Y)  ‖u‖2(U), and π(−∞,n]Dmu is indepen-
dent of m for m n. This implies that Dmu tends weakly to a limit y ∈ 2(Y).
Thus, for each u ∈ 2(U) and m n,∥∥(Dm −Dn)u∥∥2(Y)  ∥∥π(n,∞)(Dm −Dn)u∥∥2(Y)  2‖π(n,∞)u‖2(U),
which tends to zero as n → +∞. Thus, Dn tends strongly to a limit contraction D : 2(U) →
2(Y). This contraction is causal in the sense that D2+(U) ⊂ 2+(Y), and it is shift-invariant in
the sense that DSu = SDu for all u ∈ 2(U).
Define W by (2.18). Then, by construction, DS = SD, D2+(U) ⊂ 2+(Y), and D− =
π−D|2−(U). This implies that W is a passive full behavior on W satisfying W− = π−W. That
formula (2.17) holds follows from claim (1). 
Lemma 2.12. Let W− be a passive past behavior on a Kreı˘n space W . Then the set of all
w(·) ∈ W− with finite support (i.e., w(k) = 0 for all k in some interval (−∞, n]) is a dense
subspace of W−.
Proof. By (2.15) and (2.16),
W− = π−W= π−
∨
n∈Z+
S−n
(
W∩ k2+(W)
)= ∨
n∈Z+
π−S−n
(
W∩ k2+(W)
)
,
where each sequence in π−S−n(W∩ k2+(W)) has finite support. 
Remark 2.13. By Theorem 2.11, the map W → W ∩ k2+(W) is a bijection from the set of
all passive full behaviors on W onto the set of all passive future behaviors on W , with in-
verse W+ → ∨n∈Z+ S−nW+. Likewise, the map W → π−W is a bijection from the set of
all passive full behaviors on W onto the set of all passive past behaviors on W , with inverse
W− →⋂n∈Z+{w(·) ∈ k2(W) | π−S−nw ∈ W−}. Thus, formulas (2.15)–(2.17) define one-to-
one correspondences between a passive future behavior W+, a passive full behavior W, and a
passive past behavior W−: any one of these can be used to define the two others.
Let us go back to Example 2.7.
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saw in Example 2.7, W is not causal. Define W± by (2.15). Then
W+ =
{[
S−1u
u
] ∣∣∣ u(·) ∈ 2+(U) with u(k) = 0 for all k  0} , (2.22)
W− =
{[
y
S−y
] ∣∣∣ y(·) ∈ 2(Y)} . (2.23)
The subspace W+ is not maximal nonnegative since the projection onto the positive component
in the fundamental decomposition k2+(W) = −2+(Y) [] 2+(U) is not all of 2+(U), and the
subspace W− is not even nonnegative: if u ∈ 2+(U) with u(0) = 0, then π−
[
S−1u
u
] ∈W− and
[
π−
[
S−1u
u
]
,π−
[
S−1u
u
]]
k2−(W)
= −∥∥u(0)∥∥2U < 0.
Remark 2.15. Our proof of claim (2) in Theorem 2.11 shows that a stronger statement is true than
the one recorded in the theorem: If W is a closed nonnegative S-reducing subspace of k2(W)
which contains a maximal nonnegative S+-invariant subspace W+ of k2+(W), then W is given
by (2.16). Thus, W is uniquely determined by W+ within the class of all closed nonnegative
S-reducing subspaces of k2(W), and not only within the class of all maximal nonnegative causal
S-reducing subspaces of k2(W). A similar extension of claim (3) is also valid, as explained in
Remark 3.10 below.
3. Anti-passive reflected systems and behaviors
Since the generating subspace V of a passive s/s system Σ = (V ;X ,W) is maximal nonneg-
ative, its orthogonal companion V [⊥] is maximal nonpositive, and it generates an anti-passive
reflected state/signal system Σ† = (V [⊥];X ,W). The trajectories (x†(·),w†(·)) of Σ† satisfy
[
x†(n+ 1)
x†(n)
w†(n)
]
∈ V [⊥], n ∈ I. (3.1)
It differs from a standard passive s/s system in the sense that trajectories always can be continued
backward in time instead of forward in time, and it is not a special case of a state/signal system
in the sense of [2–5]. If we define V∗ by (1.4), then V∗ is maximal nonnegative in the Kreı˘n
space −X [] X [] −W , and it generates a standard passive s/s system Σ∗ = (V∗;X ,−W),
which we in [3–5] called the adjoint of the s/s system Σ . Here we shall instead refer to Σ∗ as the
passive dual of Σ , and call Σ† the anti-passive dual of Σ . The trajectories of Σ∗ and Σ† differ
from each other by a time reflection, and, in addition, their signal spaces also differ from each
other (the signal space of Σ† is W and the signal space of Σ∗ is −W). Because of the indexing
conventions used in (1.3) and (3.1), the reflection in the state component x(·) differs slightly
from the reflection in the signal component w(·): (x(·),w(·)) is a trajectory of Σ∗ on an interval
I if and only if the function (x†(·),w†(·)) defined by x†(n) = x(−n) and w†(n) = w(−n− 1) is
a trajectory of Σ† on I † = {z ∈ Z | −z − 1 ∈ I }.
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a passive s/s system, and we still refer to trajectories defined on Z−, Z, and Z+ as past, full,
and future trajectories. Past, full, and future trajectories are also defined in the same way as for
passive s/s systems, i.e., “past” always refers to the time interval Z−, “full” to the time interval Z,
and “future” to the time interval Z+. However, since the natural direction of evolution of an anti-
passive reflected s/s system is opposite to the natural direction of evolution of a passive system, a
trajectory (x†(·),w†(·)) of an anti-passive reflected s/s system is externally generated if the state
vanishes at the right end-point of the interval of definition, i.e., x†(n) = 0 when I = (m,n) and
limn→+∞ x(n) = 0 when I = (m,∞).
Lemma 3.1. Let Σ = (V ;X ,W) be a passive s/s system, and let Σ† = (V [⊥];X ,W) be its
anti-passive dual.
(1) Σ is forward conservative if and only if every trajectory of Σ on every interval I is also a
trajectory of Σ† on I .
(2) Σ is backward conservative if and only if every trajectory of Σ† on every interval I is also
a trajectory of Σ on I .
(3) Σ is conservative if and only if Σ and Σ† have the same set of trajectories on every inter-
val I .
Proof. This is true, because, by definition, Σ is forward conservative if and only if V ⊂ V [⊥],
Σ is backward conservative if and only if V [⊥] ⊂ V , and Σ is conservative if and only if
V = V [⊥]. 
The trajectories of the original passive s/s system Σ are “orthogonal” to trajectories of the
anti-passive dual system Σ† in the following sense:
Lemma 3.2. Let Σ = (V ;X ,W) be a passive s/s system, and let Σ† = (V [⊥];X ,W) be the
anti-passive dual of Σ . Let I be a subinterval of Z, let (x(·),w(·)) be a stable trajectory of Σ
on I , and let (x†(·),w†(·)) be a stable trajectory of Σ† on I .
(1) If I = [m,n) for some finite n >m, then
(
x(n), x†(n)
)
X =
(
x(m), x†(m)
)
X +
[
w(·),w†(·)]
k2(I ;W). (3.2)
(2) If I = (−∞, n) for some finite n, then limm→−∞(x(m), x†(m))X exists, and
(
x(n), x†(n)
)
X = limm→−∞
(
x(m), x†(m)
)
X +
[
w(·),w†(·)]
k2(I ;W). (3.3)
(3) If I = [m,∞) for some finite m, then limn→+∞(x(n), x†(n))X exists, and
lim
n→+∞
(
x(n), x†(n)
)
X =
(
x(m), x†(m)
)
X +
[
w(·),w†(·)]
k2(I ;W). (3.4)
Proof. This follows immediately from (1.3) and (3.1). 
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the set {
w†(·) ∣∣ (x†(·),w†(·)) is an externally generated stable trajectory of Σ† on I},
and we denote it by WΣ†(I ). We refer to the behaviors on the intervals Z−, Z, and Z+ as the past
behavior WΣ†past, the full behavior WΣ
†
full, and the future behavior WΣ
†
fut induced by the anti-passive
system Σ†.
In the next theorem we need the notion of an anti-causal maximal nonpositive S-reducing
subspace of k2(W).
Definition 3.3. A maximal nonpositive S-reducing subspace W† of k2(W) is anti-causal if it is
true for some fundamental decomposition W = −Y [] U of W that
w†(·) ∈W† and P2+(Y)w = 0 ⇒ π+w(·) = 0. (3.5)
Note, in particular, that the projection here is onto the negative component in the fundamen-
tal decomposition k2+(W) = −2+(Y) [] 2+(U), and that π− in Definition 2.6 now has been
replaced by π+.
Theorem 3.4. Let WΣpast, WΣfull, and WΣfut be the past, full, and future behaviors of a passive s/s
system Σ = (V ;X ,W), and let WΣ†past, WΣ†past, WΣ†past be the past, full, and future behaviors of the
anti-passive dual Σ† = (V [⊥];X ,W). Then
(1) WΣ†past is a maximal nonpositive S∗−-invariant subspace of k2−(W).
(2) WΣ†full is a maximal nonpositive anti-causal S-reducing subspace of k2(W).
(3) WΣ†fut is a maximal nonpositive S∗+-invariant subspace of k2+(W).
(4) WΣ†past =WΣ†full ∩ k2−(W).
(5) WΣ†full =
∨
n∈Z+ SnWΣ
†
past.
(6) WΣ†fut = π+WΣ
†
full.
(7) WΣ†full =
⋂
n∈Z+{w(·) ∈ k2(W) | π+Snw ∈WΣ
†
fut }.
(8) WΣ†past = (WΣpast)[⊥], WΣ†full = (WΣfull)[⊥], and WΣ
†
fut = (WΣfut)[⊥].
Proof. Claims (1)–(7) are proved in the same way as in Theorem 2.8, either by repeating es-
sentially the same argument with Σ replaced by Σ†, or by applying Theorem 2.8 to the passive
dual Σ∗ of Σ and then doing a time reflection and replacing −W by W to get the anti-passive
dual Σ†. If one chooses the second alternative one needs to know the connections between W[⊥],
W
[⊥]
+ , and W
[⊥]
− explained in Lemma 3.5 below.
The three identities in claim (8) are in principle proved in the same way, so we only prove
one of these. If (x(·),w(·)) and let (x†(·),w†(·)) are stable externally generated trajectories
of Σ and Σ†, respectively, then by Lemma 3.2, [w(·),w†(·)]k2(W) = 0. This implies that
WΣ
†
full ⊂ (WΣfull)[⊥]. Since WΣ
†
full is maximal nonpositive and (W
Σ
full)
[⊥] is nonpositive, this im-
plies that WΣ†full = (WΣfull)[⊥]. 
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W
[⊥]
− =W[⊥] ∩ k2−(W), W[⊥]+ = π+W[⊥]. (3.6)
Conversely, if (3.6) hold, then W+ =W∩ k2+(W) and W− = π−W. Here W[⊥]± is the orthogo-
nal companion of W± in k2±(W) and W[⊥] is the orthogonal companion of W in k2(W).
Proof. For each w− ∈ k2−(W) and w ∈ k2(W) we have [w−,w]k2(W) = [w−,π−w]k2−(W). This
gives
(π−W)[⊥]− =
{
w− ∈ k2−(W)
∣∣ [w−,wp]k2−(W) = 0 for all wp ∈ π−W}
= {w− ∈ k2−(W) ∣∣ [w−,π−w]k2(W) = 0 for all w ∈W}
= {w− ∈ k2−(W) ∣∣ [w−,w]k2(W) = 0 for all w ∈W}
=W[⊥] ∩ k2−(W).
Thus, if W− = π−W, then W[⊥]− =W[⊥] ∩ k2−(W). Conversely, if W[⊥]− =W[⊥] ∩ k2−(W), then
by the above computation, W[⊥]− = (π−W)[⊥], and hence
W− =
(
W
[⊥]
−
)[⊥] = ((π−W)[⊥])[⊥] = π−W[⊥].
For the second half of (3.6) we use essentially the same computation to get (recall that
(W[⊥])[⊥] =W since W is closed)(
π+W[⊥]
)[⊥] = {w+ ∈ k2+(W) ∣∣ [w+,wf ]k2−(W) = 0 for all wf ∈ π+W[⊥]}
= {w+ ∈ k2+(W) ∣∣ [w+,π+w]k2(W) = 0 for all w ∈W[⊥]}
= {w+ ∈ k2+(W) ∣∣ [w+,w]k2(W) = 0 for all w ∈W[⊥]}
= (W[⊥])[⊥] ∩ k2+(W) =W∩ k2+(W).
Thus, if W+ = W ∩ k2+(W), then W[⊥]+ = ((π+W[⊥])⊥)[⊥] = π+W[⊥]. Conversely, if W[⊥]+ =
π+W[⊥], then the above computation together with the fact that W+ is closed gives
W+ =
(
(W+)[⊥]
)[⊥] = (π+W[⊥])[⊥] = (π+W[⊥])[⊥] =W∩ k2+(W). 
Definition 3.6. Let W be a Kreı˘n space.
(1) A maximal nonpositive S∗−-invariant subspace of k2−(W) is called a anti-passive past behav-
ior on the Kreı˘n (signal) space W .
(2) A maximal nonpositive S-reducing anti-causal subspace of k2(W) is called a anti-passive
full behavior on the (signal) space W .
(3) A maximal nonpositive S∗+-invariant subspace of k2+(W) is called a anti-passive future be-
havior on the (signal) space W .
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(1) If W† is an anti-passive full behavior on W, and if we define W†+ and W†− by
W†− :=W† ∩ k2−(W), W†+ := π+W†, (3.7)
then W†− and W
†
+ are anti-passive past and future behaviors on W , respectively, and W†
can be recovered from W†− and from W†+ by the formulas
W† =
∨
n∈Z+
SnW†−, (3.8)
W† =
⋂
n∈Z+
{
w(·) ∈ k2(W) ∣∣ π−Snw ∈W†+}. (3.9)
(2) If W†− is an anti-passive past behavior on W , and if we define W† by (3.8), then W† is an
anti-passive full behavior on W† and W†+ = W† ∩ k2−(W).
(3) If W†+ is an anti-passive future behavior on W , and if we define W† by (3.9), then W† is an
anti-passive full behavior on W and W†+ = π+W†.
Proof. This is the anti-passive version of Theorem 2.11. 
Lemma 3.8. Let W+ be a passive future behavior on a Kreı˘n space W . Then the set of all
w†(·) ∈ W[⊥]+ with finite support (i.e., w†(k) = 0 for all k in some interval [m,∞)) is a dense
subspace of W[⊥]+ .
Proof. The set W†+ :=W[⊥]+ is an anti-passive future behavior on W . By (3.7) and (3.8),
W†+ = π+W† = π+
∨
n∈Z+
Sn
(
W∩ k2−(W)
)= ∨
n∈Z+
π+Sn
(
W∩ k2−(W)
)
,
where each sequence in π+S−n(W† ∩ k2−(W)) has finite support. 
In some cases the following simple lemma is also useful.
Lemma 3.9. Let W be a closed S-reducing subspace of k2(W), and define W± by (2.15). Then
S+W+ ⊂W+, S∗+W[⊥]+ =W[⊥]+ , (3.10)
S−W− =W−, S∗−W[⊥]− ⊂W[⊥]− . (3.11)
Proof. The two inclusions in (3.10) and (3.11) are obvious. That the equality in (3.11) holds
follows from (2.21). To prove the equality in (3.10) we use Lemma 3.5 and the fact that W[⊥] is
S-reducing to compute
S∗+W
[⊥]
+ = π+S−1π+W[⊥] = π+π[−1,∞)S−1W[⊥] = π+W[⊥] =W[⊥]+ . 
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of k2(W) with the property that W[⊥] is nonpositive and that π−W contains some maximal
nonnegative S−-invariant subspace W− of k2−(W), then W is given by (2.17). This can be proved
by applying the extended version of claim (2) to the orthogonal companion W[⊥] of W, using
Lemma 3.5.
4. The Hilbert spacesH(W+) andH(W[⊥]− )
In this section we shall present two special Hilbert spaces that play a central role throughout
the rest of this article. Among others, they will be used as the state spaces of two of our canonical
realizations of a passive behavior. These two spaces are special cases of the Hilbert space H(Z)
constructed in [6], where Z is a maximal nonnegative subspace of a Kreı˘n space K. We begin
with a short review of those results in [6] which are relevant here.
The Hilbert space H(Z)
Let Z be a maximal nonnegative subspace of the Kreı˘n space K, and let K/Z be the quotient
of K modulo Z . We define H(Z) by
H(Z) = {h ∈ K/Z ∣∣ sup{−[x, x]K ∣∣ x ∈ h}< ∞}. (4.1)
It turns out that sup{−[x, x]K | x ∈ h} 0 for all h ∈ H(Z), that H(Z) is a subspace of K, that
H(Z) is a Hilbert space with the norm
‖h‖H(Z) =
(
sup
{−[x, x]K ∣∣ x ∈ h})1/2, h ∈ H(Z), (4.2)
and that H(Z) is continuously contained in X /Z . We denote the equivalence class h ∈ K/Z that
contains a particular vector x ∈ K by h = x + Z . Thus, with this notation, (4.1) and (4.2) can be
rewritten in the form
H(Z) = {x + Z ∈ K/Z ∣∣ ‖x + Z‖2H(Z) < ∞}, (4.3)
‖x + Z‖2H(Z) =
(
sup
{−[x + z, x + z]K ∣∣ z ∈ Z}), x ∈ H(Z). (4.4)
A very important (and easily proved) fact is that if we define
H0(Z) := {z† + Z ∣∣ z† ∈ Z [⊥]}, (4.5)
then H0(Z) is a subspace of H(Z). However, even more is true: H0(Z) is a dense subspace of
H(Z), and for every z† ∈ Z [⊥] it is true that∥∥z† + Z∥∥2H(Z) = −[z†, z†]K, z† ∈ Z [⊥]. (4.6)
Furthermore, it is easy to compute the inner product in H(Z) of a vector in H0(Z) with any
vector in H(Z). To explain how this is done we introduce the notation
K(Z) = {x ∈ K ∣∣ x + Z ∈ H(Z)}. (4.7)
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map πZ := x → x + Z to those x ∈ X for which πZx ∈ H(Z). Let us denote this restriction by
R and interpret it as a map K → H(Z) with domain K(Z). Then R is a closed and surjective
linear operator; this follows from the definition of K(Z) and the fact that H(Z) is continuously
contained in X /Z (for the closedness it is important that we use the H(Z)-norm in the range
space). In particular, R has a bounded right-inverse H(Z) → K. Moreover, if xn ∈ K(Z) and
xn +Z → x +Z for some x ∈ K(Z), then there exists a sequence zn ∈ Z such that xn + zn → x
in K; this is true because H(Z) is continuously contained in X /Z and πZ has a bounded right-
inverse. The rule for computing the inner product of a vector z† + Z ∈ H0(Z) and a vector
x + Z ∈ H(Z) is the following:(
z† + Z, x + Z)H(Z) = −[z†, x]K, z† ∈ Z [⊥], x ∈ K(Z). (4.8)
See [6] for more details.
In this article we shall need the results cited above with either K = k2+(W) for some Kreı˘n
space W and Z = W+ for some passive future behavior W+ on W , or K = −k2−(W) and
Z = W[⊥]− for some passive past behavior W− on W , interpreted as a maximal nonnegative
subspace of −k2−(W).
The Hilbert space H(W+)
Let W+ be a given passive future behavior on a Kreı˘n signal space W , i.e., W+ is a max-
imal nonnegative S+-invariant subspace of k2+(W). We take K = k2+(W) and Z = W+ in the
discussion above, and adapting our earlier formulas to this case we get the following result.
Theorem 4.1. Let W+ be a passive future behavior on the Kreı˘n space k2+(W). Define
H(W+) =
{
h+ ∈ k2+(W)/W+
∣∣ sup{−[w+,w+]k2+(W) ∣∣w+ ∈ h+}< ∞}, (4.9)
and define ‖ · ‖H(W+) by
‖h+‖H(W+) =
(
sup
{−[w+,w+]k2+(W) ∣∣w+ ∈ h+})1/2, h+ ∈ H(W+). (4.10)
Then H(W+) is a Hilbert space with the norm ‖ · ‖H(W+) that is continuously contained in
k2+(W)/W+. The set
H0(W+) :=
{
w
†
+ +W+
∣∣w†+ ∈W[⊥]+ } (4.11)
is a dense subspace of H(W+), and∥∥w†+ +W+∥∥2H(W+) = −[w†+(·),w†+(·)]k2+(W), w†+ ∈W[⊥]+ . (4.12)
The set
K(W+) =
{
w+(·) ∈ k2+(W)
∣∣w+(·)+W+ ∈ H(W+)} (4.13)
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w
†
+(·)+W+,w(·)+W+
)
H(W+) = −
[
w
†
+(·),w+(·)
]
k2+(W),
if w†+(·) ∈W[⊥]+ and w+(·) ∈ K(W+).
(4.14)
The restriction R+ of the quotient map πW+ : w+(·) → w+(·)+W+ to those w+(·) ∈ k2+(W) for
which πW+w+ ∈ H(W+), regarded as an operator k2+(W) → H(W+), is closed and surjective
with domain K(W+), and it has a bounded right-inverse. Moreover, if wk+(·) ∈ K(W+) and
wk+(·)+W+ → w+(·)+W+ in H(W+) for some w+(·) ∈ K(W+), then there exists a sequence
zk+(·) ∈W+ such that wk+(·)+ zk+(·) → w+(·) in k2+(W).
Lemma 4.2. Let W+ be a passive future behavior on the Kreı˘n space W . Then the set
H00(W+) :=
{
w
†
+ +W+
∣∣w†+ ∈W[⊥]+ and w†+ has finite support}
(which is contained in H0(W+)) is a dense subspace of H(W+).
Proof. Let w†+ ∈ W[⊥]+ . Then by Lemma 3.8, there exists a sequence wk+(·) ∈ W[⊥]+ , where
each wk+ has finite support, such that wk+ → w†+ in k2+(W) as k → ∞. This implies that
[wk+ − w†+,wk+ − w†+]k2+(W) → 0 as n → ∞, and according to (4.12), this means that
wk+ +W+ → w†+ +W+ in H(W+) as n → ∞. Since H0(W+) is dense in H(W+), this proves
the lemma. 
Lemma 4.3. If w+(·) ∈ K(W+), where W+ is a passive future behavior on the Kreı˘n space W ,
then S∗+w+ ∈ K(W+) and∥∥S∗+w+ +W+∥∥2H(W+)  ‖w+ +W+‖2H(W+) + [w+(0),w+(0)]W . (4.15)
If w+(·) ∈W[⊥]+ , then w+(·) ∈ K(W+) and (4.15) holds as an equality.
Proof. We have for all w+(·) ∈ K(W+) and all z ∈W+,
−[S∗+w+ + z, S∗+w+ + z]k2+(W) = −[S∗+(w+ + S+z), S∗+(w+ + S+z)]k2+(W)
= −[w+ + S+z,w+ + S+z]k2+(W) +
[
w+(0),w+(0)
]
W
 ‖w+ +W+‖2H(W+) +
[
w+(0),w+(0)
]
W .
From here we get (4.15) by taking the supremum over all z ∈ W+. If w+ ∈ W[⊥]+ , then
w+ +W+ ∈ H0(W+) ⊂ H(W+), and by (4.10),∥∥S∗+w+ +W+∥∥2H(W+) − ‖w+ +W+‖2H(W+)
= −[S∗+w+, S∗+w+]k2+(W) + [w+,w+]k2+(W) = [w+(0),w+(0)]W . 
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Let W− be a given passive past behavior on a Kreı˘n signal space W , i.e., W− is a maximal
nonnegative S−-invariant subspace of k2−(W). Then W[⊥]− is a maximal nonpositive S∗−-invariant
subspace of k2−(W), and hence it can be interpreted as a maximal nonnegative S∗−-invariant
subspace of the anti-space −k2−(W). This time we take K = −k2−(W) and Z = W[⊥]− in the
definition of H(Z). Adapting our earlier formulas to this case we get the following result.
Theorem 4.4. Let W− be a passive past behavior on the Kreı˘n space k2−(W), and interpret W[⊥]−
as a maximal nonnegative S∗−-invariant subspace of the anti-space −k2−(W). Define
H(W[⊥]− )= {h− ∈ −k2−(W)/W[⊥]− ∣∣ sup{[w−(·),w−(·)]k2−(W) ∣∣w−(·) ∈ h−}< ∞},
(4.16)
and define ‖ · ‖H(W[⊥]− ) by
‖h−‖2H(W[⊥]− ) = sup
{[
w−(·),w−(·)
]
k2−(W)
∣∣w−(·) ∈ h−}. (4.17)
Then H(W[⊥]− ) is a Hilbert space with the norm ‖ · ‖H(W[⊥]− ) that is continuously contained in
−k2−(W)/W[⊥]− . The set
H0(W[⊥]− )= {w−(·)+W[⊥]− ∣∣w−(·) ∈W−} (4.18)
is a dense subspace of H(W[⊥]− ), and∥∥w− +W[⊥]− ∥∥2H(W[⊥]− ) = [w−(·),w−(·)]k2−(W), w−(·) ∈W−. (4.19)
The set
K(W[⊥]− )= {w−(·) ∈ k2−(W) ∣∣w−(·)+W[⊥]− ∈ H(W[⊥]− )} (4.20)
is a subspace of k2−(W), and(
w−(·)+W[⊥]− , v−(·)+W[⊥]−
)
H(W[⊥]− ) =
[
w−(·), v−(·)
]
k2−(W),
if w−(·) ∈W− and v−(·) ∈ K
(
W
[⊥]
−
)
.
(4.21)
The restriction R− of the quotient map πW[⊥]− : w−(·) → w−(·)+W
[⊥]
− to those w−(·) ∈ k2−(W)
for which π
W[⊥]−
w− ∈ H(W[⊥]− ), regarded as an operator k2−(W) → H(W[⊥]− ), is closed and sur-
jective with domain K(W[⊥]− ), and it has a bounded right-inverse. Moreover, if wk−(·) ∈ K(W[⊥]− )
and wk−(·) +W[⊥]− → w−(·) +W[⊥]− in H(W[⊥]− ) for some w−(·) ∈ K(W[⊥]− ), then there exists
a sequence zk−(·) ∈W[⊥]− such that wk−(·)+ zk−(·) → w−(·) in k2−(W).
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H00 :=
{
w− +W[⊥]−
∣∣w− ∈W− and w− has finite support}
(which is contained in H0(W[⊥]− )) is a dense subspace of H(W[⊥]− ).
Proof. The proof of this lemma is analogous to the proof of Lemma 4.2. 
Lemma 4.6. If w−(·) ∈ K(W[⊥]− ), then S−w− ∈ K(W[⊥]− ) and
∥∥S−w− +W[⊥]− ∥∥2H(W[⊥]− )  ∥∥w− +W[⊥]− ∥∥2H(W[⊥]− ) − [w−(−1),w−(−1)]W . (4.22)
If w−(·) ∈W−, then w−(·) ∈ K(W[⊥]− ) and (4.22) holds as an equality.
Proof. The proof of this lemma is analogous to the proof of Lemma 4.3. 
5. The output and input maps
The output map CΣ
We begin by presenting the output map of a passive s/s system.
Lemma 5.1. Let Σ = (V ;X ;W) be a passive s/s system with future behavior Wfut. If
(x(·),w(·)) is a stable future trajectory of Σ , then
w(·) ∈ K(Wfut) and
∥∥w(·)+Wfut∥∥H(Wfut)  ∥∥x(0)∥∥X . (5.1)
Proof. Let (x(·),w(·)) be a stable future trajectory of Σ , let z(·) ∈ Wfut, and let (x1(·), z(·))
be the corresponding externally generated stable future trajectory of Σ . Then (x(·) + x1(·),
w(·)+ z(·)) is a stable future trajectory of Σ , and by (1.8),
−[w(·)+ z(·),w(·)+ z(·)]
k2+(W) 
∥∥x(0)+ x1(0)∥∥2X = ∥∥x(0)∥∥2X .
Taking the supremum over all z ∈Wfut we find that (5.1) holds. 
Lemma 5.2. Let Σ = (V ;X ;W) be a passive s/s system with future behavior Wfut. Then the
formula
CΣx0 =
{
w+ +Wfut
∣∣∣∣ w+(·) is the signal part of some stable futuretrajectory (x(·),w+(·)) of Σ with x(0) = x0
}
(5.2)
defines a linear contraction CΣ : X → H(Wfut).
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trajectory of Σ with the same initial state x1(0) = x(0), then w1(·)−w(·) ∈Wfut, and conversely,
if w1(·) − w(·) ∈ Wfut, then there exists a stable future trajectory (x1(·),w1(·)) with x1(0) =
x(0). Thus, the set of all signal parts w(·) of the stable future trajectories (x(·),w(·)) of Σ with
fixed initial state x(0) = x0 is an equivalence class in k2−(W)/Wfut. By (5.1), the map CΣ from
x0 to this equivalence class is a contraction X → H(Wfut). It is easy to see that this map is linear,
and by part (5) of Lemma 2.3, the domain of CΣ is all of X . 
Definition 5.3. The contraction CΣ in Lemma 5.2 is called the output map of Σ .
In our next lemma we need the subspace SΣfut of k
2+(W) which is defined as follows:
SΣfut =
{
w(·) ∈ k2+(W)
∣∣w +Wfut ∈ R(CΣ)}. (5.3)
We remark that, by Lemma 5.1, it is always true that SΣfut ⊂ K(Wfut), where K(Wfut) is the
space defined in (4.13).
Lemma 5.4. Let Σ = (V ;X ;W) be a passive s/s system with future behavior Wfut and output
map CΣ , and define SΣfut by (5.3). Then every stable future trajectory (x(·),w(·)) of Σ satisfies
w(·) ∈SΣfut and CΣx(n) =
(
S∗+
)n
w +Wfut, n ∈ Z+. (5.4)
Proof. That w(·) ∈SΣfut follows immediately from (5.3). To get (5.4) we simply shift the trajec-
tory (x(·),w(·)) to the left n steps and apply (5.2) with x0 replaced by x(n). 
Definition 5.5. By an unobservable future trajectory of a passive s/s system Σ we mean a (stable)
future trajectory of Σ of the type (x(·),0) (i.e., the signal part is identically zero). The unobserv-
able subspace UΣ of Σ consists of all the initial states x(0) of all unobservable trajectories of Σ .
The system Σ is observable if UΣ = {0}.
Lemma 5.6. The unobservable subspace UΣ of a passive s/s system Σ = (V ;X ,W) is equal to
the null space of its output map CΣ .
Proof. It follows directly from Definition 5.5 and Lemma 5.4 that if x0 ∈ UΣ , then 0 ⊂ CΣx0,
and hence CΣx0 is the zero element in H(Wfut). Conversely, suppose that x0 ∈ N (CΣ), i.e.,
CΣx0 = Wfut. By part (5) of Lemma 2.3, there exists a stable future trajectory (x1(·),w1(·)) of
Σ with x1(0) = x0, and by Lemma 5.4, w1(·) ∈ CΣx0 = Wfut. Let (x2(·),w1(·)) be the exter-
nally generated future trajectory of Σ whose signal part is w1(·) (cf. Lemma 2.5), and define
x(·) = x1(·) − x2(·). Then (x(·),0) is a stable future trajectory of Σ with x(0) = x0, and hence
x0 ∈ UΣ . 
Lemma 5.7. Let Σ = (V ;X ,W) be a passive s/s system with output map CΣ , and define SΣfut
by (5.3).
(1) SΣ is invariant under S∗ , i.e., S∗ w ∈SΣ whenever w ∈SΣ .fut + + fut fut
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[ x1
x0
w0
]
∈ V , there exists some w ∈SΣfut such that
CΣx1 = S∗+w +Wfut,
CΣx0 = w +Wfut,
w0 = w(0).
(5.5)
(3) A vector [ x0w0 ] ∈ [ XW ] satisfies the condition [ x1x0w0
]
∈ V for some x1 ∈ X if and only if
w0 = w(0) for some w ∈ CΣx0. (5.6)
Proof. (1) The S∗+-invariance of S(Σ) follows from the fact that every left-shifted stable future
trajectory of Σ is still a stable future trajectory of Σ .
(2) Let
[ x1
x0
w0
]
∈ V . According to assertion (7) of Lemma 2.3, there exists a stable future trajec-
tory (x(·),w(·)) with x(0) = x0, x(1) = x1, and w(0) = w0. In particular, w ∈SΣfut. By applying
(5.4) with n = 0 to this trajectory we see that (5.5) holds.
(3) That
[ x1
x0
w0
]
∈ V implies (5.6) follows from (5.5). Conversely, if (5.6) holds, then there
exists some w(·) ∈ k2+(W) with w(0) = w0 such that w + Wfut = CΣx0. By definition, this
means that there exists some (x1(·),w(·)) with w(0) = w0 which is a stable future trajectory
of Σ . By Lemma 5.4, CΣx1(0) = w +Wfut. Thus, CΣ(x0 − x1(0)) =Wfut, and by Lemma 5.6,
x0 −x(0) belongs to the unobservable subspace of X . This means that there exists a stable future
trajectory (x2(·),0) of Σ (whose signal part is identically zero) with x2(0) = x0 − x1(0). Define
x(·) = x1(·) + x2(·). Then (x(·),w(·)) is a stable future trajectory of Σ with x(0) = x0 and
w(0) = w0, and hence
[ x(1)
x0
w0
]
∈ V . 
Lemma 5.8. If the passive s/s system Σ = (V ;X ;W) is observable, then (x(·),w(·)) is a stable
future trajectory of Σ if and only if (5.4) holds.
Proof. The necessity of (5.4) follows from Lemma 5.4 and (5.3). Conversely, suppose that (5.4)
holds. According to (5.3) there exists at least one stable future trajectory (x1(·),w(·)) of Σ , and
by Lemma 5.4, (5.4) holds with x(·) replaced by x1(·). By Lemma 5.6 and the observability
assumption on Σ , CΣ is injective, and hence (5.4) implies that x(n) = x1(n) for all n ∈ Z+. This
implies that (x(·),w(·)) is a stable future trajectory of Σ . 
Lemma 5.9. Let Σ = (V ;X ,W) be a passive s/s system with output map CΣ . Then (x(·),w(·))
is a stable future trajectory of Σ if and only if x(·) = x1(·) + x2(·), where (x1(·),0) is an
unobservable future trajectory of Σ and (x2(·),w(·)) is a stable future trajectory of Σ with
x2(0) ∈ (N (CΣ))⊥. This decomposition is unique, and (5.4) also holds with x(·) replaced
by x2(·).
Proof. Trivially, if x(·) has a decomposition of the type described in the lemma, then (x(·),w(·))
is a stable future trajectory of Σ .
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x2(0) = PU⊥Σ x(0). Then x(0) = x1(0) + x2(0) and x1(0) ∈ UΣ . The latter condition implies
that x1(0) is the initial state of some unobservable trajectory (x1(·),0) of Σ . Define x2(·) =
x(·) − x1(·). Then (x2(·),w(·)) is a stable future trajectory of Σ and x(·) = x1(·) + x2(·).
That (5.4) also holds x(·) replaced by x2(·) follows from the fact that (x2(·),w(·)) is a stable
future trajectory of Σ . 
The input map BΣ
We now proceed to the construction of the input map BΣ of a passive s/s system Σ .
Lemma 5.10. Let Σ = (V ;X ;W) be a passive s/s system with past behavior Wpast. Then there
exists a unique linear contraction BΣ : H(W[⊥]past) → X whose restriction to H0(W[⊥]past) is given
by
BΣ
(
w− +W[⊥]past
)= x(0), w−(·) ∈Wpast, (5.7)
where (x(·),w−(·)) is the unique stable externally generated past trajectory of Σ whose signal
part is w−(·) (cf. Lemma 2.5).
Proof. Let w(·) ∈Wpast, and let (x(·),w(·)) be the externally generated stable past trajectory of
Σ with signal part w(·). Then by (2.8) and (4.19)
∥∥x(0)∥∥2X  [w(·),w(·)]k2−(W) = ∥∥w +W[⊥]past∥∥2H(W[⊥]past).
This implies that the mapping w +W[⊥]past → x(0) is a linear contraction H0(W[⊥]past) → X . Since
H0(W[⊥]past) is dense in H(W[⊥]past), this mapping has a unique extension to a linear contraction
BΣ : H(W[⊥]past) → X . 
Definition 5.11. The contraction BΣ in Lemma 5.10 is called the input map of Σ .
Lemma 5.12. Let Σ = (V ;X ;W) be a passive s/s system with past behavior Wpast, future
behavior Wfut, input map BΣ , and output map CΣ . Then (x(·),w(·)) is an externally generated
stable past trajectory of Σ if and only if
w ∈Wpast and x(n) =BΣ
(
S−n− w +W[⊥]past
)
, n 0, (5.8)
and (x(·),w(·)) is an externally generated stable full trajectory of Σ if and only if
w ∈Wfull and x(n) =BΣ
(
π−S−nw +W[⊥]past
)
, n ∈ Z. (5.9)
In the latter case we have, in addition,
CΣx(n) = π+S−nw +Wfut, n ∈ Z. (5.10)
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the first claim about full trajectories, so let us only prove the two claims about the full trajecto-
ries.
Let (x(·),w(·)) be an externally generated stable full trajectory of Σ . Then w(·) ∈ Wfull,
and (5.7) implies that (5.9) holds with n = 0. By shifting the trajectory to the left or right |n|
steps and applying (5.7) to the shifted trajectory we get (5.8) for all values of n ∈ Z.
Conversely, let w(·) ∈ Wfull. Then there exists a sequence x(·) such that (x(·),w(·)) is an
externally generated stable full trajectory of Σ , and by the first part of the proof, the sequence
x(·) is given by (5.9).
That also (5.10) holds follows from Lemma 5.4 and the fact that the restriction to Z+ of any
left- or right-shifted externally generated stable full trajectory of Σ is a stable future trajectory
of Σ . 
Definition 5.13. By the finite time exactly reachable subspace of a passive s/s system Σ =
(V ;X ,W) we mean the set{
x0 ∈ X
∣∣∣∣ x0 = x(0) for some (stable) pasttrajectory of Σ with finite support
}
,
by the infinite time exactly reachable subspace of Σ we mean the set{
x0 ∈ X
∣∣∣∣ x0 = x(0) for some stable externallygenerated past trajectory of Σ
}
,
and by the H(W[⊥]past)-exactly reachable subspace of Σ we mean the range of the input map BΣ
of Σ . The system Σ is exactly reachable in one of the above senses if the corresponding exactly
reachable subspace is all of X . The closure of the first of these three subspaces is called the
(approximately) reachable subspace. Finally, Σ is approximately reachable or controllable if
the approximately reachable subspace is all of X .
Lemma 5.14. All the different types of exactly reachable subspaces in Definition 5.13 have the
same closure, equal to the approximately reachable subspace.
Proof. The three different types of exactly reachable subspaces defined in Definition 5.13 are (in
the order that they appear) the range of the restriction of BΣ to the space H00(W[⊥]past) defined in
Lemma 4.2, the range of the restriction of BΣ to the space H0(W[⊥]past), and the full range of BΣ .
That these three subspaces have the same closure follows from the fact that when one restricts
the bounded linear operator BΣ to a dense subset of its domain, then the closure of its range
remains the same. 
Lemma 5.15. If Σ is a passive forward conservative s/s system, then the input map BΣ of Σ is
an isometry. If, in addition, Σ is controllable, then BΣ is unitary.
Proof. That BΣ is an isometry follows from the fact that we have equality in (2.8) whenever Σ
is forward conservative. In particular, R(BΣ) is closed. If, in addition, Σ is controllable, then
R(BΣ) is dense in X , and hence equal to X . 
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˚V :=
{[
x(0)
x(−1)
w(−1)
]
∈
[ X
X
W
] ∣∣∣∣ (x(·),w(·)) is a stable externallygenerated past trajectory of Σ
}
(5.11)
of V is dense in V if and only if the system Σ is controllable, and it is equal to V if and only if
Σ is infinite time exactly reachable.
Proof. Suppose that ˚V is dense in V . This implies that the infinite time exactly reachable sub-
space is dense in X , and by Lemma 5.14, this implies that Σ is controllable.
Conversely, suppose that Σ is controllable. By Lemma 2.3, every stable externally generated
past trajectory of Σ can be extended to a stable externally generated full trajectory of Σ , and
Eq. (5.11) can be rewritten in the equivalent form (where we have shifted the extended trajectory
one step to the left)
˚V :=
{[
x(1)
x(0)
w(0)
]
∈
[ X
X
W
] ∣∣∣∣ (x(·),w(·)) is a stable externallygenerated full trajectory of Σ
}
. (5.12)
Let W = −Y [] U be a fundamental decomposition of W . This induces a fundamental decom-
position
K :=
[−X
X
W
]
=
[−X
0
−Y
]
[]
[ 0
X
U
]
of the node space K. We claim that the orthogonal projection of ˚V onto the uniformly positive
subspace
[ 0
X
U
]
in this decomposition is dense in
[ 0
X
U
]
. This projection is equal to
{[ 0
x(0)
PUw(0)
]
∈
[ X
X
W
] ∣∣∣∣ (x(·),w(·)) is a stable externallygenerated full trajectory of Σ
}
.
The above set does not change if we replace the trajectory (x(·),w(·)) in the parametrization
above by (x(·),w(·)) = (x1(·)+ x2(·),w1(·)+w2(·)), where (x1(·),w1(·)) is a stable externally
generated full trajectory of Σ and (x2(·),w2(·)) is a stable externally generated future trajectory
of Σ (since the result is still a stable full externally generated trajectory of Σ ). By part (4) of
Lemma 2.3, if one first fixes (x1(·),w1(·)), and hence fixes x(0), then it is still possible to choose
(x2(·),w2(·)) in such a way that PUw(0) = PU (w1(0)+w2(0)) is an arbitrary vector in U . This
implies that the orthogonal projection of ˚V onto
[ 0
X
U
]
is
[ 0
X0
U
]
, where X0 is the infinite-time
exactly reachable subspace of Σ . This is a dense subspace of
[ 0
X
U
]
, as claimed.
Since V is maximal nonnegative, it has a graph representation of the form
V =
{[
Ax +Bu
x
] ∣∣∣ x ∈ X and u ∈ U} , (5.13)
Cx +Du
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[
A B
C D
] : [XU ]→ [XY ]. The subspace ˚V is equal to
˚V =
{[
Ax +Bu
x
Cx +Du
] ∣∣∣ x ∈ X0 and u ∈ U} . (5.14)
Since
[X0
U
]
is dense in
[X
U
]
, this implies that ˚V is dense in V . It is equal to V if and only if
X0 = X , i.e., if Σ is infinite time exactly reachable. 
The adjoints of CΣ and BΣ
The rest of this section is devoted to the study of the adjoints of the input and output maps of
a passive s/s system.
Lemma 5.17. Let Σ = (V ;X ,W) be a passive s/s system with past and future behaviors Wpast
and Wfut, respectively, and let Σ† = (V [⊥];X ,W) be the anti-passive dual of Σ with past and
future behaviors W[⊥]past and W[⊥]fut , respectively.
(1) There exists a unique contraction BΣ† : H(Wfut) → X such that (x†(·),w†(·)) is an exter-
nally generated stable future trajectory of Σ† if and only if w† ∈W†fut and
x†(n) =BΣ†
(
S∗+
)n
w†, n ∈ Z+. (5.15)
(2) There exists a unique contraction CΣ† : X → H(W[⊥]past) satisfying
CΣ†x(−n) = (S−)nw† +W[⊥]past (5.16)
for every stable past trajectory (x†(·),w†(·)) of Σ†.
Proof. Claim (1) is the anti-passive version of Lemma 5.12, and claim (2) is the anti-passive
version of Lemma 5.4. They can be proved by either repeating the proofs of these two lemmas,
or by applying Lemmas 5.12 and 5.4 to the passive dual Σ∗ of Σ . 
Definition 5.18. The contractions BΣ† and CΣ† are called the input and output maps of Σ†,
respectively.
Lemma 5.19. Let Σ = (V ;X ,W) be a passive s/s system with input map BΣ and output map
CΣ , and let Σ† be the anti-passive dual of Σ , with the input map BΣ† and output map CΣ† .
Then BΣ† = C∗Σ and CΣ† =B∗Σ .
Proof. Let Wpast and Wfut be the past and future behaviors of Σ , respectively. Let (x(·),w(·))
be an externally generated past trajectory of Σ , and let (x†(·),w†(·)) be a stable past trajectory
of Σ†. Then, by (3.3) and (5.8),
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BΣ
(
w +W[⊥]past
)
, x†(0)
)
X =
(
x(0), x†(0)
)
X
= [w(·),w†(·)]
k2−(W)
= (w(·)+W[⊥]past,w†(·)+W[⊥]past)H(W[⊥]past)
= (w(·)+W[⊥]past,CΣ†x†(0))H(W[⊥]past).
This implies that (BΣh,x†)X = (x,CΣ†x†)H(W[⊥]past) for every h ∈ H
0(W[⊥]past) and every x† ∈ X .
Since H0(W[⊥]past) is dense in H(W[⊥]past), this implies that B∗Σ = CΣ† .
The proof of the fact that CΣ† = B∗Σ is similar to the one above, and it is left to the reader
(start by taking a stable future trajectory (x(·),w(·)) of Σ and a stable externally generated future
trajectory (x†(·),w†(·)) of Σ†). 
Lemma 5.20. If Σ is a backward conservative passive s/s system, then the output map CΣ of Σ
is a co-isometry. If, in addition, Σ is observable, then CΣ is unitary.
Proof. The first claim follows from the fact that if Σ is backward conservative, then the anti-
passive dual Σ† is forward conservative, and hence its input map BΣ† = C∗Σ is an isometry. The
second claim follows from the first claim since CΣ is injective iff Σ is observable. 
6. The past/future map of a passive full behavior
We begin by constructing the past/future map of a given passive full behavior W, and then
investigate what can be said about this map in the case where W is the full behavior of a passive
s/s system Σ .
Lemma 6.1. Let W be a passive full behavior on W with the corresponding passive past be-
havior W− = π−W and passive future behavior W+ =W∩ k2+(W). Then there exists a unique
contraction ΓW : H(W[⊥]− ) → H(W+) satisfying
ΓW
(
π−w +W[⊥]−
)= π+w +W+, w ∈W. (6.1)
Proof. Since W is nonnegative in k2(W) and W+ = W ∩ k2+(W), we have for all w ∈ W and
all z ∈W+,
0 [w + z,w + z]k2(W) = [π−w,π−w]k2−(W) + [π+w + z,π+w + z]k2+(W).
Consequently,
−[π+w + z,π+w + z]k2+(W)  [π−w,π−w]k2−(W) =
∥∥π−w +W[⊥]− ∥∥2H(W[⊥]− )
for every w ∈W and every z ∈W+. This implies that π+w +W+ ∈ H(W+), and that
‖π+w +W+‖H(W+) 
∥∥π−w +W[⊥]− ∥∥ [⊥] . (6.2)H(W− )
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π+(w1 −w2) ∈W+ and
‖π+w1 − π+w2 +W+‖H(W+) 
∥∥π−(w1 −w2)+W[⊥]− ∥∥H(W[⊥]− ) = 0.
Consequently, π+w1 − π+w2 ∈ W+. Thus, formula (6.1) defines a (unique) linear contraction
H0(W[⊥]− ) → H(W+), and since H0(W[⊥]− ) is dense in H(W[⊥]− ), it has a unique extension to a
linear contraction ΓW : H(W[⊥]− ) → H(W+). 
Definition 6.2. The contraction ΓW : H(W[⊥]− ) → H(W+) in Lemma 6.1 is called the
past/future map of the full behavior W. If W is the full behavior of a passive s/s system Σ ,
then we also call ΓW the past/future map of Σ and denote it by ΓΣ .
Lemma 6.3. The past/future map ΓΣ of a passive s/s system Σ = (V ;X ,W) factors into the
product
ΓΣ = CΣBΣ (6.3)
of the input map BΣ and the output map CΣ of Σ . In particular, if Σi , i = 1,2, are two externally
equivalent passive s/s systems, with input maps BΣi and output maps CΣi , then CΣ1BΣ1 =
CΣ2BΣ2 .
Proof. Let (x(·),w(·)) be an externally generated stable full trajectory of Σ . Then the restric-
tion of (x(·),w(·)) to Z− is an externally generated stable past trajectory and the restriction of
(x(·),w(·)) to Z+ is a stable future trajectory of Σ . Thus, by (5.8), x(0) =BΣπ−w and by (5.4),
CΣx(0) = π+w +Wfut. Thus, the two contractions ΓW and CΣBΣ coincide on the dense sub-
space H0(W[⊥]− ) of H(W[⊥]− ), and hence on all of H(W[⊥]− ). If the systems Σi , i = 1,2, are
externally equivalent, then they have the same full behavior W and hence the same past/future
map ΓW. Thus CΣ1BΣ1 = ΓW = CΣ2BΣ2 . 
Lemma 6.4. Let W be a full behavior with the corresponding past behavior W− and future
behavior W+. Then there is a unique contraction ΓW[⊥] : H(W+) → H(W[⊥]− ) satisfying
ΓW[⊥]
(
π+w† +W+
)= π−w† +W[⊥]− , w† ∈W[⊥]. (6.4)
Proof. The proof is the same as the proof of Lemma 6.1 with the following replacements: We
interchange π− ↔ π+, W↔ −W[⊥], W+ ↔ −W[⊥]− = −W[⊥] ∩ k2−(W) and W− ↔ −W[⊥] ∩
k2+(W). 
Definition 6.5. The contraction ΓW[⊥] : H(W[⊥]− ) → H(W+) in Lemma 6.1 is called the fu-
ture/past map of the anti-passive full behavior W[⊥]. If W[⊥] is the full behavior of a passive
anti-causal s/s system Σ†, then we also call ΓW[⊥] the future/past map of Σ† and denote it
by ΓΣ† .
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passive reflected s/s system Σ† factors into the product
ΓΣ† = CΣ†BΣ† (6.5)
of the input map BΣ† of Σ† and the output map CΣ† of Σ†.
Proof. The proof is analogous to the proof of Lemma 6.3. 
Lemma 6.7. The adjoint of the past/future map ΓW of the full behavior W is the future/past map
ΓW[⊥] of the dual behavior W[⊥].
Proof. This follows from Lemmas 6.3, 5.19, and 6.6. 
Lemma 6.8. Let W be a passive full behavior with the corresponding passive past be-
havior W− = π−W and passive future behavior W+ = W ∩ k2+(W). Let w− ∈ K(W[⊥]− ),
w+ ∈ K(W+), and suppose that
w+ +W+ = ΓW
(
w− +W[⊥]−
)
. (6.6)
Denote w := w− +w+ Then, for all n ∈ Z+, π−S−nw ∈ K(W[⊥]− ), π+S−nw ∈ K(W+),
π+S−nw +W+ = ΓW
(
π−S−nw +W[⊥]−
)
, n ∈ Z+, (6.7)∥∥π−S−n−1w +W[⊥]− ∥∥2H(W[⊥]− ) = ∥∥π−S−nw +W[⊥]− ∥∥2H(W[⊥]− )
+ [w+(n),w+(n)]W , n ∈ Z+. (6.8)
Moreover, there exists a sequence wk ∈W such that
π+S−nwk +W+ → π+S−nw+ +W+ in H(W+), n ∈ Z+, (6.9)
π−S−nwk +W[⊥]− → π−S−nw +W[⊥]− in H
(
W
[⊥]
−
)
, n ∈ Z+, (6.10)
π+wk → w+ in k2+(W), (6.11)
as n → ∞, where the convergence in (6.9) and (6.10) is uniform in n.
Proof. Step 1: Proofs of (6.9)–(6.11) with n = 0. Since H0(W[⊥]− ) is dense in H(W[⊥]− ), there
exists a sequence wk− ∈ W− such that wk− + W[⊥]− → w− + W[⊥]− in H(W[⊥]− ) as k → ∞. As
W− = π−W, it is possible to extend each wk− to a function wk ∈ W, i.e., wk− = π−wk . Then
(6.10) holds with n = 0 for this sequence wk . By the definition of ΓΣ ,
π+wk(·)+W+ = ΓW
(
π−wk(·)+W[⊥]−
)
, k ∈ Z+. (6.12)
Since ΓW ∈ B(H(W[⊥]− );H(W+), this implies that
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(
w− +W[⊥]−
)
in H(W+).
This together with (6.6) gives (6.9) with n = 0. Then, by Theorem 4.1, there exists a sequence
zk+ ∈W+ such that π+wk + zk+ → w+ in k2+(W). If we replace wk by w˜k = wk + zk+, then (6.9)
and (6.10) remain valid, and also (6.11) holds.
Step 2: Proof of (6.8) with n = 0. Let wk be a sequence satisfying (6.9)–(6.11) with n = 0.
Then S−1wk ∈W, and consequently π−S−1wk ∈W−. By Lemma 4.6, S−π−S−1wk ∈ K(W[⊥]− )
and ∥∥S−π−S−1wk +W[⊥]− ∥∥2H(W[⊥]− ) = ∥∥π−S−1wk +W[⊥]− ∥∥2H(W[⊥]− )
− [(π−S−1wk)(−1), (π−S−1wk)(−1)]W .
Here S−π−S−1wk = π−wk and (π−S−1wk)(−1) = wk(0) = w+(0) where w+ = π+w. Conse-
quently,∥∥π−S−1wk +W[⊥]− ∥∥2H(W[⊥]− ) = ∥∥π−wk +W[⊥]− ∥∥2H(W[⊥]− ) + [wk(0),wk(0)]W . (6.13)
By (6.10) with n = 0 and by (6.11), the right-hand side of this identity tends to the right-
hand side of (6.8) with n = 0, so to prove (6.8) with n = 0 it suffices to show that
π−S−1wk +W[⊥]− → π−S−1w +W[⊥]− in H(W[⊥]− ) as k → ∞. We begin by showing that
limk→∞ π−S−1wk + W[⊥]− exists in H(W[⊥]− ). The identity (6.13) also holds with wk re-
placed by wk − w for all k,  ∈ Z+. From this and conditions (6.9) and (6.10) follows that
π−S−1wk + W[⊥]− is a Cauchy sequence in H(W[⊥]− ), and hence π−S−1wk + W[⊥]− → h1 in
H(W[⊥]− ) for some h1 ∈ H(W[⊥]− ). We still have to show that h1 = π−S−1w +W[⊥]− . By The-
orem 4.4, there exists a sequence zk− ∈ W[⊥]− such that π−wk + zk− → w− in k2−(W). Then,
by (6.11),
wk + zk− = π−
(
wk + zk−
)+ π+wk → w− + π+w = w
and
π±S−1
(
wk + zk−
)→ π±S−1w in k2±(W) (6.14)
as k → ∞. Moreover,
π−S−1
(
wk + zk−
)+W[⊥]− = π−S−1wk +W[⊥]− → h1 in H(W[⊥]− ) (6.15)
as k → ∞. By Theorem 4.4, the restriction of the quotient map w(·) → w(·)+W[⊥]− to K(W[⊥]− )
is a closed operator k2−(W) → H(W[⊥]− ), and thus π−S−1w +W[⊥]− = h1, as claimed.
Step 3: Proof of (6.7) with n = 0. Formula (6.12) also holds with wk replaced by S−1wk , and
by applying ΓW to π−S−1wk +W[⊥]− we get
π+S−1wk +W+ = ΓW
(
π−S−1wk +W[⊥]−
)→ ΓW(π−S−1w +W[⊥]− ) in H(W+)
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is a closed operator k2+(W) → H(W+), and, recalling also (6.14), we get (6.7) with n = 0.
Step 4: Proof of (6.7) and (6.8) by induction. Suppose that (6.7) and (6.8) hold with n replaced
by m  0. Then (6.6) holds with w− replaced by w˜− := π−S−mw and w+ replaced by w˜+ :=
π+S−mw. We can then repeat steps 2 and 3 above with w− replaced by w˜− and w+ replaced by
w˜+ to get (6.7) and (6.8) with n replaced by m+ 1.
Step 5: Proof (6.9) and (6.10). The assumption of Lemma 6.8 is still satisfied if we replace w
by wk − w (see, in particular, (6.12)), and hence (6.8) holds if we replace w by wk − w. If we
furthermore replace n by  = 0,1, . . . , n and add the resulting identities, then we get∥∥π−S−n−1(wk −w)+W[⊥]− ∥∥2H(W[⊥]− )
= ∥∥π−(wk −w)+W[⊥]− ∥∥2H(W[⊥]− )
+
n∑
=0
[
w(n)−w+(n),w(n)−w+(n)
]
W . (6.16)
Here the right-hand side tends to zero as k → ∞, uniformly in n ∈ Z+, and consequently
π−S−nwk +W[⊥]− → π−S−nw +W[⊥]− in H(W[⊥]− ) as k → ∞, uniformly in n ∈ Z+. The uni-
form convergence of π+S−nwk +W+ to π+S−nw+ +W+ in H(W+) then follows from (6.7)
with w replaced by wk −w. 
Lemma 6.9. Let Σ = (V ;X ,W) be a passive s/s system with input map BΣ , past behavior
Wpast, future behavior Wfut, and past/future map ΓΣ . Then the following two conditions are
equivalent:
(1) (x(·),w+(·)) is a stable future trajectory of Σ satisfying x(0) ∈ R(BΣ);
(2) There exists some w−(·) ∈ K(W[⊥]past) such that
w+ ∈ K(Wfut),
w+ +Wfut = ΓW
(
w− +W[⊥]past
)
,
x(n) = BΣ
(
π−S−n(w− +w+)+W[⊥]past
)
, n ∈ Z+
(6.17)
(in particular, x(0) =BΣ(w− +W[⊥]past)).
When these equivalent conditions hold, then (6.17) remains true for every w−(·) ∈ K(W[⊥]past)
satisfying x(0) =BΣ(w− +W[⊥]past).
Proof. We first suppose that (x(·),w(·)) is a stable future trajectory of Σ satisfying x(0) ∈
R(BΣ) and show that (6.17) holds for every w−(·) ∈ K(W[⊥]past) satisfying x(0) =
BΣ(w− +W[⊥]past).
That w+ ∈ K(Wfut) follows from Lemma 5.1. By assumption,
[ x(1)
x(0)
w+(0)
]
∈ V and x(0) =
BΣ(w− +W[⊥]past) for some w− ∈ K(W[⊥]past). By Lemma 5.2, CΣx(0) = w+ +Wfut, and hence
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and it remains to prove the formula for x(n) given in (6.17) for n 1.
Denote w = w− + w+. By Lemma 6.8, there exists a sequence wk ∈ Wfull such that
π+wk → w+ in k2+(W) as k → ∞ and π−S−nwk + W[⊥]past → π−S−nw + W[⊥]past in H(W[⊥]past)
as k → ∞, uniform in n ∈ Z+. Let (xk(·),wk(·)) be the externally generated stable full
trajectory of Σ whose signal part is wk(·) (cf. Lemma 2.5). By Lemma 5.12, xk(n) =
BΣ(π−S−nwk +W[⊥]past), which tends to x1(n) :=BΣ(π−S−nw+W[⊥]past) as k → ∞, uniformly
in n ∈ Z+. In particular, xk(0) → BΣ(w− + W[⊥]past) = x1(0) = x(0). Since the restriction of
(xk(·),wk(·)) to Z+ is a future trajectory of Σ for each k, it follows from part (1) of Lemma 2.3
that the limit (x1(·),w+(·)) is a stable future trajectory of Σ . This trajectory has both the same
initial state x(0) and the same signal part w+(·) as the given trajectory (x(·),w+(·)), and hence
x1(n) = x(n) for all n ∈ Z+. This proves that the last claim in (6.17) holds.
The proof of the converse direction is based on induction over the length of the interval where
(x(·),w(·)) is a solution of Σ . We begin by showing that if (6.17) holds, then (x(·),w(·)) is a
trajectory of Σ on the one-point interval [0,0] = {0}.
Suppose that (6.17) holds for n = 0,1. Thus, in particular, x(0) = BΣ(w− + W[⊥]past) and
w+ +Wfut = ΓΣ(w− +W[⊥]past). By Lemma 6.3, w+ +Wfut = CΣx0. By part (3) of Lemma 5.7,[ x(1)
x(0)
w(0)
]
∈ V for some x(1) ∈ X . By part (7) of Lemma 2.3, there exists a stable future trajectory
(x1(·),w1(·)) of Σ satisfying x1(0) = x(0) and w1(0) = w+(0). By the first part of the proof,
x1(1) = BΣ(π−S−1− (w− + w1) + W[⊥]past). Here π−S−1− (w− + w1) = π−S−1− (w− + w+) since
w1(0) = w+(0), and hence x1(1) = BΣ(π−S−1− (w− + w+) + W[⊥]past). Since we assume that
(6.17) holds (for n = 1), we get x(1) = x1(1), and consequently
[ x(1)
x(0)
w+(0)
]
∈ V . This proves that
(x(·),w+(·)) is a trajectory of Σ on the one-point interval {0}.
One can use essentially the same argument to show that if we know that (x(·),w+(·)) is a
trajectory of Σ on an interval [0, k], then it is also a trajectory on [0, k + 1], i.e., one shifts
the trajectory k + 1 steps to the left, and then apply the above argument. The invariance of the
first two conditions in (6.17) under this left-shift follows from Lemma 6.8. Thus, by induction,
(x(·),w(·)) is a future trajectory of Σ . By Lemma 2.1, this trajectory is stable. 
7. The observable backward conservative realization
In this section we shall construct a canonical model ΣW+obc = (VW+obc ;XW+obc ,W) of a passive
observable backward conservative s/s system with a given passive future behavior W+.
Theorem 7.1. Let W+ be a passive future behavior on the Kreı˘n space W . Let XW+obc = H(W+),
where H(W+) is the space defined in Theorem 4.4, and let
V
W+
obc =
{[
S∗+w +W+
w +W+
w(0)
]
∈
[H(W+)
H(W+)
W
] ∣∣∣w ∈ K(W+)} , (7.1)
where K(W+) is the space defined in (4.20). Then ΣW+obc = (VW+obc ;H(W+),W) is a passive
observable backward conservative s/s system whose future behavior is equal to W+. Moreover,
(x(·),w(·)) is a stable future trajectory of ΣW+ if and only ifobc
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(
S∗+
)n
w +W+, n ∈ Z+. (7.2)
Proof. In this proof we denote the node space of ΣW+obc by K+ := −H(W+) []H(W+) []W .
Step 1: VW+obc is a nonnegative subspace of K+. It follows from Lemma 4.3 that VW+obc ⊂ K+,
and that VW+obc is nonnegative in K+. It is a subspace of K+ since it is a linear image of the
subspace K(W+) of k2+(W).
Step 2: VW+obc is closed and (V
W+
obc )
[⊥] ⊂ VW+obc . Define ˚Vobc by
˚Vobc =
⎧⎨⎩
⎡⎣S∗+z† +W+z† +W+
z†(0)
⎤⎦ ∣∣∣ z† ∈W[⊥]+
⎫⎬⎭ . (7.3)
Then ˚Vobc ⊂ VW+obc since H0(W+) ⊂ H(W+). We claim that ( ˚Vobc)[⊥] = VW+obc . Clearly, this
implies that VW+obc is closed, and that (V
W+
obc )
[⊥] ⊂ VW+obc since (VW+obc )[⊥] = (( ˚Vobc)[⊥])[⊥] is the
closure of ˚Vobc.
A vector k =
[ x1
x0
w0
]
belongs to ( ˚Vobc)[⊥] if and only if x1, x0 ∈ K(W+), w0 ∈ W , and
−(x1, S∗+z† +W+)H(W+) + (x0, z† +W+)H(W+) + [w0, z†(0)]W = 0, z† ∈W[⊥]+ .
(7.4)
Since W+ is S+-invariant, its orthogonal companion W[⊥]+ is S∗+-invariant, i.e., S∗+z† ∈ W[⊥]+
whenever z† ∈W[⊥]+ . By (4.14), for every v1 ∈ x1 and v0 ∈ x0, (7.4) can therefore be rewritten in
the form [
v1, S
∗+z†
]
k2+(W) −
[
v0, z
†]
k2+(W) +
[
w0, z
†(0)
]
W = 0, z† ∈W[⊥]+ . (7.5)
Define the sequence w ∈ k2+(W) by w(0) = w0 and w(n) = 0 for n > 0, and let P0 be the
orthogonal projection in k2+(W) onto the subspace of vectors k(·) satisfying k(n) = 0 for n > 0.
Then (7.5) can be rewritten as[
S+v1 − v0 + P0w,z†
]
k2+(W) = 0, z
† ∈W[⊥]+ .
Since (W[⊥]+ )[⊥] =W+, this is equivalent to
S+v1 − v0 + P0w = z
for some z ∈W+. Define v = v0 + z. Then v ∈ x0, and
S+v1 − v + P0w = 0.
This is equivalent to the pair of equations
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Thus,
[ x1
x0
w0
]
∈ ( ˚Vobc)[⊥] if and only if x0 = v +W+, x1 = S∗+v +W+, and w0 = v(0) for some
v ∈ K(W+), or equivalently, if and only if k ∈ VW+obc .
Step 3: VW+obc is the generating subspace of a passive and backward conservative s/s system
Σ
W+
obc = (VW+obc ;H(W+),W). By steps 1 and 2, VW+obc is closed and nonnegative, and (VW+obc )[⊥]
is neutral, hence nonpositive. By, e.g., [3, Proposition 2.2(5)], VW+obc is a maximal nonnegative
subspace of K+, and hence, by [3, Corollary 5.13], it generates a passive backward conservative
s/s system.
Step 4: ΣW+obc is observable. Let (x(·),w(·)) be an unobservable future trajectory of Σ , i.e.,
w(n) = 0 for all n ∈ Z+. Let z† ∈ W[⊥]+ , and define x†(n) = (S∗+)nz† + W+, n ∈ Z+. Then
it follows from (7.3) that
[ x†(n+1)
x†(n)
z†(n)
]
∈ ˚Vobc for all n ∈ Z+. Since ˚Vobc ⊂ V [⊥]obc , this means that
(x†(·), z†(·)) is a future trajectory of the anti-passive dual of ΣW+obc (and also a future trajectory
of ΣW+obc ). Moreover, x†(n) → 0 in H(W+) as n → ∞, because by Theorem 4.1,∥∥x†(n)∥∥2H(W+) = −[(S∗+)nz†, (S∗+)nz†]k2+(W) = −[z†, z†]k2([n,∞);W)
which tends to zero as k → ∞. By part (3) of Lemma 3.2 and Theorem 4.1 (recall that w(·) = 0),(
x(0), z† +W+
)
H(W+) =
(
x(0), x†(0)
)
H(W+) = −
[
w(·), z†(·)]
k2+(W) = 0.
Thus, x(0) is orthogonal to H0(W+), and since H0(W+) is dense in H(W+), this implies that
x(0) = 0. Thus, ΣW+obc is observable.
Step 5: If (7.2) holds, then (x(·),w(·)) is a stable future trajectory of ΣW+obc . Let w ∈ K(W+)
and define x(n) = (S∗+)nw +W+, n 0. Then it is easy to see that (x(·),w(·)) is a trajectory of
Σ
W+
obc with w ∈ k2+(W). It is stable since ΣW+obc is passive and w(·) ∈ 2+(W) (see Lemma 2.1).
Step 6: The future behavior of ΣW+obc is equal to W+. It follows from step 5 that the future
behavior WΣ+ of Σ
W+
obc contains W+, and hence WΣ+ = W+ since, by Theorem 2.8, WΣ+ is
nonnegative, and by assumption, W+ is maximal nonnegative in k2+(W).
Step 7: If (x(·),w(·)) is a stable future trajectory of ΣW+obc , then (7.2) holds. Let (x(·),w(·))
be a stable future trajectory of ΣW+obc . By Lemma 5.1, w(·) ∈ K(W+). As we saw above, if we
define x1(n) = (S∗+)nw + W+, n ∈ Z+, then (x1(·),w(·)) is another stable future trajectory of
Σ
W+
obc with the same signal part (·). Since ΣW+obc is observable, this implies that x(n) = x1(n) for
all n ∈ Z+, i.e., (7.2) holds. 
Definition 7.2. We call the system ΣW+obc the canonical model of an observable passive backward
conservative s/s system with future behavior W+.
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states x(0) of all those future trajectories of ΣW+obc with have finite support is dense in Xobc =
H(W+).
Proof. This follows from Theorem 7.1 and Lemma 4.2. 
In Theorem 2.11 we established the connections (2.15)–(2.17) between passive past, future,
and full behaviors W− = W−, W+ = W+, and W = W (see Remark 2.13). In particular, they
permit us to define unique full behavior W in terms of a given future behavior W+. Once we
have the full behavior W, we can also define the past/future map ΓW by (6.1).
Lemma 7.4. The input map of ΣW+obc is the past/future map ΓW of W, and the output map of
Σ
W+
obc is the identity on H(W+).
Proof. It follows from Lemma 5.4 and Theorem 7.1 that we for every stable future trajectory
(x(·),w(·)) of ΣW+obc have
C
Σ
W+
obc
x(0) = w +W+ = x(0).
Thus, the output map of ΣW+obc is the identity. This implies that the input map of Σ
W+
obc is ΓW,
since the product of the input and output maps must be equal to ΓW. 
Lemma 7.5. A sequence (x(·),w(·)) is an externally generated stable past trajectory of Σobc if
and only if w ∈W− and x(−n) = ΓW(Sn−w +W[⊥]− ), n 0.
Proof. This follows from Lemmas 5.4 and 7.4. 
Definition 7.6. A bounded linear operator E : X1 → X2 intertwines the two passive s/s systems
Σ1 = (V1;X1;W) and Σ2 = (V2;X2;W) (with the same signal space W) if[
E 0 0
0 E 0
0 0 1W
]
V1 = V2 ∩
[ X2
R(E)
W
]
. (7.6)
In this case we say that Σ1 and Σ2 are boundedly intertwined by E, or contractively intertwined
by E if E is a contraction. If E has a bounded inverse, then we say that Σ1 and Σ2 are similar
with similarity operator E, and if E is unitary, then we say that Σ1 and Σ2 are unitarily similar.
It is also possible to define a more general intertwinement relation where E is allowed to be a
closed relation instead of a bounded operator, but Definition 7.6 covers our present needs.
Lemma 7.7. The two passive s/s systems Σ1 = (V1;X1;W) and Σ2 = (V2;X2;W) are inter-
twined by the operator E ∈ B(X1;X2) if and only if the formula(
x1(·),w(·)
) → (Ex1(·),w(·)) (7.7)
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stable future trajectories (x2(·),w(·)) of Σ2 satisfying x2(0) ∈ R(E). In particular, if Σ1 and
Σ2 are boundedly intertwined by E, then they have the same future behavior.
Proof. Let us first comment on the last claim: For externally generated trajectories of Σ2 the
condition x2(0) ∈ R(E) is trivially true, and so there is a one-to-one correspondence between
the externally generated future trajectories of Σ1 and Σ2 (an externally generated trajectory is
uniquely determined by its signal part w(·)). This implies that the two systems have the same
future behavior.
Suppose next that (7.6) holds, i.e., that E intertwines Σ1 and Σ2. Then trivially, if (x1(·),w(·))
is a stable future trajectory of Σ1, then (Ex1(·),w(·)) is a stable future trajectory of Σ2. Con-
versely, suppose that (x2(·),w(·)) is a stable future trajectory of Σ2. Then[
x2(n+ 1)
x2(n)
w(n)
]
∈ V2, n ∈ Z+. (7.8)
Taking n = 1 above we can use (7.6) to conclude that there exists a vector
[ x1(1)
x1(0)
w(0)
]
∈ V1 such
that
[ x2(1)
x2(0)
w(0)
]
=
[Ex1(1)
Ex1(0)
w(0)
]
. In particular, x2(1) ∈ R(E). We can therefore repeat the same argument
with n = 1 to conclude that there exists (a unique) x1(2) ∈ X1 such that
[ x1(2)
x1(1)
w(1)
]
∈ V1 and x2(2) =
Ex1(2). By repeating this argument indefinitely (or by using induction) we get a sequence x1(·)
such that (x1(·),w(·)) is a future trajectory of Σ1, and such that x2(·) = Ex1(·). By Lemma 2.1,
the trajectory (x1(·),w(·)) is stable. Thus, the mapping defined in (7.7) is surjective.
We then turn to the converse statement, and suppose that the stable future trajectories of Σ1
and Σ2 are related as described in the lemma. Let (x1(·),w(·)) be a stable future trajectory
of Σ1. Then, by the assumption, (Ex1(·),w(·)) be a stable future trajectory of Σ1. In particular,[Ex1(1)
Ex1(0)
w(0)
]
∈ V2. By part (7) of Lemma 2.3, the vector
[ x(1)
x(0)
w(0)
]
can be an arbitrary vector in V . This
shows that the that the left-hand side of (7.6) is a subset of the right-hand side. On the other
hand, if (x2(·),w(·)) is an arbitrary stable future trajectory of Σ2 satisfying x2(0) ∈ R(E), then
by assumption, there exists a future trajectory (x1(·),w1(·)) of Σ1 such that x2(·) = Ex1(·). Here[ x2(1)
x2(0)
w
]
represents an arbitrary vector in the right-hand side of (7.6), and we have shown that it
belongs to the left-hand side of (7.6). Thus, we have equality in (7.6). 
Theorem 7.8. Let Σ = (V ;X ,W) be a passive s/s system with output map CΣ and future be-
havior W+. Then Σ and ΣW+obc = (VW+obc ;XW+obc ,W) are contractively intertwined by CΣ , i.e.,
[
CΣ 0 0
0 CΣ 0
0 0 1W
]
V = VW+obc ∩
⎡⎢⎣X
W+
obc
SΣfut
W
⎤⎥⎦ . (7.9)
Proof. Let (x(·),w(·)) be a stable future trajectory of Σ . By Lemmas 5.1 and 5.4, w(·)∈K(Wfut)
and CΣx(n) = (S∗ )nw +Wfut, n ∈ Z+. Define x0(·) = CΣx(·). Then x0(n) = (S∗ )nw +Wfut,+ +
D.Z. Arov, O.J. Staffans / Journal of Functional Analysis 257 (2009) 2573–2634 2617n ∈ Z+ (where Wfut is the future behavior of Σ ), and by Theorem 7.1, (x0(·),w(·)) is stable
future trajectory of ΣW+obc . By part (7) of Lemma 2.3, the vector
[ x(1)
x(0)
w(0)
]
can be an arbitrary vector
in V , and since
[ x0(1)
x0(0)
w(0)
]
=
[CΣx(1)
CΣx(0)
w(0)
]
∈ VW+obc , this implies that the left-hand side of (7.9) is a subset
of the right-hand side.
To prove the converse inclusion we let (x0(·),w(·)) be a stable future trajectory of ΣW+obc ,
and suppose that x0(0) ∈ SΣfut. Then, by part (7) of Lemma 2.3, the vector
[ x0(1)
x0(0)
w(0)
]
represents
an arbitrary vector in the right-hand side of (7.9). Choose some arbitrary x(0) ∈ X such that
CΣx(0) = x0(0). Recall that the output map of ΣW+obc is the identity. By part (3) of Lemma 5.7
applied to ΣW+obc , w0 ∈ (CΣx0(0))(0), and by the same lemma applied to the system Σ , there
exists some x(1) ∈ X such that
[ x(1)
x(0)
w(0)
]
∈ V . By the first inclusion that we already proved, this
implies that
[CΣx(1)
CΣx(0)
w(0)
]
∈ VW+obc . But here the last two components of VW+obc determine the first
component uniquely, and hence we must have x0(0) = CΣx(0). Thus,
[ x0(1)
x0(0)
w(0)
]
=
[CΣx(1)
CΣx(0)
w(0)
]
, where[ x(1)
x(0)
w(0)
]
∈ V . This proves that the right-hand side of (7.8) is contained in the left-hand side. 
Corollary 7.9. Let Σ = (V ;X ,W) be a passive s/s system with output map CΣ and full behav-
ior W, and let ΣW+obc be the canonical model of an observable backward conservative s/s system
with full behavior W. Then the formula(
x(·),w(·)) → (CΣx(·),w(·)) (7.10)
defines a map from the set of all stable future trajectories of Σ onto the set of all stable future
trajectories (x0(·),w(·)) of ΣW+obc satisfying x0(0) ∈ R(CΣ).
Proof. This follows from Lemma 7.7 and Theorem 7.8. 
Corollary 7.10. Any two observable and backward conservative realizations of a given full be-
havior W are unitarily similar to each other.
Proof. This is true, because, by Lemma 5.20, the output maps of these two systems are unitary,
and hence, by Corollary 7.9, both systems are unitarily similar to ΣW+obc . 
8. The controllable forward conservative realization
In this section we shall construct a canonical model ΣW−cfc = (VW−cfc ;XW−cfc ,W) of a passive
controllable forward conservative s/s system with a given passive past behavior W−. The results
for this model are analogous to the results on the model ΣW+obc obtained in the preceding section.
The state space of ΣW−cfc is the Hilbert space H(W[⊥]− ) presented in Theorem 4.4 (whereas the
state space of ΣW+ is the Hilbert space H(W+) presented in Theorem 4.1). The full descriptionobc
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W+
obc , and in our
next theorem we first give a preliminary definition of VW−cfc as the closure of the set
˚V
W−
cfc =
⎧⎨⎩
⎡⎣ w− +W[⊥]−S−w− +W[⊥]−
w−(−1)
⎤⎦ ∈
⎡⎣H(W[⊥]− )H(W[⊥]− )
W
⎤⎦ ∣∣∣w− ∈W−
⎫⎬⎭ . (8.1)
Since every w− ∈ W− can be extended to a function w ∈ W, and since π−w ∈ W− whenever
w ∈ W, Eq. (8.1) can alternatively be written in the form (where we have shifted the extended
function one step to the left)
˚V
W−
cfc =
⎧⎨⎩
⎡⎣π−S−1w +W[⊥]−π−w +W[⊥]−
w(0)
⎤⎦ ∈
⎡⎣H(W[⊥]− )H(W[⊥]− )
W
⎤⎦ ∣∣∣w ∈W
⎫⎬⎭ . (8.2)
A full description of VW−cfc will be given later in Theorem 8.6.
Theorem 8.1. Let W be a Kreı˘n space, and let W− be a passive past behavior on W . Let
XW−cfc := H(W[⊥]− ) and let VW−cfc be the closure of the set ˚VW−cfc defined in (8.1) in the Kreı˘n
space K− := −H(W[⊥]− ) []H(W[⊥]− ) []W . Then ΣW−cfc = (VW−cfc ;H(W[⊥]− ),W) is a passive
controllable forward conservative s/s system whose past behavior is equal to W−. Moreover, the
following claims are true:
(1) The sequence (x(·),w(·)) is an externally generated stable past trajectory of ΣW−cfc if and
only if
w ∈W− and x(n) = S|n|− w +W[⊥]− , n 0. (8.3)
(2) If (x(·),w(·)) is a stable past trajectory of ΣW−cfc , then
w ∈ K(W[⊥]− ) and x(n) = S|n|− w +W[⊥]− , n 0. (8.4)
Proof. Step 1: VW−cfc is a neutral subspace of K. Recall that w +W[⊥]− ∈ H0(W[⊥]− ) ⊂ H(W[⊥]− )
for every w ∈ W−. Since W− is S−-invariant, it is also true that S−w + W[⊥]− ∈ H(W[⊥]− ) for
every w ∈ W−. This implies that ˚VW−cfc is a subspace of K−. To show that VW−cfc is neutral it
suffices to show that ˚VW−cfc is neutral, since ˚V
W−
cfc is dense in V
W−
cfc . However, this follows from
Lemma 4.6.
Step 2: VW−cfc is maximal nonnegative in K−. Let W = −Y []U be a fundamental decompo-
sition of W . This induces a fundamental decomposition of the node space
K− :=
⎡⎣−H(W[⊥]− )H(W[⊥]− )
⎤⎦= [−H(W[⊥]− )0
−Y
]
[]
[ 0
H(W[⊥]− )
U
]
.W
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π−w+W[⊥]− and x(−1) replaced by π−Sw+W[⊥]− we find that the projection of ˚VW−cfc onto the
positive component of this fundamental decomposition is equal to
[H0(W[⊥]− )
U
]
, which is dense
in
[H(W[⊥]− )
U
]
. We know that VW−cfc is neutral, and hence it is the graph of an isometric oper-
ator
[A0 B
C0 D
] : [H0(W[⊥]− )U ]→ [H(W[⊥]− )Y ] (i.e., A0 and C0 are defined on H0(W[⊥]− ), and B and
D are defined on U ). This implies that [A0 B0
C D
]
has a unique extension to an isometric operator[
A B
C D
] : [H(W[⊥]− )U ]→ [H(W[⊥]− )Y ]. Since VW−cfc is the closure of ˚VW−cfc , it is the graph of [A BC D ],
and hence maximal nonnegative.
Step 3: VW−cfc is the generating subspace of a passive and forward conservative s/s system
Σ
W−
cfc = (VW−cfc ;H(W−),W). This follows from steps 1 and 2.
Step 4: If (8.3) holds, then (x(·),w(·)) is a stable externally generated past trajectory of
Σ
W−
cfc . When w ∈W− and x(n) = (S|n|− w)+W[⊥]− , n 0, then
[ x(n+1)
x(n)
w(n)
]
∈ ˚VW−cfc ⊂ VW−cfc for all
n ∈ Z−. Thus, by definition, (x(·),w(·)) is a past trajectory of ΣW−cfc . Clearly w ∈ k2−(W). To
see that x(n) → 0 as n → −∞ we argue as follows. The subspace ˚VW−cfc is neutral in K−, and
hence, for all n ∈ Z−,
∥∥x(n)∥∥2H(W[⊥]− ) = ∥∥x(0)∥∥2H(W[⊥]− ) −
−1∑
k=n
[
w(k),w(k)
]
W .
As n → −∞, the last sum tends to [w(·),w(·)]k2−(W). However, by (4.19),
∥∥x(0)∥∥2H(W[⊥]− ) = ∥∥w + Z [⊥]∥∥2H(W[⊥]− ) = [w(·),w(·)]k2−(W).
This implies that x(n) → 0 in H(W[⊥]− ) as n → −∞.
Step 5: The past behavior of ΣW−cfc is equal to W−. It follows from step 4 that the past behavior
WΣ− of Σ
W−
cfc contains W−, and hence WΣ− =W− since, by Theorem 2.8, WΣ− is nonnegative,
and by assumption, W− is maximal nonnegative in k2−(W).
Step 6: Σcfc is controllable. It follows from step 4 that if w ∈W− has compact support, then
w+W[⊥]− belongs to the reachable subspace of ΣW−cfc . According to Lemma 4.5, this set is dense
in H(W[⊥]− ). Thus, the set of states that can be reached in a finite time is dense in the state space
H(W[⊥]− ) of ΣW−cfc , and so ΣW−cfc is controllable.
Step 7: If (x(·),w(·)) is a stable past trajectory of ΣW−cfc , then (8.4) holds. By Lemma 3.1,
every stable past trajectory (x(·),w(·)) of ΣW−cfc is also a stable past trajectory of the anti-passive
dual Σ† of ΣW−cfc . By applying the reflected version of Theorem 7.1 to the system Σ
† we find
that w ∈ H(W[⊥]− ) and x(−n) = (Sn−w)+W[⊥]− , n 0.
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holds. This follows from steps 5 and 7. 
Definition 8.2. We call the system ΣW−cfc the canonical model of a passive controllable forward
conservative s/s system with full behavior W.
In Theorem 2.11 we established the connections (2.15)–(2.17) between passive past, future,
and full behaviors W− = W−, W+ = W+, and W = W (see Remark 2.13). In particular, they
permit us to define unique full behavior W in terms of a given past behavior W−. Once we have
the full behavior W, we can also define the past/future map ΓW by (6.1).
Lemma 8.3. The input map of ΣW−cfc is the identity on H(W[⊥]− ), and the output map of ΣW−cfc is
the past/future map ΓW of W.
Proof. It follows from Lemma 5.12 and Theorem 8.1 that the B
Σ
W−
cfc
acts as the identity on
H0(W[⊥]− ), and since H0(W[⊥]− ) is dense in H(W[⊥]− ), this means that BΣW−cfc is the identity.
This implies that the output map of ΣW−cfc is ΓW, since the product of the input and output maps
must be equal to ΓW. 
Corollary 8.4. The system ΣW−cfc is both H(W[⊥]− )-exactly controllable and constructable (ob-
servable in backward time), i.e., if the signal part w(·) of a past stable trajectory (x(·),w(·)) of
Σ
W−
cfc is zero, then also the state part x(·) is zero.
Proof. The first claim follows from Lemma 8.3 and the second claim follows from (8.4). 
Lemma 8.5. The pair of sequences (x(·),w+(·)) is a stable future trajectory of ΣW−cfc if and only
if
w+ ∈ K(Wfut),
w+ +Wfut = ΓW
(
w− +W[⊥]−
)
,
x(n) = π−S−n(w− +w+)+W[⊥]− , n ∈ Z+,
(8.5)
for some sequence w− ∈ K(W[⊥]− ) (in particular, x(0) = w− +W[⊥]− ).
Proof. This follows from Lemma 6.9, taking into account that the input map of ΣW−cfc is the
identity on H(W[⊥]− ). 
Lemma 8.5 gives us the following description of the generating subspace VW−cfc of Σ
W−
cfc :
Theorem 8.6. Let W− be a passive past behavior on the Kreı˘n space W . Then the generating
subspace VW−cfc of the canonical model ΣW−cfc = (VW−cfc ;XW−cfc ,W) of a passive controllableforward conservative realization of W− is given by
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W−
cfc =
⎧⎨⎩
⎡⎣π−S−1w +W[⊥]−π−w +W[⊥]−
w(0)
⎤⎦∣∣∣∣∣w = w− +w+, w− ∈ K
(
W
[⊥]
−
)
, w+ ∈ K(W+),
and w+ +W+ = ΓW
(
w− +W[⊥]−
)
⎫⎬⎭ .
(8.6)
Proof. This follows from Lemma 8.5 and the fact that
[ x1
x0
w0
]
∈ VW−cfc if and only if there exists a
stable future trajectory (x(·),w(·)) of ΣW−cfc with x(0) = x0, x(1) = x1, and w(0) = w0. 
Theorem 8.7. Let Σ = (V ;X ,W) be a passive s/s system with input map BΣ and full behav-
ior W. Then BΣ intertwines ΣW−cfc = (VW−cfc ;XW−cfc ,W) with Σ in the sense that[
BΣ 0 0
0 BΣ 0
0 0 1W
]
V
W−
cfc = V ∩
[ X
R(BΣ)
W
]
. (8.7)
Proof. This follows from Lemmas 6.9, 7.7, and 8.5. 
Corollary 8.8. Any two controllable and forward conservative realizations of a given past be-
havior W− are unitarily similar to each other.
Proof. This is true, because by Lemma 5.20, the input maps of these two systems are unitary,
and hence, by Theorem 8.7, both systems are unitarily similar to ΣW−cfc . 
Theorem 8.9. The operator ΓW intertwines the two s/s systems ΣW−cfc and Σ
W+
obc , i.e.,[
ΓW 0 0
0 ΓW 0
0 0 1W
]
V
W−
cfc = VW+obc ∩
⎡⎣ XW+obcR(ΓW)
W
⎤⎦ . (8.8)
Proof. This follows from Theorem 7.8 and Lemma 7.4, and also from Theorem 8.7 and
Lemma 8.3. 
The orthogonal companion of VW−cfc can be characterized as follows:
Lemma 8.10. The orthogonal companion of VW−cfc is given by
(
˚V
W−
cfc
)[⊥] = (VW−cfc )[⊥] =
⎧⎨⎩
⎡⎣ w− +W[⊥]−S−w− +W[⊥]−
w−(−1)
⎤⎦ ∣∣∣w− ∈ K(W[⊥]− )
⎫⎬⎭ . (8.9)
Proof. The proof of this lemma is analogous to step 2 in the proof of Theorem 7.1 which shows
that ( ˚Vobc)[⊥] = VW+obc , where ˚Vobc is the subspace of K+ defined in (7.3). We leave this proof to
the reader (interchange the first two components in ˚Vobc with each other, replace W+ by −W[⊥]− ,
replace Z+ by Z−, and replace S+ by S∗−). 
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The Fourier transform
Up to now we have throughout worked in the time domain, and formulated all our results in
terms of sequences in k2(I ;W), where I is a discrete time interval. It is also possible to work in
the frequency domain instead, replacing all the signal sequences w(·) by their Fourier transforms.
In this section we assume, for simplicity, that the signal space W is separable.
As is well known, for each Hilbert space X , the Fourier transform F , formally defined by
(Fw(·))(z) := wˆ(z) = ∑∞n=−∞ w(n)zn, w(·) → wˆ(·) is a unitary map from 2(X ) onto the
Lebesgue space L2(X ) := L2(T;X ). The restrictions F± = F |2±(X ) of F to 2±(X ) are uni-
tary maps of from 2±(X ) onto the Hardy spaces H 2(D±;X ), where
D+ :=
{
z ∈ Z ∣∣ |z| < 1},
D− :=
{
z ∈ Z ∣∣ |z| > 1}∪ {∞},
T := {z ∈ Z ∣∣ |z| = 1}.
Functions in H 2±(X ) are analytic in D±, they have boundary values a.e. on T, L2(X ) = H 2−(X )⊕
H 2−(X ), and the norm in these three spaces are given by the same formula
∥∥wˆ(·)∥∥2
L2(X ) =
1
2π
∮
ζ∈T
∥∥wˆ(ζ )∥∥2X |dζ |. (9.1)
Constant X -valued functions belong to H 2+(X ), and every wˆ ∈ H 2−(X ) satisfies wˆ(∞) = 0. The
inverse Fourier transform is given by
w(n) = 1
2πi
∮
ζ∈T
ζ−n−1wˆ(ζ )dζ, n ∈ Z. (9.2)
If w ∈ 2+(X ) so that wˆ ∈ H 2+(X ), and if n ∈ Z+, then
w(n) = wˆ
(n)(0)
n! , n ∈ Z
+. (9.3)
A similar formula is valid when w ∈ 2−(X ) and n ∈ Z−, involving derivatives of the function
wˆ(1/z) at the origin. Since 2(X ) = 2−(X ) ⊕ 2+(X ) also L2(X ) = H2−(X ) ⊕ H2+(X ). We
denote the orthogonal projections of L2(X ) onto H2±(X ) by πˆ±. They are explicitly given by
(πˆ+wˆ)(z) = 12πi
∮
ζ∈T
(ζ − z)−1wˆ(ζ )dζ, wˆ ∈ L2(W), z ∈ D+,
(πˆ−wˆ)(z) = − 12πi
∮
(ζ − z)−1wˆ(ζ )dζ, wˆ ∈ L2(W), z ∈ D−.
(9.4)ζ∈T
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to the case where X is replaced by a Kreı˘n space W . We denote the images of k2+(W), k2(W),
and k2−(W) under the Fourier transform by K2+(W) := K2(D+;W), K2(W) := K2(T;W), and
K2−(W) := K2(D−;W), respectively, and define the indefinite inner products in these spaces
so that the Fourier transform is a unitary operator in each case. This means that, if we fix some
admissible Hilbert space inner product in W , then the functions in K2+(W), K2(W), and K2−(W)
belong to H 2+(W), L2(W), and H 2−(W), respectively, and that these three spaces share the same
Kreı˘n space inner product
[
wˆ1(·), wˆ2(·)
]
K2(W) =
1
2π
∮
ζ∈T
[
wˆ1(ζ ), wˆ2(ζ )
]
W |dζ |. (9.5)
Every fundamental decomposition W = −Y [] U of the signal space gives rise to the three
fundamental decompositions
H 2+(W) = −H 2+(Y) []H 2+(U),
L2(W) = −L2(Y) []L2(U),
H 2−(W) = −H 2−(Y) []H 2−(U).
Under the Fourier transform the three shift operators S+, S, and S− and their adjoints are
mapped into the frequency domain shift operators
Ŝ+wˆ(z) := zwˆ(z), wˆ(·) ∈ K2+(W),
Ŝ∗+wˆ(z) :=
1
z
(
wˆ(z)− wˆ(0)), wˆ(·) ∈ K2+(W),
Ŝ wˆ(z) := zwˆ(z), wˆ(·) ∈ K2(W),
Ŝ−1wˆ(z) := 1
z
wˆ(z), wˆ(·) ∈ K2(W),
Ŝ−wˆ(z) := zwˆ(z)− lim
ζ→∞ ζ wˆ(ζ ), wˆ(·) ∈ K
2−(W),
Ŝ∗−wˆ(z) :=
1
z
wˆ(z), wˆ(·) ∈ K2−(W).
(9.6)
Frequency domain behaviors
Under the Fourier transform the class of all passive future behaviors W+ on W is mapped
onto the class of all maximal nonnegative Ŝ+-invariant subspaces Ŵ+ of K2+(W), the class of
all passive past behaviors W− on W is mapped onto the class of all maximal nonnegative Ŝ−-
invariant subspaces Ŵ− of K2−(W), and the class of all passive full behaviors W is mapped onto
the class of all maximal nonnegative Ŝ-reducing causal subspaces Ŵ of K2(W). The definition
of causality in the frequency domain is analogous to the definition of causality in time domain,
i.e., a S-reducing maximal nonnegative subspace Ŵ is causal if it is true for some fundamental
decomposition W = −Y [] U of W that
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The frequency domain analogue of the space H(W+) is the Hilbert space H(Ŵ+), where
Ŵ+ is a maximal nonnegative Ŝ+-invariant subspace of K2+(W), and the frequency domain ana-
logue of the space H(W[⊥]− ) is the Hilbert space H(Ŵ[⊥]− ), where Ŵ− is a maximal nonnegative
Ŝ−-invariant subspace of K2−(W). These spaces are defined in the same way as in Section 4, with
k2±(W) replaced by K2±(W) and with M± replaced by Ŵ±. Since the F± are unitary maps of
k2±(W) onto H 2±(W), and since the frequency domain constructions are identical to the time do-
main constructions, the Fourier transform induces two unitary maps H(W±) → H(Ŵ±) which
map H0(W±) isometrically onto H0(Ŵ±). We shall use the same notation F± for these two
unitary maps.
Given a passive full behavior W we define the frequency domain version of the past/future
maps of W by ΓŴ = F+ΓWF−1− . Thus, if W is a passive full behavior on W with the corre-
sponding passive future and past behaviors W+ and W−, then ΓŴ is the unique linear contrac-
tion H(Ŵ[⊥]− ) → H(Ŵ+), which is defined by the relation
πˆ+wˆ + Ŵ+ = ΓŴ
(
πˆ−wˆ + Ŵ[⊥]−
)
, wˆ ∈ Ŵ,
on the dense subspace H0(Ŵ[⊥]− ) := {wˆ− +Ŵ−[⊥] | wˆ− ∈ Ŵ−} of H(Ŵ[⊥]− ) and then extended
to H(Ŵ[⊥]− ) by continuity.
Graph representations of frequency domain behaviors
We next develop graph representations of Ŵ, Ŵ+, and Ŵ− by using the graph representations
(2.12)–(2.14) of W+, W, and W−. As is well known and easy to prove, the operators D+, D,
and D− in appearing in (2.12)–(2.14) have the expansions
(D+w+)(n) =
n∑
k=0
D(n− k)w(k), w+ ∈ k2+(U), n ∈ Z+, (9.8)
(Dw)(n) =
n∑
k=−∞
D(n− k)w(k), w ∈ k2(U), n ∈ Z, (9.9)
(D−w−)(n) =
n∑
k=−∞
D(n− k)w(k), w− ∈ k2−(U), n ∈ Z−, (9.10)
with the same coefficients D(k), k ∈ Z+, in all the three formulas. If we define Φ(z) by
Φ(z) =
∞∑
n=0
D(n)zn, (9.11)
then Φ is a Schur class function in the unit disk D+, i.e., a B(U ,Y)-valued analytic contractive
function in D+. The radial limits
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r↑1 Φ(rζ ), ζ ∈ T, (9.12)
exist in the strong sense a.e. on T. The frequency domain analogues of the three operators D, D+,
and D− are D̂= FDF−1, D̂+ = D̂|H 2+(U), and D̂− = πˆ+D̂|H 2−(U). Here D̂ is a Laurent operator
(multiplication operator) with symbol Φ , and D̂+, and D̂− are the appropriate compressions
of D̂, i.e.,
(D̂wˆ)(ζ ) = Φ(ζ)wˆ(ζ ), wˆ ∈ L2(W), ζ ∈ T,
(D̂+wˆ+)(z) = Φ(z)wˆ+(z), wˆ+ ∈ H 2+(W), z ∈ D+,
(D̂−wˆ−)(z) = − 12πi
∮
ζ∈T
Φ(ζ)wˆ−(ζ )
ζ − z dζ, wˆ− ∈ H
2−(W), z ∈ D−.
(9.13)
The adjoint D̂∗ of D̂ is the Laurent operator whose symbol is Φ∗(ζ ), ζ ∈ T, and D̂∗+ and D̂∗+
are the appropriate compressions of D̂∗. The symbol Φ∗(ζ ) is the radial boundary value of the
function Φ∗(1/z), z ∈ D−, which is a Schur class function in D−. In terms of the three operators
D̂ and D̂± the Fourier images Ŵ := FW and Ŵ± := F±W± of W and W± have the graph
representations
Ŵ =
{
wˆ =
[
D̂uˆ
uˆ
] ∣∣∣ uˆ ∈ L2(U)} ,
Ŵ± =
{
wˆ± =
[
D̂±uˆ±
uˆ±
] ∣∣∣ uˆ± ∈ H 2±(U)} . (9.14)
The de Branges complementary spaces H(D̂+) and H(D̂∗−)
We next describe how the spaces H(Ŵ+) and H(Ŵ[⊥]− ) can be mapped unitarily onto the de
Branges complementary spaces H(D̂+) and H(D̂∗−).
The most important fact in the construction of H(D̂+) and H(D̂∗−) is that both of the operators
D̂+ and D̂∗− are contractions, and below we describe how one constructs the de Branges com-
plementary space H(A) for a given contraction A : U˜ → Y˜ where U˜ and Y˜ are Hilbert spaces.
This space is defined by the formulas
H(A) = {y˜ ∈ Y˜ ∣∣ ‖y˜‖H(A) < ∞}, (9.15)
where
‖y˜‖H(A) = sup
{‖y˜ −Au˜‖2Y˜ − ‖u˜‖2U˜ ∣∣ u˜ ∈ U˜}. (9.16)
This is a Hilbert space continuously contained in Y˜ . It was introduced and used in [7,8] with A
replaced by D̂+ as the state space in the canonical de Branges–Rovnyak model of a scattering
i/s/o observable backward conservative system with a given Schur class scattering matrix Φ . We
shall derive this model from our s/s model in the next section.
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H(A) = R((1 −AA∗)1/2),
‖y˜‖H(A) =
∥∥[(1 −AA∗)1/2][−1]y˜∥∥Y˜ , y˜ ∈ H(A), (9.17)
where the upper index [−1] represents a pseudo-inverse, i.e., B[−1] : R(B) → (N (B))⊥ is the
inverse of the injective operator B|(N (B))⊥ → R(B). The operator (1−AA∗)1/2 is usually called
the defect operator of the contraction A∗. See [1,11] for more details.
In [6] it was explained how the space H(Z) described in Section 4 is related to the
space H(A), where A is the contraction appearing in the graph representation
Z =
{[
Au˜
u˜
] ∣∣∣ u˜ ∈ U˜}
of the maximal nonnegative subspace Z of K with respect to some fundamental decomposition
K = −Y˜ [] U˜ . The connection is the following. There exists a unitary map T : H(Z) → H(A)
with the property that the image of x +Z ∈ H(Z) under T is the unique vector y˜ in this equiva-
lence class whose projection onto U˜ is zero. Explicitly this means that
T
([
y˜
u˜
]
+ Z
)
= y˜ −Au˜,
[
y˜
u˜
]
∈ K(Z),
T −1y˜ =
[
y˜
0
]
+ Z, y˜ ∈ H(A).
(9.18)
The operator T maps H0(Z) one-to-one onto the dense subspace R(1 − AA∗) of H(A). In the
sequel we denote H0(A) := R(1 −AA∗).
We now apply the theory described above with the following alternative replacements:
(1) Z = Ŵ+, A = D̂+, U˜ = H 2+(U), Y˜ = H 2+(Y), and T = T̂+,
(2) Z = Ŵ[⊥]− , A = D̂∗−, U˜ = H 2−(Y), Y˜ = H 2−(U), and T = T̂−.
We leave it to the reader to carry out these substitutions in (9.15)–(9.17). When we do the same
substitution in (9.18) we get
T̂+
([
yˆ+
uˆ+
]
+ Ŵ+
)
= yˆ+ − D̂+uˆ+,
[
yˆ+
uˆ+
]
∈ K(Ŵ+),
T̂−
([
yˆ−
uˆ−
]
+ Ŵ[⊥]−
)
= uˆ− − D̂∗−yˆ−,
[
yˆ−
uˆ−
]
∈ K(Ŵ[⊥]− ),
T̂ −1+ yˆ+ =
[
yˆ+
0
]
+ Ŵ+, yˆ+ ∈ H(W+),
T̂ −1− uˆ− =
[
0
uˆ−
]
+ Ŵ[⊥]− , uˆ− ∈ H
(
W
[⊥]
−
)
.
(9.19)
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By using the unitary maps T̂− : H(Ŵ[⊥]− ) → H(D̂∗−) and T̂+ : H(Ŵ+) → H(D̂+) we can
define a version of the past/future map of a passive full behavior which is a contraction from
H(D̂∗−) to H(D̂+), namely
Γ(D̂∗−,D̂+) := T̂+ΓŴT̂
−1− = T̂+F+ΓWF−1− T̂ −1− .
This map is related to but not identical with the Hankel operator
ΓD̂ := πˆ+D̂πˆ− : H 2−(U) → H 2+(Y)
induced by D̂. Before we explaining the exact connection we first prove the following lemma.
Lemma 9.1. Let wˆ ∈ Ŵ, and write wˆ in the form wˆ = [ D̂uˆ
uˆ
]
where uˆ = PL2(U)uˆ ∈ L2(U)
(cf. (9.14)). Then
T̂−
(
πˆ−wˆ + Ŵ[⊥]−
) = (1 − D̂∗−D̂−)uˆ−,
T̂+(πˆ+wˆ + Ŵ+) = ΓD̂uˆ−,
(9.20)
where uˆ− = πˆ−u ∈ H 2−(U).
Proof. Since πˆ−w =
[
πˆ−D̂uˆ
πˆ−uˆ
]= [ D̂−uˆ−
uˆ−
]
, we get from (9.19),
T̂−
(
πˆ−wˆ + Ŵ[⊥]−
)= uˆ− + D̂∗−(D̂−uˆ−) = (1 − D̂∗−D̂−)uˆ−,
which is the first claim in (9.20). Analogously,
πˆ+wˆ =
[
πˆ+D̂uˆ
πˆ+uˆ
]
=
[
D̂+uˆ+
uˆ+
]
+
[
ΓD̂uˆ−
0
]
, (9.21)
where uˆ+ = πˆ+uˆ ∈ H 2+(Y). The first component in the above sum belongs to Ŵ+, and hence
by (9.19), T̂+(πˆ+wˆ + Ŵ+) = ΓD̂uˆ−. 
Lemma 9.2. The operator Γ(D̂∗−,D̂+) is the unique linear contraction H(D̂
∗−) → H(D̂+), which
is defined by the relation
Γ(D̂∗−,D̂+) = ΓD̂
(
1 − D̂∗−D̂−
)[−1]
, (9.22)
on the dense subspace H0(D̂∗−) = R(1 − D̂∗−D̂−) of H(D̂∗−) and then extended to H(D̂∗−) by
continuity.
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ΓŴ
(
πˆ−wˆ + Ŵ[⊥]−
)= πˆ+wˆ + Ŵ+, wˆ ∈ Ŵ. (9.23)
This together with (9.20) gives
ΓD̂uˆ− = T̂+(πˆ+wˆ + Ŵ+) = T̂+ΓŴ
(
πˆ−wˆ + Ŵ[⊥]−
)= T̂+ΓŴT̂ −1− (1 − D̂∗−D̂−)uˆ−.
Here uˆ− can be an arbitrary function in H 2−(U), and consequently
ΓD̂ = Γ(D̂∗−,D̂+)
(
1 − D̂∗−D̂−
)
. (9.24)
By applying the pseudo-inverse (1 − D̂∗−D̂−)[−1] to both sides of (9.24) we get the conclusion
of Lemma 9.2 
The operator 1 − D̂∗−D̂− appearing in Lemma 9.2 has a natural interpretation:
Lemma 9.3. The adjoint of the inclusion map H(D̂∗−) ↪→ H 2−(U) is the operator 1 − D̂∗−D̂− :
H 2−(U) → H(D̂∗−).
Proof. By (9.17), every uˆ− ∈ H(D̂∗−) can be written in the form uˆ− = (1 − D̂∗−D̂−)1/2uˆ0 for
some uˆ0 ∈ H 2−(U). Therefore, for every uˆ1 ∈ H 2−(U) (to get the third equality sign below we
polarize the second identity in (9.17))
(uˆ−, uˆ1)H 2−(U) =
((
1 − D̂∗−D̂−
)1/2
uˆ0, uˆ1
)
H 2−(U)
= (uˆ0, (1 − D̂∗−D̂−)1/2uˆ1)H 2−(U)
= ((1 − D̂∗−D̂−)1/2uˆ0, (1 − D̂∗−D̂−)uˆ1)H(D̂∗−)
= (uˆ−, (1 − D̂∗−D̂−)uˆ1)H(D̂∗−). 
10. Input/output representations of passive behaviors
Frequency domain versions of the canonical s/s models
By using the Fourier transform we can map the two canonical models ΣW+obc and Σ
W−
cfc into
the frequency domain, to get two canonical frequency domain models ΣŴ+obc and Σ
Ŵ−
cfc whose
frequency domain full behavior is Ŵ. The generating subspace of the frequency domain passive
observable and backward conservative model Σ̂Ŵ+obc is given by
V
Ŵ+
obc =
⎧⎨⎩
⎡⎣ Ŝ∗+wˆ + Ŵ+wˆ + Ŵ+
⎤⎦ ∈ [H(Ŵ+)H(Ŵ+)
W
] ∣∣∣ wˆ ∈ K(Ŵ+)
⎫⎬⎭ , (10.1)wˆ(0)
D.Z. Arov, O.J. Staffans / Journal of Functional Analysis 257 (2009) 2573–2634 2629and the generating subspace of the frequency domain controllable and forward conservative
model is
V
Ŵ−
cfc =
⎧⎨⎩
⎡⎣ πˆ−Ŝ−1wˆ + Ŵ[⊥]−πˆ−wˆ + Ŵ[⊥]−
wˆ+(0)
⎤⎦ ∣∣∣∣∣ wˆ = wˆ− + wˆ+, wˆ− ∈ K
(
Ŵ
[⊥]
−
)
, wˆ+ ∈ K(Ŵ+),
and wˆ+ + Ŵ+ = Γ̂Ŵ
(
wˆ− + Ŵ[⊥]−
)
⎫⎬⎭ .
(10.2)
The first canonical de Branges–Rovnyak model
We continue by developing a description of the i/s/o representation of ΣŴ+obc corresponding to
a fundamental decomposition W = −Y [] U of the signal space W . We begin by applying the
unitary similarity transform T̂+ to ΣŴ+obc in order to replace the state space H(Ŵ+) of ΣŴ+obc by
the state space H(D̂+) of the new system ΣD̂+obc with generating subspace
V
D̂+
obc :=
[
T̂+ 0 0
0 T̂+ 0
0 0 1W
]
V Ŵobc.
We decompose the parameter w+ ∈ K(Ŵ+) in (10.1) in the form wˆ+ =
[ yˆ+
uˆ+
]
. Then wˆ+(0) =[ yˆ+(0)
uˆ+(0)
]
, and (Ŝ∗+wˆ+)(z) =
[ Ŝ∗+yˆ+
Ŝ∗+uˆ+
]
. Thus, by (9.19), for all z ∈ D+,
(
T̂+
(
Ŝ∗+wˆ+ + Ŵ+
))
(z) = (Ŝ∗+yˆ+ − D̂+Ŝ∗+uˆ+)(z)
= 1
z
(
yˆ+(z)− yˆ+(0)−Φ(z)
(
uˆ+(z)− uˆ+(0)
))
.
Denoting
xˆ0 = T̂+(wˆ+ + Ŵ+) = yˆ+ − D̂+uˆ+,
u0 = uˆ+(0),
and observing that xˆ0 can be an arbitrary vector in H(D̂+) and u0 can be an arbitrary vector in
U we get
V
D̂+
obc =
⎧⎪⎨⎪⎩
⎡⎢⎣
Aobcxˆ0 +Bobcu0
xˆ0
Cobcxˆ0 +Cobcu0
u0
⎤⎥⎦ ∈
⎡⎢⎣
H(D̂+)
H(D̂+)
Y
U
⎤⎥⎦ ∣∣∣ xˆ0 ∈ H(D̂+) and u0 ∈ U
⎫⎪⎬⎪⎭ , (10.3)
where
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z
(
xˆ0(z)− xˆ0(0)
)
, xˆ0 ∈ H(D̂+), z ∈ D+,
(Bobcu0)(z) = 1
z
(
Φ(z)−Φ(0))u0, u0 ∈ U , z ∈ D+,
Cobcxˆ0 = xˆ0(0), xˆ0 ∈ H(D̂+),
Dobc = Φ(0).
(10.4)
Here
[Aobc Bobc
Cobc Eobc
] : [H(D̂+)U ]→ [H(D̂+)Y ] is a linear co-isometric operator, and (10.3) is a graph
representation of V D̂+obc of the type (1.5). Thus, the i/s/o representation
Σ̂
D̂+
i/s/o =
([
Aobc Bobc
Cobc Dobc
]
;H(D̂+),U ,Y
)
of ΣD̂+obc that we obtain in this way is the canonical de Branges–Rovnyak model of an observable
backward conservative scattering system with the scattering matrix Φ mentioned above. This
system is observable since ΣD̂+obc is observable, i.e.,
⋂
n0 N (CobcAnobc) = {0}, and the scattering
matrix zCobc(1 − zAobc)−1Bobc +Dobc of this system is equal to Φ(z).
The second canonical de Branges–Rovnyak model
By applying the unitary similarity transformation T̂− to the system ΣŴ−cfc whose generating
subspace is given in (10.2) we get another system ΣD̂−cfc whose generating subspace is
V
D̂−
cfc :=
[
T̂− 0 0
0 T̂− 0
0 0 1W
]
V
Ŵ−
cfc . (10.5)
This subspace contains the dense subspace
˚V
D̂−
cfc :=
[
T̂− 0 0
0 T̂− 0
0 0 1W
]
˚V
Ŵ−
cfc , (10.6)
where ˚V Ŵ−cfc is the frequency domain version of the subspace ˚V
W−
cfc defined in (8.2), i.e.,
˚V
Ŵ−
cfc =
⎧⎨⎩
⎡⎣ πˆ−Ŝ−1wˆ + Ŵ[⊥]−πˆ−wˆ + Ŵ[⊥]−
wˆ(0)
⎤⎦ ∈
⎡⎣H(Ŵ[⊥]− )H(Ŵ[⊥]− )
W
⎤⎦ ∣∣∣ wˆ ∈ Ŵ
⎫⎬⎭ . (10.7)
We parametrize wˆ in (10.7) by wˆ = [ D̂uˆ
uˆ
]
where uˆ = PL2(U) is a free parameter in L2(U), and
denote uˆ± = πˆ±uˆ. By (9.20),
T̂−
(
πˆ−wˆ + Ŵ[⊥]−
)= (1 − D̂∗−D̂−)uˆ−.
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T̂−
(
πˆ−Ŝ−1wˆ + Ŵ[⊥]−
))
(z)
= (πˆ−Ŝ−1uˆ)(z)− (D̂∗−πˆ−Ŝ−1(D̂−uˆ− + D̂+uˆ+ + ΓD̂uˆ−))(z)
= 1
z
((
1 − D̂∗−D̂−
)
uˆ−
)
(z)− 1
z
Φ(1/z)
(
Φ(0)uˆ+(0)+ (ΓD̂uˆ−)(0)
)
.
Denoting
xˆ0 =
(
1 − D̂∗−D̂−
)
uˆ−,
u0 = uˆ+(0),
and using Lemma 9.2 and the fact that xˆ0 can be an arbitrary vector in H0(D̂∗−) and u0 can be an
arbitrary vector in U we get
˚V
D̂∗−
cfc =
⎧⎪⎨⎪⎩
⎡⎢⎣
Acfcxˆ0 +Bcfcu0
xˆ0
Ccfcxˆ0 +Dcfcu0
u0
⎤⎥⎦ ∈
⎡⎢⎣
H(D̂∗−)
H(D̂∗−)
Y
U
⎤⎥⎦ ∣∣∣ xˆ0 ∈ H0(D̂∗−) and u0 ∈ U
⎫⎪⎬⎪⎭ , (10.8)
where
(Acfcxˆ0)(z) = 1
z
(
xˆ0(z)−Φ∗(1/z)(Γ(D̂∗−,D̂+)xˆ0)(0)
)
, xˆ0 ∈ H
(
D̂∗−
)
, z ∈ D−,
(Bcfcu0)(z) = 1
z
(
1U −Φ∗(1/z)Φ(0)
)
u0, u0 ∈ U , z ∈ D−,
Ccfcxˆ0 = (Γ(D̂∗−,D̂+)xˆ0)(0), xˆ0 ∈ H
(
D̂∗−
)
,
Dcfc = Φ(0). (10.9)
Since H0(D̂∗−) is dense in H(D̂∗−) we find that
V
D̂−
cfc =
⎧⎪⎨⎪⎩
⎡⎢⎣
Acfcxˆ0 +Bcfcu0
xˆ0
Ccfcxˆ0 +Ccfcu0
u0
⎤⎥⎦ ∈
⎡⎢⎣
H(D̂∗−)
H(D̂∗−)
Y
U
⎤⎥⎦ ∣∣∣ xˆ0 ∈ H(D̂∗−) and u0 ∈ U
⎫⎪⎬⎪⎭ . (10.10)
Here
[Acfc Bcfc
Ccfc Ecfc
] : [H(D̂∗−)U ]→ [H(D̂∗−)Y ] is an isometric operator, and (10.10) is a graph represen-
tation of V D̂−cfc of the type (1.5). Thus, the i/s/o representation
Σ̂
D̂−
i/s/o =
([
Acfc Bcfc
Ccfc Dcfc
]
;H(D̂∗−),U ,Y)
of ΣD̂+cfc that we obtain in this way is the canonical de Branges–Rovnyak model of a con-
trollable forward conservative scattering system with the scattering matrix Φ . This system is
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∨
n0 R(AncfcBcfc) = X , and the scattering matrix
zCcfc(1 − zAcfc)−1Bcfc +Dcfc of this system is equal to Φ(z).
The formulas for the adjoints of the operators Acfc, Bcfc, Ccfc, and Dcfc in (10.9) are simpler
than the formulas for these operators themselves, and they are also easier to compute. This can
be done without any knowledge of the past/future map Γ(D̂∗−,D̂+). Explicitly, these adjoints are
given by
(
A∗cfcxˆ0
)
(z) = zxˆ0(z)− lim
ζ→∞ ζ xˆ0(ζ ), xˆ0 ∈ H
(
D̂∗−
)
, z ∈ D−,
B∗cfcxˆ0 = lim
ζ→∞ ζ xˆ0(ζ ), xˆ0 ∈ H
(
D̂∗−
)
,(
C∗cfcy0
)
(z) = (Φ∗(1/z)−Φ∗(0))y0, y0 ∈ Y, z ∈ D−,
D∗cfc = Φ∗(0).
(10.11)
The most straightforward way to compute these adjoints is to repeat the computation leading to
(10.4) with (7.1) replaced by (8.9), W+ replaced by W[⊥]− , D+ replaced by D∗−, and S∗+ replaced
by S−. However, they can, of course, also be computed directly from (10.9). We leave the proof
of (10.11) to the reader.
Input and output maps of i/s/o representations
Let Σ = (V ;X ,W) be a passive s/s system, and let BΣ : H(W[⊥]− ) → X and CΣ : X →
H(W+) be the input and output maps of Σ , where W− = WΣpast and W+ = WΣfut are the past
and future behaviors of Σ . We again map H(W[⊥]− ) unitarily onto H(Ŵ[⊥]− ) by means of F− and
H(W+) unitarily onto H(Ŵ+) by means of F+. Under these transformations BΣ and CΣ are
mapped onto the frequency domain input and output maps
BΣ̂ =BΣF−1− , CΣ̂ = F+CΣ. (10.12)
It follows from Lemma 5.10 that BΣ̂ is the unique contraction H(Ŵ[⊥]− ) → X whose restriction
to H0(Ŵ[⊥]− ) is given by
BΣ̂
(
wˆ− + Ŵ[⊥]past
)= x(0), wˆ−(·) ∈ Ŵpast, (10.13)
where (x(·),F−1− wˆ−(·)) is the unique stable externally generated past trajectory of Σ whose
signal part is F−1− wˆ−(·). By Lemma 5.2, CΣ̂ is the contraction defined by
CΣ̂x0 =
{
wˆ+ +Wfut
∣∣∣∣ w+ := F−1+ wˆ+ is the signal part of some stablefuture trajectory (x(·),w+(·)) of Σ with x(0) = x0
}
. (10.14)
Let W = −Y [] U be a fixed fundamental decomposition of W , and let T̂− : H(Ŵ[⊥]− ) →
H(D̂∗−) and T̂+ : H(Ŵ+) → H(D̂+) be the two unitary operators in (9.19). Under these trans-
formations B̂ and Ĉ are mapped into the two contractionsΣ Σ
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D̂−
Σ̂
= BΣF−1− T̂ −1− : H
(
D̂∗−
)→ X ,
C
D̂+
Σ̂
= T̂+F+CΣ : X → H(D̂+).
(10.15)
These two maps can be characterized more explicitly in terms of the coefficient matrix
[
A B
C D
]
of
the corresponding scattering i/s/o representation Σi/s/o = (
[
A B
C D
];X ,U ,Y)) of the s/s system Σ .
This coefficient matrix is the contraction appearing in the graph representation
V =
⎧⎪⎨⎪⎩
⎡⎢⎣
x1
x0
y0
u0
⎤⎥⎦ ∈
⎡⎢⎣
X
X
Y
U
⎤⎥⎦ ∣∣∣ xˆ0 ∈ X , u0 ∈ U , and [x1
y0
]
=
[
A B
C D
][
x0
u0
]⎫⎪⎬⎪⎭ (10.16)
of the generating subspace V of Σ corresponding to the fundamental decomposition W =
−Y [] U . This means that (x(·),w(·)) is a trajectory of Σ on some interval I if and only if
(x(·), u(·), y(·)) is a trajectory of Σi/s/o on I , where w(·) =
[ y(·)
u(·)
]
and (1.6) holds.
The maps BD̂−
Σ̂
and CD̂−
Σ̂
are related to but not identical with the standard input and out-
put maps BΣi/s/o and CΣi/s/o of the i/s/o system Σ . These two maps are defined as follows: If
(x−(·), u−(·), y−(·)) is a stable externally generated past trajectory of Σi/s/o then
BΣi/s/ou−(·) = x−(0),
and if (x+(·), u+(·), y+(·)) is a (stable) future trajectory of Σi/s/o with u+(·) = 0, then
CΣi/s/ox+(0) = y+(·).
By using (1.6) one get the following explicit formulas for these two operators:
BΣi/s/ou− =
∑
k∈Z−
A−kBu−(k), u− ∈ 2−(U),
CΣi/s/ox0 =
{
CAkx0
}
k∈Z+ , x0 ∈ X ;
(10.17)
see, e.g., [12, p. 697]. It follows from (2.8) that BΣi/s/o is a contraction 2−(U) → X , and it
follows from (1.8) with m = 0 that CΣi/s/o is a contraction X → 2+(Y).
We denote the frequency domain version of BΣi/s/o and CΣi/s/o by
BΣ̂i/s/o :=BΣi/s/oF−1− , CΣ̂i/s/o := F+CΣi/s/o . (10.18)
The operators CD̂+
Σ̂
and CΣ̂i/s/o are related in the following way.
Lemma 10.1. The operator CΣ̂i/s/o is the composition of C
D̂−
Σ̂
and the inclusion map H(D̂+) ↪→
H 2+(Y).
Proof. This follows from (9.19). 
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Σ̂
is the unique linear contraction H(D̂∗−) → X , which is defined
by the relation
B
D̂−
Σ̂
=BΣ̂i/s/o
(
1 − D̂∗−D̂−
)[−1]
, (10.19)
on the dense subspace H0(D̂∗−) = R(1 − D̂∗−D̂−) of H(D̂∗−) and then extended to H(D̂∗−) by
continuity.
Proof. The proof of this is a simplified version of the proof of Lemma 9.1, and it is left to the
reader. 
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