Abstract. This paper presents a morphological classification of languages from the IR perspective. Linguistic typology research has shown that the morphological complexity of each language of the world can be described by two variables, index of synthesis and index of fusion. These variables provide a theoretical basis for IR research handling morphological issues. A common theoretical framework is needed in particular due to the increasing significance of cross-language retrieval research and CLIR systems processing different languages. The paper elaborates the linguistic morphological typology for the purposes of IR research. It is studied how the indices of synthesis and fusion could be used as practical tools in mono-and cross-lingual IR research. The need for semantic and syntactic typologies is discussed. The paper also reviews studies done in different languages on the effects of morphology and stemming in IR.
Introduction
There are at least 4000 languages in the world [1, 2] . The precise figure depends on, for example, where to draw a line between a dialect and a distinct language. 1 Languages are classified on the basis of their supposed genetic relationships into language families on the one hand, and on linguistic grounds on the other. The language families include Indo-European (the largest family including the western languages), Finno-Ugric (including Finnish and Hungarian) and Sino-Tibetan (including Chinese). Some languages are difficult to include in the established families, and they are called isolates (e.g., Japanese). The traditional morphological typology distinguishes 4 language types. The syntactic typology by Greenberg divides languages into different types on the basis of the order of sentence elements [4] .
This paper presents a morphological classification of languages from the standpoint of IR.
The paper considers morphology associated with texts, i.e., written form of languages. IR research is an international research area. Monolingual research is performed in different languages. Crosslanguage retrieval has become an important research area in a global scale [5, 6, 7] . It is difficult to follow and make research if one does not master the languages involved. This difficulty could be relieved by a common linguistic framework applicable to IR. This study collects the results of morphological typology research done in linguistics and combines the results into a theoretical framework for IR research. It is shown in the present paper that the variation in morphological properties among world's languages is high. It is, however, also shown that the same morphological processes affect all world's languages and all languages can be described using the same morphological variables. This paper also discusses lexical-semantic variation in world's languages, but the theoretical framework only covers the structure of words.
The aim of the paper is also to provide practical tools for IR research, in particular for text retrieval research. Text retrieval refers to retrieving documents from text databases, i.e., electronic collections of documents, such as magazine, journal, and newspaper articles. Morphological typology research has shown that it is possible to describe the morphological complexity of each language using two variables, index of synthesis and index of fusion [8, 9, 10] . The former describes the amount of affixation in an individual language, and the latter the ease with which affixes can be segmented in words in a language. It is proposed in the present paper that, for each language, these variables could be utilized in IR within a language and across languages as practical tools in system development and evaluation.
The rest of this paper is organized as follows. Section 2 considers the central concepts of morphology. Section 3 considers the most important morphological phenomena related to information retrieval, i.e., inflection, derivation, and compound words, and reviews studies done on the effects of stemming in IR. Section 4 presents the traditional morphological typology as well as the recent one based on the variables of index of synthesis and index of fusion. In Section 5 the recent morphological typology is subcategorized for the purpose of IR. Section 6 considers how languages differ in inflection, derivation and the frequency of compound words. Section 7 discusses how the indices of synthesis and fusion could be utilized in empirical IR research and system development. In section 8 the need for semantic and syntactic typologies is discussed. Section 9 presents conclusions.
Core concepts of morphology
Morphology is the field of linguistics which studies word structure and formation. It is composed of inflectional morphology and derivational morphology [9, 11, 12] . A morpheme is the smallest unit of a language which has a meaning [9, 15] . Morphemes are classified into (1) free morphemes and (2) A lexeme is a set of word forms which belong together [13] , or a word considered as a lexical unit, in abstraction from the specific word forms it takes in specific constructions [14] . For example, the lexeme sing has the following word forms or inflectional forms: sing, sang, sung, sings, singing.
Suffixes are more common than prefixes in world's languages [9] . There are many languages that almost entirely use suffixes in inflection and derivation, and they are also called suffix languages.
For instance, in Finnish inflected word forms are formed only by means of suffixes. In derivation prefixes are also used but they are not common. The order of appearance of the derivational and inflectional suffixes is the same in most suffix languages, that is, a stem is followed by derivational suffixes and these are followed by inflectional suffixes. Prefix languages are not so common as suffix languages. Thai language and Swahili are examples of prefix languages. In prefix languages a stem is usually preceded by derivational prefixes, and these are preceded by inflectional prefixes.
Morphological phenomena in IR
The three main morphological phenomena, i.e., inflection, derivation, and compound words, all affect the effectiveness of text retrieval. Documents are not retrieved if the search key and its occurrence in a database index (the index term) are not identical in form. Thus a search key given in a base form does not match with the inflected forms of the key (or vice versa). For effective text retrieval, morphological processing is needed in most languages to handle inflected word forms.
The morphological processing may be simple manual truncation or automatic stemming or normalization (lemmatization). In stemming affixes are removed from word forms [16] . The output is a common root or stem of different forms, which is not necessarily a real word. In lexicon-based morphological analysis word forms are normalized, i.e., word forms are turned into base forms which are real words. Morphological analysis also allows the splitting of compounds into their component words.
In text retrieval it has to be decided whether derivatives and their roots are conflated into the same form (or whether just inflected words are handled). [18] .
In Japanese, Chinese, and Korean texts there are no obvious word boundaries [19] . 4 Term segmentation is a process in which a string of characters is divided into words and other meaningful units [22] . The main problem with segmentation is that there are often several legitimate ways to segment a sentence due to various morphological, syntactic, and semantic factors [22, 23, 24, 25] . Segmentation is associated with compound noun identification which is the same kind of task as phrase identification in English [25] .
As shown in this paper, for each language the decisions associated with morphological processing basically require three kinds of information, i.e., information on the degree of morphological synthesis and fusion as well as semantic fusion. It is possible to quantify this information using the measures of index of synthesis and index of fusion (Sections 4-5). It is proposed in this paper (Section 7) that the indices of synthesis and fusion could be used as guides for morphological processing decisions. The variables are computable allowing straightforward comparisons between many types of situations associated with IR morphology.
Due to stemming and normalization three kinds of benefits may be gained [26] . First, a user does not need to worry about morphology and truncation, because different forms of the key are automatically conflated into the same form. Particularly in the languages with complex morphology, such as Slovene and Finnish, it may be difficult to form a good query without morphological programs [17, 27] . Second, stemming and normalization may cause storage savings.
This was shown by Alkula who used a Finnish test collection in her study and found that the number of index terms decreased substantially due to normalization [28] . This resulted in storage savings, though the number of addresses in the index was increased. A remarkable reduction in the number of index terms was also achieved when, besides normalization compounds were split, though compound splitting increases the number of index terms. Third, research has shown that stemming and normalization improve retrieval performance. Recall especially can be expected to improve as a larger number of potentially relevant documents are retrieved [29, 30] .
Research done in different languages has shown that stemming also improves precision. In his study Krovetz tested both an inflectional and a derivational stemmer in an English test collection [31] . Both stemming methods resulted in precision improvement compared with the situation where no stemming was performed. The performance improvements were significant in particular in the case of short documents. The derivational stemmer was more effective than the inflectional stemmer at high precision levels. Hull tested the effects of stemming in a large English test collection (180,000 documents) and found that stemming improved precision for short queries [29] .
Savoy found that conflating plural nouns had positive effects on precision in French text retrieval [32] . Kalamboukis developed a stemming algorithm for modern Greek [33] . The algorithm was based on a suffix list, and quantitative (minimum stem lenght) and qualitative constraints. The researcher reported a clear improvement in precision due to stemming. Modern Greek has rich inflectional system, e.g., there are 41 inflectional suffixes for nouns. Abu-salem et al. tested Root, Stem, Word and Mixed indexing techniques in Arabic information retrieval [34] . The Root technique was reported to give the best precision. Arabic language is a root-based language with a root typically consisting of three consonants [9, 34] . Stems are longer forms which are formed according to fixed patterns. Words consist of stems and affixes.
A stemmer by Popovic and Willett for Slovene language contained a suffix list of over 5000
suffixes [27] . For Slovene, a sophisticated stemmer with a large suffix list is needed because of its rich morphology. For example, a noun referring to a person or an object has six features in a grammatical case and can appear in singular, plural and dual forms (see Section 6). The researchers found that stemming resulted in a significant increase in retrieval effectiveness. The effectiveness was measured as the number of relevant retrieved documents at document cut-off value 10.
Ekmekcioglu and Willett used the same evaluation measure and showed that stemming increased retrieval effectiveness in Turkish retrieval [35] .
The results of stemmming studies presented above are consistent, showing that in many languages stemming results in average performance improvements. Nonetheless, for single queries stemming and morphological analysis may be harmful, because longer word forms are more precise expressions than stems and base forms. For instance, in Finnish the inflectional forms of the lexeme kuusi in the sense of spruce and the inflectional forms of the lexeme kuusi in the sense of the numeral six are different. In normalization these are conflated into the same form (kuusi). Thus the unambiguous forms are turned into an ambiguous form. The Porter stemmer gives the same interpretation for the words general, generous, generation, and generic [29] . Normalization in the case of inflectional homonymy where two (or more) lexemes share the same inflectional forms causes extraneous words (base forms) to be stored in a database index. In Finnish, the form voin, for example, gives the base forms voida (the base form of the verb can) and voi (meaning butter).
The conflation errors associated with stemming are caused either by overstemming or understemming [30, 36] . In overstemming the stem is too short, and words with different meanings are conflated to the same stem, e.g., general and generation. In understemming the stem is too long, and words with similar meanings are not conflated. If a stemmer is set towards overstemming, recall can be expected to increase, while choosing the policy of understemming enables users to do specific searches [30] . The concepts of overstemming and understemming do not apply to morphological analysis which gives base forms as its output. The effectiveness of morphological analysis is limited by the size of a lexicon [29] .
Morphological typology
The traditional morphological typology dates back to the nineteenth century. It distinguishes three language types, i.e., isolating, agglutinative, and fusional languages [8, 9, 10] . This typology was later supplemented by the fourth language type, polysynthetic languages, in particular to explain the morphology of some native American languages. The four morphological types are ideal types rather than practical categories. There are languages that are close to some ideal type, e.g., Chinese
and Vietnamese (isolating languages) and Turkish (an agglutinative language). Most languages, however, are mixed types sharing features of different ideal types.
Isolating languages have no morphology at all. The correspondence between words and morphemes is one-to-one. In Vietnamese words appear in the same invariable forms independent of their grammatical functions. This is shown in the following sentence [8] :
Khi toi den nha ban toi, chung toi bat dau lam bai. In agglutinative languages, the boundaries separating one morpheme from another in a word are 5 Transcripted to Roman letters. In polysynthetic languages, a word may consist of a large number of lexical and bound morphemes. Recent morphological typology is based on the traditional typology, but instead of distinguishing four distinct language types it operates with two independent variables, index of synthesis and index of fusion [8, 9, 10] . These variables seem to be useful also for IR as discussed below.
Index of synthesis (IS) refers to the amount of affixation in a language, i.e., it shows the average number of morphemes per word in a language. It can be illustrated by means of a scale, the end points of which are an isolating language and a (poly)synthetic language, as follows:
Each language falls on a given point on the scale. The languages in which synthesis dominates are on the right side and those with weak morphology on the left side on the scale. Table 1 presents index of synthesis for eight languages [9] . For each case, the figures are calculated on the basis of 100 words of an unrestricted text sample. Vietnamese is close to an ideal isolating language and its index of synthesis is close to 1.0. Inuit is highly polysynthetic language with its index of synthesis being high. The other sample languages fall between Vietnamese and Inuit.
Index of fusion

Morphological typology for IR
In this section the indices of synthesis and fusion are defined for the purpose of IR 6 . Index of synthesis can be divided into the following cases which are defined as follows:
• inflectional index of synthesis (IIS) -the number of inflectional morphemes per the total number of words (in a text sample) • derivational index of synthesis (DIS) -the number of derivational morphemes per the total 6 The classification is in part based on that of Greenberg's [37] . 
He was driving his car.
Hän ajoi autoansa.
The English sentence includes five words and one inflectional morpheme (ing); the IIS is 1/5. The corresponding Finnish sentence includes three words and three inflectional morphemes, i.e., the past tense suffix i in the word ajoi, and the suffixes a (accusative suffix) and nsa (genitive suffix) in the word autoansa. Thus, the IIS is 3/3. To get comparable figures for different languages (Section 7) the indices discussed in this section should be computed on the basis of parallel texts, as was done in this example (see parallel texts in Section 6). Compounding and derivation are often associated with meaning changes, and on a semantic level the index of fusion can be divided into the following types for IR:
• semantic index of fusion in compounding (SemCIF) -the number of fused compound words per the total number of compound words • semantic index of fusion in derivation (SemDIF) -the number of fused derived words per the total number of derived words On the semantic level, the meaning of a compound expression may be the same or different than the sum meanings of the component words. In the former case, compounds are called transparent or compositional [15, 38] . In the latter case, they are called opaque or non-compositional. The meaning of a transparent compound can be deduced on the basis of its component words (as far as the meanings of the component words are known). The meaning of an opaque compound cannot be deduced on the basis of its components. In the case of derivatives, transparency refers to the fact that the meaning of a derivative is predictable on the basis of the meanings of its component morphemes. The meaning of an opaque derivative is unpredictable. In the cases of semantic fusion of compounds and derivatives, the character set of the fused word may or may not be the same as the character sets of the components put together. Table 3 shows examples of transparent and opaque derivatives and compounds. Opaque derivatives and compounds may be originally created as opaque words or their meanings may change in the course of time. Sometimes the relationship of two forms can be established only through etymological research. The word regard is a derivative of the word guard [38] . Its meaning cannot be predicted on the basis of the meanings of the morphemes re and gard. In addition to semantic fusion morphological fusion has occurred in the word regard. In the same way the French compound debonnaire (gentle) has lexicalized into an independent lexeme. Etymological research has shown that it is a derivative of the phrase de bonne aire (meaning of good stock). The Swedish compound jordgubbe (strawberry) is an opaque compound -its meaning cannot be derived from the meanings of the components jord (earth) and gubbe (old man). The words reader and kärnkraft are transparent words. The addition of the affix er into the word read gives the word reader whose meaning is predictable ('read' and 'actor'). The same holds for the compound kärnkraft (nuclear power) whose meaning is a sum meaning of the meanings of the components kärna (nucleus) and kraft (power). 
Differences in inflection, derivation, and compounding
In world's languages, the most usual inflectional categories of nouns are number, a grammatical case, and a grammatical gender. These are the main morphological phenomena that affect the indices of inflectional synthesis and fusion.
In most languages there are two morphosyntactic features (terms) in the category of number, that is, singular and plural. Some languages have singular, dual and plural. In many languages singular is unmarked and plural is marked using a specific plural suffix. In English as in many other Germanic languages plural forms are normally marked using the suffix s. In the case of a language possessing several features in a grammatical case (see below) the situation is more complex since there may be several plural suffixes.
Grammatical relations can be shown using a word order, particles (such as prepositions), and a grammatical case. The morphological complexity of a language depends to a great extent on the method the language uses and on the number of morphosyntactic features in the category of case. In
English grammatical relations are indicated by means of prepositions, only genitive case is marked (by a suffix). Because (for nouns) in addition to genitive forms only plural forms are marked, in
English index of synthesis is relatively low (Table 1) . Table 4 shows the number of morphosyntactic features in the category of case for 8 languages [1] .
Hungarian has 21 features. In English there are only 2 features (nominative and genitive; genitive is marked). Finnish represents a language of high index of synthesis (not shown in Table 1 ). This is in particular due to the high number of morphosyntactic features in the category of case (14 features).
Because different affix types (number, affixes of different case features, and clitics) can be combined with one another in a single word, the number of word forms that a given Finnish lexeme may take is very high. It has been estimated that a Finnish noun has at least 2,200 word forms [13] .
Even though many of these are only theoretical, the number of word forms used in everyday life is still high. The concept of grammatical case is not relevant to all languages (languages with weak inflectional morphology, e.g., many Asian languages). Many languages possess a grammatical gender. Germanic languages typically have two or three genders. The definite form of a word depends on its gender. For instance, Swedish possesses two genders, gender uter and gender neuter. The definite suffixes for gender uter words are en and n and for gender neuter words et and t [39] .
In some languages word inflection is associated with the inflection of word stems, e.g., Welsh [40] and Finnish [41] . This represents the case of inflectional fusion. The lexeme käsi (meaning hand) in Finnish has five allomorphs or inflectional stems [13] . These are listed below. As shown, different suffixes are attached into different stems. World's languages differ remarkably from each other in the frequency of derivatives and compounds [38] . Compounds are common, for example, in German, Dutch, Finnish, and Swedish.
German is also characterized by high frequency of derivatives. In German, compounds and derivatives are typically transparent [38] . In English and French derivatives and compounds are not Ursache ('orignal matter') cause cause Eintreten ('in come') enter entrer
Welche Faktoren beeinträchtigen die Wettbewerbsfähigkeit der europäischen Industrie auf den
Weltmärkten?
What are the factors that damage the competitiveness of European industry on the world's markets?
Quels sont les facteurs qui nuisent à la compétitivité de l'industrie européenne sur les marchés mondiaux?
The German compound Wettbewerbsfähigkeit consists of the components Wettbewerb(s) (competion) and Fähigkeit (potency) and is translated by a single word in English (competitiveness) and French (compétitivité). The compound Weltmärkten is translated by a phrase in English (world's markets) and French (marchés mondiaux). The word beeinträchtigen (damage) is a derivative word containing the derivative prefixes be and ein.
The use of ISs and IFs in information retrieval
Because morphology is essential in IR, morphological phenomena have considerable effects on 
The need for semantic and syntactic typologies
In addition to morphological properties, languages differ considerably from each other in semantic and syntactic features. Developing semantic and syntactic typologies for IR would be needed for the same theoretical and practical reasons as in the case of morphology (Sections 1 and 7).
There seem to be significant differences between languages in the frequency of lexical ambiguity.
Homonymy seems to be common in Swedish [9, 39] . In English the frequency of homonyms is higher than in German [38] . Chen and others reported that in English lexical ambiguity is more common than in Chinese [43] . The statistics showed that, on the average, an English word had 1.687 senses and a Chinese word 1.397 senses. For the 1000 top high frequency words, the number of senses for English and Chinese words were, respectively, 3.527 and 1.504.
Ullman identified different kinds of semantic tendencies in different languages, on the basis of which semantic typology of languages could developed [38] . The criteria for semantic language typology involve the following:
• The relative frequency of opaque and transparent words
• Synonymic patterns
• The relative frequency of particular and generic terms
• The relative frequency of polysemy
• The relative frequency of homonymy
• The relative independence of words, and the importance of context in determining their meanings
In the syntactic typology of Greenberg languages are divided into different types on the basis of the order of a subject (S), an object (O) and a verb (V) in a transitive sentence [4] . The most common types are SVO and SOV languages. In Korean and some other languages a word order is (to a large extent) free [44] . The syntactic type of a language is meaningful in syntactic parsing as well as determining collocations. For languages with a free word order, such as Korean, identifying collocations is more difficult than for languages with more stabile word order [44] . In addition to sentence structure the structure of syntactic phrases may vary between languages [9] . In English NPs are of the type AN (adjective, noun) while in French NPs are predominantly of the type NA.
Conclusions
With the increasing significance of global CLIR research [5, 7] and global scale CLIR systems [6] it is important to know the universal linguistic features shared by different languages as well as differences among languages. Also, following IR research done in different languages requires a common linguistic framework. This paper presented a morphological typology for IR. The typology provides a theoretical framework for linguistically oriented IR reseach. To calculate different ISs and IFs for a given language is a relatively simple effort. When they have been established they could be used in several ways in IR research and system development and evaluation. Some applications were proposed here. At the University of Tampere we are experimenting with different languages in our CLIR research project and have the opportunity to study the utilization of ISs and IFs in cross-language text retrieval.
Linguistic research has shown that in addition to morphology languages differ considerably from each other in semantic and syntactic properties. We have planned to complement the morphological typology presented here by semantic and syntactic IR typologies. In this way a more complete picture of linguistic differences between languages can be achieved. Syntactic differences are of minor importance for IR, but indirectly syntax may be significant. For instance, the use of collocations is one method to recognize phrases. The more predictable syntactic structures a language possesses the more effectively collocations can be used. Table 5 illustrates the principal indexing methods used in Finnish text databases [28] : (1) no morphological analysis (inflectional index), (2) word form normalization (base form index), and (3) word form normalization and decomposition of compounds (base form index/compound splitting).
Appendix
Because one lexeme often has several inflectional forms, the inflectional index normally is largest.
However, this cannot be demonstrated here. 
