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Summary
One feature that distinguishes a mobile ad hoc network (MANET) from traditional wired networks is that 
all hosts are allowed to move freely without the need for static access points. This distinct feature, however, 
presents a great challenge to the design of the routing scheme and the support of multimedia services, since 
the link quality and the network topology may be fast changing as hosts roam around.
This dissertation investigates three major areas in mobile ad hoc networks: (a) Dynamic IP routing in highly 
mobile environments; (b) Quality-of-Service (QoS) Routing support; and (c) Integration of ad hoc networks 
with wide area mobile networks.
Dynamic routing in MANETs is a multi-objective task that presents stringent requirements. These 
requirements include: high accuracy, low overhead, robust path maintenance, scalability, in terms of 
network control overhead, as the network population grows, etc. A new routing approach for routing in ad 
hoc wireless networks, called Relative Distance Micro-Discovery Ad Hoc Routing (RDMAR) is proposed. 
RDMAR is an on-demand protocol that reactively discovers and repairs routes within a local region of the 
network. As demonstrated through simulations, the localisation of routing control messaging serves to 
minimise communication overhead and overall network congestion. The protocol has been an IETF 
(Internet Engineering Task Force) candidate since September 1999.
To support bandwidth (QoS) sensitive multimedia applications, a new set of slot reservation and distributed 
channel assignment protocols for mobile ad hoc networks, called MBCA (Minimum Blocking Channel 
Assignment) and BRCA (Bandwidth Reallocation Channel Assignment), is presented. A fundamental 
feature of the proposed channel assignment algorithms is that they make use of the congestion states (i.e., 
available and used bandwidth) of the network. The performance results assert that a basic dynamic channel 
assignment (DCA) scheme can be significantly improved using the proposed MBCA and BRCA heuristics.
Finally, a generic platform for accommodating relaying in the GSM (Global System for Mobile 
Communications) cellular network is presented. A prototype network layer system model tailored for 
operation within a GSM-MANET integrated system has been developed for the adaptive routing of calls in 
the presence of shadowing. The proposed system model is intended to support seamless communication by 
handing over (rerouting) a suffering call to another mobile terminal, which lies in a more advantageous 
position and can help as intermediate node of communication between the mobile terminal and base station.
Keywords: Mobile Ad Hoc Network, Dynamic Routing, QoS-sensitive Routing, GSM Cellular
system, Protocol Integration.
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Chapter 1: Introduction
C hapter 1 
In t r o d u c t io n
The past decade has shown a phenomenal growth in wireless communications. Cellular systems 
have been standardized and Personal Communication Services (PCS) and the 3rd generation radio 
technology is being used [TIA93, TIA92, ETSIREC05]. High quality multimedia (voice, video 
and data) services over high-speed wireless local area networks (LANs) are becoming a reality.
Recently, the advancement in wireless communications and portable computing technologies and 
the emergence of nomadic applications [KLEIN95] have generated a lot o f interest in wireless 
network infrastructures which support multimedia services. Most of the nomadic computing 
applications today require single hop type connectivity to the wired network (Internet or ATM).
In parallel with (and separately from) the single hop cellular model, another type o f model based 
on radio to radio multihopping, has been evolving to seive a growing number of applications 
which rely on a fast deployable, multihop, wireless infrastructure. A multihop mobile radio 
network, also called mobile ad hoc network (MANET) [MANET] is a self-organizing and rapidly 
deployable network in which neither a wired backbone nor a centralized control exists. The 
network nodes communicate with one another over scarce wireless channels in a multi-hop 
fashion. The ad hoc network is adaptable to the highly dynamic topology resulted from the 
mobility o f network nodes and the changing propagation conditions.
MANETs are a new paradigm of wireless wearable devices enabling instantaneous person-to- 
person, person-to-machine or machine-to-person communications immediately and easily. 
Possible commercial applications include business associates sharing information during a 
meeting, students using laptop computers to participate in an interactive lecture, and emergency 
disaster relief personnel coordinating efforts in natural disasters. In these applications, where a 
fixed backbone is not available, a readily deployable wireless network is needed. Mobile ad hoc 
networks are also a good alternative in rural areas or third world countries where basic 
communication infrastructure is not well established. Another interesting application of mobile 
ad hoc networks is ubiquitous computing [WEIS93]. Intelligent devices are connected with one
® George E. Aggelou 1
Chapter 1: Introduction
another via wireless links and are self-organized in such a way that a newly joined node can 
request service from local servers without any human intervention.
Over a decade ago, the DARPA sponsored Packet Radio Network (PRNET) was the first 
infrastructure of this type o f wireless/mobile networks to address the battlefield and disaster 
recovery communication requirements [JUBI87, SHAC83]. (An excellent summary of the results 
of this work is provided in [LEIN87, BEYE90]). PRNET was totally asynchronous and was based 
on a completely distributed architecture. It handled datagram traffic reasonably well, but did not 
offer efficient multimedia support as well as it fell short to support large network populations, 
thus suffering from scalability problems. Latter, under the DARPA sponsored WAMIS (Wireless 
Adaptive Mobile Information Systems) [ALWA96J and GLOMO programs several mobile, 
multimedia, multihop wireless network architectures have been developed.
Today’s research bodies, all encompassed within the Internet Engineered Task Force (IETF), are 
grouped to form a Working Group of Mobile Ad Hoc Networking (MANET) [MANET], whose 
primary focus is to develop and evolve MANET routing specification(s). Recently, several 
adaptive routing protocols for ad hoc networks have been proposed ([MALT99], [PARK97], 
[PERK99], [JIAN98], [SURE98], [PEARL99] and [PERIC94]) to solve the multi-hop routing 
problem in ad hoc networks, each based on different assumptions and concepts. Chapter 2 
presents a review o f some of these routing schemes.
Motivation of Work
In order to support the rapidly deployable, wireless, multimedia network requirements, several 
problems will need to be addressed. Firstly, the network topology may be highly dynamic, 
because each mobile radio unit also functions as a packet router; thus the routing protocols should 
provide the necessary functionality including reconfiguration and dynamic control over the 
topology to instantly setup an infrastructure when new nodes start up, and to reconfigure the 
network when nodes move or fail. Secondly, the network transmission capacity may be limited by 
the power o f the portable radio units as well as by radio signal interference and obstruction; thus, 
the network must use available bandwidth efficiently in order to support real-time traffic. Thirdly, 
the network control overhead should be kept to a minimum so that to be scalable to a large 
number of nodes.
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Efficient Wireless Dynamic Routing
An efficient routing protocol is the foundation of a multi-hop wireless network. For real time 
services, it is critical for a routing protocol to consider both reachability and network resources. 
Therefore, the goals o f this research in wireless routing are: Firstly, the routing scheme has to be 
efficient so that the network information can be rapidly disseminated to all hosts without wasting 
too many bandwidth. Secondly, the routing scheme should provide robust techniques for route 
reconstruction of active paths so that the route repair latency time is kept as low as possible. 
Thirdly, the routing protocol should be scalable to large network sizes.
Support of Quality-of-Service (QoS) Routing
Future integrated services networks will support multiple classes o f service to meet the diverse 
quality-of-service (QoS) requirements of applications. Multimedia applications place stringent 
requirements on networks for delivering multimedia content in real-time. These new requirements 
generally include high bandwidth availability, low packet loss rate, and a low variation in packet 
delivery time. To meet these end-to-end QoS requirements, strict resource constraints may have to 
be imposed on the paths being used. QoS routing refers to a set of protocols and algorithms that 
can select paths that satisfy such constraints while achieving high network throughput. QoS 
routing is challenging because (1) different service classes employ different resource sharing 
models, (2) service classes dynamically share link resources, and (3) selecting paths that meet 
multiple QoS constraints is a complex algorithmic problem.
GSM-MANET System Integrated Platform
The latest developments and experimentation in Mobile Ad hoc Networks show that MANETs 
will be an alternative candidate in many private and public multimedia networks. Current interest 
in MANET systems has grown considerably because they can rapidly and economically extend 
the boundaries of any terrestrial network; integrating MANET and GSM (Global system for 
Mobile Communication) offers a great number of benefits (e.g. increasing capacity, improving 
coverage) at the cost o f increasing the complexity of the mobile terminal and its battery 
consumption.
The mobile radio channel is characterized by rapidly changing propagation conditions. The 
phenomenon of shadowing, which occurs when the communication path is obstructed (e.g., by 
buildings, hills, trees, tracks etc.), may cause the signal to be weak or even fall below a minimum 
threshold level, in which case the call may be dropped. An integrated MANET-GSM system is 
intended to support seamless communication by handing over or rerouting a suffering call to
® George E. Aggelou 3
Chapter 1: Introduction
another mobile terminal which lies in a more advantageous position and can help as an 
intermediate node of communication between the original mobile terminal and the base station. 
Hence the call may pass through a number o f mobile stations before reaching the base station 
(BS). This process is referred to as multihop relaying.
In this study, three major areas in highly mobile ad hoc networks are studied: dynamic IP routing, 
Quality-of-Service (QoS)- based Routing support and integration o f ad hoc networks with wide 
area mobile networks.
Research Contributions
This thesis presents novel solutions towards the goal of dynamic IP routing and QoS routing in 
bandwidth-sensitive services mobile ad hoc networks. A generic platform for accommodating 
relaying in GSM cellular wireless networks is also proposed.
Specifically, the important contributions o f this work are:
® The Relative Distance Micro-Discovery Ad Hoc Routing (RDMAR) Protocol [AGGE99, 
AGGE99a, AGGEOla]: The Relative Distance Micro-Discovery Ad Hoc Routing
(RDMAR) protocol is an on-demand protocol that reactively discovers and repairs routes 
within a local region o f the network. This is accomplished by a simple distributed route 
searching algorithm, which is referred to as Relative Distance Micro-discovery (RDM), 
using a probability model for estimating the relative distance between two nodes as the 
basis for routing searching and, thus, for routing decisions. Relative Distance (JR0) between 
two nodes is the hop-wise distance that a message needs to travel from one node to the 
other. Hop-wise distance is used because the current version of the protocol is based on the 
shortest-path paradigm and, hence, the chosen criteria for selecting a path is the minimum 
hop distance. Knowledge of this is leveraged by the RDMAR protocol to improve the 
efficiency of a reactive route discovery/repair mechanism.
The main objective on the design of RDMAR is to avoid network-wide flooding and thus 
saving unnecessary routing overhead induced from the uncontrolled propagation of 
signalling. This is achieved through RDM localisation techniques by restricting the 
propagation of control and data messaging into local regions o f the network. An interesting 
property o f the protocol is on that it does not utilize a hierarchical approach to reduce the
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bandwidth requirement for routing overhead, especially for a large network, and to confine 
the effect o f node mobility to a local area.
As demonstrated through simulations, the localisation of routing control messaging serves 
to minimise communication overhead and overall network congestion. It is also shown that 
the performance o f RDM is very close to this o f an optimal route searching policy whilst 
the query localisation protocol is able to reduce the routing overhead significantly, often in 
the neighbourhood of 48-50% of the routing protocols that use network-wide broadcasting 
(referred to as flooding).
To summarise, the novelties o f the protocol are the following:
1. The distributed RDM route searching algorithm which achieves localisation of route 
searching control signaling by estimating the relative distance between the source and 
destination o f the route search.
2. A generic concept on the repair of active paths. The route repair algorithm is a 
distributed operation that exploits the spatial relationship o f nodes when a failure 
along an active route occurs and depending on the relative distance o f the node that 
reports the failure from the calling and called nodes, two heuristics are considered:
© if its relative distance from the called node is smaller or equal to this from the 
calling node, then RDM is to be applied to localise the repair of the failed 
route on the region o f the network where the failure occurs; otherwise,
© the node proceeds and informs the calling node about the failure to deliver the 
call through this path.
The protocol was selected by IETF as the first localisation-based routing protocol. Also 
RDMAR was the first European MANET IETF candidate and is still among the present 
IETF MANET candidates.
® Bandwidth-Sensitive Routing [AGGEOlb]: Quality-of-Service (QoS) Routing in wireless 
network is the key to multimedia support. QoS routing presents a great challenge in both
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wired and wireless network. The goal is to find a feasible path that provides better end-to- 
end QoS. The work on QoS routing includes two steps: 1) routing with QoS information; 
this can help the admission control function in preventing network overload, and 2) find out 
a QoS satisfactory route; this can help load balancing in a low speed wireless network.
Throughout this work, bandwidth is used as metric for QoS. The system performance is 
examined in various QoS traffic flows (i.e., flows with different bandwidth requirements) 
and mobility environments via simulation. Simulation results suggest distinct performance 
advantages o f the protocol channel assignment methods. Results are reported in Chapter 4.
The objective on the design o f the proposed channel allocation techniques, tailored for 
operation in clustered MANETs, is to support efficient and fair allocation of resources. This 
is achieved by giving the routing mechanism access to bandwidth information, thus 
coupling the coarse grain (routing) and fine grain (congestion control) resource allocation.
To summarise, the novelties o f this study are the following:
1. A basic QoS routing protocol that contains novel techniques on bandwidth calculation 
and slot reservation for multihop mobile networks is proposed. A fundamental feature 
of the proposed channel assignment methods is on that they make use of the network 
congestion states (i.e., available as well as used bandwidth).
2. A novel mechanism that accounts for the local congestion states and channel usage 
and seeks for alternative channel usage re-configurations of active channels in order 
to create or to increase link bandwidth is introduced. The method is referred to as 
Bandwidth Reassignment.
MANET-GSM Integrated System [AGGE01]: Despite the problems addressed above for 
supporting the rapidly deployable, wireless, multimedia network requirements, an 
additional problem is due to the nature o f the mobile radio channel, which is characterized 
by rapidly changing propagation conditions. The phenomenon of shadowing, which occurs 
when the communication path is obstructed by obstacles (e.g. buildings, trees, tracks etc.), 
may cause the signal to be weak or even fall below a minimum threshold level, in which 
case the call may be dropped.
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The objective of the research behind the design of a MANET-GSM integrated system is to 
address new concepts in the GSM system, dealing with both standardised features as well 
as theoretically and technologically feasible improvements, which contribute to 
evolutionary changes in general. Dynamic evolution of GSM presents a platform for the 
Universal Mobile Telecommunication System (UMTS) introduction and major trends in 
GSM development are addressed in this study; in particular progress towards a generic 
platform to accommodate relaying capability in GSM cellular networks. A prototype 
network layer protocol tailored for operation within the GSM-MANET integrated system 
has been developed for the adaptive routing of calls in the presence o f shadowing.
To demonstrate the feasibility and benefits of relaying on present GSM communication 
system, a network layer routing protocol has been developed and modelled to perform the 
adaptive re-routing o f on-going calls that suffer from sever shadowing. This protocol will 
be referred Least-Shadowing Routing (LSR) protocol. The LSR protocol is intended to 
support seamless communication by handing over or rerouting a suffering call to another 
mobile terminal which lies in a more advantageous position and can help as an intermediate 
node of communication between the original mobile terminal and the base station Hence 
the call may pass through a number of mobile stations (MSs) before reaching the base 
station (BS). This process will be referred to as multihop relaying.
Finally, a GSM simulation tool has been constructed for quantifying the integrated system 
characteristics.
The novelty of this work focuses on the fact that unlike current research efforts aiming at 
combating the effects of propagation channel (such as interference, shadowing, etc.), and 
these mainly focus on efficient error control schemes and adaptive equalisation techniques, 
the proposed MANET-GSM network platform presents a novel framework for the adaptive 
routing of suffering calls. Also, as demonstrated in Chapter 5 it is crucial to design a robust 
sophisticated system that can adaptively respond to channel conditions, given that any 
present integrated system fails to provide successful communication at certain places within 
a GSM cell. These places include subway train platforms, indoor environments and 
basements.
The thesis is organized as follows:
Chapter 2 provides an overview of some of the IETF MANET routing protocols. The major
research issues and challenges of MANETs are also described.
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Chapter 3 introduces a reconfigurable network routing protocol which supports a wireless mobile, 
multihop architecture.
In Chapter 4 a framework for supporting QoS-sensitive routing in MANETs is described. The 
novel channel assignment methods are described in detail and evaluated under a number of 
mobility and QoS-requirement scenarios.
Chapter 5 presents an extensive description of the required steps towards a generic network layer 
platform for accommodating relaying in GSM cellular networks identifies ways of implementing 
them. A GSM simulation model is also constructed for the evaluation o f the integrated system and 
provides an analysis of the simulation results. The benefits o f system integration as well as a 
number o f issues arising from this integration are also presented.
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Chapter 2
B a c k g r o u n d  o n  W ir e l e ss  A d  H oc  
N et w o r k s
2.1 Single-hop versus Multihop Wireless 
Networks
In a single-hop wireless network, the whole service area is divided into several smaller service 
regions called cells. In each cell, at least one base station is allocated to provide network service 
to mobile hosts in the cell. The mobile host connects to the network by establishing a wireless 
connection to the base station. The connections among base stations are usually provided by high 
speed wired backbone.
Because of the wired backbone, wireless communications in single-hop network only exist 
between a mobile host and the associated base station. The end to end delivery of data packet 
relies mostly on the technology available for wired backbone. The major challenge in single hop 
network is the hand off problem caused by host mobility. The process of “hand o ff’ happens 
when a host moves out o f the transmission range of the current base station, and enters a cell 
served by another base station. In order to keep the connection alive and maintain a seamless 
packet delivery, extra procedures have to be performed.
The drawback of a single hop network is that it requires a pre-established communication 
backbone, which is infeasible under certain circumstances. For example, battlefield, disaster 
(flood, fire, earthquake) recoveiy, search and rescue, or exploration of an unpopulated area, etc.
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Applications o f these types require an instant infrastructure to carry multimedia information. The 
multi-hop wireless mobile network, also called “ad hoc” network, serves this need because it 
relies merely on the wireless communication and allow host mobility.
In a multihop network, all hosts move freely and do not require any fixed commu-nication 
infrastructures. However, due to the limit o f radio transmitted power, not all radios are within 
range of each other. Distinct from the “hand o f f ’ problem in single-hop network, the challenge in 
multihop networks is how to relay data packets from one host to another, and how to do it 
efficiently. Research in this area can be tracked back to the '70's, when DARPA started the Packet 
Radio Network (PRNET) project. The PRNET focused on the support of datagram traffic. In '90, 
the PRNET successors, WAMIS and GLOMO, focus on the issue of multimedia support.
2.2 General Concepts on Wireless ad-hoc 
networks
2.2.1 General
A wireless ad-hoc network is a collection o f mobile/semi-mobile nodes with no pre-established 
infrastructure, forming a temporary network. Each of the nodes has a wireless interface and 
communicate with each other over either radio or infrared. Laptop computers and personal digital 
assistants that communicate directly with each other are some examples of nodes in an ad-hoc 
network. Nodes in the ad-hoc network are often mobile, but can also consist o f stationary nodes, 
such as access points to the Internet. Semi mobile nodes can be used to deploy relay points in 
areas where relay points might be needed temporarily [LARS98].
Figure 2-1 shows a simple ad-hoc network with three nodes. The outermost nodes are not within 
transmitter range o f each other. However the middle node can be used to forward packets between 
the outermost nodes. The middle node is acting as a router and the three nodes have formed an 
ad-hoc network.
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Figure 2-1 Example of a simple ad-hoc network with three participating nodes
An ad-hoc network uses no centralized administration. This is to be sure that the network will not 
collapse just because one of the mobile nodes moves out of transmitter range of the others. Nodes 
should be able to enter/leave the network as they wish. Because of the limited transmitter range of 
the nodes, multiple hops may be needed to reach other nodes. Every node wishing to participate in 
an ad-hoc network must be willing to forward packets for other nodes. Thus every node acts both 
as a host and as a router. A node can be viewed as an abstract entity consisting of a router and a 
set of affiliated mobile hosts (Figure 2-2). A router is an entity, which, among other things runs a 
routing protocol. A mobile host is simply an IP-addressable host/entity in the traditional sense.
Ad-hoc networks are also capable of handling topology changes and malfunctions in nodes. It is 
fixed through network reconfiguration. For instance, if a node leaves the network and causes link 
breakages, affected nodes can easily request new routes and the problem will be solved. This will 
slightly increase the delay, but the network will still be operational.
Wireless ad-hoc networks take advantage of the nature of the wireless communication medium. In 
other words, in a wired network the physical cabling is done a priori restricting the connection 
topology of the nodes. This restriction is not present in the wireless domain and, provided that two 
nodes are within transmitter range of each other, an instantaneous link between them may form.
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Figure 2-2 Block diagram of a mobile node acting both as hosts and as router
2.2.2 Usage
Some applications o f ad hoc networking technology could include industrial, military and 
commercial applications involving cooperative mobile data exchange. A number of standards now 
[BLUETH], combine voice and data telephone services using cellular or other wireless 
technologies with a handheld computer in a single device. MANETS are new paradigm of 
wireless wearable devices enabling instantaneous person-to-person, person-to-machine or 
machine-to-person communications immediately and easily. Apart from the traditional military 
sector, possible commercial applications include business associates sharing information during a 
meeting, students using laptop computers to participate in an interactive lecture, and emergency 
disaster relief personnel coordinating efforts after in natural disasters.
If each mobile host wishing to communicate is equipped with a wireless local area network 
interface, the group of mobile hosts may form an ad-hoc network. Access to the Internet and 
access to resources in networks such as printers are features that probably also will be supported.
2.2.3 Characteristics
Ad-hoc networks are often characterized by a dynamic topology due to the fact that nodes change 
their physical location by moving around. This favors routing protocols that dynamically discover 
routes over conventional routing algorithms like distant vector and link state [PETERS]. Another 
characteristic is that a host/node have very limited CPU capacity, storage capacity, battery power
® George E. Aggelou 12
Chapter 2: Background on Ad Hoc Mobile Networlcs
and bandwidth, also referred to as a “thin client”. This means that the power usage must be 
limited thus leading to a limited transmitter range.
The access media, the radio enviromnent, also has special characteristics that must be considered 
when designing protocols for ad-hoc networks. Some of these include much lower quality than 
wired connections, lower bandwidths, higher error rates, frequent spurious disconnections, 
transmission security and, possibly, unidirectional links. These links arise when for example two 
nodes have different strength on their transmitters, allowing only one o f the hosts to hear the 
other, but can also arise from disturbances from the surroundings. Multihop in a radio 
environment may result in an overall transmit capacity gain and power gain, due to the squared 
relation between coverage and required output power. By using multihop, nodes can transmit the 
packets with a much lower output power.
2.2.4 Routing
Because of the fact that it may be necessary to hop several hops (multi-hop) before a packet 
reaches the destination, a routing protocol is needed. The routing protocol has two main functions, 
selection o f routes for various source-destination pairs and the delivery o f messages to their 
correct destination. The second function is conceptually straightforward using a variety of 
protocols and data structures (routing tables).
2.2.5 Conventional protocols
If a routing protocol is needed, why not use a conventional routing protocol like link state or 
distance vector? They are well tested and most computer communications people are familiar with 
them. The main problem with link-state and distance vector is that they are designed for a static 
topology, which means that they would have problems to converge to a steady state in an ad-hoc 
network with a very frequently changing topology.
Link state and distance vector would probably work very well in an ad-hoc network with low 
mobility, i.e. a network where the topology is not changing very often. The problem that still 
remains is that link-state and distance-vector are highly dependent on periodic control messages. 
As the number of network nodes can be large, the potential number of destinations is also large. 
This requires large and frequent exchange o f data among the network nodes. This is in
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contradiction with the fact that all updates in a wireless interconnected ad hoc network are 
transmitted over the air and thus are costly in resources such as bandwidth, battery power and 
CPU. Because both link-state and distance vector tries to maintain routes to all reachable 
destinations, it is necessary to maintain these routes and this also wastes resources for the same 
reason as above.
Another characteristic for conventional protocols are that they assume bi-directional links, e.g. 
that the transmission between two hosts works equally well in both directions. In the wireless 
radio enviromnent this is not always the case. Using unidirectional links could be inefficient. 
Consider the example shown below where (A, B) link is unidirectional and (B, C) link is 
bidirectional.
A —^ B ++ C
In this case, it may be difficult for node A to defer to an on-going transmission from B to C (since 
A may not hear B due to unidirectional nature o f AB link). Thus, A could try transmitting a 
packet to B, while B is busy forwarding the previous packet from A (or busy with some other 
transmission). So, there is a good probability that packets transmitted by A would not be received 
byB.
Also, using unidirectional links can aggravate unfairness in accessing the wireless channel. Again 
consider the network above again. Let us assume that both nodes A and C want to send packets to 
node B. Assume a MAC protocol similar to 802.11. In this case, when B is receiving packets from 
A, C can/will defer to that transmission, allowing the transmission to complete successfully. On 
the other hand, transmission from C to B will often fail due to interference from A (node A does 
not know to defer to the C —» B transmission).
This could result in a very unfair allocation of bandwidth to nodes A and C. Such unfairness can, 
in fact, occur even when bi-directional links are only used. However, using unidirectional links 
makes the problem worse.
Furthermore, an issue closely related to unfairness is congestion control. When transmitting on 
unidirectional links, such as link (A, B), it might be hard to take into account the level of 
congestion at node B, making congestion control at the Medium Access Layer (MAC) layer less 
effective.
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In special cases, however, using unidirectional links may make sense, particularly when no other 
route is available (or, as in case of dedicated link, it may be known that the unidirectional link 
does not interfere with other transmissions, so issues of fairness/congestion may go away). As has 
been pointed out though, protocols that rely on bi-directional links should be provided some 
mechanism to determine which links are bidirectional.
Because many of the proposed ad-hoc routing protocols have a traditional routing protocol as 
underlying algorithm, it is necessary to understand the basic operation for conventional protocols 
like distance vector, link state and source routing.
2.2.5.1 Link State
In link-state routing [PETERS], each node maintains a view of the complete topology with a cost 
for each link. To keep these costs consistent; each node periodically broadcasts the link costs of 
its outgoing links to all other nodes using flooding. As each node receives this information, it 
updates its view of the network and applies a shortest path algorithm to choose the next-hop for 
each destination.
Some link costs in a node view can be incorrect because of long propagation delays, partitioned 
networks, etc. Such inconsistent network topology views can lead to formation o f routing-loops. 
These loops are however short-lived, because they disappear in the time it takes a message to 
traverse the diameter o f the network.
2.2.S.2 Distribute Bellman-Ford Algorithm (Distance Vector)
In distance vector [PETERS] each node only monitors the cost of its outgoing links, but instead of 
broadcasting this information to all nodes, it periodically broadcasts to each of its neighbours an 
estimate o f the shortest distance to every other node in the network. The receiving nodes then use 
this information to recalculate the routing tables, by using a shortest path algorithm.
Compared to link-state, distance vector is more computation efficient, easier to implement and 
requires much less storage space. However, it is well known that distance vector can cause the 
formation of both short-lived and long-lived routing loops. The primary cause for this is that the
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nodes choose their next-hops in a completely distributed manner based on information that can be 
stale.
2.2.S.3 Source Routing
Source routing [PETERS] means that each packet must carry the complete path that the packet 
should take through the network. The routing decision is therefore made at the source. The 
advantage with this approach is that it is very easy to avoid routing loops. The disadvantage is that 
each packet requires a slight overhead.
2.2.5.4 Flooding
Many routing protocols use broadcast to distribute control information, that is, send the control 
information from an origin node to all other nodes. A widely used form of broadcasting is 
flooding [PETERS] and operates as follows. The origin node sends its information to its 
neighbours (in the wireless case, this means all nodes that are within transmitter range). The 
neighbours relay it to their neighbours and so on, until the packet has reached all nodes in the 
network. A node will only relay a packet once and to ensure this some sort of sequence number 
can be used. This sequence number is increased for each new packet a node sends.
2.2.5.5 Classification
Routing protocols can be classified [BERTS] into different categories depending on their 
properties.
® Centralized vs. Distributed 
® Static vs. Adaptive
® Reactive vs. Proactive
One way to categorize the routing protocols is to divide them into centralized and distributed 
algorithms. In centralized algorithms, all route choices are made at a central node, while in 
distributed algorithms, the computation o f routes is shared among the network nodes.
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Another classification of routing protocols relates to whether they change routes in response to the 
traffic input patterns. In static algorithms, the route used by source-destination pairs is fixed 
regardless of traffic conditions. It can only change in response to a node or link failure. This type 
o f algorithm cannot achieve high throughput under a broad variety of traffic input patterns. Most 
major packet networks uses some form of adaptive routing where the routes used to route between 
source-destination pairs may change in response to congestion
A third classification that is more related to ad-hoc networks is to classify the routing algorithms 
as either proactive or reactive. Proactive protocols attempt to continuously evaluate the routes 
within the network, so that when a packet needs to be forwarded, the route is already known and 
can be immediately used. The family of Distance-Vector protocols is an example of a proactive 
scheme. Reactive protocols, on the other hand, invoke a route determination procedure on demand 
only. Thus, when a route is needed, some sort o f global search procedure is employed. The family 
o f classical flooding algorithms belongs to the reactive group. Proactive schemes have the 
advantage that when a route is needed, the delay before actual packets can be sent is very small. 
On the other side proactive schemes needs time to converge to a steady state. This can cause 
problems if the topology is changing frequently.
2.2.6 Desirable properties of Ad-hoc routing protocols
If the conventional routing protocols do not meet our demands, we need a new routing protocol. 
The question is what properties such protocols should have? These are some of the properties 
[LARS98] that are desirable:
Distributed operation
The protocol should o f course be distributed. It should not be dependent on a centralized 
controlling node. This is the case even for stationary networks. The difference is that nodes in an 
ad-hoc network can enter/leave the network very easily and because o f mobility the network can 
be partitioned.
Loop free
To improve the overall performance, the routing protocol must guarantee that the routes supplied 
are loop-free. This avoids any waste of bandwidth or CPU consumption.
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Demand based operation
To minimize the control overhead in the network and thus not wasting network resources more 
than necessary, the protocol should be reactive. This means that the protocol should only react 
when needed and that the protocol should not periodically broadcast control information.
Unidirectional link support
The radio environment can cause the formation o f unidirectional links. Utilization of these links 
and not only the bi-directional links improves the routing protocol performance.
Security
The radio environment is especially vulnerable to impersonation attacks, so to ensure the wanted 
behaviour from the routing protocol, some sort o f preventive security measures are needed. 
Authentication and encryption is probably the way to go and the problem here lies within 
distributing keys among the nodes in the ad-hoc network. There are also discussions about using 
IP-sec [ICENT98] that uses tunnelling to transport all packets.
Power conservation
The nodes in an ad-hoc network can be laptops and thin clients, such as PDAs that are very 
limited in battery power and therefore uses some sort o f stand-by mode to save power. It is 
therefore important that the routing protocol has support for these sleep-modes.
Multiple routes
To reduce the number o f reactions to topological changes and congestion multiple routes could be 
used. If one route has become invalid, it is possible that another stored route could still be valid 
and thus saving the routing protocol from initiating another route discovery procedure.
Quality of service support
Some sort o f Quality o f Service support is probably necessary to incorporate into the routing 
protocol. This has a lot to do with what these networks will be used for. It could for instance be 
real-time traffic support. None o f the proposed protocols from MANET have all these properties, 
but it is necessaiy to remember that the protocols are still under development and are probably
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extended with more functionality. The primary function is still to find a “good” route to the 
destination, not to find the best/optimal/shortest-path route. The “goodness” o f a route shows how 
well the routing protocol performed its task of finding a suitable route (to user’s or network’s
demands). The remainder o f this chapter will describe the different routing protocols and analyse
them theoretically.
2.3 IETF MANET Routing Protocols
The Internet Engineering Task Force (IETF) has a working group named MANET (Mobile 
Ad-hoc Networks) [MANET] that is working in the field of ad-hoc networks. They are currently 
developing routing specifications for ad-hoc IP networks that support scaling to a couple of 
hundred nodes. Their goal was to be finished in the end of year 1999 and then to introduce these 
specifications to the Internet standard tracks.
Even if MANET currently is working on routing protocols, it also serves as a meeting place and 
forum, so people can discuss issues concerning ad-hoc networks. Currently they have seven 
routing protocol drafts:
® AODV - Ad-hoc On Demand Distance Vector [PERK99]
® ZRP - Zone Routing Protocol [PEARL99]
® RDMAR — Relative Distance Microdiscovery Ad hoc Routing Protocol [AGGE99, 
AGGE99a, AGGEOla, AGGEOO]
® TORA / IMEP - Temporally Ordered Routing Algorithm / Internet MANET Encapsulation 
Protocol [PARK97, CORS98]
® DSR - Dynamic Source Routing [MALT99]
© CBRP - Cluster Based Routing Protocol [JIAN98]
® DSDV -  Destination Sequenced Distance Vector [PERK94]
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In the following, some of these routing protocols are described. Note that since the theme of the 
second chapter is on the RDMAR IETF routing protocol, proposed by the author o f this thesis, the 
protocol thus is not described below.
2.3.1 Ad-hoc On Demand Distance vector - AODY
2.3.1.1 Description
The Ad Hoc On-Demand Distance Vector (AODV) [PERK99] routing protocol enables multi-hop 
routing between participating mobile nodes wishing to establish and maintain an ad-hoc network. 
AODV is based upon the distance vector algorithm. The difference is that AODV is reactive, i.e. 
AODV only requests a route when needed and does not require nodes to maintain routes to 
destinations that are not actively used in communications. As long as the endpoints of a 
communication connection have valid routes to each other, AODV does not play any role.
Features o f this protocol include loop freedom and that link breakages cause immediate 
notifications to be sent to the affected set o f nodes, but only that set. Additionally, AODV has 
support for multicast routing and avoids the Bellman Ford “counting to infinity” problem 
[MARTHA]. The use o f destination sequence numbers guarantees that a route is “fresh”.
The algorithm uses different messages to discover and maintain links. Whenever a node wants to 
try and find a route to another node, it broadcasts a Route Request (RREQ) to all its neighbours. 
The RREQ propagates through the network until it reaches the destination or a node with a fresh 
enough route to the destination. Then the route is made available by unicasting a RREP back to 
the source.
The algorithm uses hello messages (a special RREP) that are broadcasted periodically to the 
immediate neighbours. These hello messages are local advertisements for the continued presence 
of the node and neighbours using routes through the broadcasting node will continue to mark the 
routes as valid. If hello messages stop coming from a particular node, the neighbour can assume 
that the node has moved away and mark that link to the node as broken and notify the affected set 
of nodes by sending a link failure notification (a special RREP) to that set o f nodes.
1) Route Table management 
AODV needs to keep track of the following information for each route table entry:
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« Destination IP Address: IP address for the destination node.
• Destination Sequence Number: Sequence number for this destination.
® Hop Count: Number o f hops to the destination.
• Next Hop: The neighbour, which has been designated to forward packets to the destination 
for this route entry.
« Lifetime: The time for which the route is considered valid.
@ Active neighbour list: Neighbour nodes that are actively using this route entry.
• Request buffer: Makes sure that a request is only processed once.
2) Route discovery
A node broadcasts a RREQ when it needs a route to a destination and does not have one available. 
This can happen if  the route to the destination is unknown, or if a previously valid route expires. 
After broadcasting a RREQ, the node waits for a RREP. If the reply is not received within a 
certain time, the node may rebroadcast the RREQ or assume that there is no route to the 
destination.
Forwarding of RREQs is done when the node receiving a RREQ does not have a route to the 
destination. It then rebroadeast the RREQ. The node also creates a temporary reverse route to the 
Source IP Address in its routing table with next hop equal to the IP address field o f the 
neighbouring node that sent the broadcast RREQ. This is done to keep track o f a route back to the 
original node making the request, and might be used for an eventual RREP to find its way back to 
the requesting node. The route is temporary in the sense that it is valid for a much shorter time, 
than an actual route entiy.
When the RREQ reaches a node that either is the destination node or a node with a valid route to 
the destination, a RREP is generated and unicasted back to the requesting node. While this RREP 
is forwarded, a route is created to the destination and when the RREP reaches the source node, 
there exists a route from the source to the destination.
3) Route maintenance
When a node detects that a route to a neighbour no longer is valid, it will remove the routing entry 
and send a link failure message, a triggered route reply message to the neighbours that are actively
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using the route, informing them that this route no longer is valid. For this purpose AODV uses a 
active neighbour list to keep track of the neighbours that are using a particular route. The nodes 
that receive this message will repeat this procedure. The message will eventually be received by 
the affected sources that can chose to either stop sending data or requesting a new route by 
sending out a new RREQ.
2.3.1.2 Properties
The advantage with AODV compared to classical routing protocols like distance vector and 
link-state is that AODV has greatly reduced the number of routing messages in the network. 
AODV achieves this by using a reactive approach. This is probably necessary in an ad-hoc 
network to get reasonably performance when the topology is changing often.
AODV is also routing in the more traditional sense compared to for instance source routing based 
proposals like DSR (see 2.3.2). The advantage with a more traditional routing protocol in an 
ad-hoc network is that connections from the ad-hoc network to a wired network like the Internet is 
most likely easier.
The sequence numbers that AODV uses represents the freshness o f a route and is increased when 
something happens in the surrounding area. The sequence prevents loops from being formed, but 
can however also be the cause for new problems. What happens for instance when the sequence 
numbers no longer are synchronized in the network? This can happen when the network becomes 
partitioned, or the sequence numbers wrap around.
Although the Triggered Route Replies are reduced in number by only sending the Triggered 
Route Replies to affected senders, they need to traverse the whole way from the failure to the 
senders. This distance can be quite high in numbers o f hops. AODV sends one Triggered RREP 
for every active neighbour in the active neighbour list for all entries that have been affected of a 
link failure. This can mean that each active neighbour can receive several triggered RREPs 
informing about the same link failure, but for different destinations, if  a large fraction of the 
network traffic is routed through the same node and this node goes down. An aggregated solution 
would be more appropriate here.
AODV uses hello messages at the IP-level. This means that AODV does not need support from 
the link layer to work properly. It is however questionable if this kind o f protocol can operate with 
good performance without support from the link layer. The hello messages adds a significant 
overhead to the protocol. AODV does not support unidirectional links. When a node receives a 
RREQ, it will setup a reverse route to the source by using the node that forwarded the RREQ as 
nexthop. This means that the route reply, in most cases is unicasted back the same way as the
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route request used. Unidirectional link support would make it possible to utilize all links and not 
only the bi-direetional links. It is however questionable if unidirectional links are desirable in a 
real environment. The acknowledgements in the MAC protocol IEEE 802.11 would for instance 
not work with unidirectional links.
2.3.2 Dynamic Source Routing - DSR
2.3.2.1 Description
Dynamic Source Routing (DSR) [MALT99] also belongs to the class o f reactive protocols and 
allows nodes to dynamically discover a route across multiple network hops to any destination. 
Source routing means that each packet in its header carries the complete ordered list of nodes 
through which the packet must pass. DSR uses no periodic routing messages (e.g. no router 
advertisements), thereby reducing network bandwidth overhead, conserving battery power and 
avoiding large routing updates throughout the ad-hoc network. Instead DSR relies on support 
from the MAC layer (the MAC layer should inform the routing protocol about link failures). The 
two basic modes o f operation in DSR are route discoveiy and route maintenance.
1) Route discovery
Route discovery is the mechanism whereby a node X wishing to send a packet to Y, obtains the 
source route to Y. Node X requests a route by broadcasting a Route Request (RREQ) packet. 
Every node receiving this RREQ searches through its route cache for a route to the requested 
destination. DSR stores all known routes in its route cache. If no route is found, it forwards the 
RREQ further and adds its own address to the recorded hop sequence. This request propagates 
through the network until either the destination or a node with a route to the destination is 
reached. When this happen a Route Reply (RREP) is unicasted back to the originator. This RREP 
packet contains the sequence of network hops through which it may reach the target.
In Route Discoveiy, a node first sends a RREQ with the maximum propagation limit (hop limit) 
set to zero, prohibiting its neighbours from rebroadcasting it. At the cost o f a single broadcast 
packet, this mechanism allows a node to queiy the route caches o f all its neighbours.
Nodes can also operate their network interface in promiscuous mode, disabling the interface 
address filtering and causing the network protocol to receive all packets that the interface
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overhears. These packets are scanned for useful source routes or route error messages and then 
discarded.
The route back to the originator can be retrieved in several ways. The simplest way is to reverse 
the hop record in the packet. However this assumes symmetrical links. To deal with this, DSR 
checks the route cache of the replying node. If a route is found, it is used instead. Another way is 
to piggyback the reply on a RREQ targeted at the originator. This means that DSR can compute 
correct routes in the presence o f asymmetric (unidirectional) links. Once a route is found, it is 
stored in the cache with a time stamp and the route maintenance phase begins.
2) Route maintenance
Route maintenance is the mechanism by which a packet sender S detects if the network topology 
has changed so that it can no longer use its route to the destination D. This might happen because 
a host listed in a source route, move out of wireless transmission range or is turned off making the 
route unusable. A failed link is detected by either actively monitoring acknowledgements or 
passively by running in promiscuous mode, overhearing that a packet is forwarded by a 
neighbouring node.
When route maintenance detects a problem with a route in use, a route error packet is sent back to 
the source node. When this error packet is received, the hop in error is removed from this hosts 
route cache, and all routes that contain this hop are truncated at this point.
23.2.2 Properties
DSR uses the key advantage o f source routing. Intermediate nodes do not need to maintain 
up-to-date routing information in order to route the packets they forward. There is also no need 
for periodic routing advertisement messages, which will lead to reduce network bandwidth 
overhead, particularly during periods when little or no significant host movement is taking place. 
Battery power is also conserved on the mobile hosts, both by not sending the advertisements and 
by not needing to receive them, a host could go down to sleep instead.
This protocol has the advantage of learning routes by scanning for information in packets that are 
received. A route from A to C through B means that A learns the route to C, but also that it will 
learn the route to B. The source route will also mean that B learns the route to A and C and that C 
learns the route to A and B. This form of active learning is very good and reduces overhead in the 
network.
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However, each packet carries a slight overhead containing the source route o f the packet. This 
overhead grows when the packet has to go through more hops to reach the destination. So the 
packets sent will be slightly bigger, because o f the overhead.
Running the interfaces in promiscuous mode is a serious security issue. Since the address filtering 
of the interface is turned off and all packets are scanned for information. A potential intruder 
could listen to all packets and scan them for useful information such as passwords and credit card 
numbers. Applications have to provide the security by encrypting their data packets before 
transmission. The routing protocols are prime targets for impersonation attacks and must therefore 
also be encrypted. One way to achieve this is to use IP-sec [KENT98].
DSR also has support for unidirectional links by the use of piggybacking the source route a new 
request. This can increase the performance in scenarios where a lot o f unidirectional links exist. 
We must however have a MAC protocol that also supports this.
23.3  Zone Routing Protocol - ZRP
23.3.1 Description
Zone Routing Protocol (ZRP) ffZRP] is a hybrid of a reactive and a proactive protocol. It divides 
the network into several routing zones and specifies two totally detached protocols that operate 
inside and between the routing zones.
The Intrazone Routing Protocol (IARP) operates inside the routing zone and learns the minimum 
distance and routes to all the nodes within the zone. The protocol is not defined and can include 
any number of proactive protocols, such as Distance Vector or link-state routing. Different zones 
may operate with different intrazone protocols as long as the protocols are restricted to those 
zones. A change in topology means that update information only propagates within the affected 
routing zones as opposed to affecting the entire network.
The second protocol, the Interzone Routing Protocol (IERP) is reactive and is used for finding 
routes between different routing zones. This is useful if  the destination node does not lie within 
the routing zone. The protocol then broadcasts (i.e., bordercasts) a Route REQuest (RREQ) to all 
border nodes within the routing zone, which in turn forwards the request if  the destination node is 
not found within their routing zone. This procedure is repeated until the requested node is found
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and a route reply is sent back to the source indicating the route. IERP uses a Bordereast 
Resolution Protocol (BRP) [PEARL99] that is included in ZRP. BRP provides bordercasting 
services, which do not exist in IP. Bordercasting is the process of sending IP datagrams from one 
node to all its peripheral nodes. BRP keeps track of the peripheral nodes and resolves a border 
cast address to the individual IP-addresses o f the peripheral nodes. The message that was 
bordercasted is then encapsulated into a BRP packet and sent to each peripheral node.
1) Routing Zone
A  routing zone is defined as a set o f nodes, within a specific minimum distance in number o f hops 
from the node in question. The distance is referred to as the zone radius. In the example network 
(Figure 2-3), node S, A, F, B, C, G and H, all lie within a radius o f two from node F. Even though 
node B also has a distance o f 3 hops from node F, it is included in the zone since the shortest 
distance is only 2 hops. Border nodes or peripheral nodes are nodes whose minimum distance to 
the node in question is equal exactly to the zone radius. In Figure 2-3, nodes B and F are border 
nodes to S.
Consider the network in Figure 2-3. Node S wants to send a packet to node D. Since D is not in 
the routing zone of S, a route request is sent to the border nodes B and F. Each border node 
checks to see if  D is in their routing zone. Neither B nor F finds the requested node in their 
routing zone; thus the request is forwarded to the respectively border nodes. F sends the request to 
S, B, C and H while B sends the request to S, F, E and G. Now the requested node D is found 
within the routing zone o f both C and E. Thus a reply is generated and sent back towards the S.
Figure 2-3 Network using ZRP. The dashed squares show the routing zones for nodes S and D
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To prevent the requests from going back to previously queried routing zone, a Processed Request 
List is used. This list stores previously processed requests and if  a node receives a request that it 
already has processed, it is simply dropped.
2.33.2 Properties
ZRP is a very interesting protocol and can be adjusted of its operation to the current network 
operational conditions (e.g. change the routing zone diameter). However this is not done 
dynamically, but instead it is suggested that this zone radius should be set by the administration of 
the network or with a default value by the manufacturer. The performance of this protocol 
depends quite a lot on this decision.
Since this is a hybrid between proactive and reactive schemes, this protocol use advantages from 
both. Routes can be found very fast within the routing zone, while routes outside the zone can be 
found by efficiently querying selected nodes in the network. One problem is however that the 
proactive intrazone routing protocol is not specified. The use o f different intrazone routing 
protocols would mean that the nodes would have to support several different routing protocols. 
This is not a good idea when dealing with thin clients. It is better to use the same intrazone 
routing protocol in the entire network.
ZRP also limits propagation o f information about topological changes to the neighbourhood of the 
change only (as opposed to a fully proactive scheme, which would basically flood the entire 
network when a change in topology occurred). However, a change in topology can affect several 
routing zones.
23 .4  Temporally-Ordered Routing Algorithm - TORA
23.4.1 Description
Temporally Ordered Routing Algorithm (TORA) [PARK97, CORS98] is a distributed routing 
protocol. The basic underlying algorithm is one in a family referred to as link reversal algorithms. 
TORA is designed to minimize reaction to topological changes. A key concept in its design is that 
control messages are typically localized to a very small set of nodes. It guarantees that all routes 
are loop-free (temporary loops may form), and typically provides multiple routes for any 
source/destination pair. It provides only the routing mechanism and depends on Internet MANET
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Encapsulation Protocol (IMEP [CORS98]) for other underlying functions, such as link status 
sensing, control message aggregation and encapsulation, network-layer address resolution, 
MANET router identification, interface identification and addressing.
TORA can be separated into three basic functions: creating routes, maintaining routes, and erasing 
routes. The creation o f routes basically assigns directions to links in an undirected network or 
portion of the network, building a directed acyclic graph (DAG) rooted at the destination (See 
Figure 2-4).
Figure 2-4 Directed acyclic graph rooted at destination
TORA associates a height with each node in the network. All messages in the network flow 
downstream, from a node with higher height to a node with lower height. Routes are discovered 
using Query (QRY) and Update (UPD) packets. When a node with no downstream links needs a 
route to a destination, it will broadcast a QRY packet. This QRY packet will propagate through 
the network until it reaches a node that has a route or the destination itself. Such a node will then 
broadcast a UPD packet that contains the node height. Every node receiving this UPD packet will 
set its own height to a larger height than specified in the UPD message. The node will then 
broadcast its own UPD packet. This will result in a number o f directed links from the originator of 
the QRY packet to the destination. This process can result in multiple routes.
Maintaining routes refers to reacting to topological changes in the network in a manner such that 
routes to the destination are re-established within a finite time, meaning that its directed portions 
return to a destination-oriented graph within a finite time. Upon detection o f a network partition,
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all links in the portion of the network that has become partitioned from the destination are marked 
as undirected to erase invalid routes. The erasing o f routes is done using clear (CLR) messages.
2.3.4.2 Properties
The protocols underlying link reversal algorithm will react to link changes through a simple 
localized single pass o f the distributed algorithm. This prevents CLR packets to propagate too far 
in the network. A comparison made by the CMU Monarch project has however shown that the 
overhead in TORA is quite large because o f the use of IMEP.
2.3.5 Cluster Rased Routing Protocol - CBRP
2.3.5.1 Description
The idea behind CBRP [JIAN98] is to divide the nodes of an ad-hoc network into a number of 
overlapping or disjoint clusters. One node is elected as cluster head for each cluster. This cluster 
head maintains the membership information for the cluster. Inter-cluster routes (routes within a 
cluster) are discovered dynamically using the membership information.
CBRP is based on source routing, similar to DSR. This means that intracluster routes (routes 
between clusters) are found by flooding the network with Route Requests (RREQ). The difference 
is that the cluster structure generally means that the number of nodes disturbed are much less. Flat 
routing protocols, i.e. only one level of hierarchy, might suffer from excessive overhead when 
scaled up.
CBRP is like the other protocols fully distributed. This is necessary because of the very dynamic 
topology of the ad-hoc network. Furthermore, the protocol takes into consideration the existence 
o f unidirectional links.
Link sensing
Each node in CBRP knows its bi-directional links to its neighbours as well as unidirectional links 
from its neighbours to itself. To handle this, each node must maintain a Neighbour Table (see 
Table 2-1).
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Neighbor ID Link status Role
Neighbor 1 Bi/unidirectional link to me Is 1 a cluster head or member
Neighbor 2 Bi/unidirectional link to me Is 2 a cluster head or member
Neighbor n Bi/unidirectional link to me Is n a cluster head or member
Table 2-1 Neighbour Table.
Each node periodically broadcasts its neighbour table in a hello message. The hello message 
contains the node ID, the nodes role (cluster head, cluster member or undecided) and the 
neighbour table. The hello messages are used to update the neighbour tabkes at each node. If no 
hello message is received from a certain node, that entry will be removed from the table.
1) Clusters
The cluster formation algorithm is very simple, the node with lowest node ID is elected as the 
cluster head. The nodes use the information in the hello messages to decide whether or not they 
are the cluster heads. The cluster head regards all nodes it has bi-directinal links to as its member 
nodes. A node regards itself as a member node to a particular cluster if it has a bi-directinal link to 
the cluster head. It is possible for a node to belong to several clusters.
Cluster I Cluster 2
Figure 2-5 Bi-directional linked clusters
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Clusters are identified by their respective cluster heads, which means that the cluster head must 
change as infrequently as possible. The algorithm is therefore not a strict “lowest ID” clustering 
algorithm. A non-cluster head never challenges the status of an existing cluster head. Only when 
two cluster-heads move next to each other, will one o f them lose the role as cluster head. In 
Figure 2-5 node 1 is cluster head for cluster 1 and node 2 is cluster head for cluster 2.
2) Routing
Routing in CBRP is based on source routing and the route discovery is done, by flooding the 
network with Route Requests (RREQ). The clustering approach however means that fewer nodes 
are disturbed. This, because only the cluster heads are flooded. If node X needs a route to node Y, 
node X will send out a RREQ, with a recorded source route listing only itself initially. Any node 
forwarding this packet will add its own ID in this RREQ. Each node forwards a RREQ only once 
and it never forwards it to node that already appears in the recorded route.
In CBRP, a RREQ will always follow a route with the following pattern:
Source-»Cluster head—^Gateway—>Clus ter head—^Gateway-*
-^Destination
A gateway node for a cluster is a node that knows that it has a bi-directional or a unidirectional 
link to a node in another cluster. In Figure 2-5, node 6 is gateway node for cluster 1 and node 4 is 
gateway node for cluster 2.
The source unicasts the RREQ to its cluster head. Each cluster-head unicasts the RREQ to each of 
its bi-directionally linked neighbour clusters, which has not already appeared in the recorded route 
through the corresponding gateway. There does not necessarily have to be an actual bi-directional 
link to a bi-directional linked neighbour cluster. For instance, in Figure 2-5 cluster 1 has a 
unidirectional link to cluster 2 through node 3 and cluster 2 has a unidirectional link to cluster 1 
through node 5, and the clusters are therefore bi-directional linked neighbour clusters. This 
procedure continues until the target is found or another node can supply the route. When the 
RREQ reaches the target, the target may chose to memorize the reversed route to the source. It 
then copies the recorded route to a Route Reply packet and sends it back to the source.
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2.3.S.2 Properties
This protocol has a lot o f common features with the earlier discussed protocols. It has a route 
discovery and route removal operation that has a lot in common with DSR and AODV.
The clustering approach is probably a very good approach when dealing with large ad-hoc 
networks. The solution is more scalable than the other protocols, because it uses the clustering 
approach that limits the number of messages that need to be sent. CBRP also has the advantage 
that it utilizes unidirectional links. One remaining question is however how large each cluster 
should be. This parameter is critical to how the protocol will behave.
2.3.6 Destination Sequenced Distance Vector - DSDV  
3.3.1 Description
DSDV [PERK94] is a hop-by-hop distance vector routing protocol that in each node has a routing 
table that for all reachable destinations stores the next-hop and number o f hops for that 
destination. Like distance-vector, DSDV requires that each node periodically broadcast routing 
updates. The advantage with DSDV over traditional distance vector protocols is that DSDV 
guarantees loop-freedom.
To guarantee loop-freedom DSDV uses a sequence numbers to tag each route. The sequence 
number shows the freshness of a route and routes with higher sequence numbers are favourable. A 
route R is considered more favourable than R' if R has a greater sequence number or, if  the routes 
have the same sequence number but R has lower hop-count. The sequence number is increased 
when a node A detects that a route to a destination D has broken. So the next time node A 
advertises its routes, it will advertise the route to D with an infinite hop-count and a sequence 
number that is larger than before.
DSDV basically is distance vector with small adjustments to make it better suited for ad-hoc 
networks. These adjustments consist o f triggered updates that will take care of topology changes 
in the time between broadcasts. To reduce the amount o f information in these packets there are 
two types of update messages defined: full and incremental dump. The full dump carries all 
available routing information and the incremental dump that only carries the information that has 
changed since the last dump.
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2.3.6.1 Properties
Because DSDV is dependent on periodic broadcasts it needs some time to converge before a route 
can be used. This converge time can probably be considered negligible in a static wired network, 
where the topology is not changing so frequently. In an ad-hoc network on the other hand, where 
the topology is expected to be very dynamic, this converge time will probably mean a lot of 
dropped packets before a valid route is detected. The periodic broadcasts also add a large amount 
of overhead into the network.
2.3.7 Comparison
So far, the protocols have been analyzed through simulations. Table 2-2 summarizes and 
compares the result from these qualitative analyses and shows what properties the protocols have 
and do not have. As it can be seen from Table 2-2, none of the protocols support power 
conservation or Quality of Service. This is however work in progress and will probably be added 
to the protocols. All protocols are distributed, thus none of the protocols is dependent on a 
centralized node and can therefore easily reconfigure in the event of topology changes.
DSDV AODV RDMAR DSR ZRP TORA/IMEP CBRP
Loop-free Yes Yes Yes Yes Yes No, short lived loops Yes
Multiple routes No No Yes Yes Yes Yes
Distributed Yes Yes Yes Yes Yes Yes Yes
Reactive No Yes Yes Yes Partially Yes Yes
Unidirectional Link 
support No No Partially Yes No No Yes
QoS support No No No No No No No
Multicast No Yes No No No No No
Security No No No No No No No
Power
Conserevation No No No No No No No
Periodic broadcasts Yes Yes No No Yes Yes (IMEP) Yes
Control Flooding Yes Yes No Yes Partially Yes Partially
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Requires reliable
data No No No No No Yes No
Table 2-2 Comparison between ad-hoc routing protocols
DSDV is the only proactive protocol in this comparison. It is also the protocol that has most in 
common with traditional routing protocol in wired networks. The sequence numbers were added 
to ensure loop-free routes. DSDV will probably be good enough in networks, which allows the 
protocol to converge in reasonable time. This however means that the mobility cannot be too high. 
The authors of DSDV came to the same conclusions and designed AODV, which is a reactive 
version of DSDV. They also added multicast capabilities, which will enhance the performance 
significantly when one node communicates with several nodes. The reactive approach in AODV 
has many similarities with the reactive approach of DSR. They both have a route discovery mode 
that uses request messages to find new routes. The difference is that DSR is based on source 
routing and will learn more routes than AODV. DSR also has the advantage that it supports 
unidirectional links. DSR has however one major drawback and it is the source route that must be 
carried in each packet. This can be quite costly, especially when QoS is going to be used.
ZRP and CBRP are two very interesting proposals that divide the network into several 
zones/clusters. This approach is probably a veiy good solution for large networks. Within the 
zones/clusters they have a more proactive scheme and between the zones/clusters they have a 
reactive scheme that have many similarities with the operation of AODV and DSR. They have for 
instance a route discovery phase that sends request through the network. The difference between 
ZRP and CBRP is how the network is divided. In ZRP all zones are overlapping and in CBRP 
clusters can be both overlapping and disjoint.
None o f the presented protocols are adaptive, meaning that the protocols do not take any smart 
routing decisions when the traffic load in the network is taken into consideration. Also, all 
protocols use flooding-based route discovery methods which however create scalability concerns 
when the network grows larger.
Furthermore, as a route selection criteria the proposed protocols use metrics such as shortest 
number of hops and quickest response time to a request. This can lead to the situation where all 
packets are routed through the same node even if  there exist better routes where the traffic load is 
not as large.
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Finally, both AODV and DSR protocols allow nodes to reply to route requests by using their 
routing tables. The author o f this report, however, argues (see discussion in [AGGE99]) that the 
destination-sequence number technique proposed in AODV protocol in order to determine 
freshness o f routing information, may lead to inefficient routing decision during the route 
construction and re-construction phases. This argument is illustrated in the following example:
A ++ B ++ C ++ D ++ E
Consider nodes A to E and say A broadcasts a query packet for node E (i.e., node A is searching 
for a route to E) with destination sequence number equal to dst_seq_num. Intermediate nodes 
have two choices for sending RREPs:
i. if they have a route to destination with a sequence number which is greater than 
dst_seq_num, or
ii. if they have a route to destination with a sequence number which is greater or equal to 
dst_seq_num
However, the first case excludes the case where C may have a route with sequence number equal 
to dst_seq_num and the path is still active (i.e., C - D - E) but B left. The second case includes 
the erroneous RREPS where C sends a RREP if  sequence number equal to dst_seq_num but the 
path C - D - E is not working!
From the above comparisons, it is observed that all protocols, apart from RDMAR, are using 
network-wide broadcasting (referred to as network flooding) for disseminating control 
information. With flooding, however, the cost in terms o f network resources is very high as all 
nodes receive and forward the control messaging, which results to many unnecessary re­
transmissions and processing in areas where the messages may be completely unproductive. 
Given, therefore, the respective cost for terminal searching, an efficient route discovery 
mechanism, which restricts the propagation of flooding is needed. To achieve this, the proposed 
RDMAR protocol uses localisation mechanisms to restrict the propagation of control and data 
signalling.
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Furthermore, no one of the above protocols calculates routes that guarantee certain Quality-of- 
Service (QoS) requirements; what is referred to as QoS support. In order to support multimedia 
applications with diverse QoS requirements, such as high bandwidth availability, low packet loss 
rate, and a low variation in packet delivery time, strict resource constraints may have to be 
imposed on the paths being calculated and used. The goal of QoS routing, therefore, is to find a 
feasible path that provides acceptable end-to-end QoS with respect to application’s requirements.
To support multimedia services with bandwidth requirements, a framework for QoS routing 
support is presented. The proposed framework proposes generic approaches on chamiel 
assignment and slot reservations tailored for operation in cluster-based mobile ad hoc networks. 
By giving the routing algorithm access to bandwidth information, the coarse grain (routing) and 
fine grain (congestion control) resource allocation mechanisms are coupled in order to achieve 
efficient and fair allocation of resources.
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Chapter 3
D y n a m ic  r o u t in g  in  M o b il e  A d  h o c  
N e t w o r k s
Introduction
Multi-hop wireless networks, also called mobile “ad hoc” networks (MANETs) [MANET], are 
self-organising, self-configuring and rapidly deployable wireless networks where neither a wired 
backbone nor a centralised administrative control exists. MANETs are composed of mobile nodes 
which are free to move around randomly and organise themselves arbitrarily; thus, the network's 
wireless topology may change rapidly and unpredictably. In analogy to Satellite Personal 
Communications Networks (S-PCN) [MARAL], MANETs are envisioned as networks capable of 
being deployed in places where there is little or no communication infrastructure or the existing 
infrastructure is expensive or inconvenient to use.
In a mobile ad hoc network, mobile hosts share the same frequency channel, like IEEE 802.11 
[802.11] and ETSIHIPERLAN Type 1 [HLAN]. The limitations on power consumption imposed 
by portable wireless radios result in a node transmission range that is typically small relative to 
the span of the network. Consequently, in mobile ad hoc networks the mobile terminals do not 
have direct radio links to all the radio terminals in the network resulting in a distributed multihop 
network with a time-varying topology. This, coupled with the fact that the communication 
infrastructure does not rely on the assistance of base stations, implies that terminals must 
communicate with each other either directly or indirectly by relaying via intermediate mobile 
hosts. Therefore, nodes are also acting as routers (also called Mobile Routers [ROOF]) and 
dynamically establishing routing patterns amongst themselves to form an infrastructure-less 
network.
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In order to route incoming calls to a mobile destination terminal, the system must first discover a 
route to the destination terminal. The system process responsible for searching a route is often 
called ROUTE DISCOVERY. Route discovery schemes in MANETs have been extensively studied 
in [SZE99, RDMAR, DSR], where new approaches for routing in MANETs are proposed and 
performance evaluation results have been presented. A common objective that motivates the 
design of these routing strategies is that (1) the algorithm should achieve a stable routing topology 
and should do so with minimal communications overhead and computational complexity, and (2) 
it should be robust enough in the face of network failures. In essence, the concept behind the route 
discovery in these schemes (e.g., [PARK97], [MALT99], [PERK99]), are similar to the flooding 
mechanism [SZE99], where a broadcast packet is used for the entire network area. From an 
implementation point of view, flooding mechanism is the simplest for route searching. However, 
the cost in terms of network resources will be very high as a mobile terminal has to flood the 
entire network every time it needs to find a route. The problem becomes more pronounced as the 
number of MANET users increases. Moreover, flooding a message in the entire MANET area 
would result in many unnecessary message re-transmissions and processing in areas where the 
messages are completely unproductive. Given, therefore, the respective cost for terminal 
searching, an efficient route discovery mechanism which restricts the propagation o f flooding is 
needed. To achieve this, a new routing protocol needed that has the capability to estimate and 
determine the minimum flooding propagation range for successfully locating a user.
In this chapter a new routing protocol, called Relative Distance Micro-Discovery Ad Hoc Routing 
(RDMAR), tailored for operation in a MANET environment is presented and its performance is 
demonstrated.
The Relative Distance Micro-Discovery Ad Hoc Routing (RDMAR) protocol is an on- 
demand protocol that reactively discovers and repairs routes within a local region o f the 
network. This is accomplished by a simple distributed route searching algorithm, which is 
referred to as Relative Distance Micro-discovery (RDM), using a probability model for 
estimating the relative distance between two nodes as the basis for routing searching and, 
thus, for routing decisions. Relative Distance (<R0) between two nodes is the hop-wise 
distance that a message needs to travel from one node to the other. Knowledge o f this <R<p is 
leveraged by the RDMAR protocol to improve the efficiency o f a reactive route 
discovery/repair mechanism.
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The R D M A R  protocol and its individual mechanisms are further analysed, and their effectiveness 
and the manner in which they interact, in order to contribute to the overall protocol performance, 
are determined. A  framework for the modelling and analysis o f the RDM algorithm is also 
presented and, based on this, a method for estimating a nearly optimal between two mobiles is 
then introduced. The effects of the parameter ((R0) are tightly coupled to the hit (or, else, the 
success) ratio of the ROUTE DISCOVERY algorithm, making it difficult to select optimal values. 
Large values for seem desirable as they increase the path availability, and hence the hit ratio, 
but increases the routing overhead and computational requirements o f route maintenance and 
discovery. Small values o f (R£>, on the other hand, imply a considerable reduction on the routing 
overhead for the discovery o f new paths with, however, an inherent small hit ratio. Consequently, 
there is a trade-off between protocol efficiency and route optimality. Numerical results 
demonstrate the trade off between high and low values of estimated (R(p under various parameter 
values.
As demonstrated through simulations, the performance of RDM is very close to this of an optimal 
route searching policy whilst the query localisation protocol is able to reduce the routing overhead 
significantly, often in the neighbourhood of 48-50% of the flooding-based schemes.
Furthermore, it is the goal o f this study to highlight the performance trade-offs between two 
general categories identified in the present IETF candidates; namely, localisation- and flooding- 
based1 routing protocols. Two IETF schemes o f the second categoiy are the DSR [MALT99] and 
AODV [PERK99] protocols. Hence, these two protocols will be used throughout this chapter as a 
point o f reference to flooding-based MANET routing protocols. It is not the purpose o f this study, 
however, to compare RDMAR with these two protocols. For performance comparisons o f the 
RDMAR and other IETF schemes the reader is referred to [AGGE99].
The protocol versions o f the three schemes used throughout this chapter are as presented in the 
46th IETF meeting. More details on these protocols can be found in [IETF46]. It is worth noting 
that the latest versions of all the three protocols have been enhanced with new features, which are 
not considered in this study; specifically, the DSR and the AODV have incorporated localisation 
features and all (DSR, AODV, RDMAR) have been enhanced with quality-of-service (QoS) 
routing extensions.
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For consistency, it is important to mention the baseline commonalities and differences between 
RDMAR and AODV and DSR schemes' Firstly, the RDMAR and AODV protocols are structured 
along the lines o f a reactive distance vector algorithm and use sequence numbers to maintain loop 
freedom. In both protocols (AODV, RDMAR), next hop routing is used whereas source routing in 
DSR.
Secondly, during ROUTE D i s c o v e r y  nodes in DSR and AODV upon receiving a query message 
may respond with a valid route from their routing tables whereas R o u t e  DISCOVERY in RDMAR 
is an end-to-end process. The key concept behind the ROUTE DISCOVERY in RDMAR is that a 
query flood is localised. Also, to decide upon route freshness AODV uses destination sequence 
numbers, where in DSR and RDMAR no sequence numbers are used. Instead, in DSR source 
routes are used, and thus loops are avoided, as also cached routes are assumed with a high 
probability to be valid as route errors erase routes that stopped working. In RDMAR no fear of 
stale routes or routing loops exists since the discoveiy is end-to-end and therefore fresh loop-free 
routing information is always ensured.
Thirdly, when a route failure occurs along an active path, unlike the AODV and the DSR 
protocols that use route error messages to notify all affected data sources during the R o u t e  
R e p a ir  phase, in the RDMAR either error messages are similarly sent or a local repair on the 
region of the network where the failure occurs is triggered instead. The relative distance is again 
leveraging the choice o f which heuristic is to be applied during the ROUTE R e p a ir  phase as well, 
as illustrated in Section 3.7
3.1 The RDMAR protocol
3.2 Protocol overview
RDMAR routing protocol [AGGE99, AGGE99a, AGGEOla, AGGEOO] is based on the concept of 
next-hop routing model. Each host should keep a routing table which indicates the next host-to be 
used as the immediate relay in order to reach a destination. Each node, on receiving a data packet,
1 In the context o f  wireless reactive routing, flooding refers to the uncontrolled propagation o f  control signaling and, thus, is not the 
same as the flooding in traditional wired networks, which refers to the data flooding,
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only needs to check its routing table and if  a valid route for the destination of the data packet 
exists, it then forwards the packet to the next node as this is indicated in its routing cache entry 
associated with the packet’s destination IP address.
All the RDMAR actions are implied by information received through application and 
networlc-interface layer protocol. In the remainder o f this section, an overview of the three events 
which drive the routing protocol are presented. These namely are the CALL DELIVERY, ROUTE 
D i s c o v e r y  and R o u t e  R e p a ir .  The necessary signaling and the corresponding procedures for 
these events are illustrated in detail in the following subsections:
1. CALL D e l i v e r y  — When a node has data to send, a procedure called call delivery is required. 
At the data generating node, a routing table look-up procedure is performed in order to find a 
valid route entry that identifies the next hop node to route the pending call2. The call is 
forwarded to the output buffer if a non-empty entry is found. If, however, there is no route 
information available at the time the call arrives, a process called ROUTE DISCOVERY is 
invoked. ROUTE DISCOVERY is responsible for finding routing information to access the 
destination node. Upon successful termination of the ROUTE DISCOVERY all pending data 
packets to this destination are ready for transmission.
In addition, mobile terminals that receive data to forward, first determine whether a route to 
the destination exists in order to forward the call. If so, they simply forward the call to the 
next hop identified in their routing table. If not, a procedure called ROUTE REPAIR is 
triggered. Also, if  the data route should fail, R o u t e  R e p a ir  is responsible for detecting, 
reporting and, if possible, repairing the failure for the salvage o f the coming data packets.
2. R o u t e  D i s c o v e r y  -  A  R o u t e  D i s c o v e r y  phase is triggered by broadcasting a R o u t e  
R e q u e s t  message. A  receiving node should help propagate the request if  (1) the request has 
not been forwarded previously, and (2) the node is not the destination o f the searching 
procedure. A  node propagating a R o u t e  R e q u e s t  inserts its own IP address in the ‘P r e v i o u s  
AD DRESS’ field o f the packet and decreases the ‘Time-To-Live’ (TTL) counter by 1 (for 
details on ROUTE D i s c o v e r y  mechanism see Section 3.4). When the ROUTE R e q u e s t  is 
received by the destination, a ROUTE REPLY message is sent back to the source indicating the 
route to the destination and the propagation of R o u t e  REQUEST messages effectively stops. 
The R o u t e  R e p l y  then travels in the reverse direction o f the discovered route. This is
2 The terms ‘call’ and ‘packet’ are used interchangeably to denote a single data packet.
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accomplished by using a ROUTE REQUEST table at each node that records information for the 
newly received R o u t e  R e q u e s t s .  When a node receives a R o u t e  R e p ly ,  the matched R o u t e  
R e q u e s t  is retrieved from the R o u t e  R e q u e s t  table and the R o u t e  R e p ly  is forwarded to 
the node indicated in the ‘P r e v io u s  a d d r e s s ’ in the pending R o u t e  R e q u e s t  message.
3. R o u t e  R e p a ir  -- Upon receiving a packet to forward, the node is responsible for detecting if  
the transmission was successful. When a data packet arrives at a node lacking of a route to the 
destination of the packet or a route exists but the link to the next node is broken, the R o u t e  
R e p a ir  algorithm is initiated and the conditions and rules described in Section 3.7 are applied.
A detailed version of the protocol is explained from a high-level perspective in the following 
sections.
3.3 Conceptual Data Structures
For a node to participate in an ad hoc network, using the RDMAR protocol, it needs to keep three 
data structures wherein all routing and management information, learned during protocol 
operation, is kept; these are: a Routing table, a ROUTE R e q u e s t  and a Data Re-transmission table.
3.3.1 Routing Table
In RDMAR, calls are routed between the nodes of the network by using routing tables which are 
stored at each station o f the network; each node is treated as a host as well as a store-and-forward 
node. Each routing table lists all reachable destinations, wherein for each destination DST 
additional routing information is also maintained. This includes: the ‘D e f a u l t  R o u t e r ’ field 
that indicates the next hop node through which the current node can reach DST: the ‘HOP COUNT’ 
field which shows an estimate of the hop distance (or, according to RDMAR, ‘RELATIVE 
D i s t a n c e ’ (R 0 ) )  between the node and d s t :  and the T im e  L a s t  U p d a t e ’ (TLU) field that 
indicates the time since the node last received routing information for/from DST. In addition to 
these fields, a ‘R o u t e  T im e o u t ’ (see Table I Section 3.11) field that records the remaining 
amount of time before a route is considered invalid is associated with each route entry. Soft-state, 
therefore, is maintained at each node through the use o f the ‘ROUTE TIMEOUT’ timer. This timer
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determines the maximum time for which the node can guarantee route availability to the 
destination node associated with this route. The expiration of the timer triggers the deletion of the 
route from the routing table, hence requiring the node to re-evaluate the availability o f the route, if 
one is still needed. A  list, called ‘D e p e n d e n t  N e ig h b o u r ’ list, is associated with each entry 
indexed from a destination DST and records all the neighbours that use this node as their default 
router to reach DST. That is, whenever a station receives data to forward to DST, the node adds the 
previous node’s IP address in the ‘D e p e n d e n t  N e ig h b o u r ’ list. Members o f this list are 
maintained for D e p e n d e n t_ N e ig h b o u r _ T im e o u t  seconds. The importance and use of this list 
during protocol operation is illustrated in Section 3.7.
Finally, when a node receives new routing information (via a R o u t e  R e p ly  or R o u t e  R e q u e s t )  
for some node DST the following criteria apply in order to add this or to replace an existing entry 
in its routing table: if  a route to DST already exists, the <2&D field o f the new route is first compared 
with this in its cache. The new route will be selected only if  it carries a smaller hop count than the 
<R<P of the pending route. This is because, in contrast to AODV [PERK99] and DSR [MALT99] 
schemes where nodes receiving a query message may respond with a valid route from their 
routing tables (also called query quenching schemes [AGGE99]), in RDMAR the ROUTE 
D i s c o v e r y  is an end-to-end process and R o u t e  R e p l ie s  are always triggered by the destination 
of the R o u t e  R e q u e s t .  Hence, only fresh information is propagating through R o u t e  R e p lie s .  
However, if  on the arrival of a ROUTE REPLY a route does not exist, the node proceeds and adds 
the new routing information with no further checking. Note also that because the current version 
o f the protocol is based on the shortest-path paradigm, the criteria for selecting a path is the 
minimum hop distance to the source o f the reply. (A second IETF submission of the protocol 
encompasses QoS extensions to the basic protocol for achieving adaptive next-hop QoS-based 
routing. These extensions, however, are not attached herein as the dissertation was completed and 
submitted at that time.)
3.3.2 Re-transmission Data Table
The Re-transmission data buffer is a queue of data packets that are awaiting the receipt of an 
explicit acknowledgment from their destination. For each packet in the Re-transmission data 
buffer, a node maintains (1) a counter o f the number of re-transmissions and (2) the time of the 
last re-transmission. The source o f the packet is allowed to retransmit the packet up to 
M a x _ D a t a _ S r c _ R e x m it  times (3 in out experiments - see Table I Section 3.11)and if  an
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acknowledgem ent is not received within D a t a A ckJ D m eo ut  time, the node proceeds and 
discards the packet.
3.3.3 Route Request Table
All information related to the most recently received R o u te  R e q u e s t  packets is stored in the 
R o u t e  R e q u e s t  table. A new entry is added in the table when a R o u te  R e q u e s t  is generated or 
relayed for the first time. To detect duplicates, a unique number (‘RREQ_ID’) is associated with 
every query message. Each table entry is timestamped. If the original sender of a query has not 
received a valid R o u te  R e p ly  that matches a pending R o u te  R e q u e s t , after RREQ_Exp Time 
from the time the ROUTE REQUEST is originated, the node should re-transmit the message with an 
increased ‘RREQ_ID’ value. If the number o f re-transmissions for a destination terminal exceeds 
M a x  R r e q jR e x m it  times, the sender o f the request must baclc-off from sending more R o u te  
REQUEST messages to this terminal. Any other node that has a pending ROUTE REQUEST but has 
not received a reply within the RREQ _Exp_Tim e since the query was received, can assume that 
either the R o u te  D is c o v e r y  has failed or the reply has been forwarded through a different, 
possibly shortest, path. The pending query is then deleted from its query cache.
3.4 Route Discovery (RDisc) Phase
3.5 Generating and Forwarding Route 
Requests
Let us say that a node, SRC. initiates the R o u te  D is c o v e r y  phase to another node, DST. Here, the 
source of the ROUTE DISCOVERY, SRC. has two options: either to flood the network with a query 
in which case the query packets are broadcast into the entire network area or, instead, to limit the 
discovery in a smaller region o f the network if some kind of location prediction model for DST can 
be established. The former case is straightforward. In the latter case, SRC refers to its routing table 
in order to retrieve information on its previous relative distance field) with DST and the time 
elapsed ( ‘TLU’ field) since SRC last received routing information for DST. Let us designate this
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time as tmotion. Based on this information and assuming a moderate velocity, AVG_VELOCITY, and 
a moderate transmission range, AVG_COMM_RANGE, node SRC is then able to estimate its new 
R<D to DST (New in Figure 3-1).
Figure 3-1 Illustration of the Relative Distance Micro-Discovery (RDM) Procedure
It is evident, however, that New RPwrmn is not simply given by adding or subtracting the new 
distance offset for the elapsed time tmolion to the previous relative distance (RSDsxc.vst). but this 
rather depends on the moving directions of the two terminals during tmouon. To estimate the new 
<R<P between SRC and DST. a stochastic model has been developed to derive expressions for the 
estimation of the relative position of nodes as a function of time. In Section 3.8.2, it is shown how 
this model provides the basis for dynamically initiating the route searching procedure but at 
limited searching cost. In this model, an iterative algorithm, called the Relative Distance 
Estimation (RDE) algorithm, is introduced and used to determine the optimal relative distance 
between two nodes. Clearly, the ability of the protocol to terminate a query thread depends on the 
ability of the RDE algorithm to estimate a correct The most critical entity in the RDM 
procedure, therefore, is the RDE algorithm, which is described extensively in Section 3.9.
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The estimated new relative distance is then divided by AVG_C°MM_RANGE to produce a 
normalized hop-wise distance. Thereafter, node SRC limits the distribution for route queries by 
inserting the normalised value o f  the new ly estimated R ft in the ‘TTL’ field  in the header o f  the 
ROUTE REQUEST packet. This procedure is called Relative-Distance Microdiscovery (RDM ).
3.6 Generating Route Replies
The ROUTE REQUEST packet asynchronously propagates through the network limited by the ‘TTL’ 
value indicated in its header. Each intermediate node that receives the ROUTE REQUEST packet 
first creates a reverse route to the source o f the ROUTE REQUEST in its routing table with next hop 
set to the IP address o f the previous hop included in the ROUTE REQUEST packet. The route 
adding criteria should meet the same criteria as described in Section 3.3. Subsequently, the node 
checks in its ROUTE REQUEST table to see whether it has received a R o u t e  REQUEST with the 
same tuple < S o u r c e  IP A d d r e s s ,  D e s t i n a t i o n  IP A d d r e s s ,  S o u r c e  S e q u e n c e  N u m b e r >  
within the last R R E Q _E x p _ T im e  time. If so, the node silently discards the newly received ROUTE 
REQUEST therefore avoiding the overhead of forwarding additional copies that reach this node 
along different paths. Otherwise, the node first adds the ROUTE REQUEST in its ROUTE REQUEST 
table and then rebroadcasts it with the same field values but using its own IP as the previous hop. 
The ‘TTL’ field in the broadcast ROUTE REQUEST message is decreased by one.
A  ROUTE R e p ly  packet can be generated in response to a ROUTE REQUEST only by the 
destination node for which the ROUTE REQUEST is sent. Upon reception, the destination o f the 
query thread prepares a ROUTE R e p ly  to send in response. It first copies over the 
R R E Q _’S e q u e n c e _ N u m b e r ’ received in the R o u t e  R e q u e s t  packet in the ‘S o u r c e  S e q u e n c e  
N u m b e r ’ field o f the reply, and the ‘D e s t i n a t i o n  A d d r e s s ’ and ‘S o u r c e  A d d r e s s ’ fields of 
the query into the ‘SOURCE ADDRESS’ and ‘DESTINATION ADDRESS’ of the reply, respectively. 
The ‘HOP C o u n t ’ field is set equal to one (1). In addition, similar to the reverse route 
establishment phase during the propagation o f the query thread, there are also ‘gratuitous’ routes 
formed to the source o f a ROUTE REPLY during the propagation of the thread.
When a new route is finally learned, the route is cached and used for sending subsequent packets.
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3.7 Packet Forwarding and Route Repair
An intermediate node i, upon reception o f  a data packet, first processes the routing header and 
then attempts to forward the packet to the next hop. If  so, node i performs two tasks: a small 
network layer3 control m essage is first sent, called B i d ir L in k R e q ,  to the previous node and, 
second, the IP address o f  the previous node is recorded in the ‘DEPENDENT NEIGHBOUR’ list 
indexed from the destination node o f  the packet. The recipient o f  a B id ir  L in k  R eq  m essage, in 
turn replies with a B id ir L in k A C K  m essage. The significance o f  the BIDIR_Link_Req/Ack  
exchange is that in RDM AR a data forwarding node determines whether a bi-directional link 
exists with the node from which the packet is received, such that routing information w ill exist to 
send the future acknowledgem ent back to the source. Therefore, RD M A R  includes a possibility  
for asymmetric operation during the data transfer. The importance o f  the latter procedure is 
illustrated later in this section.
If, however, the link to next hop node is broken, node i initiates the ROUTE REPAIR phase. During 
the ROUTE R ep a ir  phase, node i exploits the spatial relationships between itse lf and the source 
and destination nodes o f  the data packet. Depending on its relative position from the source and 
destination nodes o f  the packet, i may optionally initiate an RDM procedure or notify instead the 
source o f  the active call. To put this into perspective, if, at the time w hen the failure occurs, i 
determines that its 5&D to the destination o f  the data packet is sm aller than to the source o f  the 
packet, i proceeds and initiates the RDM procedure4; otherwise, i proceeds and notifies the data 
source about the failure to deliver the packet through this path. It is evident that i is able to 
perform the <R<JD comparison only i f  valid routing information for both the source and destination 
nodes o f  the data stream exists in its routing table; otherwise, i proceeds and notifies the source 
about the failure to deliver the packet through this path. This phase is called the FAILURE 
N o t i f i c a t io n  (FN) phase.
In response to an RDM _RR request, a ROUTE REPLY shall be received fast so that a quick re­
routing is performed in a manner seam less to the data source, as w ell as the data source expiring 
and retransmitting the packet. If, however, a ROUTE REPLY is not received within  
RREQ_EXP_TlME seconds, the FN phase or a new  RDM_RR with a higher <R<p value than the one
3 This signaling can well be incorporated to a MANET encapsulation protocol, such as the one proposed in [CORS98]
4 To distinguish this RDM phase from the one triggered from a source node, let us designate this as RDM_RR.
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used in the previous RDM_RR attempt may optionally be initiated; the latter will be referred to as 
RDMJNC.
If the FAILURE NOTIFICATION phase is triggered, node i generates and unicasts an FN message to 
the candidate nodes listed in the D e p e n d e n t  N e i g h b o u r  list. The importance o f this mechanism 
is that all data source nodes that currently use the failed route are timely notified to search for a 
new path, if one is still needed. When the FN message is returned to the data sender, the node first 
examines whether new routing information to the destination exists. If so, the node immediately 
proceeds and sends the pending data packet(s) over the new route. If, however, no route to the 
destination is available, ROUTE DISCOVERY is triggered. The procedure continues until the packet 
is successfully delivered to its destination or a timeout signals the protocol to discard the packet 
from its data re-transmission buffer. Once the packet reaches its final destination, the packet is 
delivered to the network layer software on that host and the node sends an explicit 
acknowledgement back to the source o f the data packet.
In the following, an analytical model for the RDM mechanism is introduced and the network route 
searching cost is derived. An assumption made is that the average transmitting power level of 
nodes is assumed to be similar for all nodes and known by the system5.
3.8 The Performance Analysis Model
3.8.1 The Notion of Virtual Wireless Ring (VWR) and Terminal 
Mobility
Consider a wireless ad hoc network system with N  mobile users. Let us assume that a mobile 
terminal initiates at time t=0. At every discrete time t (t >0) after the initiation, a mobile terminal 
may move or stay at its position.
5 In a real-packet radio network where power control is applied to adjust transmission power levels, this information can be shared 
among devices through a separate signaling channel on the data-link layer as in [SURE98],
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Assume Xc, K e  %M are the co-ordinates of the position where a mobile terminal is located at 
discrete time t. The first step upon position prediction initiation is to find the discrete positions 
(here called movement spots or, simply, spots) the mobile can possibly be after a period of time t. 
The spot where mobile is located at t=0 is referred to as the reference spot.
Here, the concept o f virtual wireless ring (VWR) is introduced, such that the MANET coverage 
area is divided into a number of virtual wireless rings each of which is centred at the source of the 
Route Discovery. A VWRt is a circular area with radius equal to the maximum distance that the 
user may have travelled from its reference spot during time t (t > 0). Figure 3-2 illustrates the 
partitioning o f a residing area and the formation o f virtual wireless rings for the one- and two- 
dimensional mobility models.
(a) One-dimensional mobility model (b) Two-dimensional mobility model
Figure 3-2 One and two-dimensional mobility model
Each VWR comprises a number of spots whose distribution for the one- and two-dimensional 
mobility models is depicted in Figure 3-2a and Figure 3-2b, respectively. In the same figure, let us 
assume that at time t = 0 a mobile resides at spot A. Then, for the one-dimensional mobility 
model, after time t = 1 units, the node may be located in any o f the spots A, B or I f ,  assuming 
that the mobile moves across the direction of the x-axis. For the two-dimensional case, again for 
time t = 1 units, the mobile may reside in any o f the spots A, B, B \  C, or CP, assuming that the 
motion of the mobile is restricted to the direction of the x- and y-axis, only. The innermost ring 
corresponds to the initiation time (t = 0). It consists o f only one spot, which will be referred to as 
the Reference Virtual Wireless Ring (RVWR). Clearly, the spot o f the RVWR is the reference
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spot. For a given RVWR, let us assume S, (t > 0) to be the group of spots that reside within the 
area o f the rth ring (VWRt) at time t.
Each group of spots is labelled according to its position in the ring configuration area such that the 
group of spots i refers to the spots that reside in VWRj. Let us further assume S, to be the number 
of spots in VWRt such as:
(2 * t + l for one-dimensional mod el, t =  0,1,2,...
]F (4 * i)+ l for two-dimensional mod el, t = 0,1,2,..
It is evident therefore that, after time t, the terminal will be located somewhere within an area 
centred at the reference spot S0 and with maximum radius equal to DST, where ST, called the spot 
step, is the minimum distance the mobile can traverse during one discrete time unit. It is evident 
that the maximum distance results when, for time t, the terminal has moved towards the same 
direction for the time t. The spot step is not fixed but varies based on the velocity o f the terminal; 
the higher the velocity the larger the spot step. For example, let us assume one time unit equals 
one second o f real time. For a given average velocity |v| -30m/sec, the distance between two 
neighbour spots is 30m; this is the spot step. In Figure 3-2a, the distance o f the reference spot (A) 
to each one o f the spots B and C, is jv| *1 and |v| *2, respectively. The distance to the spot D, 
however, is not |v| *2, albeit it resides in VWR2, but instead is given through other methods, such 
as the Euclidean formula.
3.8.2 The Analytical Model
Assume, without loss of generality, that a mobile terminal was initially at spot S0 with co­
ordinates (0,0) and after time t is located at spot St with co-ordinates (x,y). To model the 
movements o f the mobile users in the system, it is assumed here that the time is slotted, and a user 
can make at most one move during a slot. It is obvious that movements are restricted to immediate 
neighbouring spots. (Note that the two-dimensional model is described herein, as this involves 
more complicated analysis than the one-dimensional model. A similar approach can then be 
followed for the analysis of the one-dimensional model.)
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3.8.3 The Markovian Model
In the two-dimensional model, during each slot a user can be in one o f the following five states: 
(i) stationary state (S), (ii) right-move state (R), (iii) left-move state (L), (iv) up-move state (UP) 
and (v) down-move state (DN).
Let 3  =  {S,R,L,UP,DN} be the state space and 3  (t) be the state during slot t. Assume that a 
user is in position k = (x,y) at the beginning o f slot t. The movement o f the user during that slot 
depends on the state 3  (t) as follows: if the user is in state S it then remains in position k, if the 
user is in state R then it moves to position (x+l,y), if  the user is in state L then it moves to position 
(x-l,y), if the user is in state UP then it moves to position (x,y-l) and if the user is in state ZWthen 
it moves to position (x,y+l).
Figure 3-3 State Diagram of the two dimensional Markov walk model
Let us assume that the sequence of states {3(t), t = 0,1,2,...} is a Markov chain with transition 
probabilities (see Figure 3-3) p y  for each state i,j e3  (t):
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p • =  < v
P
q
for i = S, j *  i
for i * S , j * S , i  =  j
for i *  j, j & S 0 < [p, q, v] < 1
1 —q —3v 
l - 4 p
for i i=- S, j =  S 
for i =  j =  S
Given for example that a terminal is in stationary state □ , at time t, its location (spot) at time t+1 
is formally given as follows:
In the above equation, the first case (i.e., U,(x,y)) results when the terminal stays idle for the 
duration of one time slot, while the next four cases result when the terminal makes a movement to 
the left, right, up and down, respectively.
3.8.4 Steady-state Probabilities
In this section the steady state probabilities for each spot o f the VWR coverage area for the two- 
dimensional model are derived. Let D(t) be the distance between the spot in which the user is 
located at time t and the reference spot. In the Markovian model it is important to distinguish the 
state in which the user is relevant to its previous spot. As described above, if  the user’s position at 
time t is at distance d  from the reference spot, then during the next time slot the user’s new 
distance (for the two dimensional Markov Mobility model, as described above) could be d, d-ST,
xFt(x>y) 
'F.Cx + fy )  
xFt+i(x ,y)=j'F t(x - l ,y )
with probability 1 -  4p 
with probability p
with probability p 0 < p < 1 / 4
xPt(x,y + l) 
Y tC x.y-i)
with probability p 
with probability p
d+ST, or y/ d  2 + g  j ,  2 .
Clearly, {(D(t), 3  (t),, t=0,l,2,....} is a Markov chain. Let
<E>ts(x,y) = limt^ co Prob[X(t) = x, Y(t) = y, s e  3 (t) 11 = 0,1,2,...]
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be the stationary probability distribution o f this Markov chain. The balance equations for these 
probabilities are
a^(x,y) = ( l - 4 p ) ^ _ 1( x , y ) + ( l - q - 3 v ) ^ 1( x ~ l , y ) + ( l - q - 3 v ) ^ 1(x + l,y )  
+ ( l - q - 3 v ) <D^ 1( x ,y + l ) + ( l - q - 3 v ) a ^.1( x ,y - l )
L S R  L U D
<Dt (x , y ) = p d x -i  (x , y  )+ v  o t_ i (x  - 1, y )+q  <£t-i ( x + i , y)+-v ^  (x , y +1 )+ v  (x , y  - 1)
q f ( x ,y ) = P < ^ _ 1( x ,y ) + q ^ : 1( x - l , y ) f v (^ l 1( x + l ,y ) + v <j )tG1( x ,y + l > f v (1^ .1( x , y - l )  
(^ U (x >y ) = p (^ S_1(x ,y ) + v a)^ 1( x - l , y ) + v (^ l 1( x + l , y > l - q ^ 1( x ,y + l> l - v (i ^ 1( x , y - l )  
( x ,y ) = p d ^ !  (x ,y )+ v  ^  (x  - 1 ,  y ) f  v  ^  ( x + 1 , y )+ v  ^  ( x ,y +1 )+q  ^  (x ,y  - 1 )
with initial values
<M(x,y>=<M(x.y)=<M(x,y)=4’(x,y)==<Eo(x,y)=|J) 0,^+””
The probabilities Prob[X(t) = x, Y(t) = y 11 = 0,1,2,...] are
® <x,y) = Prob[X(t) = x, Y(t) = y 11 = 0,1,2,...] = T(S)*fl>,s(x,y) +-t(R)*®tE(x,y) + 
T(L)*OtL(x,y) +  t(U )*® ,u(x,y) +  T(D)*4>,D(x,y)
where t(i9) is the stationary probability o f being in state d, i.e.,
x(S) = 1 q 3v t(R ) -=t(L)=t(U )= t(D)=--------- P
1 +  4p -  q -  3v 1 +  4p -  q -  3v
® George E. Aggelou 53
Chapter 3: Dynamic Routing in Mobile Ad Hoc Networks
3.9 The RDE Algorithm
As aforementioned, R o u te  D is c o v e r y  in RDMAR relies for its operation upon the relative 
distance estimation (RDE) algorithm, whose primary objective is to estimate the relative distance 
between two nodes to achieve query localisation. As such, the RDE algorithm presents a virtual 
topology to the routing algorithm and accepts feedback from the routing algorithm in order to 
adjust that virtual routing topology and make routing estimations. This section presents a 
methodology to compute the expected relative distance (d) between two nodes at time t, if d0 is 
their distance at time t0 .
The logical relationship between the RDE algorithm, the routing mechanism and the other 
network-layer entities is depicted in Figure 3-4. The RDMAR algorithm resides logically 
between the routing-layer and upper layers o f the OSI system or could operate together with the 
Internet MANET encapsulation protocol (IMEP) [CORS98] for example, for the encapsulation o f  
the RDMAR-specific control messages.
Upper Layers
[ Mullihop Layer (RDMAR) j
~ Z 5 .
Relative Distance 
Estimation (RDE) Algorithm
------------F
\CD
Network Layer (IP)
j  ...
Pattern information Base (P1B)
■ Previous RD,
> Time elapsed
> Avg Velocity
• Transmission Power
(3) — *
«■ —CD
Markov Chain, 
Stochastic Processes
<->
Intcr-proccss
Communication
CD Prediction Input: Destination Address 
CD Processing
C D  Retrieve Information from Database 
( D  Update Data Base 
C D  Return estimated RD
Figure 3-4 Logical relationships among RDMAR network-layer entities
Formally, in order to calculate an estimate of the relative distance between two nodes, the 
stochastic model o f the RDE algorithm needs the following information: their previous relative 
distance o f the two mobiles (if known) and the time elapsed since this information was last 
received. If no prior history is available for their previous relative distance, then the new 5$) is set 
to some maximum value; this results in broadcasting into the entire network area, a mechanism 
similar to flooding.
It is obvious that since both terminals have identical moving probabilities, the steady state 
probabilities of the spots in the coverage area o f each node are identical. That is, the source and
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destination nodes have identical spot configurations. In addition, it is assumed that mobiles have 
similar transmitting power levels as well as speed and mobility patterns. Therefore, the two circles 
(or, according to Figure 3-1, RDM areas) centred at the source and destination nodes, respectively, 
have similar characteristics.
Two cases are distinguished here: when the two virtual areas overlap and when not. The former 
case results when the product o f the average nodal velocity and the elapsed time is greater than 
half the previous <&) while the latter case results when the product is smaller than half the 
previous <R(p. Let and S'057 denote the spot space for source and destination nodes, 
respectively. Based on this model, an iterative algorithm (Figure 3-5) that calculates the 
convolution of the two spot configurations is used to calculate the probability that the terminals 
could be in relative distance d, after time t.
V W R src V W R dst V W R src V W R dst
if  (Do >= 2L) { 
offset =  D o -2 L ;
/*  Initialize array o f  distance probabilities */
D = 0;
P[D] = -1.0;
/*  Calculate the convolution o f  the hvo spot configurations (I.e., SRC & DST) */ 
for(Src_x =  0; Src_x <= 2L; Src_x++){ 
for(Src_y =  0; Src_y <= 2L; Src_y++){ 
for(Dst_x =  0; Dsl_x <= 2L; Dst_x++){ 
for(Dsl_y = 0; Dst_y <= 2L; Dst_y++){
RD =  EueIedionDistance(Src_x, Dst_x+2L+ofTset, Src_y, Dst_y); 
if( RD *  P[iJ , V i <= D ) (
D++;
P(D) -  <P(Src_x, Srcj>) * <P(Dst_x,Dst_y);
)
else P(i) + =  dfSrcx , Src_y)* dfDsl_x.Dsl_y);
)
)
)
}
i f  (Do < 2L) ( 
offset =  2L-Do;
/*  Initialize array o f  distance probabilities */
D = 0;
P[D] =  -1.0;
/*  Calculate the convolution ofthe tivo spot configurations (Le., SRC A DST) */ 
for(Src_x = 0; Sre_x < -  2L; Src_x++){ 
for(Src_y =  0; Src_y <= 2L, Src_y++) { 
for(Dst_x = 0; Dst_x <= 2L; Dst_x++)( 
for(Dsl_y =  0; Dst_y <= 2L; Dst_y++){
RD =  EucledinnDislance(Src_x1 Dst_x+2L-offset, Src_y, Dst_y); 
if(RD /  P[i] , V i< = D )  {
D++;
P(D) = d>(Srcjc, Srcjr) * 0(Dst_x, Dst_y);
}
else P(i) + ~  dfSrc x, Src_y) * dfDst x, Dst_y);
)
)
}
1
Figure 3-5 RDE algorithm for a two-dimensional random walk model for non-overlapped 
(left) and overlapped (right) virtual areas
The probability of the two terminals being in relative distance d, after time t is formally given:
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P ( d )  = X  Z  {®(SRC _  x, SRC _ y ) * <b(DST _  jc, DST _  y ) \ ED(SRC _ x, SRC _ y , DST _  x, DST _ y )  = d )
SRC _ x * S S><C DST _ x e $ DSr 
SRC _ ye g SRC D S T _ yeS DSr
*see Figure 3-5 and Appendix B for details on the complete RDE algorithm.
Moreover, note that for an RDM area of radius <2&D, the number of virtual areas can be regulated 
through adjustments in each node's transmitter power. Subject to the local propagation conditions 
and receiver sensitivity, the transmission power determines the set o f VWRs.
Finally, it is evident that the RDE algorithm relies for the accuracy o f its estimations on the up-to- 
date information that is maintained in the RDE database; the more frequent the database is 
updated, the more precise the RDE information will be. To increase the rate o f updating the RDE 
information (namely, TLU and fields), a node upon reception of a packet, control or data, 
proceeds and updates these two fields for the previous and source nodes of the packet.
3.10 Cost Definition
A key factor for the design of an efficient MANET routing protocol is the length or range o f the 
R o u t e  D is c o v e r y  or else, according to RDM, the number o f VWRs required to locate the end 
terminal. This important term here is referred to as E(A,B), which is the expected number of 
forwarding VWRs between two nodes A,B.
Assume that the cost for broadcasting in a VWR is Y. This cost accounts for the wireless 
bandwidth utilisation to forward a broadcast message and the computational requirements in order 
to process the message. Obviously, the larger the number of estimated VWRs (E(A,B)) the higher 
the number o f nodes ‘polled’ and thus, the higher the overhead induced. This observation implies 
that the wider the RDM area the higher the cost incurred to broadcast in this area. This comes 
from the fact that a higher number o f mobile terminals reside in wider rings rather than in smaller 
ones.
However, an important observation is that the control overhead induced by a single ROUTE 
DISCOVERY does not thoroughly depend on the number of VWRs in which the broadcast
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propagates, but also on the number of mobiles that reside in the RDM area. Two RDM areas with 
the same number o f VWRs but different mobile population per VWR result in different volumes 
of control overhead. That is, the area with the higher population contributes to a larger amount of 
control messages. In a highly dynamic scenario, such as a MANET is, it has been proven 
extremely difficult to estimate the control-signaling load per VWR as the number o f nodes change 
dynamically and constantly. To simplify the analysis, let us assume that the system is in 
equilibrium state such that for each VWR, the number o f nodes entering a VWR equals the 
number o f nodes departing from this VWR.
In other word, each VWR is assumed to comprise an even distribution o f mobiles, which then 
results two RDM areas (of the same size) to induce the same amount of control overhead. The 
benefit of assuming uniform nodal distribution per VWR is that the total generated network 
control overhead becomes merely a function of the number o f VWRs, which in turn is a function 
of average transmission range (Tx). More sophisticated stochastic models that account for 
different populations per VWR could also leverage the design analysis.
To realise the impact of mobile population in VWRs, the number o f nodes in each VWR is then 
counted. From the above, it can be concluded that the network cost of a single query search is a 
function o f the number o f nodes per VWR as well as of the number o f VWRs covered by the 
propagation o f the query thread.
Given that the newly calculated relative distance of the mobiles is <R$D/<b, the cost for terminal 
searching when a hit occurs is then defined as C(<R£>jhi)  = Y*E(A,B), = Y*(R£>w + 1). The term T ’ 
is added to allow some degree o f searching redundancy during the ROUTE DISCOVERY. Searching 
redundancy should be allowed, as there are situations where the smallest path cannot be 
discovered if the range o f discovery is limited to the exact distance between the source and 
destination nodes of the discovery process. As illustrated in [AGGE99], even though the distance 
estimator (RDE) may produce a correct estimated relative distance for ROUTE DISCOVERY, yet the 
rapid and unpredictable topological changes, as a result of mobility, during the ROUTE 
DISCOVERY phase may have an immediate effect onto the actual distance between the source and 
destination nodes, which may lead to discovery failure. In such situations, path redundancy is a 
viable solution for accommodating these fast network changes during the discovery process.
From the equations above, the total network cost per ROUTE DISCOVERY, C r d m a r _h it > when a hit 
occurs, is C r d m a r h i t  =C(<^D^®) + NRP*E(A,B), where NRP is the total number o f  ROUTE REPLY
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messages generated from the destination of the discovery as a response to the same query thread. 
That is, the cost of a single ROUTE DISCOVERY phase is the total terminal searching cost as well 
as the total cost spent for the propagation o f replies. Note here that the parameter Nrp is 
controllable in RDMAR, since the ROUTE DISCOVERY process is end-to-end, and can be set as a 
protocol parameter such that the destination of the discovery sends Nrp replies per route query 
thread. However, Nrp is totally uncontrollable in query quenching schemes as any node with 
routing information for the destination of the discovery can respond, thus Nrp can be as high as 
Nmt-1 messages, where Nne, the node population of the system.
However, the equations above represent the searching cost to be merely a function of the average 
number of VWRs (i.e., E(S,D)). To have a better insight on the searching cost, one should take 
into account the number of nodes per VWR as well as the transmission power of nodes and the 
success probability of RDM. In the following formulas that relate all these factors with the cost of 
a single discovery attempt are then derived. The performance of the ROUTE DISCOVERY scheme 
followed in RDMAR will then be compared against the searching scheme followed in flooding- 
based query quenching schemes (such as AODV [PERK99] and DSR [MALT99]); hence the end- 
to-end RDM scheme followed in RDMAR is to be compared with a flooding-based policy, as far 
as the propagation o f R o u t e  R e q u e s t s  is concerned, along with query quenching for the 
generation of ROUTE REPLY messages.
Let us assume a network with Nne, mobile nodes is partitioned into Mmax virtual areas and that M  = 
E(A,B) <Mmax is the estimated tf&D between two nodes located at +  and B respectively. Assuming 
that the N„e, nodes are distributed evenly within each VWR, then one can easily find that there are 
Nnet /Mmax nodes per VWR or (Nne, /Mmax) *M nodes in RDM area. Obviously, if M=M„)ax then 
flooding-based route searching is used.
In the following, the communication cost is derived. This is the initiated and relayed routing 
control messaging induced by the ROUTE DISCOVERY algorithm of a flooding-based query 
quenching scheme and the RDMAR protocol. Throughout the analysis, it is assumed that no 
network partitions occur. For R D M A R , the cost incurred by the ROUTE REQUEST propagation 
during a single RDM attempt, C RDisc RDM, is:
CR D isc RDM =
M*NnCt~Mmax
VTmax
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B ecause each VW R has to forward one route reply, the amount o f  replies becom es (M-l) or, i f  the 
destination sends more than one reply, say N RP, this becom es (M-l) *Nrp. So, the total amount o f  
com m unication overhead generated by RDM, CRDM, is
C  RDMAR =  P *  [CRdisc_RDM +  ( M - 1 ) * N rp] +  ( l “P ) * [ C Rcjisc_RDM +  CpLOODlNG +  ( M - 1 ) * N rp]
=  C Rdisc_RDM +  ( M - l ) * N Rp +  ( l - p ) * C FLOODING
where p  is the probability that the RDM attempt is successful and Crdm  is the cost induced from a 
single invocation o f  the RDM algorithm. The network cost induced from the ROUTE DISCOVERY 
in RDM AR, therefore, depends on the probability that correct <R<p estim ates are derived from  
RDE, thus leading to discovery success. In case RDM fails, the source o f  discovery may re-initiate 
an RDM with an increased (Rfi value or use flooding-based searching instead. The analysis above 
uses flooding w hich is the worst case scenario. A ssum ing no network partitions, it is evident that 
an RDM m iss may result in an overall searching overhead that w ill be higher than the cost o f  
using flooding, as w ell as to an even higher connection set-up delay.
For flooding-based query quenching schem es, two cases are distinguished: either nodes that 
receive a route request to forward have a valid route to generate a route reply, or there are no such  
nodes and the destination sends a route reply instead. If for a single query thread, Njn rp number 
o f  nodes use their routing tables to send replies, then the cost incurred from this query thread w ill 
be:
NlN _RP
C FD QQ =  tl * [ C FLOOD,Na+  E  L ength(i)] +(1 -  q ) * [ C flooding+( m  “  ^  * N rp3
i=l
N in HP
= C flooding+ 9 * [ Z  Length(i)] + (1 -  q) *(M - 1 )  * N rp
i=l
where the term Length(i) expresses the length o f  the route from the source o f  the ROUTE 
D is c o v e r y  to the node that generates the R o u t e  R ep ly , q expresses the reliability o f  the 
returned path, whereas for both R D M A R  and flooding-based query quenching schem es, C Fl o o d i n g  
=  N net m essages. The last equation shows clearly that in flooding-based query quenching schem es, 
a single query thread causes two types o f  flooding; one caused from the propagation o f  the query
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thread (i.e., CFLOOding) and the other due to the uncontrolled generation o f ROUTE REPLY 
messages (i.e., Lengthii)])•
i=i
Furthermore, the propagation of replies is proportional to the number o f nodes that generate 
replies as a response to a single query thread as well as to the length o f the route (i.e., Length(i)) 
from the source of the ROUTE DISCOVERY to the nodes that generate the replies. As the route 
length increases, the distance between the source of the query thread as well as the number of 
nodes that generate replies increases; thus the cost induced from the propagation o f replies 
increases as well. In addition, the correctness of a route returned to a query from a node other than 
the destination o f the query, depends on q, which expresses the reliability of the path between the 
node that returned the route to the destination of the query. Clearly, q depends on the stability of 
the underlying topology. If the topology is stable enough (i.e., low mobility case) q is expected to 
be high and the offered routes to be more reliable, but also the number o f replies high. On the 
other hand, on a high mobility scenario where the underlying routing topology changes more 
frequently, the q factor is expected to be low, thus causing more frequent network failures.
A ssum ing Nrp =  1 for sim plicity it can be shown that, for a network area o f  size [MAX_X x  
MAX_Y] and an average transmission range, Tx, Crdmar is always smaller than Cfs_qq for
M <
^  M A X _X 2 + M A X JY 2 
T x
1 + PNnet +  qnk + q
Nnet+q
^ m a x j x 2 + m a x _ y 2 
T x
Tv
Eq.l
J )
where NiN Rp = n and Length(i) = k, for each i = 1,2,3,...,Nnet.
The above equation is true as the optimal number of VWRs is system dependent and varies with 
Tx. Specifically, M  is inversely proportional to Tx since higher Tx values result in the decrease of 
M. This is because the number of nodes per VWR increases and therefore the probability of 
locating a user increases. In addition, it is clear from eq.l that for n equal to zero, which is the 
case in RDMAR, the optimum number of VWRs depends on the success probability p  of RDM.
Further evaluation and discussion on the protocol’s cost as well as on the VWR distribution is 
presented in the following section.
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3.11 Performance Analysis
3.11.1 Methodology
To evaluate the performance of the RDMAR protocol the MAISIE/PARSEC [MAISIE] simulator 
was used, an event driven simulation package, to simulate the protocol specifics under a variety of 
conditions. The remainder of this section discusses the simulation model.
® Communication Pattern and System Load
Constant bit rate (CBR) traffic sources were chosen for node communication. All CBR 
connections were started at times uniformly distributed during the first 
D a ta I n it ia t io n T im e  of simulation time and then remained active through the entire 
simulation. The interarrival time between two connection requests (calls) and the length of 
a connection (holding time) are modelled as negative exponential with parameter I'1 and ju1, 
respectively. During a conversation, packet lengths are chosen with a distribution such that 
70% of the packets are long (LONGPACKET) and the remainder are short (SHORTPACKET) 
packets.
® System Mobility
The random mobility model is used. It has been shown in [McDON99] that a fine-tuned 
(angle of direction and speed) random mobility model is a good approach to a realistic 
mobility scenario.
It is worth mentioning here that the reason for using the two-dimensional mobility model 
throughout the analysis of the protocol was simply because this is an easy to manipulate 
and break down model. However, more realistic models, such as the random mobility 
model, could be further considered in the analysis phase as well.
To simulate the random m obility m odel, a mobility manager chooses randomly whether the 
node should m ove or pause. If  the node should pause it stays stationary for a random period 
o f  time uniformly distributed over (MinPAUSE, M a x P a u se ) . If  the node decides to m ove, 
it w ill choose an arbitrary direction uniformly distributed over (0, 2n) as well as speed and 
m otion which are also uniformly distributed over (M in V el, M a x V e l)  and (MINMOVE, 
MAXMOVE), respectively. D irection and m oving parameters remain constant only for the 
duration o f  the m oving period.
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Furthermore, it has to be noted that different applications (e.g., army-like, pedestrian, users 
on fast-moving platforms -  such as trains, etc.) employ different mobility schemes. By 
changing the pausing and moving time limits, as well as the angle o f direction, different 
average network mobilities and mobility scenarios can be simulated [McDON99].
© MAC.L and Physical Channel
Each node in the simulation communicates via a radio with the characteristics of the Lucent 
Technologies WaveLAN product [WLAN]. WaveLAN is a shared-media radio with a raw 
capacity o f 2 Mbit/s and a 250 m nominal range. In real conditions, the exact range o f a 
transmission (Tx) varies with the number o f simultaneous transmissions. Since wireless 
channel impairments, such as path loss (attenuation), shadowing or interference are not 
precisely modelled it is assumed that, for a certain transmission power, the channel will 
always be able to forward the message error-free from one node to the next, provided that 
they are within hearing distance (Tx), whereas beyond Tx a transmitted packet will be 
unsuccessfully received. At the link layer, the complete distributed coordination function 
(DCF) MAC protocol o f the IEEE 802.11 Wireless LAN standard [802.11] is simulated.
The simulation time is fixed to M a x Sim Tim e  (see table that fo llow s). For the first 
COLLECTSTATISTICS minutes o f  each run were discarded (in the sense, no statistics collected) to 
elim inate transient effects. D ifferent simulation runs correspond to different scenarios, according  
to velocity, nodal populations, transmitting power, etc.
To summarise, the factors that influence the simulation results are described in the table below.
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VARIABLE SIMULATION PARAMETERS
PARAMETER SYMBOL VALUES PARAMETER SYMBOL VALUES
TRANSMISSION
RANGE
Tx
[m j
1 0 0 -5 0 0
DATA RETRA/ION 
TIMES (SRC/1 N)
MAX_DATA_SRC
J lE X A flT
3
NODE SPEED M AXi'EL-MlNVEl
[Km/h]
0 - 1 2 6
DATA ACK/M ENT 
TIMEOUT
DATA^A CKJTIMEOUT 
[sec]
2
#  o f  No d e s N 30-50
Ro u t e  t im e o u t ROUTEjriMEOUT
(sec]
6
COVERAGE AREA
m *  \ i
(m l [lOOOilOOOl
DEPENDENT LIST
T im e o u t
D E P E N D E N T J .IST  
JTtMEOUT [sec]
1
AVG CALL 
DURATION
H '
[mitts/call]
[0.15-0.31
RR EQ  EXriRATlON 
TIMER
R R E Q ^E X P TtM E n 2 “TTL*LINK_DELAY 
(see Section II-D)
AVG CALL 
Ar r iv in g  r a t e
H
[caUs/tnin] 2
MOVEMENT t im e
M A XM Q V E -M IN M O  VE  
[sec] 15*30
RDE
p r o u a d il it ie s
q 0.6
PAUSE TIME MAXPAVSE-MINPAUSE  
[sec]
15-30
P.v 0.1
COLLECT STATISTICS COLLECTS TA TISTICS 0.15* MAXSIMT1ME SIMULATION TIME
M a x S ia  (Ti m e
[Days[ 1-2
In order to characterize the performance o f the three ROUTE DISCOVERY mechanisms (namely, 
RDM-, flooding- and ideal-RDM-based), the performance of these on the following metrics is 
evaluated:
® Packet Delivery Ratio defined as the ratio o f total successfully acknowledged data divided by 
the total data generated. Packet delivery ratio is important as it describes the loss rate that will 
be seen by the transport protocols, which in turn determines the maximum system throughput 
that the network can support.
® Average Communication Overhead (Normalised per ROUTE DISCOVERY thread) measured in 
number o f routing packets transmitted per ROUTE DISCOVERY attempt. This gives an insight 
of the network bandwidth consumed with respect to route searching requests.
3.11.2 Simulation Experiments
3.11.2.1 RDE Performance
The minimum searching cost is achieved by adjusting the TTL, or else the <R$), value o f a ROUTE 
REQUEST to the shortest value that is sufficient to locate a destination terminal. The optimal <R£> 
value, <R<£>i<feai; is defined as the smallest possible TCP for the successful ROUTE DISCOVERY. Let us 
designate the route-searching scheme that is capable o f estimating the minimum <^ D (i.e., RgDi&aC)
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as an ideal R o u te  D is c o v e r y  scheme. As pointed out earlier, the estimated trades-off 
protocol efficiency and route optimality. Furthermore, in the case that an RDM fails two heuristics 
can then be followed for discovering a route: either use flooding or use RDM again with the <^ D 
set equal to the previous one increased by some factor k (RDM_INC). Therefore, a R o u te  
D is c o v e r y  miss may result in much higher network traffic than using flooding alone. This is 
evident since the routing overhead spent from the unsuccessful RDM attempt adds up to the 
overhead incurred from subsequent searching attempts.
PDR RD Ideal/Estimate - T x  = 150 [m] PDR RD Ideal/Estimate -  Tx = 250 [m]
1 2 3 4 5 6 7 8 9  
RD (Hops)
1 2 3 4 5 6 7 8 9  
RD (Hops)
PDR RD Ideal/Estimate -  Tx = 150 [m]
IDEAL (OHK) 
ESTIMATE (OHK)
1 2 3 4 5 6 7 8 9  
RD (Hops)
PDR RD Ideal/Estimate -  Tx = 250 [m]
IDEAL (OHK) 
ESTIMATE (OHK)
1 2 3 4 5 6 7 8 9  
RD (Hops)
Figure 3-6 Performance o f RDE algorithm for low and high Tx values
Top - Basic RDMAR, Bottom -  RDMAR with One-Hop Knowledge (OHK) 
Nodes = 30, Tx = Variable, Mobility Pattern -  Random Walk
The performance of the RDE algorithm is examined first (Figure 3-6). As figures illustrate, for 
lower Tx values <R£> estimations are distributed through the entire spectrum whereas as Tx 
increases, estimations result in smaller values. This is evident as higher Tx values result in 
lower VWRs and thus the network is partitioned into a smaller number of VWRs.
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As expected, when one-hop knowledge (OHK) is available both ideal and estimate RD figures 
change. This is attributed to the fact that when neighbour discovery is added ROUTE DISCOVERY 
attempts to one-hop destinations are always successful or, better to say, are avoided since nodes 
are aware of their VWR’s members and hence no discovery to these member nodes is attempted. 
Therefore, one-hop knowledge results to fewer discoveries and inherently the distributions of 
estimate and ideal estimations are expected to differ when one-hop knowledge is added to the 
system, such that more accurate <R<p estimations are produced.
TABLE II 
V W R  D is t r ib u t io n
Sim ulation Predicted
Tx (m)
(99 Percentile) (Eq.l)
150 < 9 8.69
200 < 7 6.03
250 < 5 5
Table II summarizes the simulation results and the results predicted in eq.l on VWR distribution 
with respect to Tx. It illustrated that the simulation results match with the predicted results.
An interesting observation, however, on the results illustrated in Figure 3-6 (upper plots) is that 
RDE fails to make accurate estimations when the of two terminals is one-hop distance (that 
is, nodes are neighbours). To further investigate on this effect, neighbour detection capability is 
incorporated at the Data Link Layer/MAC layer and run a set o f simulations under the same 
assumptions in order to see how much RDE estimations can be improved. The results are 
illustrated in Figure 3-6 (lower plots). The significant improvements on RDE estimations are clear 
as the distribution o f the estimated <R$) values are very close to the optimal,
In general, a higher communication range can increase the chance o f having a large number of 
physical links connecting two nodes and thus increasing the total path availability. Figure 3-7a 
shows the distribution o f the average physical link connectivity between the nodes in the system 
as a function of Tx and node density.
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Avorago Notwoik Connectivity v s  Tx RDM Miss (Notmollsed) vs Velocity
100 150 200 250 300 350 400 450 500
Tx (m)
(a) (b)
Figure 3-7 a) Average physical link Distribution and b) Normalised RDM (Upper) and
RDM RR (Lower) Miss Plots
Nodes = Variable, Avg. Velocity = 14.4 [Km/h], Mobility Pattern = Random Walk
As illustrated in Figure 3-7b, more frequent link breakages occur when connectivity decreases 
(that is, small Tx values in Figure 3-7a) or when velocity increases respectively. The graphs in 
Figure 3-7b show that the average RDM attempts increase due to frequent link breakages caused 
from high mobility rates whereas the efficiency o f RDM also increases as Tx increases from 200 
to 250m (Figure 3-7b upper and lower plots, respectively) for the same range o f mobilities.
3.11.2.2 RDM Efficiency & Communication Cost Results
The following set of experiments study the effects o f changing the average node mobilities and 
the transmission range on the network cost. Let Ca be the communication cost with 
a e  ( f lo o d in g ,  rd m , id e a l} .  In Section 3.10, the network cost for the three schemes is derived. 
If Ha is the average number o f discovery hits for scheme a e  ( f lo o d in g ,  rd m , id e a l} ,  the 
objective is to optimise the ratio C/H a. This will be referred to as cost-to-hit ratio (CHR). It is 
worth mentioning here that if  R o u te  D is c o v e r y  is successful the number of R o u te  R e p lie s  
generated and relayed in RDMAR is qualitatively similar to that induced from an ideal scheme. 
The equations in Section 3.10 illustrate the rationale behind this observation. The network cost, 
therefore, turns out to be merely a function of the volume of the R o u te  R e q u e s t  control 
messaging generated and relayed during the R o u te  D is c o v e r y  process. This leads to the 
conclusion that if Ca is defined to be merely the R o u te  R e q u e s t  signaling cost that is first 
generated and enters the network, the reciprocal of CHR then expresses the hit ratio efficiency of
® George E. Aggdlou 66
Chapter 3: Dynamic Routing in Mobile Ad Hoc Networks
the RDM protocol. If, however, Ca accounts for both the new ly generated as w ell as the relayed 
R o u te  D is c o v e r y  signaling, the CHR expresses the bandwidth efficiency o f  the R o u te  
D is c o v e r y  mechanism measured in control m essages per R o u te  D is c o v e r y  thread.
TX(m) RDM RDMAR RDMARJNC (k=1)
100 0.92 0.96 0.99
150 0.82 0.89 0.85
200 0.74 0.82 0.84
250 0.82 0.86 0.83
300 0.84 0.88 0.89
350 0.92 0.93 0.93
400 0.95 0.96 0.96
450 0.97 0.98 0.98
500 0.98 0.99 0.99
Table 3-1 Hit Ratio Efficiency (HCR'1)
Table 3-1 illustrates the hit ratio efficiency of the RDM and of the RDMAR protocol (that is, 
RDM and RDM_RR cost). The total and average communication overhead o f the three searching 
schemes is depicted in Figure 3-8, for variable Tx values. Note that the query localisation protocol 
is able to reduce the communication overhead significantly; often in the neighbourhood of 48- 
50% of the network overhead occurred if flooding is used. As illustrated, significant 
improvements can be achieved over the basic RDMAR if one-hop knowledge is available 
(RDMAR_MAC). It is observed that RDMAR_MAC can achieve an average o f 20-25% savings 
whereas for higher Tx values the results are very similar to the optimal. Also the same plots 
illustrate the behaviour of RDMAR_INC which, as illustrated, is very similar to that of RDMAR. 
In both cases the excellent performance o f RDE plays the central role for adjusting the 
propagation range of the route searching procedure in order to attain better cost effectiveness. By 
selecting appropriate values for transmission power and average velocities, the network cost can 
be reduced to a minimum value.
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At the other end, the numerical results in Figure 3-8b show that the protocol signaling normalised 
per R o u te  D is c o v e r y  thread increases as Tx increases. This is attributed to the fact that with 
high Tx values the cost o f terminal searching is upper-limited by the population of mobile 
terminals per virtual wireless ring (VWR) whereas, however, the nodal population per VWR 
depends on the size o f the VWR or, else, the value of Tx. Higher transmitting powers results in 
larger VWRs and thus a higher average number of nodal populations are found per VWR 
compared to VWR populations under smaller Tx. Thus, the reason the control overhead increases 
with Tx (Figure 3-8b) is because as the transmitters' coverage areas grow larger, so do the 
membership of the RDM's area which in turn drives up the volume of the nodes that receive and 
forward control signaling.
Avg Com munication C ost (HCR) Plot
(a) (b)
Figure 3-8 Total (a) and Average (b) Cost efficiency (HCR) for all-opt RDMAR 
Nodes = 30, Avg. Velocity = 72 [Km/h], Mobility Pattern = Random Walk
To illustrate this with an example, let us assume (see Figure. 3-9) that node A with 
communication range, say, R = 100m, initiates a ROUTE DISCOVERY for node X. If the <R<p of the 
two terminals is greater than R, then the discovery needs to propagate into more than one VWRs 
to successfully locate X. In Figure. 3-9 for example, the <%D&ris between R and 2R. Hence, an 
RDM with radius 2R is adequate to locate X.
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Nod® Dl8*1 button per VWR
Figure. 3-9 Distribution of VWR population 
Nodes = 30, Avg. Velocity = 72 [Km/h], Mobility Pattern = Random Walk
If Tx now increases to some value higher than R, say 3R, then even if RDE results in an accurate 
<R$) estimation, the minimum propagation of the control signaling, however, will be 3R which is 
one-hop propagation. It is evident therefore that when Tx increases, the control overhead 
increases as well since the VWR size and, thus, the population per VWR increases. Hence, more 
mobile terminals per VWR are disturbed during the propagation of control signaling. Figure. 3-9 
(right plot) shows the distribution of the average node population per VWR. Assuming that the 
D between the source and destination terminals of a R o u te  D is c o v e r y  is 150m then, referring 
to the figure below, for a Tx of 200m an average of 4.83 nodes are disturbed whereas for a Tx of 
400m an average of 7.25 nodes are disturbed. The latter clearly shows that Tx should be 
maintained at minimum levels to avoid excessive communication signaling as well as other 
undesirable effects such as interference, MAC collisions etc. This section will later demonstrate 
packet delivery ratio results (see Figure 3-11 and Figure 3-12) and show that with low to 
moderate Tx values RDMAR protocol can achieve optimal results.
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Percentage ol Nodes Disturbed Plot
Figure 3-10 Percentage of Nodes Disturbed during Route Discovery 
Nodes = 30, Avg. Velocity = 72 [Km/h], Mobility Pattern = Random Walk
Furthermore, a larger Tx impacts the performance at the channel access layer. Since larger Tx 
values result in a higher number of neighbours contending for the channel, the respective MAC 
throughput is expected to decrease and the expected bandwidth for each node to be lower. To see 
the impact of routing on the channel access layer, the percentage of nodes that receive and 
forward routing control overhead during ROUTE DISCOVERY is calculated. The results are 
illustrated in Figure 3-10.
Note the good behaviour o f the query localization protocol where the node-level overhead is 
reduced significantly, often in the neighbourhood of 50% and 74% for 200 and 300m of Tx values, 
respectively, whereas the flooding-based approach achieves an average of 70% and 98% for the 
same values of Tx. As seen, the difference in node overhead between the basic RDMAR and 
RDMAR INC scheme is insignificant.
To conclude, the above sets of experiments (Figure 3-6, Figure 3-8, Figure 3-10 and TABLE II) 
demonstrate the ability of the RDM mechanism to adjust its broadcast range in order to minimise 
cost. It is apparent that the role of RDE is to manage the propagation scope o f query messages and 
thus control the balance between routing optimality and protocol efficiency. In most cases, the 
average cost o f the ROUTE DISCOVERY scheme in R DM AR is close to that o f the optimal policy. 
Under all the parameters considered, the average cost o f RDM is always lower than that o f the 
flooding policy. As it is shown later, the scalability does not get worse when the number o f nodes 
increases.
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3.11.2.3 Data Throughput Results
In the following, the packet-level performance is evaluated under different transmission range 
(Tx) and average velocity values. The graphs in Figure 3-11 show the packet delivery ratio for the 
all-opt, an ideal- and a flooding-based RDM protocol, for various Tx (Figure 3-11- left plot) and 
mobility (Figure 3-11- right plot) values. The numerical results obtained show that the difference 
in delivery ratio between the three schemes is small and vanishes as the communication range 
increases. The latter is true since the number of relays and thus the number o f physical links 
increase as Tx increases, whereas for low Tx values the average connectivity changes more 
frequently (Figure 3-7) thus developing low data delivery ratios. However, it can be observed that 
the packet delivery ratio increases from 45% to 88% for 200 to 250m increase of Tx. As noted in 
the previous section, it is important to achieve high data delivery ratios values.
Packet Delivery Ratio Plot Data Delivery Efficiency Plot
Figure 3-11 Data Efficiency versus Tx and Average Velocity 
Nodes = 30, Avg. Velocity = Variable, Tx = Variable, Mobility Pattern = Random Walk
Furthermore, the effects o f mobility on the system connectivity impact the overall protocol 
performance giving poor results for higher average velocities. For small Tx values (200m) data 
delivery results are very similar for all the three schemes. As Tx increases to 250m, however, 
RDMAR shows a better performance behaviour from a flooding-based scheme. This is attributed 
to the fact that data path failures cause the generation o f network-wide broadcasts, thus adding 
extra delay at the channel access layer over data packets contending for transmission. However, 
the localisation o f data salvaging in RDMAR (RDM_RR) as well as in RDMARJNC prevents 
control signaling from propagating throughout the entire network area thus reducing contention 
delays in non-RDM areas (Figure 3-1).
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Finally, at higher mobilities RDMAR and RDMAR_INC show similar behaviour to that of 
flooding. This is attributed to the fact that at high average velocities, a number o f location misses 
may occur between two call arrivals, due to frequent reconfigurations o f the routing topology 
which, in turn, causes frequent link breakages; the route searching cost, therefore, is expected to 
be high. This is true because an increase in the movement probabilities results in a sudden 
increase/decrease o f distance. Thus sudden increases o f the average velocity results in an increase 
of the <R<p estimate from its optimal value. When, on the other hand, mobility is low, data delivery 
ratio is less sensitive to the changes of <R£> and stays around its maximum value.
3.11.2.4 Scalability Measures Results
In the following experiment, the number o f participating nodes is increased to examine the 
scalability of the routing protocol in terms o f the average communication cost. It is expected that 
the routing overhead in the flooding-based scheme should dramatically increase with a higher 
mobile population because the number of nodes that initiate a ROUTE DISCOVERY becomes 
bigger. Note, however, the good behaviour o f the RDMAR protocol along with its localisations 
mechanisms (RDM/RDM_RR) in resource utilisation as the number o f nodes increases (Figure 
3-12b), whereas packet delivery results are very similar for both schemes. See also (Figure 3-12a) 
that because o f the increased path availability due to larger node density (50 nodes), the protocol 
achieves higher data delivery ratios for small Tx values (100-250m) compared to small-to-medium 
(30 nodes) populations. The latter observation is true since for large populations the virtual paths 
do not break because the network is so dense that the breakage of physical links caused by node 
movement is compensated by the creation of other physical links due to node movement.
Packet Delivery Ratio Plot
(a) (b)
Nodes = 50 (RDMAR)
Nodes = 50 (RDMAR-Flood) 
- e -  Nodes = 30 (RDMAR) 
f t -  Nodes =  30 (RDMAR-Flood)
150 200 250 300 350 400 450 500
Tx(m)
Communication Cost (Normalised) Plot
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Figure 3-12 (a) Data Delivery Ratio and (b) Communication Cost Plots for varying node 
populations (SIMULATIONTIME = 1 Day)
Nodes = Variable, Avg. Velocity = 72 [Km/h], Mobility Pattern = Random Walk
The results confirm again the aforementioned claim that on-demand routing protocols can reduce 
routing overhead by not disseminating routing information throughout the network on a network­
wide basis.
3.12 Conclusions
This chapter presented a new routing protocol tailored for operation in ad hoc mobile networks, 
called Relative Distance Ad Hoc Routing (RDMAR) protocol. Its detailed examination, with 
emphasis on the reactive RDM strategy, has been illustrated and discussed. The localisation 
property of RDMAR makes the protocol bandwidth efficient in large networks because control 
messages do not have to propagate globally throughout the network. Thus, scalability does not get 
worse when the number of nodes increases. The test-bed simulations demonstrated that RDM 
strategy outperforms flooding in terms of the number o f the searching overhead and demonstrated 
how the micro-discovery algorithm is used to limit the search, which effectively reduces the total 
control overhead to almost 50% of that, generated from a flooding-based scheme.
Also, it is shown that this reduction in resource utilisation does not compromise neither the 
R o u te  D is c o v e r y  protocol’s hit ratio nor the data delivery performance. With resource 
utilisation in mind, therefore, localisation o f control in networking is a major driving factor in 
network architecture and design.
Furthermore, examining the role of the R o u te  R ep a ir  mechanism on on-demand routing 
protocols, the distributed two-level ROUTE REPAIR mechanism used in RDMAR has been 
evaluated, and the benefits o f using the FN along with the RDM algorithms as a flexible 
distributed platform for the repair of the data routes have been illustrated. In addition, two 
heuristics have then been proposed to improve the performance o f RDE and RDM_RR 
mechanisms, namely RDMAR_MAC and RDM INC schemes. As illustrated, the protocol’s
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performance when RDM_INC is used is very similar to that o f the basic RDMAR, whereas 
significant improvements can be achieved when one-hop knowledge is available 
(RDMAR_MAC).
Finally, it is argued the methodology presented in this study for analysing the route searching cost 
o f a routing protocol could prove beneficial for developing future analytic models and for gauging 
their effectiveness.
Further studies
The research presented in this chapter focuses on two important topics o f dynamic routing in 
mobile ad hoc networks -  on-demand route discoveiy and route maintenance. There are many 
issues related to ad-hoc networks that could be subject to further studies. Some of these include:
•  Measurement of computation complexity.
® Simulations which take unidirectional links into consideration.
• Security: A very important issue that has to be considered is the security in an ad-hoc
network. Routing protocols are prime targets for impersonation attacks. Because ad-hoc 
networks are formed without centralized control, security must be handled in a distributed 
fashion. This will probably mean that IP-Sec [KENT98] authentication headers will be 
deployed, as well as the necessary key management to distribute keys to the members of 
the ad-hoc network.
• Multicast: The present study has primarily looked at unicast routing. Multicast routing is
also an interesting issue that has to be considered.
• Mobile IP: Integration of mobile IP into ad-hoc networks.
• Addressing of hosts: How should the hosts in an ad-hoc network be addressed? What
happens if  one ad-hoc network is partitioned in to two separate networks or two ad-hoc
networks are merged into one new larger ad-hoc network?
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Chapter 4
QoS Sensitive Routing in Mobile Multimedia 
Ad Hoc Networks
4.1 Introduction to Multimedia
Communications
Mobile communications computing has enjoyed an explosive growth that began in the late 1990's 
[GERL95] and is expected to continue well into the next millennium. As more and more users are 
becoming mobile [KLEIN95], mobile communications has to evolve at a faster rate than ever 
before to meet the increasing demands being placed on it. Observing the growing demands of 
roaming users, it is predicted by the mobile computing research community that the next 
generation wireless networks will be burdened with bandwidth intensive traffic generated by 
personal multimedia applications such as video-on-demand, news-on-demand, web browsing and 
traveller information systems. Multimedia services support over wireless/mobile networks is the 
hottest telecommunications buzz word today. Of late, the Information Superhighway (Internet) is 
being used to carry real-time data such as voice and video. The current trend of connectivity 
anywhere, anytime, anyhow brings a new paradigm of accessing these services via wireless 
connectivity. The economics behind this trend are evident: lower cost o f information delivery 
when compared to traditional telecommunication networks, scope for introduction of innovative 
user interfaces for applications like Internet Telephony, and integration of basic multimedia (such 
as telephony, video) with software such as web browsers. However, the available bandwidth for 
supporting these applications is rather limited, and proper management o f the bandwidth is 
necessary to accommodate the envisaged high-bandwidth applications. For multimedia traffic 
(voice, video, and text) to be supported successfully, it is necessary to provide Quality-of-Service 
(QoS) guarantees between the end-systems.
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A lot o f work has been done in the past in cellular-like (single hop) wireless access networks on 
efficient wireless bandwidth allocation. Specifically, most of the earlier research focused on the 
problem of optimising frequency reuse. Some examples of today’s existing public data networks 
are the Cellular Digital Packet Data [SALK99], General Packet Radio Service [GOOD97], and 
High Speed Circuit Switched Data [SREE96]. These schemes utilize the unused voice capacity to 
support low-priority, non-real-time data, whereas GPRS and SREE96 support multislot mode for 
higher rate applications. In case of scarcity of available bandwidth, the transmitted data packets 
are buffered or suitable flow control techniques are used leading to an increase in the transmission 
delay.
Furthermore, despite the recent auction o f 1850-2000 MHz band by the Federal Communications 
Commission (FCC) for personal communication services (PCS) users, bandwidth is still the major 
bottleneck in most real-time multimedia services. Such services can substantially differ in 
bandwidth requirements, e.g. 9.6 Kbps for voice service and 76.8 Kbps for video.
The next generation mobile/wireless networks are envisioned to constitute a variety of 
infrastructure substrates, including fixed, single-hop and multi-hop wireless/mobile networks. The 
technical challenges to establishing mobile multihop communication are non-trivial. As 
mentioned in Chapter 2, multihop mobile networks inherit all the problems and technical 
challenges that wireless networks present, which fall into three broad categories: First, wireless 
channels are prone to bursty and location-dependent error. Second, contention for the wireless 
channel is location-dependent. Third, mobile users may move from lightly loaded places (such as 
clusters, cells) to heavily loaded places. As a result of the first two reasons, the wireless channel 
resources are highly dynamic. As a result of the third reason, resource negotiations that are made 
in one cell may not be valid when the user moves to another place. Besides, user mobility may 
cause packet flows to be rerouted, also contributing to changes in the resource availability in the 
backbone and wireless networks. These problems become more pronounced when multihop 
connectivity is addressed due to the highly dynamic nature of the network.
Future integrated services networks will support multiple classes o f service to meet the diverse 
quality-of-service (QoS) requirements o f applications. To meet these end-to-end QoS 
requirements, strict resource constraints may have to be imposed on the paths being used.
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Up to now, most of the routing protocols that have been proposed for ad hoc wireless networks 
optimized the solution for only one metric: hop distance. For datagram traffic, single metric 
routing based on hop distance may be sufficient. However, when multimedia traffic is concerned, 
these single metric routing schemes may cause network congestion on some particular links thus 
the QoS is degraded.
Based on this consideration, it is argued that in order to provide QoS support, it is necessary to 
effectively control the total traffic that can flow into the network system. And the key to a 
successful admission control is QoS routing. The goals for QoS routing are two-fold. First, the 
QoS routing schemes can help admission control. That is, routing protocol not only provides 
route(s) to destination, but also computes the QoS that is supportable on a route during the process 
of route computation. The network control mechanism decides whether to accept a new 
connection request by examining whether the route given by the route finding scheme still has 
sufficient QoS to adapt this new connection. Secondly, QoS routing schemes that consider 
multiple constraints provide better load balance by allocating traffic on different paths, subject to 
the QoS requirement o f different traffics.
A major challenge in multihop, multimedia networks is the ability to account for resources so that 
bandwidth allocations and reservations can be placed on them. Let us note that in cellular (single 
hop) networks, such accountability is made easily by the fact that all stations learn of each other's 
requirements, through a control station (e.g., Home/Foreign Agent in Mobile IP [PERK96], Base 
Station Sub-system (BSS) in GSM [GSM] and SGSN in GPRS [GOOD97]). However, because of 
the distributed and dynamic nature o f MANETs, this solution cannot be extended to the multihop 
environment. Hence the resource (i.e., channel) allocation becomes a distributed task.
To support QoS for real-time applications, one first needs to know the available bandwidth on it. 
A QoS connection should be accepted only if there is enough available bandwidth. Otherwise, it 
would disrupt the existing QoS connections. Second, because a multihop path constitutes a 
number o f wireless links whose available bandwidth may vary significantly from time-to-time, 
due to mobility as well as due to propagation conditions, the resulting end-to-end path bandwidth 
may also vary during the course of a session.
Both the calculation of the end-to-end path available bandwidth as well as the distributed channel 
allocation pose new research challenges and are the main subject o f research in this chapter.
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Specifically, a framework of bandwidth-based routing for QoS support in MANETs is proposed, 
described, and evaluated. QoS routing (QoSR) is a set o f routing mechanisms under which flow 
path selection is based on knowledge of network resource availability as well as flow QoS 
requirements. The goal o f QoS routing is to select paths for flows with QoS requirements, in such 
a manner as to increase the likelihood that the network will indeed be capable of supporting and 
maintaining them.
The proposed QoSR framework [AGGEOlb] aims at providing a differentiated service treatment 
to real-time bandwidth-sensitive and non-real-time bandwidth-tolerant multimedia traffic flows at 
the link-level using novel techniques for channel assignment and end-to-end path bandwidth 
maximization.
The proposed channel assignment methods are compared with the Dynamic Channel Allocation 
(DCA) [RAPP96], which randomly picks a free channel (i.e., a TDMA slot from the operating 
frequency) from the pool o f available channels (free slots) given that the interference levels of 
these free slots are above threshold. The performance o f the proposed channel assignment 
methods is captured through simulation experiments. Performance results show a 2-6% 
improvement over DCA in handover success probability.
4.2 Current Notion of Quality-of-Service 
(QoS)
Best-effort traffic together with other traffic classes that require QoS guarantees dominate today’s 
Internet traffic. With best-effort service, all packets are typically treated equally in the network. 
Any congested link can induce increased packet delivery times, which, in turn, can result in 
generally poor performance, data jitter, or even packet loss. Traditional best-effort traffic, such as 
electronic mail, telnet, and RPC, has been mostly small messages with a payload typically less 
than a few tens of kilobytes o f data. Users would like to have their messages arrive at their 
destination as quickly as possible. For this kind o f low-latency traffic, it has been shown 
[WANG91] that the minimum-hop routing, i.e., packets are sent along the path with the minimum 
number o f hops, may work well when the path is not congested. Alternative paths should be 
selected dynamically during periods o f congestion.
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Different QoS applications require different QoS guarantees: some require stringent end-to-end 
delay, some require a minimal transmission rate, while others with no strict delay and/or 
bandwidth requirements may simply require high throughput6. Although numerous service models 
have been proposed to deal with QoS requirements most of them can be described as a function of 
delay, bandwidth, and throughput. The rest o f this section describes some of these QoS 
requirements in detail.
4.2.1 Delay Guarantees
A broad class of applications, e.g., interactive multimedia, internet telephony, and video 
conferencing, may require stringent delay, delay jitter (or delay variation), and loss guarantees. 
For example, in real-time playback applications, packets arriving after the playback point will be 
useless, and the loss of a certain number o f packets will serious degrade the quality of voice and 
pictures. When the application is not merely passive, as it is in playback, but interactive, these 
effects can be even more insidious and, if severe, can render the application useless.
End-to-end delay and delay jitter are cumulative (or additive) attributes of all links in the path. 
The end-to-end delay includes propagation delay, transmission delay, and queueing delay. While 
propagation delay is determined by the physical distance between the source and the destination, 
transmission delay is determined by the capacity of the bottleneck link on the path. Queueing 
delay, on the other hand, is determined by the network load, the burstiness of the traffic source, 
and the service disciplines employed in the network. Typically, the transmission delay is only 
seen for the first packet transmitted because of the pipelining of all other packets transmitted after 
it, while propagation delay is only a very small fraction of the end-to-end delay because of the 
increased link capacity. Queueing delay is potentially the dominant component in the end-to-end 
delay (in a packet-switched network) and can be limited through the use o f different scheduling 
algorithms, conforming traffic sources, and bandwidth reservations ([ZHAN95]).
6 The tenn QoS is often used both for stringent QoS (e.g., delay, delay jitter, and packet loss) and for requirements to achieve high tliroughput (see 
[QMA] for fundamental discussions on the topic). In this Chapter, when we mention that a session requires QoS guarantees, we mean that the session 
requires bandwidth guarantees.
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4.2.2 Bandwidth Guarantees
Transmission of multimedia streams requires a minimum bandwidth to ensure end-to-end QoS 
guarantees. Bandwidth guarantees can be requested for different time intervals depending on 
applications. For example, if an application is adaptive and has sufficiently large buffer space at 
its source and destination, the bandwidth provided by the network can vary over time, as long as 
the average bandwidth provided is higher than the minimum bandwidth required by the 
application. If an application is less adaptive, the network may have to reserve more bandwidth 
than the amount that matches the average packet sending rate.
Recent studies [GROSS98] suggest that the network should deploy a mechanism to support 
bandwidth renegotiation, which allows bandwidth reservation to be provided at a finer time scale 
than per-session bandwidth guarantees.
4.2.3 High Throughput
Traditional best-effort applications, e.g., Remote Procedure Call (RPC), electronic mail, ftp, and 
telnet, usually send messages as small as a few kilobytes. The main performance index for these 
applications is the end-to-end per packet delay. As the sophistication o f networked applications 
has grown, so too has the amount of data transmitted. It is now not uncommon to observe 
applications whose data payload reaches from several hundred megabytes to several terabytes 
[MIGU94, GIBS95, GIBS97]. In contrast to the transmission of small messages, these new 
applications can consume as much network bandwidth as is available. It is the end-to-end 
throughput rather than the per packet end-to-end delay that is the main performance concern. The 
throughput is determined by the total number o f bytes transmitted over the elapsed time, where 
the elapsed time includes the end-to-end delay experienced by the first packet and the time 
interval from the arrival of the first packet to the arrival o f the last packet. Because of their 
payload variances and their ability to consume arbitrary amounts of network bandwidth, these 
flows should be treated differently inside the network.
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4.3 IETF Proposed Internet Service Model
New service classes being defined in the IETF include the guaranteed service [SHEN97], the 
controlled load service [WROC96] and, more recently, the differentiated service [CLAR97, 
NICH97] model. While the differentiated service model is still in an embryonic stage, the 
definition o f the guaranteed and controlled load service classes is well developed. Both service 
models involve the establishment o f connections through the network with the help of a resource 
reservation protocol, such as the ReSerVation Protocol (RSVP) [ZHAN93, BRAD97], and 
admission control mechanisms [CLAR92, JAMI95] based on measured network state 
information. The network ensures that sufficient resources are available once a flow (or a 
session7) is admitted.
The guaranteed service model is based on recent studies [PAREK93, DEME89, CLAR92, 
ZHAN95, STIL97, GOYA95] o f a class of rate-proportional packet scheduling algorithms. Under 
these service disciplines, packets of different connections sharing the same output link are sent in 
an order that ensures a weighted fair sharing o f link capacity among these connections. As a 
result, a guaranteed rate is ensured for flows that use the guaranteed service. Packets transmitted 
on such flows are thus protected from either ill-behaved applications or intentional link sabotage. 
To invoke the guaranteed service, an application specifies its traffic characteristics and desired 
performance guarantees. The network, on the other hand, reserves a certain amount of resources at 
each node (switch or router) on its path. Thus, the traffic specification and the QoS guarantees 
constitute a “contract” between the network and the application: once a flow is admitted into the 
network and the traffic source conforms to its traffic specification, the network will provide 
guaranteed QoS.
The controlled load service is an enhanced best-effort service intended to support applications 
requiring performance better than what is provided by traditional best-effort service. It limits the 
amount o f traffic entering the network to ensure that once a flow is admitted, it enjoys service 
equivalent to best-effort service in a lightly loaded network. Even under congestion, network 
nodes offering controlled load service are expected to provide flows with low delay and low
7 In this dissertation, we use the terms “flow”, “session”, and “connection” interchangeably. According to [QMA], the precise definition o f flow captures 
the concept o f a virtual circuit in ATM networks and a flow in IP networks. In other words, a flow can be a hard-state virtual circuit as in an ATM 
network, a soft-state flow as defined in IPv6, or a stateless connection as a TCP connection in today’s IP network.
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packet loss. To limit the number of flows receiving the service, it requires applications to make 
explicit requests for service. Such requests for service can be made using a reservation setup 
protocol, such as RSVP, or some other means. Each network node that receives a request for 
service can either accept or reject the request. Therefore, a flow can receive a guaranteed average 
rate with no per packet delay guarantees.
4.4 Quality-of-Service (QoS) Routing: 
Challenges
For traffic requiring stringent performance guarantees (e.g., delay, delay jitter, and bandwidth), 
Quality-of-Service routing selects paths that meet the resource constraints imposed by the user's 
QoS requirements. If there are several feasible paths available, the one that leads to higher 
network throughput should be selected. For example, in IP networks, QoS routes can be computed 
using extended versions of existing link state algorithms such as OSPF [GUER97], [ZHAN96].
While many studies have looked at on the dynamic shortest path routing in MANETs (see chapter 
2), QoS routing in MANETs has received much less attention. This section highlights the 
importance o f QoS routing in an integrated services network and shows how QoS routing is 
different from the traditional shortest path routing, and what challenges are associated with it.
Minimum-hop routing computes routes that use the fewest minimum resources (because each 
route traverses the fewest nodes and links possible). This family of routing algorithms assign to 
each hop (i.e., link) a unity cost thus treating equally a high-speed 5.6 Gbps link, for example, 
with a low speed 150 Kbps link, or between a low quality link (due to interference, shadowing 
etc.) and a link with good quality.
There is a gap, however, between a routing protocol which discovers shortest-path routes with 
quality unacceptable for large-scale commercial exploitation, and one which discovers QoS-based 
path routes that operate with good and stable quality outputs. If there are critical flows that must 
be accorded higher priority than other types of flows, a mechanism must be implemented in the 
network to recognise flow requirements.
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Most recently, QoS routing has begun to receive attention within the MANET working group of 
the Internet Engineering Task Force (IETF) [MANET]; activities mainly include, however, the 
development of network layer QoS extensions o f IETF MANET routing protocol candidates 
(including the RDMAR protocol presented in Chapter 3).
4.5 A General Framework for QoS Routing
Overview
An overview of the overall operation of the functional building blocks of the proposed QoSR 
framework [AGGEOlb] is as follows:
When a mobile user requests a new connection with QoS bounds, the network will conduct an 
admission control test (and tentatively reserve resources) during the forward pass to the 
destination via an appropriate route found by a routing algorithm. During the reverse pass, the 
network will allocate resources for it (i.e. firm reservation). Resources include bandwidth, buffer 
space and schedulability.
Because nodes are highly mobile, node mobility implies that reservation has to be performed at all 
places a mobile node may visit, during the lifetime of a data flow connection. This is a significant 
problem since the movement o f a mobile node is unpredictable to a large extent.
To reduce transient behaviour of connections to a mobile upon handoff or when network 
conditions change, the network will (automatically) initiate resource adaptation and degradation 
to satisfy the QoS bounds for all the ongoing connections. Novel mechanisms for efficient 
channel assignment are proposed.
4.5.1 QoSR Framework
Figure 4-1 depicts the proposed framework for QoSR in mobile multimedia multihop systems. 
The goal is to design an algorithm that would deliver the stream of incoming bits with at least the 
minimum bandwidth fraction of the requested bandwidth, that would minimize the number of
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bandwidth changes and that would prefer theshortest paths. The proposed QoSR architecture 
consists of four horizontal layers and a virtual vertical layer. The four horizontal layers are the 
scheduling/MAC layer [HA98, LU97a], the resource reservation, the resource adaptation layer 
[LU96a], and the transport layer [DWYE98]. In the following subsections a description o f the 
control building blocks of the proposed QoSR reference model is presented. Note here that 
although the focus and contribution of the study presented in this chapter is on wireless channel 
assignment techniques in MANETs, the purpose of the following discussions is to make the work 
in this chapter self-contained and to set the stage for the sections that follow.
During the call setup period, the higher layers are required to provide the following input 
parameters to the lower layer modules: (i) maximum bandwidth desired (HBW), and (ii) 
minimum bandwidth required (LBW). The bandwidth window [LBW, HBW] is referred to here 
as flow bandwidth window (FBW). The HBW and LBW parameters serve as upper and lower 
bounds during the bandwidth assignment as well as during the resource reservation, adaptation 
and negotiation phases.
In order to provide adaptive service, various resource management algorithms interact in the 
following sequence o f events.
1. The application notifies the network that it wishes to set up a flow between two end-points, 
and provides the flow specifications and resource specifications (FBW).
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2. The network performs admission control along the computed route o f the flow and decides 
whether to accept or reject the request based on the input requirement profile (FBW), and 
existing available bandwidth in its outgoing links. The admission controller algorithm is 
described in detail in Section 4.5.1.8. When performing admission control on a link for a 
flow, the admission controller tests only whether the link has sufficient available resources 
to satisfy the minimum requirements of the flow.
3. Once the admission controller at each radio along the multihop path accepts the call, it 
passes the admission decision and the requirement profile of the user to the Packet Sorter 
module (this module does not appear in Figure 4-1 as it is part of the scheduler module). 
The packet sorter sorts and classifies traffic packets o f admitted flows. Its functionality is 
detailed in Section 4.5.1.11.
4. The network performs resource reservation for guaranteed flows.
5. The network performs resource adaptation among the adaptable flows in order to resolve 
resource conflicts and also distribute additional resources.
There is a close interaction between the admission control, resource reservation and resource 
adaptation algorithms. There is also a close interaction between the transport protocol, resource 
reservation, and packet scheduling algorithms.
In particular, admission control determines if a new flow can be admitted without violating the 
minimum resource bounds o f ongoing flows. Resource reservation is then performed for the new 
flow. For the network to deliver quantitatively specified QoS (e.g., a bound on delay) to a 
particular flow, it is usually necessary to set aside certain resources, such as a share of the 
bandwidth. The function o f resource reservation is to ensure that a flow will get its requested 
resources once the flow is admitted into the network.
Resource adaptation is performed on a set of adaptable flows in order to increase the allocated 
resources o f these flows and hence the revenue of the network. One o f the critical tasks of 
resource adaptation in a mobile environment is to prevent frequent adaptations due to the 
dynamics of resources and mobility of flows, while still optimizing the utilization and revenue of 
the network.
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In the following sections, the building blocks of the QoSR reference model are described in detail.
4.5.1.1 Application (Service) Model and QoS Bounds
Bandwidth guarantee is one of the most critical requirements for real-time applications. The QoS 
parameter o f interest in this research is rate, thus link bandwidth is the resource of interest.
Since, however, future application bit rates are not known in advance, the problem of network 
QoS representation of application requirements is of an online nature. Hence, the service model 
used in the proposed QoS routing framework presents a slightly general formulation of the issues 
related to application requirements. Similar to the work presented in [LIN99], to ensure feasibility 
it is assumed that the requested bandwidth is expressed in terms o f time slots. Given the 
application bit rate and the number of bits per time slot, the number o f time slots per second 
required to accommodate a specified bit rate can be derived. Using this framework for bandwidth 
representation, (abstractly) any future application could be mapped upon this.
Furthermore, a simplistic approach for QoS specification is to allow users to specify a constant 
bandwidth requirement per session. Having a constant bandwidth allocation has many advantages 
from both the user and network perspectives. Once established, it is completely predictable, and 
enables a simple pricing model that depends on the total bandwidth consumption, i.e., the product 
of the bandwidth allocation and the duration of the session. However, only for very few tasks 
(e.g., real-time voice) the required bandwidth is known in advance. Even video communication 
involves a variable requirement of bandwidth (due to compression), and in other applications with 
bursty nature o f traffic the required bandwidth may change dramatically over time, usually in an 
unpredictable manner. In order to accommodate such situations it is reasonable to require the 
network to accommodate dynamic modification o f the bandwidth allocation, (see [GROSS95, 
CID095, AFEK96] for trends in applying dynamic bandwidth allocation).
Therefore, the basic service model is extended to support adaptive service [LU97]. In adaptive 
service, the resource specification for a flow specifies the minimum and maximum bounds for 
each QoS parameter required by the flow. For example, as mentioned previously, the resource 
specification for rate is given by a [LBW, HBW] bound. When the network admits a flow, it 
guarantees that the rate granted for the flow will be at least LBW.
Ideally, it is desirable to always provide the maximum required bandwidth HBW for each 
connection. However, due to user mobility, or due to the dynamically fluctuating channel and
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network conditions, this will not always be possible. For example, suppose a connection was 
provided the maximum bandwidth HBW by the servicing BTS within a cell. When the user with 
that connection moves into an adjacent cell, the new cell may not have enough bandwidth to 
maintain the maximum bandwidth HBW for the connection. If the cell has only bandwidth b e 
[LBW, HBW) available, the connection need not be dropped, the bandwidth for that connection 
can be lowered to b, instead. The minimum required bandwidth LBW can be considered as the 
bandwidth required to support the lowest-level quality of the connection the mobile user can “live 
with”. Hence, the minimum required bandwidth, LBW, can be used for admitting/rejecting each 
new/handed-off connection.
Note also that specifying a range rather than a single value is crucial in being able to support 
efficient resource management in mobile resource sharing environments. Applications in such an 
environment are expected to handle resource fluctuations within acceptable bounds. For the 
network, providing a bound offers the flexibility to handle mobility, channel error and dynamic 
resource variations. Note that guaranteeing a minimum resource reservation to an admitted flow 
provides a degree of separation between flows, while the ability to dynamically adjust the 
resource reservation within bounds enables the network to multiplex resources among flows in 
order to optimize its revenue and also to accommodate resource fluctuations. Typically, the lower 
bound is determined by the minimum requirements for the application, while the upper bound can 
be determined by several factors such as how much the user is willing to pay for a better quality 
service.
4.5.1.2 QoS mapping
The Application-to-Network QoS mapping control block performs the function of automatic 
translation between representations o f QOS at different system levels (i.e., application, operating 
system, transport and network, etc.) and thus relieves the user o f the necessity o f thinking in terms 
of lower level specifications.
The QoS requirements information distilled from the application service specification leverages 
the operation of the lower building blocks of the QoSR reference model. Several QoS mapping 
algorithms exist in the literature [KNOC97, ISSA97] following different approaches for 
translating between application QoS specification and network QoS.
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4.5.1.3 QoS Manager
The heart of the resource management and control architecture is the QoS Manager. From the 
functional point of view it is a control plane component primarily responsible for (1) creating and 
maintaining the reservation states o f QoS connections, (2) allocating and managing network 
buffers for these connections, (3) scheduling different classes of packet, (4) call degradation or 
reducing bandwidth allocation to degradable applications in face of scarcity of available radio 
channels, (5) bandwidth reassignment to maximize utilization o f available channel resources, and 
(6) radio resource usage monitoring. The QoS Manager cooperates with other components in the 
data plane, such as socket (transport) layer and network interface layer, to coordinate the 
management of all network related resources.
To successfully provide a service to meet application’s QoS requirements, the network must 
employ effective resource management mechanisms. At the core o f resource management are 
routing, resource assignment and resource reservation algorithms. These mechanisms manage the 
network resources on different time scales and with different granularities. In the following, the 
architectural and functional building blocks of the QoS Manager are described in detail as part of 
the resource management phase.
4.5.1.4 MANET Routing
A major challenge in multihop, multimedia networks is the ability to account for resources so that 
bandwidth reservations (in a deterministic or statistical sense) can be placed on them. Similar to 
cellular (single hop) networks where such accountability is made easy through a control station 
(e.g. base station in cellular systems), this solution can be extended to multihop networks by 
creating clusters o f radios, in such a way that access can be controlled and bandwidth can be 
allocated in each cluster.
Due to the requirements o f efficient network resource control and multimedia traffic support, the 
distributed Cluster-TDMA approach [BAKE84] has been selected as the media access scheme in 
this study, which has been also one o f the DARPA sponsored WAMIS subnet protocols. 
Clustering provides a convenient framework for the development of important features such as 
channel access, routing, power control, virtual circuit support and bandwidth allocation. 
Following the clustering approach, the entire population of nodes is grouped into clusters. A 
cluster is a subset of nodes which can communicate with a clusterhead and (possibly) with each
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other. In Figure 4-2, nodes A, B and C are clusterheads for their coverage area. Each of them 
serves as a regional broadcast node, and as a local coordinator to enhance channel throughput. 
Within a cluster time-division scheduling is enforced. Across cluster spatial reuse o f time slots 
and codes is facilitated.
Figure 4-2 Example o f clustering
The clusterheads are the nodes delegated to act as local coordinators to resolve channel 
scheduling, perform power measurement/control, maintain time division frame synchronization, 
channel access, routing, and bandwidth allocation, and enhance the spatial reuse o f time slots and 
codes (among clusters).
Also, an extension to cluster-head’s functionalities, which is tailored to the operation of the 
proposed QoSR model, is the maintenance and management of reservation tables that pertain to 
all reservations established through its cluster. If a cluster-head receives a QoS request, it will 
check the current reservation table to see whether reservations for the assigned code of this 
particular cluster could be allocated. The procedures for admission control, resource reservation
'i
and adaptation/degradation, as described in Section 4.5.1.3, are then followed.
1) Clustering Algorithm
The objective o f the clustering algorithm is to find a feasible interconnected set o f clusters 
covering the entire node population. A good clustering scheme will tend to preserve its structure 
when a few nodes are moving and the topology is slowly changing. Otherwise, high processing 
and communications overheads will be paid to reconstruct clusters. Within a cluster, it should be 
easy to schedule packet transmissions and to allocate the bandwidth to real time traffic.
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To this end, the least-ID distributed clustering algorithm proposed by M. Gerla, UCLA, in 
[EPHRE87] is considered here8. According to this scheme, the lowest-ID node in a neighborhood 
is elected as the clusterhead. The algorithm is illustrated below.
LOWEST-ID CLUSTER ALGORITHM
♦ Each node is assigned a distinct ID. Periodically, the node broadcasts the list of 
nodes that it can hear (including itself).
$ A node that can only hears nodes with ID higher than itself is designated as 
“cluster-head” (CH).
♦ The lowest-ID node that a node hears is its clusterhead, unless the lowest-ID 
specifically gives up its role as a clusterhead (deferring to a yet lower ID node).
♦ A node that can hear two or more clusterheads is designated as a “gateway”.
♦ Otherwise, a node is an ordinary node.
Comparing to other distributed cluster algorithms such as the higher-connectivity (degree) 
algorithm also proposed in [PARE94], where the highest degree node in a neighborhood becomes 
the clusterhead, it is shown [WU99] that the lowest-ID clustering algorithm yields the fewest 
changes under different mobility scenarios and communication transmission ranges. That means, 
the lowest-ID clustering algorithm provides a more stable cluster formation than the 
highest-connectivity one. This is because in the latter scheme when the highest-connectivity node 
drops even one link due to node movement, it may fail to be re-elected as a clusterhead. While the 
lowest-ID node can still be a clusterhead.
4.5.1.5 Channel Access Scheme
Following the clustering algorithm described above, the entire node population is organized in 
clusters and coordinated by the clusterheads. Now the problem is how to run the algorithm in 
real-time and how to take advantage of clusterheads to perform networking functions efficiently.
8 Note that a distributed algorithm is preferred because a good clustering algorithm should configure the clustering information in each 
node as soon as possible; thus a centralized algorithm is not appropriate since the central controller is vulnerable and it takes too much 
time to broadcast update clustering information to all nodes [CHENOO],
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More specifically, how one selects the appropriate channel access method within each cluster to 
enhance the throughput and utilization o f the limited channel resources.
In view of the real time traffic component (which requires dedicated bandwidth), time-division 
multiple access (TDMA) within a cluster has been chosen. Code division multiple access 
(CDMA) is overlayed on top o f the TDMA infrastructure. In this case, the near-far problem and 
related power control algorithm become critical to the efficiency o f the channel access 
[BAMB92]. In addition, separate codes are assigned to different clusters in order to reduce the 
effect o f intercluster interference. Specifically, only a single transmission (per code) within each 
cluster is permitted whereas neighboring clusters make use of different sets o f codes . The cluster 
solution with code separation reduces power interference and maintains spatial frequency reuse. 
However, note that as the network grows large, the clusters may out-number the available codes. 
To overcome this problem, codes can be reused in non-adjacent clusters [CHLA87].
Hidden terminal problem
Channel access protocols for ad hoc networks have to resolve the problem of hidden and exposed 
terminals [ICLEIN75, KLEIN75a, LEIN87] in addition to the problem of contention in medium 
shared wireless networks. Figure 4-3 illustrates the hidden and exposed terminal problem. Here, 
node A begins transmitting a packet to node B. However, since node C is out o f range of node A, 
it begins transmitting a packet some time later. This results in collisions at the receiver B. 
Observe that neither o f the two senders is aware of the collision and therefore cannot take 
preventive measures. It is noteworthy that this type o f problem does not arise in wireline or base- 
station controlled single hop wireless networks because in the former all nodes can hear one 
another whereas in the later case the central controller is aware of the transmission/reception 
times of nodes and thus simultaneous transmissions (on the same channel) are avoided.
In the same figure node D, that intends to transmit to node E, is an exposed terminal as its 
transmissions are deferred for as long as C and D are in communication. The reason is because of 
D transmits when at the same time B transmits to C, that would result to a collision to C. One 
technique to avoid the exposed terminal problem is the use of directional antennas [NASI00].
® George E. Aggelou 91
Chapter 4: QoS-sensitive Routing in Mobile Ad Hoc Networks
A B C D E
Collision at B
Figure 4-3 The Hidden and Exposed terminal problem
1) Code Assignment
Each node has a transceiver which can either transmit or receive at any given time. In the 
spread-spectrum code-division system, the receiver should be set to the same code as the 
designated transmitter. For simplicity (and to be conservative) no capture is assume. That is, if 
two or more transmissions interfere at the same receiver, none is received, regardless of the code. 
It is further assumed that there is a small set of “good” spread-spectrum codes which are low 
cross-correlation. Since the number of codes that can be used is very limited, spatial reuse of 
codes will be important [HU93]. Thus each cluster is assigned a single code which is different 
from the codes using in the neighbor cluster[HU93].
The code assignment scheme determines the spreading codes to be used in an ad hoc network. 
There are four basic types of code assignment [RAPP96]:
a) Common code: All nodes are assigned the same common code. The addressing information
is placed at the packet header to identify the source and the destination. All nodes monitor 
the same common code for any packet arrival. This scheme is essentially single-channel- 
based and only a single code is needed.
b) Receiver-based code: Every node is assigned its own receiver-based code. The transmitter
has to look up a code assignment table to find out the code o f its intended receiver and then 
send the data packet on the receiver-based code. The receiver must monitor its code all the 
time for any packet arrival. Since there may be more than one transmissions targeted at the 
same receiver, collision may occur. A total of N codes are used for a network with N 
nodes.
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c) Transmitter-based code: Every node is assigned its own transmitter-based code. The 
transmitter sends its data on its own code. The receiver must monitor that transmitter- 
based code at the same time in order to despread the received signal and retrieve the data. 
Thus, the receiver has to know in advance which node will transmit and tune to the 
appropriate code. Also, if  more than one transmissions are targeted to the same receiver 
simultaneously, one transmission could be recovered and the other transmissions become 
wideband noise. A total o f N  codes are used where N  is the total number of nodes.
d) Pairwise-based code: Every pair of nodes is assigned a unique code. The transmitter will
look up a code assignment table to find out the code to communicate with a specific 
receiver. Unless the receiver has multiple matched filters to monitor a set o f its codes 
simultaneously, the receiver has to know in advance which node will transmit and tune to 
the appropriate code. A total o f N  (N -\) codes are needed where N  is the total number of 
nodes.
Following [HU93, HU93], the transmitter-based code assignment methodology is employed here. 
Receiver-based assignment cannot avoid inter-cluster collision and internal pair code assignment 
needs extra codes for inter-cluster communications. Since there is no inter-cluster collision with 
the chosen scheme, it is only the collision avoidance within a cluster that one should be concerned 
about. As, however, it is assumed that within each cluster the medium access control (MAC) layer 
is implemented using a TDMA scheme, and also that a common transmitting code is used in each 
cluster, it can be concluded that there can be no intra-cluster collision
Using CDMA and transmission based code assignment, the problem of inter-cluster collisions is 
eliminated. For example, consider the topology in Figure 4-4a. Figure 4-4b shows that when B 
uses slots 3, 4 to transmit packets to C, a code (say code 2) which is different from the code (say 
code 1) used by A can be assigned to node B.
Slot 1 
Slot 2 
Slot 3 
Slot 4
a) Hidden Terminal Problem b) CDMA over TDMA
Figure 4-4 CDMA over TDMA
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In Figure 4-4, C can use the same slots (1 and 2) as A to send packets to D encoded by a different 
code (say code 3) without any collision at B. It is notable that this case is assumed to be only one 
session through A, B, C, and D. If A and C (different sessions) intend to send packets to B in the 
same slot, then only one packet can be received, and another will be lost depending on which code 
B locks on.
A code assignment scheme [HU93] is assumed to be running in the lower layer o f the system.
It is assumed that a radio station can only receive a single transmission at a time and cannot 
transmit and receive simultaneously. As mentioned above, the channel in the system is assumed to 
be time slotted. All nodes keep accurate common time (there exits a global clock or time 
synchronization mechanism). Each slot includes the number of redundant bits (e.g., for error 
control coding, retransmission) that must be sent when the channel has a low signal-to-noise ratio 
in order to get a successful transmission. This scheme considers the assumptions found in most 
other radio data link protocols [BAKE81],[CHLA85]-[CHLA87],[GERL95], [GOOD89], 
[LIN97]. That is, the physical layer can provide the service of the slotted channel. Only one data 
packet can be transmitted in each data slot.
4.5.I.6 Synchronous Time Division Frame
The transmission time scale is organized in frames, each containing a fixed number o f time slots. 
The entire network is synchronized on a frame and slot basis. The frame/slot synchronization 
mechanism is not described here, but can be implemented with techniques similar to those 
employed in the wired networks, e.g. “follow the slowest clock” [OFEK94], properly modified to 
operate in a wireless mobile environment. Propagation delays will cause imprecisions in slot 
synchronization. Since the distance between any two nodes in the same cluster is at most two 
hops, it is relatively easy to maintain time (i.e. slot) synchronization within each cluster. So, the 
channel will be assumed slot syn-chronized. It must be noted that synchronization is required only 
within a cluster. This is much easier than maintaining slot synchronization across the entire 
network as in [GERL95,LIN97].
However, slot guard times (fractions o f millisecond) will amply absorb propagation delay effects 
(in the order of microseconds). A frame is divided into two phases, namely, control phase and info 
phase as shown in Figure 4-4. The following subsections will explain how these two phases are 
used to perform the desired functions.
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1) Control phase
The control phase is used to perform all the control functions, such as slot and frame 
synchronization, clustering, routing, power measurement, code assignment, QoS path set up, etc. 
By exchanging the connectivity information among the neighbors, each node selects its 
clusterhead and updates its routing tables. Clusterheads assign the slot(s) and code to each QoS 
request within their covering area. The number o f slots per frame assigned to a QoS path is 
determined by the bandwidth required by the VC.
2) Info (voice/video/data) phase
The info phase must support both virtual circuit and datagram traffic. Since real time traffic 
(which is carried on a QoS path) needs guaranteed bandwidth during its active period, bandwidth 
must be preallocated to the QoS path in the info phase before actual data transmission. That is, 
some slots in the info subframe are reserved for qoS paths at call set-up time. The remaining slots 
(free slots) o f each cluster can be accessed by datagram traffic using an S-ALOHA scheme.
4.5.1.7 Bandwidth Reservation
As noted above, in order to provide a stable QoS, it is not sufficient to simply select a route that 
can provide the correct resources. These resources must be reserved to ensure that they will not be 
shared or "stolen" by another session [WANG01]. Therefore, guaranteed services require the 
routers to make a reservation, and for each reservation request routers must make admission 
control decisions.
Referring to the proposed QoSR model, applications can access the services provided by the QoS 
Manager directly through the resource reservation interface. For example, in order to set up a new 
QoS connection, an application can use the resource reservation interface to communicate the end 
points o f the connection and the traffic specification for the flow. The resource reservation 
communicates this information to the QoS Manager for creating the local reservation. In addition, 
upon the arrival of a new flow request, the reservation protocol sets up a connection along the 
path that is selected by the routing mechanism. Similarly, the QoS Manager is also invoked when 
the application decides to modify the reservation level or to remove the reservation all together.
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Thus, to create and maintain local reservation states for different flows a resource reservation 
signaling protocol is used prior to the flow of data. When a request is received for a new 
reservation, the QoS Manager sets up reservation state for the connection. It allocates buffers for 
the connection, performs admission control checks, and invokes the appropriate network interface 
level functions to set up link-level scheduling state for the flow.
Since the control and data planes are completely separate, a reservation may be created before the 
data connection is actually established. Similarly, an associated reservation is removed after a data 
connection is terminated.
Several resource reservation protocols have been developed [ZHAN93, BRAD97, TOPO90]. Two 
protocols, however, are o f particular interest and could well be incorporated in the proposed 
QoSR model: the Resource Reservation Protocol (RSVP) and the Constraint-Routing Label 
Distribution Protocol (CR-LDP).
Although the two protocols have similar flows for reservation setup - sending an end-to-end 
request and replying with an end-to-end response, the way they operate is different, and the 
detailed function they offer is also not consistent. Each protocol has its champions and detractors, 
and the specifications are still under development.
RSVP includes an optional function (adspec) whereby the available resources on a link can be 
reported on the Path message. This allows the destination host to know what resources are 
available, and modify the Flowspec on the Resv accordingly. Unfortunately, not only does this 
function require that all the routers on the path support the option, but it has an obvious window 
where resources reported on a Path message may already have been used by another path by the 
time the Resv is received.
CR-LDP, on the other hand, carries the full traffic parameters on the LABEL_REQUEST. This 
allows each hop to perform traffic control on the forward portion of path setup. The traffic 
parameters can be negotiated as the setup progresses, and the final values are passed back on the 
LABEL_MAPPING allowing the admission control and resource reservation to be updated at 
each QoS-path. This approach means that a path will not be set up on a route where there are 
insufficient resources. CR-LDP offers a slightly tighter approach to traffic control especially in 
heavily used networks, but individual RSVP implementations can provide a solution that is almost 
as good. A problem with CR-LDP, however, is that it does not allow explicit sharing of the 
allocated network resources.
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Furthermore, as aforementioned an additional problem with resource reservation is how to 
determine what resources have already been allocated to a flow. The availability of this 
information during path computation/selection improves the chances of finding a QoS path. It is 
necessary to consider the total resources already booked for a flow along a path, in relation to 
available resources, to determine whether or not the flow should be routed on the path.
Finally, CR-LDP and RSVP have different approaches to Quality o f Service (QoS) parameters. 
The RSVP Tspec object carried on Path messages describes the data that will flow rather than the 
QoS that is required from the connection. Various RFCs and Internet drafts describe how to map 
from different QoS requirements to the Tspec (for example, RFC 2210 [WROC97]). The CR- 
LDP specification is more explicit about how the information carried on a LABEL_REQUEST 
message is mapped for QoS. Support for Diff-Serv (IP Differentiated Services) is addressed by 
an Internet draft [DFSRV], which defines extensions to CR-LDP and RSVP.
4.5.1.8 Call Admission Block
The reservation protocols provide a general facility for creating and maintaining distributed 
reservation states across a mesh of multicast or unicast delivery paths. Because the network's 
resources are finite, it cannot grant all resource reservation requests. In order to maintain the 
network load at a level where all QoS commitments can be met, the network must employ an 
admission control algorithm that determines which requests to grant and which to deny, thereby 
maintaining the network load at an appropriate level [CLAR92, JAMI95a].
Upon the arrival o f a new flow request, the admission control scheme at each hop along the data 
path determines if the link has sufficient resources to accommodate this new flow. If so, the 
resources needed for the flow are set aside and the connection setup packet is sent to the next hop. 
If insufficient resources are available, either the flow is rejected or other alternative paths are tried 
again (for example, through the use of a crank back mechanism [PNNI95]).
To put this into context for the proposed QoSR model, when a new flow request arrives in a 
cluster Ca, the cluster’s clusterhead node is responsible for checking if the available spectrum in 
Ca is enough to accommodate the minimum requested bandwidth o f the new flow. If so, the call 
admission algorithm proceeds to classify the user. If not, the algorithm rejects the request and 
returns a reservation error message to the source.
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The call admission algorithm is presented as a flowchart in Figure 4-5. For real-time users, 
admission is primarily based on the availability of bandwidth. Bandwidth reservation is initiated 
in the present cluster. If only this reservation is successful, the call is forwarded to the next cluster 
along the path. Finally, the call of a real-time user is admitted based on the individual reservation 
states along the multihop path. The rule applied here is “all or nothing”, in that even if a single 
reservation attempt along the path fails, the request resumes with failure.
For non-real-time users, the admission is primarily based on the availability o f buffer space in the 
non-real-time packet queue (NRTQ). This criteria may be set against a queue length threshold, in 
order to prevent queue overflow once the new call is admitted.
If the available cluster bandwidth along a data path cannot accommodate the minimum bandwidth 
requirement o f a request, the call admission control algorithm resumes with failure. If so, two 
things may happen: either the call is immediately dropped or a so-called Bandwidth Reassignment 
process (see Section 4.8.1for details) is attempted in both the present and the neighbour clusters, 
such that common bandwidth can be created to accommodate the call requirements. If this process 
fails to create available bandwidth which is at least equal to flow’s LBW, the call is dropped.
If admission control results with failure a procedure similar to RESV ERROR message triggering 
in RSVP protocol is followed, where a notification message is sent to the source of the connection 
whereas the connection is also cleared from the rest of the nodes.
Resource Request
Figure 4-5 Flowchart o f the call admission algorithm
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Furthermore, more sophisticated mechanisms that account for channel conditions could also be 
incorporated into the present version o f the admission controller. To this extent, the QoS monitor 
module within the QoS Manager (Figure 4-1), which is responsible for monitoring QoS 
parameters affecting system-wide performance, e.g., interference level in the cluster, number of 
hand-off drops and bit error rate performance, could provide feedback to the call admission 
controller to help it make certain policy-based call admission decisions. For fundamental 
discussions on this issue see Pravin’s thesis at [BHA95]. The design of the resource monitor 
module is beyond the scope of this work.
4.5.1.9 Resource Adaptation
In a mobile computing environment, resource changes occur frequently as a result of wireless 
channel dynamics as well as of user mobility. The motivation behind adaptation is to maintain 
acceptable user presentation quality when resources fluctuate in a media shared wireless network. 
Many distributed multimedia applications are adaptive in nature and exhibit flexibility in dealing 
with fluctuations in network conditions. QoS adaptation algorithms can, for example, trade 
temporal and spatial quality to available bandwidth or manipulate the playout time of continuous 
media in response to variations in delay.
Adaptation may be triggered by changes in the measured QoS over the wireless link upon increase 
or decrease or resource availability on a wireless link, upon portable handoff or when the 
application initiates a QoS re-negotiation.
The goal o f rate adaptation is two-fold: (a) upon resource increase, allocate additional rate to a 
subset of ongoing flows, and (b) upon resource decrease, reclaim rate from ongoing flows. In the 
QoSR model, adaptation is conducted for the following two cases:
A real-time connection that has been accepted but was not granted its maximum desired share 
(HBW) during the call set-up time; and
When a real-time call request arrives and finds all channels occupied, it may, under certain 
circumstances, force one (or more) ongoing non-real-time calls to be temporarily buffered so that 
the released channel can be used to admit the real-time request.
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However, each adaptation attempt costs the adaptation some cost for each flow that is required to 
adapt. This cost is often expressed in terms of either short or long interruptions and/or additional 
signaling to account for the coordination and management of these changes. Thus, a critical task 
of the rate adaptation algorithm is to increase revenue due to improved network utilization but 
avoid repeated adaptations due to resource changes.
In addition, an inherent problem is how to ensure that the new declared rate (during the adaptation 
phase) can be supported at all links along the active path where the flow is routed through. 
Applications with very tight bandwidth constraints may want to know the resulting end-to-end 
available bandwidth before making their service requests in order to choose an appropriate service 
level. Shall the source then trigger new QoS requests with more stringent QoS bounds? The latter 
approach is an extremely tedious procedure that involves both extra signaling and intermittent 
interruptions, but trade-offs better performance in terms of average path bandwidth.
On the other hand, mobile users may move from lightly loaded clusters to heavily loaded clusters. 
That is, during a call handover process, when the available bandwidth in the new cluster may be 
lower than this granted to the active flow from the previous clusters along its path, this causes a 
so-called resource conflict [QMA98]. The problem of resource conflict arises when the network 
cannot accept a new connection or handover an on-going connection without reducing allocated 
re-sources to currently on-going connections (within pre-negotiated QoS bounds).
In simple words, with the goal in mind to provide an algorithm that maximizes network 
throughput, the system should successfully resolve resource conflict occurrences; thus to 
accommodate new connections when sporadic congested clusters or end-to-end bandwidth 
shortage exists, existing QoS connections with a granted bandwidth higher than their LBW share 
could enter a lower rate so that the news calls can potentially be accommodated. Note, however, 
that the resolution o f resource conflicts readjusts the resources allocated to each connection but 
should not violate the pre-negotiated bounds o f these connections. Also, the existing calls can be 
degraded if and only if these are degradable and adjustable applications as mentioned in Section 
4.5.1.9. Whether an application can be degraded or not is declared during the connection set-up 
process. At this point, the degradation algorithm is conducted.
In summary, the main features of the resource reservation/adaptation protocol are as follows:
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® Changes in resource allocation may be initiated either by end hosts or by the network. This 
gives the network the flexibility to change resource allocations within bounds in order to 
either adapt to the dynamic network conditions or to maximize its own long term revenue.
® Soft state is used to time out resource reservations. Thus, mobile hosts that handoff or get 
disconnected automatically time out their resource reservations rather than having to 
explicitly do so. The resource reservation manager at the end host or the base station takes 
care o f the periodic refreshing of resources. As far as applications are concerned, they need 
to explicitly register and deregister resource reservations with their reservation managers.
® Data transmission and resource reservation are decoupled. An application can send data 
packets in a best effort manner without resource reservation, and then attempt to reserve 
resources when it needs to.
In the following, the packet sorter and the degradation policies are presented.
4.5.1.10 Degradation Policies
Degradation policies are incorporated in the proposed framework in a distributed manner. The 
packet sorter marks packets of flows that are degradable and the scheduler provides treatment 
accordingly. For example, degradable flows may not be scheduled at times o f bandwidth shortage, 
or may even be discarded. For this framework, and for the type of services considered in this 
study (i.e., bandwidth sensitive) one type of degraded behaviour is considered; the bandwidth 
degradation9.
Bandwidth degradation implies that an application occupying multiple channels releases some of 
them to enter a degraded mode. To put this into context on the proposed QoSR model, when 
available bandwidth increases within a cluster, for example due to call termination or due to 
handover of existing call(s) to neighbour cluster(s), the elected clusterhead node of the cluster 
could allocate additional bandwidth to QoS flows routed through this cluster but have not been 
granted their max resource share (HBW).
9 In an integrated system, other types o f degradation may also be imposed, such as delay degradation. Delay degradation implies an increase in the delay 
jitter or delay variance o f a session. Typically, non-real-time applications are expected to exhibit a large amount o f  delay degradation if the number of 
higher priority real-time applications grow in die system.
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However, if the average rate specified in the requirement profile equals the minimum rate for the 
application, then the application is not degradable. For example, some forms o f compressed video 
may exhibit this behaviour. Bandwidth degradation may be precipitated by various circumstances, 
e.g., when the mobile user faces sudden resource constraint while trying to hand over to a heavily 
loaded cluster.
Finally, the fundamental principles underlying the graceful degradation phase assume that the 
network is responsible for informing the application the extent to which the call shall be degraded. 
This insulates applications from having to understand, or even know about, the detailed nature of 
link heterogeneity or how the different services along the path compose. This insulation is critical 
for enabling applications to function relatively undisturbed while the network infrastructure 
evolves.
To enforce degradation policies on real-time traffic, the degradation control block as part of the 
QoS manager interacts with the resource reservation signaling protocol o f the local system. As a 
result, when a QoS path enters the degradable mode, the state information associated with the 
QoS path is altered to reflect the changes. The application source, however, is free to either accept 
the suggested from the network QoS degraded mode or instead to act autonomously, such as for 
example to use an alternate path with sufficiently more resources than the existing one to 
accommodate the call.
Furthermore, since non-real-time traffic packets can sustain much longer delays, real-time traffic 
usually has pre-emptive priority over the former in case of scarcity o f available channels in the 
system. The pre-empted non-real-time traffic is buffered for future scheduling when free channels 
become available. Hence, in case o f an overloaded system, a suitable QoS parameter is the 
average buffer occupancy or queue length for non-real-time packets. The following assumptions 
are made:
-  Real-time packets are never buffered and always allocated a channel if  one is available or 
being used by non-real-time traffic.
-  Each channel has a queue used only by the arriving non-real-time packets being serviced 
by that channel. If the channel is servicing a real-time call, its queue remains empty.
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-  When a non-real-time call is preempted from a channel, the system distributes the 
incoming packets (for the queue associated with the channel) with equal probability among 
the queues servicing other ongoing calls o f similar type.
The goal o f routing best-effort traffic is to improve the performance o f high-bandwidth sessions. 
Much attention is paid on a sharing policy that treats all best effort sessions equally, and does not 
discriminate against any best-effort sessions in the network.
Fair sharing is defined so that flows sharing the same link will each get an equal share of the link 
bandwidth. If a flow cannot use its share, the excess bandwidth is split “fairly” among all other 
flows that can use more bandwidth. A flow may not be able to use its share either because it has a 
lower source rate or it is bottlenecked at another link. This process is repeated until all flows in 
the network become bottleneck.
There are several definitions o f “fair share”. In the basic definition, if N  flows share one output 
link, each o f the N  flows competing for the link or excess bandwidth gets one Ndl of the 
bandwidth. Other definitions, such as weighted fair sharing and multi-class fair sharing, require 
pricing or administrative policies to assign a weight or class to each connection. Since these 
policies are still an active area of research, it is expected that the basic max-min fair share model 
to be the first one to be supported by commercial networks, and will be widely used in the rest of 
the discussion.
4.5.1.11 Packet Sorter
Our proposed framework differentiates between the packets generated by real-time and 
non-real-time traffic sources at the link layer. The packet sorter interfaces with a two-level 
priority queue in the system: the real-time packet queue (RTQ) and the non-real-time packet 
queue (NRTQ), the former having a higher scheduling priority over the latter. Note that both RTQ 
and NRTQ are abstractions for actual physical buffer implementations, o f which there can be 
multiple instances under each type. For example, the system could implement a multi-level queue 
for real-time traffic, based on delay jitter or reliability requirements for further differentiating the 
real-time traffic packets.
The packet sorter has the following main functionalities:
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1. Identify traffic packets entering the QoS sub-layer based on a flow id.
2. Sort the incoming packets based on the packet type information in the requirement profile.
3. Segment the packets and append the flow id to the segmented packets.
4. Mark the packets by setting a certain bit pattern in their header to distinguish them further, 
so that the scheduler (and also the QoS manager) can treat them differentially while 
allocating radio resources (e.g., time slot) or while faced with resource constraints. One 
example of this service differentiation is the priority o f real-time packets over 
non-real-time, hence, in case o f buffer overflow; the non-real-time packets are discarded 
first. Another example might be to allocate smaller rate time slots to packets generated by 
degradable applications, and allocate larger time slots to non-degradable ones. This 
concept leads to more efficient bandwidth usage.
5. Route the packets into the appropriate queue.
Finally, it is assumed that all packets entering the network and belong to an existing reserved 
connection, are complying to their initial FBW. Thus traffic policing and shaping is not required 
in this system.
4.6 Bandwidth Calculation
The transmission time scale is organized in frames, each containing a fixed number of time slots. 
The frame structure is similar to this in [BAGR95]. According to this and as described in Section 
4.5.1.6, each frame is divided into two phases, namely, the control phase and the data phase. The 
size of each slot in the control phase is much smaller than the one in the data phase. The control 
phase is used to perform all the control functions, such as slot and frame synchronization, power 
measurement, code assignment, QoS path setup, slots request, routing-protocol specific control 
message exchange etc. The amount o f data slots/frame assigned to a QoS path is determined 
according to a QoS requirement. The exact timeliness of control and data phases is out o f the 
scope of this study and is not considered here. Authors in [RAPP96] provide useful information 
on this subject.
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Each node takes turn to broadcast its information to all o f its neighbours in a predefined slot (the 
way this is resolved is described later), such that the network control functions can be performed 
distributedely. In general, it is assumed that the information can be heard by all of its adjacent 
nodes. In a noisy environment, where the information may not always be heard perfectly at the 
adjacent nodes, an acknowledgment scheme is performed in which each node has to acknowledge 
for the last information in its control slot. By exploiting this approach, there may be one frame 
delay for the data transmission after issuing the data slot reservation.
Ideally, at the end of the control phase, each node has learned the channel reservation status of the 
data phase. This information will help one to schedule free slots, verify the failure of reserved 
slots, and drop expired real-time packets. The data phase must support both guaranteed and best- 
effort traffic. Since real-time traffic needs guaranteed bandwidth during its active period, 
bandwidth must be pre-allocated to the real-time connection in the data phase before actual data 
transmission. That is, at call setup time during the resource reservation phase some slots are 
reserved for real-time (RT) traffic in the data subframe.
Because only adjacent nodes of the same cluster and neighbour gateways can hear the reservation 
information and the network is multihop, the free slots recorded at every node in different clusters 
may be different. The set o f the common free slots between two adjacent nodes will be referred to 
as the link bandwidth. A node that knows its link available bandwidth (ABW) to some other node 
can only determine whether a request can be satisfied through this link or not. Consider the 
example shown in Figure 4-6 in which node A in cluster Cj intends to establish a real-time call to 
C in cluster C2 with a bandwidth request (FBW) [2,2]. Let us assume a TDMA frame with 6 time 
slots. The admission controller at node A would reject the request, as its ABW to node B is 
smaller than the minimum requested BW, which is 2.
Figure 4-6 Example of end-to-end bandwidth calculation
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The path bandwidth (also called end-to-end bandwidth) between two node that may not be 
necessarily adjacent, is the minimum link bandwidth o f the links that comprise the path. If the 
destination and source nodes o f a flow are adjacent, the path bandwidth is equal to the link 
bandwidth; the traffic flow in this case is called intra-cluster traffic. If the destination and source 
nodes of a flow belong to different clusters, the traffic flow is called inter-cluster traffic.
The calculation of link bandwidth differs from node to node, depending on whether a node 
functions as a gateway or is merely an end-host. If a node B serves as a gateway between two 
clusters with codes Ci and C2, respectively, the available slots for reception/transmission at B are 
determined by:
AB W (B )= ITSb (Ci) n  ITSb (C2)
where ITS/X) denotes the set of time slots where a node i is idle (in the sense not transmitting or 
receiving) in cluster X.
Thus the link bandwidth between a node A in Ci, which does not function as a gateway, and the 
node B, which is GW, is determined by
LinkBW (A , B) = ITSa (Ci) cITSb (Ci) n  ITSb(C2)
whereas if B is not a gateway (that is, intra-cluster traffic), their link bandwidth would be
LinkBW (A, B) = ITSa (C i) n  ITSb (Ci)
Therefore, the link bandwidth can take different calculation forms or, as referred throughout this 
study, different resource constraint levels, depending on whether either the end nodes o f the link 
are gateways or, simply, end hosts.
Furthermore, to calculate the end-to-end bandwidth (PBW) a careful analysis on the transmission 
and reception planes of the end nodes o f a link is required. Consider the example in the following 
figure.
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Node A in cluster Ci intends to send real-time traffic to D in cluster C3 through cluster C2. Node B 
is the gateway node between clusters Ci -  C2 and node C is the gateway node between clusters C2 
and C3. Let us assume a TDMA frame with six time slots again and that gateways B and C are 
busy (either transmitting or receiving) in slots {3,4} and {1,2}, respectively; the set of busy slots 
of a node i are denoted UB W(i). It is evident that the busy slots of a GW between two clusters Ca 
and Cb, is the union of the busy slots where this GW is transmitting to or receiving from both Ca 
and Cb. It is obvious also that the relationship between ABW and UBW for a node is:ABW = 
{Slots Per TDMA Frame} - UBW
Referring to the above example, node A can use any of the slots {1,2,5,6} to transmit to B in Ci, 
say {1,2}. If so, the new UBW of B turns to be UBW(B) = {1,2,3,4}. B in turn can use slots from 
the set UBW(B) -  UBW(C) to transmit in C2, and the procedure continues until the request either 
reaches D where the end-to-end path bbandwidth is determined (in this example, PBW(A,D) = 2), 
or gets rejected along the path due to lack of resources. The latter case may arise if during the 
propagation of a resource request a LinkBW value is smaller than the minimum requested 
bandwidth (LBW). Failure to satisfy a resource request results to the blocking and/or dropping of 
the call. As mentioned earlier, call dropping manifests not only during periods o f high system load 
but also due to handover of connections from lightly loaded to heavily loaded dusters. Thus one 
of the primary objectives of a handover as well as of a channel assignment algorithm is to 
maintain the blocking/dropping rates at minimum levels.
In the following two representative cases for call blocking/dropping are presented. These two 
cases will also constitute the basis of the discussions throughout the following subsections.
The preceding calculation of path bandwidth between node A and D, PBW(A,D) involved only 
the transmission/reception planes of the end nodes and gateways that comprise the path; that is 
only the inter-cluster traffic o f the same path. When, however, calculating end-to-end path 
bandwidth and the path length is more than one hop, there are additional constraints that need to 
be taken into account. As shown below, these additional constraints are imposed by the inter- as
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well as the intra-cluster traffic requirements of other flows which share common clusters with 
path A-D.
Case I
Assume the UBW size of A and B are the same as in Figure 4-7 (that is, 2). Let us further assume 
that there are internal transmissions in cluster Ci and C2 as illustrated in Figure 4-7. These internal 
transmissions are placed from nodes M and N to N and K. respectively, in Ci and X and Y to Y 
and Z respectively, in C2.
It turns out that A can transmit to B only in slots {5,6} in Ci, instead of {1,2,5,6} as illustrated 
earlier. For B ’s transmission to gateway C, however, even though the LinkBW(B,C) seems to be 
{1,2} and thus the size of ABW(B,C) is 2, it turns out to be:
LinkBW (B, C) =  Slots _  Per_ Frame- UBW (B) - IntraCluster_  TXs(Ci) -  UBW(Ci)
U U U
= {1,2,3,4,5,6} -  {3,4,5,6} -  {1,2} =  0
This scenario illustrates the impact of internal (intracluster) transmissions on the end-to-end path 
bandwidth. Even though there is ABW at all nodes along the path (i.e., A,B,C,D), it turns out that 
the BC’s link ABW (LinkBW) is zero.
Figure 4-7 Example for channel allocation state
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Case II
The same problem exhibits with inter-cluster flows. Assume the slot utilization as in Figure 4-7 
again. As illustrated above, node A can transmit to B in slots {5,6] in cluster Ci. This, however, is 
true only if an additional constraint is satisfied: if  there is no inter-cluster traffic that flows 
through cluster C\ such that it makes use of the available resource spectrum of Ci. To illustrate 
this with an example let us assume that another flow is routed through the gateways E and F of 
clusters (Ci and C4) and (Ci and C5), respectively, and also that gateway E transmits to F at slot 
{5} and F as slot {6}, both in cluster Ci. It is easy then to calculate that LinkBW(A,B) = 0 .  The 
latter case effectively results to the blocking of not only A ’s flows but also o f any inter- or intra­
cluster traffic through cluster Ci, since there is no capacity spectrum left so that new transmissions 
can effectively be placed on Ci.
Again, although nodes do have ABW on their disposition, still cluster Ci is effectively blocked as 
a result o f the present channel configuration assignment.
In general to the following observations are made:
a. To compute the available bandwidth for a path in a time-slotted network, one not only 
needs to know the available bandwidth on the links along the path, but also needs to 
determine the scheduling of the free slots.
b. Call blocking/dropping rates increase if time slot assigmnent is not performed efficiently. 
Efficiency here refers to the ability o f the resource (time slot) assignment algorithm to 
select a time slot from the pool of available slots in a way that is minimising the 
blocking/dropping probability of present as well as o f future calls. Case II illustrate a 
common example where the system can not place the call even though there is ABW in 
both clusters Ci and C2. As demonstrated in the slot assigmnent phase, key to efficient 
resource assignment within a cluster C is to account for both the UBW of the cluster C as 
well as o f C’s neighbour clusters.
c. No matter how efficient a routing protocol and a channel assignment algorithm may 
perform, if the network load exceeds its capacity the ABW of links and clusters starts 
saturating thus leading to higher call dropping/blocking rates
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Finally, it is worth mentioning that the bandwidth computation is part o f the call admission 
control and resource reservation mechanisms during the call set-up process. As illustrated in 
Section 4.5.1.7, the resource reservation propagates the resource requirements, the call admission 
control on each link calculates the ABW, and itself determines whether the real-time flow can be 
accepted at the beginning of the connection request. If the minimum bandwidth (LBW) criteria is 
satisfied, the request is forwarded hop-by-hop towards its destination. Reservations can be placed 
on the reverse path (RSVP-style) or on both reverse and forward paths (CR-LDP-style).
Also note that upon computing the size o f the path bandwidth, which is fed to the call admission 
control and resource reservation modules to gauge decisions, the resource guarantee phase 
effectively ends here.
The slot assignment process which is responsible to determine which channels (TS) from the 
available spectrum are assigned to a flow is illustrated in the following sub-section.
4.7 Slot Assignment Phase
The previous section described how to calculate link/path bandwidth. Once the request is 
successfully admitted along the path, the system needs to allocate slots to the real-time flow 
hop-by-hop along the path to the destination. As it is argued above, efficient assignment of the 
available slots during the call setup is vital for minimising the blocking/dropping rates of the 
present as well as o f future calls. In this section, various mechanisms are proposed for efficient 
slot assignment are proposed, such that the resource assignment phase accounts for both locally 
congested clusters as well as for preventing the blocking/dropping o f future calls.
The figure below is used as an example to describe how the slot assignment algorithm in the 
proposed QoSR model operates. As illustrated earlier, for a given path, the end nodes (i.e., 
source/destination), and the intermediate nodes (i.e., gateways) have different levels of resource 
constraints. End nodes are primarily constrained by their cluster’s traffic as well as the inter­
cluster traffic of their gateways. Gateway nodes are constrained not only by the intra and inter 
cluster traffic of their cluster’s flows, but also by the intra-cluster traffic of cluster’s gateways.
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For the correct operation o f the proposed resource assignment mechanism, it is assumed that 
clusterhead nodes are aware o f the UBW (i.e., transmission/reception scheduling) of their 
cluster’s gateways as well as the intra-cluster UBW of their cluster and their cluster’s gateways. 
That is in the figure below the clusterhead in Ci is aware o f the intra-cluster traffic in Ci, which is 
UBWintra(Ci) = {1,2,3}, the inter-cluster traffic in Ci, which is UBWinter(B) = {4,5,6}, the inter­
cluster traffic o f Ci’s gateway B, which is UBWintergw(Ci) = {3,4} and the intra-cluster-traffic of 
Ci gateway B which is UBWjnt]a_gw(B) = {1,2}. Clusterhead nodes in different clusters could be 
informed about each other’s intra-cluster traffic through the exchange o f a dedicated signaling that 
is leveraged by the initiation of new or the termination of existing connections.
Our proposed time slot assignment algorithm distinguishes between intra- and inter-cluster traffic 
flows.
RULE I: TS Assignment for Intra-cluster flows 
The rule applied here is:
the scheduling of intra-cluster traffic within a cluster C should favour the time slots which are not 
used in C ’s neighbour clusters.
The rationale behind this approach based on the fact that the used slots o f a cluster C cannot be 
used by inter-cluster traffic that flows through C, thus increasing the common available bandwidth 
spectrum between the two neighbour clusters. The following example illustrates the effectiveness 
of this approach.
/H/er-cluster traffic (C l -  B)
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Assume that Ch C2 are two neighbour clusters and node B is their elected gateway. A node or GW 
in Ci is to forward a request to B which in turn is to forward the request; either to an end node (E) 
or to a GW (E5) in C2.
Let us further assume that time slots {1,2,3} are used for intra-cluster traffic in Q  and also that 
slots {4,5,6} are free slots in Q . The objective is to devise a flexible mechanism to assign time 
slots for intra-cluster traffic in C2 such that the AB W of link B-E is maximised.
It is clear from the figure above that any inter-cluster traffic that flows to C2 through Ci, will be 
assigned at any time slots but {1,2,3}. One can observe that if time slots {1,2,3} are used for 
intra-cluster assignment in C2, the inter-cluster traffic Ci - C2 (through B) will then make use of 
the common ABW between Cj - C2, which is {4,5,6}. That is, if slot {4} is used from Ci to B then 
B can use any slot from the set o f their common ABW, which is {5,6}. Thus the ABW (Cj -  B) is 
2.
If, however, the proposed rule is applied and slots {4,5,6} which are the unused slots in Ci are 
preferred for intra-cluster traffic in C2, then the common ABW size is 3. This is clear as the link 
Cj -  B can use slots {4,5,6} whereas the link B-E can use slots {1,2,3}. To put this into context, 
an application with LBW=3 cannot be accommodated in the first case, whereas in the second case 
the system can exploit the channel states of current and neighbour clusters to achieve optimum 
channel allocation.
RULE II: TS Assignment for Inter-cluster flows
The following rules capture the time slot assigmnent to a gateway G for inter-cluster traffic, such 
that time slots are favoured if:
a. The gateways of G’s neighbour cluster are busy in these time slots;
b. Intra-cluster traffic in G’s neighbour clusters takes place on either these time slots or
c. The gateways of G’s present cluster, except these involved in the forwarding of the flow,
use either o f these time slots.
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The effectiveness of these rules is illustrated again with an example. Consider the three clusters 
Ci, C2, C3 in above figure, with their associated busy set o f slots for intra-cluster traffic.
Let us assume that node A from cluster Ci intends to establish a connection to D from C3 through 
gateways B and C. The objective is to efficiently allocate available common slots for the routing 
of the flow through the three clusters. Let us concentrate on the transmission from gateway B to C 
and determine according to the rules (a,b,c) the effectiveness of the proposed time slot selection.
According to Rule Il.a, gateway B should favour the slots where all the gateways of Ci are busy. 
That is simply because these gateways in Ci cannot use these slots for any future inter-cluster 
transmission to B (through Cj of course); thus similar to Rule I, gateway B increase its ABW with 
Q .
Rule Il.b is a complementary to Rule Il.a. According to Rule Il.b, gateway B should favour the 
slots which are used for intra-cluster traffic in Q . The explanation behind this is, because inter­
cluster traffic from any gateway of Ci to B be could not be placed on these slots; thus by selecting 
these slots for transmission, B again maximizes its ABW with Q .
Note here that Rule Il.a and Il.b comes in contrast to Rule I, which does not favour the used slots 
in neighbour clusters.
Finally, according to Rule II.c, gateway B should favour the slots where the gateways of its 
cluster (that is cluster C2 in the figure above), except the next gateway of the present flow (i.e., C) 
and itself, are busy with inter- or intra-cluster traffic to other clusters. The reason is, because for 
future traffic that may be routed through B in cluster C2, B cannot use these slots to transmit to 
these gateways as well as these gateways cannot use these slots to receive from B. As a result this 
method minimises the probability o f blocking/dropping future calls through cluster in C2.
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4.8 Scheduling
The current version of QoSR framework employs the simplest packet scheduling approach, which 
is to schedule packets based on the queue priority, where during each TDMA frame packets from 
the real-time queues (RTQ) are scheduled first, whereas if space left packets from non-real-time 
queues (NRTQ) are transmitted. Clearly, the process of scheduling packets according to their 
priorities, might lead to starvation of the non-real-time packets (leading to queue build-up and 
ultimately buffer overflow) if the real-time applications continue to proliferate packets. A 
weighted fair queuing or a multi-level feedback queue based approach may be more suitable for 
implementation.
4.8.1 Bandwidth Reassignment Channel Allocation Policy
Furthermore, in view of rapidly-fluctuating wireless link bandwidths, a time slot assignment 
mechanism should be leveraged to account for the dynamics of the network topology and 
timeliness o f applications. It is easy to see that the termination or hand over o f on-going 
connections within a cluster C results to a change o f the intra-as well as o f inter- cluster traffic in 
cluster C. This in turn implies that the intra-cluster time slot assignment (RULE I) could be 
triggered proactively in order to account for these changes and reassign to any on-going 
connection new resources (if needed) such that the new channel allocations adapt to the new 
available channel spectrum of C as well as o f C’s neighbour clusters.
The above process can also be triggered reactively when a bandwidth request arrives for 
forwarding and the call admission algorithm cannot accommodate the requested bandwidth. If so, 
the call admission algorithm triggers the so called Bandwidth Reassignment algorithm with the 
hope to create common bandwidth between the current and next cluster along the data path.
Let us assume that a GW A attempts to transmit to a GW B through cluster Q  but there is no 
common available bandwidth.
The Bandwidth Reassignment process comprise the following three steps:
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Step 1: (Intra-Cluster Time slot Reassignment) If there is a slot i which is used in Cj for intra­
cluster communication and i is not used by A and B, then exchange i with a time slot from the 
pool of free slots of Q. If the procedure is successful, then communication can be established 
between A and B as A can use i for Transmission and B can use i for reception and the phase end; 
else continue to step 2.
Step 2: (Inter-Cluster Time slot Reassignment at GW A) If there is a slot i where A is busy but 
B is free try to free this time slot. To achieve this GW A first finds out the communicating node, 
say X, at time slot /. Then A examines if the intersection of its ABW with X ’s ABW is nonzero. 
If so, A and X swap the used slot with the free one. This slot is used for communicating with B, 
since time slot i is free at B as well (see above). If the phase is not successful, the try Step 3.
Step 3: (Inter-Cluster Time slot Reassignment at GW B) This phase is the same as Step 2 with 
the only difference that it is gateway B that examines the intersections of its ABW with the ABWs 
of the communicating nodes at time slots where A is free.
Using this adaptive QoS concept, it is possible to utilize bandwidth more efficiently, thus 
increasing the network’s reward/revenue, while reducing the number o f new connection 
drops/blocks.
The main drawback of the Bandwidth Reassignment process is that, under high loads, a high 
number of bandwidth allocation changes may be triggered which is an important parameter that 
influences the cost o f on-going sessions. The reason frequent bandwidth allocation changes being 
a problem is first because it takes time to setup the modified bandwidth allocation and second, in 
today's routers (and switches) it would normally require the invocation of software in every router 
on the session path, which would lengthen the response time even more and consume resources at 
the router. Thus, it is reasonable to assume that when using the Bandwidth Reassignment process 
an additional goal would be to minimize the number of changes.
Furthermore, operating the Bandwidth Reassigmnent mechanism in proactive mode could result 
to better accuracy of Rules I and II, but also to high inter-clusterhead signaling exchange. 
Reactive Bandwidth Reassignment trades-off inaccuracy o f the Rule II, which inherently results
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to higher interruption rates o f on-going connections with, however, less inter-clusterhead 
signaling overhead.
Finally, the Bandwidth Reassignment phase could also be proven beneficial for high bandwidth 
applications that need be assigned “contiguous” multiple channels (e.g., time-slots) by the system. 
This is usually the case for a real system employing multi-rate channels like GPRS. The 
Bandwidth Reassigmnent process could also be leveraged to account for this requirement, such 
that to provisionally create “contiguous” multiple channels by replacing used time slot when the 
termination or the hand-over o f calls create time slot holes.
4.9 Performance Evaluation
4.10 System Model
Let F be the set of flows in the network. Connection-oriented networks are considered, where 
each flow has a fixed source-destination pairs and is assigned a fixed route through which all 
packets of that flow are transmitted in the FIFO order [CHAR95, KUNG94, GUER97a]. For a 
flow /  e  F, the set of links on its route is denoted as L(f). The set of flows through a link / is 
denoted as F(l).
Two types of flows are considered in this study: QoS and Best-Effort flows. A QoS flow f  has a 
bandwidth requirement B(/'), which must be guaranteed (reserved for /  on each link in L(/)) in 
order to ensure an acceptable quality. An example o f a QoS flow is an audio session between two 
remote users. The set o f QoS flows in the network is denoted as Fqos. The set o f QoS flows 
through a link / is denoted as Fqos(f).
A best-effort flow can operate at any bandwidth level, and hence the reservation o f bandwidth is 
not needed. Examples are file transmission (ftp), web-page download and database retrieval. The 
set of best-effort flows in the network is denoted as Fbest. The set o f best-effort flows through a 
link / is denoted as Fbest(l). It is then Fqos + Fbest = F and Fqos (I) + Fbesl (I) = F(l).
Each link I has a bandwidth capacity C(l), among which the part reserved by the QoS flows is 
denoted as Cqos(l) and the part available to the best-effort flows is denoted as Cbes,(l). Cqos(l) =
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ZfeFqosQ) B(f), and Cbest(l)= C(l) -  Cqos(l). It is clear that the values o f Cqos(l) and Cbes,(l) are not 
fixed. When a new QoS flow /  is routed through I, Cqos(l) is increased by B(f) and Cbes,(l) is 
decreased by the same amount. In order to prevent the best-effort flows from being starved, Cqos(l) 
is upper-bounded by <pC(l'), where 0 is a system parameter less than 1. For every link /, the 
condition Cqos(l) < (pC(l) must always be satisfied. Hence, the bandwidth for best-effort flows is at 
least (l-</>)C(l).
A new QoS flow/ with B(f) requirement can be accepted by a link / only if 0C(7) -  Cqos(l) >B(f). 
<pC(l) -  Cqos(l) is called the residual bandwidth of / and is denoted as bandwidth(l). A simple path 
p  consists o f a set o f connected links. The residual bandwidth of a path is defined as
bandwidth/p) = min {bandwidth/1
lep
In conclusion, transmission of bandwidth-sensitive multimedia streams imposes a 
minimum-bandwidth requirement on the path being used to ensure end-to-end QoS guarantees. 
The goal of bandwidth-sensitive routing is to find a feasible path for QoS connections. A path is 
said to be a feasible path if  the unreserved bandwidth of all links on the path is higher than the 
minimum requested bandwidth of a QoS connection; that is, for a QoS connection i with 
requirement QoS’FBW, a path p  must satisfy the rule
QoS'hbw ^  bandwidth( p  )
More specifically, when a real-time call arrives, the scheduler checks if bandwidth is available 
and if  the available bandwidth falls within the FBW (that is, [LBW,HBW]). If so, the scheduler 
allocates a fixed amount of bandwidth to the flow upper limited by HBW. If, however, all 
channels are occupied or the minimum acceptable rate (LBW) cannot be granted, the resource 
manager proceeds and declines the request.
General Observations on QoSR implementation model
In a mobile computing environment, a user may move between clusters while continuing to send 
and receive packets in ongoing flows. In order to provide seamless mobility, the network needs to
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reduce transient packet loss during the handoff and also provide approximately the same QoS for 
the flow before and after the handoff. The first requirement can be handled by several possible 
techniques such as multicasting packets to the two clusters or forwarding packets from the old to 
the new cluster during and after handoff. The second requirement is much harder to accomplish, 
and is considered in this study. While a stationary user cares only about maximizing the resource 
allocation along the current path of a flow, a mobile user cares more about minimizing the 
variation in resource allocation across handoffs.
Furthernore, when both guaranteed and best-effort flows are present in the network, the network 
resources are shared by the two service classes. As a result o f the different resource sharing 
models (reservation for guaranteed sessions and fair sharing for best-effort sessions), guaranteed 
sessions have priority over best-effort sessions: once resources are reserved, they are no longer 
available to best-effort sessions, unless they are unused by guaranteed sessions. The packet 
scheduler in a router ensures that the guaranteed traffic will get at least the amount of bandwidth 
that it reserved.
If the routing algorithm for guaranteed sessions ignores the load of low priority traffic, it in fact 
optimizes its throughput while ignoring the performance o f best-effort sessions. Considering that 
best-effort traffic is likely to continue to be the dominant traffic class in the network for quite a 
while, optimizing the throughput for guaranteed sessions while ignoring the performance of best 
effort traffic is the wrong tradeoff.
To put this into context in the proposed cluster-based QoSR model, clusters manage their 
resources by two instruments: (a) reservation of resources for each ongoing connection, and (b) 
maintaining a pool of resources in order to handle new connection requests and best-effort traffic.
Resources are reserved at a cluster for a connection if the connection requires QoS guarantees and 
is also an ongoing connection in the cluster. Within the above framework, the QoSR algorithms 
seek to do the following: (a) perform end-to-end resource reservation for connections, (b) 
maintain a dynamically fixed portion (see below for discussion) o f reserved resources in order to 
handle best-effort traffic, and (c) provide smooth connection handoff when a user moves between 
clusters.
The question that arises then is how to efficiently integrate services in shared wireless links.
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There are several possible ways to integrate individual service classes using a common routing 
protocol. The most naive approach is just simply put algorithms for different traffic classes 
together. As discussed above, this approach can cause significant congestion or even starvation of 
best-effort traffic.
A second approach is to enforce a static link sharing policy as in [FLOY95] for class based 
queuing. With this approach, the capacity of a link is statically divided between guaranteed 
sessions and best-effort sessions. This approach also raises a number o f problems. First, it is 
difficult to determine how much of the link capacity should be used for each traffic class without 
sacrificing resource utilization efficiency, because the ratio of guaranteed sessions over best-effort 
sessions changes over time. Allocating too much bandwidth for best effort sessions can introduce 
high blocking rate for guaranteed sessions, while allocating too little bandwidth for best effort 
sessions can cause serious congestion. Second, the traffic loads o f the different traffic classes are 
not always evenly distributed over the network. For example, guaranteed sessions can be 
concentrated in one part of the network, while best-effort sessions can be concentrated in another 
part of the network. Static sharing policies cannot adapt to such an imbalance, so they can result 
in both poor resource utilization and congestion.
A semi-dynamic link sharing policy may be employed to overcome the problems of static link 
sharing. Under this sharing policy, a histogram of the measured link utilization of different traffic 
classes is used to determine what fraction of the link capacity should be assigned to the different 
traffic classes. However, this semi-dynamic strategy may not work well if  there are sudden 
changes in the utilization. Often these changes are caused by external phenomena which are 
difficult or impossible to predict and whose effects are acute. Because the semi-dynamic 
algorithms are reactive rather than pro-active, latencies associated with their adaptive operation 
may make their reaction times too long.
Another approach is to use the actual measured link utilization, including that are used by 
guaranteed traffic as well as best-effort traffic, as the link state for both traffic classes. This will 
route guaranteed sessions along the links with low utilization. However, link utilization is not 
always a good indicator of how much bandwidth available to reserve. For example, very bursty 
best-effort sessions can consume all link bandwidth, which leads to high utilization of the link, 
even though the link in question may appear to have available reservable bandwidth. The routing 
algorithm for guaranteed traffic may reject a request even though bandwidth is available to 
reserve.
In the current implementation o f the model in order to experiment with different service classes, 
link resources are statically partitioned between guaranteed traffic and best-effort traffic. The
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parameter (f) therefore is static in a single run experiment; however, different values of <f> are 
considered and the impact on the system’s aggregate throughput is studied and discussed. The 
parameter <p is denoted in the following figures as MM-THRE (Multimedia Threshold), which is 
the multimedia connections threshold per link.
Performance Metrics
The output parameters for the simulation model include the following:
• Handover Success probability defined as the probability that, while communicating with a 
particular cluster, an ongoing call requires a handover before the call terminates, and the 
connection is successfully handed over to the new cluster with its min requested bandwidth 
(LBW).
• (Call) Throughput (%) defined as the percentage o f the number o f successfully completed 
calls to the number of generated calls.
• System Throughput defined as the aggregate traffic (in bps) supported by the network.
4.10.1 System Performance
The multicluster architecture has been evaluated using the MAISIE simulation platform 
[BAGR94]. Several sets of experiments were carried out in order to evaluate the performance of 
the QoSR framework, and especially of the two proposed on-demand channel assignment 
methods, namely the Minimum Blocking Channel Assigmnent (MBCA) and Bandwidth 
Reallocation Channel Assignment (BRCA) methods. MBCA and BRCA methods are compared 
with the traditional dynamic channel assignment method, which randomly picks a free channel 
from the pool o f available channels given that the interference levels for these free slots are above 
threshold. The latter method will be referred throughout this study to as Dynamic Channel 
Allocation (DCA).
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The proposed MBCA algorithm is closely coupled to the congestion control algorithm by taking 
advantage o f the congestion state information of neighbour as well as of the current cluster of a 
node, to perform load-sensitive channel assignment on a per-connection basis. Linking the two 
resource allocation mechanisms (MBCA and BRCA) makes it possible to do effective 
load-sensitive routing.
The performance of the three methods is evaluated as a function o f the average cluster size, 
channel rate (R), QoS requirements (FBW) and the QoS connection threshold, MM-THRE (<p).
The simulated environment consists o f 150 mobiles roaming uniformly in a 200 x 200 m area. 
Each node has a data rate R and moves randomly at uniform speed V. The effect of mobility on 
the system performance is carefully studied. It is further assumed that channel quality has no 
effect on packet transmissions.
The channel-related values are the same as in [LIN99]: each time frame consists of D data slots in 
the data phase and each data slot is 5 ms. Since the number of data slots per channel may be less 
than the number o f nodes, nodes need to compete for these data slots. The source-destination pair 
of a call is randomly chosen, and their distance may be 1 (same cluster) or greater than one 
(different clusters). Nodes o f the same cluster can establish a direct (one-hop) connection. Once a 
call request is accepted on a link, a transmission window (i.e., data slots) is reserved (on that link) 
automatically for all the subsequent packets in the connection. The window is released from that 
link when either the session is finished or is handed over to a neighbour cluster.
There are three types o f QoS for the offered traffic; QoSi, QoS2, and Q0S3 need a maximum 
bandwidth (HBW) of one, two, and three data slots in each frame, respectively. The minimum 
bandwidth of a QoS connection (LBW) is always assumed to be 1 slot. An admitted QoS 
connection maintains its bandwidth requirements within the [LBW, HBW] bounds advertised at 
connection set-up.
A series of experiments were conducted and the results are reported and discussed below.
The results illustrated in Figure 4-8 to Figure 4-11 , correspond to the following system 
parameters:
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-  Channel Rate (R) = 115.2 Kbps
-  Velocity (V) = 10.8 Km/h
-  Erlang = 12.5
-  Data Slots per Frame (D) = 8
An average handover rate of 7.2 is observed throughout these experiments. Rate of handover is 
defined as the average number of handovers per sec.
Figure 4-8 illustrate the aggregate bandwidth supported by the system using the two techniques 
(BRCA/MBCA and DCA) for different FBWs and MM-THRE values.
As expected when the maximum number of multimedia connections per frame (MM_THRE) 
decreases, the aggregate system rate decreases as well. In fact it is observed an average decrease 
of 2.1 Kbps from MMJTHRE = 8 to 4.
Figure 4-9 illustrates the aggregate system bandwidth with degradation and different degradation 
thresholds. When degradation is applied a better system performance is achieved, where 
comparing to Figure 4-10, the system aggregate throughput can even reach up to 17 Kbps system 
throughput.
The system’s performance for different bandwidth reassignment thresholds is illustrated in Figure 
4-10.
The system’s performance when mixed traffic is involved, for different best-effort traffic 
probabilities, are depicted in Figure 4-11.
Overall, significant performance benefits of the proposed BRCA/MBCA scheme against DCA are 
obtained.
The respective handover success probabilities and system throughput for the two schemes are 
listed in Tables 1-3 and 4-6 respectively, again for different MM-THRE values, degradation 
thresholds and FBWs.
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Figure 4-8 System Aggregate Bandwidth for different FBW  and MM-THRE values
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FBW MBCA/BRCA DCA MM_THRE
14.4-28 .8  Kbps 99.545136 97.453372 8
14.4-43.2  Kbps 99.545136 97.453372 8
14.4-28.8  Kbps 96.801968 94.441531 5
14.4-28 .8  Kbps 96.263009 94.220056 4
14.4 - 43.2 Kbps 96.801968 94.441531 5
14.4-43.2  Kbps 96.263009 94.220056 4
Table 4-1 Handover success Probabilities for different FBW and MM-THRE values
System Throughput versus Simulation Time
Simulation Time (secs)
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HBW = 43.2 Kbps, DEGR-THRE = 3 
System Throughput versus Simulation Time
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System Throughput versus Simulation Time System Throughput versus Simulation Time
\ 12000 
CT 10000
I 8000
fE £  6000 
E ~  4000f 2000
w 0
( \ n
1
A ~  1
0 p M 4
f W -
i  ... V
Simulation Time (secs)
[T— DCA BRCA/MBCA |
HBW = 14.4 Kbps, DEGR-THRE = 5 
System Throughput versus Simulation Time
200 400 600 800 1000 1200
Simulation Time (secs)
- D CA  BRCA/MBCA I
HBW = 14.4 Kbps, DEGR-THRE = 7
System Throughput versus Simulation Time
s 14000
a 12000
□) 10000
S 8000
f  £ 6000
I 4000
t! 2000
(/> 0
Simulation Time (secs)
200 400 600 800 1000
Sim ulation  Time (secs)
E -DCA BRCA/MBCA-D C A  — BRCA/MBCA I
HBW -  28.8 Kbps, DEGR-THRE = 3 h) HBW -  28.8 Kbps, DEGR-THRE = 5
System Throughput versus Simulation Time
J
Simulation Time (secs)
—  DCA  BRCA/MBCA \
HBW = 28.8 Kbps, DEGR-THRE -  7 
Figure 4-9 System Aggregate Bandwidth for different FBW  and Degradation thresholds
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FBW IVIBCA/BRCA DCA DEGR_THRE
14.4-28 .8  Kbps 100 100 7
14.4-28.8  Kbps 100 100 5
14.4-28 .8  Kbps 100 100 3
14.4 - 14.4 Kbps 99.24 97.47 7
14.4 -14 .4  Kbps 99.24 97.47 5
14.4 - 14.4 Kbps 99.24 97.471 3
14.4-43 .2  Kbps 100 100 7
14.4 - 43.2 Kbps 100 100 5
14.4 - 43.2 Kbps 100 100 3
Table 4-2 Handover success Probabilities for different FBWs and Degradation thresholds
System Throughput versus S im ulation Time
Simulation Time (Secs)
MM-THRE = 6 -MM-THRE =3  MM-THRE = 1 2  MM-THRE = 9
Figure 4-10 Performance of BRCA/MBCA for different MM-THRE values
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HBW = 14.4 Kbps, BE Prob = 33.3%, MM-THRE = 6
System Throughput versus Simulation Time
Simulation Time (secs)
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System Throughput versus Simulation Time
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System Throughput versus Simulation Time
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Figure 4-11 System Aggregate Bandwidth for different FBWs, BE Traffic Probabilities and MM-THRE
values
FBW MBCA/BRCA DCA BE Traffic/MM_THRE
14.4-28 .8  Kbps 99.87 98.90 50% / 6
14.4-28.8  Kbps 98.80 97.15 50% / 5
14.4-28.8  Kbps 97.94 96.41 50% / 4
14.4-28.8  Kbps 99.87 98.90 50% / 6
14.4-28.8  Kbps 98.80 97.15 50% / 5
14.4-28.8  Kbps 97.94 96.41 50% / 4
14.4-28.8  Kbps 99.64 98.30 33.3% /6
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14 .4 -28 .8  Kbps 97.14 96.42 33.3% / 5
14.4 -28 .8  Kbps 98.09 96.30 3 3 .3% /4
14 .4 -28 .8  Kbps 99.64 98.30 33.3% / 6
14 .4 -28 .8  Kbps 97.14 96.42 33.3% / 5
14 .4 -28 .8  Kbps 98.09 96.30 33.3% / 4
Table 4-3 Handover success Probabilities for different FBWs, BE Traffic Probabilities and MM-
THRE values
FBW MBCA/BRCA DCA BE Traffic/MM_THRE
14.4 -14 .4  Kbps 97.2 86.78 50% / 6
14.4 -14 .4  Kbps 88.7 71.56 50% / 5
14.4 -14 .4  Kbps 78.9 64.97 5 0 % /4
14.4 -28 .8  Kbps 97.2 86.78 50% / 6
14.4 -28 .8  Kbps 88.7 71.55 50% / 5
14.4 -28 .8  Kbps 78.9 64.97 5 0 % /4
14.4-14 .4  Kbps 93.87 78.9 33.3% / 6
14.4 -14 .4  Kbps 74.85 62.42 33.3% / 5
14.4 -14 .4  Kbps 78.07 60.6 3 3 .3 % /4
14 .4 -28 .8  Kbps 93.87 78.99 33 .3 % /6
14.4 - 28.8 Kbps 74.85 62.42 33.3% / 5
14 .4 -28 .8  Kbps 78.07 60.6 3 3 .3% /4
Table 4-4 System Throughput with Mixed Traffic
FBW MBCA/BRCA DCA DEGR_THRE
14.4 -28 .8  Kbps 94.6 71.9 7
14.4 - 28.8 Kbps 93.6 67.9 5
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14 .4 -28 .8  Kbps 96.11 73.4 3
14.4 -14 .4  Kbps 91.33 74.1 7
14.4 -14 .4  Kbps 91.33 74.1 5
14.4 -14 .4  Kbps 91.33 74.1 3
14.4 -43 .2  Kbps 92.2 73.7 7
14.4 -43 .2  Kbps 90.4 70.5 5
14.4 -43 .2  Kbps 91.8 64.1 3
Table 4-5 System Throughput with Degradation
FBW MBCA/BRCA DCA MM_THRE
14.4 -28 .8  Kbps 94.6 74.75 8
14 .4 -43 .2  Kbps 94.6 74.75 8
14 .4 -28 .8  Kbps 63.76 47.7 5
14.4 -28 .8  Kbps 50.2 60.4 4
14.4 -43 .2  Kbps 63.76 47.76 5
14.4 -43 .2  Kbps 60.46 50.21 4
Table 4-6 System Throughput for different MM-THRE values
In the next experiment, the effect o f increasing the channel rate is considered, such that a higher 
number o f data time slots per TDMA frame are available. In this experiment R is set to 172.8 
Kbps aggregate rate. As expected both channel assignment techniques improve with higher 
channel rate.
Figure 4-12 illustrate the aggregate bandwidth supported by the system using the two techniques 
(BRCA/MBCA and DCA) for different FBWs and MM-THRE values. Figure 4-13 illustrate the 
aggregate system bandwidth with degradation and different degradation thresholds.
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The system’s performance for different bandwidth reassignment thresholds is illustrated in Figure 
4-14.
The respective handover success probabilities and system throughput for the two schemes are 
listed in Tables 7-10 and 11-14 respectively, again for different MM-THRE values, degradation 
thresholds and FBWs.
Again under all scenarios, the proposed BRCA/MBCA mechanisms outperform DCA scheme.
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System Throughput versus Simulation Time System Throughput versus Simulation Time
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Figure 4-12 System Aggregate Bandwidth for different FBW and MM-THRE values
FBW MBCA/BRCA DCA MM_THRE
14.4-28 .8  Kbps 99.9 99.7 12
14.4-43.2  Kbps 99.9 99.7 12
14.4-28 .8  Kbps 99.02 97.3 6
14.4-28 .8  Kbps 99.8 92.2 8
14.4-43.2  Kbps 99.02 97.3 6
14.4-43.2  Kbps 99.8 98.2 8
Table 4-7 Handover success Probabilities for different FBW and MM-THRE values
System Throughput versus Simulation Time System Throughput versus Simulation Time
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System Throughput versus Simulation Time System Throughput versus Simulation Time
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System Throughput versus Simulation Time
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Figure 4-13 System Aggregate Bandwidth for different FBW and Degradation thresholds
FBW MBCA/BRCA DCA DEGR_THRE
14.4-28 .8  Kbps 100 100 7
14.4-28.8  Kbps 100 100 5
14.4-28.8  Kbps 100 100 3
14.4 - 14.4 Kbps 100 99.54 7
14.4 - 14.4 Kbps 100 99.54 5
14.4 - 14.4 Kbps 100 100 3
14.4-43.2  Kbps 100 100 7
14.4-43.2  Kbps 100 100 5
14.4-43.2  Kbps 100 100 3
Table 4-8 Handover success Probabilities for different FBWs and Degradation thresholds
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System Throughput versus Simulation Time
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Figure 4-14 Performance of BRCA/MBCA for different MM-THRE values
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HBW = 28.8 Kbps, BE Prob = 33.3%, MM-THRE = 8 HBW = 28.8 Kbps, BE Prob = 33.3%, MM-THRE = 10
Figure 4-15 System Aggregate Bandwidth for different FBWs, BE Traffic Probabilities and MM-THRE
values
FBW MBCA/BRCA DCA BE Traffic/MM_THRE
14.4-14 .4  Kbps 99.8 99.04 50% / 6
14.4 -14 .4  Kbps 100 99.6 50% / 8
14 .4 -14 .4  Kbps 100 100 5 0% /1 0
14 .4 -28.8Kbps 99.8 99.04 50% / 6
14 .4 -28.8Kbps 100 100 50% / 8
14 .4 -28.8Kbps 100 99.6 5 0 % /1 0
14.4 -14 .4  Kbps 99.9 98.2 3 3 .3 % /6
14.4 -14 .4  Kbps 99.9 99.7 33.3% / 8
14.4 -14 .4  Kbps 99.9 99.7 33.3% /10
14.4 -28 .8  Kbps 99.5 98.28 33.3% / 6
14.4 -28.8Kbps 99.9 99.7 33.3% / 8
14 .4 -28.8Kbps 99.9 99.75 33 .3% /10
Table 4-9 Handover success Probabilities for different FBWs, BE Traffic Probabilities and MM-
THRE values
FBW MBCA/BRCA DCA BE Traffic/MM_THRE
14.4 -14 .4  Kbps 99.4 86.9 50% / 6
14.4 -14 .4  Kbps 99.6 95.2 50% / 8
14 .4 -14 .4  Kbps 99.6 99.2 5 0 % /1 0
14 .4 -28.8Kbps 97.6 86.9 50% / 6
14.4 -28.8Kbps 99.5 95.2 50% / 8
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14.4 - 28.8Kbps 99.63 99.2 5 0% /1 0
14.4 -14 .4  Kbps 94.9 78.2 33 .3% /6
14.4 -14 .4  Kbps 98.8 97.4 33.3% / 8
14.4 -14 .4  Kbps 99.4 97.9 33 .3% /10
14.4 - 28.8Kbps 94.9 78.3 33.3% / 6
14.4 - 28.8Kbps 98.8 97.4 33.3% / 8
14.4 - 28.8Kbps 99.4 97.9 33.3% /10
Table 4-10 System Throughput with Mixed Traffic
FBW MBCA/BRCA DCA DEGR_THRE
14.4 -28 .8  Kbps 98.6 84.08 7
14.4 -28 .8  Kbps 100 87.4 5
14.4 -28 .8  Kbps 99.6 83.6 3
14.4 -14 .4  Kbps 99.8 95.05 7
14.4 -14 .4  Kbps 99.8 95.05 5
14.4 -14 .4  Kbps 99.8 95.05 3
14.4-43 .2  Kbps 99.6 91.75 7
14.4-43 .2  Kbps 99.6 91.7 5
14.4-43 .2  Kbps 99.7 91.7 3
Table 4-11 System Throughput with Degradation
FBW MBCA/BRCA DCA MM_THRE
14.4 -28 .8  Kbps 99.8 97 12
14.4 -43 .2  Kbps 99.8 97 12
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14.4 - 28.8 Kbps 83.8 69.7 6
14.4-28.8  Kbps 96.6 80.7 8
14.4-43.2  Kbps 83.8 69.7 6
14.4-43.2  Kbps 96.5 80.7 8
Table 4-12 System Throughput for different MM-THRE values
The final experiment investigates on the impact o f cluster size, such that a higher population of 
mobiles resides within a single cluster.
There are a few trade-offs with cluster size; from one hand, the smaller the size the higher the 
handover rates and interruption times. On the other hand the higher the cluster size the higher the 
load on a per cluster basis, which translates to a higher number o f nodes contending for the 
(limited) cluster resources. The latter further implies that call dropping/blocking probabilities also 
increase. A critical parameter that should gauge the cluster size should be the nodal population per 
cluster instead of transmitting power range.
Figure 4-16 illustrate the aggregate bandwidth supported by the system using the two techniques 
(BRCA/MBCA and DCA) for different FBWs and MM-THRE values. Figure 4-17 illustrate the 
aggregate system bandwidth with degradation and different degradation thresholds.
The system’s performance for different bandwidth reassigmnent thresholds is illustrated in Figure 
4-18.
The respective handover success probabilities and system throughput for the two schemes are 
listed in Tables 15-18 and 19-22 respectively, again for different MM-THRE values, degradation 
thresholds and FBWs.
Although DCA in this experiment shows a better performance comparing to the previous 
experiments, the proposed BRCA/MBCA mechanisms however show much better performance 
from DCA scheme.
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Figure 4-16 System Aggregate Bandwidth for d different FBW and MM-THRE values
FBW MBCA/BRCA DCA MM_THRE
14.4-28 .8  Kbps 99.65 97.65 8
14.4 - 43.2 Kbps 99.65 97.65 8
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14.4-28 .8  Kbps 96.3 94.8 5
14.4-28.8  Kbps 95.7 93.37 4
14.4-43.2  Kbps 96.3 94.8 5
14.4-43.2  Kbps 95.7 93.37 4
Table 4-13 Handover success Probabilities for different FBW and MM-THRE values
SystemThroughput versus Simulation Time System Throughput versus Simulation Time
Simulation Tima (sacs)
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Figure 4-17 System Aggregate Bandwidth for different FBW  and Degradation thresholds
FBW MBCA/BRCA DCA DEGR_THRE
14.4-28 .8  Kbps 100 100 7
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14.4-28.8  Kbps 100 100 5
14.4-28 .8  Kbps 100 100 3
14.4-14 .4  Kbps 99.3 97.65 7
14.4-14 .4  Kbps 99.3 97.65 5
14.4 - 14.4 Kbps 99.3 97.64 3
14.4-43.2  Kbps 100 100 7
14.4 - 43.2 Kbps 100 100 5
14.4 - 43.2 Kbps 100 100 3
Table 4-14 Handover success Probabilities for different FBW s and Degradation thresholds
System Throughput versus Simulation Time System Throughput versus Simulation Time
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Figure 4-18 System Aggregate Bandwidth for different FBWs, BE Traffic Probabilities and MM-THRE
values
FBW MBCA/BRCA DCA BE Traffic/MM_THRE
14.4 -14 .4  Kbps 99.7 99.6 50% / 6
14.4 -14 .4  Kbps 98.920086 96.871629 50% / 5
14 .4 .14 .4  Kbps 98.06 97.54 5 0 % /4
14.4 -28.8Kbps 99.7 99.6 50% / 6
14.4 -28.8Kbps 98.9 96.8 50% / 5
14.4 - 28.8Kbps 98.06 97.45 5 0 % /4
14 .4 .14 .4  Kbps 99.498244 98 33.3% / 6
14.4 -14 .4  Kbps 95.584628 98.48 33.3% / 5
14.4 -14 .4  Kbps 97.5 95.47 3 3 .3 % /4
14.4 -28 .8  Kbps 99.49 98 33 .3% /6
14.4 -28.8Kbps 98.48 95.58 33.3% / 5
14.4 -28.8Kbps 97.5 95.47 33.3% / 4
Table 4-15 Handover success Probabilities for different FBWs, BE Traffic Probabilities and
MM-THRE values
FBW MBCA/BRCA DCA BE Traffic/MMJTHRE
14.4 -14 .4  Kbps 98.6 92.2 50% / 6
14.4 -14 .4  Kbps 85.8 68.2 50% / 5
14 .4 -14 .4  Kbps 76.8 70 5 0 % /4
14.4 -28 .8  Kbps 98.67 92.27 50% / 6
14.4 - 28.8Kbps 85.8 68.2 50% / 5
14 .4 -28.8Kbps 76.8 70 50% / 4
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14.4 -14 .4  Kbps 92.6 77.3 33.3% / 6
14.4 -14 .4  Kbps 82.8 56.6 33.3% / 5
14.4 -14 .4  Kbps 71.4 53.2 33 .3 % /4
14.4 -28.8Kbps 92.6 77.3 33.3% / 6
14 .4 -28.8Kbps 82.8 56.6 33.3% / 5
14 .4 -28.8Kbps 71.4 53.2 33.3% / 4
Table 4-16 System Throughput with Mixed Traffic
MBCA/BRCA DCA DEGRJTHRE
91.2 69.4 7
90.2 68.4 5
90.2 66.4 3
93.4 77.6 7
93.4 77.6 5
93.4 77.6 3
86.5 75.7 7
89.7 69.7 5
91.5 67.7 3
Table 4-17 System Throughput with Degradation
FBW MBCA/BRCA DCA MM_THRE
14.4 -28 .8  Kbps 96.6 77.8 8
14.4 -43 .2  Kbps 96.6 77.8 8
14.4 -28 .8  Kbps 59.95 48.3 5
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14.4-28.8 Kbps 54.88 44.78 4
14.4-43.2 Kbps 59.95 48.31 5
14.4-43.2 Kbps 54.88 44.78 4
Table 4-18 System Throughput for different MM-THRE values
4.11 Conclusions and Future Research 
Directions
This section presents a review of the contributions made by this chapter and provides directions 
for future work.
Routing support for high-bandwidth traffic in cluster-based multihop mobile networks is the main 
topic o f this chapter. One o f the goals of the channel assignment algorithm is to allocate the 
available bandwidth as efficiently as possible.
A basic QoS routing protocol is proposed [AGGEOlb]. The protocol incorporates novel 
techniques on bandwidth calculation and slot reservation for multihop mobile networks. A 
fundamental feature o f the proposed channel assignment methods is that they make use of the 
congestion states (i.e., ABW and UBW) of clusters. By giving the routing algorithm access to 
bandwidth information, the coarse grain (routing) and fine grain (congestion control) resource 
allocation mechanisms are coupled in order to achieve efficient and fair allocation of resources.
Furthermore, a bandwidth reassignment model is introduced. According to this, active channels 
are swapped with unused channels in order to create or to increase inter-cluster common 
bandwidth.
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The performance results assert that a basic channel assignment scheme can be significantly 
improved using the proposed MBCA and BRCA heuristics.
In addition, it was considered operating the Bandwidth Reassignment algorithm in reactive mode. 
A disadvantage o f having pre-computated bandwidth reassignments is that they have varying 
effects under different workloads since for slow arrival rates bandwidth pre-computation is 
performed more often in terms o f number of requests between successive bandwidth 
pre-computations.
Finally, it is worth mentioning that, to the best of the author’s knowledge, this is the first study on 
channel assignment in cluster-based multihop mobile networks. The WAMIS’s Cluster-TDMA 
cluster-based routing platform assumes contention-free channels within the clusters. However, the 
bottleneck is not within the clusters as such, but between/among clusters where gateways share 
their own bandwidth with the clusters to which they act as gateways. The work in [LIN99] 
proposes a framework for end-to-end bandwidth calculation and distributed channel assignment 
which effectively makes use o f the basic channel assignment technique. According to this, free 
channels are chosen at random during the channel assignment process.
As demonstrated, however, this approach does not exploit the system’s ABW efficiently and thus 
suffers from high blocking/dropping rates.
Overall as shown the proposed bandwidth assignment methods perform consistently well for a 
number o f scenarios for multihop clusterd-based mobile networking. Although it is a very 
important first step towards making QoS routing a reality, some issues remain to be addressed 
while others need to be explored further.
Future Work
Future research on QoS routing has several directions. First o f all, in the context o f this research, 
where a reservation signaling protocols is used as the vehicle to request QoS routes, it is worth 
investigating further on efficient wireless reservation protocols on the network layer, which 
operate as synergetic as possible with the overall QoSR structure.
Furthermore, the channel selection may also be triggered by channel conditions on a link. Each 
link is assumed to have a resource monitor that monitors the usage of link capacity and available 
resources. When link capacity changes by more than a threshold value due to wireless channel
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error or location-dependent contention, the resource monitor notifies the clusterhead’s QoSR 
Manager, which then initiates adaptation if required. The design o f the resource monitor is 
therefore an interesting are o f further research.
Another interesting topic o f research is on advance resource reservation techniques: as a user 
may move between clusters while continuing to send and receive packets in ongoing flows, in 
order to provide seamless mobility, the network needs to reduce transient packet loss during the 
handoff and also provide approximately the same QoS for the flow before and after the handoff.
However, in order to support seamless mobility, the system could perform advance reservation of 
resources in the next predicted cluster(s) of the user and along the next predicted route of a mobile 
flow. Some algorithm to predict the next cluster of a mobile user are described in [BHAR97, 
LU96, LEVI95].
Also, in a mobile multihop network, some nodes may be static or quasi static. If the mobile is 
static, resources are not reserved in advance in its neighbouring clusters. If it is mobile, the 
network will make a predictive advance reservation using either a prediction algorithm based on 
cluster and mobile profiles, or a default advance reservation algorithm (in the absence of useful 
information from the profiles).
QoS-based multicast routing is another important issue that needs investigation. It is challenging 
because different receivers may require different QoS and the receiver set can change over time. 
Other factors that make QoS-based multicast routing challenging include scalability issues when 
the groups can be very large and shared reservations are supported.
Furthermore, an important issue to address is complexity. The degree o f complexity depends on 
how network bandwidth state information is aggregated, the frequency o f the bandwidth updates 
(between clusters) and the frequency o f channel reassignments. More research is needed to be 
better understand these issues and to develop new techniques for aggregating link state with 
multiple attributes.
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Chapter 5 
MANET -  GSM Integrated System
5.1 Overview of Mobile Communication 
Systems
GSM (Global System for Mobile Communication) is undoubtedly the most successful second- 
generation digital mobile radio system and will remain for many years the technological base for 
mobile communication, and it continues to open up new application areas.
1st Generation 2nd Generation 3rd Generation
Figure 5-1 Overview of contemporary and future mobile communication systems
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GSM is only one o f many facets of modern mobile communication. Figure 5-1 shows the whole 
spectrum of today’s and -  as far as can be seen -  future mobile communication systems. 
Unidirectional message systems (paging) have proliferated; they achieve very cost-effective 
reachability with wide-area coverage.
For the bi-directional -  and hence genuine -  communication systems, the simplest variant is the 
cordless telephone (in Europe especially the DECT standard) with very limited mobility. This 
technology is also employed fpr the expansion of digital PBXs with mobile extensions. A related 
concept is Radio in the Local Loop (RTTL) or Wireless Local Loop (WLL).
This concept requires only limited mobility. Wireless telephone boots have received less public 
acceptance. These are systems with restricted communication capability (only outgoing calls are 
possible). Cellular systems, however, have been extremely successful. First, they are offered in 
the form of special (trunked) mobile radio systems -  in digital form with the European standard 
Trans European Trunked Radio (TETRA) -  which are used for business applications like fleet 
control. On the other hand, cellular systems are used predominantly for public mass 
communication. They had an early success with analog systems like the Advance Mobile Phone 
Systems (AMPS) in America, the Nordic Mobile Telephone (NMT) in Scandinavia, or the C-Netz 
in Germany. Founded on the digital system GSM with its variants for 900 MHz, 1800 MHz 
(DCS-1800), and 1900 MHz (PCS-1900), which was developed in Europe, a market with millions 
o f subscribers worldwide was generated, and it represents an important an important economic 
force. A strongly contributing factor to this rapid development o f market and technologies has 
been the deregulation of telecommunication markets, i.e., it allowed the establishment of new 
network operators.
The continued introduction of GSM wireless systems represents significant capital investments by 
network operators around the globe. GSM networks are operational or planned in almost 60 
countries in Europe, the Middle East, the Far East, Africa, South America, and Australia. By the 
beginning o f 1997, there were over 70.2 million subscribers the mobile user population is 
expected to increase to 300 million by the end o f 2001.
Given the worldwide trend for connectivity, the market for inexpensive mobile telephony, 
inspired by the catalytic presence o f the GSM, is expected to increase significantly during the next 
decade. This is also facilitated by the emergence o f a new type o f terminals (‘smart phones’) that 
combine cellular data capabilities with personal digital assistant devices and multimode operation 
over GSM.
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Another competing or supplementary technology is satellite communication, which also promises 
to offer global, and in the long term even broadband, communication services. Future systems are 
based on Low Earth Orbiting (LEO) or Medium Earth Orbiting (MEO) satellites.
Local area networks (LANs), which are in widespread use within buildings, have also been 
augmented with mobility functions: wireless LANs are offered and are being standardised by 
ETSI HIPERLAN [HLAN] and by IEEE 802.11 [802.11]. The efforts of Internet “mobilization” 
Mobile IP are also worth mentioning in this context. Mobile data and multimedia communication 
are going to see a further strong innovation impulse with the development o f wireless Mobile AT 
systems based on the exchange technology Asynchronous Transfer Mode (ATM). The path to the 
future universal telecommunication networks (UMTS, IMT 2000) has been opened with the 
realization of the personal communication services, Universal Personal Teloecommunications 
(UPT), based on intelligent networks. Which technology will ultimately prevail and whether a 
uniform worldwide universal network will ever be achieved, is still an open question today.
For the past years, the emphasis has been on utilising means to extend and enhance coverage; 
simply put, how to achieve the desired level of coverage by employing the minimum of costly 
infrastructure equipment (base stations, base site controllers, switching centres etc.). At the same 
time customers are becoming more discerning; they are beginning to demand better quality in 
terms o f intelligibility, clarity, and absence of the artefacts traditionally associated with radio 
communications systems.
Today, the market and customers needs are changing fast and the users demand new services, 
hence the need for more flexibility in terms of service provisions, is becoming paramount. The 
real goal is not only to enable the ‘any time any-where’ paradigm for speech, but also to offer 
seamless, secure, and cost-effective range of data and multimedia services, across heterogeneous 
networks such as fixed, cordless, cellular, and satellite, anywhere, anytime, anyhow and on an on- 
demand basis, even when roaming to networks where such features may not be provided. These 
are the main factors driving the current intense international research and development activities 
towards the third generation personal communication systems (PCS) and UMTS (Universal 
Mobile Telecommunication System) in Europe.
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5.2 Towards Ad Hoc GSM Communications 
-  Motivation of Work
Where the future UMTS or IMT-2000 shall offer a global mobility throughout the world, GSM 
offers similar mobility but has some capacity and coverage constraints when addressing the 
residential market. The latest developments and experimentation in GSM cellular network have 
shown that an integrated satellite-GSM communication platform could provide global roaming 
whereas a DECT-GSM integrated network platform could improve indoor coverage. However, 
even if any of the above or any other standalone or integrated system could achieve acceptable 
coverage at (ideally) all locations within a GSM cell, there are still places where any present 
communication platform would fail to provide successful communication. These places often 
referred in the literature to as dead spots [WBCD]. Dead spots include subway train platforms, 
indoor environments and basements. The research community faces formidable technical 
challenges in providing reliable wireless communication systems and networks that provide 
efficient communication performance in dead spot locations. This is because it is not economical 
(commercially at least) to install additional antennas and extensive antenna processing and 
directionality at each dead spot location. The temporal variations o f shadow (slow) fading 
channels makes it hard to establish a direct link with the GSM base station as this may be heavily 
attenuated or not available when a call needs to be routed. However, an intelligent mobile relay 
could make the best local choice o f route for the salvage o f on-going calls which are heavily 
attenuated. The basic idea is similar to that followed by Ericsson’s proposal called Opportunity 
Driven Multiple Access (ODMA) TDMA/WB-CDMA [ODMA], Relaying is one of the 
enhancements that GSM may use to improve coverage and robustness against radio link failures, 
and to offset the difficulties of high data rate transmission over significant distances and 
associated inter-cell interference by lowering transmission powers with negligible increase to the 
mobile station’s complexity or cost.
To achieve this multi-objective task, the approach followed here exploits the integration of 
cellular and mobile ad hoc networking (MANET), where MANET mobile terminals can function 
as hosts as well as routers.
Apart from the above discrepancies that can be avoided by incorporating relaying capability on 
mobile terminals, the decentralized nature of network control in MANETs provides additional 
robustness against coverage limitations and/or wireless channel impairments. Fault tolerance 
coupled with unconstrained on-demand connectivity makes ad hoc networks to evolve largely 
during the past decade [EPHR87, JUB87, LAU95] and are expected to play an important role in
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future commercial and military settings where mobile access to a wired network is either 
ineffective or impossible.
Figure 5-2 shows a GSM cell using an A-GSM enhancement. Relaying is used to route packet 
data services to and from mobiles close to the GSM BTS. The relay nodes in range of the BTS 
will toggle between A-GSM and GSM modes. Relaying extends the range of the high rate data 
services and can be used to provide coverage in dead spots as well as better quality in outdoor and 
indoor places.
Also, it is worth mentioning that in addition to severe channel degradation, in infrastructure 
networks, like the GSM cellular network, a malfunction in the base station will impair all mobiles 
in its cell. In ad-hoc networks, however, a malfunction of base station can be easily overcome 
through network reconfiguration and re-routing of on-going calls to neighbour base station(s) 
through multihop relaying. As a benefit, the decentralized nature of network control in MANETs 
provides additional robustness against the single points of failure of more centralized approaches. 
Figure 5-2 illustrates different scenarios of a GSM cell using relaying to improve indoor as well 
outdoor coverage, and to transparently extend communication at dead spot locations.
"Ev > 0
In d oor E xten d ed  C overage D ead  s Pot C overage
Figure 5-2 Scenario for GSM with A-GSM enhancement
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To this extend, the standard GSM radio interface needs to be extended with sufficiently flexible 
capabilities to support relaying. Conceptually, this implies that radio access part of an Ad hoc- 
GSM (A-GSM) protocol [AGGE01] would comprise two segments: the GSM radio access and the 
wireless multihop (or else, ad hoc) access part. The basic idea is similar to Opportunity Driven 
Multiple Access (ODMA) TDMA/WB-CDMA proposal [WBCD].
This chapter presents research innovations towards the specification o f the networking 
requirements for the relaying component o f an A-GSM cellular network as well as design an 
architecture that best satisfies the requirements o f an integrated solution with the present GSM 
Cellular system. The aim is to bring GSM functionality closer to the user terminal, without 
violating its connection-oriented nature as well as to design an A-GSM system that will make use 
o f the existing GSM system entities with minimal changes.
In order to support the rapidly deployable, wireless, multimedia network requirements, several 
problems will need to be addressed. First, the protocols should provide the necessary functionality 
including reconfiguration and dynamic control over the topology to instantly setup an 
infrastructure when new nodes start up, and to reconfigure the network when nodes move or fail. 
Secondly, the network must use available bandwidth efficiently and must control interference in 
order to support real-time traffic. Thirdly, the mobile radio channel is characterized by rapidly 
changing propagation conditions. The phenomenon o f shadowing, which occurs when the 
communication path is obstructed by obstacles (e.g. buildings, trees, tracks etc.), may cause the 
signal to be weak or even fall below a minimum threshold level, in which case the call may be 
dropped.
To demonstrate the feasibility and benefits of relaying on present GSM communication system, a 
network layer routing protocol has been developed and modelled to perform the adaptive re­
routing of on-going calls that suffer from sever shadowing. This protocol will be referred to as 
Least-Shadowing Routing (LSR) protocol. The LSR protocol is intended to support seamless 
communication by handing over or rerouting a suffering call to another mobile terminal which 
lies in a more advantageous position and can help as an intermediate node of communication 
between the original mobile terminal and the base station (Figure 5-2). Hence the call may pass 
through a number of mobile stations (MSs) before reaching the base station (BS). This process 
will be referred to as multihop relaying.
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To test all of the above capabilities, a comprehensive and robust simulation test-bench has been 
constructed.
5.3 GSM System Architecture
A GSM Public Land Mobile Network (PLMN) is cell based, i.e. the area covered by a cell phone 
company is divided into hexagons. In the middle of each hexagon a Base Transceiver Station
(BTS) serves all Mobile Stations (MS) that are currently inside this cell. Cells are further grouped
into clusters o f k  cells. The cell ranges from 1 to several kilometres.
In reality, cells are less likely to be of hexagon shape with exact the same size. Instead, cells will 
be o f different sizes, smaller ones covering areas with high population density (cities), while 
larger ones will cover low density areas.
GSM can be divided into 3 subsystems:
1. Base Station Subsystem (BSS)
2. Network and Switching Subsystem (NSS)
3. Operation Subsystem (OSS)
The subsystems can be seen in :
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Figure 5-3 GSM Subsystems
5.3.1 BASE STATION SUBSYSTEM (BSS)
The BSS contains the radio components, like Mobile Stations (MS), Base Transceiver Stations 
(BTS) and Base Station Controllers (BSC). Mobile stations can be cell phones and car phones, 
being installed at a fixed location and communicating always with the same BTS or travelling 
around and contacting a sequence of BTSs. BTS can be viewed as intelligent antennas that use 
error prediction and correction methods to insure reliable data connections. To make BTS as 
simple as possible, most of the protocol logic is put into BSCs, which serve several BTSs. Here, 
more complex protocols like transfer o f on-going calls (handovers) from one cell to another, as 
well as frequency assignments are implemented. Mobile stations use radio links to talk to the BTS 
they are currently assigned to. From the BTS on, conventional terrestrial networks take over and 
route the data to their destination.
In a large urban area, there will potentially be a large number of BTSs deployed, thus the 
requirements for a BTS are ruggedness, reliability, portability, and minimum cost.
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5.3.2 NETWORK AND SWITCHING SUBSYSTEM (NSS)
This subsystem connects mobile stations to other mobile stations o f the same network, as well as 
to other networks such as public phone networks (PSTN, ISDN, PDN, ...). In this subsystem, the 
Mobile Services Switching Centers (MSC) acts as the nerve of the system. An MSC groups high 
performance ISDN switches, controlling several BSCs. MSCs create, maintain and delete 
connections via the Signaling System 7. They also control handovers between BSCs and MSCs. 
Furthermore, MSCs control supplementary services as known from ISDNs like conference calls, 
blocking certain numbers and so on. MSCs thus control a local area containing a certain number 
o f BSCs. Beside its functions controlling BSC, BTS and MS, an MSC is also a full ISDN 
switching node. A Gateway MSC (GMSC is a special MSC connecting the PLMN with other 
networks (PSTN, ISDN, P D N ,...).
The Home Location Register (HLR) is a database storing all members (MSs) o f one cell phone 
company together with their ISDN phone number. Additionally, the HLR stores temporary data 
about these members, such as the current area they (MSs) are in. The HLR is a central repository 
and has no direct control over MSCs.
With each MSC, one Visited Location Register (VLR) is associated. In this database, data about 
the MSs that are currently inside the area covered by the MSC is stored. If a MS leaves this area, 
the data is removed from the VLR.
The Home Location Register (HLR) and Visitor Location Register (VLR), together with the 
MSC, provide the call routing and roaming capabilities o f GSM. The HLR contains all the 
administrative information of each subscriber registered in the corresponding GSM network, 
along with the current location o f the mobile. The location of the mobile is typically in the form of 
the signaling address of the VLR associated with the mobile station.
5.3.3 OPERATION SUBSYSTEM (OSS)
This subsystem is responsible for subscription management, network operation, maintenance and 
mobile equipment management, billing and so on. The Operation and Maintenance Center (OMC) 
controls all network elements and guarantees best possible services. It is based bn the 
Telecommunications Management Network (TMN), a hierarchical set of services developed by 
the ITU-T. The OMC manages subscribers, billing, controls the state o f all network elements and 
creates statistical reports about the observed traffic. The Authentication Center (AuC) contains all
® George E. Aggelou 158
Chapter 5: MANET-GSM Integrated System
information necessary to safe data sent over the radio channels. Here, cryptographic keys and 
algorithms for authentication are stored. Finally, the Equipment Identity Register (EIR) stores 
information o f all subscribers and mobile equipment. In this database, three lists (white, black and 
gray) store identification numbers unique to all mobile terminals. The white list contains allowed 
terminals, the black contains unallowed terminals (e.g. stolen), and the gray contains with known 
bugs.
5.3.4 GSM SERVICES
From the beginning, the planners of GSM wanted ISDN compatibility in terms o f the services 
offered and the control signaling used. However, radio transmission limitations, in terms of 
bandwidth and cost, do not allow the standard ISDN B-channel bit rate of 64 kbps to be 
practically achieved.
Using the ITU-T definitions, telecommunication services can be divided into bearer services, 
teleservices, and supplementary services.
5.3.4.1 Bearer Services
Bearer services are lower level services that enable the creation o f reliable data transport 
connections. Bearer Services are used by higher levels for data transport. Transparent services (T) 
denote constant bit-rate transport with changing bit error probabilities. Non-transparent services 
(NT) activate additionally a special protocol (Radio Link Protocol, RLP) between MS and MSC 
that resend blocks with observed errors.
® Transparent Data Transmission
As the transmission quality of radio signals can change drastically during one connection, 
the bit error probability despite Forward Error Correction (FEC) can vary between 10‘2 and 
10'5. Transparent bearer services do not try to correct detected errors and rely on FEC only. 
The sender thus is guaranteed a constant bit-rate and may send data at this rate without flow 
control, hence, for the sender, the underlying transport system is transparent. The terminal 
though has to be aware o f non-neglectable bit-error probabilities.
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•  Non-Transparent Data Transmission
Another way of coping with detected bit-errors is to resend the data-frame. In 
Non-Transparent bearer services, the Radio Link Protocol (RLP), is used. One part of this 
protocol is located in the MS, the other in the MSC. In this protocol, the data is cut into 
numbered frames of equal size, where each frame has to be acknowledged by the receiver 
(one acknowledge frame can acknowledge several data frames).
If an error is detected inside a frame, the receiver sends a resend command to the sender, 
either for this particular frame or all frames beginning from the erroneous frame.
Due to frame resends as a result o f bad radio connections, the net bit-rate o f such a channel 
may change drastically and the sending terminal must be flow-controlled in order to adapt 
to the available bit-rate. This is done by the Non-Transparent Protocol (NTP), where the 
terminal is connected to. Hence for the sender, the transport system is not transparent 
anymore.
Service Structure BS Nr. Bit-Rate Mode
Data Asynchronous 21 300 T o r NT
22 1200 T o r NT
23 1200/75 T o r NT
24 2400 T or NT
25 4800 T o r NT
26 9600 T o r NT
Data Synchronous 31 1200 T
32 2400 T o r NT
33 4800 T o r NT
34 9600 T o r NT
PAD Asynchronous 41 300 T o r NT
42 1200 T o r NT
43 1200/75 T o r NT
44 2400 T o r NT
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45 4800 T o r NT
46 9600 T o r NT
Packet Synchronous 51 2400 NT
52 4800 NT
53 9600 NT
Alternating Voice/Data 61 1300 or 9600
Voice Followed by Data 81 1300 or 9600
Table 5-1 Bearer Services
5.3.4.2 Teleservices
Teleservices are well defined services within GSM and use bearer services for transport. They 
include services like voice, SMS and Message Handling Systems (MHS).
SMS is a bidirectional service for short alphanumeric (up to 160 bytes) messages. Messages are 
transported in a store-and-forward fashion. For point-to-point SMS, a message can be sent to 
another subscriber to the service, and an acknowledgement of receipt Is provided to the sender. 
SMS can also be used in a cell-broadcast mode, for sending messages such as traffic updates or 
news updates. Messages can also be stored in the SIM card for later retrieval [CELL93].
Category TS Nr. Service Class
Voice 11 Phone El
12 Emergency El
Short Message Services 21 Short Message Mobile Terminated, 
Point to Point
E3
22 Short Message Mobile Originated, Point 
to Point
A
23 Short Message Cell Broadcast -
MHS access 31 Access to message handling systems A
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Videotext 41 Videotext Profile 1 A
42 Videotext Profile 2 A
43 Videotext Profile 3 A
Teletext 51 Teletext A
Fax 61 Voice and Fax Group 3 alternating 
T/NT
E2/A
62 “
Table 5-2 Teleservices
S.3.4.3 Supplementary services
Supplementary services are provided on top o f teleservices or bearer services. In the Phase 1 
GSM specifications, they include several forms o f call forward (such as call forwarding when the 
mobile subscriber is unreachable by the network), and call barring of outgoing or incoming calls, 
for example when roaming in another country. Many additional supplementary services are to be 
(or some already being) provided in the Phase 2 GSM specifications, such as caller identification, 
call waiting and multiparty conversations.
Category Short Name Service Class
Call Offering CFU Call Forwarding Unconditional El
CFB Call Forwarding on Mobile Subscriber 
Busy
El
CFNRy Call Forwarding on No Reply E l
CFNRc Call Forwarding on Mobile subscriber 
Not Reachable
El
Call Restriction BAOC Barring o f All Outgoing Calls E l
BOIC Barring of Outgoing International Calls El
BAIC Barring of All Incoming Calls E l
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BOIC-exHC Barring of Outgoing International Calls 
except those to Home PLMN
A
BIC-Roam Barring o f Incoming Calls when 
Roaming Outside the Home PLMN
A
Table 5-3 Supplementary Services
Additionally, GSM defines the above services to be either essential (E) or additional (A). For 
E-services, three phases have been defined. El-services must be implemented from 1991 on, E2 
from 1994 and E3 from 1996 on. A-services are not compulsory but can be offered by the cell 
phone company.
5.4 Radio Channel Structure in A-GSM
The A-GSM channel structure follows the timeliness of the GSM physical channel structure. As 
in GSM system, TDMA is applied to the A-GSM radio path. Eight timeslots are used for each 
frequency band. Figure 5-4 illustrates the mapping of A-GSM frame structure onto the GSM 
frame structure. An overview of GSM channels structure follows.
5.4.1 GSM Channel Structure
In GSM, the radio channels are based on a TDMA structure that is implemented on multiple 
frequency sub bands (TDMA/FDMA). Each base station is equipped with a certain number of 
these pre-assigned frequency/time channels.
Each cell site has a fixed assigmnent o f a certain number of carriers, ranging from only one to 
usually not more than 15 channels. The assigned spectrum of 200 kHz per channel is segmented 
in time by using a fixed allocation, time division multiple access (TDMA) scheme.
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The time axis is divided into eight time slots of length 0.577 ms. The slots numbered from time 
slot 0 to 7 form a frame with length 4.615 ms. The recurrence o f one particular time slot in each 
frame makes up one physical channel.
GSM defines a variety o f traffic and signaling control channels o f different bit rates. These 
channels are assigned to logical channels derived from multiframe structuring of the basic eight- 
slotted TDMA frames just discussed. For this purpose, two multiframe structures have been 
defined: one consisting o f 26 time frames (resulting in a recurrence interval o f 120ms), and one 
comprising 51 time frames (or 236 ms).
The 26 multiframe is used to define traffic channels (TCH), and their slow and fast associated 
control channels (SACCH and FACCH) that carry link control information between the mobile 
and the base stations. The TCH have been defined to provide six different forms o f services, that 
is, full-rate speech or data channels supporting effective bit rates o f 13 kb/s (for speech), 2.4, 4.8, 
and 9.6 kb/s; and the half-rate channels with effective bit-rates of 6.5 (for speech) and kb/s, 2.4 
kb/s, and 4.8 kb/s for data (note that the gross bit rates on these channels are higher due to 
required channel coding, 22.8 kb/s for full rate speech). The full-rate TCHs are implemented on 
24 frames o f the multi frame, with each TCH occupying one time slot from each frame. The 
SACCH is implemented on frame 12 (numbered from 0), providing eight SACCH channels, one 
dedicated to each o f the eight TCH channels. Frame 25 in the multiframe is currently idle and 
reserved to implement the additional eight SACCH required when half-rate speech channels 
become a reality. The FACCH is obtained on demand by stealing from the TCH, and is used by 
either end for signaling the transfer characteristics o f the physical path, or other purposes such as 
connection handover control messages. The stealing o f a TCH slot for FACCH signaling is 
indicated through a flag within the TCH slot.
The 51-frame multiframe is used to derive the following signaling and control channels [GSM 
05.01]:
SDCCH  - Stand-alone dedicated control channel is used for the transfer o f call control signaling 
to and from the mobile during call set up. Like the TCHs, the SDCCH has its own SACCH and is 
released once call set up is complete.
BC C H  - Broadcast control channel is used in the BSS to mobile direction to broadcast system 
information such as the synchronization parameters, available services, and cell ID. This channel 
is continuously active, with dummy bursts substituted when there is no information to transmit, 
because its signal strengths are monitored by mobiles for handover determination.
SC H  - Synchronization channel carries information from the BSS for frame synchronization.
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FCCH  - Frequency control channel carries information from the BSS for carrier synchronization.
CCCH  - Common control channels are used for transferring signaling information between all 
mobiles and the BSS for call origination and call paging functions. There are three common 
control channels:
a PCH : paging channel used to call (page) a mobile from the system.
B RACH\ random access channel used by the mobiles trying to access the system. The 
mobiles use the slotted Aloha scheme over this channel for requesting a DCCH from the 
system at call initiation.
a A G C H : access grant channel used by the system to assign resources to a mobile such as 
a DCCH channel.
Note that the AGCH and the PCH are never used by a mobile at the same time, and therefore are 
implemented on the same logical channel. All the control signaling channels, except the SDCCH, 
are implemented on time slot 0 in different TDMA frames o f the 51 multiframes using a dedicated 
RF carrier frequency assigned on a per cell basis. The multiframe structure for the SDCCH and its 
associated slow associated control channel (SACC) is implemented on one of the physical 
channels (TDM slots and RF carriers) selected by the system operator.
The channel allocation process in an A-GSM system inherits the rules and restrictions imposed by 
the channel allocation process in the GSM system. Specifically, A-GSM multihop nodes within 
the same cell must be assigned distinct “orthogonal” frequencies/time slots (i.e., channels).
In addition, an A-GSM end-to-end multihop connection must be assigned different channels on 
each link along the multihop path. Even if perfect power control is assumed, such that channels 
within the same cell can be re-used from nodes o f this cell, the highly dynamic nature o f the 
network may create concerns on whether the power control, which is a distributed process 
performed by all multihop nodes along the multihop path, can react and adapt fast enough on the 
frequent topological changes.
Furthermore, compared to channel assignment in GSM system where mobiles do not have to 
contend for a channel during the channel assignment phase, in A-GSM a distributed medium 
access layer is required to ensure collision free operation. The difficulties and intricacies of
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MANET MAC layer have been illustrated and discussed in the Chapter 4 and therefore are not 
considered here.
Abstractly, the mapping o f A-GSM frame structure to GSM framing Figure 5-4
A-GSM Frame
Structure & Mapping J  
to GSM Framing \
GSM Fram e 
Structure
V
A -G SM  
E ncapsu la tion  
(AT Bits)
FREQUENCY CORRECTION DURST
SYNCHRONIZATION BURST
ENCRYPTEDD TRAINING 
SEQUENCE 64
ENCRYPTED HITS
ACCESS BURST
SYNCHRONISATION 
SEQUENCE 41
ENCRYPTED MTS TD
Figure 5-4 Hierarchy o f frames in A-GSM Physical channel structure
The following example highlights various channel layer issues for a call transference along an A- 
GSM path.
Let us assume that MSx (see figure below) functions as the A-GSM gateway node to GSM PLMN 
for a connection initiated from MSa. Furthermore, let us assume that the MSa triggers a GSM-to- 
A-GSM connection handover from its direct connection through MSb. Upon triggering of a 
handover, the nodes along the multihop path perform the following procedures:
frsmc(51)y{
i i ihhHs i« r
(I BIT DURATION -  4H/13 -3.69 ps)
NORMAL HURST
TU ENCRYPTED HITS I P ' TRAINING ENCRYPTED ihtS-i m GP
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a. If not synchronised, nodes must first synchronise themselves for the signaling exchange 
and set up of the new signaling and data paths;
b. Switch to multihop frequency for transmission/reception;
c. Transmitters should decrease their transmitting power to minimise interference; and
d. Relay (receive/transmit)
Mobiles should be assigned an unused distinct channel (Time Slot/Frequency pair) as if their 
multihop link was a direct GSM link to BTS. This process involves a lot of commitment (in terms 
o f monitoring) and coordination (in terms o f synchronisation) from the multihop MTs. Clearly, 
one can see that the number o f channels required for the establishment of the end-to-end (MSa to 
BTS) signaling and data paths are equal to the number of wireless hops involved in the path. 
Thus, a single transmission to each link o f the multihop path is virtually treated as a distinct GSM 
transmission, where separate resources are allocated to transmitting nodes. It is evident therefore 
that the shorter the A-GSM path, the better the utilisation o f the available spectrum along the ad 
hoc segment and hence of the A-GSM cell.
D irec t (G S M ) L in k
- BCCH
- SACCH/FACCH
- SCH/FCH
GSM-to-A-GSM
Handover
A-GSM
MSa Terminal
- Neighbour Discovery
- Distributed Channel A ccess
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The handover phase proceeds as described in Section 5.10. Upon successful connection 
establishment, MSx acknowledges MSa the channel availability. Note also that some means of 
local resource management must exist so that nodes along the multihop path (i.e., MSa, MSb, 
MSx) know the exact channel characteristics, such as the time slot number, timing advance, 
transmitted power levels etc., o f their immediate neighbours. These, however, become known 
during the channel access procedure in the A-GSM interface.
Furthermore, the call forwarding process is considered to be structured as follows:
Given that an actual channel assignment procedure has been succeeded and a data link is 
established between Mha-Mb, Mha then encapsulates its data blocks and sends them to MHb. 
Therefore, forwarding involves each mutihop relay to encapsulate before transmission and de- 
capsulate upon reception of data.
An A-GSM packet comprises a header and a payload section. The packet header contains physical 
layer information; such as transmit powers and local noise levels. The packet payload 
encapsulates either data segments, in the case of data (voice) volume, or signaling in the case o f a 
signaling information transfer. Useful information on encapsulation protocol can be borrowed 
from IP-based wireless networks, such as the one proposed in [CORS98].
The drawback of using encapsulation is that extra overhead is added on a per-slot basis; thus 
reducing the effective net bit rate. The latter translates to a higher number o f equivalent GSM time 
slots for a certain volume of data transfer in A-GSM. In practice, this means that instead of 116 
data bits per TDMA frame per user, the effective data load per TDMA frame in A-GSM would be 
116 bits minus the encapsulated overhead. This is illustrated in Figure 5-1 where for, say, X  
encapsulation bits required per normal burst, 116-Ybits will be the payload in an A-GSM normal 
burst. Discussion on this issue is following in the system performance section.
Alternatively, the slot size in the ad hoc segment o f the A-GSM system could be larger from this 
in GSM in order to accommodate the encapsulation overhead required for the operation within the 
multihop part o f an A-GSM connection.
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5.5 A-GSM Protocol Layering
The ad hoc segment of an A-GSM communication system has different characteristics from the 
GSM system and this explains why modifications o f the existing management modules are 
needed. The A-GSM protocol architecture [AGGE01] used for the exchange of signaling 
messages pertaining to mobility, radio resource, and connection management functions, comprises 
two broad segments; the GSM radio access together with the fixed network part, and the A-GSM 
radio access part. Practically, A-GSM layers should inherit the semantics and roles o f their peer 
GSM layers.
A prototype protocol architecture of an A-GSM communication system is presented in Figure 5-5.
G SM  
L ayer 3
Layer 2
Layer 1
_A;C M  . 
A -M M
A -R R
A G E P
A-L A PD m
Beacon entity
Rsrc m a n a g e r
A d H oc M AC
Physical
A-GSM B E A C O N  Message Format
SA I
T im eout
L B f la g L Q I
R elay j R C _flag  
H o p s t o B T S  
R clay_to_B T S
- SAI: Source A ddress Identifier
- LB flag: L ink_to_BT S_F lag
- LQI: L ink_Q uality_Ind icator
- RC_flag: R elay C apacity Flag
Figure 5-5 Proposed A-GSM protocol stack
L ink Layer Protocol - The data link layer over the radio link (connecting two MTs) is based on 
the GSM LAPDm protocol [GSM 4.08], labelled A-LAPDm, which is designed for operation 
within the constraints and functional requirements o f an A-GSM protocol. In particular, the Link 
Access Protocol for the D channel should be enhanced to support the following procedures:
Beaconing - Beaconing is a mechanism used to indicate mobile activity in an A-GSM network. 
During operation a MT may (see for discussion in the Resource Manager sub-section) offer 
connectivity by broadcasting local beacon messages as follows. At periodic intervals, nodes 
generate a broadcast message, called BEACON message. The message fields are illustrated in 
Figure 5-5.
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The Link_TO_BTS flag is set to state ON if the sender of the BEACON has a direct link to BTS. If 
LINK_TO_BTS is set to OFF, the ID of the relay node through which the sender of the BEACON 
can reach the BTS (RELAY_TO_BTS) along with the number of hops (HOPS_TO_BTS), are 
provided. If, however, the RELAY field is set to —1, this means that the sender has neither a direct 
link nor a multihop connection to BTS and the message is silently discarded. The significance and 
use o f the RELAY_CAPACITY flag is illustrated later in this section.
Measuring the signal strength of the surrounding MTs, through the beaconing process, raises one 
major issue: this is simply when can MTs perform this beaconing process. In GSM, MTs measure 
the characteristics o f the neighbour cells during the interval between the transmission of an uplink 
burst and the reception o f a downlink burst. The uplink direction is derived from the downlink one 
by a delay o f 3 burst periods (BPs). However, this approach presents fundamental problems if it is 
to be applied for the A-GSM beaconing. These problems arise from the fact that the beaconing 
process requires the MTs be synchronised during the measurement period. From one hand, 
different nodes have different transmission/reception patterns, thus making difficult to achieve 
synchronisation of nodes between the uplink and downlink bursts, whereas on the other hand the 
intervals during the transmission o f an uplink burst and the reception o f a downlink burst are of 
various lengths, depending on the dedicated channel type. These factors prevent this approach 
from being a solid solution to the problem o f beaconing transmission timing.
Within each of these cycles, 24 slots are used for the TCH, one slot for the corresponding SACCH 
and one slot where nothing is sent. These 26 small intervals between the transmission o f an uplink 
burst and the reception o f a downlink burst could then be used by the A-GSM MTs in order to 
perform signal strength measurements on their surrounding MTs through the transmission and 
reception of beacon messages.
A second solution could be to lower the TCH rate and use one o f the 24 slots to perform the 
measurements on the surrounding MTs. Alternatively the idle frame could be shared for both 
GSM and A-GSM measurements although this scheme may have some implications on the 
strength measurements o f the surrounding BTSs.
Resource Manager - As capacity is a scarce resource in wireless environments, the protocol 
should ensure that the relaying of calls does not degrade the performance o f the relay nodes. To 
this avail, the resource manager entity is responsible for coordinating the allocation of resources 
o f a relay node. An A-GSM-to-GSM connection routed through a mobile utilizes resources of this 
mobile. These resources include link bandwidth, buffer space and processing time. Thus, a certain
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number o f connection requests can be established in parallel via a relay mobile. When a MT 
receives a request to set up a connection, the Resource Manager will execute a function called the 
Connection Admission Control (CAC) to define whether it can accept the connection or not. If the 
connection is accepted, the resources are reserved.
Furthermore, the resource manager is responsible to inform the BEACON entity when no resources 
are available for relaying. The lack of resources is in turn indicated in the BEACON messages, 
using the RELAY_CAPACITY flag, so that nodes that receive the message and currently do not 
have a connection through the sender, to silently discard the message.
Assuming that MTs are capable of relaying multiple calls, a protocol parameter then is the 
relaying (or forwarding) capacity per node; that is, the number o f calls that a MT can 
simultaneously relay.
An alternative for relaying for a mobile radio with no resources would be to declare itself as 
“busy” and instead o f broadcasting BEACONS with the R f l a y C a p a c it y  flag set to OFF. 
Following this approach the mobile radio will refrain from sending BEACONS until sufficient 
resources for forwarding are regained. By doing so, the neighbour mobiles of this radio would not 
unnecessarily be interrupted from their schedule to receive and process these otherwise “useless” 
BEACONS. Therefore, neighbour mobiles would avoid extra processing overhead, as the Beacons 
from this radio do not seive any reason in A-GSM system because the radio cannot be of any help 
for the salvage o f calls in case relay is needed from one of its neighbours.
However, it is argued that mobile should send beacons even if the number of calls that are 
currently relayed exceeds their forwarding capacity threshold because nodes should constantly 
assess their link to each of their neighbours so that when resources are found and the radio is 
again able to relay calls, its neighbour nodes would have a good quality indicator of their link to 
this radio over a long period o f time.
However, a mobile should defer from continuously transmitting beacons even when the number 
of calls that is currently relaying exceeds its forwarding capacity threshold. That is because its 
neighbour nodes should constantly assess their link to this node so that when resources are found 
and the mobile node is again able to relay calls, its neighbour nodes would have a good quality 
indicator of their link to this radio over a long period of time.
® George E. Aggelou 171
Chapter 5: MANET-GSM Integrated System
5.6 LAYER 3 PROTOCOLS
The layer 3 is divided into three sublayers [GSM 4.08]: Radio Resource Management (RR), 
Mobility Management (MM), and Connection Management (CM). Connection Management is 
further subdivided into three protocol entities: Call Control CC), Supplementary Services (SS), 
and Short Message Service (SMS) [GSM]. The protocol architecture formed by these sublayers is 
shown in Figure 5-5. The A-GSM Encapsulation protocol sits between Layer 3 and Layer 2 plane.
A brief description follows for covering thoroughly the handling o f calls at the network layer.
5.6.1 A-GSM Encapsulation Protocol (AGEP)
Protocol encapsulation is a simple and easy to implement technique for passing arbitrary 
information through network entities. In this scenario, the AGEP protocol platform is designed to 
transparently support different user terminal standards through a proprietary A-GSM-specific 
interface.
In addition, AGEP can be used to improve overall network performance by reducing the number 
o f network control packet broadcasts through encapsulation and aggregation of multiple A-GSM- 
related control packets (e.g. routing protocol packets, acknowledgements, link status sensing 
packets, “network-level” address resolution, etc.) into larger AGEP messages. The AGEP could 
also provide an architecture for MANET router identification, interface identification and 
addressing [CORS98]. The AGEP will run at the network layer (Figure 5-5) and will be an 
adjunct to whichever network protocol is using it.
Usage o f the AGEP seems to be desirable because per-message, multiple access delay in
contention-based schemes such as the IEEE 802.11 standard [GSM 4.06] is significant, and thus 
favours the use o f fewer, larger messages. It also may be useful in reservation-based, time-slotted 
access schemes where smaller packets must be aggregated into appropriately sized network layer 
packets for transmission in a given time slot. Another purpose o f AGEP concerns the 
commonality of certain functionality in many network-level control algorithms. Many algorithms 
intended for use in a A-GSM will require common functionality such as link status sensing, 
security authentication with adjacent routers, one-hop neighbour broadcast (or multicast) 
reliability of control packets, etc. This common functionality can be extracted from these
individual protocols and put into a unified, generic protocol useful to all.
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5.6.2 Radio Resource Management (RR)
The Radio Resource Management sublayer essentially handles the administration o f the 
frequencies and channels. The RR management sublayer terminates at the BSS. This involves the 
RR module of the MS communicating with the RR module of the BSC. The general objective of 
the RR module is to set-up, maintain, and take down RR connections, which enable point-to-point 
communication between MS and network. This also includes cell selection in idle mode and HO 
(GSM & A-GSM) procedures. Furthermore, the RR is responsible for monitoring BCCH and 
CCCH on the downlink when RR connections are active.
The following functions are realized in the RR module:
• Provide resource updates to the resource manager in A-LAPDm, as part o f the Beaconing 
process
® Monitoring o f BCCH and PCH (readout of system information and paging messages)
• RACH administration: MSs send their requests for connections and reolies to paging 
announcements to the BSS
® Requests for and assignment o f data and signaling channels
® Periodic measurement of channel quality (quality monitoring)
® Transmitter power control and synchronisation o f the MS
• Handover always initiated by the network.
® Synchronisation of encryption and deciyption on the data channel
To this end, the RR entity indicates to upper layers the unavailability o f a BCCH/CCCH and the 
mode change (i.e., from GSM/A-GSM to A-GSM/GSM, respectively) when decided by the A-RR 
entity. An A-RR-connection includes a physical point-to-point bi-directional connection on the 
main DCCH. The upper layer can require the establishment/release o f an A-RR connection.
When an A-RR-connection is established, RR procedures provide the following services:
•  indication of temporary unavailability of transmission;
® indication o f loss o f A-RR-connection;
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• automatic mobile relay or cell selection and handover to maintain the A-RR-connection;
• allocation/release o f an additional channel (for the Lm + Lm configuration)
The RR sublayer provides several services to the MM sublayer. These services are needed to set­
up and take down signaling connections and to transmit signaling messages.
5.6.3 Mobility Management (MM)
The Mobility Management sublayer encompasses all the tasks resulting from mobility. The MM 
sublayer terminates at the MSC. Hence, the MM activities are exclusively performed in 
cooperation between MS and MSC, and they include
® TMSI assignment 
® Localisation o f the MS
© Location updating of the MS; parts that are sometimes known as roaming functions 
© Identification of the MS (IMSI, IMEI)
® Authentication o f the MS
® IMSI attach and detach procedures (e.g., at insertion or removal o f SIM)
® Ensuring confidentiality of subscriber identity
MM sub-layer provides registration services for higher layers. Registration involves the IMSI 
attach and detach procedures which are used by the MS to report state changes such as power-up 
or power-down, or SIM card removal or insertion.
The location tracking o f MTs, as well as the handling of users’ location information is done in a 
similar manner as in GSM. Location information is maintained and used by the network to locate 
the user for call routing purposes. The network registers the user's location in user’s HLR, which 
is associated with an MSC located in the PLMN, to which the user is subscribed. As mobiles 
change in location are detected (from the last information recorded by them), they each report the 
new location to the BSS which routes it to the VLR, of the MSC to which it is connected. The 
VLR , in turn, sends the location information to the user's HLR, where it is also recorded . In the
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mean time, the HLR directs the old VLR to delete the old visiting location o f the mobile from its 
database, and also sends a copy o f the user's service profile to the new VLR. The procedure for 
keeping the network informed o f where the mobile is roaming is referred to as Location Updating 
(LU).
Location updating in A-GSM should not be triggered either on performing GSM-to-A-GSM or A- 
GSM-to-A-GSM handover, as long as the mobile relay belongs to the same call as the mobile 
station. In the special case where a MT switches on for first time and sets-up its signaling through 
multihop relaying, the LU procedure should be started as the MS is unknown in the VLR as a 
response to MM-connection establishment request.
Periodic Updating (PU) may be used to notify periodically the availability of the MS to the 
network. PU is performed by using the Location Update procedure.
The MM sublayer offers its services to Call Control, Supplementary Services and Short Message 
Service entities. This is essentially a connection to the network side over which these units can 
communicate.
5.6.4 Connection Management (CM)
The Connection Management sublayer consists of three entities: Call Control CC), 
Supplementary Services (SS), and Short Message Service (SMS). Call control handles all tasks 
related to setting up, maintaining and taking down calls. The services o f call control encompass:
® Establishment o f normal calls (MS-originating and MS-terminating)
® Establishment of emergency calls (only MS-originating)
• Termination o f calls 
® Call-related supplementary services
Signaling between the different entities in the fixed part of the network, such as between the HLR 
and VLR, is accomplished through the Mobile Application Part (MAP). MAP is built on top of 
the Transaction Capabilities Application Part (TCAP, the top layer o f Signaling System Number 7 
[GSM92].
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5.7 A-GSM RR-connection transfer phase
While a mobile is engaged in GSM  RR-connected mode (TCH or SDCCH), the functions of 
channel measurement and power control serve to maintain and optimise the radio channel. Both 
have to be done until the current base can successfully hand over the current connection to the 
next base station. In RR-connected mode the SACCH is used in signaling layer for measurement 
results transmission from the MT to the network. A SACCH block contains measurements results 
about reception characteristics (power control and timing advance) from the current cell and from 
neighbours cells. (The measurement results are obtained as specified in [GSM 5.08]).
Bit number
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Power Level
Timing Advance
Layer 2 data (21 octets)
Figure 5-6 Form at o f  an A -G SM  SACCH block
The figure shows the form at o f  an A-G SM  SACCH block, which contains 21 octets o fA - 
LAPDm data and a kind o f  a protocol header which carries the current power level, the value 
o f  the timing advance and a special flag, called CAG Handover flag, that indicates when a 
mobile terminal switches to the A-G SM  connection mode.
For GSM-to-A-GSM communication transfer purposes, the SACCH structure is extended to 
declare the case when a MT intends to switch to relaying mode. This is done with an extra added 
flag, in the currently unused space of SACCH called Connection A-GSM (CAG) flag. The free 
bits in SACCH block are illustrated in figure above (that is, the 6-8 bits in the 1st octet and the 7-8 
in the 2nd octet), and bits from either free block can be used to accommodate the new flag
By default this flag is set to state “OFF”. When the MT decides to switch to relay mode, it sets the 
flag to state “ON” thus notifying the BTS its intention to handover its on-going connection(s) to a
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mobile relay. Note that when the CAG flag is ON the path loss and timing advance fields serves 
no purpose and therefore could be set to a default value. An GSM-to-A-GSM handover procedure 
then follows, which is described later in Section 5.10.1.
5.7.1 Measurement report
A measurement report pertains to a given measurement period, that is to say the period during 
which the measurements were done. The duration of the measurement period is always equal to 
the periodicity of message transmission on the SACCH (i.e., 480 ms on the TACH/F, and around 
471ms for the TACH/8). From the reception o f these measurements current mean values are 
calculated. At first, these measurement data are supplied to the transmitter power control to adapt 
the power of MS and BS to a new situation if necessary. Thereafter, the measurement data and the 
result of the PC activity are supplied to the handover process, which can then decode whether a 
HP is necessary or not. The measurement loop is left (at BSS) only when the connection is 
terminated.
5.8 A-GSM channel assignment
An intracell change of channel can be requested by upper layers for changing the channel type, or 
decided by the RR-sublayer, e.g., for an internal handover, as illustrated in Section 5.10.1. This 
change is performed through the dedicated channel assignment procedure. The purpose of the 
dedicated channel assignment procedure is to completely modify the physical channel 
configuration o f the MS staying in the same cell.
The channel assignment procedure happens only in RR-connected mode. This procedure cannot 
be used in the idle mode, where in this case the immediate assignment procedure is used.
The channel assignment procedure includes:
• the suspension of normal operation including RR management features10
10 N ote that in GSM  the RR m anagem ent connections are not suspended during the channel assignm ent procedure [GSM]
® George E. Aggelou 177
Chapter 5: MANET-GSM Integrated System
• the disconnection o f the main signaling link, and o f the other data links via local end release 
(layer 2), and the disconnection o f TCHs if any
•  the deactivation of previously assigned channels (layer 1)
• the activation of the new channels and their connection if need be
• The triggering o f the establishment o f the data link connections
In contrast, however, to the GSM channel assignment procedure which is always triggered and 
initiated by the network, in A-GSM this is triggered (but not initiated) by the MT itself. The 
reason is because until the channel assignment phase, the network side is only aware o f the fact 
that an A-GSM handover is about to take place, but, however, knows nothing about the multihop 
path that is to be established by the ad hoc segment. To this end, because the channel assignment 
procedure is a network initiated process, the MT first sends a channel assignment-specific control 
message through the multihop path. The purpose if this signaling is to help the network side to 
identify either the identity o f the MTs that compose the multihop path (source routing) or the A- 
GSM GW relay (next-hop routing)
U pon the  recep tion  o f  this m essage, the netw ork  initiates the channel assigm nent procedure by 
sending  an  encapsulated  ASSIGNMENT COMMAND m essage to  the M S on the  m ain  signaling  link.
The A s s ig n m e n t  C o m m a n d  message contains the description o f the configuration, including for 
the Lm +Lm + ACCHs configuration, the exact SACCHs to be used and a power command. 
Unlike GSM, however, this power command in A-GSM system shall not affect the power 
decisions made by the MTs through the multihop path, as distributed power control is performed 
throughout the ad hoc segment instead.
Upon receiving this command, the MS initiates a local release of link-layer connections, 
disconnects the physical channels, commands the switching to the assigned channel and initiates 
the establishment of lower layer connections (including the activation o f the channels, their 
connection and the establishment o f the data links).
After the main signaling is successfully established, the MS returns an ASSIGNMENT COMPLETE 
message to the network on the main DCCH.
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5.9 Ad Hoc GSM (A-GSM) Integrated Dual- 
Mode Terminals
A number of issues arises from the integration of GSM and ad hoc mobile networks. First, in such 
a system with dissimilar network- and air-interfaces, the issues of integration and/or interworking 
as well as the level of integration, affect almost all the signaling transfer, radio resource, mobility, 
security and communication management procedures. Special care has to be taken into account to 
design optimally a call routing or re-routing (handover) algorithm, as they could significantly 
affect the performance of the system and thereby the quality of offered services in the combined 
system. The capability and complexity of a dual mode handset will also impact design of the 
signaling load, delay, required level o f modification, implementation complexity and cost as well 
as operators requirements.
T o G SM  (BSC) G SM  A ir- in te rfa ce  (U ni)
To M A N E T  A ir- in te rface
PHL: Physical Layer 
MTP: Message Transfer Part
■ SCCP: Signalling Connection Control Part
■ DTAP: Direct Transfer Application Part
■ BSS: Base Station Subsystem
• MAP: M obile Application Part 
LAPDm: Link Access Protocol for the D
• DIMIWU: InterW orking Function
- RR: Radio Resource Management
- CM: Communication M anagement
- MM: Mobility Management
- A-LAPDm: GSM -M ANET tailored Link Layer
- M A C m a net : MANET specific M edium Access Layer
- A-CM: A-GSM Communication M anagement
- A-MM: A-GSM  Mobility M anagement channel
- A-RR: A-GSM  Radio Resource M anagement
Figure 5-7 GSM-MANET Dual Mode Terminal
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As far as handover in interworking system is concerned, a dual-mode handset which is capable of 
inter GSM/MANET handover, must function as two handsets with a direct interface (Figure 5-7). 
While one A-GSM MT serves an active call either in the GSM or the MANET system, the other 
system is on the watch for information indicating the presence o f an alternative system. This 
allows the handset to access the alternative system in case handover needs to be performed. Thus, 
a very attractive feature of this type o f terminal would be service mobility between modes by 
means of initiating a service in one mode then handling over the service to a more suitable system 
in terms of system capability and application.
Some interworking functionality would be required in dual-mode handset to translate the 
information coming from two different systems and make some decision based on a predefined 
algorithm.
D ual M ode Identity and Internet-W orking Unit (DIMIWU) - This is a non-standard, specially 
designed unit, responsible for providing access to GSM/A-GSM network. It performs all the 
necessary user terminal protocol adaptations to the GSM/A-GSM protocol platform. DIMIWU 
also includes all physical layer functionalities such as channel coding, modulation, demodulation 
and the radio frequency parts. All o f the supported terminals share the same access scheme and 
protocol stacks.
5.10 A-GSM Call Rerouting(Handover)
5.10.1 Call Handover Phases
During a call session, the system has to ensure the continuity o f its provision when the mobile 
moves across different base stations, o f different cells, as well as across different mobile ad hoc 
vicinities within the same cell (or even different cells). This feature is generally achieved by the 
provision o f call re-routing or, else, handover. The re-routing process involves three successive 
phases, which are discussed following:
-  Radio measurements
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-  Initiation and trigger
-  Handover control
5.10.1.1 Measurements
A MT participating in a A-GSM protocol has to perform three types o f radio link measurements: 
one for the link to BTS, one to its neighbour base stations and one to each of its neighbour nodes. 
The method for performing as well as for reporting the measurements is discussed latter in this 
section.
5.10.1.2 Handover initiation and trigger
Based on signal measurement, a handover decision is made based on both absolute and relative 
signal strength measurements, and in particular, those measurements taken at the mobile rather 
than at the base stations (received signal strength at BSs may not be reliable for handover 
decisions, especially in systems employing power control). Additional parameters such as the bit 
error rate (BER) or the carrier-to-interference ratio (C/I) could be used as alarm condition 
indicators, in order to increase the efficiency of the handover mechanism.
A-GSM handover (GSM-to-A-GSM and A-GSM-to-A-GSM) occurs when a high probability 
exists that the call will be lost or the quality of the ongoing connection will be seriously degraded 
if the current link to BTS (direct or multihop) is not changed. In GSM this is interpreted as 
changing the serving cell whereas in A-GSM, depending on the type o f handover, this is 
interpreted as changing the serving relay (A-GSM-to-A-GSM case) or the serving base station 
(GSM-to-A-GSM case).
The A-GSM handover may be triggered because of:
i) Serving BTS failure; or
ii) Change of base station, frequency band or time slot due to signal quality degradation and 
interference, in order to provide a service with better quality of service, but no neighbour 
BTS is accessible with adequate signal quality; or
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iii) Change of base station, frequency band or time slot due to the mobility o f the user in a 
multi-cell environment, e.g. lack o f continuous coverage could initiate the handover 
procedure, where the user with a call in progress, crosses the border o f coverage area, but 
similar to the first two cases, the neighbour BTSs are either not accessible or their 
communication link quality is below acceptable thresholds.
Let us assume a mobile which is moving towards its serving BTS and is also crossing a number of 
relay mobiles along its way. A shown in Figure 5-8, due to path loss, the received signal level in 
A-GSM reception range shows about 95dB variation, whereas within the same distance in the 
GSM micro-cell, the variation is less than 15 dB.
Received Signal Level from GSM BTS and A-G SM  Relays
Figure 5-8 R eceived signal levels from  GSM  BTS and A -G SM  Relays
Many variations in the handover algorithm are possible whereas the choice o f each method would 
depend on the characteristics o f the system. As the author in [GHAHE99] pointed out in his study 
on efficient handover techniques between micro- and pico-cell systems, the signal level received 
in the dual-mode terminal is dependent on the location of the pico-cell base station relative to the 
position o f the micro-cell base station. The study concludes that hysterisis level may not be 
suitable as handover initiation criteria in an integrated micro-/pico-cell system.
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In A-GSM one could envision the coverage of beacon transmissions from a single user as forming 
a virtual pico-cell such that the sender of the beacon is the base-station of the pico-cell whereas 
the radius of the pico-cell equals to the transmitting range of the node. Thus the A-GSM terrain 
can be viewed as a platform that comprises a micro-cell and many virtual “mobile” pico-cells 
whose radius is changing to the transmitting range adjustments during the beaconing process. 
Similar to the study in [GHAHE99], it can be also considered here that a hysterisis-based 
handover is not appropriate in an A-GSM integrated system as prior knowledge of the crossover 
signal strength between two base stations is required to define the hysterisis margin. Hence, in an 
GSM-A-GSM system a threshold-based handover could be applicable.
Thus, in current implementation a threshold based handover algorithm is proposed and modelled 
as:
{ r o s M  ( x ) < T g s m }  o r  { r o s M ( x )  fails} and { A -G S M  relay exists} and
{ r R E L A Y (X ) > T  A -G S M }and{rGSM NEIGHBOUR ( x ) < T g s m }
where rGsM and rA.GSM are the average signal levels received from the serving BTS and neighbour 
mobile relay, respectively. T Gsm and TA_GSM are the GSM and A-GSM handover threshold levels, 
respectively. Therefore handover is initiated when rGSM falls below the threshold level, there 
exists a neighbour relay with its signal (rA.GSM) be the strongest among the mobile relay ranldng 
list and higher than the A-GSM handover threshold level, and also, there is no GSM coverage 
available to perform GSM-to-GSM cell handover (as pointed above the last probability is 
assumed to be zero in this study).
The proposed criteria for different A-GSM handover cases could be modelled as:
® GSM-to-A-GSM handover is performed if the following conditions are simultaneously 
fulfilled:
1. The averaged signal level o f the serving BS falls below a threshold TGSM (dBm)
2. (Optional) No averaged signal level of any other BS is greater than that of the serving 
BS by a hysterisis o f h (dB)
3. No averaged signal level of any other BS is greater than the threshold T GSm  (dBm)
4. The averaged signal level of a neighbour MT is greater than a threshold T a.GSm  (dBm)
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» A-GSM-to-A-GSM handover is performed if the following conditions are simultaneously 
fulfilled:
1. No averaged signal level of any BS is greater than the threshold T Gsm (dBm)
2. The averaged signal level of the serving MT falls below the threshold T A-gsm (dBm)
3. The averaged signal level o f a neighbour MT is greater than a threshold T A-gsm (dBm)
• A-GSM to GSM handover is performed if the average signal level of a BTS is greater 
than the threshold T Gsm (dBm)
The different handover decision algorithms can be seen in Figure 5-9 and Figure 5-10 below.
Figure 5-9 GSM-to-GSM and GSM-to-A-GSM handover algorithm
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Figure 5-10 MANET-to-GSM and MANET-to-MANET handover algorithm
5.10.1.3 Handover Control
The basic type o f handover protocol followed in present GSM system is similar to the mobile- 
assisted handover (MAHO) [802.11] in which both network and MT make measurements on radio 
link parameters. The downlink measurements made by the MT are reported to the network 
periodically based on both uplink and downlink measurements. The network is then responsible 
for making the handover procedure.
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In an A-GSM system, however, a hybrid handover scheme is applied. For the case of A-GSM-to- 
GSM and GSM-to-GSM handover, the handover type is MAHO. For all other type of handover, 
including GSM-to-A-GSM and A-GSM-to-A-GSM, the Mobile-controlled handover (MCHO) is 
to be applied. In an MCHO scheme, the MT itself makes both radio link measurements and 
handover decisions. In terms o f handover process, the network will be under the instructions of 
the relay MTs. As the handover decision is made totally by the MT, the handover can be initiated 
very fast. In addition, since the handover decision is made without assistance from the network, 
handover related radio link signaling is low during a call. However there are performance 
concerns as the handover decision made by a MT may not be reliable if the radio link 
characteristics on multihop uplink and downlink are not correlated.
Furthermore, two cases need to be distinguished with regard to participation of network 
components in the handover, depending on whether the signaling sequences of a handover 
execution also involve an MSC. Since the Resource Reservation (RR) module of the network 
resides in the BSC, the BSS can perform the handover without participation o f the MSC. Such 
handovers occur between cells that are controlled by the same BSC and are called internal 
handover. They can be performed independently by the BSS; the MSC is only informed about the 
successful execution o f internal handovers. All other handovers require participation of at least 
one MSC, or their BSSMAP and MAP parts, respectively. These handovers are known as external 
handovers.
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As the GSM-to-A-GSM handover is the primary focus o f this research, the internal handover is 
further analysed in this section. The basic signaling structure for a GSM-to-A-GSM internal 
handover is presented in Figure 5-11.
In GSM-to-A-GSM handover protocol, a MT requests a handover from its BSS by sending an 
encapsulated HANDOVER REQUIRED message through its relay MT and starts the timer T3124, as 
specified in GSM specification11 [GSM 3.02].
The A-GSM HANDOVER REQUIRED message (Figure 5-11) contains the following elements:
• Message Type
• Cause (Handover type)
® Cell Identifier List
• Details o f the resource that is required 
® MT Relay(s)
The recipient MTs along the multihop path try first to see if direct communication with BTS can 
be established. If so, the message is sent directly to BTS. Otherwise, the HANDOVER R e q u ir e d  
message is forwarded from each relay MT along the multihop path to the BTS. The forwarding 
process continues until either a relay MT found to have a direct link to BTS or a MT has neither a 
relay nor a direct link to BTS. In the latter case, the packet is silently discarded and the handover 
phase resumes with failure. If failure occurs, the node that reports the handover failure could 
either sent an error message to the initiator of the handover or does not assume any action. In the 
former case, the node that initiated the handover, upon reception of the error message may initiate 
a new handover phase by sending a HANDOVER REQUIRED message through a different mobile, 
while in the latter case the initiator o f the handover will eventually react to the failure upon 
timeout of the time T3124.
11 Note, hever, that all the timers specified by the GSM  standards m ust be modified accordingly to account for the additional delay 
imposed from the multihop relaying. This implies that A-GSM  timers may differ from the respective GSM  times. T im er resolution 
m ight prove to  be a problem though for some switching com plex manufacturers hoping to re-use existing products.
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If, how ever, the relay ing  process has successfu lly  forw arded the  encapsu lated  m essage to  BSS, 
the  m essage is forw arded  to  BSC w hich  de-capsulates it to  read the  conten ts o f  the GSM- 
com patib le  H a n d o v e r  R e q u ir e d  m essage.
On receipt of this message the B SC  shall choose a suitable idle radio resource. If a radio resource 
is available then this will be reflected back to the MS in an A-GSM HANDOVER COMMAND within 
its “Layer 3 Information Element”, which is in fact the RR-Layer3 A-GSM HANDOVER 
COMMAND, and the timer T3103, as specified in GSM specification is started; again this timer is 
modified to A-GSM protocol semantics.
Information about the appropriate new channels and a handover reference number chosen by the 
new BSS are contained in the A-GSM HANDOVER COMMAND.
If, however, handover cannot be carried out, BSS informs the MS by sending an A-GSM 
HANDOVER REQUIRED REJECT (A-HANDOVER REQUIRED REJECT) message.
The A-GSM HANDOVER REQUIRED shall be repeated by the MS periodically until:
® An A-GSM HANDOVER COMMAND is received from the MS 
• An A-GSM HANDOVER REQUIRED REJECT is received 
® The transaction ends, e.g., call clearing
The sending of the A-GSM HANDOVER COMMAND by the BSS to the MS ends the handover 
Resource Allocation procedure. The Handover Execution procedure can now proceed.
Upon receipt of the A-GSM HANDOVER COMMAND message, the MT initiates the release o f link- 
level connections, disconnects the physical channels, commands the switching to the assigned 
channels and initiates the establishment o f lower layer connections (this includes the activation of 
the channels, their connection and the establishment of the data links).
After lower layer connections are successfully established, the MT returns a HANDOVER 
COMPLETE message. The sending o f this message on the MT side and its receipt on the network 
side allow the resuming o f the transmission o f signaling layer messages other than those of RF
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management. When receiving this message, the network stops the A-GSM timer T3103 and 
releases the old channels. The BSS shall then take all necessary action to allow the MS to access 
the radio resource that the BSS has chosen. Since the new RR traffic connection is essentially an 
A-RR connection, the BSS shall then switch to the A-GSM mode.
Now, on the MT side, if timer T3124 times out or if a lower layer failures happens on the new 
channel before the HANDOVER COMPLETE message has been sent, the MT deactivates the old 
channels and disconnects the TCHs, if  any. On the network side, if the timer T 3103 elapses before 
the H a n d o v e r  Co m p l e t e  message is received on the new channels, the old channels are released 
and all contexts related to the connections with that MT are cleared. Finally, BSC informs the 
MSC at the completion of the process.
5.10.2 Provision of handover
The connection transference scheme described above belongs to the general family of handover 
types, called “soft” handover. A soft handover maintains the current connection through the 
original link until the target link is firmly established. The MT keeps simultaneously both streams. 
It also should be noted that it is not necessary to drop the old link even after establishment o f the 
new link has been completed successfully. This scheme forces the MT to work on two carriers in 
time division whereas as previously mentioned suitability to a mobile-controlled handover 
(MCHO) execution is evident: the MT can activate the new frequency in the new BS on the basis 
o f its own quality perception, avoiding the measurement transmission on the radio interface. The 
very high performance is achieved at the cost o f a higher load on the fixed network, due to the 
doubling of the various paths corresponding to a single call.
Although the soft handover is considered as more suitable connection transfer mechanism for the 
A-GSM network platform, the main disadvantage of this handover scheme is its low reliability. If 
the signal level received from the original link is seriously shadowed before a new connection is 
available, the call has to be terminated because handover-related signaling messages cannot be 
exchanged on-time through the initial link any more, so that the new signaling path can be 
established before the old one is destroyed. Clearly, this corresponds to the case where the time 
T3124 expires, as illustrated above.
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Therefore, the connection transference scheme might instead turns out to be a so-called “hard” 
handover type. To perform a hard handover, the old connection is released before the new one is 
established. Therefore it is a ‘break-before-make’ handover. Hard handover contains two stages: 
in the first stage, the call is detached from the original link; in the second stage, the call is attached 
to the newly established link.
This scheme produces a short interruption o f service and the handover has to be performed in 
non-seamless mode. A significant advantage resides in the fact that the MT works on a single 
carrier at a time; however, being a network-controlled handover also implies that all data needed 
for such a decision, and concerning the M T’s perception of the radio situation, are to be sent to 
the network through the radio interface which may also create concerns on significant load on 
both the radio interface as well as the fixed network part.
5.11 Least Shadow Routing (LSR) in A- 
GSM Cellular Network
Overview
As mentioned previously in this chapter, mobile/wireless networks can provide wireless 
communication and data distribution among mobile terminals, but adaptive protocols are required 
in order for them to do so. Two important characteristics of a communication link in a mobile 
packet radio network are its unreliability and its variability. The links in such a network are 
unreliable because o f fading, interference, noise, and perhaps failure o f the transmitting or 
receiving radios. They are variable because o f the mobility o f the radios and the dynamic nature 
of the propagation medium and the interference. The interference can be generated externally 
(e.g., another system operating in the same frequency band or intentional jamming), or it can be 
generated within the network (e.g., multiple-access interference).
If a network is to provide reliable service over communication links with these characteristics, the 
link and network protocols must adapt to changes in the network. In order to adapt effectively,
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these protocols must be provided with information about the current status of certain elements of 
the network, such as the communication channels (link conditions) and radio buffers (load 
conditions). The mobile networks considered in this thesis are multiple-hop networks with 
distributed control, including distributed forwarding and routing. Since there is no central 
controller or other entity that can provide status information for all o f the network elements, the 
required information must be derived by the radios themselves.
In the following a new distributed routing protocol for the adaptive routing o f voice traffic in the 
A-GSM cellular network is developed, modelled, and its performance demonstrated. The protocol 
is referred to as the Least-Shadowing Routing (LSR) protocol. The phenomenon o f shadowing, 
which occurs when the communication path is obstructed by obstacles (e.g. buildings, trees, tracks 
etc.), may cause the signal to be weak or even fall below a minimum threshold level, in which 
case the call may be dropped. The LSR protocol is intended to support seamless communication 
by handing over or rerouting a suffering call to another mobile terminal which lies in a more 
advantageous position and can help as an intermediate node o f communication between the 
original mobile terminal and the base station.
Three main protocol operations govern the LSR protocol: Neighbour Discovery, Neighbour 
Selection, and Routing Connectivity. These are further described in the following sub-sections.
5.11.1 Neighbour Discovery
Beaconing is a mechanism used to indicate mobile activity in the A-GSM network, as discussed 
in Section 5.5. When a mobile station, MS„ew> is switched on for the first time it has no 
information about its surroundings. In this case the mobile will camp on one of the predefined 
system control channels used by all mobiles to receive and send BEACONS, and will begin a 
beaconing session by broadcasting periodically BEACON messages. A mobile station, MSa, that 
receives the BEACON will register MS„ew as a neighbour. In addition, the header of the received 
BEACONprovides sufficient information to perform a basic link budget assessment, which 
determines the transmit power required to reach a mobile with a sufficient Signal-to-Noise (S/N) 
ratio. The link quality along with the ID of sender is maintained in a temporary database that 
keeps information about the neighbour nodes o f a mobile. This information includes the 
following:
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• Neighbour’s ID12 
® Neighbour’s LQI
• Neighbour’s Hops to BTS
Hence, the beaconing mechanism enables each MS to build a neighbour list which, according to 
LSR, should contain a certain number (TV) of mobiles; in the experiments N=10.
It is important (see also Section 5.12.2.4 for discussion) to maintain this target number of N  
neighbours for robust handover decisions. If the required number o f neighbours is not met within 
time, Tadaph (in current implementation this timer is set to three BEACON intervals) the MS will 
increase its transmit power by x  dB and reset Tadapt. The MS will continue to increase the 
broadcast BEACON transmit power until it achieves the required number if  neighbours. If the 
maximum transmit power is reached before this condition is satisfied, the MS can either stay at its 
maximum transmit power or elect itself as disconnected node and backoff from the beaconing 
process for some time. The beaconing channel data rate will continue to decrease, each time 
resetting Tadapt, until the MS achieves the required number of neighbours.
Conversely, if  the number of mobile in the neighbour list exceeds the required number, the control 
channel rate is incremented. The B e a c o n  rate will continue to increase until the required number 
o f neighbours is within acceptable bounds. If the MS reaches the highest rate and the number of 
neighbours is still excessive the MS will start to drop the transmit power. Each time the control 
channel state is changed (i.e., control channel rate or broadcast BEACON transmit power), Tadapt is 
reset.
Furthermore, there is an inherent trade-off between the beaconing rate and the transmitted power 
of the beaconing MTs: a beaconing rate that is too small could result to low throughput and long 
average delays, because routing update changes propagate slowly through the network. 
Conversely, a beaconing rate that is too high also renders poor performance, because the 
beaconing packets are more likely to collide with each other and no mobiles receive beacons.
Additionally, if the transmitted power o f the beaconing MS is too large then this will cause an 
excessive interference to the rest o f the beaconing MTs; it could also result in the reduction o f the
12 The identity assigned to an A-GSM  terminal m ust be a unique num ber such as the TM SI o r protocol specific generated IDs. In the 
latter case, DAD procedures [PERK] m ust ensure tha t ID (or address) duplicates are avoided.
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battery life o f the mobile terminal. If, however, the transmitted power is too small then the 
required number o f neighbours may not be met within a predefined period o f time.
5.11.2 A-GSM relay selection process
Within a local area o f a node, defined by its neighbour list, the mobile could select one o f several 
relays from its neighbour nodes, which may be used to route a packet towards the BTS. The 
BEACON packet structure is designed to enable nodes to listen to neighbour broadcasts and derive 
the required connectivity information.
Clearly, a choice needs to be made to determine which mobile would represent the best relay for a 
multihop connection.
At periodic intervals, nodes perform a relay selection process in order to select the appropriate 
relay node among the neighbours that are currently stored in their neighbour tables. Node 
selection is a two step process: first the link qualities associated with each neighbour are averaged 
in order to determine the average direct link quality to each o f the neighbours in the table, and 
second a minimum-hop route calculation is performed to determine the neighbour through which 
the BTS can be reached with the minimum number o f hops. The link shadow value (LSV) 
provides a measure o f the propagation conditions in the communication channel whereas the 
number o f hops provides a measure for the end-to-end delay. The use of link quality information 
together with the number of hops, forms a basis for route selection. The path shadow value (PSV) 
for a particular route from a source to a destination (in this case, BTS) is a function o f the LSVs of 
all of the links that make up that route. The neighbour with the lowest PSV to BTS is the one to 
be selected as the ‘default’ relay node until the next neighbour selection process.
Also included in the neighbour database are secondary outgoing links, which have higher PSV 
than the first one and are also sorted according to their PS Vs. Although the intent is that a call is 
normally forwarded on the primary outgoing link, it is better not to rely on a single route. Because 
o f the highly mobile nature o f a packet radio network, the route with the highest PSV may 
become unsatisfactory before the routing algorithm has time to respond. It is evident therefore that 
by also storing the routing information for secondary routes, the protocol can react quickly to such 
degradation by forwarding the call along the secondary routes. Due to node mobility and channel 
fading, the averaging procedure has to be performed periodically to detect and update any change 
in the physical links.
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5.11.3 Call Routing with LSR
In LSR, the probability that a call is successfully delivered from MTa to the serving BTS through 
MTb depends on both the quality of the link from MTa to MTb as well as the ability of MTb to 
store and forward the packet to BTS either directly or through another MS. A metric is designed 
that specifies how to combine information about the reception quality o f every neighbour MT plus 
other information about the state o f the neighbour MT to form a quality value for each o f the 
incoming links.
Two functions are needed to estimate the metric:
® the function LQ(A, B) is designed to characterise the link quality for the link from MTa to 
MTb, and accounts for factors such as the received signal-to-noise ratio, fading, 
propagation loss, and other factors specific to the particular link;
« the function H(B) represents the factors at radio B that apply to all incoming links; factors 
such as interference that significantly affects all incoming links, the number o f packets in 
the MT’s buffer (or in other words, recent traffic near the radio), the delay in forwarding 
packets, and the number o f hops required to reach a BS can be used in determining 
W(B);
The general form of the metric for the link from MS A to MS B is:
L S V (  A,B) = f ( n * L Q ( A , B )  + □ *JT(B»
where a  and /? are coefficients that can be selected to give the desired weight to each function, 
whereas LQ(A,B) = A(MTa)/P,(MTb) is the ratio of the received power at MTb to the transmitted 
power from MTa and W(B) is the number o f hops (i.e., wireless links) that MTb requires to reach 
the serving BTS.
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Clearly, different coefficients a and b will be assigned for different applications. The function 
W(B) could be used to predict the delay that a packet arriving at radio B is likely to encounter 
before it reaches BTS whereas LQ(A,B) could be used for sensitive applications that requrie a 
certain channel quality (S/N) threshold to operate.
The link quality often dominates the network performance in a multiple-hop packet radio 
network. When a packet is transmitted from radio A to radio B, radio B can calculate Z<2(A,B) 
using information obtained from the demodulation and decoding o f the packet.
In order to demonstrate the effectiveness of the algorithm, it is useful to study the following two 
cases:
□ a=i,J3=0
This results in:
Z£F(A,B) =f(LQ( A,B))
This corresponds to the best link quality criteria: MTa selects MTb if the received PSV from MTb 
is the maximum among all other MTs included in MTa’s neighbour table. Obviously the PSV 
metric, in this case, provides an indication of the reliability of the relaying path. As a result the 
function should provide the maximum successful relaying probability but, however, this function 
may lead to the selection of a path with a higher number o f hops.
□ a - l , p = l  
This results in:
L S V ( A , B )  = f ( U  * I Q ( A , B )  + □ * I I ( B ) )
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This corresponds to the best link quality and minimum path criteria: MTa will select as a relaying 
node, the MT which provides the maximum PSV among all candidate relay nodes. In case two 
mobiles present the same PSV values, the minimum hop criteria is applied, such that the one that 
reported the fewer hops to BTS is selected. Hence the whole procedure will result in routing the 
packet across the minimum number of hops.
Minimising the number of hops is one o f the most important criteria for route selection due to the 
extra signaling (and the corresponding delay) required at each hop to relay the call. Furthermore, 
if a packet is relayed across the minimum length route, the probability o f successfully relaying to 
the BS also increases. The latter is true since minimising the number of links involved for 
relaying, the inherent processing and buffering overhead as well as the switching delay from 
reception to transmission and vice versa are also minimised; thus reducing store-and-forward 
delays that count on the overall call transfer delay.
The LSV metric in this case, gives an indication o f the shortest and possibly least delay relaying 
route.
The optimum route calculation (Eq.l) should try to compromise the two functions, LQQ and HO, 
in order to result in the most reliable path which in turn would result to the maximum possible 
system throughput. As a result the optimum route should be as short and as reliable as possible.
5.11.4 Optimisation on the Basic PSV Update Mechanism
In the basic version o f LSR protocol, LSVs and PS Vs are updated each time a radio receives a 
BEACON message. BEACONS, however, generate extra signaling for a specific purpose; that o f 
updating LS Vs/PS Vs. This extra overhead under a large number o f nodes could be an excessive 
overhead for the A-GSM system (network and nodes) to handle thus creating also scalability 
concerns. Alternative flexible mechanisms should be devised for reducing the signaling load 
induced from the beaconing process, yet without jeopardising system’s performance, in terms of 
throughput and robustness.
To meet this challenge, it is proposed that mobiles should operate their A-GSM network interface 
in promiscuous mode. In this mode a radio is able to hear and process any transmission activity 
that occurs in its neighbourhood, even those addressed to other nodes. By enabling a radio node to 
operate in promiscuous mode, the radio could update its LSV for a link each time any local 
transmission (either control signaling or data) is received on that link. In turn a node that transmits
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any signaling (data or control) could defer its next BEACON transmission. Depending on its 
transmission/reception schedule, a node could turn on/off its network interface to operate in 
promiscuous mode such that if the radio is busy then it rarely operates in promiscuous mode. 
Hence, LSVs for routes that are actively utilized are updated frequently.
However, this approach presents some drawbacks which prevent it from being a complete 
solution within the context of LSR protocol. First, and specific to A-GSM system, even if nodes 
update their knowledge for neighbouring nodes, they can not however determine the quality 
indicators for both LSV and PSV to BTS through their neighbours as well as the current capacity 
availability levels of their neighbour relays.
Second, and general to promiscuous mode, running the interfaces in promiscuous mode is a 
serious security issue. Since the address filtering of the interface is turned off and all packets are 
scanned for information. A potential intruder could listen to all packets and scan them for useful 
information such as passwords and credit card numbers. Applications have to provide the security 
by encrypting their data packets before transmission. The routing protocols are prime targets for 
impersonation attacks and must therefore also be encrypted. One way to achieve this is to use 
IP-sec [KENT98].
5.11.5 Current implementation of A-GSM Handover trigger
In mobile communication systems, it is important to maintain on-going services when the current 
link to serving BTS or mobile relay fails. This is similar to the case where a GSM mobile user 
moves from the coverage area o f one base station (BS) to that of another and the system hands 
over its signaling and data connection(s) from the previous to the new BTS.
Each handover requires network resources to reroute the call to the new serving station; in GSM 
this station is a neighbour BTS whereas in A-GSM could be either a new BTS or a new mobile 
relay. Minimizing the expected number of handovers minimizes the switching load.
Another concern is delay: if handover does not occur quickly, the quality-of-service (QoS) may 
degenerate below an acceptable level. During the handover execution phase there is a brief service 
interruption. As the frequency of these interruptions increases the perceived QoS is reduced. The 
chances o f dropping a call due to factors such as the availability o f channels increase with the
® George E. Aggelou 197
Chapter 5: MANET-GSM Integrated System
number of handover attempts. All o f these issues place additional challenges on the cellular 
system.
However, the problem of frequent handovers becomes more pronounced in A-GSM due to the 
highly mobile routing infrastructure. The longer the wireless path, the higher the chance the 
intermediate relays that compose the multihop path to move out o f the range o f each other, and 
thus breaking the path.
The question that needs to be answered here is:
"given that a mobile has established a data path to BTS through an A-G SM  multihop path and 
that during the call activity the direct link to BTS “recovers ”, shall the mobile handover its call 
back to the direct link to BTS or shall it continue its peer-to-peer communication? ”
The choice of an architecture for a two-mode wireless network involves numerous issues dealing 
with the most fundamental aspects o f network design. The primary issue is whether to use a peer- 
to-peer or a base-station-oriented network configuration. In a peer-to-peer architecture, 
communication flows directly among the nodes in the network and the end-to-end process 
consists of one or more individual communication links. In a base-station-oriented architecture, 
communication flows from network nodes to a single central hub.
The choice of a peer-to-peer or base-station-oriented architecture depends on many factors. Peer- 
to-peer architectures are more reconfigurable and do not necessarily have a single point of failure, 
enabling a more dynamic topology. The multiple hops in the typical end-to-end link offer the 
advantage o f extended communication range, but if one o f the nodes fails then the localized link 
path needs to be re-established. Base-station-oriented architectures tend to be more reliable 
because there is only one hop between the network node and central hub. In addition, this design 
tends to be more cost-efficient because centralized functions at the hub station can control access, 
routing, and resource allocation. Another problem with peer-to-peer architecture is the significant 
co-site interference that arises for multiple users in close proximity to each other-a problem that 
can be averted in a base-station-oriented architecture by the coordinated use o f transmission 
frequencies or time slots.
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Our current implementation favours the direct connectivity to BTS even if  an on-going call is 
established through a multihop path. Thus handover to GSM is required even if A-GSM can 
successfully deliver a call through a multipath route. This may not be necessary if it becomes 
feasible to have a MT handling more than one call at a time13 or if a BTS itself decides that 
relaying is more appropriate for an active call rather than direct communication. Furthermore, 
although this approach trades-off higher handover rates with more reliable direct GSM links, 
other factors associated with multihop relaying such as the induced delay or the required signaling 
exchange, will probably result in the prioritised selection o f GSM mode over A-GSM mode 
whenever possible.
5.11.6 Handling of Error Messages
During a call forwarding, errors in messages in LSR could be triggered from two reasons: lack of 
capacity and link failure. Although the LSR protocol guarantees that a node will never select a 
busy neighbour node (in the sense, the neighbour has no capacity) to forward its traffic through 
this neighbour, however there is no deterministic mechanism that could anticipate the time that a 
user will place its next call(s) so that the user to avoid forwarding other users’ traffic14.
If a user has a call to place while his mobile is currently busy forwarding another call, the user’s 
own call should be clearly treated with higher priority than the forwarded call. In this case, the 
mobile sends error messages back to the source o f the forwarding call as if there was a link 
failure, but, however, the cause of the failure is reported to be ‘capacity’ (see below for 
discussion). As the error messages propagate from the mobile towards the source node, nodes 
along the reverse path can actively intervene in the error phase and re-route the call using their 
neighbour databases; a method similar to crankback mechanism.
Furthermore, if the cause o f path failure is reported to be ‘link failure’, the recipient nodes of an 
error message must delete all the connections that may have in place through the failed route or
13 Because a  call routed through a m ultihop path makes use o f  the single channel available to all the m ultihop relays along the path 
that would used for their own com m unications; hence i f  a  mobile needs to establish its own com m unication while it is engaged to 
relaying another call the relay either have to drop the forwarded call o r defer from its transm ission schedule. The first approach appears 
m ore reasonable. Sub-section 5.4 elaborates more on this issue.
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the failed link. If the reason is ‘capacity’, however, the recipient nodes of the error message check 
if the id o f the failed connection is routed through them. If  so, they proceed and delete the 
connection as if there was a link failure. Note, however, that the recipients of the error messages 
must not delete the other connection they may have placed through the failed path or failed link.
An inherent problem with the error handling process has to do with the fact that only the upstream 
nodes, with respect to the point of failure, are notified, whereas the downstream nodes are kept 
unaware of the failed path, thus keeping resources for the failed call even after the error triggering 
phase. To resolve this conflict soft-timers are associated with all active connections. Upon 
expiration o f a time associated with a connection, a node proceeds and deletes the connection with 
no further action. This timer in the current LSR implementation is set to 500ms.
Finally note that the error process can be leveraged from additional operative factors such as level 
of interference, remaining battery lifetime, duration o f call from each relay MT, etc.
5.12 System Comparisons
5.12.1 Mobile System Simulation Modules
In order to evaluate the performance of a prototype A-GSM network platform, using the LSR
protocol for the routing (relaying) and re-routing (handover) of calls, a general purpose GSM
simulation tool has been developed.
Performance experimentations allowed us from one hand to investigate upon the benefits of 
adding relaying intelligence in mobile terminals whereas, on the other hand, to identify and report 
critical issues with regard to a dual-mode system. The effect o f various parameters such as 
number of mobile users, average user mobility and number and size of dead-spots are examined.
14 Probabilistic models that account for the next call arrival could be applied here in order to predict users’ own traffic and notify the 
source nodes o f  any on-going forwarded traffic in advance. One such model is presented in [DAS98] for predicting calls in cellular- 
based networks
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The simulator has been built using the MAISIE/PARSEC simulation language [MAISIE]. The 
modelling environment is designed to allow the primary components of the wireless network 
system to be simulated at different levels o f detail. The aim is to decompose the model in order to 
allow maximum flexibility in experimentation with alternative implementations o f a given 
functionality (e.g. mobility patterns of nodes). The simulations were performed for a period of one 
day. The first 10% of the time was used as warm-up period for the simulation and no statistics 
were collected during this period. The simulated cell has a radius R  = 1.5 Km and carrier 
frequency /  = 900 M H z. The mobile population is 650 and the initial location of users is 
uniformly scattered.
Our A-GSM wireless network model is broken down into the following primary components:
□ Channel Control Module
□ Mobility Control Module
□ Communication Control Module
□ Mobile Unit Control Module
Before the description o f the functionalities o f each of these system control entities is presented, it 
is important to report the assumptions under which the model was developed.
System Assumptions:
a. All MSs have relaying-enabled capabilities.
b. The model does not include the fixed part of the GSM network, as it is assumed that the 
GSM fixed infrastructure can reliably route the calls which are successfully delivered by the 
A-GSM system to their serving cell’s BTS. Thus in the current implementation it suffices for 
the A-GSM system terminals to successfully establish as well as maintain call connections to 
their BTS.
c. Source and destination nodes belong to different cells, which implies that calls to/from 
source must be routed through its serving BTS. It is also assumed that there is no BTS 
failure.
® George E. Aggelou 201
Chapter 5: MANET-GSM Integrated System
d. No power control is used.
5.12.1.1 The Channel Control Module
In land mobile radio systems, the received signal strength can generally be characterised 
according to three regimes. In the small-scale regime (fast fading), i.e., spatial movements of the 
order o f one wavelength, the signal envelope typically has a Rayleigh distribution. In the medium- 
scale regime (slow-fading or shadowing), i.e., spatial movements o f the order o f tens of 
wavelengths, average power typically follows a lognormal distribution. In the large-scale regime 
(path-loss), i.e., spatial movements of the order o f miles, the median average power level typically 
varies in some power-law fashion with path length.
A typical suburban fading pattern for the chosen propagation model is given in Figure 5-12 
below.
Figure 5-12 The Combined Propagation Effect
Considering the short correlation distance o f fast fading (multi-path), it could be assumed that the 
effect is averaged out.
The signal received by the terminal, due to the slow fading (lognormal shadowing fluctuation), 
could be assumed as a random variable with lognormal distribution.
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P(r(x))=— 7=-exp
where P(r(x)) is the probability density function o f the received signal level and aL denotes the 
standard deviation of shadowing. p(x) is the average signal level due to path loss which can be 
calculated from a path loss model.
Due to correlation properties in shadowing environment, the value of two consecutive samples is 
related. Since this study accounts only signals from a single base station the shadowing 
autocorrelation experienced by a single mobile is therefore considered here. The serial correlation 
(or autocorrelation) affects the rate at which the total path loss experienced by a mobile varies in 
time as it moves around. The autocorrelation function of slow fading SAUN99 is for two signals 
Su  and S 12 defined by equation (1):
/  \ _ E [  S i b S n ]  n \Qs(rm)— ~2  (1)
<7
To correlating shadowing process introduced in SAUN99 is used, to simulate shadowing process. 
The method is depicted in Figure 5-14 (upper right block). Independent Gaussian samples with 
zero mean and unity standard deviation are generated at a rate T, the simulation sampling interval. 
Individual samples are then delayed by T, multiplied by the coefficient a  and then summed with
the new samples. Finally the filtered samples are multiplied by (Tl ^ ~ O C 2 , so that they have a 
standard deviation o f aL as desired.
Any desired correlation distance could be obtained by setting a  in accordance with
- v T /
a=e 7rc
where v is the mobile speed in m s '1.
( r (x ) -n (x ) )2 
2 al
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In order to model the propagation loss the propagation prediction models given in [FAP092] and 
[HATA80] (empirical HATA model) are used, to present the path loss characteristics for 
micro-cells (GSM in this case) and pico-cells (A-GSM beaconing range -  see Section 5.11.5 for 
discussion on the subject).
where R micro and R pico denote the GSM cell radii and the A-GSM beacon range, respectively, and 
xj and X2 is the distance from GSM base station and beacon transmitting node, respectively. The 
K j ,  K 2, L  are the path loss parameters which vary according to the frequency band, base station 
antenna height and the environment. The value o f the path loss exponent n depends on the specific 
propagation environment. For example, in free space, n is equal to 2, and when obstructions are 
present, n will have a larger value. Typical path loss exponents obtained in various mobile radio 
environments can be found in SAUN99.
5.12.1.2 Mobility Control Module
The Mobility Control Module is responsible for the motion profile of the mobiles.
The mobility model used in Chapter 3 is also in the experiments in this chapter, and therefore is 
not described here.
Dead-Spots & Obstacles
A number o f dead-spot areas and obstacles of various sizes was included in the simulator model. 
The location as well as the size of the obstacles is changing during the simulation time whereas 
the location and size of dead-spots remain constant during a single simulation run. The width and 
length of obstacles is uniform distributed between MlN_OBSTACLE_WlDTH and 
m a x _ o b s t a c l e_ w id t h  for width and m in _ o b s t a c l e_ l e n g t h  and m a x _ o b s t a c l e_ l e n g t h  
for length. Transmissions between two mobiles outside a dead-spot is decreasing by x dB if there 
is an obstacle between them.
M-/x i ) - K i ~ K 2 lo g w (  x i ) x N  ( 0 , R micro-  c e ll)
\ l2( x 2 ) = L - n l O l o g ]0( X 2 ) X 2 G ( 0 ,  Rpjco-cell)
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Mobiles entering a dead-spot are forced to stay in the area for a time uniformly distributed 
between MIN_DEAD_SPOT_RESIDENDE_TIME and MAX_DEAD_SPOT_RESIDENDE_TIME. Mobiles 
within a dead-spot cannot receive cannot receive signals from mobiles outside the dead-spot as 
well as the BTS. To allow for smooth degradation of the signal while a mobile is entering a dead- 
spot, the user's signal is rapidly decreasing for the first DEAD_SPOT_OFFSET meters o f the dead- 
spot area (see Figure 5-13 for details), whereas beyond this distance offset, what is called 
SlNGAL_CUT-OFF zone, the signal to BTS is completely lost. There are no obstacles in a dead- 
spot area.
Figure 5-13 Dead-Spot Location structure and Signal Degradation Levels
Furthermore, it is worth noting that the residence-time of a mobile within a dead-spot does not 
depend on mobile’s velocity but instead on the average dead-spot residence time which is a 
simulation parameter. Furthermore, this observation creates a lot o f concerns for sporadic 
disconnections for the mobiles inside a dead-spot.
More dense mobile population could be assumed inside and around a dead-spot location to ensure 
that discomiections are kept to minimum. For the subway scenario for example, it is realistic to 
assume that a large number of users leaves and enters the subway at every instant of time thus 
maintaining a high level o f network connectivity around this dead-spot location.
5.12.1.3 Communication Control Module
The Communication Control Module is responsible for the communication profile of the 
mobiles. As circuit-switched speech is the primary service offered by GSM, a model suitable for 
packetised speech is the On-Off model. An active period o f a voice source corresponds to a
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talkspurt, whereas a silent period corresponds to speech silence durations. The silent periods 
constitute 60%-65% of the transmission time of voice call on each direction. The average active 
and silent periods are measured to be respectively equal to 1.448 s and 2.312 s (table IV in 
[BRAD68]). Furthermore, in a normal conversation the active period fits the exponential 
distribution well while the duration of the silent periods is less well approximated by the 
exponential distribution [BRAD69]). In the simulation models, the exponential distribution was 
used to simulate both the active and silent periods. The values for the on and off periods were 350 
ms and 650 ms, respectively, as discussed in [ONVU94].
5.12.1.4 The Mobile Unit Control Module
The Mobile Unit Control Module is running the LSR network algorithm which is responsible for 
the network maintenance, the set-up, routing and re-routing of calls.
Source routing is used for the routing of calls in the present LSR prototype implementation.
The overall simulation model is depicted in Figure 5-14.
Input Parameters
-  User Speed
-  Cell size
-  Base Station location
-  Propagation model (Path loss)
-  Shadowing standard deviation
Simulation model
I Output
The A-GSM  performance as 
a function of:
-N o d e  Relaying Capacity
-  Number & size o f  Dead Spots
-  User population
-  Avg. User Velocity
Independent
Gaussian
Samples “XT
IJ F  .SYdB)
Correlated Shadowing Process
1
Macro-cell 
Path Loss Model
1f
Rerouting Algorithm  
Relay Selection
f
Statistics
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Figure 5-14 The simulation model block diagram
Table 5-4 summarises the important parameters used in the simulations.
V a r ia b l e  S im u l a t io n  P a r a m e t e r s
PARAM ETER VALUES
M IN_OBSTACLE_W IDTH 15/h i/
M AX_O BSTACLE_W IDTH 20/h i/
M IN_OBSTACLE_LENG TH 50/h i/
M AX_OBSTACLE_LENGTH 60/hi/
M IN_DEAD_SPOT_RESIDENCE_TIM E 1 [min]
M AX_DEAD_SPOT_RESIDENCE_TIM E 3 [min]
DEAD_SPOT_OFFSET 10/h i/
DEAD_SPOT_SIZE 100-400/hi/
VELOCITY 10.8 [km/h]
Table 5-4 Simulation Parameters
5.12.2 Simulation Results - Analysis of Results
Results from a single GSM cell are presented; that is intercell handover as well as intercell 
interference were not considered in these experiments. The complete BCCH channel structure has 
been implemented for the measurements to BTS link.
Performance Metrics
The output parameters for the simulation model include the following:
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® Throughput (% ) defined as the percentage of the number o f successfully completed calls to 
the number o f generated calls.
© Average M ultihop Path Length (Normalised in Hops) defined as the ratio of the data 
multihop path lengths (in terms of hops) o f completed calls to the total number of complete 
calls. The required hops are evaluated using the LSR algorithm and results are averaged over 
all the MSs.
A number of factors that impact the successful relaying of calls in the A-GSM integrated system 
are used to evaluate the performance o f the system:
• Node relaying capacity
• Number o f dead spot locations
• Average dead spot size
® Average dead spot residence time 
® Number of system user population 
® Average velocity
In brief, a higher number o f users trades-off an increased user diversity, and thus a higher chance 
o f establishing on-demand multihop connections, with increased local multiple access 
interference. The capacity of a user determines the number of calls the user is able to forward 
simultaneously. In GSM for example, the capacity per user is 1 as each user can have on its 
disposition one data channel only. It is expected that a higher capacity would result to a higher
call forwarding acceptance ratio as more multihop connections could be established and survive.
More calls per user, however, results to a faster drainage of battery, which is a critical factor for 
the design of every MANET system [MANET].
To allow for multiple connections per user, more than one channel is to be allocated per user. 
Although the current GSM system does not permit multiple channels per user, it can be assumed 
without loss of generality that a user could have on its disposition two half-rate channels (TCH/H) 
and thus accommodate two calls in parallel. However, it needs to be stressed that if  a user is 
forwarding more that one call in parallel, both calls should use TCH/Hs type o f data channels and 
hence follow the timeliness o f the half-rate channel structure.
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This option was also exploited as part of the simulation experiments and results showed a 
considerable increase in system’s performance. When forwarding capacity per node is increased 
the system is more robust to network failures as more multihop connections can be 
accommodated.
It can be mentioned here that the change of channel mode (from TCH/F to TCH/H) during data 
transmissions increases the processing complexity of the simulator and simulation runs turned to 
be very slow (almost 70 hrs completion time for 24 hrs nominal simulation time). For simplicity 
reasons, TCH/F channels were included under all occasions. It should be clear that the purpose of 
increasing the forwarding capacity per node is not to examine the impact of this on system’s 
aggregate data rate, but instead to show the performance benefits of allowing multiple channels 
per user on system’s performance throughput.
Furthermore, as described above, the PSV metric calculation of a path involves two possible 
heuristics: one that accounts for the qualities of the links that compose the path, and one that 
accounts for both the number of hops and the link qualities. When the second case applies it is 
expected that not only paths with good quality are discovered but also with minimum hops. 
Shortest path routes impact dramatically the performance of a route as for an end-to-end 
transmission the average path delay is minimised with the path length as well as fewer resources 
are required. Also path length impacts the number of handovers an active connection experiences 
as it more likely for a long path to break due to mobility.
To distinguish between the two cases, the former type of path selection will be referred to as the 
Link Quality-based path selection (LQPS) and the latter as the Link-Quality- and Hop-based path 
selection (LQHPS). The results confirm the effectiveness of LQHPS schema compared to the 
LQPS.
5.12.2.1 System Throughput and Average Multihop Connection Length versus
Number and Size of Dead-Spots
As expected, the number of dead spots and average dead spot size impacts the performance of the 
system as a higher number of users are “trapped” within the dead spots. It can be easily observed 
that significant improvements could be achieved by using the adaptive A-GSM routing protocol. 
Results are depicted in Figure 5-15.
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As illustrated in the second plot of Figure 5-15 a 10-12% improvement is achieved for different 
dead spot populations and different dead spot sizes, whereas similar improvements are reported in 
the third plot of the same figure. One can easily observe the performance benefits of LQHPS 
against LQPS scheme.
A -G S M  System Throughput versus Dead Spot Population
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A -G S M  System Throughput versus Dead Spot Population & Size
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Figure 5-15 System Throughput versus Number and Size of Dead-Spots
The dead spot size and average dead spot residence time also impact the average multihop 
connection length. The results in Figure 5-16 illustrate that the LQHPS approach selects shorter 
paths than these calculated from LQPS. From the figures, two observations can be made: a) for 
short dead-spot residence times and small dead-spot sizes smaller paths are created, and b) for 
longer dead-spot residence times, more A-GSM handover requests are triggered and large paths 
are created and survive.
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Percentage of Avg. Multihop Connection Length vs Dead Spot Size & Avg. Residence Time
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Figure 5-16 Average Multihop Connection Length
5.12.2.2 System Throughput versus Velocity
It is evident that an increased velocity results to a decrease of system’s throughput. This is due to 
the frequent failures of multihop connections, which in turn impacts the handover rate of on-going 
connections. Upon a handover request new resources should be allocated and a new path needs to 
be established.
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A -G S M  System Throughput versus Avg. Velocity & Dead Spot Population
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Figure 5-17 System Throughput versus Mobility
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5.12.2.3 System Throughput versus Forwarding Capacity
The system appears to be very sensitive with respect to the activity (or else, forwarding capacity) 
criteria. The reason why the activity factor is so important is attributed to the fact that the 
potential number of relaying MSs is sufficiently increased and the probability of a MS being able 
to find an idle relaying MS also increases. To conclude, therefore, the higher the forwarding 
capacity is, the greater the number of successful relaying requests is. Hence the probability of 
dropping a call is reduced and the throughput is increased.
As illustrated in Figure 5-18 when active mobiles can relay more than one calls in parallel, it is 
generally observed a 10-16% improvement on system’s performance for different dead-spot 
populations (of 200m each -  Figure 5-18) whereas 10-19% for different sizes (for a system with 2 
dead-spots -  Figure 5-18).
A-GSM  System Throughput with TCH/H Data Channels versus Variable Dead Spot Population
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A -G S M  System Throughput with TCH/H Data Channels versus Variable Dead Spot Size
Figure 5-18 System Throughput versus Forwarding Capacity
For low velocities of about 3.6 Km/h and small dead-spot population (2-3 dead spots) the 
performance of A-GSM throughput stays about 97% whereas the performance of GSM strays 
around 80%. For higher velocities, A-GSM also achieves a better performance than GSM, which 
is about 80-89% in A-GSM for 4-3 dead-spots and 66-74% for GSM.
The performance benefits of LQHPS against LQPS are also significant as on average a 4-9% 
performance gain is observed.
5.12.2.4 Throughput versus Beacon Transmitting Power
Although the average transmitting power used in the previous experiments does meet the 
minimum neighbor threshold criteria (that is, TV), it is observed that, due to the mobility, a radio is 
likely to be within communication range with its neighbours for a relatively short period of time 
depending on its average transmitting power. That is, the neighbourhood of a node with a 
relatively small transmitting range is expected to change more frequently comparing to when the 
transmitting power of the node increases. This could be explained by the fact that the average
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residence time of neighbor nodes within the range of a node is higher with larger transmission 
ranges. Therefore low transmitting power impacts the rate of A-GSM handover requests, and thus 
call interruption rates.
On the other hand, a higher transmitting power results to an increased intra- (delays at MANET 
Distributed Access Layer - since the number of nodes contending for the channel increases) cell 
as well as inter-cell interference
The throughput results for different ranges are depicted in Figure 5-19. As illustrated the LQFIPS 
scheme again shows a better performance against LQPS.
A-GSM System Throughput versus Variable Beacon Transmission Range & Dead Spot Populations
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A -GSM  System Throughput versus Variable Beacon Transmission Range & Dead Spot Size
Figure 5-19 A-GSM Throughput versus variable BEACON transmitting power
5.12.2.5 Throughout versus Number of Users
The discussion at the begimiing of the performance evaluation section highlighted the trade-offs 
of high nodal populations.
By comparing the graphs in Figure 5-20 one can observe that as the node population increases, the 
throughput increases. This is expected and is justified by the fact that a higher number of nodes 
increases system’s diversity and the average degree of network connectivity; thus making the 
system more robust and responsive to multihop connection failures. Also the fact that inter- and 
intra-cell interference are not included in the current implementation model, that turns the system 
throughput to be biased towards higher nodal populations.
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A -G S M  System Throughput versus Number of Mobile Users & Dead Spot Population
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Figure 5-20 A-GSM Throughput versus Number of A-GSM Nodes
5.12.2.6 Throughput Results with LSR Error Extensions
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When error notifications are added to the system, the multihop system becomes more responsive 
and robust to radio link failures such that a dynamic routing topology is reactively established 
fast.
Also, as highlighted above, apart from the case where error messages are triggered due to link 
failures an important issue that arises is when a node has a call to place while it is engaged with 
the forwarding of another call. This case is also handled by the error notification phase where the 
busy nodes is responsible for sending error messages to the active connection, thus notifying the 
nodes of the path about the lack of capacity. As illustrated in Section 5.11.6 nodes upon receiving 
the message may either drop the on-going call or re-route it through a valid new path, if one 
exists.
It is evident that extending LSR, by adding Error notification messages, results to better 
performance compared to the results in Figure 5-15 whereas also it renders a better and fair 
utilization of relaying capacity. On average it is observed a 2-5% improvement on system 
throughput when error messaging is added to the system.
A-GSM System Throughput with Error Notification Option versus Variable Dead Spot Population
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A-GSM  System Throughput with Error Notification Option versus Variable Dead Spot Size
A-GSM System Throughput with Error Notification Option versus Variable Dead Spot Population
Figure 5-21 A-GSM Throughput with LSR Error Extensions
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5.12.2.7 Impact of Encapsulation Overhead
Due to the extra encapsulation overhead carried on a per-TDMA slot basis, the effective data rate 
in A-GSM is different from the GSM data rate. This is attributed to the fact that the control 
overhead used for the encapsulation of data blocks consumes space in the ‘normal’ TDMA bursts 
(see Figure 5-4).
It is evident that the higher the encapsulation-related control volume, the lower the inherent data 
rate. In simple terms this means that if x  GSM TDMA slots are required for the completion of a 
call, the number of slots required in A-GSM, x is approximately given by:
x =
x * D  
D - E
where D is the number of data bits carried in a normal burst and E  the encapsulation overhead. As 
shown, a higher encapsulation overhead amounts to a higher number of A-GSM TDMA slots 
relative to GSM TDMA slots for the similar call durations.
Abstractly, one can assume that the higher number of time slots required to complete an A-GSM 
call translates to longer call duration. However, a higher call duration increases the risk that a 
handover is triggered while the user is engaged to this call. This case may occur when for 
example one or more nodes along an active data multihop path moves out of the coverage of the 
other nodes of the path, thus effectively breaking the path. This rule also applies here; and due to 
the highly mobile routing topology it is more likely that a connection will break while the call is 
in process.
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A-GSM System Throughput versus Encapsulation Overhead & Variable Dead Spot Population
A-GSM  System Throughput versus Encapsulation Overhead & Variable Dead Spot Size
Figure 5-22 Throughput vs Encapsulation overhead
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5.13 Conclusions
In this chapter a generic platform for accommodating relaying in the GSM cellular network is 
presented and evaluated. Integrating two different network architectures involves many details 
and critical issues and it is not an easy task to extract out all of the crucial concepts and design 
specifics. Instead an attempt was made to present a network layer platform and highlight some of 
the functional requirements for enabling relaying of calls in GSM. The A-GSM network protocol 
platform was proposed to improve the GSM system performance in the sense that it improves the 
coverage area, service availability and system throughput. The benefits of an integrated Ad Hoc 
GSM protocol are attributed to the fact that dependency of the handover performance onto the 
BTS availability is significantly reduced.
Finally, the complexity of a dual mode system will also impact the design and performance of the 
integrated system. The choice of each method and option is a trade off between the signaling load, 
the delay, the required level of modification, the implementation complexity and cost, and finally, 
the operators and customer’s requirements.
However, apart from the many issues identified in this research as a future work of this study, 
there are certainly many other issues which worth further investigation.
The compelling one is the charging problem, since toll ticketing is much simpler when one MSC 
follows a call from its beginning to its end. When peer-to-peer communication is established new 
methods need be devised for the system to execute the charging of multihop connections.
Furthermore, although the basic platform for the evaluation of the LSR algorithm has been 
modelled, there is still a number of procedures to be simulated before any conclusions can be 
drawn. Perhaps the most important of all, is to take into consideration the interference effects that 
arises for multiple users in close proximity to each other - a problem that can be averted in a base- 
station-oriented architecture by the coordinated use of transmission frequencies or time slots.
In addition, this study assumes that source and destination nodes as being in different cells, which 
implies that calls to/from source must be routed through its serving BTS. Hence for a call session 
to be successfully delivered to its destination, it suffices for the A-GSM system to route the call to 
call’s source serving BTS. Similar methodology can be followed for routing a suffering call
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through multihop relaying when source and destination nodes of the call are members of the 
same cell; BTS failure, for example, could be one of the reasons for setting-up arbitrarily 
multihop connections among the nodes of the same cell.
Also, the A-GSM handover scheme could be further extended, using similar methods as in section 
5.10.1, to include inter-cell handover cases. BTS failure again could signal an inter-cell 
handover.
Finally, a routing protocol should include the possibility for a node to disable its routing 
capability based on its power supply. Due to the mobility of each node, it will be extremely hard 
to take the “right” decision on whether to route packets or not. A node that has decided to not 
route packets, it may move (01* the other node surrounding it) creating a topology where the node 
routing capability becomes crucial for the overall connectivity. This could be tabulated to: as long 
as the battery of a mobile is maintained above some threshold, the node is free to accept calls for 
forwarding. Upon its battery lifetime exceeding this threshold the node could deactivate it’s a- 
GSM interface and notify the system about its decision as well.
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Conclusions
Mobile Ad hoc Networks (MANETs) are a new paradigm of wireless devices enabling 
instantaneous person-to-person, person-to-machine or machine-to-person communications 
immediately and easily. In order to support the rapidly deployable, wireless, multimedia network 
requirements, several problems will need to be addressed. Firstly, the network topology may be 
highly dynamic, because each mobile radio unit also functions as a packet router; thus the routing 
protocols should provide the necessary functionality including reconfiguration and dynamic 
control over the topology to instantly setup an infrastructure when new nodes start up, and to 
reconfigure the network when nodes move or fail.
Secondly, integrated services networks support multiple classes of service to meet the diverse 
QoS requirements of applications. Some of these QoS requirements impose strict resource 
constraints on the paths being to ensure end-to-end performance guarantees, while other 
applications desire best-effort high throughput. The goal of QoS routing is to select paths that 
satisfy these constraints while achieving high resource efficiency.
Thirdly, a MANET group of users may operate as a standalone wireless network or as part of an 
internetwork. For the latter case, a mechanism that allows the construction of such an ad hoc 
network and provides the entire MANET group continuous access to an internetwork (e.g., 
Internet, GSM, GPRS etc.) is required. Internetworking the whole ad hoc network in an 
internetwork is provided by adaptation of the internetworking protocol so that a service station or 
access point can service a mobile node even if the latter is not within the communication range of 
the former.
The research study presented in this thesis has investigated upon these three areas. The following 
section summarizes the major research contributions.
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6.1 Contributions
® Relative distance Micro-discovery Ad Hoc Routing (RDMAR) protocol -  Based on 
the current research trend of dynamic routing in ad hoc wireless networks, which is biased 
towards flooding of control signalling, it has been shown that localisation-based routing 
schemes have a greater potential in utilising network resources more efficiently. The 
localisation property of RDMAR makes the protocol bandwidth efficient in large 
networks because control messages do not have to propagate globally throughout the 
network. Thus, scalability does not get worse when the number of nodes increases.
Also, as shown, this reduction in resource utilisation does not compromise either the hit 
ratio of ROUTE DISCOVERY process or the data delivery performance. With resource 
utilisation in mind, therefore, localisation of control in networking is a major driving 
factor in network architecture and design. The proposed RDMAR protocol presents itself 
a good candidate for routing protocol in wireless ad hoc networks.
• QoS routing in Wireless Ad Hoc Networks -  QoS routing is the key to multimedia 
support. The goal is to find a feasible path that provides acceptable end-to-end QoS with 
respect to application’s requirements. The work on QoS routing presented in this thesis 
focuses on the design of two families of channel assigmnent methods, namely the 
Minimum Blocking Channel Assigmnent (MBCA) and Bandwidth Reallocation Channel 
Assigmnent (BRCA), tailored for operation in cluster-based wireless ad hoc networks. A 
fundamental feature of the proposed channel assigmnent methods is that they make use of 
the congestion states (i.e., ABW and UBW) of clusters. By giving the routing algorithm 
access to bandwidth information, the coarse grain (routing) and fine grain (congestion 
control) resource allocation mechanisms are coupled in order to achieve efficient and fair 
allocation of resources.
Furthermore, a bandwidth reassignment model has been introduced. According to this, 
active channels are swapped with unused channels in order to create or to increase inter­
cluster common bandwidth. This approach shows significant improvements on handover 
success probability, system throughput and call throughput whilst, however, does not 
affect the bandwidth available to on-going connections.
Performance results showed that the proposed bandwidth assignment methods perform 
consistently well for a number of scenarios for multihop clusterd-based mobile
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networking. The performance advances make the proposed algorithms very suitable for 
channel assignment in clustered mobile ad hoc environments.
© MANET-GSM Integrated System - A generic platform for accommodating relaying in 
the GSM cellular network has been proposed, described and evaluated. The GSM- 
MANET (called A-GSM) network protocol platform was developed for the adaptive 
routing of calls in the presence of shadowing. The benefits of an integrated Ad Hoc GSM 
protocol are attributed to the fact that dependency of the handover performance onto the 
BTS availability is significantly reduced.
The novelty of this work focuses on the fact that unlike current research efforts aiming at 
combating the effects of propagation channel (such as interference, shadowing, etc.), 
which mainly focus on efficient error control schemes and adaptive equalisation 
techniques, the proposed MANET-GSM platform presents a novel network-level 
framework for the adaptive routing of suffering calls.
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Appendix A -Terminology
This appendix contains some terminology that is related to ad-hoc networks.
A .l General terms
Bandwidth: Total link capacity of a link to carry information (typically bits).
Channel: The physical medium is divided into logical channel, allowing possibly shared uses of 
the medium. Channels may be made available by subdividing the medium into distinct time slots, 
distinct spectral bands, or decorrelated coding sequences.
Convergence: The process of approaching a state of equilibrium in which all nodes in the 
network agree on a consistent state about the topology of the network.
Flooding: The process of delivering data or control messages to every node within the any data 
network.
Host: Any node that is not a router.
Interface: A nodes attachment to a link.
Link: A communication facility or medium over which nodes can communicate at the link layer.
Loop free: A path taken by a packet never transits the same intermediate node twice before 
arrival at the destination.
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MAC-layer address: An address (sometimes called the link address) associated with the link 
interface of a node on a physical link.
Next hop: A neighbor, which has been designated to forward packets along the way to a 
particular destination.
Neighbor: A node that is within transmitter range from another node on the same channel.
Node: A device that implements IP.
Node ID : Unique identifier that identifies a particular node.
Router: A node that forwards IP packets not explicitly addressed to itself. In case of ad-hoc 
networks, all nodes are at least unicast routers.
Routing table: The table where the routing protocols keep routing information for various 
destinations. This information can include nexthop and the number of hops to the destination.
Scalability: A protocol is scalable if it is applicable to large as well as small populations.
Source route: A route from the source to the destination made available by the source.
Throughput: The amount of data from a source to a destination processed by the protocol for 
which throughput is to be measured for instance, IP, TCP, or the MAC protocol.
A.2 Ad-hoe related terms
Ad-hoc: "For this special or temporary purpose" or "a special case without generic support".
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Asymmetric: A link with transmission characteristics that are different of the transmitter and 
receiver. For instance, the range of one transmitter may be much higher than the range of another 
transmitter on the same medium. The transmission between the two hosts will therefore not work 
equally well in both directions. See also symmetric.
Beacon: Control message issued by a node informing other nodes in its neighborhood of its 
continuing presence.
Bi-directional: see symmetric.
Cluster: A group of nodes typically in range of each other, where one of the nodes is elected as 
the cluster head. The cluster head ID identifies the cluster. Each node in the network knows its 
corresponding cluster head(s) and therefore knows which cluster(s) it belongs to.
Proactive: Tries to maintain the routing map for the whole network all the time. See also reactive.
Reactive: Calculates route only upon receiving a specific request. See also proactive
RREQ: Routing Request. A message used for the purpose of discovering new routes to a 
destination node.
RREP: Route Reply. A message used to reply to route requests.
Symmetric: Transmission between two hosts works equally well in both directions. See also 
asymmetric.
Unidirectional: see asymmetric.
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Appendix B -Derivation of Relative Distance 
Probability, P(dt)
This section describes the logic behind Figure 3-5 and the derivation of the probability of two 
terminals being in relative distance d, after time t, P(dl)) as given in Section 3.9.
In Section 3.8 the notion of VWR and spot space is introduced. From these, it easy then to 
calculate the VWR size and hence the spot space for a node after time t, which is the time elapsed 
since information about the Relative Distance (<^ D) between the nodes was last received.
It is obvious that since both terminals have identical moving probabilities, the steady state 
probabilities of the spots in the coverage area of each node are identical. That is, the source and 
destination nodes have identical spot configurations. In addition, it is assumed that mobiles have 
similar transmitting power levels as well as speed and mobility patterns. Therefore, the two circles 
(or, according to Figure 3-1, RDM  areas) centred at the source and destination nodes, respectively, 
have similar characteristics.
As illustrated in Figure 3-5 two cases are distinguished then: when the two virtual areas overlap 
and when not. The analysis that follows is based on the case when the two RDM areas do not 
overlap, whereas similar approach can then be followed for the case where the two RDM areas 
overlap.
Let S?RC and SDSl denote the spot space for source and destination nodes, respectively. It is true 
then that different spot combinations from within S?RC and S°ST can make up distance d. For 
example in the following figure the distance d -  L could come up by calculating the Eucledian 
Distance of the following sets of spot combinations:
[(xA,0), (xB-L,0)], [(xa,1), (xb-L,1)], [(xa,2), (xb-L,2)], [(xa+L,0), (xb,0)], [(xa+L,1), (xb, 1)], etc,.
where [(xi,yi), (x2,y2)] is a set o f two spots with coordinates (x l5yi) and (x2,y2), respectively, and 
spots A and B are the centers o f  VWRsrc and VWRDst, respectively.
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V W R src V W R d st
(Src_x, Src_y) =  (0,L)
(0,0)
DU
(Src_x, Src_y) =  (L,ft).
In addition, the probability of a terminal being in position (x,y) at time t, <f>t(x,y), is calculated in 
3.8.4.
Based on this model therefore, an iterative algorithm that calculates the convolution of the two 
spot configurations, Sspc and SDST, is used to calculate the probability that the terminals could be 
in relative distance d, after time t.
The two spot configurations are then translated by using a common reference point, which is the 
(0,0) in the figure. This results to the center of SRC and DST being at A=(L,L) and B = 
('2L+offsetsL,L), respectively.
Therefore, the calculation of Eucledian Distance (ED) in Figure 3-5 accounts for this distance 
offset, (2L+offset), for the x-axis coordinates of each spot in S°ST, whereas the y-axis coordinates 
for the two spot configurations are the same (since these are based upon a common reference 
point, as the figure illustrates).
This iterative operation is reflected in the following equation, which gives the probability of two 
terminals being in relative distance dt after time /:
p ( d ) =  Z  Z {®(SRC _ x ,S R C _  y )  * <t> (D S T _ x ,D S T _ y) |ED(SRC _x,SRC _y,D ST _x,DST _ y ) = d )
v o n  ^
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