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Abstract
An autonomous variational inference algo-
rithm for arbitrary graphical models requires
the ability to optimize variational approxi-
mations over the space of model parameters
as well as over the choice of tractable fam-
ilies used for the variational approximation.
In this paper, we present a novel combina-
tion of graph partitioning algorithms with a
generalized mean field (GMF) inference algo-
rithm. This combination optimizes over dis-
joint clustering of variables and performs in-
ference using those clusters. We provide a
formal analysis of the relationship between
the graph cut and the GMF approximation,
and explore several graph partition strategies
empirically. Our empirical results provide
rather clear support for a weighted version
of MinCut as a useful clustering algorithm
for GMF inference, which is consistent with
the implications from the formal analysis.
1 Introduction
What are the prospects for fully autonomous algo-
rithms for variational inference in graphical mod-
els? Recent years have seen an increasingly sys-
tematic treatment of an increasingly flexible range
of algorithms for variational inference. In particu-
lar, the cluster variational framework has provided
a range of algorithms that extend the basic “belief
propagation” framework (Yedidia et al., 2000). Sim-
ilarly, general clusters of variables are also allowed
in recent treatments of structured mean field algo-
rithms (Wiegerinck, 2000). Empirical results have
shown that both kinds of generalization can yield more
effective algorithms.
While these developments provide much needed flexi-
bility for the design of effective algorithms, they also
raise a new question—how are the clusters to be cho-
sen? Until now, this issue has generally been left in
the hands of the algorithm designer; moreover, the de-
signer has been provided with little beyond intuition
for making these choices. For some graphical model ar-
chitectures, there are only a few natural choices, and
these can be explored manually. In general, however,
we wish to envisage a general piece of software for
variational inference which can be asked to perform
inference for an arbitrary graph. In this setting, it is
essential to begin to explore automatic methods for
choosing clusters.
In the setting of structured mean field algorithms (Jor-
dan et al., 1999, Ghahramani and Jordan, 1997) it is
meaningful to consider disjoint clusters, and in Xing
et al. (2003) we have proposed a generalized mean field
(GMF) algorithm for inference based on this assump-
tion, noting that the assumption of disjoint clusters
leads to a simple set of inference equations that can
be easily implemented. Disjoint clusters have another
virtue as well, which is the subject of the current
paper—they open the door to a role for graph par-
titioning algorithms in choosing clusters for inference.
There are several intuitions that support a possi-
ble role for graph partitioning algorithms in the au-
tonomous choice of clusters for graphical model in-
ference. The first is that minimum cuts are to be
preferred, so that as much as possible of the proba-
bilistic dependence is captured within clusters. It also
seems likely that the values of parameters should mat-
ter because they often reflect the ?coupling strength?
of the probabilistic dependences among random vari-
ables. Another intuition is that maximum cuts should
be preferred, because in this case the mean field act-
ing across a large cut may have an expectation that is
highly concentrated, a situation which corresponds to
the basic assumption underlying mean field methods.
Again, specific values of parameters should matter.
In this paper we provide a preliminary formal analysis
and a thoroughgoing empirical exploration of these is-
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sues. We present a theorem that relates the weight of
the graph cut to the quality of the bound of GMF ap-
proximation, and study random graphs and a variety
of settings of parameter values. We compare several
different kinds of partitioning algorithms empirically.
As we will show, our results turn out to provide rather
clear support for a clustering algorithm based on min-
imal cut, which is consistent with implications drawn
from the formal analysis. A more general version of the
GMF algorithm that allows non-factorizable potentials
is also provide in this paper and possible extensions
motivated by our formal analysis are discussed.
2 The generalized mean field (GMF)
algorithm
Mean field approximation refers to a class of varia-
tional approximation methods that approximate the
true posterior distribution p(X) with a simpler distri-
bution q(X), for which it is feasible to do exact in-
ference. Such distributions are referred to as tractable
families. A tractable family usually corresponds to a
subgraph of a graphical model.
The generalized mean field algorithm developed
in Xing et al. (2003) uses a disjoint clustering of the do-
main variables, C = {C1, C2, . . . , CI}, where Ci refers
to the set of indices of nodes in the ith cluster, to de-
fine a subgraph made up of tractable connected com-
ponents of clusters of nodes. This results in a GMF
approximation to the joint posterior that can be ex-
pressed as a product of (tractable) cluster marginals:
q(X) =
∏
qi(XCi ).
The GMF algorithm developed in Xing et al. (2003)
assumes the potential functions of the cliques in the
graphical models to be cluster-factorizable, which is
not always satisfiable for general distributions, for ex-
ample, in case of a distribution defined by tabular po-
tential functions. As a prelude to our investigation
of graph partitioning and GMF approximation, we
briefly summarize an improved version of the GMF al-
gorithm, which subsumes the previous version in Xing
et al. (2003).
We assume that the graphical model of interest admits
an exponential representation, i.e.,
p(X|θ) =
1
Zp
exp{
∑
α∈A
θαφα(XDα)}, (1)
where D = {Dα|α ∈ A} denotes a set of cliques of the
graph, indexed by a set A, where φ = {φα|α ∈ A}
denotes the set of potential functions defined on the
cliques, and where θ = {θα|α ∈ A} denotes the set of
parameters associated with these potential functions,
and where Zp is a normalization constant (the parti-
tion function). Given a disjoint variable partitioning,
C, the true cluster conditional of each variable cluster
Ci given its Markov blanket MBi is:
p(XCi |XMBi = xMBi) ∝
exp
{ ∑
Dα⊆Ci
θαφα(XDα) +
∑
Dβ⊆Bi
θβφβ(XD
β
∩Ci
,xD
β
∩MBi
)
}
,
(2)
where Bi denotes the set of cliques that intersect with
but are not contained in cluster Ci, and where the
lower-case character x denotes a specific assignment to
variable X. Without loss of generality, we assume that
all the potentials are positively weighted (i.e., θ > 0)
and the signs are subsumed in the potential functions.
Given a clique Dβ , let Iβ denote the set of indices
of clusters that have non-empty intersection with Dβ .
Let Iβi denote Iβ \ i. Finally, let us refer to the ex-
pectation of the potential φβ(XD
β
) under the mean
field cluster marginals indexed by Iβi as a peripheral
marginal potential of cluster Ci:
φ′β(XDβ∩Ci , qI
βi
) ,
〈
φβ(XD
β
)
〉
q
I
βi
=
∫
φβ(XD
β
∩Ci
,xD
β
∩MBi
)q
I
βi
(xD
β
∩MBi
)dxD
β
∩MBi
,(3)
where q
I
βi
(·) =
∏
j∈Iβi
q
j
(XCj ).
Given the peripheral marginal potentials of all the
cliques intersecting with cluster Ci, the GMF approx-
imation to the cluster marginal of this cluster is:
qi(XCi) ∝
exp
{ ∑
Dα⊆Ci
θαφα(XDα) +
∑
Dβ⊆Bi
θβφ
′
β(XDβ∩Ci , qIβi)
}
,
(4)
from which the isomorphism of the GMF approxima-
tion of the cluster marginal to the true cluster condi-
tional (i.e., Eq. (2)) is apparent.
The definition of φ′β makes it clear that the right-hand
side of the mean field equation of cluster marginal qi
depends only on a set of cluster marginals that are de-
pendent on the Markov blanket variables of cluster Ci,
which does not include qi. Thus, Eqs. (3) and (4) con-
stitute an asynchronous iteration procedure that loops
over each cluster, calculating its peripheral marginal
potentials using the current cluster marginals of its
Markov blanket clusters, and then updating its own
cluster marginal, until a fixed point is reached. This
approach makes it straightforward to obtain update
equations—all that is needed is to decide on a sub-
graph and a variable clustering, to identify the Markov
blanket of each cluster, and to plug in the peripheral
marginal potentials according to Eq. (4).
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The definition of peripheral marginal potential is more
general than the mean field messages defined in Xing
et al. (2003), which can be viewed as a special case that
applies to cluster-factorizable potentials. For other
non-factorizable potentials, such as tabular potentials,
peripheral marginal potentials are still well defined.
3 Bounds on GMF approximation
The quality of the GMF approximation depends criti-
cally on the choice of variable clustering of the graphi-
cal model. In the following we present a theorem that
formally characterizes this relationship.
Theorem 1 (GMF bound on KL divergence):
The Kullback-Leibler divergence between the GMF ap-
proximation to the joint posterior and the true joint
posterior is bounded by the sum of the weights of poten-
tial functions associated with the cross-border cliques,
up to some constants intrinsic to the graphical model:
aW ≤ KL(q‖p) ≤ bW, (5)
where W =
∑
Dβ⊆∪Bi
θβ, a and b are constants de-
termined by the potential functions of the cross-border
cliques (but independent to the potentials internal to
the clusters.)
A proof of this theorem is provided in the Appendix.
The theorem of GMF bound provides a clear guide-
line for choosing a desirable partitioning of a general
graphical model: empirically, it is desirable to break
cliques associated with small weights while clustering
variables; more systematically, we can use a graph par-
titioning algorithm to seek an optimal decomposition
of the graph underlying the model. In the following,
we explore several graph partitioning strategies on ran-
dom graphs with pairwise potentials (each clique con-
tains only two variables) to confirm and exploit The-
orem 1 experimentally.
4 Variable clustering via graph
partitioning
A wide variety of graph partitioning algorithms
have been explored in recent years in a number of
fields (e.g., Goemans and Williamson, 1995, Rendl and
Wolkowicz, 1995). Given our focus on disjoint clusters
in the GMF approach, these algorithms have immedi-
ate relevance to the problem of choosing clusters for
inference. In this section, we describe the methods
that we have explored.
4.1 Graph partition
Let G(V, E, A) be a weighted undirected graph with
node set V = {1, . . . , n}, edge set E and nonnegative
weights aij , for (i, j) ∈ E (aij = 0 if there is no edge
between node i and j; also aii = 0, ∀i). We refer to
the symmetric matrix A = {aij} as the affinity matrix.
We equip the space of n × n matrices with the trace
inner product A•B = tr AB; let A  0 denote positive
semidefiniteness (A  B denotes A − B  0); and let
A ≥ 0 denote elementwise non-negativity of A. The
linear operator Diag(a) forms a diagonal matrix from
the vector a, and its adjoint operator diag(A) yields
a vector containing the diagonal elements of A. We
denote by ek the vector containing k ones.
4.1.1 Equi-MinCut
We first consider graph partition (GP) problems based
on minimum cuts. Given a graph G(V, E, A) as
described above, a classical formulation (Rendl and
Wolkowicz, 1995) asks to partition the node set into
k disjoint subsets, (S1, . . . , Sk), of specified sizes m1 ≥
m2 ≥ . . . ≥ mk,
Pk
j=1 mj = n, so as to minimize the
total weight of the edges connecting nodes in distinct
subsets of the partition. This is known as the mini-
mum
k-cut of G. In this paper, we concern ourselves with
the special case of this problem in which all subsets
have equal cardinality m, a problem that we refer to
as k equi-MinCut (k-MinC). 1 Equi-MinCut avoids
potentially skewed cuts on highly imbalanced graphs,
and leads to a balanced distribution of computational
complexity among clusters.
A k-way node partition can be represented by an
indicator matrix X ∈ Rn×k with the j-th column,
xj = (x1j x2j . . . xnj)
t, being the indicator vector for
the set Sj , ∀j:
xij =
{
1 : if i ∈ Sj
0 : if i /∈ Sj
.
Thus, k-equipartitions of a graph are in one-to-one cor-
respondence with the set
Fk = {X : Xek = en, X
ten = m, xij = {0, 1}}.
For each partition X , the total weight of the edges
connecting nodes within cluster Si to its complement
S¯i is equal to
1
2x
t
i(D − A)xi, where D = Diag(Aen).
As a result, the total weight of the k-cut is
Ck =
∑
i
1
2
xti(D −A)xi =
1
2
trXtLX, (6)
where L , D − A is the Laplacian matrix associated
with G.
1In combinatorial optimization, this problem is tradi-
tionally referred to as the k-partition problem. It is NP-
hard, and to be distinguished from unconstrained minimum
cut, which is not NP-hard.
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Thus, k equi-MinCut can be modeled as the following
integer programming problem
(k-MinC) MinC∗k := min{tr X
tLX : X ∈ Fk}.
4.1.2 Equi-MaxCut
We may also wish to find a k-partition that maximizes
the total weight of the cut. This problem is known as
the Max k-Cut in combinatorial optimization. Even
without any size constraint this problem is NP-hard.
In this paper, we again concern ourselves with a con-
strained version of the problem, in which all subsets
have equal cardinality m. Thus we have the following
k equi-MaxCut (k-MaxC) problem
(k-MaxC) MaxC∗k := max{tr X
tLX : X ∈ Fk}
=
∑
i
dii −min{tr X
tAX : X ∈ Fk}.
We see that both k-MaxC and k-MinC are quadratic
programs, and the relaxations that we consider will
treat them identically.
4.1.3 Weight matrices
The design of the affinity matrix has a fundamental
impact on the results that are produced by graph par-
tition algorithms. The naive choice in our case is to
simply let aij = 1 when node i and j are connected
in a graphical model, and let aij = 0 otherwise. Intu-
itively, an equi-MinCut using such an affinity matrix
will capture more of the local dependency structure in
the model, while an equi-MaxCut will lead to lower
computational cost for inference in each cluster.
One can also partition the graphical model based on
coupling strength, i.e., letting aij = θij , the weights of
the pairwise potentials, so that an equi-MinCut results
in clusters with strong intra-cluster coupling, whereas
an equi-MaxCut produces a clustering with only weak
couplings left in each cluster.
It also seems sensible to consider weighting schemes
that favor large cuts with small coupling strength, or
small cuts and large coupling strengths. We explore
such a scheme by choosing weights that are inversely
related to coupling strength.
The following table summarizes the various partition
strategies explored in this paper, and the correspond-
ing design of the affinity matrix.
Table 1: Graph partition schemes
GP
scheme
k-
MinCa
k-
MinCb
k-
MinCc
k-
MaxCa
k-
MaxCb
k-
MaxCc
aij
value
{1, 0} {θij , 0} {
1
θij
, 0} {1, 0} {θij , 0} {
1
θij
, 0}
4.2 Semi-definite relaxation of GP
Both k equi-MinCut and k equi-MaxCut are NP-hard.
But there exist a variety of heuristics for finding ap-
proximate solutions to these problems (Frieze and Jer-
rum, 1995, Karisch and Rendl, 1998). In the sequel,
we describe an algorithm that finds an approximate
solution to k-MinC and k-MaxC using a semidefinite
programming (SDP) relaxation (Karisch and Rendl,
1998).
4.2.1 Semidefinite programming
Semidefinite programming (SDP) refers to the prob-
lem of optimizing a convex function over the convex
cone of symmetric and positive semidefinite matrices,
subject to linear equality constraints (Vandenberghe
and Boyd, 1996). A canonical (primal) SDP takes the
form:
(SDP)


min C •X
s.t. Ai •X = bi for i = 1, . . . , m
X  0
Because of the convexity of the objective function and
the feasible space, SDP problems have a single global
optimum. With the development of efficient, general-
purpose SDP solvers based on interior-point methods
(e.g., SeDuMi (Sturm, 1999)), SDP has become a pow-
erful tool in solving difficult combinatorial optimiza-
tion problems. Here, we describe a simple SDP relax-
ation for solving graph partitioning problems.
4.2.2 SDP relaxation of GP
We now derive a semidefinite relaxation for GP. For
simplicity, we illustrate only for k-MinC; k-MaxC
follows similarly with the appropriate change to the
objective.
The first step in SDP relaxation involves replacing
XtLX with tr LY , where Y is equal to XX t; this
linearizes the objective. Let us define the set Tk:
Tk := {Y : ∃X ∈ Fk such that Y = XX
t}.
Thus k-MinC reads: MinC∗k := min{tr LY : Y ∈
conv(Tk)}.
Note that due to linearization of the objective, our
feasible set can be rewritten as the convex hull of the
original set Tk. The next step is to approximate the
convex hull of Tk by outer approximations that can be
handled efficiently. Karisch and Rendl (1998) describe
a nested sequence of outer approximations for GP that
leads from the well-known eigenvalue bound of Donath
and Hoffman to increasingly accurate bounds. Omit-
ting details, one of their relaxation schemes results in
the following SDP relaxation for k-MinC:
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Table 2: GP performance. (default: K-means rounding; rp: random projection rounding)
Equi-MinCut Equi-MaxCut
k lower-b feas. X f/b upper-b feas. X f/b feas. X (rp) f/b (rp)
3 34 38 1.10±0.03 78 75 0.96±0.02 71 0.91±0.04
4 41 45 1.09±0.02 82 80 0.97±0.02 74 0.90±0.04
6 52 55 1.06±0.03 83 81 0.97±0.01 77 0.93±0.02
8 59 61 1.03±0.02 83 82 0.99±0.01 79 0.95±0.02
3 73 77 1.05±0.02 122 119 0.97±0.01 113 0.92±0.03
4 86 90 1.05±0.02 135 130 0.97±0.01 122 0.91±0.03
6 104 207 1.03±0.01 140 137 0.98±0.01 128 0.91±0.02
8 116 118 1.02±0.01 140 138 0.99±0.01 131 0.93±0.01
(P )


max 12 tr LY
s.t. diag(Y ) = en
Y en = men
Y ≥ 0 elementwise
Y  0, Y = Y t
(P) is an SDP and can be solved by an interior-point
solver such as SeDuMi.
4.2.3 Finding a closest feasible solution
While in some cases a bound is the major goal of a
relaxation, in our case we require that the relaxation
give us a (feasible) solution. In particular, the optimal
solution of problem (P ) is in general not feasible for
the original GP problem, and we need to recover from
the approximate solution a closest feasible solution,
X , to the original GP problem. We use the following
scheme in this paper.
• From the relaxed solution Y , find a decomposition
Y = X ′X ′t via SVD (note that X ′ is usually full rank
rather than of rank k as in the feasible case).
• Treat each row in X ′ as a point in Rn; cluster these
points using a variant of the standard K-means algo-
rithm that finds equi-size clusters. (We use multiple
restarts and pick the result with the best cut value).
• Complete the feasible index matrix X: xij = 1 iff row
i of X ′ gets assigned to cluster j.
This rounding scheme is related to the random-
ized projection heuristic studied by Goemans and
Williamson (1995) in their work on Max-Cut. In this
approach, the label (-1 or +1) of each vector is chosen
according to whether the vector is above or below a
randomly chosen hyperplane passing through the ori-
gin. Frieze and Jerrum (1995) generalized this scheme
to max k-cut. Rendl and Wolkowicz (1995) proposed
another alternative involving a first-order Taylor ex-
pansion of the cost function around the relaxed X ′.
However, these schemes make it difficult to enforce size
constraints on the clusters, and occasionally produce
artifacts such as having an empty cluster. Empirically,
we have found that a K-means heuristic usually leads
to superior and often near-optimal results.
5 Experiments and Results
In this section, we combine graph partitioning with the
GMF algorithm to perform inference on randomly gen-
erated undirected graphical models with singleton and
pairwise potentials. We analyze three aspects of the
overall procedure—the quality of graph partition, the
accuracy of approximate marginal probabilities, and
the tightness of lower bounds on the log partition func-
tion.
For each trial, we use a random graph of 24 nodes 2
and specify the distribution p(x|θ) by making a ran-
dom choice of the model parameter θ from a uniform
distribution U(a, b). For single node weights θi, we
set a = −wobs and b = −wobs; for pairwise weights
θij , we set a = −wcoup, b = 0 for repulsive coupling,
a = −wcoup, b = wcoup for mixed coupling, and a = 0,
b = wcoup for attractive coupling, respectively.
5.1 Partitioning random graphs
Our graphs are generated by sampling an edge with
probability p for each pair of nodes. Table 2 summa-
rizes the performance (over 100 trials) of various graph
partition schemes on random graphs. To assess perfor-
mance, we compute the ratio f/b between the feasible
cut and the bound of the cut provided by the SDP re-
laxation (the optimal solution must fall between f and
b). In the top panel, we show results for partitioning
unweighted graphs with p = 0.3 into k = 3, 4, 6, and 8
clusters. The bottom panel shows results for partition-
ing denser unweighted graphs with p = 0.5. Partitions
on weighted graphs show similar performance.
We see that the SDP-based GP provides very good and
2Indeed, a standard SDP solver can readily handle
larger graphs (e.g., with more than 100 nodes). But the
exact solutions of the singleton marginals of larger graphs
are very expensive to compute, which makes it difficult to
obtain good estimates of the inference error.
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0.24
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Figure 1: `1 errors of singleton marginals on random graphs, with different coupling types, and strengths. Each experiment
is based on 20 trials. The sampling ranges of the model parameters for each set of trials are specified on top of each
graph as (wobs, wcoup). (x-axis: the number of clusters; y-axis: the `1 error; solid lines: cut based on θij -weighted A;
dashed lines: cut based on unweighted A; dashed-dot lines: cut based on 1/θij -weighted A; lines with diamond symbols:
equi-MaxCut (black); lines with round-dot symbols: equi-MinCut (blue); dotted line with square symbols: random cut
(red). For reference, the dotted (red) line with no symbol marks the baseline error of naive mean field.)
stable partitioning results, usually no worse than 10%
of the optimal cut values, and often within 5%. Note
also that the K-means rounding scheme outperforms
the random projection rounding (rp).
5.2 Single-node marginals
We compared performance of GMF using different
graph partition schemes with regard to the accuracy on
single-node marginals. We used all six GP strategies
summarized in Table 1, as well as a random clustering
scheme. To assess the error, we use an `1-based mea-
sure as described in Xing et al. (2003). The exact
marginals are obtained via exhaustive enumeration.
We used graphs of two different densities in our exper-
iments: moderately connected graphs, with treewidth
12± 1, more than an order of magnitude greater than
the largest cluster to be formed; and densely connected
graphs, with treewidth 16±1. For reasons of space, we
show only results for the moderately connected graphs.
Figure 1 shows that for all variable clusterings, GMF
almost always improves over the naive mean field. As
expected, equi-MinCut always provides better results
than other partition strategies. In particular, equi-
MinCut based on coupling strength yields the best re-
sults (consistent with Theorem 1), followed by equi-
MinCut based on node degree, then equi-MinCut that
cuts the least number of heavy edges. This suggests
that, to better approximate the true marginals, it is
important to capture strong couplings within clusters.
Equi-MaxCut fares less well; indeed, it is worse than
a random cut in most cases. It is worth noting, how-
ever, that cutting lightweight edges (i.e., maximizing
the sum of 1
θij
across clusters) leads to better perfor-
mance than degree- or coupling-based cuts.
For denser graphs (results not shown), the perfor-
mance gap between different clustering schemes be-
comes smaller, but the trend and the relative order
remain the same.
5.3 Bounds on log partition function
Figure 2 shows the lower bounds of the log partition
functions given by the GMF approximations. Com-
paring to Figure 1, we see that there is a good corre-
spondence between the performance on approximating
marginals and the tightness of the lower bound, a re-
assuring result in the context of mean-field algorithms.
6 Discussion
We have investigated combinations of graph partition
algorithms with the generalized mean field algorithm,
which allows mean field approximations to be opti-
mized over both parameter space and variable par-
tition space in an autonomous fashion. We proved
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Figure 2: Accuracy of the lower bound on the log partition function. The ordering of the panels and the legends are the
same as in Fig 1, except that the y-axis now corresponds to the ratio of the lower bound of the log partition function due
to GMF versus the true log partition function.
that the quality of the GMF approximation is bounded
by the total absolute weight of the potentials of the
disrupted cliques due to the disjoint variable clus-
tering underlying GMF approximation. Empirically,
we confirmed that although all graphs partitions lead
to improvement over a naive mean field approxima-
tion, a minimal cut equipartition clearly yields the
best GMF approximation, measured both by singleton
marginals and lower bounds of the true log partition
function. Moreover, there is a good association be-
tween the qualities of the approximate marginals and
lower bounds.
This paper represents an initial foray into the prob-
lem of choosing clusters for cluster-based variational
methods. There is clearly much more to do. First, we
should note that we are far from the ideal approach,
where we base the clustering criterion on the ultimate
goal—that of obtaining accurate estimates of marginal
probabilities. This is of course an ambitious goal to
aim for, and in the near term it seems advisable to
attempt to find effective surrogates. In particular, we
do not want the problem of choosing clusters to be
as computationally complex as the inference problem
that we wish to solve! (Fortunately, many efficient
solvers are available to solve the GP problem nearly
optimally via SDP or spectral relaxation.) We should
consider surrogates that involve more general combi-
nations of parameter values along cuts. In particular,
we found little support for the use of maximum cuts in
our experiments, but perhaps if we search for large cuts
along which the parameter values are uniformly small
we will have more success in this regard. In general,
we might ask for a surrogate that aims to capture both
the setting under which mean field approximations are
effective, and the setting under which important local
dependencies can be treated tractably.
Note also that we have focused on partitioning meth-
ods that decompose a large graphical model into clus-
ters of equal size. With no prior knowledge of the local
connectivity within the clusters, this equal-size heuris-
tic seems reasonable; we wish to roughly distribute re-
sources equally to each cluster (e.g., to balance the
load in a parallel computing setting). Again, however,
it would be useful to explore surrogates that attempt
to capture local connectivity in the clustering criterion.
In light of Theorem 1, there are a number of extensions
of the research reported here that potentially lead to
further improved GMF approximation. First, Eq. 8 in
the appendix suggests that it may be advantageous to
use other weighting schemes, such as the entropy-like
clique weights (expected potentials) 〈φβ〉q , and seek
a partition that minimizes the sum of expected cross-
border potentials. Obviously, exact computation of
the entropy-like weights requires the true joint distri-
bution, and is thus infeasible. We may approximate
the expected potential of each clique by replacing the
true marginal distribution of the variables in the cor-
responding clique with a naive mean-field-like approx-
imation to the marginal: q(XD
β
) ∝ exp{θβφβ(XD
β
)};
this turns the computation of the expectation into a
local computation. It is possible to use a algorithm
that iterates between GMF (to update the marginal
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q(·)) and GP (to update the partition).
Another possible extension is to replace the disjoint
clustering with the tree-connected clustering. The term
W in the GMF bound can be also viewed as the total
weight of the disrupted cliques (with respect to the
original graph) in the subgraph underlying a GMF
approximation. Thus, we may further reduce W by
departing from the completely disjoint clustering to
tree-connected clusters, in which we connect all the
disjoint clusters resulting from a graph partition using
a tree whose nodes are clusters. The link between ev-
ery pair of connected clusters is chosen to be the max-
imally weighted clique shared by the clusters. Such a
tree can be easily obtained via constructing a maxi-
mal spanning tree of variable clusters. The motivation
of using tree-connected clusters rather than arbitrary
subgraphs to approximate the true joint distribution
is that under such a subgraph, the message-passing-
based GMF algorithm described earlier is still guaran-
teed to converge and yield a set of globally consistent
approximate cluster marginals.
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A Proof of the GMF bound theorem
Proof.
According to the GMF theorem, the GMF approxima-
tion to p(X) is
q(X) =
Y
i
q(XCi)
=
1
Zq
exp
n X
i
X
Dα⊆Ci
θαφα(XDα) +
X
i
X
Dβ⊆Bi
θβφ
′
β(XDβ∩Ci )
o
=
1
Zq
exp
n X
α
θαφα(XDα)
−
X
Dβ⊆∪Bi
θβφβ(XDβ ) +
X
Dβ⊆∪Bi
kβθβφ
′
β(XDβ∩Ci )
o
=
1
Zq
exp
nX
α
θαφα(XDα) +
X
Dβ⊆∪Bi
θβ
`
kβφ
′
β(XDβ∩Ci )−φβ(XDβ )
o´
,
(7)
where kβ = |Iβ | is the number of clusters intersecting
with clique β (note that for simplicity, we omit the
argument qIβi in the peripheral marginal potentials).
Thus, the KL divergence between q and p is:
KL(q‖p) =
Z
x
q(x) log
q(x)
p(x)
dx
=
X
Dβ⊆∪Bi
θβ
“
kβ
˙
φ
′
β(XDβ∩Ci )
¸
q
−
˙
φβ(XDβ )
¸
q
”
− log
Zq
Zp
=
X
Dβ⊆∪Bi
θβ(kβ − 1)
˙
φβ(XDβ )
¸
q
− log Zq + log Zp. (8)
Now, let φβ,max = maxx φβ(xD
β
), φβ,min =
minx φβ(xD
β
), we have, φβ,min ≤ 〈φβ(XD
β
)〉
q
≤ φβ,max.
Define aφ = minD
β
⊆∪Bi
(kβ − 1)φβ,min, and bφ =
maxD
β
⊆∪Bi
(kβ−1)φβ,max, then (since all the θs are pos-
itive by definition),
aφ
∑
Dβ⊆∪Bi
θβ ≤
∑
Dβ⊆∪Bi
θβ(kβ − 1)
〈
φβ(XD
β
)
〉
q
≤ bφ
∑
Dβ⊆∪Bi
θβ .
(9)
To bound the log partition function, we find that
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Zq =
X
x
exp
n X
α
θαφα(xDα)
o
×
exp
n X
Dβ⊆∪Bi
θβ
`
kβφ
′
β(xDβ∩Ci )− φβ(xDβ )
´o
≤
X
x
exp
n X
α
θαφα(xDα)
o
× exp
n
bZ
X
Dβ⊆∪Bi
θβ
o
= Zp exp
n
bZ
X
Dβ⊆∪Bi
θβ
o
, (10)
where
bZ = max
β
(kβφβ,max − φβ,min)
= max
β
(
(kβ − 1)φβ,max + (φβ,max − φβ,min)
)
.(11)
Similarly,
Zq ≥ Zp exp
n
aZ
X
Dβ⊆∪Bi
θβ
o
, (12)
where
aZ = min
β
(
(kβ − 1)φβ,min + (φβ,min − φβ,max)
)
. (13)
Thus,
log Zp + aZ
∑
Dβ⊆∪Bi
θβ ≤ log Zq ≤ log Zp + bZ
∑
Dβ⊆∪Bi
θβ . (14)
Putting these together, we have
aW ≤ KL(q‖p) ≤ bW, (15)
where a = max(0, aφ − bZ) and b = bφ − aZ .
In the special case where kβ = k, for all β (e.g., all
pairwise potentials), aφ− bZ = (k−1) minβ,β′(φβ,min−
φβ′,max) + minβ(φβ,min − φβ,max) ≥ k minβ,β′(φβ,min −
φβ′,max), and b = bφ−aZ ≤ k maxβ,β′(φβ,max−φβ′,min) ≡
k∆φ. Since KL divergence is always nonnegative, we
have
0 ≤ KL(q‖p) ≤ k∆φW. (16)
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