with periodic boundary conditions. The aim is to describe the long-time dynamics by deriving effective equations for it when L is large and the characteristic size ǫ of the data is small. Such questions arise naturally when studying dispersive equations that are posed on large domains (like water waves in the ocean), and also in theory of statistical physics of dispersive waves, that goes by the name of "wave turbulence". Our main result is deriving a new equation, the continuous resonant (CR) equation, that describes the effective dynamics for large L and small ǫ over very large time-scales. Such time-scales are well beyond the (a) nonlinear timescale of the equation, and (b) the Euclidean time-scale at which the effective dynamics are given by (NLS) on R d . The proof relies heavily on tools from analytic number theory, such as a relatively modern version of the Hardy-Littlewood circle method, which are modified and extended to be applicable in a PDE setting.
1. Introduction 1.1. The nonlinear Schrödinger equation on the torus. The first fundamental question, beyond well-posedness, in the study of nonlinear dispersive equations is the long time dynamics of small amplitude solutions. There is a large body of work when the domain is R n , where for most equations, the asymptotic behavior of small solutions is well-understood [23, 5] . However, the situation is markedly different on bounded domains, where solutions, even for small initial data, exhibit rich and complicated dynamical behaviors. These can range from quasi-periodic motion [22] to solutions that exhibit a very vigorous departure from linear behavior, like energy cascades between different length-scales.
The purpose of this manuscript is to study the long time dynamics of the nonlinear Schrödinger equation
where T n L is the torus of size L, i.e., the box [0, L] n with periodic boundary conditions.
Setting for the moment p = ǫ = L = 1, local well-posedness for smooth data trivially holds. However, Bourgain [2] in a foundational work, obtained local well-posedness for data in H n 2 − 1 p + (slightly smoother than the scale invariant space). Combining this local result with the conserved quantities of the equation leads directly to global solutions for n = 1, 2, 3 in the defocusing case, and for small data in the focusing case. Similar global results for were later 1 obtained in the energy-critical case (see [16, 3, 18] ). This raises the question: what are the qualitative features of these global solutions? It is expected that for generic initial data, solutions will exhibit a behavior that is markedly different than the linear one (no matter how small the size of the data is!). An example of such behavior is the energy cascade phenomenon, in which solutions transfer their energy to higher and higher Fourier modes. This can be measured by inspecting the behavior of high Sobolev norms, in which case one expects to find an abundance of solutions which satisfy for s > 1, lim sup t→∞ u(t) H s = ∞. Although this has not been proven for any solution on the torus T n (though see [12] ), there are solutions which exhibit arbitrarily large growth factor [6, 10, 11, 14, 9] .
It should be mentioned that the intuition for energy cascades is highly motivated by the theory of statistical physics of nonlinear dispersive waves, namely "wave or weak turbulence" [25, 21] , 1 Unfortunately, this theory is, so far, lacking mathematical foundations (see [20] for the best result in that spirit). The most striking element of the theory of wave turbulence, is the derivation of a kinetic model which should describe large time dynamics. The derivation of this kinetic equation is performed under a randomness assumption, and in the limit where ǫ → 0, L → ∞. This was one motivation for the central aim of this article: describe the long time dynamics of u, on a time-scale T → ∞, as ǫ → 0 (weak nonlinearity) and as L → ∞ (big box limit, or, up to rescaling, high frequency limit).
Effective dynamics on large domains.
Another motivation to study the long-time behavior in the large box limit, is to understand the various regimes and effective dynamics that are featured by dispersive systems on large domains (e.g. water waves equation posed on the ocean surface). Indeed, for such systems, one is often tempted, for modeling and mathematical reasons, to find simplified equations posed on R n that approximate the real dynamics when L is very large. The first and most intuitive such simplification, is to study the same equation on R n . We call this the Euclidean approximation. However, one soon notices that this approximation has its limitations, namely it is only valid in situations and over timescales for which the solution does not feel the effect of the boundary of the domain.
To explain this more precisely, let us consider again our equation (1.1). We first identify two important time-scales for the dynamcis:
The nonlinear time-scale T nl : this is the time needed for the nonlinearity to have an effect of size O(1). It is easy to see that for initial data of size ǫ and a nonlinearity of degree 2p + 1, the nonlinear time scale is T nl ∼ ǫ −2p . Therefore keeping L fixed and letting ǫ → 0, we have: 1) for t ≪ T nl the dynamics of u is given (to leading order) by the linear Schrödinger equation on T n L ; and 2) for t = O(T nl ) the dynamics is given by the nonlinear Schrödinger equation on T n L . The Euclidean time-scale T E : this is the time needed for the solution to be affected by the geometry of the domain T n L . Since at the linear level, wave packets at frequency scale ∼ 1 move at speed ∼ 1, then one can heuristically argue that a scale ∼ 1 wave packet, initially localized, would take time O(L) to wrap up the torus; therefore T E ∼ L. Thus for ǫ fixed and L large, the dynamics of u is well approximated for t ≪ T E by the nonlinear Schrödinger equation on R n .
This leads to the main question of the present work:
What happens after the Euclidean approximation breaks, i.e., T ≫ L and after the nonlinear effects take place, i.e., T ≫ ǫ −2p ? Is there an equation that describes the dynamics of solutions when ǫ is small and L is large?
1.3. The resonant time-scale and rough statement of results. The purpose of this paper is to contribute to the answer to the above open-ended question. Roughly speaking, our result can be stated as follows: There exists another time-scale T R , that we call the resonant time-scale, that is much longer than both T nl and T E , and over which we can still describe the effective dynamics by an equation on R n . We call this equation the Continuous Resonant (CR) equation. The rigorous derivation of this equation, along with proving how it approximates the (NLS) dynamics in the limit of large L, constitutes the bulk of this paper. In a companion paper [4] , we will analyze this equation and study more of its properties.
Let us start by giving a formal derivation of this equation. First, for simplicity of the presentation, we set p = 1 and choose the defocusing + sign of the nonlinearity in (NLS) (both of which have little role in what follows). We start with an ansatz v = ǫu to emphasize the size of the initial data under consideration. The equation satisfied by u is given by
Expand u in its Fourier coefficients,
and e(α) = exp(2πiα), and define a K (t) = e(−|K| 2 t) u K (t). The equation satisfied by a K reads
where K i ∈ Z n L , for i = 1, 2, 3, and
We split the nonlinear terms into resonant and non-resonant interactions:
non-resonant interactions , and prove the following:
1) For ǫ sufficiently small, the non-resonant interactions become dynamically irrelevant, and the dynamics of small solutions are well-approximated by the resonant terms only. The proof of this requires the use of normal form transformations. Eliminating the cubic non-resonant terms by a normal forms transformation justifies this approximation under the restrictive condition ǫ < L −1− (cf. [8] ). In this paper, we eliminate non-resonant terms up to an arbitrary large (but finite) degree. This allows us to justify this resonant approximation under the mild condition ǫ < L −γ for arbitrary small γ > 0. This is done in Section 6. The upshot is that effectively, the dynamics of a K (t) are given by
2) For L sufficiently large, one can approximate the resonant sum above by an integral in a manner similar to how Riemann sums are approximated by integrals. However, since the sum is over a set on integers (
3 which are the zeros of the quadratic form Ω 3 , this leads to deep problems in analytic number theory.
The Circle Method. Our main tool to rigorously perform the approximation mentioned above and to estimate the resonant sum is based on recent improvements of the Hardy-Littlewood circle method (e.g. smooth versions of Kloosterman's leveling method as presented by Hooley [17] and by Duke, Friedlander, and Iwaniec [7] ). Our treatment of the circle method, which is presented in Section 2, follows closely the work of Heath-Brown [15] . However, the results in [15] are not applicable to the PDE problem we are considering here. Namely we need to estimate functions defined as weighted lattice sums. More specifically, we consider,
where Q is a quadratic form and L is a linear function, and ask for 1) boundedness of the map W → F , in certain function spaces; and 2) the convergence of F (in function space) as L → ∞. In addition the function W is neither compactly supported nor does it vanish when Q(K) = 0.
Using the circle method, we prove that there exists a normalization factor Z n (L), such that the resonant sum converges to an explicit integral operator T as follows: If f is sufficiently smooth and decaying, then
where ζ is the Riemann zeta function. The operator T is an integral over the set S(K) = 0 and Ω(K) = 0,
These results are presented in Sections 4 and 5.
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Consequently the limiting dynamics of a K (up to rescaling time by a factor
Zn(L)ǫ 2 ) is given by the "Continuous Resonant" equation
provided ǫ < L −γ for arbitrary small γ > 0. This equation is studied in the companion paper [4] .
For general p ∈ N, n ≥ 1 with np ≥ 2, and again by using the circle method, we can show that the resonant sum converges to an integral operator with a normalization factor
Thus the term log L appears when n = 1 and p = 2, or when n = 2 and p = 1. The case of general p ∈ N will be presented in Section 7.
1.4. Main results. Again, for ease of notation and presentation, we first present our results for p = 1. For the general case, i.e., p ∈ N, the results and sketch of the modifications of the proofs are presented in Section 7.
The notations needed for the statements of the theorems below are given at the end of the introduction. The first theorem gives the time-scale and rate of convergence of solutions of the (NLS) to those of the (CR) equation.
Theorem 1. Fix ℓ > 2n and 0 < γ < 1. Let g 0 ∈ X ℓ+n+2,3n+3 (R n ), and suppose that g(t, ξ) is a solution of (CR) over a time interval [0, M] with initial data g 0 = g(t = 0). Denote by
Let u be the solution of (NLS) with initial data
Then for L sufficiently large, and ǫ 2 L γ sufficiently small, there exists a constant C γ,M,B such that or all t ∈ [0, MT R ],
where
if n = 2.
and
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A few remarks are in order. Firstly, the (CR) equation is locally well-posed in the spaces X ℓ,N for any ℓ > d − 1. This is proved in the companion paper [4] . Secondly, when n = 2, this result was first proved in [8] under the restriction ǫ < L −1−γ . Note that in this case the rate of convergence is (log L) −1 . Here we improve this result to obtain polynomial rate in L. This is accomplished by using the circle method to identify the logarithmically decaying correction term, which allows to state an approximation result with polynomially decaying error term in L. Thus we have the following: Theorem 2. Let n = 2. Fix ℓ > 4 and 0 < γ < 1. Let g 0 ∈ X ℓ+6,15 (R 2 ) and suppose that g(t, ξ) is a solution of
over a time interval [0, M] with initial data g 0 = g(t = 0), and denote by
Then for L sufficiently large, and ǫ 2 L γ sufficiently small, there exists a constant
Remark 1. All theorems in this paper, including the above two, have analogs for solutions (respectively sequences) on the unit torus T n (respectively Z n ). There, equation (CR) gives the effective dynamics for high-frequency envelopes of solutions of the (NLS) equation (1.1) posed the unit torus T n . More precisely, starting with a solution g(t) of the (CR) equation (as in the above two theorems) and taking initial data for (1.1) (with L = 1) of the form
n , where C N is a proper normalization parameter, one can show that e −it|k| 2 u(t, k) is approximated (in the limit of large N) by C N g(
) for an appropriate time-scale T N . This follows from a direct rescaling of the above two theorems; we refer to [8] [Theorem 2.6] and its proof for the details of this rescaling argument.
Notations. Throughout the paper we adopt the notation: e(z) = e 2πiz for any z ∈ C, and the following normalization for the Fourier transform of a function f on
The inverse Fourier transform reads then
The Fourier transform of a function f on the torus
while the inverse Fourier transform reads
For multilinear sums and quadratic forms arising from (NLS), we denote by:
•
Given two quantities A and B, we denote
• A B if ∃ C, a constant, such that A ≤ CB.
• A ≪ B if A ≤ cB for a sufficiently (depending on the context) small constant c > 0.
Our functional framework will be based on the X ℓ spaces defined by the norm
, a variant is given by the X ℓ,N spaces defined by the norm
We also recall Abel's summation formula: 
, where e(t)
and observe that since (L ∈ N here)
By isolating the zeroth Fourier mode, we conclude that
Therefore, if g is a smooth function, the right hand side of the equation above decays quickly in L:
2.1. The Circle Method. Let Q be a non-degenerate quadratic form with integer coefficients defined on R d , and for any m ∈ Z let Q m (z) = Q(z) − m. For a fixed µ ∈ R and L > 0 large such that µL 2 ∈ Z, we form the sum,
where W is a smooth rapidly decreasing function on R d .
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Our aim is to obtain good asymptotic of this sum for large L > 0. To do so, first we localize W close to Q µL 2 (z) = 0 by introducing an even cut off function χ ∈ C ∞ 0
, χ(0) = 1, and write the sum as
and note that (2.2)
e(αQ µL 2 (z)) depends critically on the size of the denominator q. This can be illustrated by the following elementary calculation
where in the last calculation we used the formula for Gauss's sum. From this calculation one can deduce two things: 1) For q > L the contribution to the sum in (2.2) should be of order
; and 2) The major contribution to the sum comes from intervals around rational points whose denominator is small, i.e., q < L. Thus to approximate the sum it pays off to split the integral by introducing a 1-periodic partition of unity which separates rational numbers according to the size of their denominator relative to the scale L. For this, we first notice that any rational point a q
, where the GCD of a and q is 1, i.e. (a, q) = 1, is a distance of order O( 1 qL ) from rational points with denominators smaller than L. Thus it is reasonable to look for a partition of unity generated by 1-periodic functions, centered around rational points since the contribution depends on this ratio and L is fixed once and for all), parametrized by L to be such that for all α ∈ R,
with the understanding that (0, q) = 1 if and only if q = 1.
The 1-periodic functions ψ will be constructed from a smooth real valued even function φ,
in which case the desired partition of unity can be written as
Writing the Fourier series coefficients of the above identity, we obtain (2.3)
where φ is the Fourier transform of φ in the first variable, and δ n is Kronecker delta.
The existence of such a φ, which is far from obvious, was established in [7] , and will be presented below following [15] . We will be able to ensure that φ is real-valued which leaves identity (2.3) invariant under taking conjugates (or equivalently switching the sign of a). So assuming for the moment that such a φ exists, we can writê
and consequently the original sum can be written as
For a fixed rational point a q
we use Poisson summation formula to approximate each of these sums by an integral. Recall that for any b ∈ Z d , the Poisson summation formula is given by
Writing now
and noting that
we can apply Poisson summation formula to conclude that
By changing variables x → Lx and denoting by r = q L , the sum can be written as (2.4)
Existence of the partition of unity. The partition of Kronecker delta as in (2.3) is essentially due to Duke, Friedlander and Iwaniec [7] (see also [19] ). Here we follow the formulation of Heath-Brown [15] .
In order to simplify the sum in (2.3), we adopt the ansatz
(for a function v to be defined). Using the fact that for any function u
The function v was constructed in [7] as follows.
Note that by (2.1) we have
where the cutoff function χ (which is chosen to be even, smooth, compactly supported on
], and such that χ(0) = 1) is introduced here for convenience. Consequently we can take v to be
and thus
We can simplify this expression by letting y = n L 2 , and define h by
) so that we can express φ as
Going back to (2.4), we notice that we have the freedom of multiplying h(r, y) by χ(y) at no cost (for example by starting with W χ 2 instead of W χ which also leaves the original sum invariant). Therefore, with
we can summarize these calculations in the following theorem:
(2.10)
The integral I µ (r, c) can be expressed in terms of the Fourier transform of h χ in the following manner. Writing
Remark. At this point we remark that Theorem 3 will be used to obtain sharp upper bound on the lattice sum for any µ as well as the asymptotics of the resonant sum, which corresponds to µ = 0. When µ = 0, we simplify the notation by writing I and S for I 0 and S 0 . Finding the asymptotics of the lattice sum for large L is equivalent to finding good asymptotics for the arithmetic function S and the integral I. In order to prove Theorems 1 and 2, the weight W will be chosen to depend on K in a nontrivial way. The dependence of W on K will manifest itself in two ways:
(1) One has to obtain bounds on the resonant sum that are sharp both in terms of the dependence on L and in terms of the function space where the approximation is performed.
(2) One has to prove the asymptotics of the resonant sum while keeping track of the size of the error in the relevant function space.
We will give below the asymptotics of h and S, and leave the analysis taking the weight W into account to the following two sections.
2.3.
The function h χ and its Dirac mass asymptotics. To find the asymptotics of I µ (r, c) we have to understand the behavior of the function h χ as r → 0. In fact we will see below that as r → 0, h χ (r, ·) → δ.
Recall that h χ : R + × R → R is defined as
where χ is even,
, χ(0) = 1, and
Consequently we need to analyze h for (r, y)
, h is independent of y and |∂ k r h(r, y)|
Consequently, one has the estimate sup r h L 1 y 1 and sup r r ∂ r h L 1 y 1.
(iii) For any 1 > a > r > 0, and n ∈ N 0 we have
for any positive N.
Proof. The proof of (i) is straightforward, so we move on to the proof of (ii). By the Poisson summation formula,
It is easy to check, by repeated integration by parts, that |∂ k r h(r)| r N for all k ≥ 0. 
Subtracting (2.15) from (2.14) and noticing that
and the desired bound follows from the estimates on h and h.
Next we turn to proving (iii). Starting from the equation (2.16), we have for n = 0
since h is even. In order to estimate´a 0 h r x dx, we rewrite it as the lim ǫ→0´a ǫ h r x dx. Since the series in ℓ below converges uniformly for ǫ > 0, the following manipulations are justified:
.
It is easy to show by repeated integrations by parts that |h 0 (x)| |x| N for all N, thus in order to prove the desired result it suffices to show that lim ǫ→0 J ǫ (r) = − 
Therefore for a fixed r and ǫ sufficiently small we have
and since 1 < s < 2 we conclude that
which concludes the proof for n = 0.
For n ∈ N, we need to show that
Notice that the last integral is proper because h(x) is compactly supported. Since h(r) = O(r N ), we turn our attention tô
First integrating n times by parts in s and using the compact support of w 0 we obtain up to constantsˆa
Then integrating in x and using the compact support of ω 0 and that n ≥ 1, we obtain up to constants
which is of O(r N ) by repeated integration by parts.
From this lemma one can conclude that as r → 0 the function h χ (r, ·) → δ.
Proof. Assume f Lip = 1. From Lemma 1 (iii), we havê
Since χ is smooth with χ(0) = 1, f is Lipschitz, and h is even, then is bounded by
where the constant C is independent of µL 2 .
Proof. Applying Cauchy Schwartz to the sum in a we get
where φ is the Euler's totient function. Substituting b =b+v, we obtain using the q−periodicity of the summand
Therefore the sum inb is zero unless q | ∇Q(v), which is bounded by a constant depending on Q only, and consequently the sum in b andb is bounded by O(q d ), which implies
and this proves the lemma.
Formulas for S(q, c).
We considered until now general quadratic forms Q, but we will now focus on the specific quadratic form given by the resonance modulus of (NLS).
Namely, for a fixed K ∈ R n , and for (
restricted to the subset given by the condition that frequencies add up to zero
This constraint implies that the quadratic form is defined on a vector space of dimension 2n, or in other words, following the notation of the previous section,
To take the constraint above into account, define the new coordinates (z 1 , z 2 ) ∈ R 2n by
for which the quadratic form takes the simple form
Going back to the arithmetic function, we start by noting that S(q, c) can be expressed as a Ramanujan sum. Using the explicit form of ω, we have The sum in x is zero unless q | ay + c m . Then the sum in x yields,
where a * denotes the multiplicative inverse of a modulo q. Utilizing the symmetry of the sum we obtain,
where c q (m) is the Ramanujan sum c q (m) defined by
Since Ramanujan sums are multiplicative, we immediately obtain the following lemma. Moreover, since for any prime p we have the explicit formula
we deduce from equations (3.2) and (3.3) the following formula for S(q, c) in case q is a power of a prime.
Lemma 4. Assume p is prime, then for any integer j ≥ 0, the arithmetic function S(p j , c) may be written as
In this case we would like to compute
which by Lemma 2 converges absolutely. Using the multiplicative nature of S(q, c) (Lemma 3), we have
From Lemma 4 it follows that for any prime p
Hence applying the Euler product formula for the Riemann zeta function:
we obtain the following formula: Writing s = σ + it, the sum is absolutely convergent for σ > 4. Note also the infinite sum
is convergent for σ > 3. In particular we have
Recall ζ(s) is bounded for σ > 1. In order to obtain asymptotic formulas for M(X, c) and A(X, c) we will apply well known arguments employing contour integration. Such arguments are typical in modern proofs of the Prime Number Theorem (cf. [1] ).
By Perron's formula (see [1] , Theorem 11.18) we have for any half an odd integer X M(X) = lim
for any b > 0.
We rewrite (3.7) using the residue theorem
where we set T = X 4 . We will use throughout that on the domain of integration ζ(s + 2) is bounded from below.
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To bound the integrals lim U →∞ 1 2πi
. . . we will use the bound (see [ Then expanding Γ (s + 4) and applying the above bounds we obtain
To estimate the remaining integrals will need some well known bounds on the Riemann zeta function which we state below for the reader's convenience:
Lemma 6. f 0 < δ < 1, 1 − δ ≤ σ ≤ 2, and |t| ≥ 1 then there exists a constant C depending of δ such that
Lemma 7. The zeta function satisfies the following mean estimate
The proof of Lemma 6 can be seen as a consequence of Theorem 12.23 of [1] . For the proof of Lemma 7 see [24] , Theorem 7.2A.
Applying (3.8) with δ = 1 2
we obtain 
Finally from the residue formula for second order poles we have
where γ is the Euler-Mascheroni constant. Now consider the sum A(X). By Perron's formula we have for any half an odd integer X A(X) = lim
. . .
Set T = X 12 . Applying identical arguments as those used in the asymptotic formula of M(X)
we obtain an error of size X 7 2 (log T ) 3 2 resulting from the integrals above.
The residue of the simple pole at s = 4 is then
Collecting the above computations, we obtain:
and ω(c) = 0 then (3.10) Case (ii) ω(c) = 0. To obtain a bound on (3.6) we start by considering the function
From Lemma 4, if p ∤ ω(c) we have from (3.4a) and (3.4b)
and hence
If p | ω(c) and s > 3 we have from Lemma 4
Since ω(c) has at most O log|c| log log|c| distinct prime divisors 3 we have for s > 3
Thus by Euler's product formula we obtain
for some function ν(c, s), analytic of order O(c ǫ ) for ℜs > 3. In particular we obtain
for any s > 3. Using Abel's summation formula (1.10) in conjunction with (3.12) we obtain that for s > 3
Hence we obtain the following lemma: 
Sharp upper bounds on lattice sums
The main purpose of this section is to prove the following,
Given sequences {a K }, {b K }, and {c K }, such that
we have for ℓ > 3n + 2 (4.1) sup
Note that although it suffices to show that (4.1) holds with
We will prove the above bound where each K i −ℓ is replaced by f i (K i ), with f i ∈ X ℓ,N . Indeed, some of the intermediate steps with these more general functions will turn out to be useful in the next section.
As explained in the previous section, we switch variables to
Inequality (4.2) will be proved by applying Theorem 3 to the weight
which gives (4.4)
where ω µ (z) = ω(z) − µ. Notice that W (and hence I µ (r, c)) implicitly depends on K.
Here, we restricted the sum in q to q ≤ L using the knowledge that I µ (r, c) is supported on r = q L ∈ (0, 1).
The decay of the sum in K is due to the restriction K 1 − K 2 + K 3 = K, which implies that |K i | ≥ |K|/3 for at least one i. Consequently one of the f i in the sum will contribute K −ℓ and the remaining two f i will be used in bounding the sum. Therefore we introduce cutoff functions supported on |K i | |K|, for i = 1, 2, or 3.
Let ϕ ∈ C ∞ 0 (−2, 2) with ϕ(x) = 1 for |x| < 1. With a slight abuse of notation, we write
and introduce the following cutoff functions:
Writing
(4.5)
Then I µ (r, c) can be written as
where v solves the following Schrödinger-type equation
Writing I µ (r, c) = 3 j=0 I j,µ (r, c) we have
where v j = vχ j .
The v j , as solutions of this dispersive PDE, satisfy the following elementary bound.
Lemma 10. If u solves the equation
. Consequently, for v defined by (4.7), with f ∈ X ℓ,N with ℓ > n 2 and N > n,
Proof. The first inequality is trivial and follows from the the fact u(s) = e(ωs) u(0). For the second inequality, we use the dispersive estimate
Using inequalities (4.5) finishes the proof.
The above lemma gives bounds on v j that are independent of r and c, and therefore
To obtain bounds that decay for large c or for small r, we need to integrate by parts in z in the expression
However, to avoid introducing powers of K from derivatives of ω(z) (since W is a function of K + z i ), one should exercise care when doing so.
Proposition 1. Let W be given by (4.3) with f j ∈ X ℓ,N for ℓ > 3n + 2 and N > 3n + 2 with f j ℓ,N = 1 for j = 1, 2, 3, then
Proof. We will estimate each v j by splitting ω(z) in an appropriate manner and integrating by parts in z.
Estimate on v 0 . Since W 0 = 0 for |K| > 2, the presence of K in W 0 plays no role. In this case we can obtain decay for large c or small r by directly integrating by parts e − c·z r in the expression for i = 1, 2, using the identity
we integrate by parts in (4.11) m 1 = m 2 = n + 1 times. Observe the bound
Then after integrating by parts one can write (4.11) as a sum of terms of the type Estimate on v 1 . Since in this case |K 1 | |K|, we want to ensure that any integration by parts does not yield a power of K 1 . For this reason we write
, any derivative of ω 1 (z) can be bounded by a polynomial expression in K 3 and K 3 − K 2 . Therefore, writing
or c 2 = 0, we integrate by parts m 1 = n + 1 in z 1 and m 2 = n + 1 in z 2 . Using the identity
along with analogous bounds on derivatives, and finally the estimate (4.8), we obtain the contribution A 1 .
If either |c 1 − 2Krs| < 1 2 or c 2 = 0 we proceed as above and only integrate by parts on the nontrivial components.
Estimate on v 2 . Since in this case |K 2 | |K|, we want to ensure that any integration by parts does not yield a power of K 2 . For this reason we write
Since ω 2 (z) = 2K 1 · K 3 + 2|K| 2 , any derivative of ω 2 (z) can be bounded by a polynomial expressions in K 1 and K 3 . Therefore we write
and proceed exactly as in the case of v 1 , which ultimately gives the contribution A 2 .
Estimate on v 3 . It is symmetrical to v 1 and will therefore not be detailed.
We finish the proof of (4.2) (and hence that of Theorem 4) by using (3.1) to bound
and combining equation (4.6), Proposition 1, and estimate (2.17) to bound
(4.12)
Thus from (4.4) we conclude,
Asymptotics of the resonant sum
The purpose of this section is to prove the following theorem:
and N > 3n + 2 and set
and recall that ω(z) = z 1 · z 2 and
2) For n = 2, define
where C(W ) is a correction operator that is independent of L and is defined explicitly in (5.17).
If f j ∈ X ℓ+6,N (R n ) for ℓ > 4 and N > 14 then
This theorem is proved by finding the asymptotics of the resonant sum using the circle method: recall that Theorem 3 gives
Thus the proof of the theorem amounts to finding the asymptotics to I(r, c) and S(q, c).
Analysis of I(r, 0). Recall that
I(ρ) can be written as
where v is a solution of the PDE
and from (4.9), we have
). For n = 2, I(ρ) in Lipschitz on (−1/2, 1/2), and therefore for n ≥ 2
Proof. Without loss of generality we can assume f j ℓ,1 = 1 for j = 1, 2, 3.
For n ≥ 3, the result follows from writing I(ρ) = χ(ρ)´R e(−sρ)v(s, 0)ds and the fact that |v(s, 0)
For n = 2, we introduce coordinates adapted to the surface ω(z) = ρ. This is accomplished as follows: First we rotate our coordinates (
and then use ρ = |y| 2 − |x| 2 as a coordinate. Therefore, we arrive at the coordinates
then we conclude that I ∈ Lip and sup |ρ|≤1/2
Thus Corollary 1 gives the stated bound.
5.2.
Bound on I(r, c) for c = 0. Here we extend the analysis of Section 4 to obtain bounds on I(r, c) that decay in r for c = 0. This is the content of the following lemma.
Recall from (4.6) that I(r, c) can be written as
where u is a solution of the PDE
Lemma 12. Assume W is as in (5.1) with f j ∈ X ℓ+n+2,N (R n ) for ℓ > 2n and N > 3n + 2.
(1) For every 0 ≤ α < 1 and c = 0, 
Thus, by losing weights, we reach the following estimate for all c = 0,
From Corollary 2 we have
However, it is easy to check that c =0
(2) Notice that r∂ r h(r, y) has the same form as that in part (ii) of Lemma 1, as a result the same estimates hold for it's Fourier transform |F y r∂ r h(r, s)| rs −M for any M. Similarly, applying r∂ r to u s, −c r has the effect of replacing u by x.∇u which satisfies the same type of estimate as (5.12) assuming even more decay on f j as stated in the theorem.
Proof of Theorem 5.
Without loss of generality, we may assume that f i X ℓ+n+2,N (R n ) = 1 for j = 1, 2, 3. Recall that
First case: n > 2. Using successively Lemma 11, Lemma 5, and Lemma 2,
Turning to B, we estimate using Lemma 12 and Lemma 2,
This finishes the proof in the case n > 2.
Second case: n = 2. Again without any loss of generality, we assume that f j X ℓ+6,9 (R 2 ) = 1 for j = 1, 2, 3. We start splitting the sum, as in (5.13), into A (corresponding to c = 0) and B (corresponding to c = 0). We find the asymptotic of B
by using Abel's summation formula (1.10). For any x ∈ R we define
since A(1, c) = I(1, c) = 0. By changing variables x → Lx, we get,
By Lemma 8 and Lemma 9 we have 
where we used Lemma 12 (ii). This implies that for n = 2, we have
To bound A, we proceed as in Heath-Brown [15] , and split the sum into S(q, 0) 1
To estimate II, we use Abel's summation formula again to write
Using the formula for A(q, 0) given in Lemma 8, we conclude
Similarly, we havê
Putting all of these terms together we conclude 
Recalling that I(0) = T (f 1 , f 2 , f 3 ), and combining the above equation to (5.14), we obtain our claim with
Finally, the boundedness of C as stated follows from (5.7), Lemma 11, and Lemma 12.
Normal Form Transformations and proof of Theorems 1 and 2
The proof of both theorems has two main ingredients: 1) asymptotics of lattice sums stated in Theorem 5, and 2) normal forms transformation. We first explain the latter before proving the theorems.
6.1. Normal Form Transformation. The normal form transformation can be derived either by using the method of averaging, or by calculating a coordinate change derived from a power series expansion. Here we elect to use the latter. Let
where H 2d+1 is a 2d+1 multilinear form in u (in odd entries) andū (in even entries).
Recall that u solves (NLS); therefore v satisfies
where we used the notation for any function F depending on u andū δF δu (w) = ∂F ∂u w + ∂F ∂ūw .
∆u), and collecting terms of the same order in ǫ, we conclude that
To express the above equation in terms of the Fourier coefficients in the following manner, recall that
and write the multilinear form H 2d+1 as
The equation for v K can then be written as
where LH 2d+1,K (u) and
The normal form transformation is determined by choosing H 2d+1 to eliminate non-resonant terms of degree 2d + 1, i.e., those for which the resonance modulus Ω does not vanish. This leads to the choice
which defines iteratively H 2d+1 . With this choice for H 2d+1 , equation (6.2) becomes
where we abused notations slightly be denoting S 2d+1 (K)=0
the sum restricted to the Fourier modes satisfying the resonance condition.
Finally, the boundedness properties of the normal form transformation (6.1) will be needed.
As a result, for v given by (6.1),
Proof. It suffices to show that 1 L 2nd
. We bound the sum by writing Ω 3 = µ L 2 and splitting the sum over |µ| ≤ L 10n and |µ| > L 10n . For |µ| > L 10n , the sum can be bounded directly by
For |µ| ≤ L 10n , we use Theorem 4 to bound
Turning to d ≥ 2, we use the recursive definition to write 1 L 2nd
The inner sum can be bounded as above, leading to the desired estimate:
where the last inequality follows by the bound at the rank d − 1.
Proofs of Theorems 1 and 2. The idea of the proof is to compare solutions of the (NLS) and the (CR) equations using the transformed equation (6.2) and Lemma 13.
Proof of Theorem 1 Let
Then, from Lemma 13 we have
where from the hypothesis of the theorem
. Initially a K (0) = g(0, K), and we will show by a bootstrap argument that a K (t) X ℓ ≤ 2B on the time interval [0, MT R ] stated in the theorem. Consequently, we can assume that
To bound
where we used the fact that Ω 3 = Ω 2d+1 = 0 and we wrote
+ . . . .
This implies that
δH 2d−1,K δu (|a| 2 a) + ǫ 2(P +1) e(−K 2 t) δH 2P +1,K δu (|u| 2 u) := I + II + III .
(6.6)
By Theorem 4,
and by Theorem 5,
if n ≥ 3 (log L) 
for any d, and consequently from Lemma 13 we deduce
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Bound on III This term can be bounded directly using Lemma 13
Integrating (6.6) and using (6.5) we conclude
From Gronwall's inequality, and 0 ≤ t ≤ T R M, we obtain,
and thus by choosing L large, ǫ 2 L γ small, and P large, we conclude sup
ensuring that a K (t) X ℓ ≤ 2B, which completes the bootstrap argument and the proof of the theorem.
Proof of Theorem 2. The proof follows from the same argument in Theorem 1. One only needs to replace the term I in (6.6) by ∆ defined in (5.4) and using (5.5).
The general case p ∈ N
The proof for the general problem
proceeds in exactly the same manner as the case p = 1. We start by writing the equation for the Fourier coefficients a K (t) = e(−|K| 2 t) v K (t),
non-resonant interactions , where,
The normal form transformation proceeds in an identical manner, leading us to consider the resonant system
Thus we only need to compute the asymptotics of the lattice sum
The resonant set (S 2p+1 (K) = 0, Ω 2p+1 (K) = 0 ), when K i ∈ Z n L , is identical to the case when p = 1 and K i ∈ Z pn L . This can be seen by 1) translating K i → K i + K; 2) writing the resonant set as
Now we turn to the asymptotics of the lattice sum. We need to verify that the answers derived from the circle method are uniform in K, and in fact decay like K −ℓ . This can be accomplished by noting two things. First, as in the case when p = 1, we have,
, for some i 0 , and therefore,
Second, to verify that the proofs of the lemmas, propositions, and theorems in Sections 4 and 5 work for any p ∈ N, we have to show that the integration by parts argument does not lead to growth in powers of K. To this end we note that to prove the version of Proposition 1 in the general case, we proceed as follows. When
, we substitute
in the expression of Ω 2p+1 (K) and write
where ω i 0 does not depend on either K i 0 or K. Consequently as in the case when p = 1, we can integrate by parts on the middle term 2K · 2p+1 i=1 i =i 0 (−1) i K i , without introducing powers of K, provided we exclude the cases when one of c i = 2Krs. These observations are all that is needed to prove the following theorem: Theorem 6. Let f i ∈ X ℓ,N , and denote by z = (J e , J o ), where J i are given by (7.1). Denote by
where the K i are considered as functions of J i by inverting (7.1), and 
If f j ∈ X ℓ+n+2,4n+2 (R n ) for j = 1, 2, 3, then
2) For pn = 2, define
If f j ∈ X ℓ+n+4,4n+3 (R n ), then
