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ABSTRAKT 
Tato práce se věnuje poměrně novému počítačovému oboru – počítačovému vidění. Zaměřuje 
se na rozpoznávání objektů, určení polohy a reakci na určitý pohyb. Cílem práce je sestavit 
program, který bude schopný pomocí pohybu ruky ovládat počítač, reagovat na definované 
gesto provedené prsty nebo dlaní a vytvořit na něj určitou akci. Tohoto cíle má být dosaženo 
bez použití speciálních čidel nebo více kamer, pouze s jednou obyčejnou webkamerou. Ke 
zpracování obrazu byly využity funkce z knihovny OpenCV a byl sestaven program. 
Vyhodnocení funkcí je založeno na ověření funkčnosti v praxi, vyhodnocení rychlosti, 
přesnosti a kvalitě rozpoznání objektu. Poté bylo vytvořeno schéma, jak by mohl program pro 
gesturální ovládání počítače vypadat a následně byla provedena jeho realizace v podobě 
jednoduchého programu. Tento program je schopen rozeznat v obrazu objekt, v našem 
případě ruku, a pomocí vyhodnocení jejího pohybu ovládat kurzor myši na počítači 
s možností provedení simulace stisku levého tlačítka myši. Dále umožňuje skrolovat 
v dokumentech horizontálním i vertikálním směrem. Program je velice robustní a práce s ním 
je velice jednoduchá 
ABSTRACT 
This work focuses on the relatively new computer branch – a computer vision. Work is 
concentrated on object recognition, localization and reaction to specific movements. The aim 
is to build a program that will be able to use hand movements to control computer, to the 
gesture as defined by the fingers and palms respond and make it the event. The objective 
should be achieved without the use of special sensors or more cameras, but only with one 
common webcam. For the image processing function from OpenCV library were used and 
program was built. Evaluation of function is based on functional verification in practice, 
evaluation of speed, accuracy and quality of object recognition. Following the scheme, how 
could program for gestural controlling the computer should look, was created, and then his 
realization in a simple program was made. This program is able to recognize the object in an 
image, in this case a hand, and through an evaluation of its movements control cursor on 
a computer with a possibility of simulation pressing the left mouse button. Program 
continuously allows the documents to scroll horizontal and vertical direction. The program is 
very robust and work with him is very simple. 
KLÍČOVÁ SLOVA 
Knihovna OpenCV, optický tok, rozpoznávání pohybu, trasování objektů, detekce kůže, 
programování v jazyku C++. 
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Od dob, kdy byla vytvořena první počítačová myš k ovládání osobního počítače 
uplynulo téměř 40 let. Za tuto dlouhou dobu prošly počítačové myši velkým zdokonalením 
a dnes už si ovládání počítačů a ostatních elektronických zařízení bez nich nedovedeme 
představit. Malou revoluci v posledním desetiletí způsobily chytré mobilní telefony, ve 
kterých se objevují displeje s dotykovou vrstvou, díky nimž je ovládání pohodlnější 
a intuitivní. Všimly si toho velké firmy počítačového oboru, a tak započal vývoj All-in-One 
počítačů s integrovanými displeji doplněnými o senzitivní vrstvu nebo infračervená čidla po 
stranách zobrazovací plochy. Displeje bychom se nemuseli ani dotknout, stačilo by například 
pouze ukázat gesto rukou. 
Právě v této době, kdy už nejde jen o počítače, se snažíme vytvořit univerzální ovládací 
zařízení, které by bylo ještě jednodušší než předchozí, a přitom použitelné na všech 
elektronických zařízeních. Mnoho odborníků se snaží vynaleznout techniky pro ovládání 
elektroniky pomocí gest rukou nebo pohybem těla. Nejlépe tuto myšlenkou využila firma 
Microsoft ve svém zařízení Kinect, které pomocí speciálních kamer umožňuje uživatelům 
ovládat herní konzoli Xbox bez nutnosti použití specifického a drahého hardwaru. Toto 
zařízení je přitom univerzální a lze připojit k jakémukoliv přístroji s USB portem a pomocí 
softwarových ovladačů může být tento přístroj ovládán a programován. 
Následující práce je zaměřena na realizaci podobného rozhraní mezi uživatelem 
a počítačem s využitím prostředků, které jsou dostupné již řadu let. Primárním úkolem je 
rozebrat úskalí tohoto netypického ovládání počítačů a zhodnotit techniky pro nejvhodnější 
detekci objektů v obraze. Cílem práce je rozpoznání některých příkazů pomocí gest rukou, 
a tím ovládání počítače s využitím obyčejné webové kamery. 
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1 VYUŢITÍ OBRAZOVÝCH INFORMACÍ 
1.1 Počítačové vidění (Computer vision) 
Počítačové vidění je věda, která vyvíjí prostředky pro interakci počítače/stroje s okolním 
prostředím s použitím běžných senzorů (kamer nebo infračervených čidel). Počítačové vidění 
umožní neživému stroji částečné napodobení lidského vidění. Robot, jakožto stroj složený 
z počítače a čidel, se může následně sám pohybovat v prostoru a rozhodovat se o následných 
akcích. Počítačové vidění je důležité pro vytvoření reálné umělé inteligence, stroj musí umět 
vnímat okolní prostředí.   
 
Cílenější studium tohoto oboru začalo až v pozdních 70-tých letech, kdy počítače již dokázaly 
zpracovávat velké množství dat. Od té doby vzniklo množství metod pro řešení nejrůznějších 
dobře definovaných úloh počítačového vidění, ve kterých byly metody řešení často velmi 
specifické pro danou úlohu, a jen zřídka je bylo možné zevšeobecnit pro širokou škálu 
aplikací. Mnohé z těchto metod a aplikací jsou stále ve stavu základního výzkumu, ale mnoho 
metod si již našlo cestu do komerčních produktů, kde často tvoří součást větších systémů, 
které mohou řešit složité úkoly (např. v lékařství, kontroly jakosti). Ve většině praktických 
aplikací počítačového vidění jsou použity počítače předem naprogramované k řešení 
konkrétního úkolu, ale stále běžnější jsou také metody založené na učení. 
 
Příklady nasazení počítačového vidění: 
 ovládání procesů (např. průmyslový robot, autonomní vozidla) 
 detekce událostí (např. pro vizuální sledování a počítání lidí) 
 pořádání informací (např. pro indexování databáze obrazů a obrazových sekvencí) 
 trojrozměrné modelování objektů nebo prostředí (např. průmyslové kontroly, lékařské 
analýzy obrazu nebo topografické modelování) 
 
Počítačové vidění může být také popsáno jako doplněk či opak biologického vidění. 
U biologického vidění je zkoumáno vizuální vnímání člověka a různých zvířat, což má za 
následek tvorbu modelů popisujících jak tyto systémy pracují ve smyslu fyziologických 
procesů. U počítačového vidění se na druhou stranu studují a popisují umělé systémy vidění, 
které jsou implementovány v softwaru či hardwaru. Výměny a aplikace vědomostí mezi 
obory biologického a počítačového vidění se projevily zlepšením rozvoje obou těchto oblastí. 
 
Počítačové vidění řeší úlohu vytvoření popisu objektů v obraze. Počítačové vidění vytváří 2D 
nebo 3D modely z obrazových dat. V poslední době je celkem žádané vytváření 3D modelů 
především ve strojírenském průmyslu, zdravotnictví nebo při počítačové rekonstrukci 
historických předmětů. K převodu objektu do počítačového 3D modelu je zapotřebí více 
snímacích zařízení rozprostřených okolo skenovaného objektu nebo použití pouze jedné 
kamery otáčející se okolo objektu se znalostí změny polohy. 
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1.2 Zpracování obrazu (Image processing) 
Zpracování obrazu značnou částí zasahuje do počítačového vidění. Zpracování a analýza 
obrazu se zaměřuje na přeměnu jednoho 2D obrazu v jiný se stejným rozměrem (změna 
kontrastu, jasu, korekce chyb v obrazu, odstranění šumu) nebo na geometrickou transformaci 
obrazu (otáčení, přemisťování části scény). To znamená, že zpracování obrazu a analýza 
nevyžaduje znalost obsahu obrazu. 
 
Nejběžnějším typem je zpracování obrazu je digitální fotografie. Při tomto procesu je obraz 
zachycen pomocí fotoaparátu nebo digitální kamery, a aby bylo možné vyrobit z fotografie 
fyzický obraz, musí být obraz vhodně zpracován. U digitálních fotografií je obraz uložen jako 
počítačový soubor obrazového typu. Tento soubor je přeložen pomocí fotografického 
softwaru a je vygenerován skutečný obraz. Před odesláním na tiskové zařízení je možné 
upravit vlastnosti fotografie, jako jsou barvy, expozice nebo stínování, které jsou zachyceny 
v okamžik focení (Obr. 01). 
 
Postup při zpracování obrazu:  
 snímání, digitalizace a uložení obrazu v počítači 
 předzpracování – základní úprava 
 rozdělení obrazu na objekty 
 popis objektů 
 porozumění obsahu obrazu (klasifikace objektů) 
 
 
Obr. 01: Ukázka zpracování obrazu: a) překrytí barvou, b) kontrast, c) hranový detektor 
1.3 Rozpoznávání objektů (Object detection) 
Rozpoznávání objektů v obrazu je důležitým vědním oborem. Setkáváme se s ním na každém 
kroku. Předmětem zpracování a případné rozpoznání objektu je obrazová informace 
o reálném světě, která do počítače vstupuje nejčastěji kamerou. Zpracovávání probíhá na 
základě předem definovaných pravidel, při kterých se obraz skenuje, hledají se důležité 
a jedinečné rysy. Získaná data jsou dále reprezentovaná ve formě výstupu (textová informace, 
označení oblasti, aj.). 
  
 a) b) c) 
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Klasickým problémem počítačového vidění, zpracování obrazu a strojového vidění je 
zjišťování, zda obrazová data obsahují některý konkrétní objekt, funkci nebo činnost. Tento 
úkol je obvykle možné vyřešit robustně a bez zásahu člověka, ale dosud není tento problém 
uspokojivě vyřešen pro obecný případ, tj. libovolný objekt v libovolné situaci. Stávající 
metody pro řešení tohoto problému mohou v nejlepším případě vyřešit pouze konkrétní 
případy, jako jsou jednoduché geometrické objekty, lidské tváře, tištěné nebo ručně psané 
znaky, vozidla, a to ve specifických situacích, typově popsaných, za dobrého definovaného 
osvětlení pozadí a jen v určité poloze vztažené ke kameře. [1] 
 
Další druhy problémů: 
 Rozpoznávání: může být rozpoznán jeden nebo několik předem definovaných nebo 
naučených objektů či tříd objektů, obvykle spolu s jejich pozicí ve 2D obrazu 
 Identifikace: rozpoznává se instance určitého typu objektu 
 Detekce: v obrazových datech jsou vyhledávány konkrétní události 
 
 
Obr. 02: Ukázky použití rozpoznávání obrazu: a) navigace automobilu bez řidiče, 
b) rozpoznávání textu, c) detekce pohybu v bezpečnostních kamerách 
Využití rozpoznávání obrazu (Obr. 02): 
 Navigace aut bez řidiče – pomocí webkamer je možné snímat obraz před a za autem 
a pomocí vyhodnocení dat určit následné korekce jízdy 
 Rozpoznávání psaného textu (OCR) – možnost psaní na dotykových obrazovkách 
a následný převod do textové formy, překládání knih na jejích elektronické verze 
 Rozpoznání čárových kódu – bez nutnosti mít speciální přístroj; existují programy pro 
mobilní telefony, kde se pomocí webkamery nasnímá kód, dekóduje se a pokud má 
mobilní přístroj přístup na internet, zobrazí se aktuální informace o čárovém kódu 
 Použití v kamerách – detekce pohybu v bezpečnostních kamerách, rozeznávání SPZ 
na autech v kamerách policejních radarů nebo v automatizovaném systému výběru 
mýtného, rozeznání tváří u přístupu k bezpečnostním trezorům 
 Detekce buněk nebo tkání u lékařských snímků – rozeznání rakovinných buněk od 
buněk zdravých 
  
a)    b)    c) 
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1.4 Detekce pohybu (Motion detection) 
Tento obor velkou měrou zasahuje do oboru rozpoznávání objektů. Prakticky je detekce 
pohybu založena na určení místa změny obrazu v sérii po sobě jdoucích snímků. Místo změny 
je lokalizováno, zaměřeno a následně jsou provedeny další akce jako vykreslení míry změn 
v obraze či přiblížení objektu pro jeho následnou identifikaci. Důležité je, aby se snímací 
zařízení nepohybovalo a bylo stále stacionární, jinak by byl detekován pohyb všeho 
ve snímaném prostoru. 
 
Detekce pohybu se nejčastěji využívá u bezpečnostních kamer, které reagují na pohyb v jejich 
zorném poli. Rovněž se používá v kvalitních fotoaparátech při focení, kde detekce pohybu 
zabraňuje vyfocení rozmazané fotografie. 
1.5 Rozšířená realita (Augmented reality) 
Rozšířená realita (AR) je variace virtuálního prostředí nebo také virtuální reality, jak se 
obvykle nazývá. Technologie virtuálního prostředí zcela ponoří uživatele do umělého 
prostředí. Zatímco je uživatel uvnitř prostředí, nevidí skutečný svět kolem sebe. Oproti tomu 
AR umožňuje uživateli vidět reálný svět doplněný o virtuální objekty, které jej překrývají 
nebo se jinak skládají s reálným světem. Proto AR doplňky reality spíše doplní, než zcela 
nahradí reálný pohled. Virtuální objekty jsou spojeny ve 3D prostoru s reálným světem 
a vztahují se k reálným předmětům. AR je spojení mezi virtuálním prostředím (kompletně 
umělé) a obrazovým přenosem (úplně reálné). [2] 
 
V mobilních telefonech a „chytrých“ kamerách je snímaná scéna (například nějaký významný 
objekt, hrad či zámek) rozpoznána a na základě získaných informací ze scény, případně 
i z jiných zdrojů (GPS, kompas), je vytvořena virtuální nadstavba, která se na obrazovce 
zařízení zobrazí spolu s doplňkovými informacemi. Zdroj těchto informací může být databáze 




Obr. 03: Ukázka rozšířené reality 
 a) b) c) 
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Marker (Obr. 03a), jak se nazývá obrazec či piktogram vyjadřující určitý význam, může být 
součástí dlaně a na základě rozpoznání markeru a jeho pohybu může být prováděna interakce 
s jiným zařízením, například ovládáním robotické paže. Tohoto jevu se využívá 
u nejnovějších herních konzolí, kde již není nutné kupovat drahé herní ovladače a je možné 
použít část těla jako elementu, který se objeví ve hře a ovládá určitý virtuální předmět. 
Pomocí AR dále můžeme nahradit tyto markery v počítačovém pohledu jinými objekty, 
jejichž vytvoření v realitě by nebylo ani možné. 
 
Na obrázku 03 je znázorněna jednoduchá ukázka rozšířené reality. Marker (viz obr. 03a) 
vytištěný na papíru nebo i jinak zobrazený, je pomocí počítačového vidění rozpoznán, je 
rozeznán druh piktogramu a pomocí 2D kalibrace je určen jeho úhel natočení a poloha 
vzhledem ke kameře. Jeho obrys se poté pomocí získaných informací z počítačového 
zpracování vyplní texturou, obrázkem (viz obr. 03b) nebo libovolným 3D objektem. Tento 3D 
objekt i obrázky se natáčí a pohybují podle snímané polohy piktogramu a se změnou úhlu 
natočení se mění i parametry vykreslovaného objektu. To platí ve všech osách natočení 
piktogramu (viz obr. 03c). 
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2 PROGRAMOVÉ PROSTŘEDÍ 
Samotné programování funkcí pro práci s obrazovými daty by bylo příliš náročné 
a zdlouhavé. Proto vznikají projekty, které se snaží komplexně sdružit řadu náročných funkcí. 
Komunita programátorů připojená k určitému projektu neustále vylepšuje algoritmy těchto 
funkcí a optimalizuje je pro rychlejší práci a s dalšími verzemi projektu se přidávají nové 
funkce. Cílem je maximálně zjednodušit programování složitých aplikací a přiblížit použití 
jednotlivých funkcí začínajícím programátorům. Funkce se již potom přímo nabídne ve 
vývojovém prostředí včetně popisu jeho povinných i nepovinných parametrů. Nespornou 
výhodou jsou otevřené wiki databáze s popisem obsažených funkcí včetně ukázkových kódu, 
jak se mnohé funkce mohou použít. 
2.1 Knihovny pro zpracování obrazu 
2.1.1 Knihovna OpenCV 
Webové stránky projektu: http://opencv.willowgarage.com/ 
 
OpenCV, neboli „Open Source Computer Vision“, je rozsáhlá knihovna funkcí pro 
zpracování obrazu, extrahování informací a práci s obrazovými daty šířená svobodně pod 
licencí BSD. Je možné jí svobodně používat, šířit a upravovat pro akademické i komerční 
použití. OpenCV byla od roku 2000 vyvíjena Intelem, který ji od roku 2006 dále 
nepodporoval a uvolnil její zdrojové kódy volně ke stažení. Vývoje se následně ujala 
společnost Willow Garage, která ji vyvíjí dodnes pod licencí BSD, což umožňuje její 
bezplatné použití i pro komerční a vědecké účely. Tato firma se specializuje na výrobu 
inteligentních personálních robotů a softwaru pro jejich ovládání. K ovládání robotů používá 
mimo jiné i prostředky OpenCV. 
 
Knihovna je napsána v prostředí C a C++, což zajišťuje podporu na platformách operačních 
systému Windows a Linux (Unix). Po kompilaci je možné využít knihovnu i v jiných 
programovacích prostředích, zejména Python, Octave nebo Matlab. Existují i nadstavby, které 
umožňují využít dané funkce i v ostatních programech jako je „OpenCVDotNet“ pro .NET 
aplikace, „SharperCV“ pro C# aplikace nebo „OpenCV for Java“. Tyto dceřiné knihovny 
však nejsou vytvářeny vývojáři OpenCV, proto je podpora závislá pouze na straně jejich 
tvůrců (převzato z [3]). 
 
Stručný přehled možností v OpenCV: 
 načítání videa ze snímacího zařízení nebo obrazových či video souborů z disku 
 ukládání a konverze video souborů 
 úprava obrazu (jas, kontrast, změna barevnosti, spektra barev, filtry pro vyhlazení 
nebo rozmazání, změna velikosti obrazu, apod.) 
 extrahování dat z obrazu (textura, hrany, velikost objektu, orientace, směr pohybu, …) 




2.1.2 IVT (Integrating Vision Toolkit) 
Webové stránky projektu: http://ivt.sourceforge.net/ 
 
IVT je založena na stejném principu jako OpenCV a práce s touto knihovnou je naprosto 
stejná, ale je vyvíjena samostatně od roku 2005. Avšak oproti OpenCV nenabízí tolik funkcí, 
a proto není tato knihovna příliš rozšířená. Je kompletně napsána v jazyku C++, 
programování je tedy možné pouze v tomto jazyku a je plně objektově orientované a 
nezávislé na platformě operačního systému. Uživatelské rozhraní výstupních programů je 
prakticky stejné jako v OpenCV a spolu s OpenCV používá i velice podobné názvy funkcí. 
Celá knihovna je šířena jako Open Source a novější verze knihovny spadá pod licencí BSD. 
2.1.3 Knihovna EmguCV 
Webové stránky projektu: http://www.emgu.com/wiki/ 
 
EmguCV je aplikační knihovna, jejíž základy vychází z OpenCV. Naprogramována je 
v jazyku C# a nabízí stejné prostředky jako OpenCV včetně všech datových typů a funkcí, 
avšak je určena pro vývojová prostředí, která OpenCV nativně nepodporuje, zejména jazyky 
.NET, Visual Basic a C#.  Z důvodů podpory jiných programovacích jazyků využívá oproti 
OpenCV jinou syntaxi zápisu zdrojového kódu. Spustitelné aplikace již nejsou konzolové 
jako v případě OpenCV, ale mají již vlastní grafické uživatelské prostředí. Aplikace se může 
ovládat pomocí tohoto rozhraní a využívat funkce definované v samotné knihovně (např. 
zoom, změna rozlišení obrázku, nastavení kamery) bez jejích implementace. Rovněž zde 
přibyla podpora pro operační systém MacOS a mnoho distribucí Linuxu. Výčet funkcí je 
stejný jako v případě OpenCV a podpora toho projektu je na vysoké úrovni. 
2.1.4 AForge.NET 
Webové stránky projektu: http://www.aforgenet.com/framework/ 
 
Tato knihovna je v mnohem podobná EmguCV, avšak oproti EmguCV, která je založena na 
OpenCV, je tato knihovna vyvíjena samostatně. Umožňuje programovat aplikace v jazyce C# 
a vytvářet aplikační rozhraní, které není postavené na konzolové aplikaci. Aplikační rozhraní 
podporuje například počítačové vidění, zpracování obrazu a videa, neuronové sítě, genetické 
algoritmy, algebraické vyjádření dat, strojové učení nebo ovládání robotických přístrojů. 
Zdrojový kód a binární soubory projektu jsou k dispozici pod licencí Lesser GPL. 
2.2 Volba knihovny pro vlastní program 
Přes mnoho výhod všech výše uvedených knihoven byla k počítačovému zpracování obrazu 
ve vlastním programu použita knihovna OpenCV. Ta je ve své podstatě nejjednodušší 
a programování s ní nečiní problém i začátečníkům bez předchozích znalostí tohoto prostředí. 
O OpenCV byla napsána řada knih, které jsou dobrou inspirací a popisují logiku řady funkcí. 
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2.3 Programovací prostředky 
Výpis prostředků použitých při vykonávání praktické části této práce. 
Počítačová sestava: 
 Výrobce a typ: AutoCont OfficePro 3000 
 Procesor: Intel® Core™ i5 680, 3600 MHz 
 Základní deska: Gigabyte GA-H57M-USB3 
 Paměť RAM: 3,36 GB DDR3, 1333 Mhz 
 Grafický čip: Intel® HD Graphics, 1 GB sdílené RAM, rozlišení 16001050 
 Webkamera: Logitech Webcam Pro 9000, rozlišení snímacího čipu 2 Mpx, 
rozlišení videa 640480 px 
Programovací prostředky: 
 OS: Microsoft Windows XP Professional SP3 x86 
 Vývojové prostředí: Microsoft Visual C++ 2010 Professional 
 Použitá knihovna: OpenCV verze 2.2 pro Visual Studio 2010 
2.4 Instalace OpenCV 
Instalace OpenCV je velmi jednoduchá a pro běžný operační systém a vývojové prostředí 
není potřeba knihovnu speciálně kompilovat. Stačí pouze stažení instalačního souboru 
„OpenCV--2.2.0-win32-vs2010.exe“ z domovských stránek projektu a při instalaci 
postupovat podle instrukcí zobrazených na obrazovce. Defaultní cesta pro instalaci souborů je 
nastavena na „C:\OpenCV2.2“. Složitější je nastavit projekt ve vývojovém prostředí tak, aby 
nainstalované knihovny dokázal vyhledat v daném instalačním adresáři a použít je. 
Nastavení parametrů ve vlastnostech projektu [4]: 
 Přidat mezi složky ve „VC++ Directories“: 
- Include Directories: 'C:\OpenCV2.2\include;C:\OpenCV2.2\include\opencv;' 
- Library Directories: 'C:\OpenCV2.2\lib;' 
- Source Directories: 'C:\OpenCV2.2\bin;' 
 Přidat k souborům do „Linker > Input > Additional Dependencies“: 
- Additional Dependencies: 'opencv_core220d.lib;opencv_highgui220d.lib;user32.lib;' 
 
Do záložky „Additional Dependencies“ se uvádějí pouze ty knihovny, jejichž funkce 
v projektu využíváme. Tyto „nalinkované“ knihovny jsou potřeba pro úspěšnou činnost 
kompilátoru, avšak nejsou zahrnuty do výsledného spustitelného souboru, protože v našem 
případě se jedná o degug kompilaci. Debug kompilace znamená, že se kompiluje jen samotný 
kód programu, aby bylo možné ladit program za chodu. Proto jsou použity knihovny 
OpenCV, jejichž název končí písmenem „d“ označující právě použití „debug“ verze 
knihovny. Knihovna „user32.lib“ slouží pro využití funkcí definovaných v hlavičkovém 
souboru winuser.h (podrobnosti v kapitole 4.3.1). 
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2.5 Průběh testování 
Veškeré testování obsažené v práci probíhalo při umělém osvětlení a v téměř ideálních 
podmínkách. Jako snímací zařízení byla použita externí webová kamera značky Logitech. 
Tato kamera má rozlišení 640480 px při snímání videa rychlostí 25 snímku/s, Z toho 
vychází, že měřená funkce bude obraz zpracovávat a vykreslovat plynule, pokud její trvání 
nebude delší než 40 ms. Pokud tento čas překročí, dojde k poklesu rychlosti vykreslování 
snímku a výsledný zobrazený obraz bude trhaný a pomalý. 
 
K měření délky trvání výpočtů funkcí a kódu programu byl použit tento kód: 
int delay = 100; 
double atime = 0, ctime = 0; 
 




atime = cvGetTickCount() - atime; 
atime = atime / cvGetTickFrequency() * 1000; 
 
if (delay >= 100) 
{ 
   printf("%g ms \n", ctime / delay); 
   ctime = 0; 




   ctime += atime; 
   delay++; 
} 
Funkce cvGetTickCount() vrací aktuální hodnotu vnitřního systémového času, takzvaný takt. 
Tento čas se liší podle operačního systému, proto je nutné provést převod na jednotku 
s určitou výpovědní hodnotou. K tomuto účelu se používá funkce cvGetTickFrequency(), 
která vrací počet taktů za mikrosekundu. 
 
Před vykonáním určité námi měřené funkce se uloží aktuální systémový čas do proměnné 
atime s velkou přesností a po vykonání funkce se nový aktuální čas odečte od času uloženého 
před vykonáním měřeného kódu. Pro převod na standartní čas se podělí získaný čas počtem 
taktů za mikrosekundu a pro převod na milisekundy vynásobíme čas 1000. 
 
Protože se jednotlivé hodnoty naměřeného času mění v každém měření v rozmezí ±10%, 
provádíme průměrování této hodnoty času. K tomu využíváme proměnnou delay, která slouží 
k počítání cyklů. Výchozí nastavení této proměnné je „0“ a pokud je její hodnota rovna 
„100“, vypíše se průměrný naměřený výsledek (ctime/delay) do konzole a nastaví se 
všechny proměnné na výchozí hodnoty pro následující počítání. Pokud je proměnná delay 
menší než 100, naplňuje se proměnná ctime neustále aktuálně naměřeným časem atime 
a hodnota delay se zvyšuje o 1, dokud nedosáhne hodnoty 100. 
tato část se provádí 
uvnitř cyklu WHILE 
inicializace proměnných 
na začátku programu 
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3 SOUČASNÝ STAV ŘEŠENÉ PROBLEMATIKY 
V současné době se mnoho vědců zabývá vývojem programového prostředí, pomocí kterého 
by se určitá elektronická zařízení mohla ovládat. Mezi běžné lidi se z tohoto výzkumu dostane 
jen malé procento aplikací, a většinou nějak omezené nebo placené. Existují ale 
i dobrovolníci a studenti, kteří na různých aplikacích pracují ve volném čase a zdarma je 
poskytují. 
3.1 Projekt HandVu (Hand View) 
První verze tohoto programu byla sestavena v roce 2003 pod označením Alpha1. Program 
vznikl na Kalifornské univerzitě v Santa Barbaře a jeho autor Mathias Kölsch jej vyvíjí 
dodnes. Nejnovější verze nese označení Beta4, je postavena na knihovně OpenCV 2.1 
a napsána v jazyku C. Zdrojové soubory tohoto programu nebyly nikdy uvolněny pro 
veřejnost, protože projekt vznikal jako disertační práce. Avšak existuje diskuzní fórum 
„HandVu Group“, kde je možné podělit se s autory o nápady na vylepšení nebo nahlásit 
chyby. [5] [6] 
 
Obr. 04: Vyhledání dlaně pomocí HandVu 
HandVu zvládne zpracovat pouze jednu dlaň a rozezná 6 různých gest vytvořených pomocí 
určité polohy prstů. Pracuje na principu kombinací dvou metod hledání CamShift 
s vylepšeným hledáním pomocí predikce optického toku. Doplněný je o systém kaskádových 
klasifikátorů a hodnocení obsahu hledacího okna. Pokud je obsah okna shodný s určitým 
klasifikátorem, je provedeno zaznamenáno gesto a podle přiřazení k určitému klasifikátoru se 
provede akce. Program zároveň obsahuje řadu vylepšení pro zamezení přenosu hledacích 
bodů (bílá kolečka na Obr. 04) při kontaktu hledané dlaně s jinou částí těla stejné barvy. 
Tomuto jevu zamezuje vypočtení plochy pomocí systému „Back projection“ okolo hledané 
dlaně, čímž se eliminuje vliv pozadí na detekci. [6] 
 
V rámci práce byl program otestován a disponuje velmi přesnou a inteligentní detekcí, kde i 
při rychlých pohybech nedošlo ke ztrátě hledané dlaně. Program vyniká dobrou automatickou 
detekcí provedenou na začátku programu. Nevýhodou je poněkud pomalý běh aplikace na 




HandVu není ale jen program pro detekci dlaně, ale funguje i jako knihovna pro další 
programy, které využívávají navržené hledací metody a možnosti detekce gesta dlaně. Jedním 
z takových projektů je ARToolKit (Obr. 05). Následně vznikají aplikace, které dokáží do 
videa přidat virtuální objekty, a které je možné gesty dlaní chytit, přesunout a umístit na jiné 
místo v obraze nebo je otočit kolem vlastní osy. Dále aplikace přidává možnost rozpoznávání 
markeru, což rozšiřuje vybavenost programu s možností virtuální předměty ukotvit k určitému 
markeru. Tato aplikace je dokonalou ukázkou možností rozšířené reality. 
 
Obr. 05: Aplikace pro rozšířenou realitu ARToolKit 
3.2 Microsoft Kinect 
Nejedná se zcela o programové řešení pro ovládání počítače. Zařízení je primárně navrženo 
pro ovládání herní konzole Xbox 360. Na osobních počítačích nebylo s tímto zařízením 
počítáno, avšak disponuje USB rozhraní, kterého využili dobrovolní programátoři a vytvořili 
si pro počítač vlastní ovladače. Tímto způsobem lze využít skvělých vlastností tohoto 
přístroje, pro možnost ovládat počítač. 
 






Kinect je kompletní snímací zařízení a zpracovává obraz pomocí dvou kamer. Jedna kamera 
je běžná RGB kamera (jako jsou webové kamera) se standardním rozlišením 640480 px. 
Druhá kamera je speciální monochromatická s polovičním rozlišením než RGB kamera a 
zachytává infračervené vlny vycházející z IR vysílače. IR vlny jsou vyzařovány do prostoru 
před kamerou se změnou fáze a odražené od objektů se vracejí do kamery se zpožděním. Ze 
zpoždění se následně vypočítá vzdálenost objektu a od snímače a tím lze vytvořit 3D mapu 
prostoru před snímačem (Obr. 07). [7] 
 
Obr. 07: Snímek obrazového výstupu ze zařízení Kinect 
S daty získanými ze snímače Kinect se provede 3D analýza a určí se části těla (hlava, tělo, 
ruce a nohy). Zpracování těchto dat nemá na starosti samotný Kinect, ale je řešeno pomocí 
Xboxu nebo počítačového programu. Počítačových programu pro Kinect je velké množství, 
ale pro ovládání počítače jích slouží jen několik. Zde jsou popsány ty nejzajímavější: 
Win&I (dostupný z: http://www.win-and-i.com/) 
Komerční projekt dostupný ve dvou verzích, Home a Business. Nižší verze Home zvládne 
ovládat operační systém Windows 7, nejběžnější internetové prohlížeče a multimediální 
přehrávač Windows Media Center. Vyšší verze Bussines (která je dražší než Home) zvládne 
kromě zmíněných aplikací ovládat Microsoft Office a stovky dalších aplikací. Program 
rozeznává nejrůznější povely jako jednoduché klikání, dvojité klikání, skrolování, funkce 
Page-Up, Page-Down, pravé tlačítko myši, apod. Ovládání se provádí celou rukou a funguje 
spolehlivě na vzdálenost až 4 metrů od snímače Kinect. 
KinEmotik (dostupný z: http://www.kinemote.net/) 
Aplikace je dostupná zdarma a  je s v raném vývoji. Aktuální verze 0.4 beta zvládne pouze 
jednoduché klikání, ale vlastnosti programu se neustále vylepšují. Ovládání probíhá pomocí 
gest dlaně, roztažením prstů se pohybuje kurzorem, stažením do dlaně kliknutí. Podporován je 
operační systém Windows 7 a všechny aplikace, které podporují vstup myší a vystačí si jen 
s jednoduchým klikáním. Ovládání je velice přesné a směle konkuruje ostatním programům. 
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3.3  Detekce pomocí funkcí v OpenCV 
V OpenCV se nachází celá řada funkcí použitelných pro vyhledání objektů v obraze. Z nich 
byly vybrány čtyři nejzajímavější a s pomocí návodů na internetu byly sestaveny programy, 
které byly následně testovány, a bylo hodnoceno, zda se hodí na pro ovládání počítače gesty 
rukou. Zde jsou stručně uvedené nejvhodnější metody. 
 
 Match Template: V načteném obraze se označí oblast (šablona), která se následně 
uloží do paměti a spolu s ní se označí hledací okno. Toto okno se každý snímek 
aktualizuje a musí být vždy větší než šablona. V každém dalším snímku se porovnává 
šablona s částmi hledacího okna a vypočítává se počet bodů, které jsou shodné 
v šabloně a v obraze hledacího okna. Tento postup se opakuje pro celý snímek nebo 
vybranou oblast, a místo, které vedlo k nejlepší shodě (maximální počet shodných 
bodů), je považováno za místo, kde se tvar (daný šablonou) nachází. [8] 
 
 CalcOpticalFlowPyrLK: Metoda spočívá v detekci řídkého optického toku dvou po 
sobě jdoucích obrazů na základě iterativního algoritmu Lucas-Kanade s využitím 
vypočtu Gaussových pyramid. Určení Gaussovy pyramidy se provádí postupným 
snižováním rozlišení u celého snímku do určité úrovně a tím se zajistí hrubý odhad 
pohybu, který se směrem k vyššímu rozlišení dále zpřesňuje. [9] 
 
 CamShift: Metoda využívá k hledání objektů systém zvaný „Back Projection“ 
a „MeanShift“. Pomocí Back Projection se provede porovnání barevného složení 
obrazu a vstupu barevného spektra vypočítaného z oblasti, která se vybere před 
spuštěním detekce MeanShift. Díky tomuto kroku získáme černobílý prostor, tzv. 
masku obrazu. V této masce je patrné odlišení vybrané oblasti od okolního prostředí. 
Části obrazu, které odpovídají barevnému složení výběru na začátku programu, jsou 
v masce vykresleny bílou barvou, zbytek je černé pozadí případně šedá barva. Poté se 
tato oblast vyhledá za pomocí funkce MeanShift a určí se její poloha [10]. 
 
 Motion Template: Metoda porovnávající rozdíly mezi po sobě jdoucími obrazy 
videosekvence. Při pohybu se detekují rozdíly, které se na dané místo vykreslí 
odlišnou barvou než je barva pozadí. Zároveň je výhodou, že tato barva se neztrácí 
ihned při dalším snímku, ale postupem času slábne a výsledný obraz obsahuje určitou 
historii pohybu objektu. Při detekci se také vykreslují ukazatelé na místech, kde byl 
zaznamenán velký rozdíl a zobrazuje, jakým směrem objekt směřuje. 
 
Z těchto ukázkových metod je na detekci prstů ruky a rozpoznání gesta nejvhodnější metoda 
Match Template, u které je největší výhodou jednoduchost použití a při dostatečně velkém 
hledacím oknu i kvalita vyhledávání. Přesnost, se kterou se kurzor pohybuje, je dostatečná, 
ale daleko přesnější by byla ve spojení s funkci CalcOpticalFlowPyrLK. Eliminovaly by se 
tím nežádoucí ztráty trasování, zvýšila by se přesnost a kurzor by se neztrácel při vyšších 
rychlostech pohybu ruky, což je nevýhoda všech současných funkcí implementovaných 
v knihovně OpenCV. 
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4 VLASTNÍ ŘEŠENÍ PROBLEMATIKY 
Integrované funkce v OpenCV se při prvotním testování příliš neosvědčily z důvodu jejích 
nepřesnosti a pomalé detekci dlaně. Při výpadku hledání se funkce automaticky nenastavili na 
novou detekci, což jejích použití více ztěžuje. Proto bylo vymyšleno alternativní řešení 
a vytvořen vlastní program. Pomocí knihy “Learning OpenCV“ [9] byl vypracován způsob, 
který je založen na předzpracování obrazu do takové formy, ze které je již možné určit 
potřebná data pro další práci s obrazovými informacemi. Dobrým příkladem jak, jak program 
zpracovat, byla aplikace HandVu, která je na velmi vysoké úrovni. 
 
 
Obr. 08: Zjednodušené jednotlivé stupně programu 
4.1 Rozdělení programu a jeho popis 
Program je rozčleněn na 5 hlavních části: 
 Inicializace programu 
 Zpracování obrazu 
 Detekce dlaně 
 Trasování dlaně 
 Reakce na gesta 
 
Tyto části jsou dále v textu podrobně rozebrány včetně popisu kódu programu, který danou 
problematiku řeší. Kódy jsou přesnou kopií zdrojových kódu programu včetně jejích 
proměnných a navazují na sebe v jednotlivých kapitolách, jak jdou po sobě. Pokud jsou 
některé části programu rozvětveny a popsány v následující kapitole, jsou uvozeny zeleným 
komentářem v části popisu kódu, kde se příslušná část kódu nachází. Pokud se nějaký popis 
odkazuje na určitý kód nebo jeho řádek, myslí se vždy kód nad textem, kde se odkaz nachází. 
V textu jsou odlišeny proměnné a funkce pomocí odlišného písma, aby nebyly zaměnitelné 
s psaným textem. 
 
Barevné odlišení v popisu kódu programu: 
 modré písmo – vyznačuje datové typy, cykly (for nebo while), podmínky (if, else, 
switch, case) a vkládání hlavičkových souborů 
 červené písmo – označuje textové řetězce, včetně uvozovek 
 zelené písmo – určuje komentáře nebo ukazatel na místo v kódu, kam se vkládají 
funkce popsané v následujících kapitolách 





4.2 Stručný popis fungování programu 
Zpracování probíhá podle schématu znázorněného na obrázku 09. Obrázek znázorňuje vazby 
mezi funkcemi, kde jedna funkce ovlivňuje pomocí určité proměnné jinou funkci, která se 
provede až při příštím cyklu while nebo dále v programu. 
 
Po spuštění programu se objeví konzolové okno, které není pro chod programu důležité. 
Spolu s ním se vytvoří okno s názvem „Cam Video“ pro vykreslování videa z webkamery 
doplněné o vykreslení dat programu.  
 
Program je nyní ve fázi detekce barvy kůže, toto se v dřívějších verzích programu muselo 
nastavit ruče a nyní je již tento problém řešen automatickou detekci. V okně s videem se 
uprostřed obrazovky zobrazí obdélník a v něm 10 měřících bodů. Do obdélníku se následné 
vloží dlaň, tak aby byly všechny body vyplněny dlaní. Program provede změření všech těchto 
bodů a určí z nich minimální a maximální hodnoty pro každou barvu RGB. Získáme rozmezí 
barev, které odpovídají barvě kůže na libovolném místě dlaně. Tento rozsah se dále upraví 
podle experimentálně zjištěných parametrů. 
 
V případě, že detekce proběhla úspěšně, se přejde k další části programu a tou je trasování 
dlaně. Dlaň je hlídána pomocí sledovacího okna, které se pohybuje podle pohybu dlaně. Ve 
sledovacím okně se detekují gesta. V okně s videem zmizí obdélník pro detekci, který již není 
potřeba a objeví obdélník signalizující aktivní oblast. S aktivní oblasti se pracuje stejně jako 
s touchpadem na notebooku. Prstem se pohybujeme po této oblasti a souřadnice nejvyššího 
bodu prstu v tomto obdélníku se přepočtou na velikost obrazovky a dojde k řízení kurzoru 
myši na obrazovce. 
 
Dále se vedle aktivní oblasti vykreslí dva obdélníky pro možnost skrolování. Obdélník pro 
vertikální skrolování se nachází vpravo od aktivní oblasti a horizontální pod ní. Poté co se 
nejvyšší detekovaný bod prstu (hlavní kurzor) dostane do této oblasti, označí se místo vstupu 
do této oblasti jako výchozí bod. Od výchozího bodu se provádí skrolování a to zjištěním zda 
se hlavní kurzor nachází pod nebo nad tímto bodem (platí pro vertikální skrolování, obdobně 
je to nastaveni i pro horizontální skrolování).  
 
Rozpoznání gest probíhá na úrovni sledování polohy hlavního kurzoru a pomocného levého 
kurzoru (bod na konci palce na pravé ruce). Sledováním horizontální polohy je docíleno 
detekce jejích přiblížení, a pokud se k sobě horizontálně přiblíží (obrazně pod sebe) provede 
se simulace kliknutí levého tlačítka myši. Toto kliknutí je drženo do té doby, dokud se palec 
neoddálí od hlavního kurzoru v horizontální rovině.  
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Načtení snímku z kamery





(Dokud není stisknut ESC)
Horizontální otočení snímku
Vytvoření masky pomocí segmentace
Vyhlazení masky obrazu (eroze)
Vyhledání všech kontur




Přepočtení bodu ze snímku
na rozlišení obrazovky a nastavení kurzoru 
myši na obrazovce
Pokud je rozeznáno gesto, 
provede se kliknutí 
Pokud se pozice nejvyššího bodu ocitne ve 
skrolovací oblasti, provede se skrolování 
podle pozice bodu






Nastavení oblasti zájmu (ROI)




Nastavení parametrů sledovacího okna
Určení nejnižší a nejvyšší 
hodnoty barev R, G a B
Kontrola zda je rozsah přijatelný 







Prohledání bodů na dlani
False
Úprava rozsahu podle předem 
stanovaných parametrů
Kontrola barevného rozsahu 
(počet defektů, velikost kontury)
True
Úprava +/- určité složky 
barevného rozsahu podle vzorce 





Obr. 09: Vývojový diagram programu 
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4.3 Inicializace programu 
4.3.1 Hlavičkové soubory 
Pro podporu různých knihoven a spolu s nimi i různých funkcí v programu se musí 
zadefinovat funkce pomocí hlavičkových souborů a vložit je do zdrojového kódu, tak aby je 
vývojové prostředí našlo. K tomu se používá zápis: #include "soubor.h" nebo #include 
<stdio.h>. Hlavičkové soubory mají v sobě deklarované datové typy a jsou v nich obsaženy 
správné zápisy funkcí a odkazy na další soubory potřebné při programování. Každý 
hlavičkový soubor je samostatný soubor a v něm můžou být vloženy další hlavičkové 
soubory. Do programu přidáváme vždy pouze ty soubory, jejichž určitou skupinu prostředků 








Popis vložených hlavičkových souborů: 
 cv.h – základní knihovna pro práci s obrazovými daty, obsahuje v sobě většinu funkcí 
dostupných v OpenCV, mezi ně patří zejména obrazové filtry, geometrické 
transformace, rozšířené obrazové transformace, práce s histogramy, detekce objektů 
a pohybu, sledování objektů, strukturální a planární analýza, kalibrace kamery, 3D 
rekonstrukce apod.; navíc má v hlavičce vložen soubor cxcore.h, který obsahuje 
všechny datové typy a dynamické struktury definované knihovnou OpenCV 
 highgui.h – je knihovna obsahující základní funkce pro zobrazování zpracovávaných 
dat a funkce, které mohou program rozšířit o uživatelské rozhraní, příklady použití: 
tvorba a rušení zobrazovacích oken, načítaní záznamových zařízení a souborů, ukládání 
a konverze obrazových souborů, vytváření funkčních tlačítek, posuvníku atd. 
 stdio.h – standardní knihovna obsahující funkce používané pro různé vstupní 
a výstupní operace; umožňuje například práci s textovými řetězci, zobrazování výstupu 
v konzolové obrazovce, čtení znaku z klávesnice nebo přeložení číselných proměnných 
na řetězce znaků, dále zprostředkovává čtení, mazání a celkově práci se soubory 
 winuser.h – obsahuje funkce pracující s aplikačním rozhraním systému Windows, 
funkce zprostředkovávají rozhraní mezi programem a operačním systémem včetně 
aplikací obsažených v systému, z tohoto hlavičkového souboru využíváme pouze dvě 
funkce: SetCursorPos(), která slouží k nastavení kurzoru myši na obrazovce 




4.3.2  Definování proměnných 
Všechny proměnné jsou podrobně popsány v příloze B. 
IplImage  *img, *img_hsv, *maska; 
CvSeq  *kontura, *kont_temp, *hull, *dfct; 
CvSize  window; 
CvRect  rect; 
CvPoint  offset, pt, point, point_top, point_left, cursor; 
CvPoint screen = cvPoint(GetSystemMetrics(SM_CXSCREEN), 
                                   GetSystemMetrics(SM_CYSCREEN)); 
CvMemStorage  *storage = cvCreateMemStorage(0); 
CvConvexityDefect *defects; 
 
int key=0, pocet_kont=0, pocet_dfct=0; 
int delay=0, cyklus=0, krokovani=0; 
int clicked=0, v_scroll=0, h_scroll=0; 
double a_time=0, c_time=0, vel_kont_temp=0, vel_kont=0; 
 
int r=0, g=0, b=0, c_min[3]={255,255,255}, c_max[3]={0,0,0}; 
 
int bod_x[18] = {74,106,138,84,128,72,106,140,84,128}; 
int bod_y[18] = {58,43,58,166,166,192,192,192,220,220}; 
Pro větší přehlednost a spolehlivost programu je definovaní proměnných provedeno na 
samotném začátku programu, před voláním hlavní funkce main(). Spolu s definicí typu 
proměnných je u většiny proměnných definována i výchozí hodnota, aby byla zajištěna 
správná funkčnost programu. 
 
Základním datovým typem v tomto programu je IplImage, který obsahuje obrazová data 
uložená v dvourozměrné matici. Každá buňka matice obsahuje informaci o barvě právě 
jednoho pixelu. Do proměnných tohoto typu vkládáme obrázky z kamery a všechna ostatní 
obrazová data. Datový typ obsahuje informaci o šířce, výšce obrazu, počtu kanálů a bitové 
hloubce na jeden kanál. Dalším v programu hodně používaným datovým typem je CvPoint, 
který reprezentuje body souřadnice a může nabývat dvou hodnot x a y typu integer. Používá 
se hlavně při ukládání souřadnicových bodů ve dvou osách pro přehlednější použití a používá 
ho mnoho funkcí jako vstupní parametr (například pro vykreslení bodu v obraze). Datový typ 
CvSeq slouží k uchovávání souřadnic typu CvPoint ve shlucích (sekvencích) popisujících 
určitou množinu bodů nebo křivku. 
 
Pro popis obdélníku se používá datový typ CvRect. Proměnná rect tohoto typu obsahuje 
informace o souřadnicích x a y podobně jako CvPoint a mimo to jeho struktura obsahuje dvě 
proměnné typu integer pro naplnění informacemi o šířce a výšce daného obdélníku. Oproti 
tomu datový typ CvSize v sobě definuje pouze informace o velikosti, tj. šířku a výšku 
objektu. Proměnná window se používá pro uložení rozměrů obrázku z webkamery. Struktura 
datového typu CvConvexityDefect obsahuje tři proměnné typu CvPoint pro uložení 
startovacího a cílového bodu konvexní chyby a pozici, kde se konvexní chyba nachází. 
K tomu obsahuje proměnnou depth typu float, kde je uložena informace o velikosti chyby. 
Datový typ CvMemStorage slouží pro proměnnou storage, která slouží jako alokované místo 
v paměti pro ukládání dočasných informací funkce cvFindContours().  
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4.3.3 Hlavní funkce main() a inicializace programu 
void main (void) 
{ 
   CvCapture* capture = cvCaptureFromCAM(0); 
   if (!capture) { return; } 
 
   img = cvQueryFrame(capture); 
   if (!img) { cvReleaseCapture(&capture); return; } 
 
   window = cvGetSize(img); 
 
   int w = (int)(window.width/2),  ww = (int)(w/1.5); 
   int h = (int)(window.height/2), hh = (int)(h/2.5); 
 
   rect = cvRect(ww, hh, 210, 250); 
 
   img_hsv = cvCreateImage(cvSize(210,250), 8, 3); 
   maska = cvCreateImage(cvSize(210,250), 8, 1); 
 
   cvNamedWindow("Cam Video");  
 
   while (key!=27) 
   { 
      // Provádění zpracovávání obrazu a všech funkcí programu 
      key = cvWaitKey(1); 
   } 
 
   cvReleaseCapture(&capture);  
   cvDestroyAllWindows(); 
} 
Funkce cvCaptureFromCAM(0) se využívá k inicializaci snímací webkamery a k jejímu 
vyhrazení jen pro tento program. Parametr „0“ značí výchozí záznamové zařízení, pokud je 
použito více kamer, každá má své přidělené číslo. Pokud není nalezeno žádné zařízení, je 
program ukončen, aby nedošlo k poškození systému neočekávanou chybou programu. 
 
Následuje načtení prvního snímku do proměnné img, to nám poslouží jako vstupní parametr 
funkce cvGetSize() pro určení velikosti načteného snímku a tím i rozlišení obrazu 
zachytávaného webkamerou. Tyto rozměry slouží dalším funkcím pro nastavení hledacích 
oken, aktivního okna a jiných z důvodu zachování stejné funkčnosti obrazu na webkamerách 
s různým rozlišením. Tyto hodnoty rozměru se upraví a uloží do proměnných, které nám 
slouží jako zkrácený zápis v programu, abychom mohli místo zápisu výpočtu použít rovnou 
proměnnou. Tyto hodnoty používáme vícekrát, proto je lepší definovat si je jako nové 
proměnné. Jedná se o proměnné s názvem w, h, ww a hh (w obsahuje poloviční šířku obrazu, 
h poloviční výšku obrazu, ww třetinu šířky obrazu a hh třetinu výšky obrazu).  
 
Proměnná rect je velice důležitá, protože nastavuje velikost sledovacího okno a pozici 
v hlavním snímku img, kde se právě zpracovávají obrazová data. Sledovací okno je část 
obrazu z webkamery, kde je výskyt dlaně nebo se výskyt dlaně předpokládá. Pokud je 
aktivována automatická detekce dlaně, je nastavena pozice okna na výchozí hodnotu, tj. 
uprostřed zobrazovaného obrazu. Pokud je ale aktivováno trasování dlaně, sledovací okno 
neustále „hlídá“ dlaň a proměnná rect poté v sobě obsahuje informace o její pozici v obraze.  
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Funkce cvCreateImage() definuje parametry obrazových proměnných typu IplImage. 
Nastavuje zejména velikosti obrazu na určitý počet pixelů, k tomu slouží funkce cvSize(). 
Velikost obrazových proměnných pro zpracování obrazu je nastavena na stejnou velikost jako 
má sledovací okno, protože data z něj se vkládají přímo do těchto proměnných (img_hsv 
a maska). Dále nastavuje použitou bitovou hloubku na 8 bitů na jeden kanál (255 úrovní) 
a počet kanálu v obraze (barevnému prostoru HSV odpovídá počet kanálů 3, jasový má počet 
kanálů 1). Velikost nově vzniklé obrazové proměnné se určuje pomocí funkce, která nastavuje 
velikost, v tomto případě na 250210 px.  
 
Následuje je vytvořeno okno s názvem „Cam Video“, kde se zobrazuje video z kamery. Poté 
už probíhá samotný cyklus while, ve kterém se zpracovává zbytek kódu programu. Cyklus se 
provádí neustále opakovaně, dokud není v proměnné key zaznamenána hodnota 27, což je 
numerická hodnota klávesy „ESC“. Načtení znaku z klávesnice provádí funkce cvWaitKey(), 
která má jediný parametr, a to dobu čekání na stisk klávesy v jednotkách milisekund. Pokud 
není znak načten, funkce vrací hodnotu "-1".  
 
Po ukončení cyklu while a před samotným zavřením programu je odblokováno snímací 
zařízení pro možné použití v jiném programu (funkce cvReleaseCapture()) a jsou zavřeny 
všechny vytvořená okna programu (funkce cvDestroyAllWindows()). 
4.4 Zpracování obrazu z webkamery 
Zde probíhá úprava obrazu a výběr oblasti pro nás důležitých. S každým průchodem cyklu 
while se je nejprve zpracuje obraz v surové podobě, a až poté se provádí další operace. 
img = cvQueryFrame(capture); 
 




cvCvtColor(img, img_hsv, CV_RGB2HSV); 
 
cvInRangeS(img_hsv, CV_RGB(c_min[0], c_min[1], c_min[2]), 
           CV_RGB(c_max[0], c_max[1], c_max[2]), maska); 
 
cvErode(maska, maska, NULL, 1); 
 
cvResetImageROI(img); 
Za pomocí funkce cvQueryFrame() s parametrem capture se na začátku každého cyklu 
provede sejmutí aktuálního snímku z webkamery a jeho uložení do proměnné img. Poté je 
obraz otočen horizontálně funkcí cvFlip(), aby bylo odstraněno zrcadlové zobrazení snímků 
na výstupu kamery. Nastavení módu otočení se provádí třetím parametrem (1 = horizontální 






4.4.1 Sledovacího okno 
Funkce pro nastavení ROI: void cvSetImageROI(IplImage* image, CvRect rect); 
Funkce pro vymazání ROI: void cvResetImageROI(IplImage* image); 
 
Oblast zájmu (anglicky Region Of Interest = ROI) je část obrazu, ve které se nacházejí 
důležité obrazové informace vyzdvihnuté nad ostatní.  
 
Sledovací okno je část obrazovky, kde se nalézá hledaný objekt (dlaň), který je pomocí okna 
chycen a sledován. Toto okno je vytvořeno v obraze zdrojového videa, avšak toto video není 
dotčeno. K označení výběru části obrazu slouží funkce cvSetImageROI(), jejímž prvním 
parametrem je zdrojové video a druhým parametrem je proměnná rect, která obsahuje 
informace o pozici okna v souřadnicovém systému a o velikosti okna (šířka a výška). Velikost 
okna je konstantní a v průběhu programu se nemění. Nastavení pozice okna se provádí podle 
hlavního kurzoru a postup výpočtu je popsán v kapitole 4.6.2. Dále se v programu nepracuje 
s celým snímkem, ale jen s tímto výřezem. Zpracování obrazovými funkcemi je poté rychlejší 
a klesá náročnost na výpočetní výkon.  
 
Velikost sledovacího je nastavena pevně na rozměr 250210 px, což přibližně odpovídá 
velikosti dlaně 50 cm od kamery při rozlišení kamery 640480 px. 
 
Obsah sledovacího okna se po provedení první funkce následující po nastavení okna, 
zkopíruje do proměnné img_hsv a dále již není nutné mít sledovací okno definované 
v proměnné img. Proto je po zpracování obrazových dat vymazáno pomocí funkce 
cvResetimageROI(). 
 
Obr. 10: Vyobrazení sledovacího okna: vlevo obraz s ohraničenou oblastí (oranžový rámeček) 




4.4.2 Změna barevného modelu 
Funkce: void cvCvtColor(const CvArr* source, CvArr* destination, int code); 
 
Tímto krokem se převede standardní barevný model na jiný. První parametr je vstupní obraz, 
druhý parametr výstupní obraz a třetí parametr je typ barevné konverze, která se má provést 
na vstupním obrazu. V případě našeho programu převádíme barvy RGB na HSV. 
 
K tomuto kroku byly využity znalosti z práce [11] zaměřené na detekci barvy kůže, která 
doporučuje jako nejvhodnější barevný model pro detekci tělové barvy právě prostor HSV. Pro 
následné ověření byly vyzkoušeny nejběžnější barevné modely z knihovny OpenCV (srovnání 
na Obr. 11). Je patrné, že tělová barva je nejvíce odlišná od okolní právě při konverzi 
z prostoru RGB do HSV. Dobrý výsledek je znatelný i u konverze do HLS, ale zde je patrný 
velký kontrast tělové barvy viditelny na dlani ruky, který by znemožňoval kompletní detekci 
dlaně.  
 
Obr. 11: Rozdílné konverze mezi barevnými modely v OpenCV 
Barevná konverze se provádí podle vzorců: 
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    (5.3) 
Ze znalostí barevného prostoru a ze vzorce 5.3 je patrné, že složka Hue barevného prostoru 
bude nabývat hodnot větších, než dovoluje 8 bitová hloubka obrazu. Konkrétně je rozsah 
složky Hue 0–360 a čísla 255 nelze v takovémto nastavení obrazu definovat. Proto OpenCV 
tuto složku při barevné konverzi před uložením podělí 2. [9] 
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4.4.3 Segmentace obrazu 
Funkce: void cvInRange(const CvArr* src, const CvArr* lower, const CvArr* upper, CvArr* dst); 
 
První parametr funkce je rezervován pro vstupní obrazová data, stejně jako poslední parametr 
pro výstupní data. Druhý a třetí parametr nastavuje hodnoty minimálního a maximálního 
prahu pro výběr barvy, ze kterých se vytvoří příslušná maska. Hodnoty pro tento práh se 
získají z automatické detekce barevného rozsahu provedeného v kapitole 4.5. V masce se po 
provedení této funkce vytvoří bílá plocha v oblastech, které odpovídají určenému barevnému 
rozsahu (oblasti pro program důležité), zbylé pozadí zůstane černé. 
 
Obr. 12: Funkce cvInRangeS při různých parametrech 
4.4.4 Eroze masky 
Funkce: void cvErode(const CvArr* src, CvArr* dst, IplConvKernel* element, int iterations); 
 
Eroze slouží pro vyhlazení bílých oblastí masky. Aby se předešlo chybné detekci kontur, musí 
být obraz s rozptylem bílých ploch upraven tak, aby se oddělil šum od užitečné části obrazové 
masky. První dva vstupní parametry jsou zdroj (prvek A na Obr. 13) a cíl obrazových dat, 
třetí parametr je tvar a velikost elementu, podle kterého se eroze provádí (prvek B na 
Obr. 13). Poslední parametr udává počet průchodů, které funkce provede na jednom obrazu. 
 
Obr. 13: Morfologická transformace – eroze objektu 





V OpenCV se nachází mnoho funkcí pro vytvoření morfologické transformace. Jednak to jsou 
přímo funkce, které už v názvu obsahují zmíněnou transformaci (například cvErode() pro 
vytváření erozí nebo cvDilate() pro obrazovou dilataci). Tyto funkce zvládnou jen danou 
operaci, proto je v OpenCV implementována funkce cvMorphologyEx(), která zvládne 
i pokročilejší kombinace těchto transformací. 
 
 
Obr. 14: Snímky po provedení eroze a dilatace: a) originální snímek, b) dilatace jeden průchod, 
c) dilatace dva průchody, d) eroze jeden průchod, e) eroze dva průchody ) 
Z funkcí obsažených v OpenCV je pro naši aplikaci nejvhodnější použití eroze při jednom 
průběhu po celém obrazu. Dokazuje to obrázek 14, kde je jasně vidět jak eroze a dilatace ve 
skutečnosti fungují. Zatímco dilatace vstupní masku zvětšuje a nabobtnává, eroze provádí 
přesný opak. Oblasti se slabším zastoupením bílé barvy (obrazový šum) jsou po prvním 
průchodu ořezány a zůstane pouze bílá plocha, která je velká a celistvá (užitečná data). Po 
druhém průchodu eroze se narušuje struktura plochy, která je žádaná a proto provádíme jen 
jeden průchod (nastavením čtvrtého parametru funkce). 
 
Eroze vytváří nový obraz z původního pomocí následujícího algoritmu (zobrazen na Obr. 13): 
element B je snímán přes obraz a počítá se minimální hodnota pixelů překrývající element 
B a nahradí se obrazové pixely pod kotvícími body s minimální hodnotou. Pokud bude obraz 
A menší než element B, dojde k jeho vymazání. [9] 
 
Použitý element, který slouží k ořezání masky, se definuje třetím parametrem funkce. 
V našem případě je nastaven na hodnotu NULL, proto se použije defaultní element s rozměry 
33 pixelů a kotevním bodem uprostřed elementu (červené kolečko na Obr. 13). [9]  







 c) d) 
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4.4.5 Kontura a její konvexní obal 
Vyhledávání nejvhodnější kontury: 
pocet_kont = cvFindContours(maska, storage, &kont_temp, sizeof(CvContour), 
                            CV_RETR_EXTERNAL, CV_CHAIN_APPROX_SIMPLE); 
 
for (int i=0; i<pocet_kont; i++) 
{ 
   vel_kont_temp = cvContourArea(kont_temp); 
 
   if (vel_kont_temp>=vel_kont && vel_kont_temp>5000) { 
      vel_kont = vel_kont_temp; 
      kontura = kont_temp; } 
 
   kont_temp = kont_temp->h_next; 
} 
Vyhledání kontur (obrysů) se provádí pomocí funkce cvFindContours(). Vstupním obrazem 
je proměnná maska získaná v předchozích krocích. Dalšími parametry funkce jsou storage 
sloužící jako dočasná dynamická paměť, výstupní proměnná kont_temp, kde se ukládají 
všechny nalezené kontury obrazu a jejích sekvence. Dalším parametrem je velikost hlavičky 
sekvencí vyjádřena funkcí sizeof(CvContour) a následují dva parametry pro nastavení 
funkce. 
 
První parametr určuje adresování jednotlivých kontur, které mohou být i vnořené (kontura 
v kontuře). Parametr CV_RETR_EXTERNAL v našem případě určuje mód, ve kterém se 
hledají pouze kontury v první úrovni, tzn. bez vnořování. Druhý parametr určuje metodu 
použitou k přeskládání nalezených bodů na výstup. Jako výchozí metoda je nastavena 
CV_CHAIN_APPROX_SIMPLE, která je použita díky její vyšší rychlosti oproti ostatním 
(o cca 2 ms) a jednodušší práci s jejím výstupem v podobě sekvence koncových bodů. 
Algoritmus pracuje na principu bezeztrátového přiblížení, které kóduje horizontální, 
vertikální a diagonální segmenty vrstevnice s vrcholovými body. Každý obrys je 
reprezentován seznamem vrcholů tohoto mnohoúhelníku. [9] 
 
Funkce nalezne v binárním obrazu kontury a vrátí počet nalezených kontur (proměnná 
pocet_kont). Z nich se musí vybrat ta nejvhodnější, která je v drtivé většině největší. Pomocí 
cyklu for se projdou všechny kontury a u každé se provede výpočet velikosti její plochy 
pomocí funkce cvContourArea() (6. řádek). Pokud má právě nalezená kontura větší plochu 
než předchozí, uloží se do proměnné kontura a její velikost do proměnné vel_kont. Poté se 
kontura přepne na další v pořadí pomocí předání její adresy (cntr = cntr->h_next) a cyklus 
pro hledání se opakuje pro novou konturu. Proměnné vel_kont_temp a kont_temp poslouží 
jako dočasné proměnné, které dále v programu nejsou zapotřebí. 
 




Konvexní obal a jeho chyby (defekty): 
if (kontura) 
{ 
   hull = cvConvexHull2(kontura); 
   dfct = cvConvexityDefects(kontura, hull); 
 
   defects = (CvConvexityDefect*)malloc(sizeof(CvConvexityDefect)*dfct->total); 
   cvCvtSeqToArray(dfct, defects, CV_WHOLE_SEQ); 
 
   pocet_dfct = 0; 
   for (int i=0; i<dfct->total; i++) { 
      if (defects[i].depth>30) 
         pocet_dfct++; } 
} 
Proměnná kontura má v sobě uložené body ve složité struktuře a není možné je jednoduše 
vyčíst. Pro určení bodů, které by pomohly ovládat program je zapotřebí získat z proměnné 
kontura logická data. Funkce cvConvexHull2() určí vrcholové body nalézající se na kontuře, 
které tvoří konvexní obal. Body konvexního obalu se uloží jako sekvence do proměnné hull. 
 
Dále určíme chyby, které se objevují při výpočtů konvexního obalu. Jde o oblasti, kde se mezi 
konturou a konvexním obalem objevuje hluboká propast (tzv. defekt). O výpočet se stará 
funkce cvConvexityDefects(), jejímiž vstupními parametry jsou právě kontura a konvexní 
obal. K určení počátečních a koncových bodů včetně hloubky defektu slouží universální 
funkce cvCvtSeqToArray(). Funkce uloží do předem alokované proměnné defects (6. řádek) 
body a jejích parametry. 
 
Defekty můžeme v programu využít pro určení počtů prstů na dlani. Nastavíme proměnnou 
pocet_dfct na výchozí hodnotu „0“ a pomocí cyklu for se projdou všechny defekty. Pokud 
je velikost defektu větší než určitá minimální mez, zvedne se proměnná pocet_dfct o 1. 
 







   // Detekce rozsahu barev dlaně 
   // Úprava barevného rozsahu 
} 
else if (hand_det && kontura && pocet_dfct) 
{ 
   // Trasování nalezené dlaně 
   // Vytvoření akce na gesta prstů dlaně 
} 
else hand_det = 0; 
Po zpracování obrazu přichází na řadu detekce dlaně a poté její trasování. Toho se docílí 
rozvětvením programu na dvě úrovně, jejichž přepínání řídí proměnná hand_det. Proměnná 
obsahuje údaj o tom, že byla nalezena dlaň (hodnota true) nebo že byla ztracena (hodnota 
false). Pokud nabývá hodnoty false, provede se detekce dlaně a při úspěšné detekci se 
překlopí na true. Než se přejde k trasování dlaně, zkontroluje se, zda je některá z kontur 
nalezena a zda obsahuje minimálně jeden defekt (chyba v konvexním obalu). V případě, že 
kontura nebo počet defektů nevyhovují podmínkám, nastaví se detekce dlaně na false 
a přejde se znovu k automatické detekci dlaně. 
4.5 Automatická detekce dlaně 
Úspěšná detekce je podmínkou pro pokračování v programu. Sestává ze dvou kroků, měření 
rozsahu barvy kůže a úpravou daného rozsahu. K rozdělení těchto kroků slouží proměnná 
krokovani. Pokud má hodnotu "0", provádí se daná detekce rozsahu barev, která po úspěšném 
provedení nastaví proměnnou na hodnotu "1"a přejde se k úpravě barevného rozsahu. 
Krokování se nastavuje uvnitř detekce rozsahu barev na hodnotu „1“ (pokud je úspěšná) a po 
úpravě barevného rozsahu na hodnotu „0“ (pokud rozsah není správný). 
if (krokovani==0) 
{ 
   // Detekce rozsahu barev dlaně 
} 
else if (krokovani>=1) 
{ 
   // Úprava barevného rozsahu 
} 
Detekce rozsahu barev dlaně: 
for (int i=0; i<10; i++) 
{ 
   r = ((uchar*)(img_hsv->imageData+img_hsv->widthStep*(bod_y[i])))[(bod_x[i])*3+2]; 
   g = ((uchar*)(img_hsv->imageData+img_hsv->widthStep*(bod_y[i])))[(bod_x[i])*3+1]; 
   b = ((uchar*)(img_hsv->imageData+img_hsv->widthStep*(bod_y[i])))[(bod_x[i])*3]; 
 
   c_min[0]=MIN(c_min[0],r); c_min[1]=MIN(c_min[1],g), c_min[2]=MIN(c_min[2],b); 




V tomto kroku se provede průchod všech bodů určených k detekci (růžové kolečka na 
Obr. 16) a během cyklu se zjišťuje barva na souřadnicích bodů. Bodů pro vykreslení je 
celkem 10 a jejich souřadnice jsou definovány při inicializaci. Proměnné bod_x a bod_y jsou 
naplněny hodnotami určujícími vzdálenost od nulového bodu v levém horním rohu obrazu. 
Údaje o barvě jsou u proměnných typu IplImage uloženy ve struktuře imageData. K výběru 
barvy z jednoho pixelu se používá přímý zápis (rovnice 5.4). 
        ((      )(   -              -                )) (     )         (5.4) 
Pixel, ze kterého barvu vybíráme, je určen pomocí souřadnic bod_y a bod_x, danou barvu 
určíme pomocí parametru b. Parametr b může nabývat hodnot 0, 1 a 2, přičemž „0“ označuje 
modrou barvu, „1“ barvu zelenou a „2“ barvu červenou. Hodnoty barev nejsou uloženy ve 
standardním formátu, proto se musí převést na 8 bitové číslo pomocí přetypování na uchar. 
 
Aktuální nalezená barva se porovnává s předchozími barvami a ukládají se do proměnných 
c_min a c_max. Tyto proměnné jsou pole obsahující tři hodnoty integer pro barevný rozsah: 
 
c_min[0] a c_max[0] = minimální a maximální hodnota rozsahu pro červenou barvu 
c_min[1] a c_max[1] = minimální a maximální hodnota rozsahu pro zelenou barvu 





   cyklus = 0; 
   if (vel_kont>15000 && vel_kont<25000) 
      krokovani++; 
   if (krokovani==0) { 
      c_min[0]=255, c_min[1]=255, c_min[2]=255; 
      c_max[0]=0, c_max[1]=0, c_max[2]=0; } 
} 
Detekce barev se provádí cyklem přes 50x snímků z webkamery. Poté je vyhodnoceno, zda 
má barevný rozsah odpovídající účinek na zpracování obrazu a kvalitu výsledné kontury. 
Pokud je velikost kontury v rozmezí 1500025000, je rozsah dostatečný a přejde se k dalšímu 
kroku detekce. Tím je úprava barevného rozsahu (nastavením proměnné krokovani na 
hodnotu 1). 
 
Pokud nedojde k ovlivnění proměnné krokovani, vrátí se zpět hledání barev do původního 
režimu nastavením proměnných c_min a c_max na výchozí hodnoty. Pro c_min je výchozí 
hodnota 255, protože hledáme minimum určité barvy, c_max je nastaven na hodnotu 0, 





Obr. 16: Automatická detekce barev: vlevo upravený snímek z kamery, 
vpravo kontura nalezeného barevného rozsahu 
Úprava barevného rozsahu: 
c_min[0]-=10, c_min[2]-=10, c_min[2]-=30; 
c_max[0]+=20, c_max[1]+=30, c_max[2]+=30; 
 
if (vel_kont>18000 && vel_kont<22000 && pocet_dfct>=4 && pocet_dfct<=6) 
   hand_det = 1; 
else 
   krokovani = 0; 
Úprava barevného rozsahu se provádí pomocí předem definovaných hodnot. Hodnoty byly 
určeny experimentálně a jejich vliv je popsán v Tab. 01. Po úpravě se musí provést kontrola. 
Kontrola je přesnější než při detekci barvy, aby se předešlo špatné úpravě rozsahu. Pokud je 
velikost kontury a počet prstů ve správném rozsahu (4. řádek), přejde se ke kroku trasování 
dlaně (hand_det se nastaví na hodnotu 1). 
Tab. 01: Možnosti při úpravě barevného rozsahu a jeho vliv na konturu 
  Sníţení hodnoty Zvýšení hodnoty 
c_min[0] 
Kontura se stává plnější, okolí 
s podobnou barvou se zviditelňuje, 
zvyšuje se šum. 
Kontura pomalu mizí. 
c_min[1] Zvyšuje se šum v masce a kontura se 
rapidně zvětšuje a nabírá na plnosti. 
Mizí šum a kontura se zmenšuje 
a vylepšuje. 
c_min[2] Nemá vliv. 
Při zvýšení hodnoty o 10 kontura 
i maska zmizí. 
c_max[0] Kontura pomalu mizí. 
Kontura se stavá plnější, okolí 
s podobnou barvou se zviditelňuje. 
c_max[1] Kontura pomalu mizí. Nemá vliv. 
c_max[2] Při snížení hodnoty o 10 kontura 





4.6 Trasování nalezené dlaně 
4.6.1 Určení hlavního a levého kurzoru: 
Jako hlavní kurzor se označuje nejvyšší bod nalezený na kontuře. Hlavní kurzor potřebujeme 
k ovládání polohy kurzoru myši a skrolování a spolu s kombinací levého kurzoru (bod na 
kontuře nejvíce vlevo) k provádění gesta. Gesto se zajištuje pomocí určité polohy obou 
kurzorů. 
point_left = **CV_GET_SEQ_ELEM(CvPoint*, hull, 0); // Proměnná hlavního kurzoru 
point_top = cvPoint(0, window.height);   // Proměnná levého kurzoru 
 
for (int i=0; i<hull->total; i++) 
{ 
   pt = **CV_GET_SEQ_ELEM(CvPoint*, hull, i); 
   if (pt.y<point_top.y) 
      point_top = pt; 
} 
K tomuto účelu se využívá konvexní obal hull (vytvořený v kapitole 4.4.5). Proměnná 
point_left obsahuje první prvek sekvence, který se vždy nachází nejvíce vlevo. Proměnná 
point_top se musí nejprve nastavit na výchozí hodnotu (nejnižší výška na spodní hraně 
obrazu a její hodnota je rovna window.height), aby se zajistilo nalezení nejvyššího bodu. 
 
Nejnižší bod nalézáme cyklem for, kde procházíme všechny body konvexního obalu 
a hledáme bod s nejnižší hodnotou souřadnice y. Proměnná pt je dočasná proměnná, do které 
se ukládá souřadnice aktuálně vybraného bodu konvexního obalu. Souřadnice aktuálního 
bodu se porovnává s hodnotou point.y získanou v předchozím průchodu cyklu. Pokud je 
aktuální hodnota nižší než předešlá, uloží se do proměnné point_top aktuální hodnota bodu. 
4.6.2 Nastavení sledovacího okna  
rect.x = point_top.x - rect.width/2; 
rect.y = point_top.y - 20; 
 
if ((window.width-rect.x-rect.width)<0) rect.x = window.width - rect.width - 1; 
if ((window.height-rect.y-rect.height)<0) rect.y = window.height - rect.height - 1; 
 
if (rect.x<0) rect.x = 0; 
if (rect.y<0) rect.y = 0; 
Pozice sledovacího okna se neustále nastavuje podle hlavního kurzoru. Proměnná rect 
obsahuje souřadnice x a y levého horního rohu sledovacího okna, proto se musí provést 
přepočet. První přepočet (1. řádek) slouží k nastavení okna na šířku. Od souřadnice x hlavního 
kurzoru odečteme polovinu šířky sledovacího okna, čímž docílíme toho, že vztyčený prst 
bude vždy uprostřed sledovacího okna. Dále okno posuneme o 20 px nad hlavní kurzor, aby 
mohlo okno dopředu odhadovat posun prstu vzhůru. Následné kontroly slouží k tomu, aby se 
sledovací okno nemohlo nastavit mimo okraj obrazu. Tam se žádná obrazová data nenalézají, 
a tak by program mohl havarovat. 
37 
 
4.6.3 Nastavení pozice kurzoru myši 
point = cvPoint(point_top.x-100, point_top.y-50); 
 
if (point.x<0) point.x = 0;  
else if (point.x>window.width-150) point.x = window.width-150; 
 
if (point.y<0) point.y = 0;  
else if (point.y>window.height-220) point.y = window.height-220; 
 
cursor.x = (cursor.x + point.x * screen.x / 390) / 2; 
cursor.y = (cursor.y + point.y * screen.y / 230) / 2; 
 
SetCursorPos(cursor.x, cursor.y); 
Aktivní okno pro sledování prstu (viz obr. 17) je nastaveno 100 px od levého okraje a 50 px 
od vrchního okraje obrazu s odpovídající šířkou 390 px a výškou 230 px. Tím docílíme toho, 
že se při ovládání prstem nedostane dlaň za okraj obrazu, čímž by se znemožnila její detekce.  
 
Přepočet na řádku 1 a podmínky na řádcích 3, 4, 6 a 7 slouží k nastavení proměnné point na 
skutečné souřadnice aktivního okna. Je zde ošetřeno, aby tato proměnná nenabývala hodnot 
vyšších, než je samotná šířka a výška aktivní oblasti. Kdyby k tomu došlo, při přepočtu na 
kurzor myši by program pravděpodobně havaroval, protože by nebyl schopen kurzor nastavit 
mimo okraj obrazovky displeje. 
 
Pro přepočet využíváme proměnnou screen, která se inicializuje na začátku programu 
(kapitola 4.3.2) a je v ní obsažená šířka a výška hlavní obrazovky displeje, na které budeme 
kurzor ovládat. K naplnění proměnné požijeme systémovou funkci GetSystemMetrics() 
s nastavenými parametry SM_CXSCREEN pro získání velikosti šířky nebo SM_CYSCREEN pro 
získání velikosti výšky obrazovky [12]. Protože se přepočítává menší plocha aktivního okna 
na větší plochu obrazovky, malé vychýlení hlavního kurzoru v obraze může způsobit velké 
vychýlení kurzoru myši na obrazovce. Z toho důvodu použijeme aritmetický průměr aktuální 
souřadnice hlavního kurzoru a souřadnice z předešlého cyklu (9. a 10. řádek). Tím tento 
problém částečně eliminujeme. 
 
Pro samotné ovládání kurzoru se využívá funkce SetCursorPos() z knihovny winuser.h. 
První parametr funkce nastavuje pozici kurzoru na šířku (osa x) a druhý parametr na výšku 
(osa y). Nulový bod se zápisem funkce  SetCursorPos(0, 0) se nachází v levém horním rohu 
obrazovky. [13] 
4.6.4 Rozpoznání kliknutí 
if (point_top.x-point_left.x < 40 && !clicked) { 
   Click('d'); 
   clicked = 1; } 
else if (point_top.x-point_left.x > 50 && clicked) { 
   Click('u'); 
   clicked = 0; } 
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Rozeznání kliknutí probíhá pomocí hlavního a levého kurzoru (point_top a point_left).  
Pokud se tyto dva body dostanou obrazně „pod sebe“, je rozpoznáno gesto kliknutí. To 
znamená, že pokud se vyhodnotí přiblížení obou kurzoru v horizontální ose (souřadnice x) 
o méně než 40 pixelů, provede se zavolání funkce Click(), která provede simulaci kliknutí 
levého tlačítka myši. Po oddálení o minimálně 50 pixelů se provede znovu volání funkce 
Click(), která stisknuté tlačítko uvolní. Aby se zamezilo neustálému klikání, je v kódu 
zavedena proměnná clicked, která složí jako kontrola, zda už bylo kliknuto. 
 
Kliknutí se v obrazu indikuje červeným kolečkem (viz obr. 17 vpravo). 
 
Obr. 17: Vykreslení hlavního a levého kurzoru v aktivní oblasti, 
na pravém snímku je znázorněno provedení kliknutí 
Funkce pro zprostředkování klikání: 
void Click (char typ) 
{ 
   INPUT Input = {0}; 
   Input.type = INPUT_MOUSE; 
 
   switch (typ) { 
      case 'd': Input.mi.dwFlags = MOUSEEVENTF_LEFTDOWN; break; 
      case 'u':   Input.mi.dwFlags = MOUSEEVENTF_LEFTUP;   break; } 
 
   SendInput(1, &Input, sizeof(INPUT)); 
} 
K samotné simulaci kliknutí je zapotřebí odeslat do systému požadavek s určitými parametry. 
Využívá se k tomu základní knihovny wiuser.h. Simulace kliknutí provede buď stisk tlačítka 
(MOUSEEVENTF_LEFTDOWN) nebo upuštění stisknutého tlačítka (MOUSEEVENTF_LEFTUP), podle 
nastaveného parametru typ. Tyto vstupní parametry se poté odešlou do vstupu systému 
pomocí funkce SendInput(). [14] 
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4.6.5 Skrolování stránek 
if (point_top.x > window.width-99 && point_top.x < window.width-50) { 
   if (!v_scroll) 
      v_scroll = point_top.y; } 
else if (point_top.y > window.height-199 && point_top.y < window.height-150) { 
   if (!h_scroll) 
      h_scroll = point_top.x; } 
else { 
   v_scroll = 0; h_scroll = 0; } 
 
if (v_scroll) 
   if (v_scroll>point_top.y-5 || v_scroll<point_top.y+5) 
      Scroll('v', v_scroll-point_top.y); } 
else if (h_scroll) 
   if (h_scroll>point_top.x-5 || h_scroll<point_top.x+5) 
      Scroll('h', h_scroll-point_top.x); } 
Pro možnost využití skrolování (např. v dlouhých dokumentech) jsou využity dvě oblasti 
okna ohraničené obdélníky. Pro horizontální skrolování se obdélník nachází pod aktivní 
oblastí a pro vertikální skrolování vlevo od aktivní oblasti. Tyto oblasti se používají stejně 
jako při skrolování na touchpadu u notebooku (viz obr. 18). 
 
Nejprve se hlavním kurzorem zajede do oblasti skrolování (k rozlišení slouží podmínka na 1. 
a 4. řádku), kde se po najetí příslušná souřadnice (point_top.x nebo .y) označí jako výchozí 
místo, které se uloží do paměti. Toto místo je v paměti uloženo jako v_scroll nebo h_scroll 
(podle typu skrolování) a drží se v paměti, dokud je hlavní kurzor v daném obdélníku pro 
skrolování. Dokud v obdélníku hlavní kurzor setrvává, tato proměnná nemění (tomu zamezuje 
podmínka na 3. a 6. řádku) a pokud jej opustí, provede se vynulování (8. řádek). 
 
Poté se pohybem hlavního kurzoru směrem dolů nebo nahoru (u vertikálního skrolování), 
případně doprava nebo doleva (u horizontálního skrolování) může provádět skrolování. Proti 
chvění kurzoru je nastavena hystereze ve velikosti 5 px na každou stranu od výchozího bodu, 
a v této oblasti se skrolování neprovádí (ošetřeno podmínkami na řádcích 10 a 12). V tomto 
rozmezí 10 px je oblast aktivní, ale skrolování s tak malou rychlostí nemá smysl, a navíc při 
„odskakování“ hlavního kurzoru vlivem šumu v obraze se na této hranici překlápí směry 
a skrolování není korektní. Pokud jsou všechny podmínky splněny, začne se volat funkce 
Scroll() s nastaveným prvním parametrem určujícím typ skrolování a druhým parametrem 
popisujícím vzdálenost od výchozího bodu, což určuje rychlost skrolování. Vzdálenost od 
výchozího bodu se vypočítá jako aktuální pozice hlavního kurzoru v obraze (point_top) 
mínus hodnota výchozí souřadnice pro daný směr skrolování (h_scroll nebo v_scroll). 
  
Horizontální skrolování není podporováno pod systémem Windows XP, 2000 a nižší, protože 




Obr. 18: Ukázka zobrazení oblastí pro skrolování (modré obdélníky)  
Funkce pro simulaci skrolování: 
void Scroll (char typ, int intensity) 
{ 
   INPUT Input = {0}; 
   Input.type = INPUT_MOUSE; 
 
   switch (typ) { 
      case 'v': Input.mi.dwFlags = MOUSEEVENTF_WHEEL; break; 
      case 'h': Input.mi.dwFlags = MOUSEEVENTF_HWHEEL; break; } 
 
   Input.mi.mouseData = intensity; 
   SendInput(1, &Input, sizeof(INPUT)); 
} 
Funkce pro skrolování je velice podobná funkci pro vytváření kliknutí Click(), která také 
využívá nastavení vstupu na zařízení typu počítačová myš. 
 
Při volání funkce Scroll() se definují dva parametry, první určuje typ skrolování a druhý 
jeho rychlost (intenzita). Po jejím zavolání se nejprve vytvoří proměnná Input s výchozí 
hodnotou „0“ a poté se nastaví jako typ vstupu počítačová myš. Další nastavení probíhá při 
výběru, zda se skrolování bude provádět vertikálně nebo horizontálně, což určuje první 
parametr funkce. Nakonec se uloží do vstupu intenzita skrolování definovaná druhým 
parametrem funkce, který může nabývat hodnot 0–120, přičemž nejnižší hodnota odpovídá 
skrolování nejpomalejšímu. Pokud je tato hodnota kladná, skroluje se ve směru dolů případně 





Cílem práce bylo seznámit se s technikami zpracování obrazů, detekce a sledování 
pohybů v obraze. Těchto znalostí jsem využil pro sestavení vlastního programu pro ovládání 
počítače gesty rukou. 
V práci jsem se věnoval komplexní knihovně OpenCV sdružující celou řadu funkcí, 
jejichž samotné programování by bylo velice složité. Práce s touto knihovnou je jednoduchá 
a i když jsem se s ní v této práci setkal poprvé, naučil jsem se s ní rychle pracovat. 
Prozkoumal jsem vyhledávací metody zahrnuté v této knihovně, avšak tyto metody jsou 
velice obecné na použití a nejsou stavěné na detekci dlaně a jednotlivých prstů. Při rychlých 
pohybech objektů často selhávají a některé z nich jsou velice náročné na výpočetní výkon 
počítače.  
Proto jsem navrhl novou metodu pro detekci ruky, která je rychlá, přesná a nenáročná 
na výkon. Oproti přechozím metodám, které pracují na principu přímého zpracování 
obrazových dat a porovnávání snímků, pracuje moje metoda na principu předzpracování 
obrazu. Nejprve se sejmutý obraz z webkamery převede do barevného modelu HSV, který je 
nejvhodnější na detekci tělové barvy, poté se ze snímku vybere pouze ta tělová barva, která se 
nahradí barvou bílou a ostatní barvy černou barvou. Takto vznikne maska původního snímku 
a pomoci nalezení obrysu nám vznikne sekvence bodů popisující obrys ruky, definovaný 
body se souřadnicemi x a y. Poté se z této série bodů vybere určitý specifický bod a ten slouží 
k nastavování kurzoru myši. V našem případě je to nejvyšší detekovaný bod. K tomuto bodu 
byl přidán druhý bod a jejich vzájemná poloha umožní simulovat stisk levého tlačítka 
počítačové myši. 
Tato metoda pracuje výborně a všechna úskalí, která s ní byla v minulosti spjata, byla 
odstraněna. Program obsahuje automatickou detekci dlaně a odstraňuje nutnost nastavovat 
parametry hledání manuálně. Nespornou výhodou je rychlost zpracování obrazu, která se 
pohybuje okolo 25 ms, takže nedochází k trhání videa a ovládání počítače pomocí programu 
je plynulé. Toho bylo dosaženo zpracováním pouze té části obrazu, kde se momentálně 
hledaná dlaň nachází. Tím byla rovněž odstraněna náchylnost programu na výskyt jiných části 
těla v obraze (například obličeje nebo druhé ruky). Jistou nevýhodou je pouze možnost 
ovládat klikání pouze pravou rukou, všechny ostatní funkce tímto netrpí. 
Ovládání počítače gesty rukou je jistě zajímavé a hodně jsem si s tím při programování 
„pohrál“. Nemyslím si ale, že by tento způsob ovládání počítače mohl nahradit běžnou 
počítačovou myš. Počítačová myš je léty ověřená a zdokonalována a v přesnosti 
a jednoduchosti jí dlouho nic nepředčí. 
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