Machine transliteration has a number of applications in a variety of natural language processing related tasks such as machine translation, information retrieval and question-answering. For automated learning of machine transliteration, a large parallel corpus of names in two scripts is required. In this paper we present a simple yet powerful method for automatic mining of HindiEnglish names from a parallel corpus. An average 93% precision and 85% recall is achieved in mining of proper names. The method works even with a small corpus. We compare our results with Giza++ word alignment tool that yields 30% precision and 63% recall on the same corpora. We also demonstrate that this very method of name mining works for other Indian languages as well.
Introduction
Transliteration of names from one script/language to another has a number of applications in a variety of natural language processing tasks. These include machine translation, information retrieval, question-answering, multilingual directories, reservation charts, name lists etc.
Machine transliteration has been studied by a number of researchers (Knight et al., 1998; AlOnaizan et al., 2002; Goto et al., 2003; Huang et al., 2003; Feng et al., 2004; Asif et al., 2006;  Kuo et al. 2006); Knight and Graehl(1998) use a modular approach in which five probability distributions are obtained for various phases of the transliteration -generation and pronunciation of English word sequences, conversion of English sounds to Japanese and then Japanese sounds to Katakana writing. Al-Onaizan and Knight (2002) present work on transliteration from English to Arabic. It relies on an existing named entity recognition system, which identifies possible named entities in English. A predefined phoneme mapping is used to generate all possible transliterations. The validity of transliterations is examined by rating it based on web counts, and coreferences by querying for the candidate transliteration on popular search engines such as Google. Huang et al. (2003) have worked on extracting Hindi-English named entity pairs through alignment of a parallel corpus. ChineseEnglish pairs are first extracted using a dynamic programming string matching. This ChineseEnglish model is then adapted to Hindi-English iteratively, by using already extracted HindiEnglish named entity pairs to bootstrap the model. The precision achieved by this model is 91. 8%. Feng et al. (2004) have used a maximum entropy model, in which an alignment probability for target/source named entities is defined over 4 features -translation score, transliteration score, co-occurrence score and distortion score. The extraction of each feature is involved, but the maximum entropy model over these features is straightforward. Kuo et al. (2006) uses a syllable alignment algorithm for cross-language syllablephoneme conversion. Asif et al. (2006) have considered Bengali to English transliteration. They present a model which upon supervised training provides direct orthographical mapping. They report an accuracy of 69-89%. The success of all of these works depends upon the volume and nature of name corpora used.
In this paper, we present a simple yet powerful method for mining of Hindi-English names from a parallel text corpus. In Hindi, the words are written as they are spoken i.e. it is phonetic in nature. On the other hand, English is nonphonetic in the sense that there is a specified usage of a spelling for every word. Hindi names when written in English have a similar problem that the users have developed their own spellings for names that are commonly accepted. Though these English spellings do retain the phonetic structure of Hindi to a large extent, there are variations that cannot be easily captured through rules. In table 1 a few illustrative examples are given. It is evident that the Hindi vowel modifiers (called 'matra') do not have unique mappings to English vowel combinations. It is difficult to derive simple mapping rules for these. The map-ping of semivowels 'y' and 'v' and 'schwa' deletions are highly contextual. However, for the consonants, the mappings are straightforward barring a few exceptions. Our strategy for automatic mining of HindiEnglish proper names from parallel corpus exploits this near-invariance in consonant mapping. We compare our results with Giza++ word alignment. In the following section, we present our design methodology followed by experimental results and conclusions. 
Hindi-English Name Corpus Creation
We use an aligned parallel Hindi-English text corpus for creation of Hindi-English name corpus. The size of the corpus is immaterial and it could be as small as a few lines. The sentence alignment also need not be perfect as long as the aligned set of sentences contain the translated sentences. Our methodology is even capable of capturing to some extent mapping between old city names with new city names such as Bombay and Mumbai. Figure 1 depicts the process of name mining diagrammatically.
The Hindi text written in Devanagari is first converted to IITK-Roman form (appendix-A). IITK-Roman has become a de-facto standard used by a large number of researchers in India. The conversion to IITK-Roman form is straightforward and is a direct representation of UTF-8 or ISSCII-8 coding schemes without any loss of constituent information in terms of phonemes or constituent symbols. The usage of IITK-Roman form is more for entry and programming convenience.
As outlined earlier, in order to simplify the learning process, the trivial consonant (C) and ii. For each word, apply consonant cluster map-ping from English to Hindi (using the mapping as given in figure 2 in reverse fashion). In absence of a defined mapping, the consonant is ignored. This yields one or more plausible Hindi names as there are one to many reverse mappings. The following three mappings are very rare and so are ignored for efficiency: f→n; F→n; H→h. Further, the semivowel 'y' is not treated as a consonant if it is the last character of the word. It is treated as a consonant if it is preceded or followed by a vowel.
iii. Collapse each of the above word into being part of the plausible Hindi name by deleting all vowels in it.
iv. Each collapsed plausible Hindi name, as de-rived in the preceding step, is string-matched with the Hindi words in the corresponding aligned Hindi line. The process of matching looks for maximal ordered string match omitting the Hindi vowels.
• In case no match is found, it is ignored.
• In case of multiple matches, minimal word length distance is taken as the criterion for selection. • In order to avoid false matching, length must be greater than 1 and at least 30% of characters must match.
• Further, a constraint that the first character of the mapped words must both be either a consonant or both be a vowel, is imposed.
v. In case two or more matches have same maximal length match, then the maximal match with the plausible un-collapsed (i.e. including the intervening vowels with their mapping using figure 3) Hindi name is matched and the ordered maximal length match is selected. Usually such a situation is encountered when two or more similar names are encountered in the aligned lines. An example of this would be say the two names 'Hindi' and 'Hindu' occur in the same sentence. These will get matched to the same degree by step (iv) above. The way to resolve this is to also take intervening vowels into account. The IITK Roman vowel mapping to English used here is given in figure 3 . It may be noted that only one vowel mapping out of the many possibilities, has been taken. This is the most frequent mapping and is taken as the baseline vowel mapping.
vi. The final stage is that of filtering and smoothening.
• For every English name, the corresponding Hindi name mapping(s) with their frequency of occurrence is recorded for the entire corpus.
• In case of multiple mappings, each mapping is examined. The suffix that represent the post-position markers such as ne (ne ने ), ka(kA का), ko (ko को), ki(kI की), ke(ke के ), se(se से ), men(meM म ), par(para पर), vala (vAlA वाला) etc. in Hindi are stemmed. Further, other morphological cojoiners ('sandhi') for other Indian scripts are also stemmed.
• After stemming, the frequency is recomputed.
• The mapping with the highest frequency is selected.
Although these post-position markers in Hindi are separate words and are usually written with a preceding blank, many a time it is not properly observed and appears as a suffix. Lucknow →laKanaU लखनऊ. In the above example, the first word 'It' does not get matched to any of the Hindi words because of the constraint that the matching length has to be greater than 1 and a minimum of 30% of length must match.
It is interesting to note the method outlined captures even those names that differ in their forms or spelling such as Delhi & िद ल (xillI), Given below is an illustration of step (vi) of the procedure:
Suppose in the entire corpus the city name 'Agra' yields the following matches:
i. Agra →AgarA आगरा; count=20;
ii. Agra →Agare आगरे ; count=12;
iii. Agra →AgarAse आगरासे ; count=5;
iv. Agra →AgarAmeM आगराम ; count=4;
v. Agra →AgarAkA आगराका; count=2; Now the process of smoothening will convert AgarAse आगरासे to AgarA आगरा by deleting post-position suffix 'se'से ; AgarAmeM आगराम to AgarA आगरा by deleting post-position suffix 'meM'म ; and AgarAkA आगराका to AgarA आगरा by deleting post-position suffix 'kA'का. This will yield the final table as follows:
i. Agra →AgarA आगरा; count=31;
ii. Agra →Agare आगरे ; count=12; The filtering process will select the mapping of Agra →AgarA आगरा.
It may be noted that the word Agare आगरे is the oblique form of the name AgarA आगरा and such usage is very common in Indian languages. A morphological processing is required to make the conversion and this has not been implemented in the current implementation.
Experimentation and Results
For experimentation, we took a text that contained a lot of names. Two sentence aligned files were created from a Indian freedom fighters' story. This story contains a lot of names of individuals and places in the text. The results of our name mining methodology are summarized in table 2. We also used Giza++ word alignment tool (Och and Ney, 2003) on the same files and collected figures pertaining to the alignment of proper names in Hindi and English. In case of multiple mappings for a proper name in which one of them is a correct mapping, it is considered as 'false positive'. These results are also shown in table 2 for comparison.
File1
File2 Namemapping Table 2 . Result for name mining and word-alignment algorithms.
Our experimentation reveals that our name mining methodology yields a precision of 92 to 95% and a recall of 85 to 86% resulting in Fmeasure of 0.89. On the other hand, the Giza++ word alignment tool yields a precision of 27 to 33% and a recall of 52 to 76% resulting in Fmeasure of 0.35 to 0.46. The results are a clear demonstration of effectiveness our approach of mining proper names from the parallel HindiEnglish corpora. Most of the errors using our approach have been found to be due to short names, words not properly delineated in the target text, morphological changes in the target text, the first word in English not being a proper noun or different forms of names that are used denoting the same place. It should be noted that our approach works even for a corpus of a few lines as it is primarily a rule-based method.
The method as outlined above is equally applicable to other Indian languages. In order to demonstrate this, we conducted a limited experiment with Punjabi and Bengali languages. A corpus of about 200 sentences was taken. The same program as was used for Hindi with no change in the mapping tables was used for the experimentation. The results obtained were remarkable and a performance of about 90% and 70% of correct mining of proper names for Punjabi and Bengali respectively is yielded. The poorer performance in case of Bengali is primarily due to morphological changes that take place in the proper names based on their role in the sentence. Unlike in Hindi where the post-positions are written separately or simply suffixed, for most of the other Indian languages, these post-position markers are co-joined ('Sandhi') with the preceding word leading to a morphological change. This is less frequent in Punjabi. Further, Bengali has no consonant for 'va' व and this is mapped to 'ba' ब. So some consonant mapping changes are required to yield better results for another Indian language but the methodology remains the same. Here are some example mappings:
i. Cath hasn't phoned since she went to Berlin. bArline yAoyZA Weke kyAWa Pona kareni৷ বািল েন যাoয়া থেক ক াথ ফান কেরিন৷ ii. Jo was the next oldest after Martin. mArtinera parei badZa Cila jo৷ মা েনর পেরi বড় িছল জা৷ Names extracted:
Cath → kyAWa ক াথ;
Berlin → bArline বািল েন Here the correct mapping is 'bArlina বািল ন' but the name has got morphologically transformed to 'bArline বািল েন' (to Berlin) based on co-joining of post-position marker.
Martin → mArtinera মা েনর Here the correct mapping is 'mArtina মা ন' but the name has got morphologically transformed to 'mArtinera মা েনর' (after Martin) ) based on co-joining of post-position marker.
Punjabi: i. Sam Sand Dunes is one of the best nature's gift to the human beings.
sEma sEzda diUnasa manuYKa xe laI prakirawI xe saraba SreSata wohaPZiAz viYcoz iYka hE.
ਸੈ 
Conclusions
In this paper, we have presented a simple yet powerful method for mining of Hindi-English proper name corpus with a success of mining being 93% precision. In contrast, GIZA+ word alignment tool on same sized corpus yielded 29% precision. The proposed method works even for a single line text. Moreover, there is no strict requirement of sentence alignment as it works equally well for one to many and many to many sentence alignment as long as the target group of sentences contain the corresponding translation.
Thus it works under noisy environments where sentence boundaries are not correctly identified. Our approach also yields a table of similar old city names with new city names that is very frequently encountered in Indian context. The methodology outlined in this paper for automatic mining of proper names are equally applicable to all Indian languages as all Indian scripts are phonetic in nature in the same way as Devanagari (used for Hindi). We have also demonstrated that this very method of name mining without making any changes in the program or the mapping table as used for Hindi, works for other Indian languages. Our limited experimentation for Punjabi and Bengali and have yielded performance of 90% and 70% respectively of correct mining of proper names.
There are several other advantages of our approach. Since the proper name mining is captured with a high accuracy over a rough or noisy aligned corpus, it is possible to use these as anchors (the same way as numerals) for improvement of the alignment results. These anchors will also be useful in word alignment programs for speedy convergence. Accurate word alignment is crucial to the success of any statistical machine translation system. Another byproduct of our approach is that it also yields the table of old city names with new city names. In India, a large number of city names that were used during British time, have undergone a change and most of these changes are phonetic variations of the old names.
