The study of experimental communities is fundamental to the development of ecol-1 ogy. Yet, for most ecological systems, the number of experiments required to build, 2 model, or analyze the community vastly exceeds what is feasible using current meth-3 ods. Here, we address this challenge by presenting a statistical approach that uses 4 the results of a limited number of experiments to predict the outcomes (coexistence 5 and species abundances) of all possible assemblages that can be formed from a 6 given pool of species. Using three well-studied experimental systems-encompassing 7 plants, protists, and algae with grazers-we show that this method predicts with 8 high accuracy the results of unobserved experiments, while making no assumptions 9 about the dynamics of the systems. These results suggest a fundamentally different 10 study design for building and quantifying experimental systems, requiring a small 11 number of experiments relative to traditional approaches. By providing a scalable 12 method for navigating large systems, this work provides an efficient way to study 13 highly diverse experimental communities. 14 1 Results 60 Empirical systems 61
Introduction 15
Ecologists have long used small experimental systems to explore and test fundamental ecological 16 phenomena: Gause's experiments 1 illustrated and popularized the principle of competitive exclusion; 17 chemostat-based systems highlighted the need for eco-evolutionary modeling 2 ; stage-structured pop-These results demonstrate the type of ecological insight that can be gained, even without making 140 mechanistic interpretations about the parameters. Moreover, the fact that these estimates of B are 141 internally consistent-for example, largely consistent across changing temperature-highlights that 142 this method is not over-fitting the data, in which case we would expect our estimates to fluctuate 143 dramatically with small changes to the system. 144 Simulations 145
To explore the robustness and generality of these findings, we fit simulated endpoint data gener-146 ated from a variety of non-linear, non-equilibrium, and non-pairwise dynamical models, includ-147 ing Lotka-Volterra dynamics with limit cycles, competition with Allee effects 15 , facultative mutu-148 alism with saturation 16 , consumption with saturation 17 , and competition with high-order interac-149 tions 18 (Supplementary Information). 150 In all cases, our approach recovers the model endpoints quite accurately (Extended Data 1-6), 151 demonstrating that, despite the complex and nonlinear dynamics, the endpoint structures of these 152 systems are approximately additive and linear (as in Eqn. 1). The method also successfully predicts 153 which combinations of species will be unable to coexist. For example, in the model with mutualism 154 and saturation, our method correctly identifies which assemblages cannot coexist (Extended Data 4-155 5), and, for the Allee effect model, it correctly identifies the unstable fixed points even though they 156 are never observed (Extended Data 3). these cases, our approach estimates the "average" of the distribution of abundances quite accurately 160 (e.g., the centroid of the oscillations; Extended Data 2, 5). Certainly, the usefulness of this type of 161 estimate will be context dependent. In many ecological applications, for example, we do not need 162 to know the precise dynamics of a community; rather, all we want to know is whether a given set of 163 species can coexist (i.e., if the centroid is far enough from zero to avoid stochastic extinctions), or what 164 species' average abundances will be across a landscape (e.g., for diversity-function or conservation 165 questions). In such settings, our method can offer insight even though the predicted endpoint (the 166 center of the oscillations) may never be observed experimentally. 167 Our method struggled most with systems containing strong higher-order interactions (HOIs), 168 where the effect of one species on another varies depending on the abundance of a third species (Ex-169 tended Data 6). These nonlinear relationships, however, can be easily incorporated into our method by 170 including additional terms in Eqn. 1, such as interactions between pairs of species, j,m τ ijm z
exactly as in standard polynomial regression models. In this way, exploring more complex models 172 does not require more complex experimental designs or substantially more data 19, 20 . Thus, in settings 173 where the baseline model performs poorly, different choices for Eqn. 1 can be tested, allowing one to 174 adjust the study design accordingly and benchmark the model formulations using out-of-fit or k-fold 175 cross validation. 176 
Study Design 177
This approach suggests new study designs for parameterizing community models and building large 178 experimental systems. Because multispecies endpoints contribute to multiple equations used to esti-179 mate the matrix B, diverse communities contain more information about B than do small communities 180 (e.g., the endpoint for the 3-species communities in Fig. 1b [triangles] appears in all three systems of 181 equations shown in Fig. 1c ). Leveraging this fact, our method provides an approach to experimental 182 design that scales linearly with the size of the species pool.
183
Rather than growing species in monoculture and in all pairwise combinations 7,8,21-23 , one could 184 8 first grow the full community of n species along with all 'leave-one-out' communities comprised of 185 n − 1 species each. Using this approach, it is possible to estimate B using only n + 1 experiments (as 186 opposed to n 2 /2). This design, however, is not robust in practice; these large communities contain lit-187 tle information about species-poor assemblages, potentially leading to substantial prediction error for 188 smaller assemblages. Yet, by also measuring a selection of species-poor assemblages-for example, 189 the n monocultures-one can efficiently "anchor" the model, providing high quality-of-fit using only 190 2n + 1 experiments.
191
To examine the practical impact of experimental design, we fit the model for both plant systems 192 using six assemblages to predict the remaining eight endpoints out-of-fit. There are fifteen possible 193 designs (combinations of assemblages) that make use of six endpoints and allow for parameterization 194 of the model: in Fig. 5 we show the best-and worst-fitting designs for the native plant pool. The 195 prediction accuracy shows a wide range, highlighting the importance of selecting a robust design. 196 However, the best 6-assemblage design has a goodness-of-fit (R 2 ) on par with that obtained using the 197 full dataset (Fig. 2) , despite using less than half of the endpoints. The same qualitative outcome is 198 found for the invasive plant community. Further varying the number of endpoints used to fit the native 199 and nonnative plant systems (from six to thirteen) reinforces this pattern: the best designs for any 200 number of in-fit assemblages fare almost as well as the design using all experiments (Supplementary 201 Information). However, across nearly 3000 k-fold cross validation assemblages, there is substantial 202 variance in goodness-of-fit, with many designs performing well, and a few performing very poorly.
203
Using simulated endpoint data, we show that designs using a mix of species-rich and species-poor 204 communities fare better than those using only small or large communities to fit the data (Extended 205 Data 7). In particular, the design using all monocultures and all pairs of species performs poorly 206 relative to random designs with the same number of experiments. By contrast, the design using all 207 monocultures and all leave-one-out communities is among the best designs for any number of exper-208 iments.
209
In practice, an experimental design may also fail because some assemblages collapse to smaller 210 9 communities, leading to fewer unique assemblages than desired. To address this challenge, we pro-211 pose a simple, iterative scheme for experimental design: first, one conducts a minimal set of experi-212 ments sufficient to obtain a draft estimate of B. This matrix is then used to predict the outcomes of 213 all unperformed experiments. The assemblages with the highest inferred probability of coexistence 214 are selected for a second round of experiments, increasing the chances that these new communities 215 yield useful data. One might repeat this process several times, updating the estimate of B after each 216 iteration. At each stage, it is possible to compute the out-of-fit accuracy of the previous B matrix, 217 giving a real-time measure of the model performance. If the quality-of-fit remains poor even after 218 several iterations (or, for example, after annual sampling points in a biodiversity-ecosystem function 219 experiment), then one can adjust the model assumptions (e.g., by adding HOIs or quadratic terms in can be used to predict the outcomes of all possible assemblages. We have successfully applied this 227 approach to three independent experimental systems, obtaining high-quality predictions for out-of-fit In applying this approach, an important practical consideration is deciding when to end an exper-235 iment and sample species abundances. In some cases, there may be a biologically-relevant time point 236 (e.g., the end of the growing season for annual plants). In other settings, one might use some inexpen-237 sive, non-invasive technique to monitor the state of the community (e.g., optical density, chlorophyll 238 fluorescence, or total respiration) and track this measure until it converges to a stationary distribu-239 tion (as was done here for the protist experiment; Supplementary Information). In general, our results 240 suggest that one simply needs to ensure that the dynamics have passed through any transients, allow-241 ing species sufficient time to go extinct. In the protist system, for example, the model fit was poor 242 between days 1 and 10, but increased sharply in quality at day 11 and remained good for all days be-243 tween 11 and 30 (Extended Data 8, Supplementary Information), highlighting that this method is not 244 overly sensitive to the choice of when to end the experiment. In systems where the endpoints cannot 245 be observed, or where there is no principled way to determine when to end the experiments-as in 246 communities that cannot be easily manipulated or systems with dynamics that play out over very long 247 time periods-alternative methods might be more suitable.
248
A key benefit of this approach is that the minimum number of required experiments scales lin-249 early with the size of the species pool, helping to overcome a central challenge in studying large 250 experimental systems. In theory, this method becomes increasingly efficient as the size of the species 251 pool increases, with the minimum sufficient proportion of experiments scaling as (n + 1)/(2 n − 1).
252
In practice, however, large communities may present computational challenges, since the number of 253 parameters to be estimated still scales with n 2 . In large experimental systems, it is also likely that 254 some species will persist in fewer than n unique endpoints, preventing estimation of their associated 255 parameters. Invoking strict Bayesian priors or employing more advanced search algorithms may help 256 overcome some of these limitations. Nevertheless, improving the computational efficiency of this replace-current experimental methods. However, to ensure robust predictions, we emphasize that it 262 may be necessary to use higher replication in field-based experiments to overcome stochasticity and 263 experimental noise. Indeed, when external factors (including, especially, dispersal and recruitment) 264 cannot be adequately controlled, this approach may not be appropriate. However, one advantage of 265 our method is that it provides a straightforward and principled way to assess performance using out-266 of-fit predictions. Additionally, because this approach permits very efficient experimental designs, 267 high replication may be more feasible.
268
Central to our method is that it uses a single measurement for each assemblage. By focusing 269 exclusively on the abundances of species present in a final snapshot, this approach requires drastically 270 fewer measurements than time-series methods. Yet this method is also completely blind to initial 271 conditions: two experiments that start with different species compositions but collapse to the same 272 assemblage are considered to be 'replicates' of this endpoint. Extending the model to account for 273 initial conditions is an important next step, as doing so should help improve fit and prediction by 274 incorporating knowledge about which assemblages have collapsed due to extinctions.
275
While many challenges remain in the study of speciose ecological communities, our framework 276 provides a powerful approach for exploring these systems. We adopt a simplified, statistical method 277 that robustly predicts the outcomes of unobserved experiments using relatively few observations.
278
By foregoing dynamical modeling, we gain tractability, thereby providing a principled and efficient 279 means for studying, navigating, and building diverse experimental systems. Experimental setting. We consider a pool of n species, which can give rise to as many as 2 n − 1 282 distinct combinations of species' presence/absence. For any combination (henceforth, assemblage), 283 we consider an experiment in which each of the selected species is inoculated at some initial density 284 in controlled conditions, and the dynamics of the system (i.e., inter-and intraspecific interactions) are 285 allowed to play out. Once sufficient time has elapsed, the abundance of every species is measured. As 
293
We refer to the set of abundance measurements for each assemblage as an "endpoint" of the 294 dynamics, denoted by x (k) , where k is an index referring to the set of species present at non-zero 295 abundance in the endpoint measurement. Note that there is not a bijective mapping between assem-296 blages and endpoints in general. For example, a particular assemblage of species may not coexist, in 297 which case the system will collapse to a subset of species and reach the same endpoint as if it had 298 been seeded with only the sub-assemblage. Conversely, identical initial assemblages may result in 299 different endpoints. Here, we distinguish between two cases: first, the endpoints might be sampled 300 from the same attractor, but may differ because of cycling or sampling error; second, we might have 301 "true multi-stability" 29 -the replicate systems have reached distinct attractors, possibly depending on 302 the initial abundance of each species. In this work, we do not explicitly account for the latter case, 303 assuming that replicate endpoints are drawn from the same stationary distribution (as such, multi-304 stability is conflated with "sampling error"). Instances of true multi-stability in ecological dynamics 305 are well-documented, but should be identifiable in data with sufficient replication 30-32 . 306 13 Given a set of experimental endpoints, we attempt to predict which unobserved assemblages can 307 coexist and, if so, at what endpoint abundances. To accomplish this, we assume that the endpoints are 308 related by a simple linear model. As noted in Box 1, this model takes the form:
where k denotes the assemblage (as above) and z i denotes the average (across replicates) endpoint 310 abundance of species i. In cases where the stationary distribution is not a fixed point,
can be thought of as the "centroid" of the attractor for assemblage k. The coefficients γ and τ are 312 statistically-determined constants that relate the endpoint abundances to each other. Intuitively, γ i 313 models the average abundance of species i when grown in isolation, and therefore we expect γ i to be 314 positive for producers-reflecting their carrying capacity-and zero (or negative) for consumers and 315 predators. The τ ij can be seen as the average per-capita effect that members of species j have on the 316 endpoint abundance of species i. We assume each τ ij is constant across communities (i.e., τ ij has no 317 dependence on k).
318
Manipulating Eqn. 3 slightly, we can obtain
and, letting
Eqn. 5 can be written more compactly in matrix form as To implement this first approach, we introduce the matrices E i , which contain the observed end-
the endpoints in which species i is present. Every E i has n columns, corresponding to the n species, 339 and we fill in a zero wherever a species is not present in an endpoint. The number of rows of E i will 340 be variable, depending on the dataset.
341
As a simple example, consider a case in which we have a pool of three species, and species 1 342 is present in 5 endpoints: two endpoints containing only species 1 (monocultures), two endpoints in 343 which species 1 and 2 coexist, and one in which species 1 and 3 coexist. The structure of matrix E 1 344 would be:
where x (k ) is a replicated endpoint containing the same set of species as x (k) . Of course, the dataset 346 may contain other endpoints in which species i is not present: these endpoints will appear in E 2 or 347 15 E 3 , but not E 1 . We also highlight the fact that some of these rows (endpoints) will be repeated in 348 other E i . For example, the third row of E 1 will also be present in E 2 , and the last row of E 1 will 349 also appear in E 3 . This means that endpoints containing multiple species provide more information 350 than those containing single species, allowing for an efficient experimental design (Extended Data 7,
351
Supplementary Information).
352
Having formed the matrices E i , we can recover the i th row of B, denoted B i , by solving there will not be an exact solution, because the system is overdetermined, but the Moore-Penrose 361 pseudoinverse guarantees that the matrix recovered is a maximum-likelihood (least-squares) estimate 362 of B given the data.
363
An example may help clarify this approach. Consider the endpoints recorded in Table 1 . These 364 data were generated by adding a small amount of noise to solutions of Eqn. 8, with
and replicating several endpoints. Constructing E 1 for these data gives: 
which closely approximates the true coefficients (−2, −0.74, and −0.25). An identical procedure 367 yields estimates for the remaining rows of B.
368
Requirements. In order to solve for the coefficients in a given row, B i , it is necessary that the 369 (minimal) structural rank of E i be n, meaning that the rank must remain n even if all of the non-370 zero values of E i were made identical 33 . This condition is equivalent to simultaneously imposing 371 three biologically-meaningful requirements: (i) each species must be present in at least n distinct 372 endpoints, not counting replicates; (ii) each species must co-occur with each other species in at least 373 one endpoint (i.e., for every pair of species i and j, there must be some endpoint where i and j co-374 occur, possibly along with other species); (iii) for each species i there must exist a perfect matching 375 between the n species and the endpoints in which they co-occur with i. Put another way, for a focal 376 species i, each endpoint can only "count" once toward the second condition.
377
These conditions place obvious limitations on the datasets and ecological systems for which our 378 method is applicable. Coexistence among species must be reasonably widespread in order for the first 379 and second conditions to hold. In particular, if a given pair of species i and j never co-occur, it is 380 impossible to estimate the B ij relating their endpoint abundances. Systems with significant trophic 381 structure are unlikely to satisfy these conditions. For example, in a linear food chain, the top consumer 382 only occurs in a single endpoint (the full assemblage), violating the first condition. Similarly, systems 383 with strong competitive hierarchies will usually violate these conditions. In general, we envision our 384 method applied to systems where most species are able to persist in isolation, and where the majority 385 of interactions are relatively weak (e.g., many plant and microbial communities).
386
Finally, we note that our model closely resembles a linear regression on the endpoint abundances.
387
In fact, exactly as in linear regression, if we assume (i) that the endpoints are measured without error 388 and (ii) that the values y i = E i B t i +1 are independently, normally distributed with mean 0 and variance 389 σ 2 , then by taking the pseudoinverse we minimize E i B t i + 1 2 and therefore the variance σ 2 . The 390 first of these assumptions is clearly incompatible with the earlier assumption that replicate endpoints 391 are noisy samples from the same attractor. This issue is partially reconciled by imposing the structural 392 rank condition explained above; however, the error structure of our model is still quite distinct from 393 that of a typical linear regression. The fact that these assumptions are not fully appropriate for our 394 setting motivates the development of more sophisticated approaches, which are explained below and 395 employed in practice.
396
Accounting for the error structure. The naïve regression approach illustrated above is straightfor-397 ward, but has several drawbacks. In particular, empirical data will always have some degree of error 398 in the measurements of the densities; moreover, each multi-species endpoint is present in multiple 399 matrices (in the example above, x (3) would be reported in E 1 and E 3 ), and therefore these equations 400 are coupled. Lastly, the maximum likelihood approach above attempts to find the best-fitting B which 401 yields an approximate solution, i.e., such that residuals are independent and normally distributed.
402
In doing so, it can allow species' true endpoints to be quite far from the observed values, such that 403 species may be observed to be present in an endpoint but have a predicted endpoint abundance that is 404 negative.
405
18 Thus, although the method outlined here can be naïvely solved using simple linear regression, 406 there is no guarantee that the result is accurate, and it can allow for results that are inconsistent 407 with the biology of the system (e.g., species "coexisting" at negative abundances). We therefore must 408 use a method that allows us to find a matrix B such that the corresponding set of true endpoints 409 z (k) = −(B (k) ) −1 1 are as close as possible to the observed endpoints x (k) across all replicates and 410 communities k. 411 We present two complementary approaches for estimating B, both of which account for the com-412 plex error structure and prevent species from coexisting at negative abundances.
413
First, as detailed in Supplementary Information, one could use a sum-of-squares approach, which 414 uses numerical optimization to minimizes the deviation between the observed and predicted endpoints 415 to get a single estimate of B. The benefit of this approach is that it correctly handles the error structure 416 by explicitly incorporating measurement error. It can also be computationally faster than the Bayesian 417 approach, which is detailed next. A drawback to the sum-of-squares approach, however is that it may 418 struggle to find a global maximum, particularly if the likelihood surface for B is relatively flat or has 419 many local maxima-a fact that is made more complex by the need to invert B (or its submatrices) to 420 calculate the endpoint abundances. This method also does not provide a measure of the uncertainty or 421 standard error surrounding the coefficients, complicating model-selection approaches and preventing 422 one from estimating confidence intervals for the resulting abundance predictionsẑ (k) . Nevertheless, 423 because of the computational efficiency of this method, we employ it for the analysis of experimental 424 designs for the plant systems and for the simulations, where we are primarily interested in goodness-425 of-fit of the median value rather than measures of uncertainty.
426
To address the limitations of the sum-of-squares approach, the most rigorous method for han-427 dling the complex error structure-and the one used to fit the three empirical datasets-is a Bayesian 428 MCMC approach, as detailed next. This method allows for probabilistic inference about coexistence, 
437
The basics of this approach are as follows: The specific error structure for the endpoints is encoded in the first probability term. Thus, to in-455 clude a log-normal error structure for x (k) , as we do for the datasets below, we set P (x (k) |z (k) , σ) 456 to be the density function of a log-normal distribution with parameters z (k) and σ. all 'leave-one-out' communities, and the full community (Extended Data 7).
553

BOX 1 -Approach
Goal and applications. Given a pool of n species, our method aims to predict the outcomes of all 2 n −1 possible assemblages. For each assemblage, we predict whether the species can coexist and, if so, at what abundances. This method can aid experimentalists in a variety of settings. For example, when studying the relationship between diversity and productivity, one could conduct a pilot study using as few as 2n plots (e.g., all monocultures and all leave-one-out communities), and then use the method to predict productivity in all other possible assemblages. Similarly, the method could be used to identify candidate assemblages with maximal productivity (for example, for the development of biofuels). Alternatively, the method can be used as a road map to build large experimental communities in which all species coexist-a challenging feat when selecting assemblages at random 7,22,23 .
Input. The input for the method is a list of empirical "endpoints", each recording the abundance of species in one sub-community at the end of the experiment. Given a sufficiently large and diverse set of endpoints (Methods), one can use these data to predict coexistence for all unobserved assemblages. In particular, one needs to start with a variety of assemblages that differ in species composition or initial densities. Each assemblage is allowed to follow its dynamical trajectory until a pre-determined time or condition is reached (e.g., optical density [chlorophyll content] stabilizes, when dealing with bacteria [algae]), at which point the abundances of all extant species in the community are recorded (Fig. 1) . These endpoint measurements are then organized into a matrix, with columns corresponding to species and rows to communities ( Fig. 1) .
Model. To start with a simple, extensible model, we take the endpoint abundance of each species i in each endpoint assemblage k to be a linear function of the endpoint abundances of the other species present in the final assemblage:
is the centroid (or "average") endpoint abundance of species i in assemblage k; γ i models the abundance of species i when growing alone; and τ ij is the percapita effect that species j has, if present, on the endpoint abundance of species i. Ecologically, we expect γ i > 0 for producers and γ i ≤ 0 for consumers and predators. Eqn. 1 can be rewritten more concisely as (Methods):
for all z
where B ii = −1/γ i and B ij = τ ij /γ i for i = j. These coefficients are then collected into the n × n matrix B.
The empirically measured endpoint abundances for assemblage k are denoted x (k) , which are assumed to be a noisy estimate of the "true" endpoint abundance z (k) . See Methods for details.
Parameter Estimation. In theory, estimating the entries of B amounts to performing n linear regressions (Fig. 1c) , effectively fitting a collection of n hyperplanes through the measured endpoints 29 . However, this straightforward approach ignores the error structure inherent in the data (Supplementary Information). We thus develop and implement a Bayesian regression approach that accounts for measurement error in each x Prediction. Under the model given by Eqn. 1, the matrix B encodes all possible endpoints of the system. Thus, with an estimate of B in hand, we can determine whether any particular set of species can coexist by taking a matrix inverse ( Fig. 1d and Methods). For example, to predict the outcome of the unobserved combination of Species 1 and 2 in Fig. 1d , we take the corresponding 2 × 2 sub-matrix of B, invert it, and compute the negative row sums. The resulting values are the predicted endpoint abundances for this two-species community. If any abundances are negative, this indicates that these species cannot coexist. If all abundances are positive, then these species may coexist (however, the endpoint might be dynamically unstable, and therefore unreachable experimentally) (Methods). The probability of coexistence for unobserved or out-offit assemblages is calculated as the proportion of posterior B matrices that result in the coexistence of a given assemblage.
Assumptions. This method is best suited to settings where exogenous factors (e.g., dispersal or immigration) and stochasticity can be minimized. It is therefore ideal for controlled laboratory or microcosm studies, but may require higher replication in field-based systems to overcome experimental noise.
Although our fitting procedure assumes that endpoints are related in a linear fashion (Eqn. 1), it does not assume that the community dynamics are linear or additive (Extended Data 1-6, Supplementary Information). The method does, however, require that dynamics play out long enough to ensure that species have time to go extinct, thereby preventing "false positive" coexistence (Extended Data 8, Supplementary Information) .
Finally, when endpoint abundances are not believed to be linearly related, Eqn. 1 can be modified to include additional terms (e.g., higher-order interactions), and the same fitting approach may be applied without requiring substantially more experiments. 
