Lyapunov functions are an important tool to determine the basin of attraction of exponentially stable equilibria in dynamical systems. In Marinosson (2002), a method to construct Lyapunov functions was presented, using finite differences on finite elements and thus transforming the construction problem into a linear programming problem. In Hafstein (2004) , it was shown that this method always succeeds in constructing a Lyapunov function, except for a small, given neighbourhood of the equilibrium.
Introduction
In this paper we study the autonomous system of differential equationsẋ = f (x), f ∈ C 1 (R n , R n ), and assume that the origin is an exponentially stable equilibrium with basin of attraction denoted by A. A Lyapunov function w : R n → R is a function which decreases along solutions of the differential equation. This can be expressed by a negative orbital derivative w ′ (x) < 0, where the orbital derivative is the derivative along solutions and is given by w ′ (x) = ∇w(x) · f (x). Lyapunov functions can be used to determine subsets of the basin of attraction A through their sublevel sets.
The standard method to obtain a local Lyapunov function and thus a subset of the basin of attraction is to solve the Lyapunov equation, i.e. to find a positive definite matrix Q ∈ R n×n which is the solution to J T Q + QJ = −P , where J := Df (0) is the Jacobian of f at the origin and P ∈ R n×n is an arbitrary positive definite matrix. Then the quadratic function x → x T Qx is a local Lyapunov function for the systemẋ = f (x), i.e. it is a Lyapunov function for the system in some neighborhood of the origin. The size of this neighborhood is a priori not known and is, except for linear f , in general a poor estimate of A (see, for example, [8] for more details). This method to compute local Lyapunov functions is constructive because there is an algorithm to solve the Lyapunov equation that succeeds whenever it possesses a solution, cf. Bartels and Stewart [2] .
In the last decades there have been several proposals to construct Lyapunov functions numerically. To name a few, Johansson and Rantzer proposed a construction method in [12] for piecewise quadratic Lyapunov functions for piecewise affine autonomous systems. Julian, Guivant, and Desages in [14] and Julian in [13] presented a linear programming problem to construct piecewise affine Lyapunov functions for autonomous piecewise affine systems. This method can be used for autonomous, nonlinear systems if some a posteriori analysis of the generated Lyapunov function is done. Garcia and Agamennoni [4] recently published a paper based on similar ideas. In [11] , Johansen uses linear programming to parameterise Lyapunov functions for autonomous nonlinear systems, but does not give error estimates. Parrilo in [19] and Papachristodoulou and Prajna in [18] consider the numerical construction of Lyapunov functions that are presentable as sums of squares for autonomous polynomial systems under polynomial constraints. These ideas have been taken further by a recent publications of Peet [20] , where he proves the existence of a polynomial Lyapunov function on bounded regions for exponentially stable systems.
Giesl proposed in [5] a method to construct Lyapunov functions for autonomous systems with an exponentially stable equilibrium by solving numerically a generalised Zubov equation, cf. [21] ,
where usually p(x) = ∥x∥ 2 2 for the equilibrium at the origin. A solution to the partial differential equation (1.1) is a Lyapunov function for the system. He uses radial basis functions to find a numerical solution to (1.1) and there are error estimates given.
In [17] , Hafstein (alias Marinosson) presented a method to compute piecewise affine Lyapunov function. In this method one first triangulates a compact neighborhood C ⊂ A of the origin and then constructs a linear programming problem with the property, that a continuous Lyapunov function V , affine on each triangle of the triangulation, can be constructed from any feasible solution to it. In [8] it was proved that for exponentially stable equilibria this method is always capable of generating a Lyapunov function V : C \ N −→ R, where N ⊂ C is an arbitrary small, a priori determined neighborhood of the origin. In [9] these results were generalised to asymptotically stable systems, in [10] to asymptotically stable, arbitrary switched, non-autonomous systems, and in [1] to asymptotically stable differential inclusions.
In [6] , we have shown that the triangulation scheme used in [17, 8, 9 , 10] in general does not allow for piecewise affine Lyapunov functions near the equilibrium. However, in the same paper we have proposed a new, fan-like triangulation around the equilibrium, and we have proved that a piecewise affine Lyapunov function with respect to this new triangulation always exists. In the above mentioned paper, however, we have only dealt with the two-dimensional case.
In this paper, we obtain a similar result for arbitrary dimensions, but using a different approach. In particular, we show that for any system with an exponentially stable equilibrium, there exists a local, piecewise linear Lyapunov function. We give a constructive proof of this fact by first describing the triangulation. The piecewise linear Lyapunov function w is then constructed by the values of the function v(x) := √ x T Qx on all vertices, where Q satisfies the Lyapunov equation J T Q + QJ = −I, J := Df (0). For all other points the function w is uniquely defined by the fact that it is linear on all simplices.
The main part of this paper is the proof of the existence of this piecewise linear Lyapunov function w(x). The main step is the characterisation of ∇w(x) as a multiple of the vector c, which satisfies a system of (n − 1) linear equations. We then estimate the difference of ∇w(x) to ∇v(x) and show that it tends to zero as the triangulation becomes finer. Hence, we show that a piecewise linear Lyapunov function exists if the triangulation is fine enough.
In the two-dimensional case, the existence of a piecewise affine Lyapunov function led to an improvement of the algorithm in [17, 8, 9, 10] : using the advanced triangulation scheme with a fan-like triangulation around the equilibrium, one can construct and compute a piecewise affine Lyapunov function V : C −→ R for any system with an exponentially stable equilibrium, cf. [7] . We are confident that, based on the results of this paper, a similar construction method for arbitrary dimensions will be possible.
Notations
For vectors x, y ∈ R n we denote the Euclidean scalar product by x · y = ∑ n i=1 x i y i and the Euclidean norm by ∥x∥ 2 = √ x · x. We further use the maximum norm ∥x∥ ∞ = max |x i |. The induced matrix norm for a matrix A ∈ R n×n is given by ∥A∥ 2 = max ∥x∥ 2 =1 ∥Ax∥ 2 . The convex hull of the vectors x 0 , . . . ,
Note that if the vectors x 0 , . . . , x k ∈ R n are affinely independent, i.e. x 1 −x 0 , . . . , x k − x 0 are linearly independent, then co{x 0 , . . . , x k } is polyhedron with a positive k-dimensional volume, i.e. a k-simplex. A vector x ∈ R n is assumed to be a column vector and x T is the corresponding row vector.
Preliminaries

A Lyapunov function v
We consider the differential equatioṅ
where f ∈ C 1 (R n , R n ). We denote the solution x(t) ofẋ = f (x) at time t with initial condition x(0) = ξ by ϕ(t, ξ). Furthermore, we assume that x 0 = 0 is an exponentially stable equilibrium, i.e. that the rate of convergence of solutions to it is exponential. An equilibrium is exponentially stable if and only if it is linearly asymptotically stable, i.e. the linearised systemẋ = Df (0)x is asymptotically stable, which is also equivalent to the linearised system being exponentially asymptotically stable [15, Theorem 4.15] . This is again equivalent to the condition that all eigenvalues of Df (0) have strictly negative real part [15, Corollary 4.3] .
We consider n ≥ 3, since the two-dimensional case has already been solved in [6] . The Lyapunov equation
has a unique solution Q ∈ R n×n which is symmetric and positive definite. Hence, the square root Q 1 2 exists and is also symmetric and positive definite. Define the norm
Note that we also have ∥Q 1 2 ∥ 2 2 = ∥Q∥ 2 since Q is symmetric and positive definite. A (strict) Lyapunov function V for the equilibrium 0 of (2.1) is a positive definite function of the state space which is decreasing along the solution trajectories of the system. More precisely, V is a continuous function V : C → R, where C ̸ = ∅ is an open neighborhood of the origin, the closure of which is compact, fulfilling V (0) = 0 and V (x) > 0 for all x ∈ C \ {0}, as well as
where D + denotes the Dini derivative, cf. e.g. [16, Part I] . Note that if V is continuously differentiable, then the Dini derivative is equal to the orbital derivative, i.e.
The following proposition is taken from [6, Proposition 4.1] with r = 1 and a slightly different set B δ (0). The proposition shows that the function v(x) := ∥x∥ Q is a Lyapunov function in a neighborhood of the equilibrium. This function will be interpolated at the vertices of each simplex of a certain triangulation, and thus we will construct a piecewise linear Lyapunov function w in the next section. Proposition 2.1 Considerẋ = f (x), where f ∈ C 1 (R n , R n ) and assume that x 0 = 0 is an exponentially stable equilibrium. Let the positive definite matrix Q ∈ R n×n be the unique solution of the Lyapunov equation
Then there is a number
where
Triangulation
To construct a piecewise linear Lyapunov function from the Lyapunov function in Proposition 2.1 we need to fix our triangulation, i.e. a subdivision of R n into nsimplices, such that the intersection of two different simplices in the subdivision is either empty or a k-simplex, 0 ≤ k < n, and its vertices are the common vertices of the two different n-simplices. Such a structure is often referred to as a simplicial n-complex. We do this by modifying the simplicial n-complex used in [10] locally at the origin in a similar way as we did in [6] , adapted to n and not only two dimensions. The main idea is to take the intersection of the boundary of a box [−b, b] n , b > 0, with the simplices in a simplicial n-complex as in [10] , such that the boundary is subdivided into a simplicial (n − 1)-complex. To all the simplices in this new simplicial (n − 1)-complex we then add the origin as a vertex to get a new simplicial n-complex locally at the origin, cf. Figure 1 , where this is depicted for n = 3, and Figure 2 , where four exemplary simplices of such a triangulation are shown.
For the construction we use the set S n of all permutations of the numbers 1, 2, . . . , n, the characteristic functions χ J (i) equal to one if i ∈ J and equal to zero if i / ∈ J , and the standard orthonormal basis e 1 , e 2 , . . . , e n of R n . Further, we use the functions R J : R n → R n , defined for every J ⊂ {1, 2, . . . , n} by 
Thus R J (x) puts a minus in front of the coordinate
Note that the two parameters b and K of the triangulation T K,b refer to the size of the box [−b, b] n covered by it and to the fineness, respectively.
Definition 2.2
To construct the triangulation T K,b , we first define the triangulations T and T K as intermediate steps. 
The triangulation T consists of the simplices
translated by x → x + z and then a minus-sign is put in front of the i-th entry of the resulting vector whenever i ∈ J . [6] . While the construction above only defines the local part of the triangulation around 0, it can be expanded to a global triangulation of R n by using the simplices from T scaled with ρ outside of [−b, b] n . This will be needed in a subsequent paper to derive an algorithm for the construction of a local and global piecewise affine Lyapunov function. 
Remark 2.4 For dimension n = 2, this construction is the same as the one in
Remark 2.5 For every T ∈ T K,b and every vertex
x ̸ = 0 of T we have ∥x∥ ∞ = b, i.e. there is at least one k ∈ {1, . . . , n} such that |x k | = b. Further, if T ∈ T K,b and x ̸ = 0
is an arbitrary vertex of T , then the other nonzero vertices of T are given by
where z 1 , . . . , z m are the vertices ̸ = 0 that are common to
Proof: The inclusion " ⊇ " is obvious so we only show the inclusion " ⊆ ". Let
By the definition of a convex hull we can write x as a convex combination of the vertices of T 1 and as a convex combination of the vertices of T 2 , i.e., with x 0 = y 0 = 0,
where the numbers λ i and µ i are all non-negative and
By construction
Hence,
i.e. x ∈ co{x 1 , . . . , x n }. By symmetry x ∈ co{y 1 , . . . , y n } follows. This proves the claim.
where both simplices on the right are in T . By Theorem 4.11 in [16] x/ρ can be written as a convex combination of the vertices common to these simplices
and it follows that x has a unique representation as a convex sum of the vertices
But then
so x can be represented as a convex combination of vertices common to T 1 and T 2 , i.e. x ∈ T 3 which proves the lemma.
Main result
We prove the existence of a piecewise linear Lyapunov function w : [−b, b] n → R for any C 1 system with an exponentially stable equilibrium at the origin. This is achieved by defining w through the properties: for every
w is linear on T and for every vertex x of T we have
where v is the Lyapunov function from Proposition 2.1. The function w is continuous but not differentiable, however, it is C ∞ except for the intersections of simplices in T ∈ T K,b .
Remark 3.1 Denote by V T,b be the set of all nonzero vertices of all the simplices in T K,b . A main part of the proof is to show, with ∇w appropriately interpreted, that
We quantify this convergence in (3.30) as
To convince the reader that this is a nontrivial problem, let us consider two examples. 
The limit b → 0 does in general not imply the limit (3.2). For example, in
= ( √ 2 − 1, 1) T as then v(x i ) = w(x i ) for all i = 0, 1, 2. Since ∇v(x) = x ∥x∥ , we have ∇v(x 1 ) = (0, 1) T , whereas ∇w(x 1 ) = w = ( √ 2 − 1, 1) T . Thus, ∥∇w(x j ) − ∇v(x j )∥ 2 = √ 2 − 1, independent of b.
If we define the fineness of a simplex to be the maximal distance between two vertices, not including the origin, then the fineness may tend to zero without ∇w converging to ∇v as in (3.2).
As a counterexample consider the three-dimensional simplex in
Thus at x 1 we have ∇v(
does not tend to 0 as α → 0. Thus, we have to ensure a certain regularity of the simplices as the fineness tends to zero, which is done by the definition of .1) is a continuous Lyapunov function for the system, whenever b > 0 is small enough and K ∈ N is large enough. In particular, we have for every
where c :=
and the Dini derivative Proof: We split the proof into several steps.
Step 1: Constants For the positive definite matrix Q from Proposition 2.1 we set
Define the following constants, which only depend on q, n and Q:
Step 2: Choice of b We consider the linearised systemẋ = Jx where
Step 3: Description of a simplex Let T ∈ T K,b be an arbitrary simplex. Denote its vertices by x 0 , x 1 , . . . , x n , where x 0 = 0. Then x 1 , . . . , x n ∈ ∂R and there is a k ∈ {1, . . . , n} such that both |x 1 · e k | = b and the vertices x 2 , . . . , x n of the simplex are given by
where ρ = 2 −K b and u 1 , u 2 , . . . , u n−1 , u n is a suitable paraxial orthonormal basis for R n as in (2.4), i.e. there is a permutation σ ∈ S n such that u i = ±e σ(i) for all i ∈ {1, . . . , n} and especially u n = e k , cf. (2.4) and Remark 2.5. The value of b > 0 was fixed in Step 2 and a suitable value for K ∈ N will be determined later. We can then write
with the same orthonormal basis u i . We have |a n | = |x 1 ·u n | = b and, since
and
follows. We define
. . , n and we have a i = u
Moreover, the following estimates hold
for all j ∈ {1, . . . , n}.
Using the constant q > 0 from Step 1, we can conclude that there is an index i * = i * (x 1 ) ∈ {1, . . . , n} such that
holds true. Indeed, define x := 1 b x 1 which satisfies ∥x∥ ∞ = 1. Note that for q defined in Step 1 there is an index j * = j * (x) such that |e T j * Qx| = ∥Qx∥ ∞ ≥ q. Since the u i are a permutation of the e i , there is an index i * = σ −1 (j * ) such that
≥ bq holds, which shows (3.11).
Note that we also have
Step 4: Choice of K We start by showing that:
For every ε > 0 there is a K ε ∈ N, such that K ≥ K ε implies, that for any simplex T ∈ T K,b and any fixed vertex x 1 ̸ = 0 of T we have
where the non-zero vertices x 2 , . . . , x n of T and the numbers α 1 , . . . , α n are defined as above in Step 3.
Indeed, for any j = 1, . . . , n and the vectors u 1 , . . . , u n defined as above, we have by (3.12)
Since ρ = 2 −K b and b is fixed, we have
and the proposition (3.13) follows. Now, for a T ∈ T K,b let i * be defined as in (3.11) and consider the matrix A ∈ R (n−1)×(n−1) defined for the simplex T by 
where the i * -th column is missing. We now show that
for all large enough K independent of the particular T ∈ T K,b . To see this consider the matrix A 0 ∈ R (n−1)×(n−1) , defined by
In other words, A 0 is given by 
where the i * -th column is missing. If i * ̸ = n we use Lemma A.2, and if i * = n we use Lemma A.1, both with a = (a 1 , . . . , a n−1 , a n ), where |a n | = b, and
The lemmata show that A 0 satisfies in both cases
Because the determinant of a matrix is a continuous function of its entities and by (3.13), it follows that for every ε * > 0 there is a K ε * ∈ N, such that
for all K ≥ K ε * , and because (3.13) is independent of the particular choice of T ∈ T K,b then so is (3.17). Hence, there is a K ∈ N such that whenever K ≥ K we have
i.e. the inequality (3.16) holds true.
We fix K ∈ N for the rest of the proof, such that both K ≥ K and
With ρ := 2 −K b this implies that
Step 5: The central equations Ak = d The function w is linear on the simplex T ∈ T K,b and its restriction to T can thus be written as w(x) = w T x, where ∇w(x) = w holds for all x ∈ T . Moreover, we have
for all vertices x j of the simplex T . For j = 2, . . . , n this implies
Hence, w is characterised as the vector which is perpendicular to the (n − 1) vectors
. . , n and satisfies w T x 1 = ∥x 1 ∥ Q . We now characterise a vector c through the conditions that it is perpendicular to the (n − 1) vectors
. . , n, just as w, and, instead of a norm condition, to satisfy (c − Qx 1 ) T u i * = 0, where i * was defined earlier satisfying |α i * | ≥ bq.
We now show that a vector c satisfying these properties exists and is uniquely determined, and then clearly c = γw for some γ ∈ R. In Step 6 we assign a proper value to γ and thus determine w.
Definition of c and k as solution of a linear equation
Let T ∈ T K,b be arbitrary but fixed, where K and b are as chosen above. We show that there exists one and only one vector k = (k 1 , . . . ,k i * , . . . , k n ) ∈ R n−1 , wherê k i * denotes that this entry is missing, such that
To prove this, we characterise k as the solution of a system of linear equations. Plugging (3.20) into the (n − 1) equations (3.21) for j = 2, . . . , n gives
where χ {1,...,j−1} (i) = 1 if i ∈ {1, . . . , j − 1} and 0 otherwise.
By multiplying the equation by
Hence, the vector k = (k 1 , . . . ,k i * , . . . , k n ) T is the solution of the linear equation
where A ∈ R (n−1)×(n−1) is defined for the simplex T by (3.15) in Step 4 and the vector d ∈ R n−1 is given by
Because of (3.16) A is non-singular and (3.22) has a unique solution k. By Cramer's rule the solution is given by
where A j denotes the (n − 1) × (n − 1) matrix that is built by taking A and replacing the j-th column by d.
The matrix A Now we obtain the following estimate for the matrix entities A jl of A, cf. (3.15) 14) and (3.10) .7) and (3.6) = b
due to the definition of C 1 .
The vector d
We calculate the j-th component of the vector d.
by (3.14)
by (3.12).
Thus, we have by (3.6), (3.7), (3.9) and (3.10)
The vector c By the Leibniz formula for the determinant,
we obtain with (3.23) and (3.24)
Hence, by (3.16) we have
Using (3.25) we obtain
Step 6: c = γw We showed in the last step that there is a vector
we obtain with (3.25) that
by (3.7) and (3.19)
Moreover, we have with (3.25) and (3.7) that
Now we prove that 
. . , n, cf. the beginning of Step 5.
We start with j = 1. By definition of γ and (3.20) we have
This shows w = 1 γ c.
We also derive a bound on w. Using (3.26) and (3.27) we obtain
Step 7: Difference between w and ∇v Note that v(x) = ∥x∥ Q so that ∇v(x) = Qx ∥x∥ Q
. We estimate the difference between ∇w and ∇v at x 1 , we later consider the other vertices. We have
by (3.29) and (3.25)
Now we consider a vertex x j , j ≥ 2. We estimate
The first term has already been estimated above by
For the second term note that we have
2 by (3.9) and (3.10)
so that by (3.26) the second term is bounded by
For the third term we obtain
Hence, by (3.7), the third term is bounded by (n − 1)(
Step 8: Negative orbital derivative with respect to linearised system Recall that ∇w(x) = w = 1 γ c for all points x in the simplex T , since w is linear in the simplex. We now show that w(x) has negative orbital derivative with respect to the linearised system, cf.
Step 2, at each vertex. The orbital derivative at the vertex x j is, using (3.30), i.e. w −
where we have used (3.6) and J T Q + QJ = −I.
Step 9: w(x) has negative orbital derivative In Step 8 we have shown that
where c is defined by c = = 0, x 1 , . . . , x n and λ 0 , λ 1 , . . . , λ n ∈ [0, 1] with ∑ n j=0 λ j = 1 such that
To show this, we project x to the boundary of the hypercube: letj ∈ {1, . . . , n} such that |xj| = max i∈{1,...,n} |x i | ≤ b. Then define µ := b |xj | ≥ 1. Obviously, µx ∈ ∂R so that we can find a (n − 1)-simplex with vertices x 1 , . . . , x n such that µx = ∑ n j=1 µ j x j with 0 ≤ µ j ≤ 1 for all j = 1, . . . , n and
∑ n j=0 λ j = 1. This shows (3.32).
We have with
and also
Note that (3.34), together with
∥x∥ 2 , which proves the first inequality of the theorem.
Choose an arbitrary simplex T ∈ T K,b . Within T , the function w is smooth and thus the orbital derivative with respect to the nonlinear system in the simplex T is given by
for x ∈ T , using (3.33) and (3.29). By (3.5), ∥ψ(x)∥ 2 ≤ c C ∥x∥ 2 holds for all x ∈ R. Thus, we have
Now we show that 
since for all h > 0 small enough there is a T ∈ T K,b such that co{x, x + hf (x)} ⊂ T , cf. the argumentation at the beginning of Section 6.7 in [10] .
Restricting w to this simplex T , w is linear and thus smooth and satisfies w(x) = w T x. Hence, we have
Thus, together with (3.35), we have proved the theorem.
Remark 3.4 An alternative path to prove
is to consider multivalued functions and Clarke's subdifferential, cf. [3] .
Conclusions
In this paper we have shown that for any systemẋ = f (x), f ∈ C 1 (R n , R n ), n ≥ 3 with exponentially stable equilibrium, there exists a (local) piecewise linear Lyapunov function w(x). Our result generalises a previous result for dimension n = 2, using a different approach. The significance of this result is that we have given a constructive existence proof for a piecewise linear (local) Lyapunov function. Expanding the triangulation, we can extend this function to a piecewise affine (global) Lyapunov function, which can be constructed by linear programming. We have thus provided the basis for a construction method of a global piecewise Lyapunov function.
A Lemmata on determinants
We prove two lemmata, corresponding to the cases i * = n and i * ̸ = n in the proof of the main theorem. The matrix under consideration in both lemmata is different, the proof, however, is similar.
Lemma A.1 Let a ∈ R n with a n ̸ = 0, and α ∈ R n with α n ̸ = 0.
Proof: We modify the matrix A by replacing the second row by second row minus first row, then the third row by third row minus second row minus first row, etc. The determinant is the same and the matrix becomes 
Now assume without loss of generality that a 1 , . . . , a k ̸ = 0 and a k+1 , . . . , a n−1 = 0 with a k ∈ {0, . . . , n − 1}. Note that we can change the order of a 1 , . . . , a n−1 by exchanging the i-th and j-th row and then also the i-th and j-th column.
a i α i = a n α n , which shows the lemma. Now assume that k ≥ 1. Using a k+1 = . . . = a n−1 = 0 the matrix becomes 
The determinant of this matrix satisfies
where A k denotes the left upper k × k matrix. If k = 1, then we have shown the lemma since in this case we have N = a 1 α 1 + a n α n and thus
Now we assume k ≥ 2 and calculate | det A k |, where a 1 , . . . , a k ̸ = 0. We show by induction that for 2 ≤ j ≤ k we have
where A j , j = 2, . . . , k denotes the j × j matrix
Note that for j = k this definition coincides with the previous definition. We show the formula (A.2) by induction. For j = k the formula holds. We now assume that it holds for j ∈ {3, . . . , k} and show it for j − 1. Indeed, replacing the j-th column by
We expand along the last column, which gives, using linearity in the last row
By the induction hypothesis we have
Now we use (A.2) for j = 2. First, we calculate det A 2 giving
= N a n α n since a k+1 = . . . = a n−1 = 0. Finally, using (A.1) and (A.2) we obtain
This shows the lemma.
Lemma A.2 Let a ∈ R n with a n ̸ = 0, and α ∈ R n with α i * ̸ = 0 where
where the i * -th column is missing.
Proof: We modify the matrix A by replacing the second row by second row minus first row, then the third row by third minus second row minus first row, etc. The determinant is the same and the matrix becomes 
Now we move the last column to the place of the (missing) i * -th column, which results possibly in a minus sign. In the next step, we change the order of a 1 , . . . , a n−1 by exchanging the i-th and j-th row and then also the i-th and j-th column. We can thus move the i * -th column in front of the first column to obtain the matrix 
where the i * -th column and row are missing. Now assume without loss of generality that a 1 , . . . , a k ̸ = 0 and a k+1 = . . . = a n−1 = 0 with a k ∈ {0, . . . , n−1}. Note that we can change the order of a 1 , . . . , a n−1 by exchanging the i-th and j-th row and then also the i-th and j-th column.
If k = 0, then | det A| = |a n | · |α i * |N n−2 , which shows the lemma. Now assume that k ≥ 1. Using a k+1 = . . . = a n−1 = 0 the matrix becomes  
We assume without loss of generality that k < i * . Then the determinant of this matrix satisfies
where A k denotes the left upper (k + 1) × (k + 1) matrix. Now we calculate | det A k |, where a 1 , . . . , a k ̸ = 0. We show by induction that for 1 ≤ j ≤ k we have 
Note that for j = k this definition coincides with the previous definition. We show the formula (A.4) by induction. For j = k the formula holds. We now assume that it holds for j ∈ {2, . . . , k} and show it for j − 1. Indeed, replacing the j-th column by 
This shows
. This shows (A.4). Now we use (A.4) for j = 1. First, we calculate det A 1 giving
Finally, using (A.3) and (A.4) we obtain
