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Abstract. Certain infinite Thue systems over a finite alphabet are studied, in particular, systems 
S c X* x (C u(e)) such that for each a E X u(e), the set {II 1 (u, a) E S} is a context-free language. 
The syntactic structure of sets of ancestors and sets of descendants is considered, as well as that 
of unions or regular 
is shown to is 
shown to of 
ihis is shown to of whether an infinite of this is 
confluent is shown to as of whether by 
such-a a confluent presentation. 
Suppose one is a set S strings and is told that any or all occurrences 
of strings from this set may be erased when they occur as substrings of a gken 
String. This is a “reduction” process and if applied iteratively to a single string will 
Ij-rclduce a finite set of strings. If this reduction process is applied to all strings in 
a @en language L, then the resulting set depends very much on the structure of S 
and o#E L, e.g., if S is finite and L is a regular set, then the result of applying this 
reducltion process to every string in L is a regular set. One can consider, on the 
other hand, all the strings that reduce to a specific string by means of the reduction 
process. Again, the structure of such a set will depend on the structure of S, e.g., 
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if S is fnite, then for any string x the set of all strings reducible to x is a context-free 
language; indeed, if S is finite and L is a context-free language, then the set of all 
Y such that for some x in ~5, y is reducible to X, is a context-free language. 
If oris is allowed to insert the strings of the set S as well as to eraPe them, then 
one may consider the set of all strings that can be “transformed’ into a given string 
by a finite number of insertions and reductions. Again, the structure of such a set 
depends on properties of the set S. 
Questions of this type arise in the study of data structures, pattarn matching, 
text-editing, computational logic, etc. (see [ 1, 12, 13, 19, 201) and are studied 
formally by investigating “replacement systems”. 
Replacement systems can be studied abstractly or in terms of specific classes of 
objects. The objects may be trees so that the replacement systems are tree- 
manipulating systems or tree transducers, or the objects may be graphs o that the 
replacement systems are graph grammars. In the study of programming languages, 
the replacement systems are often term rewriting systems. See [12,13]. 
In this paper we consider strings, i.e., elements of a free monoid. The replacement 
systems that appear to be most natural for strings are Thue systems. We consider 
Thue congruences and their word probems as well as other related problems uch 
as the classification of the syntactic structure of unions of congruence classes. Many 
of the questions that we pursue have analogues for term rewriting systems or 
tree-manipulating systems or other types of replacement systems. In dealing with 
strings some of these questions become decidable and even tractable when in other 
cases they may be undecidabk One reason for such problems being tractable is 
that for any string over a finite -@habet there are only finitely many shorter strings 
over that same alphabet so that the reduction process described above (and even 
the generalization of it used here) is a Noetherian relation, i.e., there are no infinite 
descendirrg rbains. 
A The system S is a set of ordered pairs of strings over some finite alphabet. 
If (u, v) E S? then for all X, y, write xuy wxvy and xvy +xuy. The transitive reflexive 
closure $:‘t:“* of the relation * is the congruence generated by S. For any string z, 
the congxence class of z (mod S) is the set of all strings w such that w At. Let 
+ be the relation defined by x -+ y if x ti y and Ixl> Ij& where for any string z, 12 1
denotes the length of z, and let s be the transitive reflexive closure of --, . If x h y, 
thlen x is an ancestor of y and y is a descen&z~~t of X. Let (x) denote the set of 
ancestors of x and let A*(x) denote the set of descendants of X. 
In this paper we focus on certain types of infinite Thue systems. A system S is 
mondic if (u, v) E S implies lul> lvl and either Iv) = 1 or Iv] = 0. A context-free 
(regular) monadic Thue system S over a finite alphabet C has the property that 
for each a EC u {e}, where e is the empty string, the set {u 1 (u, a) E S} is a context- 
free (resp., regular) language. 
If S is a context-free monadic Thue system, then for any context-free language 
L, the set of all strings x such that for some y in L, x is ;3n ancestor of y is a 
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context-free language, and from a finite set of context-free grammars specifying s 
and a context-free grammar specifying L, one can effectively construct acontext-free 
grammar specifying this set of ancestors (Theorem 2.2). This means that for any 
string w the set of ancestors of w is a context-free language ar?d (given a set of 
grammars specifying S) one can effectively decide whether this language is 
infinite. 
If S is a context-free monadic Thue system, then for any regular set R, the set 
of all strings x such that for some y in R, x is a descendant of y is a regular set, 
and from a finite set of context-free grammars pecifying S and a finite-state 
acceptor specifying R, one can effectively construct afinite-state acceptor specifying 
this set of descendants (Theorem 2.5). 
DO two strings have a common descendant? For a context-free monadic Thue 
system, this problem is tractable (Theorem 2.7). Do two strings have a common 
ancestor? Even for finite monadic Thue systems, this problem is undecidable 
(Theorem 2.8). 
A Thue system S is confluent if for all w, X, y, w “*x and w * y imply that there 
exists a z such that x *z and y *z. If S is a context-free monadic Thue system, 
R is a regular set, and S is confluent, then the set of all x such that for some y in 
R, y is congruent o X, is a context-free language (Theorem 3.2), and from a finite 
set of coAltext-free grammars pecifying S and a finite-state acceptor specifying R, 
one ciin construct a context-free grammar sp edfying this set. Thus, for any string 
w the congruence class of w is a context-free language and from context-free 
grammars pecifying the system one can effectively test whether the number of 
strings congruent o w is infinite. 
In general the word problem (i.e., given x and y, is x congruent o y?) for finite 
Thue systems and even !!or finite monadic Thue systems is undecidable. For finite 
monadic systems that a,_ r~ confluent, the word problem is decidable in linear time 
[6]. Here we show that for context-free monadic Thue systems that are confluent, 
the word problem is tractable (Theorem 3.7). 
Confluent replacement systems with Noetherian reductions are of great interest 
since for every congruence class one can choose a (unique) “shortest” normal form. 
Thus it is of interest o determine whether one can decide if an arbitrary replacement 
system is confluent. The question of whether a finite Thue system is confluent is 
decidable [18]. Here we show that not only is it undecidable whether an infinite 
context-free monadic Thue System is confluent, but also it is undecidable whether 
the congruence generated by such a system is confluent (i.e., whether there exists 
another system of this type which generates the same congruence but is confluent) 
(Theorems 5.1 and 5.2). 
We hope that the results presented here will suggest further attacks on similar 
problems concerning other types of replacement systems and that the proof tech- 
niques will find application in other problems regarding string manipulation and 
language processing. 
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1. Preliminaries 
In this section we establish notation and define Thue systems. We assume 
that the reader is familiar with the basic concepts of formal language 
theory and computability theory, and more specifically the basic properties of 
regular sets and context-free languages and their specification by automata and 
grammars. 
If 2 is a finite alphabet, then Z* is the free monoid with identity e generated 
~JY 2. If w is a string, then the Length of w is denoted by 1 w I: jej = 0, Ial = 1 for 
aG, and )waI=lwl-t-1 for WEZ”, a E C, If w is a string, then the reversal of w 
isdenoted by wR: eR=e, aR=a for a ~15, and (wu)~=uw~ for w EJ?, a G. 
The notation used for contexi-free grammars is as follows. A context-free 
grammar G = (V, 2, P, X) has a finite set V of nonterminal symbols, a finite set 2 
of terminal symbols, V AC = 0, a finite set P 6 V x ( V LI Z)* of productions, and 
an initial symbol X E V. If (A, cu) is a production, then for all x, y E (V (J Lr)*, we 
write xAy := my ; the reflexive transitive closure of the relation := is denoted by 
:% The language generated by G is L(G) = {w E C* IX :L w}. 
A Z!zue system S on a finite alpha&: 2 is a subset of Cc* x 2”. Each pair (u, v) f S 
is a rewriting rule (rule). The ?%ue congruence generated by S is the reflexive 
transitive closure iJ, (s) of the relation ++ (s) defined as follows: for any es, u such 
that (u, V)E S or (v, U)E S aqd any x, y EZ*, xuy ++(s)xvy. Two string?. w. z are 
congruent (mod S) if M+~:,z; the congruence class of z (mod S) is [&, = 
{w 1 w +, 2). (Whenever possible the subscript S will be omitted.) 
Let S be a Thue system. Write x + y if x w y and 1x1:> lyl. Write xHy if x t+~, 
and 1x1= ly 1. The reflexive transitive closure of + (H) is ‘+I+). 
Finite Thue systems have been well studied in the literature and many connections 
between Thue systems and Thue congruences and formal languages have been 
established [4-9, 14, 17, 181. Here our main interest is in infinite Thue systems. 
For any Thut: systems S1 there exists a Thue system S2 such that 
(a) S1 and Sz generate the same congruence, and 
(b) for all x # y, if xAs2y then x *s2ye 
Thus, if one is to fru.itfclly study infinite Thue systems, then one must consider 
restricted systems. 
Let S be a Thue system on a finite alphabet C. Consider the following conditions: 
(a) (u, v) E S implies Jul +I; 
(b) (u, v) E S implies v = e ; 
(c) (u, V)ES implies vEZtJ{e} and lul>lv); 
(cl) for each a E 2 w {e}, the set {u I (u, a) E S} is regulalr; 
(e) for each a E C u {e}, the set (w I (u, a) E S} is context-free. 
We assume that every system considered in this paper satisfies condition (a). If S 
satisfies (b), then S is special. If S satisfies (c), then S is monadic. If S satisfies (c) 
and id), then S is regular monadic. If S satisfies <c) and (e), then S is context-free 
monadic. 
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A context-free monadic Thue system S on a finite alphabet C can be finitely 
specified by giving for each a E C u {e} a context-free grammar G@ with terminal 
aIphabet G such that the language L(G,) generated by Ga is {u 1 (u, a) E S}. Similarly, 
a regular monadic Thue system can be specified by a finite set of finite-state 
acceptors. If S is a monadic Thue system on a finite alphabet 2, then the restriction 
that (u, U) E S implies lu I> 10 1 means that for no choice of a, b E C is (a, b) in S. If 
{G, 1 a E C u {e}} isa set of context-free grammars, then one can determine whether 
b E L(G,) for a, b E C u(e), and thus determine whether the set does specify a 
context-free monadic Thue system. 
The definition of monadic Thue system requires that no rule in the system is 
length-preserving, i.e., (u, U) E S implies lu) # 1~1. There are important differences 
between such systems and those that do possess length-preserving rules (see [S, 63). 
However, for monadic systems, where Cu, U) E S implies 12 Iv I, the restriction that 
no rule be length-preserving is made for technical convenience only. 
Notice that there are congruences that can be generated by an infinite context- 
free monadic Thue system but not by any finite Thue system. For example, let 
a, b, c, d be four different symbols and let S be the infinite context-free monadic 
Thue system over {a, 6, c, d) given by {(ab”c”d, e) 1 n 2 1); it is easy to see that there 
is no finite Thue system that generates the same congruence as S. 
There are several problems that we will show are tractable, i.e., decidable 
deterministically in polync;EiaI time. In each case we show that the probem can 
be reduced to the membership roblem for some context-free language. Reca18 
that the membership roblem for a context-free language specified by a context-free 
grammar can be solved deterministically in time n**? where n is the length of ihc 
string and 0 N -= ? s 6, and can be solved deterministically in space (log n)2. 
Much of the recent work on finite Thue systems is concerned with the representa- 
tion of context-free languages as finite unions of congruence classes. This has led 
us to consider similar questions for infinite context-free monadic systems. 
2. Ancestors and descendants 
For a Thue system S, if x * y, then x is an ancestor of y and y is a descendant 
of X. For any string x, let (x) = {y ] y +x} and A*(x) = (y 1 x A y}. For any language 
L, let (L) = IJ {(x) 1 x E L} and A*(L) = \._j {d*(x) 1.x E L). 
The first result to be established is that if S ia a context-free monadic Thue 
system and L is a context-free language, then (L) is a context-free language. To 
prove this result, we use the fact that the class 3f context-free languages i closed 
under “nested iterated substitution”. 
Let C be a finite alphabet. For each a E 2, let o-(a) be a language; for every 
X, y E X*, let I = a(x and for every L cZ*, let U(L) = U (a(w)) w E E}. 
Then CT is a substitution. If for each a E 3, a(a) is a context-free language, then u 
is a context-free substitution. 
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Let C be a finite alphabet and let u be a substitution on C. For each a EC, let 
& be the smallest finite alphabet such that o(a) 0:. Extend u to C u 
(U{&~~EX}) by defining a(b)=(b) for ~E(U{&IC~EZ})-E. For L&X*, let 
a’(L) = a(L), let a”+‘(L) = o@“(L)) for 82 3 1, and let fcra(L) = Un,O c”(L). Then 
go0 is an iterated substitution. If for every 6 E C v (U{& 1 a E X}), 6 E o(6), then (T@’ 
is a nested iterated substitution. 
Proposition 2.1 ([lo, 151). Let CT be a context-free substitution. 1;’ uoo is a nested 
iterated substitution, then for every context-free language L, the language a”(L) is 
context-free. 
Theorem 2.2. &et S be a context-free monadic Thue system. For every context-free 
language L, the language (L) ( = (y 1 f or some x E L, y *I x)) is context-free. 
Proof. If S is a context-free monadic Thue system on a finite alphabet C, then for 
every a E C u {e}, the language L, = {u 1 (u, a) E S} is context-free. The substitution 
u defined for rd E C by a(a) = L:(L, u {a))L: is a nested context-free substitution. 
It is easy to see that for y Z e, a”(y) = (y) and c?(L 1. (e}) = (e). By Proposition 
2.1, (e) is thus. a context-free language. For any L 6 Zie, if & L then (L) = a”(L), 
and if e E I, then (L) = a”(L)u (e); it follows from Proposition 2.1 that (L) is 
context-free if L is context-free. Cl 
Recently it has been noted [2] that context-free grammars provide a simple 
model for the study of recursion. This is well illustrateld by the proof of Theorem 
2.2. 
Corollary 2.3. Let S be a context-free monadic Thue system on a finite alphabet C. 
For every x E Z*, (x) d’s a context-free language. 
If S is a context-free monadic Thue system, then S can be specified by a finite 
set {G,, . . . , Gk} of context-free grammars. If x is a given string, then from x and 
G 1, . , . , Gk, one titan use the proof techniques of [ 10,151 to effectively construct a 
context-free grammar G such that L(G) = (x). From G one can effectively decide 
whether L(G) is infinite. This leads to the following fact. 
C~ollary 2.4. Let S be a context-free monadic Thue system specified by a finite set 
of context-free grammars. For any string x, one can effectively decide whether x has 
infktely many ancestors (mod S). 
Nivat [ 171 proved Corollary 2.3 for finite monadic Thue systems. 
In Theorem 2.2 we considered the set of ancestors of strings from a context-free 
language. Now we consider the set of descendants. 
Monadic Thue systems 237 
Theorem 2.5. Let S be a context-free munadic Thue system. For every regular set 
R, the language A*(R) ( = (y 1 for some x E R, x * ,v)) is regular. 
Proof. The proof relies on the following fact about yustients of context-free 
languages (see Theorem 7.2 of [3]). 
Claim. Let L sZ*{ #}Z* be a context-free language, where # & 15. Suppose that 
fo:r each x E X*, {y IX # y E L} is finite. 
Then {y 1 for some x E Z*, x # y E L} is a regular set. 
Let S be a context-free monadic system on a finite alphabet C and let R c C* 
be a regular set. Let # & C be a new symbol and let L = {x # y ” 1 x * y, x E R}. 
Since x -I+ y implies Ix 12 1 y I, if L is context-free, then from the Claim, one concludes 
that {yRj for some x E R, x&y} is regular and so A*(R) ={y lfor some x E R, x+y} 
is regular. Thus, it is sufficient o show that L is a context-free language. 
Let A be a set of new symbols in one-to-one correspondence with C and let 
h : C + A give this correspondence. Let y : (C u { #k })* + Z”{ #)A* be the gsm map- 
ping taking every string of the form w # z, w, z E E*, to the corresponding string 
w # h (2). Let Lo = {y(x # y) Ix #: y E L}. Clearly, LO is context-free if and only if E 
is context-free. 
Since S is a context-free monadic Thue system, for each a E C u {e} the language 
(a) is coi”l’text-free, and so the substitution 7 on C u A u { 4+} defined by T(a) = (a) 
tied r@(a)) = {h(a)] for a E C and r( # ) = { #} is a context-free stibstitution. Notice 
that since S is monadic, for y E Z*, if y # e, then 7(y) = (y). Let LI= 
{w # h(w)RI w E X*} so that L1 is a context-free language and therefore Lo = 
(r(L1) u (e>{ #}) A R{ #}A* is context-free. 
Alt&natively, to see that L is context-free, consider a pushdown store acceptor 
M thait accepts a string x # yR if and only if x A y and x E R. Such an acceptor 
would operate on x # y R by nondeterministically reducing x to one of its descendants 
z, leaving zR on the pushdown store, and using its finite-state control to check that 
x is in R ; upon reading # , the acceptor would then nondeterministically check 
whether z could be expanded to y. Since each of the languages (a), a EC u {e), is 
context-free, in any portion of its computation M can simulate a push-down store 
acceptor ecognizing (a}, for any a EC u{e}. Cl 
GoraMary 2.6. Let L be a context-free language wd R be a regular set. The set of 
strings obtained from all the strings in R by nondeterministically and iteratively 
deleting substrings that belong to L is again a regular set. 
Notice that if S is specified by a finite set of context-free grammars and R is 
specified by a finite state acceptor, then from those grammars and that acceptor 
one can effectively construct a finite-state acceptor for A*(R). 
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For a Thue system S the comirnon descendant problem is to determine, given x 
and y, whether thenz exists a z such that x *z and y + 2:. 
Since A*(X) = {z 1 x -I* z) is finite, the common descendant problem is decidable 
for any finite Thumb system: x and y have a common descendant if and only if 
A*(X) A A*(y) # 0. Thus there is an obvious exhaustive search algorithm for solving 
this problem. Here we show that this problem is tractable if the system is context-free 
and monadic. 
Theorem 2.7, Let S be a context-free monadic Thue system. From a jktite set of 
context-free grammars specifying S, one can construct a context-free gramm?.ar G with 
the property thai the common descendant problem for S is efficient/y reducible to the 
membership problem for the language generated by G. 
Proof, If S is a context-free monadic Thue system on a finite alphabet C, Iet r be 
a set of new symbols in one-to-one correspondence with 2, C n r = 8, let h : C + r 
give this correspondence, and Eet # be a symbol not in C UC Extend h to a 
homomorphism from C* to l? Let S’ = {(h(uJR, h(a))la E XXI(~), (u, a)E S} so 
k:hat S’ is also a context-free monadic Thue system. 
Let T = S u S’. From a finite set of context-frtc grammars pecifying S, one can 
effectively construct a finite set of context-free grammars specifying 7’. The language 
L = (z # h(z)” 1 z E Z*} is context-free and it is simple to construct a context-free 
grammar to generate L. 
Consider the language (LjT. Clearly strings x and y in C* have a common 
descendant in S if and only if strings x and h ( y)R have corresponding descendants 
in T if and only if x # h (y )” is in (LjT. From 3 grammar generating L and the set 
of grammars pecifying T7 the techniques of [IO, 151 allow one to construct 3 
context-free grammar G such that the language generated by G is (L)r. TINIS we 
have the result. U 
As noted in Section I, the context-free membership roblem is solvable in 
polynomial time. This justifies our claim that the common descendant problem is 
tractabk. 
For a Thue system S the com,n+3n ancestor problem is to determine, given x and 
y, whether there exists a z such that z -ir?, x and z * y, i.e., whether (x) n (y ) is 
noneinpty. 
Tlheore~ 2.8. The common ancestor problem is undecidable for finite monadic Thue 
systems. 
Proof, We show that fricsm any finite set T of ordered pairs of nonempty strings 
one can effectively construct a finite monadic Thue system and two strings such 
that these two strings have a common ancestor if and only if there is a solution to 
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the Correspondence Problem for T. The result then follows from the well-known 
result of Post that t e Correspondence Problem is undecidable. 
Let T={(~&)fi=l,..,, n} be a set of tz ordered pairs of nonempty strings 
over a finite alphabet r Let .&, . . . , Jn be rz new symbols, and let .P and Q be new 
symbols. Let C = r u {P, Q} u {JI, . . . , JJ. 
Let S={(aiJi,P), (aiPJi,P)li=l,...,n}u(fPiJi,Q), (&QJi,Q)Ji=l,...,n}. 
Then S is a finite monadic Thue system on C. Clearly P and Q have a common 
ancestor if and only if there is a solutibn to the Correspondence Problem for T. 0 
Consider the hypotheses of Thecre.m 2.2. 
(a) Let S ={(a”Yc”, e)ln 3 1). Then S is special but not context-free. The set 
(e) is not context free since (e) n {a}*(b)*(c)* = {a nbn~‘* 1 n 3 1) which is not 
context-free. 
(b) Let S = {(abc, ab), (bbc, cb)}. Then S is finite but not monadic. The set (abb) 
is not context-free since (abb) n(u)*(b)*(c)* = {ab2”+1cn i y12 0) [S, 171 which is 
not a context-free language. 
(c) Let S = {(abed, d)} so that S is a finite monadic Thue system. If L = 
(a nbncn 1 n 2 l), then (L) t-7 (a, 6, c)” = L so that (L) is not context-free. 
Examples (a) and (b) show that if S is not context-free monadic, then (L) may 
not be context-free ven if L and S are finite. Example (c) shows that (L) may not 
be context-free if L is not context-free ven if S is finite monadic. 
If S is a context-free Thue system with the property that (u, U) E S implies 
lu 12 12 lul then (as in Theorem 2.2) both (L) and {y 1 for some x E L, y c)-*x) are 
context-free 
In Section 
2.5. 
when L is context-free; similar extensions of Theorem 2.5 also hold. 
4 we develop results relating to weakening the hypotheses cf Theorem 
3. Confluent systems 
Let S be a Thue system on a finite alphabet C. For x E Z*, the congruence class 
ofx is[x]={yIyAx).ForLcC*,let[L]=U([x]lxEL}. 
It is well known that some finite special Thue systems have congruence classes 
that are not recursive sets. Therefore to obtain results about unions of congruence 
classes, we consider Thue systems with additional properties. 
Let S be a Thue system. 
(a) S is confluent if for all w, x, y, if w *x and w *y, then there exists ~1 z such 
that x&t and y&z; 
(b) S is Church-Rosser if for all X, y, if x&y, then there exists a z such that 
x*z and y*z. 
Proposition 3.f ([6, 7, 9, 12, 161). A Thue system with no length-preserving rules 
(i.e., no rules (u, 1:) with lu) = 1 1) v is confluent if orzd only if it is Church-Rosser. 
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Recall that a monadic Thue system has no length-preserving rule. Thus, monadic 
Thue systems that are confluent are also Church--Rosser. When dealing with 
confluent monadic Thue systems, the Church-.Rosser property (i.e., (b) above) will 
be invoked without further reference. 
Combinatorial replacement systems that are confluent arise in the study of 
program optimization, semantics, comlbinatory logic,, group theory, combinatorial 
topology, and other areas. See [5, 9, li!, 13, 16, 19, 201. 
‘Pllreorem 3.2. Let S be a context-free monadic Thue system. If S is confluent, then 
for every regular set R, the language [R ] ( = (y 1 for some Y E R, y 6 x)) is context-free. 
Proof, Since S is confluent, for all x E R and al! y E [x], there exists a z such that 
r&z and y*z. Thus, [1Z] is equal to {y 1 for some z E A*(R), y * z} = 
lJ {(z)l z E A*(R)} = (A*(R)). Since S is context-free monadic and R is regular, the 
language A*(R) is regular (Theorem 2.5) and so (A*(R)) is context-free (Theorem 
2.2). Thus [R] is context-free as claimed. 0 
(rJorollary 3.3. Let S be a comext-free monadic Thue system. If S is confluent, then 
,?or any string x, [x] is a context-free language. 
If a context-free monadic Thue system is specified by a finite set of context-free 
grammars, iben as noted in Section 2 one can effectively construct from this set of 
grammars and a given string A(:, acontext-free grammar that generates the language 
(A%,% From this grammar one can effectively decide whether the set (A*(x)) is 
infinite. T&c, we ha.ve the following fact. 
Corollaq 3.4. Let S he a context-free monadic Thue system specified by a finite set 
of context-free gram!mars, Suppose thut S is confluent. Then for any string x, one can 
effectively decide whether [x] is infinite. 
Notice that for any Thue system [e] is infinite if and only if [e] contains at least 
one string other than e, and if [e] is infinite, then for every string x, [x] is infinite. 
If S is a Thue system, then a string x is irreducible (mod S) if there is no y such 
that x + y. Let IRR(S’j be the set of all strings that are irreducible (mod S). 
It is easy to show that for any Thue system S, if a string x has the property that 
(x) =: [x], then x is irreducible. Further, S is Church-Rosser if and only if x 
irredlucible implys (x) = [xl. 
Thelorem 3.5. Let 5: be a context-free monadic Thue system. If S is confluent, then 
for every context-free set L of irreducible strings, [L] is context-free. 
In Section 4, it will be shown that for unrestricted context-free languages L, [L] 
need not be context-free ven if S is finite, special and confluent. 
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If S is a regular monadic Thue system on a finite alphabet C, then IRR(S) is 
regular since w E IRR(S) if and only if w is not of the form w = xyz where (y, a) E S 
for some a EC w (5). 
Corolhry 3.6. Let S be a regular monadic Thue system. If S is confluent, thi;z for 
every context-free language L, [L n IRR(S)] is context-free. 
For a Thue system S the word problem is to determine, given x and y, whether 
x A y, i.e., whether [x] = [y]. 
In general the word problem for finite Thue systems is undecidable (a simple 
proof follows from the proof of Theorem 2.8). This is true even for finite Thue 
systems that are special. However, the word problem for Thue systems that are 
both finite and Church-Rosser is decidable in linear time [6]. Here we show that 
the problem is still tractable for (infinite) context-free monadic Thue systems that 
are confluent. 
Theorem 3.7. Let S be a context-free monadic Thue system. If S is confduent, then 
from a finite set of context-free grammars specifying S, one can construct a context-free 
grammar G with the property that the word problem for S is efficiently reducible to 
the membership problem for the context-free language generated by G. 
Proof. Since S is confluent, for any x, y, x is congruent o y if and only if x and 
y have a common descendant. Hence this result follows immediately from Theorem 
2.7. Cl 
Corollary 3.8. Let S be a context-free monadic Thue system. If S is confluent, then 
the language (x # y R(~ 4 y), where # is a symbol not occurring in S, is context-free. 
Theorem 3.7 shows that the word problem for confluent context-free monadic 
Thue systems is reducible to the membership roblem for context-free languages. 
But for any context-free language L c C* the system S = {($ w$, e) ] w E I,), where 
$, 4 &C, is context-free monadic and is also confluent (see Section S), and the 
membership roblem for L is reducible to the word problem for S since w G L if 
and only if $w+ bcs,e. Thus the complexity of the word problem for context-free 
monadic Thue systems that are confluent is precisely the complexity of the member- 
ship problem for context-free languages. That there is one fixed confluent context- 
free monadic Thue system SO such that the complexity of the word problem for S 
realizes the least upper bound of the word problem for all confluent context-free 
monadic Thue systems follows from the existence of a hardest context-free language 
LO WI; let SO={($ 4, >I w e w E Lo} where C is a finite alphabet such that LG c 2” 
and $,#&X. 
Consider the hypotheses of Theorem 3.2. 
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(a) Let S = {(a’*bncn, e) 1 n a 1). Then § is special and confluent but not context- 
free. Since S is co&rent, [ej = (e) and so [e] is not context-free just as in 
Section 2. 
(b) Let S = ((ab c, ab), (bbc, cb)}. Then S is finite and confluent but not monadic. 
Since S is confluent, [abb] = (abb) and so [abb] is not context-free just as in 
Section 2. 
(clr Let S = {(abbaab, e)}. Then S is special and finite but not confluent and for 
any string x the set [x] is not context-free. See [14]. 
Examples (a) and (b) show that if S is not context-free monadic, then [R] may 
not be context-free ven if R (and S) are finite. Example (c) shows that if S is not 
confluent, then [R] may not be context-free ven if Z? is finite and S is finite and 
special. The situation where R is not regular will be discussed in Section 4. 
$3 [6] it is shown that if S is a finite monadic Thue system and S is confluent, 
then for any finite set F, [F] is a deterministic ontexa-free language, and for any 
regular set D of irreducible strings, [D] is again deterministic ontext-free. Theorem 
3.5 cannot be strengthened in this direction: if S is any finite monadic Thue system 
on a finite alphabet C and S is confluent, and if L is a context-free language that 
is not deterministic and L c r* where C n r = 0, then each string in L is irrcducibie 
(mod S) so that [L] = [L n IRR(S)] and this language is not deterministic ontext- 
free since [L] A r* = L. Further, Theorem 3.2 cannot be strengthened without 
further restriction, since a finite union of deterministic ontext-free languages need 
not be deterministic ontext-free. However, in some cases regular unions of con- 
gruence classes give only deterministic ontext-free languages. 
Theorem 3.9. Let S be a finite monadic Thue system. If S is confluent, then for 
every regular set R, the language [R] is deterministic context-free. 
Pmof. Since S is confluent, [_!] = (A*(R)} = (A*(R) n IRR(S)). Since S is finite, 
IRR(S) is regular, and since R is regular, A *(R ) is regular (Theorem 2.5). Thus, 
R’= A*(R) n IRR(S) is regular, and (R’) = [R’] since R’s IRR(S) and S is 
confluent. From [6] we see that [R’] is deterministic ontext-free. Hence, [R] is 
deterministic ontext-free since [R] = [R’]. U 
Theorem 3.3 leads to a very strong result. 
T!weorem 3.10. Let S be a finite monadic lhe system over a finite alphabet C. Let 
3 := ([RI 1 R G C* and R is regular). Jf S is confluent, then ,% is a Boolean algebra 
of deterministic context-free languages, that is, %? is closed under union, intersection, 
and complementation, and if L E 3, then L is a deterministic context-free language. 
Proof, Ry Theorem 3.9, R c C* and R regular imply [R] is deterministic ontext- 
free so that E E %? implies L is deterministic ontext-free. If R1 c C* is regular, 
thlen R2 = A*(Rl) Es regular (11s i  R3 = R2 nIRR(S). As in the proof of Theorem 
3.9, [AI] = (R3j = [RJ. Thus, it 
regular), and this collection is 
relative to IRR(S). El 
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is sufficient o consider {[R] 1 R c I1?R(S) and R is 
closed under union, intersection, and difference 
Theorem 3.10 is the strongest result kno$ap.ln regarding the specification of formal 
languages as combinations of congruence clrasses of restricted Thue systems. 
4. Unions over sontext-free lauguages 
Consider the hypotheses of .Theorem 2.5 and 3.2. En both cases unions over 
regular sets yield context-free languages. However, this will not necessarily be the 
case if one takes unions over context-free languages. 
Theorem 4.1. For every finite alphabet C and every recursively enumerable wt 
L c Z*, there is a finite speciag ’ Ewe system S that is confluent and a context-free 
language Csuch that [C]n2?=A*(C)nZ*=L. 
Proof. This fact is a rephrasing of Theorem 6.3 of [22] and can be obtaineci easily 
from the “strong normal form” for phrase-structure grammars (Theorem 1 of [2 I:). 
The system S can be taken to be of the form {(A.& e)lA E V} for a finite alphabet 
V, VnX=O,where v={AiAEV)isacopyof K !J 
Corollary 4.2. There is a finite special Thue syaatem S that is confluent such that for 
some context-free language C, neither [C] nor A”(C) is context-free. 
Consider context-free monadic Thue systems. Contrasting Theorem 2.2 and 
Theorem 4.1, we see that context-free unions oif sets of ancestors may be much 
simpler than context-free unions of congruence classes, even if the systems are 
finite, special, and confluent. Contrasting Theorem 3.2 and Theorem 4.1 we see 
that regular unions of congruence classes may be much simpler than context-free 
unions of congruence classes. 
The next result strengthens Theorem 4.1. 
Theorem 4.3. Let a, a, 6, d be four different symbols and let S = ((a& e), (66 e)) 
so that S is a finite special Thue system that is confluent. Let G = (V, C, P, X) be 
an arbitrary context-free grammar such that V A (a, 6, b, 6)= 8. There is no algorithm 
to construct a context-free grammar for [L(G)] frvom G and the information that 
[L(G)] is a context-free language. 
roof. The proof makes use of the following result due to Ullian [23]. 
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(Mm I, There is no algorithm to construct a finite state acceptor for a language 
1. from a czontext-free grammar that generates L and the information that L is 
regular. 
laim 1 is still true if we restrict attention to languages over the two-letter 
alphabet {a, 6). 
For any language L over a finite alphabet lz; let PAL(L) = {WC# 1 w E L}, where 
c is a new symbol, s is a set of new symbols in one-to-one correspondence with 
Z and the natural homomorphism from C* onto s” is determined by defining 
a *-,a for each cz EC. The following fact car; be proved from the well-known 
properties of the class of linear context-free languages. 
Claim 2. For any context-free language L, the language PAL(L) is context-free if
and only if PAL(L) is linear context-free if and only if L is regular. 
Xr;ontext-frfze grammar G = (V, 2, Pg X) is almost-linear if the set V of non- 
terminal symbols can be partitioned into two sets, Vlin and Vo, such that 
(a) for each A E VO, the set {W c C* IA :s w} is finite, and 
(b) PS Vx(VoUZ)*(V~inU{e))(VoUZ)*. 
From the intercalation theorem for context-free languages, one can prove the 
following fact from Claim 2. 
Claim 3. If PAL(L) is a context-free language, then every reduced context-free 
grammar G with PAL(L) = L(G) is almost-linear. 
Clearly, from a reduced almost-linear grammar G1 one can construct a reduced 
liPlear context-free grammar G2 such that L(G:J = L(G:). From this fact and 
st.andard techniques of context-free language theory, one can prove the next result. 
Claim 4. For any regular set L, if G is a context-free grammar such that L(G) = 
PAL(L), then from G one can construct a finite-state acceptor for L. 
One more result is needed in order to prove the theorem. 
Claim 5. Let S = {(a& e), (b& e)} where a, ii, b, d are four different symbols. 
For every regular set L c_ {a, b)“, therle is a context free language K(L) such that 
!a) from a context-free grammar G1 such that L(G1) = L, one can construct a 
context-free grammar G2 such that L(G2) = K(L):, 
(W cK(~)l is a context-free language; 
(c) there is a homomorphism k such that h-‘([K(L)]) = PAL(L). 
Before proving Claim 5 let us first see how to prove the theorem. 
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Assume that the theorem is false. For any regular set L 5 {a, b}* and context-free 
grammar (31 such that L(GI) = L, one can construct a context-free grammar GZ 
such that L(GJ = K(L) (Claim 5). The language [K(E)] is known to be context-free 
(Claim 5) and so with the assumption that the theorem is false, one can construct 
a context-free grammar G3 such that L(G3) = [K(L)]. From the homomorphism h 
specified below, one can use standard techniques of context-free language theory 
to construct from G3 a context-free grammar Gr( such that L(GJ = h-‘([K(L)]). 
Thus, if h has the property that h-l([K(L)]) = PAL(L), then L(G4) = PAL(L). From 
Gd one can construct a finite-state acceptor for L (Claim 4). Thus, for any context- 
free grammar Gl and the knowledge that L(GI) c {a, b}* is regular, one can 
construct a finite-state acceptor for L(GI), contradicting Claim 1. 
Now we turn to the proof of Claim 5. Let C = {a, b}, i$? = {a, F} and let r = {f(a), 
f(d), f(b), f(b), c} be an alphabet of five new symbols. Extend f to a homomorphism 
of (X u 2 u {c})” to r”, taking f(c) = c. 
Our first task is to define the language K(L). Let a be the substitution on r 
determined by g(g) = {@gwRI w EZ*} for each g E I’Y, where e’ = c! and ii; = 
6, . . . dn if w =d 1. . . d, E C+. For L cZ*, define K(L) = cr(f(Lcs*)). Since u is 
a context-free substitution and f is a homomorphism, if L is a regular set then 
K(L) is a context-free language; also a grammar for K(L) can be constructed from 
a context-free grammar for L, so (a) is verified. 
For (b), notice that S is confluent so [K(L)]=(A*(K(L))) and, from Theorem 
2.2, we need only show that A*(K(L)) is context-free language. Let D be the 
Dyck set on C us determined by a’a - e, 6b - e; that is, e.g., a’ is a left inverse 
for a. Let hI : (2 dulJ* + (2 us)* be the homomorphism determined by 
defining hi(c) = e and for d 1~25, hi(d) = d, hi(d) = d, hl(f(d)) = hl(f(d)) = e. Let 
hz : (Z US u r)* + (C u if u (c})* be the homomorphism determined by defining 
h2(c) = c and for d E 2, hz(d) = hz(d) = e, h2(f(d)) = d, h2(f(&) = z. Two straight- 
forward induction arguments will serve io show that A*(K(L)) =: 
h;‘(D)n hz’ (Lc~*) n @*.E*)+. Thus, if L is a regular set then A*(K(L)) is 
context-free. 
Finally, let h : (2 u l! u {c})* .-, (C u if u r)* be the homomorphism determined 
by defining h(c)=c and for d ~2, h(d)=@(d), h(J) =f(d)d. We, have 
h-‘([K(L)]) E PAL(L) c h-‘(A*(K(L))) so, since A*(K(L)) c [K(L)], part (4 is 
verified. 
This concludes the proof of Claim 5 and hence of Theorem 4.3. Cl 
A statement corresponding to Theorem 4.3 for A*(L(G)) rather than [L(G)] 
also holds (as can be seen from the proof of Theorem 4.3). 
5. Is an infinite Thue system confluent? 
A Thue system S on a finite alphabet C is confluent if and only if the following 
two conditions are satisfied: 
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(a) for every (ui, u,), (Us, ~2’) E S, if there exist X, y E Z* such that ulx = yu2, 
)u2), and either x # e or y # e, then there exists a z E C* such that 01x +z and 
yu+z; 
(b) for evep (ul, vl), (u2, 2~2) E S, if there exist X, y EC* such that u1 = xu2y, then 
there exist-j z E Z* such that v 1 Lh z and xv+ z. 
This fact was established by Nivat [lg] who concluded that it was decidable 
whether a finite Thue system is confluent. For general context-free monadic systems 
we have the following result. 
Theorem Q;,l. 77ze quesfion “is an infinite context-free monaA Thue system 
mnfEuent?” is urtdecidable. 
Proof. From any finite set T of * ordered pairs of strings one can construct, as 
described below, an infinite context-free monadic Thue system S such that S is 
confluent if and only if the Correspondence Problem for T has no solution. The 
result &en follows from the well-known result of Post that the Correspondence 
Problem is undecidable. 
Let T={(ar&)!i=l,..., n} be a set of n ordered pairs of nonempty strings 
over 8 finite alph.abet E Let J 1, . . . , Jn be n new symbols snd let P, Q, 4 and $ be 
four new symbols. Let C = r u (P, Q, $, $} u {JI, . . . , J,,}. 
LetS=(($a:,...ui,J~~...Ji,$,P)lk~1,eachijE{l,...,n)}u(($Pi,***PiCJik*** 
Ji,h Q,Ik >l,eachijE{l,..., n}]. The system S is slearly monadic and is context- 
free since {x 1 (x, P) E S} and {X 1 (x, Q) E S} are linear context-free languages. 
Consider Nivat’s conditions (aj and (b) described in the beginning of this section. 
The construction of S is such that condition (a) holds vacuously for S since there 
a;ce no relations (zlt, vl), (u2, ~2) ES with uix = yu2 for some X, y with x f e and 
~~~~:~u~~,‘I”heonlyway thatcondition(b)canfailto holdforapair (ul, 01)~ (~2, V&ES 
is in the case that u1 = ~2. In this case we must have (~1, P) and (~1, Q) both in S. 
TlGs means that for some k 2 1 and il, . . . , ik E (1, . . . , n}, $cyiI . . . aikAk. . . .I$ = 
UI = $pil . . . &iJk . . . Jilt SO that il, . . . , ik is a solution to the Correspondence 
Problem on T. On the other hand, if there is a solution il, . . . , ik to the Correspon- 
dence Problem for T, then (u, P) and (u, Q) are in S and condition (b) does not 
hold for (14, P) and (u, Q), where u = $ai, . . . aikJir. . . Ji,Q. 
l’hus 5 i; confluent if and only if there is no solution to the Correspondence 
Problem for T 0 
.A congru2nct: A on a finitely generated free monoid is a confluen,! congruence 
if there is some confluent Thue system S such that ++I = 4. 
It is an open question whether there is an algorithm to decide for a finite Thue 
system 5 wlreth$r the congruence 6 (s) is confluent (or, confluent by means of a 
finite systf?m). 7’he proof of Theorem 5.1 allows us to answer this question for 
infinite come Gree monadic systems. 
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Theorem 5.2. The follewing question is undecidable : given ax infinite context-fife 
monadic Thue system S, is the congruence generated by S a conjkent congruence? 
Proof. Consider the proof of Theorem 5.1. It is easy to see from the construction 
of S that P is congruent o Q if and only if S is not confluent if and only if there 
is a solution to the Correspondence Problem for T. But P and Q are strings of 
length one and neither P nor Q is congruent o e, so that in any Thue system 
generating 4% (s), P and 6 are irreducible. The result follows from the undecidability 
of the Correspondence Problem and the fact that in a confluent monadic system 
different irreducible strings cannot be congruent [12, 16, 181. Cl 
6. Equivalence of systems 
If S1 and S2 are Thue systems, then S1 and S2 are equivalent if for all x, y, 
x *r)(s,) y if and only if x +s2, y. 
If S1 and S2 are Thue systems, then S1 and $2 are equivalent if and only if both 
x tl*(stJ y for every (x, y) E S2 and also x 6 (sz) y for every (x, y ) E S1. Thus, if S1 and 
S2 are both finite and both have decidable word problems, then one can decide 
whether S1 and Sz are equivalent. In particular, if S1 and S:! ard finite and confluent, 
then one can decide whether S1 and Sz are e@valent. 
What if S1 and S2 are infinite Thue systems? If both S1 and Sz are confluent, 
then both Sn and S2 have decidable word problems. However, the fact that 5’1 and 
S2 are infinite precludes checking whether ei\ch relation (x, y) in SI is such that 
-X. *cs2, Y* 
Open Question : Is there an algorithm to decide if two infinite regular monadic: 
Thue systems are equivalent (even if one knows that both are confluent)? 
In the case of infinite context-free monadic Thue systems that are confluent, irl 
is not very surprising that the question of equivalence is undecidable. 
Theorem 6.1. The following question is undecidable : for two context-free monadic, 
Thue systems S1 and Sz that are both confluent, is S1 equivalent to Sz? 
Proof. Recall that question “is L(G1) equal to L(G2)?” is undecidable for arbitrary 
context-free grammars G1 and G 2. From two such grammars G1 and G2, we 
construct wo context-free monadic Thue systems S1 and S2 such that Sl and Sz 
are confluent and S1 and S2 are equivalent if and only if L(G1) = L(G& 
Let G1 and G2 be two context-free grammars with terminal alphabet I-‘. Let 4, 
$ and A be three symbols no!: in r and let C = r u {$, $, A}. From G1 and G2 it 
is easy to ccqstruct context-free grammars G3 and Gb such that L(G3) = ($}L(GI){$‘) 
and L(G,J -_ {$)L(G2){$}. Let S1 be the Thue system {(x, A) 1s~ E J,(-23)) and let SZ 
be the TCue system {(w, A) 1 x E L(GJ}. Then S1 and S2 are cont.&-free monadic 
Thue sy@ :ms and it is clear that U I Cl and S2 satisfy both of Nivat’s conditions tated 
at the t;&nning of Section 5; thus, both S1 and S2 are confluent. 
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From the construction of S1 and Sz and the facts that 4, $, &r, and L(GI) u 
I,(&) s .r*, we conclude that Sr and Sz are equivalent if and only if [A],sI, = [A](sz, 
if and only if L(G1) = L(Gh Cl 
’ .4 
Consider Theorems 2.2, 2.5, and 3.2. What can be said about the languages 
represented in these theorems? Note that if C is a finite alphabet, then the trivial 
Thue system S = 0 is finite, monadic, and confluent. Clearly, for any w E X*, 
[w] ={w}, and fur any L cX*, [L]=(L) = A*(L) = L. Thus one can obtain any 
language as an infinite union of congruence classes. Since the equivalence problem 
for context-free grammars is undecidable, there is little to be learned by considering 
bile representations given by Theorems 2.2, 2.5, and 3.2 and studying the 
equivalence problem. On the other hand, one can decide equivalence of those 
languages pecified by finite unions of classes of such systems. 
“r)leorem 6.2, Ler S be a context-free monadic Thue system on a finite alphabet 2. 
‘The following qccrstions are decidable : 
W for {XI 9 l l * 9 xp, Yl, l . . , y&Z”, is (xl)u* 9 l u (xp) eqlial to (ye) w l l l u (y,)? 
(b) whenSisconfluentT h,, ..,xp, ,\;‘I,.. ., y&Z*, is [X&P l ~~[x,] equal to 
[Yllld’ l l u[yql? 
Proof. Clearly (x1) u l l = L-J (x,) = ({x1, . . . , x,)>. From ‘Theorem 2.2 it is clear that 
f., ={x,)u* ’ l u (n,) and L2 = (~1) u l l . u (yJ are context-free languages, and one 
can construct context-free grammars Gl and Gz from x1, . . . , x,9 Yl, a.., Yi? and 
a tinite set of context-free grammars pecifying S with the property that L(Gl) = Ll 
and L( G,) = L2. Clearly, L1 = Lz if and only if {xl, . . . , x,} c L2 and {y I, . . . , yp} c LI - 
Thus, we abtain part (a). To obtain part (b), recall that for any string 2, A*(z) is 
finite, and note that L3 = [x1] u l 0 . u [x,] is a subset of La = [yl] u 9 l l u [ yq] if and 
only if the finite set A"(xl ) u l l l u A*(x,) is included in Ld. Cl 
7. Conchding remarks 
In this paper we have established a number of new resuhs that generalize and 
strengthen much of the work connecting Thue systems and Thue congruences with 
Bvmai language theory. Some of our results on the syntactic omplexity of various 
classes are summarized in Table 1. 
We conclude by pointing to a few open questions. 
A language L is coagruential if i\t is the union of finitely many cocgruence classes 
of a finite Thue system. 
It is known that [S] that the context-free language {ww” 1 w E {a, b}“} is not 
congruential and the proof given in [5] shows that this language is not the union 
of finitely many congruence classes of an infinite Thue system. There is a finite 
confluent Thue system S with the property that every context-free language is the 
Monadic Thus systems 249 
Table 1 
Context-free, monadic system 
Ancestors 
(L) 
Descendants 
A*(L) 
Congruence classes 
ra 
L context-free 
L regular 
context-free 
context-free 
non-recursiveb 
regular 
non-recursiveagb 
non-recursivea 
Finite, monadic, confluent system 
W A*(L) Kl 
L, context-f I432 
L regular 
context-free 
context-free’ 
non-recursiveb 
regular 
non-recursiveb 
deterministic- 
context-free” 
a Even if S is finite, special and L is finite. 
b Even if L is deterministic context-free. 
’ It is not known whether all sets (L) are deterministic context-free. 
d [L] is still context-free if S is infinite, context-free monadic and confluent. 
homomorphic image of some congruential language relative to S [S]. Further, every 
regular set is congruential relative to a confluent system [4]. 
If C is a finite alphabet, then the trivial Thue system S = 8 is finite, confluent, 
and monadic, and olrle can obtain any language at all as an infinite li,mion of 
congruence classes. T?e significance of our resu?Ps on syntactic structure of sets of 
ancestors or descendants or congruence classes is that for certain well-behaved 
systems regular (or context-free in some cases) unions preserve the class of context- 
free languages. 
An interesting open question is to characterize the class of languages represented 
as finite unions of sets of ancestors (congruence clas8cs) of infinite context-free 
monadic Thue systems (resp., infinite context-free monadic Thue systems that are 
confluent). Notice that if a system has at least one relation of the form (x, ,e) where 
x # e, then for every string z, both (2) and [z] have infinite regular sl.r\bsets, a 
property that is not shared by some context-free languages. 
Another interesting question is to characterize interms of grammars or pxushdown 
store acceptors the Boolean algebras of deterministic context-free languages 
described in Theorem 3.10. 
Some of the results presented here can be generalized to monadic Thue systems 
with more complex structures. For example, let T(n) be a time bound and let S 
be a monadic Thue system over a finite alphabet 2 such that for every a E 2 IJ {L’}, 
the set L, = {u 1 (E, a) E S} can be recognized in time T(rz) by a deterministic ‘I’urirre 
machine. Then the common descendant problem for S is solvable in time that 1s 
polynomial in T(n), and if S is confluent, then the word problem is also solvable 
within that time bound, 
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It is known that the question of whether a finite Thue system is confluent is 
decidable. Mere we have shown that the question of whether an infinite context-free 
monadic Thue system is confluent is undecidable. The question of decidability of 
confluence for infinite regular monadic Thue systems is open. 
We have shown that it is undecidable whether the congruence generated by an 
infinite context-free monadic Thue system is confluent. The question of decidability 
of confluence for congruence generated by finite Thue systems or by infinite regular 
monadic Thue systems is open. 
We conclude with some observations on the property of a string having infinitely 
many ancestors. 
Recall that the set of ancestors of a string x in a Thue system S is (x)~ = 
(YlJ ‘J,(s,X . 1 
If 9 is a class of languages, then an S-monadic Thue system S over a finite 
alphabet C is specified by specifying for each a E C u {e) a language L,, and letting 
S=={h,a)]aEEu{e}, uEL,}. 
Proposition 7.1. Let .5Y be a class of e-free languages. If “is (x)s infinite?” is 
decidable for S-monadic systems, then emptiness and finiteness are decidable for 
languages in 2. 
Prod. Let L c 25’ be in 9 and let X & C be a new symbol. Let So = {(u, e) 1 u E L} 
and 51 = {(u, # ) 1 u E L}. From a specification for L, one can construct specifications 
of both SO and Sr. Notice that L is nonempty if and only if (e)s, is infinite, and L 
is infinite if and only if ( # )s, is infinite. Cl 
For a monadic Thue system S = {(u, a) 1 u E L,, a E C u {e}}, if L, # 8, then for any 
X, (x j 2 L,*(x) is infinite. Consider those systems S = {(u, a) 1 u E L,, a E 2) so that 
(ej={e}. Note that if x =al.. . an, then (x) = (al). . . (a,,}, and so (x) is infinite if 
2nd only if for some a occurring in X, (a) is infinite. 
Construction 1. Let V={&aEZ}, r={CIaES} be copies of C. Let h:C*+V* 
be the homomorphism determined by defining h(a) = rii for each a E 2. Let PI be 
the finite set of productions {a^ := a I a E 2) u {a^ := a’ I L, is infinite} u {a^ := h ( w ) I L, 
is finite and w E L,). For each a E 2, let GO be the contemxt-free grammar ( V, C u r, 
P1, a^). Then for each a E 2, (a) is infinite if and only if either L(G,) is infinite or 
L(G,) cd*l-“” # $3. 
Construction 2. Continuing Construction 1, let P2 = {a’ := # a’, a’ := e I a E Z} 
where # &CuZk V is a new symbol. For each a& let Gh =(Vur, Xu{#}, 
PI u Pz, fi). In this case, for each a E 2, (a) is infinite if and only if L(Gh) is infinite. 
We conclude that if languages in 9 are specified in such a way that emptiness 
and finiteness are decidable and any finite se,t in 55’ can have its members listed, 
then “is (xJs infinite?” is decidable for P-monadic systems. 
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