Abstract. The Wright-Fisher equation, which was introduced as a model to study demography in the presence of diffusion, has had a renaissance as a model for the migration of alleles in the genome. Our goal in this paper is to give a careful analysis of the fundamental solution to the Wright-Fisher equation, with particular emphasis on its behavior for a short time near the boundary.
Introduction. The aim of this article is to study the fundamental solution p(x, y, t) to the Cauchy initial value problem for the Wright-Fisher equation, that is, the fundamental solution for the equation 
u(x, t) = ϕ(x) for x ∈ (0, 1) and u(0, t) = 0 = u(1, t) for t ∈ (0, ∞).
Our interest in this equation is the outgrowth of questions asked by Nick Patterson, who uses it to model the distribution and migration of genes in his work at the Broad Institute. Patterson initially sought help from Charles Fefferman, and it was Fefferman who relayed Patterson's questions to the second author. Using much more purely analytic technology, the same questions have been addressed by Charles Epstein and Rafe Mazzeo, who are preparing a paper (cf. [2] ) on the topic. Earlier work on the same equation can be found in [8] and [5] .
The challenge here comes from the degeneracy of the elliptic operator x(1 − x)∂ u(x, t) = ϕ(x) for x ∈ (0, ∞), and in order to provide a context for this problem, we will devote the rest of this introduction to an examination of some easier but related equations.
First consider the Cauchy initial value problem:
(0.3) Isolating the factor y −2 is natural since the operator x 2 ∂ 2 x is formally self-adjoint with respect to dy y 2 , and therefore one should expect that y 2 p(x, y, t) is symmetric, which indeed it is. Furthermore, it should be noted that the spacial boundary condition is invisible here since X(t, 0) ≡ 0 and X(t, x) > 0 ∀ t ≥ 0 if x > 0. Finally, elementary calculus shows that althoughp(x, y, t) is smooth on (0, ∞) 3 , spacial derivatives of p(x, y, t) become unbounded as x = y 0. Next, consider the Cauchy initial value problem:
(0.4) 
u(x, t) = ϕ(x) for x ∈ (0, ∞).
When one ignores the spacial boundary condition, the fundamental solution to this problem is the density for the distribution of the solution to Although the coefficient of dB(t) is not Lipschitz continuous at 0, a theorem of Watanabe and Yamada (cf. Chapter 10 in [7] ) says that this equation has an almost surely unique solution and that this solution stays nonnegative if x ≥ 0. Further, using Itô's formula, one can check that the distribution of this solution is the same as the distribution of (x where again we have isolated the factor which is the Radon-Nikodým derivative of the measure dy √ y with respect to which the diffusion operator is formally self-adjoint. Obviously, apart from this factor, the fundamental solution is smooth, in fact, analytic, all the way to the boundary. On the other hand, if we impose the spacial boundary condition, then the fundamental solution is the density of y P B(t) ≤ 2 
dX(t, x) = 2|X(t, x)| dB(t) +

The model equation.
Following a suggestion made by Charles Fefferman, in this section we will study the one-point analogue of the Wright-Fisher equation. Specifically, we write down that fundamental solution q(x, y, t) for the Cauchy initial value problem:
(1.1)
Actually, prior to our own work on this topic, Fefferman wrote down an expression for this fundamental solution as a Fourier transform, and Noam Elkies recognized that Fefferman's Fourier expression could be inverted to yield the formula at which we will arrive by non-Fourier techniques. See the discussion following (6.2).
Because x∂ 2 x is formally self-adjoint with respect to y −1 dy, it is reasonable to write q(x, y, t) = y −1q (x, y, t) and to expectq(x, y, t) to be symmetric with respect to x and y. In addition, an elementary scaling argument shows thatq(x, y, t) =q( If we do, then in order that q be a solution to our evolution equation, we find that it is necessary and sufficient that
and we will show that the solution to (1.2) which makes Before proceeding, it will be useful to have the following simple version of the minimum principle. Namely, if ξw (ξ) − w(ξ) ≥ 0, w(0) = 0, and w > 0 in an interval (0, δ) for some δ > 0, then w > 0 on (0, ∞). Indeed, if not, then there would exist a ξ 0 > 0 such that w > 0 on (0, ξ 0 ) and w(ξ 0 ) = 0. In particular, this would mean that w achieves a strictly positive, maximum value at some ξ ∈ (0, ξ 0 ), and this would lead to the contradiction w (ξ) ≤ 0 < w(ξ) ≤ ξw (ξ). Now suppose that q satisfies (1.2) and (1.4). Then
To see this, apply the preceding to w = q and w = (1 + )ξe
Given the estimate above, we know that the Laplace transform
exists for all λ > 0. Moreover, by (1.2) and (1.4),
λ for some A. Plugging this back into (1.5), we see that A = 1. That is, we now know that
In particular, this proves that there is at most one q which satisfies both (1.2) and (1.4). As is easily verified,
2) and (1.4), and it is therefore the one and only function which does. In particular, this means that
for ξ ∈ (0, ∞).
We now defineq(x, y, t) and q(x, y, t) as in (1.3) for the q(ξ) given by (1.7). On the basis of (1.2), it is easy to check that q(x, y, t) satisfies the Kolmogorov backward and forward equations: 
from which it is clear that, as t 0,
q(x, y, t) dy −→ 0 for each δ > 0 uniformly fast for x in bounded subsets of (0, ∞). Hence, for each ϕ ∈ C b ((0, ∞); R),
At the same time, from (1.10), it is clear that, as x 0, u ϕ (x, t) −→ 0 uniformly for t ∈ [δ, ∞) for every δ > 0. Summarizing, we have now shown that q(x, y, t) is a fundamental solution to (1.1).
It will be important for us to know that the estimate in (1.10) can be improved when xy ≥ t 2 . Namely, there exists an δ 0 ∈ (0, 1) such that
Clearly (1.12) comes down to showing that
for ξ ≥ 1.
To prove this, one can either use the relationship (cf. (7.4) and (7.6)) between q(ξ) and Bessel functions or standard estimates for solutions to parabolic equations. The latter approach entails using the fact that, by standard estimates for solutions to parabolic equations (e.g., section 5.2.2 in [6] ), there is an α 0 ∈ (0, 1) such that
, gives (1.12). We close this section with a discussion of the diffusion process associated with (1.1) and show that q(x, y, t) is the density for its transition probability function. Perhaps the simplest way to describe this process is to consider the Itô stochastic integral equation:
where {B(τ ) : τ ≥ 0} is an R-valued Brownian motion on some probability space (Ω, F , P). Using the Watanabe-Yamada theorem alluded to in the introduction, one can show that, for each x ∈ [0, ∞), there is an almost surely unique solution to (1.13).
To describe the relationship between (1.1) and Y (t, x), we introduce the σ-algebra F t which is generated by {B(τ ) :
is a martingale. In particular, if ϕ ∈ C b ((0, ∞); R) and u ϕ is given by (1.11), then, by taking w(x, τ ) = u ϕ (x, t − τ ) and applying Doob's stopping time theorem, one sees that
This proves that u ϕ is the one and only solution to (1.1) and that q(x, · , t) is the density for the distribution of Y (t, x) on {ζ Y 0 (x) > t}. As a consequence of uniqueness, we know that q(x, y, t) satisfies the Chapman-Kolmogorov equation,
a fact which could have been also deduced from (1.9).
The Wright-Fisher equation.
In this section we will lay out our strategy for analyzing the Wright-Fisher equation: 1) ; R). Specifically, we want to explain how we plan to transfer to its fundamental solution p(x, y, t) the properties of q(x, y, t).
Because we cannot simply write it down, proving that p(x, y, t) even exists requires some thought. Using the separation of variables and taking advantage of the facts that the operator 
Once again, one can show that, for each x ∈ [0, 1], (2.2) has a solution which is almost surely unique. Further, if ζ
. From the preceding existence and uniqueness results, one can show (cf. Chapters 6 and 8 in [7] ) that if
then P (t, x, · ) satisfies the Chapman-Kolmogorov equation:
In addition, by the same sort of argument with which we derived (1.14), one has
c ((0, 1); R). Hence, for each x ∈ (0, 1), P (t, x, · ) tends weakly to the unit point mass at x as t 0, and, in the sense of Schwartz distributions P ( · , x, * ) is a solution to the Kolmogorov forward equation ∂ t u = ∂ 2 y (y(1 − y)u) and therefore, by standard hypoellicity results for parabolic operators (e.g., section 3.4.2 in [6] ), is smooth with respect to (y, t) ∈ (0, 1) × (0, ∞). In particular, we now know that, for each x ∈ (0, 1),
Furthermore, another application of the uniqueness statement for solutions to (2.2) shows that (t, x) ∈ (0, ∞)×(0, 1) −→ P (t, x, · ) is weakly continuous, and so (t, x, y) p(t, x, y) is measurable. Hence, from (2.3), we know that
, and x, y ∈ (0, 1).
In addition, because, by uniqueness, the distribution of 1 − X(t, x) is the same as that of
Finally, as we will show below,
Actually, if one uses Kimura's results, (2.7) is clear. However, for the reasons given earlier, we will give an alternative proof. In order to focus attention on what is happening at one endpoint, let β ∈ (0, 1) be given, and consider the fundamental solution p β (x, ξ, t) tȯ
where the convergence of the series of the right can be controlled by the fact (cf.
A change of variables.
With the goal of applying the results in section 1, we will make a change of variables, one which was used also by Feller (see [3] and [4] ). Namely, we want to choose a ψ :
As an application of Itô's formula, we see that ψ will have to be the solution to
which means that
In addition, his formula tells us that
Note that, although it goes to ∞ at the right-hand endpoint
) as a real analytic function which vanishes at 0. Our strategy should be clear now. We want to apply the results in section 1 to analyze the fundamental solution r(x, y, t) to the heat equation
and then transfer our conclusions to p(x, y, t)
Thus it is fortunate that, by the considerations in section 2, we have to analyze only the fundamental solution r θ (x, y, t) to
). Indeed, because r θ (x, y, t) does not "feel" b off of (0, θ), when analyzing it we can replace b by any smooth, compactly supported function b θ on R which coincides with b on (0, θ).
With the preceding in mind, we now look at equations of the form
, where w is a solution to
Proof. The easiest way to check it is by direct computation.
As Lemma 3.1 shows, the analysis of solutions to (3.6) reduces to that of solutions to (3.8) . Thus, we look at equations of the form
where V is a smooth, compactly supported function. Using the time-honored perturbation equation of Duhamel, we look for the fundamental solution q V (x, y, t) to (3.9) as the solution to the integral equation:
To solve (3.10), set q V 0 = q and
Proceeding by induction and using the Chapman-Kolmogorov equation of (1.15) satisfied by q, one sees that
y, t).
At the same time, by the estimate in (1.12) and induction, it is clear that q V n is continuous on (0, ∞) 3 for each n ≥ 0, and from these one can easily check that
is a continuous function of (x, y, t) ∈ (0, ∞) 3 which solves (3.10). In addition, because (by another inductive argument)
one can use (1.3) and induction to see that
Hence,
We next verify that q V is the fundamental solution to (3.9). That is, we want to show that if ϕ ∈ C b ([0, ∞); R) vanishes at 0 and
ϕ is a smooth solution to (3.9) with initial data ϕ. Since it is clear that w 
Then, as
2 in the sense of distributions and is therefore a smooth, classical solution.
In particular,
and
Proof. Given ϕ ∈ C b ([0, ∞); R) which vanishes at 0, one can apply Itô's formula and the fact that w V ϕ is a smooth solution to (3.9) which is bounded on (0, ∞) × [0, t], to check that, for each t > 0,
is a martingale for s ∈ [0, t]. Hence, the first assertion follows from the equality of the expectation values of this martingale at times s = 0 and s = t.
Given the first assertion, it is clear that q V ≥ 0. In addition, the right-hand side of (3.15) follows from the initial expression for q V (t, x, · ), and (3.16) is a consequence of
which is an elementary application of the Markov property for the process {Y (t, x) :
t) is a nonnegative, smooth function which is dominated by e
t V u,(0,θ) q(x, y, t) and satisfies
Finally, for each y ∈ (0, θ), (x, t) q V θ (x, y, t) is a solution to (3.17) with ϕ = δ y . Proof. We begin by showing that q V θ (x, y, t) is continuous, and clearly this comes down to checking that
is continuous. To this end, set
we know that, as s 0, w s −→ w 0 uniformly on compact subsets of (0, θ) 2 × (0, ∞), and so it suffices to show that w s is continuous for each s > 0. But by the Markov property for the process {Y (t, x) : (t, x) ∈ (0, ∞) 2 },
and it is clear that the right-hand side is a continuous function of (x, y, t)
We next note that
for bounded, Borel measurable ϕ on [0, θ] which vanishes on {0, θ}. Indeed, simply write the right-hand side of (3.19) as the difference between the expectation of the integrand without any restriction on ζ Y θ (x) and the one over {ζ
As a consequence of (3.19) it is obvious that q V θ (x, y, t) is a nonnegative function which satisfies the asserted upper bound. In addition, the first equality in (3.18) also follows from (3.19) combined with the Markov property. Namely,
To prove the second equality in (3.18), we will again apply (3.19). However, before doing so, note that (1.3) plus the Markov property for {Y (t, x) : (t, x) ∈ (0, ∞) 2 } implies that, for any t > 0 and nonnegative, Borel measurable
. To see this, note that it suffices to check it for F 's of the form
, in which case it is an easy application of the Markov property and (1.3). Returning to the second equality in (3.18), take
and so, by (*),
for all nonnegative, Borel measurable ϕ 0 and ϕ 1 which vanish at 0. Together with the continuity already proved, this shows that q V θ (x, y, t) satisfies the second part of (3.18). Because it is clear that, for each (y, t) ∈ (0, θ) × (0, ∞), q (y, t) . Moreover, by standard regularity theory for solutions to parabolic equations, we will know that it is a smooth solution to this equation as soon as we show that it is a solution in the sense of Schwartz distributions. Finally, by an elementary application of Itô's formula and Doob's stopping time theorem, we know from (3.19) that
for any ϕ ∈ C x . Given β ∈ (0, 1), let c β be a smooth, compactly supported function which coincides with c on (0, ψ(β)], and define
By (3.2) and (3.18),
Lemma 4.1. For each β ∈ (0, 1) and ϕ ∈ C c ((0, β); R),
Furthermore, if 0 < α < β < γ < 1 and {η
for (x, y, t) ∈ (0, α) 2 × (0, ∞).
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Proof. To prove (4.3), let u(x, t) denote the right-hand side, and set w(x, t) = u(ψ −1 (x), t). Then, using the second equality in (3.4), one can easily check that
where
Hence, by Lemmas 3.1 and 3.3, w is smooth and satisfies ∂ t w(x, t) = x∂ 2 x w(x, t) + xc(x)∂ x w(x, t) in (0, ψ(β)) × (0, ∞) with boundary conditions w(0, t) = 0 = w(ψ(β), t) and lim t 0 w( · , t) = ϕ • ψ −1 . Thus, using (3.2), one can check that u is smooth on (0, β) × (0, ∞) and satisfies
there with boundary conditions u(0, t) = 0 = u(β, t) and lim t 0 u( · , t) = ϕ. In particular, one can use Itô's formula and Doob's stopping time theorem to conclude from this that u(x, t) equals the left-hand side of (4.3).
Given (4.3), the proof of (4.4) is essentially the same as that of (2.9). The only change is that one has to take into account the condition ζ X γ (x) > t, but this causes no serious difficulty.
Before going further, we will need the estimates contained in the following lemma. Lemma 4.2. Let 0 < x < α < β < 1 and t ∈ (0, 1]. Then
Proof. Because Y ( · , ψ(x))
and X( · , x) get absorbed at 0 and, up to the time they hit {0, 1}, are random time changes of Brownian motion, one has
Further, because, by the Markov property, given that ζ ψ(x) ) and has the same distribution as ζ
Similarly,
To complete the first estimate, use Itô's formula, Doob's stopping time theorem, and Fatou's lemma to see that e
and so the asserted estimate follows when one takes λ =
The argument for the second estimate is similar. Namely, for any n ≥ 0, given that η X n, [α,β] [α,β] (α) and has the same distribution as, depending on whether n is even or odd, ζ
Hence, for n ≥ 1 and λ ∈ R,
Finally, once one takes into account the fact that
, the same reasoning which we used before shows that
and therefore that
Theorem 4.3. There is a unique continuous function
and all bounded, Borel measurable functions ϕ on [0, 1] which vanish on {0, 1}. Moreover, p(x, y, t) satisfies (2.5), (2.6), (2.7), and, for each 0 < α < β < 1,
Finally, p(x, y, t) is smooth and, for each y ∈ (0, 1), satisfies
Proof. Let 0 < α < β < 1 and (x, t) ∈ (0, α] × (0, ∞) be given. From (4.4) and Lemma 4.2, it is clear that the family {p γ (x, · , t) (0, α] : γ ∈ (β, 1)} is equicontinuous and, by (4.4), γ p γ (x, · , t) is nondecreasing. Hence, there is a unique continuous function y ∈ (0, 1) −→ p(x, y, t) ∈ (0, ∞) such that p(x, y, t) = lim γ 1 p γ (x, y, t). Furthermore, from (4.3) and (4.4), one knows that (4.5) and (4.6) hold. In addition, (2.5) and (2.7) follow from (4.2), and (2.6) follows from (4.5) together with the observation that 1 − X(t, x) has the same distribution as X(t, 1 − x).
Knowing (2.5), (2.7), and (4.5) and that p(x, · , t) is continuous, one can easily check that (x, y, t) p(x, y, t) is continuous. Finally, the proof that p(x, y, t) is smooth and satisfies (4.6) is a repeat of the sort of reasoning which we used in the final part of the proof of Lemma 3.3.
Corollary 4.4. Setp(x, y, t) = y(1 − y)p(x, y, t) and, for β ∈ (0, 1),
t).
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Then, for each 0 < α < β and θ ∈ (0, 1),
In particular, if
, which, by Lemma 3.3, is equal tō 
, the right-hand side of the upper bound can be replaced bȳ
At the same time, because the derivative of √ ψ dominates 1 and y ≤ θα, the upper bound in (1.10) leads tō
for τ ∈ (0, t]. Thus, after combining this with the preceding, we find that
In view of the lower bound in the first paragraph of the proof, to prove the complementary lower bound, we need to estimate the term on the right which is preceded by a minus sign. But by the first part of Lemma 4.2 and (1.10), it is clear that this term is dominated by
Hence, we now know that
Given (4.9) and (4.10), the initial assertion follows immediately. To prove the second estimate, note that
2 , the second estimate is an easy consequence of the first when one takes into account the condition that
Corollary 4.5. For each 0 < α < β < 1 and θ ∈ (0, 1),
Just as in the proof of Corollary 4.4, the second inequality is a consequence of the first. Furthermore, given the first inequality in Corollary 4.4, the first inequality here comes down to the estimate
which is a trivial consequence of (3.12) and (3.13).
Derivatives.
In order to get regularity estimates, it will be important to know how to represent derivatives of the solutions to (1.1) in terms to derivatives of the initial data. For this purpose, observe that if u is a smooth solution to (1.1) and u (m) is its mth derivative with respect to x, then u (m) satisfies
Thus, we should expect that
where ϕ (m) is the mth derivative of the initial data ϕ and q (m) (x, y, t) is the fundamental solution to (5.1).
In order to verify this suspicion, we need to know something about q (m) (x, y, t) when m ≥ 1, and there are two ways of going about this. The first is to notice that if w satisfies (5.1) and v(x, t) = w(x 2 , t), then v satisfies
Since, apart from the factor of 1 4 , the operator on the right-hand side is the radial part of the Laplacian in R 2m , one sees that 
Alternatively, knowing that (5.2) holds, one can proceed as in section 1 to show q
and therefore that 2 . To understand the behavior of q (m) (x, y, t) for small t > 0, one can use (cf. (7.4) and (7.6)) the expression in (5.2). Alternatively, proceeding as in the second derivation of (1.12), ones knows that there is an δ m ∈ (0, 1) such that t Finally, set
and therefore that 
Moreover, for any ≥ 1,
Proof. Since every ϕ satisfying our hypotheses can be written as the th derivative of one which vanishes at 0, it is clear that (5.8) is an immediate corollary of (5.7).
In proving (5.7), first observe that, by an obvious cutoff argument and the estimates in (5.4) and (5. 
For each (t, x) ∈ (0, ∞) 2 , it is clear that the left-hand side of the preceding tends to the left-hand side of (5.7) as 0. To handle the right-hand side, write it as the sum of
As 0, the second of these tends to the right-hand side of (5.7). At the same time, by (5.6), we know that, for each (t, x) ∈ (0, ∞) 2 , for sufficiently small > 0, the first of these is dominated by a constant times x w + m∂ x w(x, t) which is bounded on finite time intervals and has an initial value ϕ (m) . Since this means that u (m) (x, t) is given by the right-hand side of (5.7), we are done.
Proof. By the Chapman-Kolmogorov equation, (5.9) is obvious when k = m. To prove it in general, assume that it holds for some m and 0 ≤ k ≤ m. Then, by (5.6) and the induction hypothesis, for 0 ≤ k ≤ m,
and so, again by the induction hypothesis, q (m+1,k) (x, y, s, t) equals
The reason for our interest in the preceding results is that they allow us to produce rather sharp estimates on the derivatives of q V (x, y, t). Clearly (cf. (3.11) and (3.13) ) it suffices to prove that, for each n ∈ N,
When n = 0 this is obvious from (5.6) with k = 0, and when m = 0 there is nothing to do. Since (5.6) already explains how to proceed for general m ≥ 1, we will concentrate on the case when m = 1.
Using (3.11) and Theorem 5.1, one can write ∂ x q V 1 (x, y, t) as the sum of
By (5.6) and (5.9), the first of these is dominated by V u times
y, t).
As for the second, it can be dominated by
After combining these, one gets that
. Given the preceding, the argument for n ≥ 2 is easy. Namely, by (3.11 ),
Thus, one can use the preceding and induction on n ≥ 1 to get the asserted estimate. For general m ≥ 1, the strategy is the same. One has to apply the argument just given to estimate ∂ x q V 1 (x, y, t) not only once but m times. At the end of the mth repetition, ones arrives at the estimate |∂ m x q V n (x, y, t)| ≤ C m (V ) n t n−m S m (x, y, t) for 0 ≤ n ≤ m. After the mth repetition, one switches from (3.11) to (3.11 ) and proceeds inductively as above. Finally, by combining these with the estimates in (5.4), (5.5), and Lemma 5.3, using (ψ(β) − ψ(α)) 2 ≥ ψ(β)(β − α) 2 , one gets the desired result.
Two concluding results.
In this section we will present two results which might be of computational interest. The first answers one of the questions which Nick Patterson originally asked. Namely, he wanted to know whether one can justify a Taylor's approximation for solutions to the Wright-Fisher equation (1.1). Hence, the desired result follows from Lemma 6.1 with ϕ =f . The second topic deals with possible improving of the first estimate in Corollary 4.5. A look at the argument there reveals that the weak link is the replacement ofq V β byq in the first estimate in Corollary 4.4. Of course, the problem withq V β is that we can only estimate it but cannot give an explicit expression for it in terms of familiar quantities. Nonetheless, if one is interested inp(x, y, t) when all the variables are small, one can make a modest improvement by using a Taylor approximation for V β .
In order to carry this out, we will need the following computation, which is of some independent interest on its own. 
