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+ c(u, x) = 0, Au(u, x) ≥ 0
is studied. By using the compensated compactness theory, some results on the existence
of weak solution are established. In addition, under certain condition the uniqueness of
solution is proved.
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1 Introduction








+ c(u, x) = 0 in Ω, (1.1)
u(x, t) = 0 on ∂Ω, (1.2)
where Ω ⊂ Rm is a bounded domain with bounary ∂Ω ∈ C2+α and Au(u, x) ≥ 0.
Equation (1.1) is in the class of degenerate elliptic equations with convection. They have
been suggested as a mathematical model for a variety of physical problems (see [1]). In this
paper we study the existence of weak solution and the uniqueness of solution for problem
(1.1)-(1.2).
Definition of weak solution A function u is called a weak solution of (1.1)-(1.2), if u
satisfies
1. u(x) ∈ L∞(Ω), A(u, x) ∈ H1(Ω);
2. ∀η ∈ C2(Ω̄)
⋂
H10 (Ω), there holds
∫
Ω
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where n = (n1, · · · , nm) is the outside normal of ∂Ω and pairs of equal indices imply summations
from 1 to m.
In this paper we assume that
(H1) A(u, x), bi(u, x), c(u, x) are appropriately smooth for u ∈ (−∞, ∞), x ∈ Ω̄ and
Au(u, x) ≥ 0, b
i
xiu(u, x) +Axixiu(u, x) + cu(u, x) < −c0, c0 = const > 0.
The main results of this paper are as follows:
Theorem 1 Suppose that (H1) holds and that for almost all x ∈ Ω, if Au(s, x) = 0, ∀s ∈
[a, b], then bi(·, x), c(·, x) are affine on [a, b]. Then the problem (1.1)-(1.2) has a weak solution.
Theorem 2 Suppose that the hypotheses in Theorem 1 hold and that for each x ∈ Ω̄,
A(u, x) is strictly increasing with respect to u. Then the problem (1.1)-(1.2) has a weak solution
u ∈ C(Ω̄).
Remark 1 Suppose that for |u1| ≤M, |u2| ≤M,x ∈ Ω̄
|A(u1, x) −A(u2, x)| ≥M1|u1 − u2|
α,
where M is the constant in (2.3), M1 is a positive contant. Then (1.1)-(1.2) has a weak solution
u ∈ Cα(Ω̄).
Theorem 3 Suppose that for each x ∈ Ω̄, A(u, x) is strictly increasing with respect to
u, and that cu(u, x) < 0. Then (1.1)-(1.2) has at most one weak solution u ∈ BV (Ω)
⋂
L∞(Ω).
Remark 2 The proof of existance of BV solution for (1.1)-(1.2) can be found in [2]. In
Theorem 3, we do not require any interrelation between A(u, x) and bi(u, x). The only essential
condition assumed is that A(u, x) is strictly increasing with respect to u. Such restriction does
not rule out the possibility that, as a function of u,Au(·, x) has an infinite number of zero
points.
2 Proofs of Theorem 1 and Theorem 2










+ c(u, x) = 0, x ∈ Ω, (2.1)
u(x, t) = 0, x ∈ ∂Ω. (2.2)
It is well known that (2.1)-(2.2) has a unique solution un ∈ C
2+α(Ω̄) and
|un| ≤M, (2.3)
where M is a constant independent of n.
Lemma 2.1 There exists a constant α ∈ (0, 1) such that
|A(un(x1), x1) −A(un(x2), x2)| ≤M2|x1 − x2|
α, ∀x1, x2 ∈ Ω̄,
where M2 is a constant independent of n.
Proof Let An(un, x) = A(un, x) + un/n, (An − k)+ = max{An − k, 0} (k ∈ R), Bρ(x0)
= {x : |x− x0| < ρ}. Let x0 ∈ Ω̄, η(x) ∈ C
1
0 (Bρ(x0)), η|Bρ/2(x0) = 1, 0 ≤ η ≤ 1, |∇η| ≤M3ρ
−1.
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Multiplying (2.1) by η2(An − k)+(k ≥ maxBρ(x0)
T


















bi(un, x)ηxiη(An − k)+dx−
∫∫
A+kρ
c(un, x)(An − k)+η
2dx = 0,
(2.4)
where A+kρ = {x ∈ Bρ(x0) : An(un, x) > k}.





























































































(A− k)2+ +M5] mesA
+
kρ. (2.8)
Similarly, multiplying (2.1) by η2(k −An)+ (k ≤ minBρ
T





2dx ≤ [M6 max
A−
kρ
(k −A)2 +M7] mesA
−
kρ, (2.9)
where A−kρ = {x ∈ Bρ(x0) : An(un, x) < k}.
Combining (2.8) and (2.9), by Theorem 6 in Chapter II of [3] we obtain that there exists
α ∈ (0, 1) such that
|An(un(x1), x1) −An(un(x2), x2)| ≤M8|x1 − x2|
α, ∀x1, x2 ∈ Ω̄. (2.10)
Notice that Au ≥ 0 and A(u, x) ∈ C
1(R, Ω̄), we have
|An(un(x1), x1) −An(un(x2), x2)|
= |A(un(x1), x1) −A(un(x2), x2) + (un(x1) − un(x2))n
−1|
= |A(un(x1), x1) −A(un(x2), x1) +A(un(x2), x1)
−A(un(x2), x2) + (un(x1) − un(x2))n
−1|
≥ |A(un(x1), x1) −A(un(x2), x1)| − |A(un(x2), x1) −A(un(x2), x2)|
≥ |A(un(x1), x1) −A(un(x2), x1)| −M9|x1 − x2|,
(2.11)
where M9 is a constant independent of n.
From (2.10) and (2.11)
|A(un(x1), x1) −A(un(x2), x2)|
≤ |A(un(x1), x1) −A(un(x2), x1)| + |A(un(x2), x1) −A(un(x2), x2)|
≤ M8|x1 − x2|
α, ∀x1, x2 ∈ Ω̄.
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where M11,M12,M13,M14 are positive constants. Combining (2.13)-(2.15), we can obtain
(2.12).
Lemma 2.3 Suppose that K is a bounded set in Rp and Ω is an open set in RN . Let
Un : Ω −→ R
p and Un(x) ⊂ K a.e. in Ω. Then there exists a subsequence {Um} of {Un} and a
family of probability measures {νx}x∈Ω, on R
p (depending measurably on x) with suppνx ⊂ K
such that if F (U, x) is a continuous function on Rp × RN , then
F (Um, x) ⇀ 〈νx, F (λ, x)〉 in L
∞ weak ∗ .
The proof of Lemma 2.3 may be found in [4].
Proof of Theorem 1 By Lemma 2.1, there exists a subsequence {um} of {un} such





A(um(x), x) = g(x) uniformly on Ω̄, (2.16)
un(x) ⇀ u(x) in L
∞(Ω) weak ∗ . (2.17)
We now prove g(x) = A(u(x), x). Set
l(x) = min{s : A(s, x) = g(x) |s| ≤M}; L(x) = max{s : A(s, x) = g(x) |s| ≤M},
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where M is the constant in (2.3).
It is easy to show that l(x), L(x) are defined a.e. on Ω. In fact, suppose there exists a set
E ⊂ Ω, mesE 6= 0, such that for any |λ| ≤M,A(λ, x) 6= g(x), then
lim
m→∞
A(um(x), x) 6= g(x), x ∈ E,












u(x) = 〈νx, λ〉 a.e. on Ω,
A(um, x) ⇀ 〈νx, A(λ, x)〉 a.e. on Ω,
bi(um, x) ⇀ 〈νx, b
i(λ, x)〉 a.e. on Ω,
c(um, x) ⇀ 〈νx, c(λ, x)〉 a.e. on Ω.
(2.18)
We claim
suppνx ⊂ [l(x), L(x)] a.e. on Ω. (2.19)
By Lemma 2.3, for ∀ψ ∈ C(R)
ψ(g(x)) = lim
m→∞
ψ(A(um(x), x)) = 〈νx, ψ(A(λ, x))〉 a.e. on Ω.
Suppose that (2.19) fails, then there exists a point x0 ∈ Ω such that
ψ(g(x0)) = 〈νx0 , ψ(A(λ, x0))〉 ∀ψ ∈ C(−N, N)
(|A(um(x), x)|L∞ ≤ N) and suppνx0\[l(x0), L(x0)] 6= φ.
Let χ be the characteristic function of the set [l(x0, L(x0)], and let χj(s) ∈ C
1
0 (R), χj(s) =
1, s ∈ [l(x0, L(x0)], 0 ≤ χj(s) ≤ 1, limj→∞ χj(s) = χ(s). We choose ψ ∈ C(−N,N), ψ(s) <
ψ(g(x0))s 6= g(x0). Since νx is a probability measure, we have for j large enough
ψ(g(x0)) = 〈νx0 , ψ(A(λ, x0))〉 = 〈νx0 , χjψ(A(λ, x0))〉 + 〈νx0 , (1 − χj)ψ(A(λ, x0))〉 < ψ(g(x0)).
This is impossible and hence (2.19) is proved.
Let
E = {x ∈ Ω, l(x) = L(x)}.
Then by (2.18) νx = δu(x) a.e. on E and hence
〈νx, A(λ, x)〉 = A(u(x), x), 〈νx, b
i(λ, x)〉 = bi(u(x), x), 〈νx, c(λ, x)〉 = c(u(x), x).
Below we consider the case of x ∈ Ω \ E. Since A(s, x) = g(x), Au(s, x) = 0, s ∈ [l(x), L(x)],
A(s, x), bi(s, x), c(s, x) are affine on [l(x), L(x)]. We denote by D = {I1, · · · , Ih} a partition of
[l(x), L(x)]. i.e., I1, · · · , Ih are Borel sets, Ii
⋂
Ij = φ, i 6= j, and
∑h
i=1 Ii = [l(x), L(x)]. Let
νx(Ii) be the measure of Ii and ξi ∈ Ii, A(ξi, x) be the supremum of A(·, x) on Ii. Then on
Ω \ E











ξiνx(Ii), x) = A(〈νx, λ〉, x) = A(u(x), x).
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Similarly, we can prove
〈νx, b
i(λ, x)〉 = bi(u(x), x), 〈νx, c(λ, x)〉 = c(u(x), x).
It is easy to show u(x) satisfies (1.3). By (2.3) and Lemma 2.2, u is a weak solution of (1.1)-(1.2).
Proof of Theorem 2 Since A(u, x) is strictly increasing with respect to u, there exists
a continuous function ψ(s, x) such that
un = ψ(A(un, x), x).
Hence by Lemma 2.1, un are equicontinuous in Ω̄. Thus there exists a subsequence {um} of
{un} which converges uniformly on Ω̄. Let u be the limit function. Then u ∈ C(Ω̄) and u is a
weak solution of (1.1)-(1.2).
3 Proof of Theorem 3
We denote by Γu the set of jump points of u, ν(x) = (ν1, ν2, · · · , νm) the unit normal to
Γu, u
+(x), u−(x) the approximate limits of u at x ∈ Γu with respect to (ν, y − x) > 0 and
(ν, y − x < 0) respectively. Set
F̄ (u, x) =
1
2
(F (u+, x) + F (u−, x)), F δ = max{0, F (u, x) − δ},
F̂ (u, x) =
∫ 1
0
F (su+ + (1 − s)u−, x)ds,
where F (u, x) ∈ C(R × Ω̄).













(F − δsgnF )ϕxidx,
where F (u, x) ∈ C1(R × Ω̄), ϕ ∈ C10 (Ω), δ =const> 0.
Proof Since ∂A(u, x)∂xi ∈ L








(A(u+, x) −A(u−, x))νidHm−1 = 0,
where Hm−1 denotes the (m− 1)-dimensional Hansdorff measure.
Hence
νi(A(u
+, x) −A(u−, x)) = 0, i = 1, · · · ,m, a.e. on Γu.
Since (ν1, · · · , νm) 6= 0, by the hypothesis of Theorem 3, we get
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(F + δ)ϕxidx. (3.2)
By combining (3.1) and (3.2), Lemma 3.1 is proved.










dx = 0, i = 1, 2, · · · ,m,









































































































Lemma 3.3 Let F (u, x) ∈ C(R×Ω̄) be strictly monotonous with respect to u. Then for
every δ > 0, M > 0, there exists a constant k(δ,M) > 0 such that, if |u1|, |u2| ≤M, |u1−u2| ≥ δ,
then
|F (u1, x) − F (u2, x)| > k(δ,M), x ∈ Ω̄.
The proof of Lemma 3.3 is simple. We omit it.
Proof of Theorem 3 Suppose that the solution of (1.1)-(1.2) is not unique. Then there
exists two solutions u1, u2 of (1.1)-(1.2) and g ∈ C
∞
0 (Ω) such that
∫
Ω
(u1 − u2)gdxdt 6= 0. (3.3)





A(u1, x) −A(u2, x)
u1 − u2
∆ϕ+








(bi(u, x) − bi(u2, x))ϕxidx = 0. (3.4)
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Denote
U i(x) = bi(u1, x) − b
i(u2, x), i = 1, 2, · · · ,m.
Then Ui ∈ BV (Ω), and |U
i| > δ implies that


































1, if |U i| > δ,




i − δsgnU i)
u1 − u2
.













dx = 0, (3.6)
where
Ã =
A(u1, x) −A(u2, x)
u1 − u2
, C̃ =
c(u1, x) − c(u2, x)
u1 − u2
.





2dx < η3, η = const > 0. (3.7)
Set Diδ(x) = (η + Ãε)
−1/2Biδ. By the strict monotonicity of A(u, x) with respect to u
|Diδ| ≤ k(δ,M) (|u1|, |u2| ≤M). (3.8)
In fact, if |U i| ≤ δ, (3.8) is obvious; if |U i| > δ, by (3.5) and Lemma 3.3
Ã =
















C̃h = C̃ a.e. on Ω.




1/2ϕxi + C̃hϕ = g, x ∈ Ω, (3.9)
ϕ(x) = 0, x ∈ ∂Ω. (3.10)
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By classical theory, (3.9)-(3.10) has a unique solution ϕ with
|ϕ| ≤ N,
where N is a constant independent of η, ε, δ, h.
Below for simplicity of notation, we will denote the constants depending only on M, δ by
k(δ), and the constants independent of ε, η, h, δ by C.




2dx ≤ k(δ)η−1, (3.11)
∫
Ω
|∇ϕ|2dx ≤ k(δ)η−1. (3.12)





2 −Diδh(η + Ãε)
1/2ϕxi∆ϕ+ C̃hϕ∆ϕ− g∆ϕ
}

































































Substituting (3.14)-(3.17) into (3.13), we obtain (3.11). Combining (3.17) and (3.11), we
obtain (3.12).








































































































(∆ϕ)2dx ≤ k(r)k(δ)η−1, r > 0.






































≤ Ck(r)k(δ)η1/2 + Crk(δ).
(3.19)



























































dx ≤ ω(δ), (3.23)
where ω(δ) is a nondecreasing function with limδ→0 ω(δ) = 0.














k(r)k(δ)η1/2 + rk(δ) + k(δ)η1/2 + ω(δ)
)
.












≤ C(δ + ω(δ)).
Let δ → 0+ to obtain
∫
Ω
(u1 − u2)gdx = 0.
This contradicts (3.3). Theorem 3 is proved.
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