A new quantitative extension of the uniform boundedness principle is used to show sharpness of error bounds for sigmoid and ReLU function approximation. Neural networks perform such operations. Best possible approximation errors of neural networks with one hidden layer can be expressed using moduli of smoothness of the function to be learned. In this context, the quantitative extension of the uniform boundedness principle indeed allows to construct counter examples that show approximation rates to be best possible.
Introduction
A feedforward neural network with an activation function σ, one input, one output node, and one hidden layer of n neurons as shown in Figure 1 Although not a sigmoid function, the ReLU function (rectified linear unit) σ r (x) := max{0, x} is often used as activation function for deep neural networks due to its computational simplicity. Obviously, σ c (x) = σ r x + 1 2 −σ r x − 1 2 . In the terminology of [12] , σ r (x) is a "first degree sigmoid function", i.e. lim x→∞ σr (x) x 1 = 1 and lim x→−∞ σr (x)
When applying the Heaviside function, weights b k can be chosen to be in {−1, 0, 1} because for b k = 0
where sign denotes the signum function. For the ReLU function, it is sufficient to discuss a k ∈ {−1, 1}:
Instead of a k = 0 one can choose a k = 1, b k = c k = 0. Non-quantitative approximation properties of neural networks have been studied extensively. For example, it is possible to choose an infinitely often differentiable, almost monotonous, sigmoid activation function σ such that for each continuous function f , each compact interval and each bound ε > 0 weights a 0 , a 1 , b 1 , c 1 ∈ R exist such that f can be approximated by a 0 + a 1 σ(b 1 x + c 1 ) point-wise on the interval within bound ε, see [10] and literature cited there. In this sense, a neural network with only one hidden neuron is capable of approximating every continuous function. However, a specific activation function is given in a typical scenario. In the late 1980's it was already known that, by increasing the number of neurons, all continuous functions can be approximated arbitrary well with each non-constant, bounded, and monotone increasing, continuous, sigmoid activation function, see [9] .
To approximate or interpolate a given but unknown function f , constants a k , b k , and c k typically are obtained by learning based on sampled function values of f . The underlying optimization algorithm (like gradient descent with back propagation) might get stuck in a local but not in a global minimum. Thus, it might not find optimal constants to approximate f best possible. This paper does not focus on learning but on general approximation properties of function spaces
Thus, we discuss functions on the interval [0, 1]. Without loss of generality, it is used instead of an arbitrary compact interval [a, b] . In some papers, an additional constant function a 0 is allowed as summand in the definition of Φ n,σ . Please note that a k σ(0 · x + b k ) already is a constant and that the definitions do not differ significantly.
For a function f :
A trained network cannot approximate a function better than the error of best approximation. Therefore, it is an important measure of what can and what cannot be done with such a network.
The error of best approximation depends on the smoothness of f that is measured in terms of moduli of smoothness (or moduli of continuity). In contrast to using derivatives, first and higher differences of f always exist. By applying a norm to such differences, moduli of smoothness measure a "degree of continuity" of f .
Let f ∈ B[0, 1], the set of bounded functions on the interval [0, 1]. For a natural number r ∈ N, the r-th difference of f at point x ∈ [0, 1 − rh] with step size h > 0 is defined as
The r-th uniform modulus of smoothness (modulus of continuity) is the smallest upper bound of the absolute value of r-th differences:
Independent of the choice of a bounded, sigmoid function σ, Chen [2] proved a direct estimate that is here used in a version of the textbook [4, p. 172ff ]. Doctoral thesis [5] provides an overview of such direct estimates in Section 1.3.
Let function f :
In fact, the result of Chen for E(Φ n,σ , f ) allows to additionally restrict weights such that b k ∈ N and c k ∈ Z. The estimate has to hold true even for σ being a discontinuous Heaviside function. That is the reason why one can only expect an estimate against a first order modulus of smoothness. In fact, the idea behind Chen's proof is that sigmoid functions can be asymptotically seen as Heaviside functions. One gets arbitrary step functions to approximate f by superposition of Heaviside functions. If one takes additional properties of σ into account, higher convergence rates are possible. Continuous sigmoid cut function σ c and ReLU function σ r lead to spaces of continuous, piecewise linear functions. The error of best approximation can be estimated against the error of a linear interpolation operator to improve convergence rates up to O 1 n 2 . Let L n be the operator that interpolates a continuous function f with a piecewise linear, continuous function L n (f ), n ≥ 2, such that f and L n (f ) have the same function values at knots 0 = x 0 < x 1 < · · · < x n−1 = 1, and L n (f ) ′ is constant between these knots. One sees that L n (f ) ∈ Φ n,σc , i.e. L n (f ) can be written as a sum of cut functions, because
One can also represent
It is well known that the error of piecewise linear interpolation with equidistant knots x k = k n−1 is bounded by a second order modulus of smoothness: Obviously, interpolation is stable, i.e. 1] , see textbooks on Numerical Analysis, for example see [1, p. 334] . This establishes an estimate against a K-functional that in turn is equivalent to the second order modulus of smoothness (see [11] ). Thus, for cut and ReLU activation functions (cf. [12, Theorem 1])
For quasi-interpolation operators based on the logistic activation function σ l , Chen and Zhao proved similar estimates in [3] . However, they only reach a convergence order of O 1 n α for α < 1. With respect to the error of best approximation, they prove
n , f by estimating against a polynomial of best approximation. Due to the different technique, constants are larger than in error bound (3) .
There are three different types of sharpness results that might be able to show that left sides of equations (3) and (6) do not converge faster to zero than the right side.
The most far reaching results provide lower estimates against moduli of smoothness. But if such theorems hold true, they are difficult to obtain. In the context of neural network approximation, an attempt is made in [16] to derive such an estimate for weighted moduli and a class of differentiable activation functions by reduction to existing lower bounds for Bernstein-and BernsteinDurrmeyer operators. However for a given upper bound, the direct (upper) estimate allows to increase the number of neurons until this bound holds. This only requires convergence but is quite independent of convergence rates. Even if the lower bound should hold, it is not valid for the error of best approximation. It is violated if one approximates the activation function itself with zero error.
A second class of sharpness results consists of inverse theorems. Direct theorems describe convergence rates based on smoothness properties of the functions to be approximated. Inverse theorems determine smoothness properties, typically membership to Lipschitz classes, from convergence rates. However, Lipschitz classes correspond with rates
for all ε > 0. Therefore, inverse theorems might not be suited to obtain small-o results.
The third type of sharpness results uses counter examples. The paper follows this approach. Without further restrictions, counter examples show that convergence orders can not be faster than stated in (3) and (6) . To obtain such counter examples, a general theorem is introduced in the next section. It is applied to neural network approximation in Section 3.
A Uniform Boundedness Principle with Rates
In this paper, sharpness results are proved with a quantitative extension of the classical uniform boundedness principle of Functional Analysis. Dickmeis, Nessel and van Wickern developed several versions of such theorems. Our work is based on [8, p. 108 ]. This and most other versions require error functionals to be sub-additive. Let X be a normed space. A functional T on X, i.e., T maps X into R, is said to be sub-linear and bounded, iff for all f, g ∈ X, c ∈ R
The set of non-negative-valued sub-linear bounded functionals T on X is denoted by X ∼ . Typically, errors of best approximation are sub-linear bounded functionals. Let U ⊂ X be a linear subspace. The best approximation to f ∈ X by elements u ∈ U = ∅ is defined as E(f ) :
Unfortunately, function sets Φ n,σ are not linear spaces. In general, from f, g ∈ Φ n,σ one can only conclude f + g ∈ Φ 2n,σ whereas cf ∈ Φ n,σ , c ∈ R.
Functionals of best approximation fulfill
But there is no sub-additivity. However, it is easy to prove a similar condition: For each ε > 0 there exists elements u f,ε , u g,ε ∈ Φ n,σ that fulfill
and u f,ε + u g,ε ∈ Φ 2n,σ such that
Obviously, also
In what follows, a quantitative extension of the uniform boundedness principle based on this condition is presented. The condition replaces sub-additivity. Another extension of the uniform boundedness principle to non-sub-linear functionals is proved in [7] . But this version of the theorem is stated for a family of error functionals with two parameters that has to fulfill a condition of quasi lower semi-continuity. Functionals S δ measuring smoothness also do not need to be sub-additive but have to fulfill a condition S δ (f + g) ≤ B(S δ (f ) + S δ (g)) for a constant B ≥ 1. This theorem does not address our replacement (7) for sub-additivity.
Both rate of convergence and size of moduli of smoothness can be expressed by abstract moduli of smoothness, see [14, p. 96ff] . Such an abstract modulus of smoothness is a continuous, increasing function ω on [0, ∞) that has similar properties as ω r (·, f ), i.e., for 0 < δ 1 , δ 2 ,
Especially, for λ > 0
and due to continuity lim δ→0+ ω(δ) = 0. For all 0 < δ 1 ≤ δ 2 , equation (9) also implies
Functions ω(δ) := δ α , 0 < α ≤ 1, are examples for abstract moduli of smoothness. They are used to define Lipschitz classes.
Theorem 2.1. Let X be a (real) Banach space with norm · X . To measure smoothness, sub-linear bounded functionals S δ ∈ X ∼ are used for all δ > 0. The aim is to discuss a sequence of remainders (that will be errors of best approximation) (E n ) ∞ n=1 , E n : X → [0, ∞). These functionals do not have to be sub-linear but instead have to fulfill
for all m ∈ N, f, f 1 , f 2 , . . . , f m ∈ X, and constants c ∈ R. In the boundedness condition (13), D n is a constant only depending on E n but not on f . Let µ(δ) : (0, ∞) → (0, ∞) be a positive function, and let ϕ : (0, ∞) → (0, ∞) be a strictly decreasing function with lim x→∞ ϕ(x) = 0. An additional requirement is that for each λ > 0 a constant C λ > 0 exists such that
for all x > 0. For example, (15) is fulfilled for a standard choice ϕ(x) = 1 x α . If there exist test elements h n ∈ X such that for all n ∈ N and δ > 0
then for each abstract modulus of smoothness ω satisfying (8) and
there exists a counter example f ω ∈ X such that (δ → 0+, n → ∞)
The prerequisites of the theorem differ from the Theorems of Dickmeis, Nessel, and van Wickern in conditions (11)- (14) that replace E n ∈ X ∼ . It also requires additional constraint (15) . For convenience, resonance condition (18) replaces E n h n ≥ c 3 . Without much effort, (18) can be weakened to lim sup n→∞ E 4n h n > 0.
The proof is based on a gliding hump and strictly follows the ideas of [8, Section 2.2] (cf. [6] ) for sub-linear functionals and the literature cited there. For the sake of completeness, the whole proof is presented although changes were mainly required for two estimates only. Parts that are not effected from missing sub-additivity are adapted from a lecture of R.J. Nessel.
Proof. The proof starts with arguments cited from the work of Dickmeis, Nessel and van Wickern.
If a test element h j exists that already fulfills
then f ω := h j fulfills (21). To show that this f ω also fulfills (20), one needs inequality min{1, δ} ≤ Aω(δ)
for all δ > 0. This inequality follows from (10): If 0 < δ < 1 then 
≤ AC 2 1 + 1 ϕ(j) ω(µ(δ)).
Under condition (22) function f ω := h j indeed is a counter example. Thus, for the remaining proof one can assume that for all j ∈ N:
The arguments of Dickmeis, Nessel and van Wickern have to be adjusted to missing sub-additivity in the next part of the proof.
The next step is to show that for each fixed m ∈ N a finite sum inherits limit (24). Let (a l ) m l=1 ⊂ R and j 1 , . . . , j m different indices. To prove
one can apply (14), (11), and (12) for n ≥ 2m:
Since ϕ(x) is decreasing and ω(δ) is increasing, ω(ϕ(x)) is decreasing. Thus,
implies
≤ ⌈C 1 2m ⌉ω (ϕ(n)) .
With this inequality, the proof continues to estimate (26) to get
According to (24), this gives (25). Now one can select a sequence (n k ) ∞ k=1 ⊂ N, n k < n k+1 , to construct a suitable counter example
Let n 1 := 1. If n 1 , . . . , n k have already be chosen then select n k+1 ≥ 2k large enough to fulfill following conditions:
Only condition (29) is adjusted to missing sub-additivity. The next part of the proof does not consider properties of E n . Thus, it is quoted from Dickmeis, Nessel and van Wickeren, see [8] .
Function f ω in (27) is well-defined: For j ≥ k, iterative application of (28) leads to
This implies
With this estimate (and because of lim k→∞ ω(ϕ(n k )) = 0), it is easy to see that
, is a Cauchy sequence that converges to f ω in Banach space X: For a given ε > 0, there exists a number n 0 (ε) such that ω(ϕ(n k )) < ε/(2C 1 ) for all k > n 0 . Then, due to (16), for all k > i > n 0 :
Thus, the Banach condition is fulfilled and counter example f ω ∈ X is well defined.
Smoothness condition (17) is proved in two cases. The first case covers numbers δ > 0 for which µ(δ) ≤ ϕ(n 1 ). Since lim x→∞ ϕ(x) = 0, there exists k ∈ N such that in this case
Using this index k in connection with the two bounds in (17), one obtains for sub-linear functional S δ
The last estimate holds true because
due to ϕ(n k+1 ) < µ(δ). The first expression in (34) can be estimated against 4C 2 ω(µ(δ)): Because µ(δ) ≤ ϕ(n k ), one can apply (10) to obtain
Thus,
The second case is µ(δ) > ϕ(n 1 ). In this situation, let k := 0. Then only the second sum in (33) has to be considered:
The small-o condition remains to be proven without sub-additivity. This part of the proof also is new.
From (11) one obtains
The estimate can be used to show the desired lower bound based on resonance condition (18).
Thus E n (f ω ) = o(ω(ϕ(n))).
Sharpness
Theorem 3.1. Let σ = σ h be the sigmoid Heaviside function. For each abstract modulus of smoothness ω satisfying (8) and either (19) or ω(δ) = δ, there exists a counter example f ω ∈ C[0, 1] such that
The theorem directly shows sharpness of (3).
Proof. Theorem 2.1 can be applied in case of condition (19) 
Whereas S δ is a sub-linear, bounded functional, errors of best approximation E n fulfill conditions (11), (12), (13), and (14), cf. (7), with D n = 1. Let µ(δ) := δ and ϕ(x) = 
Since σ h is the Heaviside function, spaces Φ 4n,σ consist of piecewise constant functions f . Function values change at most at 4n points, respectively. Therefore, each f has to be constant on one of the 4n + 1 intervals ( All preliminaries of Theorem 2.1 are fulfilled such that counter examples exist in case of (19).
If ω(δ) = δ, a simple counter example is f ω (x) = x. The largest interval on which a function f ∈ Φ n,σ is constant has at least length ≥ 1 n+1 . On this interval, the approximation error at least is
Theorem 3 in [2] states for the Heaviside function that for each n ∈ N a function f n ∈ C[0, 1] exits such that the error of best approximation exactly equals ω 1 ( 1 2(n+1) , f n ). This is used to show optimality of the constant. Functions f n might be different for different n. One does not get the condensed sharpness result of Theorem 3.1. 
Proof. In case of condition (19), this result follows from Theorem 2.1 on Banach space X = C[0, 1] similarly to the previous proof with following parameters:
As before, errors of best approximation E n fulfill conditions (11), (12), (13), and (14) Then (17) holds true:
In case of continuous activation function σ c , spaces Φ 4n,σ consist of piecewise linear functions f with at most 2 · 4n bends. If one uses σ = σ r then there can be at most 4n bends. In both cases, there is no bend in one of the 8n + 1 intervals ( k 8n+1 , k+1 8n+1 ), k ∈ {0, 1, . . . , 8n}. If one subdivides this interval into two intervals of length 1 2·(8n+1) then each f ∈ Φ 4n,σ has to be either nonnegative or non-positive in one of the two sub-intervals. Again, test function h n is chosen such that it has both function values −1 and 1 on this sub-interval, thus h n − f B[0,1] ≥ 1 such that (18) is shown for c 3 = 1. All preliminaries of Theorem 2.1 are fulfilled, and the theorem is proved if (19) holds true.
In case of ω(δ) = δ, function f ω (x) := x 2 serves as a counter example. The largest interval [a, b], on which a function f ∈ Φ n,σ does not have a bend (and therefore is of type cx + d), has at least length b − a ≥ 1 2·n+1 . On this interval, x 2 can not be approximated better than with order 
Because f ∈ Φ n,σ can be chosen arbitrarily,
So far, discontinuities of sums of activation functions and their derivatives have been utilized to establish lower bounds with condition (18). For arbitrarily often differentiable functions (like the inverse tangent function σ a , or the logistic function σ l ) this condition has to be shown in a different way, for example by counting zeroes. Whereas lower estimates in connection with the logistic function appear to be ambitious (see Section 4), we can easily prove following theorem. 
Proof. Similarly to the proof of Theorem 3.1, we apply Theorem 2.1 with pa-
x , and h n (x) := sin (16n · 2πx) such that conditions (16) and (17) 
where p is a polynomial of degree 2(4n − 1), and q is a polynomial of degree 8n. If f is not constant then f ′ at most has 8n − 2 zeroes. In both cases, f is monotonous on an interval ( k 8n , k+1 8n ) for a 0 ≤ k < 8n. On this interval, h n takes two times both its maximum 1 and its minimum −1. Thus f − h n B[0,1] ≥ 1. Since f can be chosen arbitrarily, (18) is shown with E 4n h n ≥ 1. In case of Heaviside, cut and ReLu functions, this also has been explicitly shown for α = r. However, a lower estimate for approximation with logistic function σ l could not be obtained. To illustrate the problem in the context of Theorem 2.1, let f (x) := 4n k=1 a k 1+e −c k (e −b k ) x ∈ Φ 4n,σ l . Using a common denominator, the numerator is a sum of type m k=1 α k κ x k for some κ k > 0 and m < 2 4n . According to [15] , such a function has at most m − 1 < 16 n − 1 zeroes, or it equals the zero function. Therefore, an interval [k/16 n , (k + 1)/16 n ] exists on which f does not change its sign. Thus using a resonance sequence h n (x) := sin (16 n · 2πx), one gets E(Φ 4n,σ l , h n ) ≥ 1. But factor 16 n by far is too large. One has to choose φ(x) := 1 16 x and µ(δ) := δ to obtain a "counter example" f ω with E(Φ n,σ l , f ω ) ∈ O(ω(1/n)) and E(Φ n,σ l , f ω ) = o ω 1 16 n . The gap between rates is obvious.
Conclusions and Future Work
Future work could also deal with best approximation restricted to bounded weights. Bounded weights are used in practice to obtain good results with neural networks. Regularization is a standard technique that stabilizes network behavior: A norm of weights is added to the networks error function to favor small weights. It is also well known that networks with bounded weights might still have the universal approximation property, for example see [13] .
Some bounds obviously do not change approximation properties, see (1) and (2). Non-restrictive bounds also can be obtained from interpolation formulas like (4) and (5), or pseudo-interpolation operators as presented in [3] . Other bounds might lead to errors of best approximation that are larger than the errors discussed in this paper. Then, depending on the bounds, conditions (11) and (12) might have to be adjusted.
