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Notations
N, Z, Q, R : ensemble des entiers positifs, des entiers relatifs, des rationnels, des réels
k`, k´, k˚ : ensemble des éléments positifs, négatifs, non-nuls de k “ N, Z, Q, R
rrm,nss : intervalle d’entiers
PpEq : ensemble des parties de E
PpEq : ensemble des mesures de probabilités sur (un espace mesurable) E
MpEq : ensemble des mesures signées sur E
|| ¨ ||V T , dV T : norme de la variation totale surMpEq, et distance induite sur PpEq
ρp¨, ¨q : distance de Prokhorov sur PpEq
sepp¨, ¨q : séparation sur PpEq
δi,j : symbole de Kronecker (1 si i “ j, 0 sinon)
δx : mesure de Dirac en x
1 : fonction constante égale à un
1A : fonction indicatrice de l’ensemble A
pΩ,A ,Pq : l’espace de probabilités sous-jacent
E : l’espérance sous P
FX : filtration engendrée par un processus X
L pXq : loi d’une variable aléatoire X
P
Ñ,
L
Ñ,
p.s.
Ñ : convergence en probabilité, en loi, presque sûre
BpEq : tribu borélienne d’un espace topologique E
BpEq : ensemble des fonctions bornées de E dans R
CpEq, CnpEq, C8pEq : ensemble des fonctions réelles continues, n fois continûment diffé-
rentiables, indéfiniment différentiables sur E
CbpEq, Cnb pEq, C8b pEq : ensemble des fonctions de CpEq, CnpEq, C8pEq, bornées ainsi que
leurs dérivées partielles
DEpIq : ensemble des fonction càdlàg de I dans E
Ā, Å, BA : fermeture, intérieur, frontière d’un ensemble A pour la topologie ambiante
Ac : complémentaire de A
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Présentation générale
Considérons un paquet de n cartes, que l’on souhaite mélanger en suivant la procédure
suivante : prendre la carte du dessus, l’insérer dans le paquet à une position choisie
aléatoirement et uniformément sur toutes les positions possibles (y compris sur le dessus
du paquet, auquel cas la configuration reste inchangée), et répéter ces deux étapes autant
de fois que nécessaire. Cette méthode porte le nom de top in at random et, vous l’aurez
compris, n’est pas des plus efficaces lorsque n est grand ; mais peu importe, là n’est pas
son intérêt. Pour ce mélange comme pour les autres, une question qui intéresse le joueur
de cartes honnête est « quand arrêter de mélanger, de manière à ce que le mélange soit
suffisamment uniforme ? ».
Imaginons que l’on colle (temporairement) une étiquette sur la dernière carte du paquet
avant de commencer à mélanger, afin de pouvoir suivre son parcours. Il va arriver un
instant, que l’on appelle T1, où une carte sera insérée en dernière position, ce qui aura
pour conséquence de faire remonter d’un rang notre carte-repère, qui se trouvera donc en
position n ´ 1. Puis, au temps T2, une deuxième carte sera insérée dessous (en dernière
ou avant dernière position), notre carte-repère va monter en position n ´ 2, et ainsi de
suite jusqu’au temps Tn´1, où la carte initialement en-dessous aura atteint la surface. À
chacun de ces temps Ti, on ne peut pas dire grand chose sur l’identité des cartes en-
dessous de la carte étiquetée (ce n’est même pas un tirage uniforme de i cartes parmi les
n ´ 1 restantes). En revanche, ce que l’on sait c’est qu’elles sont ordonnées de manière
totalement arbitraire, ou autrement dit, que chaque arrangement des i dernières cartes
est équiprobable. Au temps Tn´1, les n´ 1 cartes non étiquetées sont donc uniformément
mélangées. Au temps T “ Tn´1 ` 1, le mélange est terminé. Le lecteur avisé (et honnête)
aura anticipé, et retiré l’étiquette entre les temps Tn´1 et T .
Le processus de mélange peut être vu comme une marche aléatoire sur le groupe Sn des
permutations d’un ensemble à n éléments, et au temps T la loi du processus est uniforme
sur les permutations. Ce problème est étroitement lié avec celui du collectionneur de
coupons, et notamment chaque Ti ´ Ti´1 suit une loi géométrique de paramètre in . Le
temps T étant la somme de ces variables géométriques, son espérance est de l’ordre de
n lnpnq.
Cet exemple, ainsi que d’autres exemples de marches aléatoires sur des groupes, a été
introduit par Aldous et Diaconis [1] en 1986, et le temps T , auquel la position du processus
suit une loi uniforme, a d’abord été baptisé « temps fort uniforme ». En 1990, ce concept
a été étendu par Diaconis et Fill aux chaînes de Markov (en temps discret [23] ou continu
[32]) dont la loi stationnaire (ou « mesure invariante ») n’est pas forcément uniforme,
et la terminologie de « temps fort de stationnarité » a été adoptée. Cette généralisation
a été accompagnée du développement de la notion de dual de stationnarité forte et en
particulier de dual Λ-lié. C’est cette seconde notion qui va particulièrement nous intéresser,
car elle permet d’obtenir des informations pertinentes sur l’évolution de la loi du processus
étudié, par l’observation directe d’un second processus. En particulier, on va demander
à ce processus dual d’avoir un état absorbant, et le temps d’absorption constituera un
temps fort de stationnarité pour le processus primal.
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En pratique, un choix opportun consiste à prendre le processus dual comme un sous-
ensemble de l’espace d’état 3, évoluant avec le temps, et à le coupler avec le processus
primal de manière à imposer à celui-ci d’être toujours à l’intérieur de son dual. Encore
mieux, on peut les coupler de manière à ce qu’à chaque instant la loi du primal soit sa
loi stationnaire restreinte au sous-ensemble dual. Si l’on choisit bien la dynamique de ce
dernier, il va s’agrandir jusqu’à remplir l’espace entier, ce qui signifie que le processus
dual sera distribué selon sa loi stationnaire. La problématique consiste donc, étant donné
a priori un processus primal, à choisir une bonne dynamique pour un processus dual que
l’on va construire de manière à respecter les conditions que l’on vient d’énoncer.
Pour ce faire, on va pouvoir s’appuyer sur des outils classiques dans la théorie des
processus de Markov, que sont les matrices de transition dans le cadre des chaînes de
Markov, ou les semi-groupes et les générateurs dans un cadre plus général. Sous de bonnes
conditions, chacun de ces objets caractérise la loi complète d’un processus, à condition de
se donner en plus une loi de probabilité pour l’état initial. Dans des cadres relativement
simples, il a été montré par Aldous, Diaconis et Fill, que le problème de recherche d’un
dual pouvait se ramener à la recherche d’un de ces objets le caractérisant, et satisfaisant
une relation algébrique (que l’on appellera « entrelacement ») avec l’objet correspondant
pour le processus primal :
A˚Λ “ ΛA
où Λ est le noyau de transition permettant de passer du dual au primal, et A et A˚
désignent, au choix, les matrices de transition, les semi-groupes ou les générateurs des
processus primal et dual respectivement.
L’objectif dans cette thèse sera de déterminer des générateurs satisfaisant cette relation
d’entrelacement dans différents contextes, de vérifier qu’ils caractérisent bien des processus
duaux, et dans certains cas, d’en tirer des conditions d’existence d’un temps fort de
stationnarité fini.
Dans le chapitre d’introduction, après avoir rappelé les définitions et propriétés de base
liées aux processus stochastiques, ainsi que la caractérisation des processus de Markov
par leurs matrices de transition, semi-groupes et générateurs, on s’attachera à présenter
une synthèse de la théorie des temps forts de stationnarité. On définira notamment les
objets présentés ici de manière rigoureuse, en étendant à chaque fois les définitions et
résultats existants à un cadre aussi général que possible. On évoquera également quelques
utilisations de cette théorie dans la littérature, notamment pour l’étude du phénomène
de cut-off ou pour le perfect sampling.
Dans la première partie, on s’intéresse à une marche aléatoire à temps continu sur un
graphe discret. Un tel processus peut être défini assez simplement par son générateur,
et l’on se pose la question « quelle(s) condition(s) doit satisfaire le générateur pour que
ce processus admettent un temps fort de stationnarité fini ? ». Si le graphe est supposé
fini, cette question a déjà été traitée par Fill [32], et on le supposera donc infini, avec
quelques hypothèses supplémentaires. On supposera notamment dans la section 2.2 que le
nombre de directions infinies est fini, ce qui exclut les marches aléatoires sur Zn ou même
Nn, dès que n est supérieur ou égal à 2. Dans le chapitre 1, on vérifiera que la condition
d’entrelacement des générateurs est bien suffisante dans ce contexte pour l’existence d’un
dual Λ-lié, et on l’appliquera à une marche aléatoire, sur Z dans la section 2.1 et sur un
graphe plus général dans la section 2.2, pour trouver un dual particulier. Ce dual nous
3. Espace « d’état » ou « d’états » ? L’usage hésite. Dans cette thèse nous avons fait le choix de
privilégier la première orthographe, par opposition à « espace des états », et par analogie avec l’anglais
« state space ».
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permettra de montrer qu’il existe un temps fort de stationnarité fini si et seulement si les
frontières de l’espace sont des frontières entrantes (i.e. que l’on n’atteint pas en temps
fini, mais dont on revient rapidement). Le troisième chapitre propose une vue d’ensemble
des différents duaux que l’on peut construire pour une même marche aléatoire.
Dans la deuxième partie, on considère une diffusion sur un graphe continu et compact.
On explicite notamment sa mesure invariante dans la section 4.2, et on donne un géné-
rateur satisfaisant la relation d’entrelacement. Le problème à ce stade est que ce type de
générateur n’a, à notre connaissance, pas été étudié jusqu’à présent, et que l’existence d’un
processus associé n’est pas garantie. Une utilisation du théorème de Hille-Yosida devrait
permettre de régler ce problème, mais nous ne sommes pas encore en mesure de le démon-
trer, et espérons avancer dans ce sens prochainement. Dans le chapitre 6, nous proposons
une autre alternative, consistant à approximer la diffusion par une suite de marches aléa-
toires sur des sous-graphes discrets, et faisant donc le lien entre les parties I et II. Si la
convergence du processus primal est établie, celle du dual est, là aussi, incomplète.
xi
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Chapitre 0
Introduction
La convergence des processus de Markov vers leur loi stationnaire a été beaucoup
étudiée par des outils analytiques. Ainsi, des théorèmes classiques permettent de trouver
un temps t0 déterministe auquel la loi d’un processus X est arbitrairement proche de sa
loi stationnaire, au sens par exemple de la distance en variation totale.
Une approche plus probabiliste consiste à chercher un temps T aléatoire pour lequel
XT est distribué exactement selon sa loi stationnaire, et ce indépendamment de T . Un
tel temps aléatoire est appelé temps fort de stationnarité (en anglais : strong stationary
time), et sera défini plus précisément en (6). Cet outil a été introduit pour la première
fois par Aldous et Diaconis [1] en 1986.
Dans cette introduction, nous commencerons par fixer la terminologie et rappellerons
les notions générales utilisées dans la théorie des temps forts de stationnarité. Après avoir
introduit précisément cette théorie et présenté les principaux résultats existants, nous
ferons une synthèse historique de ses développements successifs et de ses applications.
Enfin, nous présenterons de manière succincte les résultats exposés dans cette thèse.
0.1 Outils généraux
Dans toute cette thèse, pΩ,A ,Pq désignera un espace de probabilités, que l’on sup-
posera « suffisamment grand » pour contenir tout l’aléa nécessaire, notamment lorsqu’il
s’agira de coupler des variables aléatoires. Cet espace sera généralement sous-entendu et
en particulier, en l’absence de précision, « presque sûr(ement) » signifiera « P-presque
sûr(ement) ».
0.1.1 Processus stochastiques
Définitions générales
On rappelle ici quelques définitions concernant la théorie générale des processus sto-
chastiques, formalisée par Doob [27] en 1953. La plupart de ces définitions se trouvent
dans les livres de Ethier et Kurtz [29] et de Dellacherie et Meyer [19]. Toutes ces notions
sont également présentées de manière moins formelle (sans utilisation de la théorie de la
mesure) dans les livres de Karlin et Taylor ([46] et [47]).
Soient I un ensemble d’indices totalement ordonné (en général I “ N ou R`) et pS,S q
un espace mesurable. Un processus stochastique X, indexé par I et d’espace d’état S est
une famille de variables aléatoires pXiqiPI à valeurs dans S. Pour tout i1 ď i2 P I, on
1
notera Xri1,i2s pour tXi, i1 ď i ď i2u. Pour tout ω P Ω, la fonction i P I ÞÑ Xipωq est une
trajectoire de X.
Une filtration F “ pFiqiPI est une suite croissante (pour l’inclusion) de sous-tribus de
A , et on notera :
F8 B
ł
iPI
Fi “ σ
˜
ď
iPI
Fi
¸
Le processus X est dit adapté à F si pour tout i P I, Xi est Fi-mesurable. On appelle
filtration engendrée par X et on notera FX “ pFXi qiPI la plus petite filtration à laquelle
X est adapté, c’est-à-dire :
@ i P I FXi B σptXj, j ď iuq
D’un point de vue heuristique, une tribu représente une certaine « quantité d’information
disponible » et une filtration représente l’évolution au cours du temps de cette quan-
tité d’information. La croissance de la famille de tribus composant la filtration traduit
donc l’absence de perte d’information. Un processus est adapté à une filtration si celle-ci
contient à chaque instant toute les informations sur le passé du processus. La filtration
engendrée est celle qui n’en contient pas plus.
Une variable aléatoire τ à valeurs dans I est un F -temps d’arrêt si à chaque instant la
connaissance du passé suffit pour déterminer si le temps τ est déjà atteint, ou en termes
mathématiques si pour tout i P I, l’événement tτ ď iu est Fi-mesurable. On dira que τ est
un temps d’arrêt pour X si c’est un FX-temps d’arrêt. On notera Fτ la tribu constituée
des événements A P S tels que AX tτ ď iu P Fi, pour tout i P I. L’intuition au sujet de
la tribu Fτ est la même que celle pour Fi, i P I : c’est l’information disponible au temps
τ .
Une variable aléatoire T à valeurs dans I est appelé F -temps d’arrêt randomisé s’il
existe une filtration F ˚ “ pF ˚i qiPI telle que Fi Ă F ˚i pour tout i P I et que T est
un F ˚-temps d’arrêt. De manière équivalente, T est un F -temps d’arrêt randomisé si
il existe une sous-tribu G de S , indépendante de F8, telle que T est un temps d’arrêt
relativement à la filtration pσpG YFiqqiPI (cf Fill [31], section 2.2). On peut interpréter
cette définition de la manière suivante : la connaissance du passé ne suffit peut-être pas
pour déterminer si le temps T a été atteint, mais le futur n’apporte pas plus d’information
à ce sujet.
Un processus M à valeurs dans R et adapté à la filtration F est une F -martingale si
pour tout i ď j P I, Mj est intégrable (Ep|Mj|q ă `8) et :
EpMj |Fiq “Mi
C’est une F -sous-martingale (resp. sur-martingale) si le symbole “ est remplacé par ě
(resp. ď), une F -martingale locale s’il existe une suite croissante de F -temps d’arrêts
pτnqnPN telle que τn Ñ 8 et pMt^τ qtě0 est une martingale pour tout n P N, et enfin c’est
une F -semi-martingale si c’est la somme d’une martingale locale et d’un processus à
variation bornée. Dans ces définitions, on omettra la filtration F si celle-ci est égale à
FM .
Un processus stochastique X adapté à la filtration F est un processus de Markov
relativement à F si pour tout i ď j P I et tout A P A on a :
PpXj P A |Fiq “ PpXj P A |Xiq
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c’est-à-dire si le futur ne dépend du passé qu’à travers le présent : le processus n’a en
quelque sorte pas de mémoire de son évolution passée. Si F “ FX , on dira simplement
que c’est un processus de Markov. Si I est un sous-ensemble de R̄ (ce qui sera généralement
le cas), X est dit homogène si la probabilité précédente ne dépend de i et j qu’au travers
de j ´ i. Enfin, si S est dénombrable on parle de chaîne de Markov.
Régularité des trajectoires
Toutes ces définitions ne sont en général pas très pratiques sans quelques restrictions
sur les objets considérés. À partir de maintenant, on suppose que S est un espace polonais
(i.e. métrique séparable et complet), muni de la tribu borélienne BpSq, et I “ N ou R`.
On rappelle qu’une fonction de I dans S est dite càdlàg si elle est continue à droite en
tout point x P I et admet une limite à gauche en tout point x P Izt0u. Bien sûr, si I “ N,
cette notion est triviale. On note DSpIq l’ensemble des fonction càdlàg de I dans S. On
munit DSpIq de la distance de Skorokhod : sa définition étant technique et ne servant pas
dans la suite, nous renvoyons au livre de Billingsley [8] pour plus de précisions. Rappelons
tout de même quelques points intéressants sur cet espace métrique.
D’abord, puisqu’on a supposé S polonais, alors DSpIq l’est aussi. Plus généralement,
si on n’avait supposé S que séparable, alors DSpIq serait séparable, et de même pour la
complétude.
Tout élément de DSpIq admet au maximum une infinité dénombrable de points de
discontinuité.
Sur le sous-espace CSpIq des fonctions continues de I dans S, la topologie induite par
la distance de Skorokhod coïncide avec celle de la convergence uniforme. Cela n’est en
revanche pas vrai sur l’espace DSpIq, car deux fonctions légèrement décalées en temps
seront proches au sens de la distance de Skorokhod ce qui ne sera pas le cas pour la
distance de la norme uniforme si ces fonctions ne sont pas continues (autrement dit, la
distance de Skorokhod « tolère » de petits écarts en temps et en espace, au contraire de
celle de la convergence uniforme qui ne tolère qu’une déformation en espace).
Un processus stochastiques est à trajectoires càdlàg si pour presque tout ω P Ω, la
fonction t ÞÑ Xtpωq est càdlàg. Un tel processus peut être vu comme une variable aléatoire
à valeurs dans DSpIq muni de sa tribu borélienne. On parlera alors de la loi d’un processus
pour désigner l’élément de PpDSpIqq associé à cette variable aléatoire (la notation Pp¨q
sera utilisé dans toute cette thèse pour désigner l’ensemble des mesures de probabilité sur
un espace mesurable). La loi d’un processus X est entièrement caractérisée par ses lois
fini-dimensionnelles, c’est à dire l’ensemble des probabilités de la forme :
PpXt1 P A1, . . . , Xtn P Anq (1)
avec n P N, A1, . . . , An P BpSq et 0 ď t1 ă ¨ ¨ ¨ ă tn ă 8.
Enfin, la filtration engendrée par un processus X à trajectoires càdlàg est continue à
droite si I “ R` :
@ t ě 0,
č
sąt
FXs “ F
X
t
On rappelle les propriétés suivantes des temps d’arrêts lorsque la filtration est continue
à droite, même si quelques-unes sont vraies pour toute filtration :
Proposition 0.1.1. Si F est continue à droite, (ou si I “ N), alors pour tout i P I et
toute famille dénombrable pτnqnPN de F -temps d’arrêts :
i, τ1 ` i, inf
n
τn, sup
n
τn, lim inf
n
τn et lim sup
n
τn
sont des F -temps d’arrêts.
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À partir de maintenant, tous les processus considérés seront supposés à trajectoire
càdlàg, et nous ne le mentionnerons pas à chaque fois.
Semi-groupe et générateur
Soit X “ pXiqiPI un processus de Markov relativement à une filtration F “ pFiqiPI ,
homogène (à trajectoires càdlàg) sur S. On définit successivement la fonction de transition
de X :
@ i P I, x P S, A P S , P pi, x, Aq “ PpXi P A |X0 “ xq
son semi-groupe P p¨q agissant sur l’ensemble des fonctions réelles bornées de S :
@ f P BpSq, i P I, x P S, P piqfpxq B
ż
S
fpyqP pi, x, dyq
et si I “ R`, son générateur :
L : DpLq Ñ BpSq
f ÞÑ lim
tÑ0
P ptqf ´ f
t
où DpLq est le sous-ensemble de BpSq sur lequel cette limite existe (au sens de la conver-
gence uniforme).
Ces trois outils ont une importance particulière pour caractériser la loi du processus,
et nous reviendrons dessus plus en détails dans la section suivante.
Pour tout F -temps d’arrêt τ , on dit que X satisfait la propriété de Markov forte en τ
si :
@ A P S , i P I, PpXτ`i P A |Fτ q “ P pi,Xτ , Aq
Si le processus X satisfait la propriété de Markov forte en tout F -temps d’arrêt, il est
dit fortement Markovien.
Une mesure de probabilité µ sur S est dite invariante pour X si pour tout f P BpSq et
tout i P I :
µpP piqfq “ µpfq (2)
et elle est dite réversible si pour tout f, g P BpSq et tout i P I :
µpfP piqgq “ µpgP piqfq (3)
En terme de générateur, les équations (2) et (3) se traduisent respectivement par :
µpLfq “ 0
µpfLgq “ µpgLfq
pour tout f, g P DpLq.
0.1.2 Caractérisation des processus de Markov homogènes
Soit X “ pXiqiPi un processus de Markov homogène sur S, P p¨, ¨, ¨q sa fonction de
transition et P p¨q son semi-groupe. Si I “ N et S est dénombrable, la matrice P “
pPx,yqpx,yqPS2 définie par :
@ x, y P S, Px,y “ P p1, x, tyuq
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est appelée matrice de transition de la chaîne de Markov X et caractérise celle-ci de
manière unique. Dans toute cette thèse, les chaînes de Markov à temps discret ne seront
évoquées que dans l’introduction pour énoncer la théorie générale des temps forts de
stationnarité, ou pour construire une chaîne de Markov à temps continu. La littérature
sur ce sujet étant plus qu’abondante ([10],[6],[69],...) nous ne nous y attarderons pas plus.
Nous supposons donc dans cette section que I “ R, et on note L le générateur de X.
Caractérisation générale et problème de martingale
On rappelle que l’on ne considère que des processus à trajectoires càdlàg, vus comme
des variables aléatoires à valeurs dans DSpIq. La loi d’un processus est donc entièrement
caractérisée par ses lois fini-dimensionnelles, mais cela n’est en général pas beaucoup
plus pratique que la loi elle-même (comment décrire toutes les probabilités impliquées ?).
Une première observation est que, grâce à la propriété de Markov et à l’homogénéité en
temps, ces lois fini-dimensionnelles sont entièrement caractérisées par la loi µ0 de X0 et sa
fonction de transition. On l’explicite ici avec n “ 2 dans (1), sa généralisation découlant
d’une simple récurrence :
PpXt1 P A1, Xt2 P A2q “
ż
S
ˆ
ż
A1
P pt2 ´ t1, y, A2qP pt1, x, dyq
˙
µ0pdxq
De manière équivalente, on peut remplacer la fonction de transition par le semi-groupe,
puisque pour tout t ě 0, x P S, A P BpSq :
P pt, x, Aq “ P ptqfpxq, avec f “ 1A
Sous certaines conditions (théorème de Hille-Yosida, voir le livre de Ethier-Kurtz [29]
ou les articles originaux de Hille [43] et Yosida [93]), le générateur et son domaine caracté-
risent le semi-groupe, et donc le processus. L’expression du générateur est en général plus
simple que celle du semi-groupe, mais son domaine complet n’est pas toujours accessible.
Une autre caractérisation qui va alors être utilisée est liée à l’observation du fait que
pour tout f P DpLq, le processus M f “ pM ft qtě0, défini par :
M ft “ fpXtq ´ fpX0q ´
ż t
0
LfpXsqds
est une FX-martingale. On va donc caractériser X à partir d’un opérateur linéaire A :
DpAq Ă BpSq Ñ BpSq, par l’intermédiaire du problème de martingale de Stroock et
Varadhan ([82] et [83]) : X est dit solution du problème de martingale associé à A si pour
tout f P DpAq il existe une FX-martingale M telle que :
fpXtq “ fpX0q ´
ż t
0
AfpXsqds`Mt
et solution du problème de martingale associé à pA, µq, avec µ P PpSq, si de plus L pX0q “
µ. Le problème de martingale associé à pA, µq est dit bien posé si sa solution est unique
(en loi), et il est dit bien posé pour A si pour tout µ P PpSq il est bien posé pour pA, µq.
Dans ce cas, on dira encore que A est le générateur du processus X.
Les différentes approches pour caractériser X par un générateur et son domaine sont
développées plus en détails dans [29].
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Chaînes de Markov
Dans le cas des chaînes de Markov à temps continu, les générateurs et les semi-groupes
peuvent être vus comme des matrices, et la caractérisation de la loi du processus en est
simplifiée. Ce qui suit rappelle brièvement cette caractérisation. Pour plus de détails, on
renvoie à Norris [69], Anderson [3] ou encore Liggett [54].
Soit S un espace topologique dénombrable (pas nécessairement muni de la topologie
discrète). On ajoute à S un point isolé ∆, appelé point cimetière et on prolonge n’importe
quelle fonction réelle f de S à S Y t∆u en posant fp∆q “ 0. Une Q-matrice stable et
conservative sur S est une matrice pLx,yqpx,yqPS2 vérifiant :
0 ď Lx,y ă `8, @x ‰ y P S
ÿ
y‰x
Lx,y “ ´Lx,x ă `8, @x P S
Pour toute Q-matrice L, on notera Lx B ´Lx,x, et on prolonge L à S Y t∆u en posant
L∆,x “ Lx,∆ “ L∆,∆ “ 0. Ajoutée à une mesure de probabilité µ0 sur S, une Q-matrice L
définit un processus X à valeur dans S Yt∆u, où ∆ est un point cimetière n’appartenant
pas à S, par l’intermédiaire de sa chaîne de sauts et de ses temps de sauts :
— pYnqnPN est une chaîne de Markov à temps discret, de loi initiale µ0 et de matrice
de transition
ˆ
p1´ δx,yq
Lx,y
Lx
˙
px,yqPS2
, où δx,y est le symbole de Kronecker, qui vaut
1 lorsque x “ y et 0 sinon.
— T0 “ 0, et pour tout n P N˚, connaissant Y0, . . . , Yn les variable T1´T0, . . . , Tn´Tn´1
sont indépendantes, de loi exponentielle de paramètres respectifs LY0 , . . . ,LYn´1 .
— Pour tout i P N et tout t P rTi, Ti`1r , Xt “ Yi.
— On définit T B lim
nÑ8
Tn. Si T ă 8, on pose Xt “ ∆ pour tout t ě T .
Ce processus est markovien, homogène, et ses trajectoires sont càdlàg. De plus, cette
construction détermine de manière unique la loi de X. Dans la suite, on dira simplement
que L est un générateur sur S, et que X est un processus minimal de générateur L et de
loi initiale µ0, ou seulement de générateur L lorsque la loi initiale n’a pas d’importance.
Le temps T est appelé temps d’explosion de X, et l’on verra dans la section 1.2 comment
dans certains cas on peut définir un processus non-minimal, c’est-à-dire qui ne soit pas
« tué » au temps d’explosion. Dans le cas où T “ 8 presque sûrement pour toute loi
initiale, le générateur L (ou le processus X) est dit non explosif. Il est dit récurrent positif
(respectivement irréductible, réversible) si la chaîne pYnqnPN est récurrente positive (resp.
irréductible, réversible).
Comme mentionné dans le cas général, la loi d’un tel processus est aussi caractérisée
par ses lois fini-dimensionnelles, c’est-à-dire l’ensemble des
PpXt1 “ x1, ¨ ¨ ¨ , Xtn “ xnq
avec n P N, 0 ď t1 ă ¨ ¨ ¨ ă tn ă 8 et x1, . . . , xn P S. La fonction de transition de X sera
notée :
Px,yptq “ PpXt “ y | X0 “ xq
et constitue (associée à une loi initiale µ0) une autre manière de caractériser la loi de
X, par l’intermédiaire de ses lois fini-dimensionnelles. Une fonction de transition définit
un semi-groupe pP ptqqtě0 de matrices sous-stochastiques, qui peuvent être élargies sur
S Y t∆u de manière à être rendues stochastiques.
Une semi-groupe P p¨q est une solution des équations de Kolmogorov associées à L si
pour tout t ě 0 on a les égalités matricielles :
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P 1ptq “ LP ptq (équation backward) (4)
P 1ptq “ P ptqL (équation forward) (5)
et c’est la solution minimale de l’équation backward (respectivement forward) si pour toute
autre solution P̃ p¨q on a Px,yptq ď P̃x,yptq, pour tout x, y P S et tout t ě 0. On rappelle
que la solution minimale existe (théorème 2.8.3 et 2.8.6 de [69]), et est nécessairement
unique par définition.
Chacune des trois conditions suivantes est impliquée par les deux autres :
— X est un processus minimal associé à L
— X est un processus minimal de semi-groupe P p¨q
— P p¨q est la solution minimale de l’équation backward (respectivement forward)
associée à L
Bien que le point de vue adopté dans le cas des chaîne de Markov soit celui que l’on
vient de présenter, on rappelle également un résultat utile faisant le lien avec le point de
vue fonctionnel. On identifie une fonction f P BpSq avec un vecteur colonne indexé par
S, et dans ce cas P p¨q et L agissent sur BpSq par multiplication matricielle.
Si X est un processus minimal de générateur L et de temps de saut τn, n P N, alors
pour toute fonction f P BpSq et tout n P N, le processus :
fpXt^τnq ´ fpX0q ´
ż t^τn
0
Lrf spXsqds
est une FX-martingale.
0.1.3 Convergence de mesures
Sous de bonnes conditions, un processus de Markov admettant une unique mesure
invariante µ8 converge vers celle-ci, dans le sens (intuitif) où pour tout x P S et tout
A P BpSq :
P pt, x, Aq Ñ µ8pAq, quand tÑ 8.
Pour cette raison, et pas seulement, nous avons besoin d’outils pour quantifier la conver-
gence de mesures en général, et de mesures de probabilités en particulier. Pour cela, il
existe de nombreux moyens, parmi lesquels nous nous intéresserons à la distance de Pro-
khorov, qui est la distance naturelle pour la convergence en loi de variables aléatoires, à
la distance en variation totale, dont le nom est relativement explicite et à la séparation,
moins répandue mais plus utile dons le cadre des temps forts de stationnarité.
On pourrait également citer, entre autres, la divergence de Kullback-Leibler, utilisée
pour quantifier la convergence d’un processus de Markov vers sa loi stationnaire grâce
à l’inégalité Sobolev logarithmique, et la distance du χ2, utilisée dans le même but avec
l’inégalité de Poincaré. Ces derniers ne seront pas exposés ici, et nous renvoyons à [5] ou
[50] pour plus de détails à leur sujet.
Distance de Prokhorov
La distance de Prokhorov (ou de Lévy-Prokhorov) a été introduite en 1956 par Iouri
Prokhorov [73] pour généraliser la distance de Lévy ([53]). Si pour tout ε ą 0 on note Aε
le ε-élargi d’un ensemble A P S :
Aε “ tx P S : dpx,Aq ă εu
7
alors la distance de Prokhorov est définie par :
@ µ, ν P PpGq, ρpµ, νq B inftε ą 0 : µpAq ď νpAεq ` ε, @ A P BpGqu
et engendre la topologie de la convergence faible, dans le sens où pour toute famille
pµnqnPN Ă PpSq et µ P PpSq, on a ρpµn, µq Ñ 0 si et seulement si :
@ f P BpSq X CpSq, µnpfq Ñ µpfq
où de manière équivalente, si et seulement si toute suite de variables aléatoires associée
à la suite pµnqnPN converge en loi vers une variable aléatoire de loi µ (voir par exemple
Billingsley [8] ou Ethier et Kurtz [29] pour plus de détails).
Cette distance ne sera pas vraiment utilisée dans cette thèse dans le contexte décrit en
début de section (convergence d’un processus vers sa loi stationnaire), mais plutôt pour
montrer la convergence en loi dans DSpIq d’une suite de processus (chapitre 6).
Distance en variation totale
Si µ est une mesure signée sur S, c’est-à-dire satisfaisant toutes les propriétés d’une
mesure sauf éventuellement la positivité, on définit sa partie positive et partie négative
par :
µ` B sup
APS
µpAq ě 0
µ´ B inf
APS
µpAq ď 0
La norme en variation totale de µ est alors donnée par :
||µ||V T B µ
`
´ µ´
L’espace MpSq des mesures signées sur S, muni de la norme en variation totale est un
espace de Banach (voir Cohn [16] pour plus de détails).
La distance en variation totale sur PpSq est la distance induite par la norme de la
variation totale surMpSq. Elle peut être caractérisée de plusieurs manières :
@ µ, ν P PpSq, dV T pµ, νq “ sup
APS
|µpAq ´ νpAq|
“ sup
APS
pµpAq ´ νpAqq
“ sup
APS
pνpAq ´ µpAqq
“
1
2
ż
S
|µpdxq ´ νpdxq|
Sa compréhension à partir de la première caractérisation devrait être relativement intui-
tive.
Séparation
Soient µ et ν deux mesures de probabilité sur S. Si µ est absolument continue par
rapport à ν (i.e. pour tout A P S , pνpAq “ 0 ñ µpAq “ 0q, noté µ ! ν), on définit la
séparation entre µ et ν par :
seppµ, νq B sup
APS : νpAqą0
ˆ
1´ µpAq
νpAq
˙
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Sinon, par le théorème de Lebesgue-Radon-Nikodym (voir Rudin [78]), il existe deux
mesures positives µ1 et µ2 sur S (appelées respectivement partie absolument continue et
partie singulière de µ par rapport à ν), satisfaisant µ “ µ1 ` µ2, µ1 ! ν et µ2 K ν (i.e.
DA P S tel que µ2pAq “ 0 et νpAcq “ 0), et dans ce cas on pose :
seppµ, νq B seppµ1, νq
Remarque 0.1.2. Notons que cette définition admet une formulation équivalente en
terme de densité, donnée par Miclo [65] :
seppµ, νq “ ess sup
ν
ˆ
1´ dµ1dν
˙
où dµdν désigne la dérivée de Radon-Nikodym de µ par rapport à ν, et ess supν le supremum
essentiel par rapport à la mesure ν :
@ g P L8pνq, ess sup
ν
g “ infta P S : νpgpxq ą aq “ 0u
Pour voir que ces formulations sont équivalentes, prenons le cas où µ ! ν, et posons
α “ ess infν
dµ
dν et N “ tx P S :
dµ
dν pxq ă αu P S . On a donc νpN q “ 0 et pour tout
A P S tel que νpAq ą 0 :
µpAq
νpAq
“
1
νpAq
ż
A
dµ
dν pxqνpdxq ě α
Inversement, pour tout ε ą 0, il existe Aε P S tel que νpAεq ą 0 et
dµ
dν ď α ` ε sur Aε,
donc µpAεq
νpAεq
ď α ` ε.
Dans le cas simple où S est un espace dénombrable (ou si µ est absolument continue
par rapport à une mesure de comptage finie sur S), la séparation peut aussi s’écrire :
seppµ, νq “ sup
xPS : νptxuą0q
ˆ
1´
µ
`
txu
˘
ν
`
txu
˘
˙
et c’est d’ailleurs ainsi qu’elle a été formulée initialement par Aldous et Diaconis [1].
Cet outil permet donc en quelque sorte de quantifier l’écart entre deux mesures, mais
n’est pas symétrique et n’est donc pas une distance (on dit que c’est une quasi-distance,
voir Steen et Seebach [80]). En revanche, c’est un majorant de la distance en variation
totale comme le montre un rapide calcul :
||µ´ ν||V T “ sup
APS
pνpAq ´ µpAqq
“ sup
APS : νpAą0q
νpAq
ˆ
1´ µpAq
νpAq
˙
ď sup
APS : νpAą0q
ˆ
1´ µ1pAq
νpAq
˙
“ seppµ, νq
et on a donc 0 ď seppµ, νq ď 1.
La séparation est beaucoup plus sensible aux variations sur de petits intervalles que la
distance en variation totale : par exemple, si µ “ Upr0, 1´ εsq et ν “ Uprε, 1sq, ε P s0, 1r,
on a ||µ´ ν||V T “ 2ε, tandis que seppµ, νq “ seppν, µq “ 1.
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0.2 Temps forts de stationnarité et dualité
On rentre maintenant plus spécifiquement dans la théorie de la stationnarité forte,
en rappelant les principales définitions et propriétés. Cette théorie a été formalisée par
Aldous et Diaconis [2] pour les chaînes de Markov à temps discret, puis généralisée par
Fill [31] en temps continu et par Miclo [65] et Lyzinski [58] pour les diffusions réelles ;
nous l’énonçons ici dans le cadre général des processus de Markov ergodiques.
0.2.1 Définition d’un temps fort de stationnarité
On considère un ensemble mesurable pS,S q, et un processus de Markov pXiqiPI sur
S, à temps discret (I “ N) ou continu (I “ R`). On note µi sa loi au temps i P I et
µ8 sa loi stationnaire, dont on suppose l’existence et l’unicité. On suppose également de
manière assez classique que pour tout i ą 0, µi est absolument continue par rapport à
µ8.
Un FX-temps d’arrêt randomisé T est appelé temps fort (strong time) si la loi de
XT ne dépend pas de T (lorsque ce dernier est fini). C’est un temps fort de stationnarité
(strong stationary time) si de plus X est distribué selon sa loi stationnaire au temps T :
L pXT | T, T ă 8q “ L pXT | T ă 8q “ µ8 (6)
Si T est un temps fort et XT est distribué selon ν P PpSq, alors T est aussi appelé future
independent ν-time (voir Thorisson [88]). Comme pour les temps d’arrêts, on dit que T
est un temps fort de stationnarité fini si T ă `8 presque sûrement. Si T est un temps
fort de stationnarité et que X est fortement markovien en T (ce qui est souvent le cas en
pratique), alors de manière assez immédiate, T ` i est aussi un temps fort de stationnarité
pour tout i P I.
Outre les temps forts de stationnarité, on peut mentionner d’autres types de temps forts
(sur lesquels nous ne nous attarderons pas ici), le plus simple étant le temps d’atteinte d’un
point : la loi du processus à ce moment est alors une dirac en ce point. Un autre exemple
plus intéressant et plus proche de celui qui nous concerne est celui des temps forts de
quasi-stationnarité pour un processus ayant un état absorbant, pour lesquels, comme son
nom l’indique, la loi du processus arrêté est sa loi quasi-stationnaire. Ce dernier exemple
de temps fort a notamment été utilisé par Diaconis et Miclo [24] pour calculer de manière
probabiliste le temps d’atteinte de N P N pour un processus de vie et de mort sur N
partant de 0.
Comme observé par Diaconis et Fill [23], les temps forts permettent de majorer la
distance en variation totale entre un processus au temps i P I et sa loi stationnaire,
puisque pour tout temps fort T on a :
‖ µi ´ µ8 ‖V Tď‖ L pXT q ´ µ8 ‖V T `p1´ ‖ L pXT q ´ µ8 ‖V T qPpT ą iq (7)
et cette majoration gagne encore en intérêt si T est un temps fort de stationnarité, puis-
qu’on a dans ce cas une simplification de l’inégalité précédente :
||µi ´ µ8||V T ď PpT ą iq (8)
Cette quantification de la convergence peut être raffinée grâce à la notion de séparation
définie plus haut. On notera par sptq la séparation entre la loi de X au temps i P I et sa
loi stationnaire, la dépendance en X étant implicite :
spiq B seppµi, µ8q
et on a la proposition suivante :
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Proposition 0.2.1. (a) Si T est un temps fort de stationnarité et X satisfait la propriété
de Markov forte en T , alors on a :
sptq ď PpT ą tq (9)
(b) Pour tout ε ą 0, il existe un temps fort de stationnarité T tel que :
PpT ą tq ď sptq ` ε
(c) Si S est fini, alors il existe un temps fort de stationnarité T tel que :
PpT ą tq “ sptq
T est alors appelé temps à la stationnarité
Démonstration. Voir les calculs de [2] et [32], l’adaptation au cas général étant immédiate.
Notons que l’inégalité (8) peut être vue comme une implication immédiate de (9).
Il existe un parallèle intéressant avec les temps de couplage : un temps d’arrêt T est un
temps de couplage pour X s’il existe un processus Y , de même loi d’évolution que X, tel
que Y0 „ µ8 et T “ infti P I : Xi “ Yiu presque sûrement. Alors dans les points (a) et (c)
de la proposition précédente, on peut remplacer la séparation par la distance en variation
totale et « temps fort de stationnarité » par « temps de couplage » (voir Griffeath [42]).
0.2.2 Dualité
En pratique, pour construire un temps fort de stationnarité, une notion qui s’avère
souvent utile (et sur laquelle nous nous focaliserons dans cette thèse) est celle de dual
de stationnarité forte (strong stationary dual), introduite par Diaconis et Fill [23] pour
des chaînes de Markov à temps discret et étendue au cas du temps continu par Fill [32],
section 2.1, et par Miclo [65] pour des diffusions.
On considère maintenant un deuxième espace mesurable pS˚,S ˚q. Un processus X˚ “
pX˚i qiPI sur S˚, ayant un état absorbant que l’on notera 8 P S˚, est un dual de station-
narité forte pour X si les deux conditions suivantes sont satisfaites pour tout i P I :
L pX˚i | F
X
8 q “ L pX
˚
i | F
X
i q (10)
L pXi | F
X˚
i q “ µ8 p.s. sur l’ensemble tX˚i “ 8u (11)
La relation (10) exprime le fait que X˚ est indépendant du futur de X connaissant son
passé, et implique notamment que le temps d’absorption de X˚ est un temps d’arrêt ran-
domisé pour X (voir aussi remarque ci-après). Sous cette hypothèse, la condition (11)
signifie alors que le temps d’absorption est un temps fort de stationnarité. Réciproque-
ment, à partir d’un temps fort de stationnarité, on peut construire un dual de stationnarité
forte de manière canonique (voir Fill [32], theorème 1). Lorsque le temps d’absorption du
dual est un temps à la stationnarité, on dit que le dual est fin (anglais : sharp). Il ne
sera pas question d’autre type de dualité dans cette thèse, et donc « processus dual » ou
simplement « dual » signifiera toujours « dual de stationnarité forte ».
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Remarque 0.2.2. La condition (10) est exprimée par Fill [32] (2.1) sous la forme sui-
vante : il existe une sous-tribu G de A , indépendante de FX8 , telle que :
@ i P I, X˚i est σ
`
G ,FXi
˘
-mesurable (10’)
Cette formulation met en évidence le fait que la trajectoire X˚r0,is, i P I, peut être générée
à partir de Xr0,is et d’un aléa supplémentaire indépendant de X.
Elle est en fait équivalente à (10). En effet l’implication (10’)ñ(10) est relativement
immédiate, tandis que l’implication réciproque découle de l’argument suivant : on pose
Gi “ σ
`
tfpX˚i q ´ EpfpX˚i q |FXi q, f P BpS˚qu
˘
et sous l’hypothèse (10) on a alors que la tribu G B
Ť
iPI Gi est indépendante de FX8 , et
pour tout f P BpS˚q :
EpfpX˚i q |FXi q est FXi -mesurable
fpX˚i q ´ EpfpX˚i q |FXi q est G -mesurable
Donc fpX˚i q est σpG ,FXi q-mesurable pour tout f P BpSq ce qui implique que X˚i aussi.
0.2.3 Entrelacement
Soit Λ un noyau de transition markovien de S˚ vers S, c’est-à-dire :
@x˚ P S˚, Λpx˚, ¨q P PpSq
@A P S , S˚ Q x˚ ÞÑ Λpx˚, Aq est S ˚-mesurable
et soit X˚ un processus de Markov à valeurs dans S˚. On dit que X et X˚ sont Λ-liés ou
entrelacés par Λ si le couple pX,X˚q est markovien et :
@ i P I L pXi | F
X˚
i q “ ΛpX˚i , ¨q p.s. (12)
Quitte à rajouter un point isolé à S˚, inaccessible pour X˚, on peut toujours supposer
que ce dernier possède un état absorbant 8 satisfaisant :
Λp8, ¨q “ µ8 (13)
Nous ferons donc cette supposition, et en conséquence, (12) implique (11).
Nous désignerons donc par H l’hypothèse « il existe un couplage pX,X˚q satisfaisant
(10) et (12) ». Cette formulation est légèrement abusive, et signifie en réalité qu’il existe
un couple pY, Y ˚q, dont les marginales ont même loi que X et X˚ respectivement, et
satisfaisant ces conditions. Dans ce cas, X˚ (ou plus exactement sa copie Y ˚) est un
dual de stationnarité forte Λ-lié pour X, que l’on abrégera en dual Λ-lié. Un tel couplage
fournit donc un temps fort de stationnarité par l’intermédiaire du temps d’absorption de
X˚ (fini ou non), mais possède également des propriétés supplémentaires intéressantes
pour l’étude de la loi de X.
En prenant i “ 0 dans (12), on observe que sous l’hypothèse H on a :
@ A P S , µ0pAq “ PpX0 P Aq “
ż
S ˚
Λpx˚, AqPpX˚0 P dx˚q
Si on note µ˚0 la loi de X˚0 , on trouve donc que :
µ0 “ µ
˚
0Λ (14)
est une condition nécessaire à l’entrelacement deX etX˚, que l’on appellera entrelacement
des lois initiales. Insistons dès à présent sur le fait que cette égalité ne concerne que des
lois et ne garantit donc pas l’égalité (12) pour i “ 0, qui est une égalité presque sûre.
Cependant, sous cette condition, il sera toujours possible de coupler X et X˚ de manière
à ce qu’ils vérifient (12) au temps i “ 0.
12
Figure 1 – Transitions de la chaîne pX, X˚q
A partir de maintenant, nous supposons donc que µ˚0 et µ0 vérifient (14). Pour obtenir
l’entrelacement complet des processus c’est un bon point de départ, mais il est ensuite
nécessaire de prendre en compte les semi-groupes P p¨q et P ˚p¨q deX etX˚ respectivement.
Comme pour les lois initiales, on dit que P et P ˚ sont entrelacés (ou algébriquement duaux
selon la terminologie de Diaconis et Fill) s’ils vérifient :
P ˚phqΛ “ ΛP phq, @ h P I (15)
La nécessité de cette condition n’est pas difficile à vérifier par le calcul si l’on raisonne en
termes de fonctions de transitions associées. La figure 1 devrait suffire à s’en convaincre :
on passe de X˚i à X˚i`h par la fonction de transition P ˚, puis à Xi`h par le noyau de
transition Λ, ou de X˚i à Xi par Λ et de Xi à Xi`1 par P . La relation (15) peut alors
s’interpréter comme une condition de commutativité du diagramme. Pour finir avec cette
égalité, notons que si son sens général est celui d’une égalité d’opérateurs sur BpSq, elle
peut aussi s’interpréter comme une égalité matricielle lorsque S est dénombrable.
En dehors du cadre de la stationnarité forte, on peut mentionner le papier de Pitman
et Rogers [76] qui utilise l’entrelacement de semi-groupes pour donner une condition de
markoviannité de fpXq lorsque f est une fonction de S dans un autre ensemble S 1.
D’autres exemples ont également été étudiés notamment par Dynkin [28] ou Yor et al. [92],
[13]. Enfin, une autre notion d’entrelacement, proche de celle-ci, est obtenue en remplaçant
Λ par un opérateur différentiel, et est étudiée notamment par Chafaï et Joulin [14] ou
Cloez et Delplancke [15].
En temps discret, si la condition (15) est remplie pour h “ 1, alors une simple récurrence
suffit pour vérifier qu’elle l’est pour tout h P N. Elle est alors suffisante pour affirmer qu’il
existe un couplage pX,X˚q tel que X et X˚ soient entrelacés par Λ. En fait, on a même un
résultat plus fort que ça : Diaconis et Fill [23] ont explicité une méthode pour construire,
X˚ à partir de X déjà construit, de sorte que X et X˚ soient entrelacés par Λ.
En revanche, en temps continu on ne peut pas se contenter d’une relation sur les semi-
groupes. En effet, à quelques exceptions près, ceux-ci ne sont pas connus explicitement et
on préfère généralement travailler avec les générateurs. Heuristiquement, les générateurs
L et L˚ de X et X˚ correspondent aux dérivées au temps 0 des semi-groupes associées, et
en appliquant ceci à (15), il apparaît alors naturel d’étudier la condition d’entrelacement
pour les générateurs :
L˚Λ “ ΛL
Contrairement à l’entrelacement des semi-groupes, cette égalité peut dans certains cas
se comprendre de deux manières a priori pas tout à fait équivalentes. Naturellement, on
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peut la considérer comme une égalité d’opérateurs sur DpLq. Pour avoir un sens, cette
égalité sous-entend alors que pour tout f P DpLq, on a Λf P DpL˚q. D’autre part, si les
espaces d’état sont dénombrables, on peut aussi la voir comme une égalité matricielle,
ce que nous ferons. On reformule alors l’entrelacement en fonction de son interprétation
fonctionnelle ou matricielle :
@ f P DpLq,
#
Λf P DpL˚q
L˚rΛf s “ ΛrLf s
(16)
@ x˚ P S˚, y P S,
ÿ
y˚PS˚
L˚x˚,y˚Λpy˚, yq “
ÿ
xPS
Λpx˚, xqLx,y (16m)
Notons que (16) implique (16m).
On a essayé de synthétiser dans la proposition suivante les relations entre H, (15) et
(16)/(16m) dans différents contextes.
Proposition 0.2.3. Si I “ R` et µ0 “ µ˚0Λ, alors :
(a) Comme observé précédemment, H ñ (15).
(b) Miclo [65] a montré en utilisant une approximation par des chaînes de Markov à
temps discret (proposition 24) que :
(15)ñ H
Même si la proposition concerne le cadre spécifique des diffusions réelles, la démons-
tration est valable en toute généralité.
(c) Lyzinski [58] a montré que si X et X˚ sont deux diffusions sur un segment, alors :
(15)ô (16)
(d) Une partie des calculs pour montrer l’équivalence précédente reste en fait valable dans
le cas général, et on a :
(15)ð (16)
(e) Si X et X˚ sont deux chaînes de Markov à temps continu, non-explosives, et pour
tout x˚ ‰ 8 P S˚, l’ensemble tx P S : Λpx˚, xq ą 0u est fini, alors Fill [32] a montré
que :
Hô (15)ô (16m)
(f) Nous verrons (théorème 1.2.7) que ces trois conditions restent équivalentes dans un
contexte un peu plus général.
0.3 Historique
0.3.1 Développements théoriques
Les temps forts de stationnarité apparaissent pour la première fois en 1986 dans l’ar-
ticle de Aldous et Diaconis [1]. Ils sont à l’origine introduits pour étudier des exemples
du phénomène de cut-off (voir section suivante) pour différentes méthodes de mélange
de cartes, modélisées par des marches aléatoires sur des groupes. Dans ce contexte, par
le concept même de mélange d’un paquet de carte, la loi stationnaire à atteindre est la
loi uniforme. Les temps forts de stationnarité sont donc initialement nommés temps forts
uniformes (strong uniform times), et plusieurs exemples en sont présentés dans l’optique
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de répondre à la question « au bout de combien de temps le paquet est-il suffisamment
mélangé ? ».
Une étude plus approfondie des temps forts uniformes pour des marches aléatoires sur
des groupes et publiée un an plus tard, toujours par Aldous et Diaconis [2], et développe
notamment le lien avec la séparation, le parallèle avec la méthode de couplage et la
notion d’optimalité pour un temps fort uniforme, (qui donnera naissance aux temps à la
stationnarité). Ils y démontrent également l’inégalité (7) (sous le nom de early stopping
theorem).
Dans le même contexte, de nombreux exemples sont ensuite étudiés par Diaconis [20]
et Matthews [60], [61], [62] entre 1987 et 1989.
Les notions de dual de stationnarité forte et de dual Λ-lié font leur apparition en 1990
dans le papier de Diaconis et Fill [23], qui établissent par la même occasion la terminologie
« temps fort de stationnarité ». Une méthode systématique de construction utilisant ces
notions de dualité y est proposée, pour des chaines de Markov à temps discret et espace
d’état fini.
Une version de ce travail sur un espace d’état dénombrable est présentée dans le même
temps par ces mêmes auteurs [22]. Dans ce cadre, l’état absorbant du processus dual est
inaccessible en temps fini et ne peut donc servir à produire un temps fort de stationnarité
(fini). L’intérêt réside alors dans l’utilisation de l’entrelacement par un noyau bien choisi
(voir (17)), combinée avec le early stopping theorem de Aldous et Diaconis, qui permet de
quantifier efficacement la convergence d’un processus.
Cette théorie a été étendue aux chaînes de Markov à temps continu par Fill [31], [32].
Dans le premier article, en 1991, il transcrit la partie concernant les temps forts de station-
narité, et montre que la queue de distribution de ceux-ci majore la séparation, ainsi que
l’existence d’un temps à la stationnarité lorsque l’espace d’état est fini. Dans le deuxième,
en 1992, il définit les notions de dualité et montre l’équivalence entre l’entrelacement de
deux processus et celui de leurs semi-groupes ou de leurs générateurs respectifs. Le fait
de considérer des processus à temps continu permet de rendre accessible un état absor-
bant qui serait inaccessible en temps discret, et donc de construire des temps forts de
stationnarité finis sur des espaces infinis (ce que l’on exploitera dans cette thèse).
Plus récemment, la théorie de la stationnarité forte a été appliquée à des diffusions sur
un intervalle réel par Lyzinski dans sa thèse [58] en 2012, et par Miclo [65] en 2017. La
principale différence entre les deux réside dans le fait que Lyzinski considère une diffusion
avec une certaine loi initiale, et un dual qui est aussi un processus de diffusion sur R,
tandis que Miclo considère une loi initiale quelconque et construit un dual dont l’espace
d’état est l’ensemble des intervalles réels. Il en déduit également une condition pour que
la diffusion primale admette un temps fort de stationnarité fini.
La démarche de Lyzinski consistant à trouver un dual ayant même espace d’état que le
processus primal est à relier avec celle déjà évoquée par Diaconis et Fill [23] dans l’article
mentionné plus haut. En effet, ceux-ci ont montré qu’une chaine de Markov sur un espace
fini totalement ordonné admet un dual sur ce même espace si et seulement si sa matrice
de transition renversée en temps est stochastiquement monotone (voir par exemple Van
Doorn [89] pour plus d’informations sur cette notion) et le rapport de sa loi initiale et
de sa loi stationnaire est décroissant en tant que fonction de l’espace d’état. Ce même
résultat apparaît également dans le cas dénombrable ([22]), et a ensuite été étendu en
temps continu ([32]).
En 2012, Lorek et Szekli [55] élargissent encore le cadre de ce résultat, en considérant
cette fois un espace fini partiellement ordonné, et un processus en temps discret. Ils
prouvent alors qu’en remplaçant la monotonicité et la monotonicité stochastique dans les
conditions précédentes par la Möbius-monotonicité (voir par exemple Rota [77]), il existe
un unique dual sur le même espace, et montre comment le construire. Ils appliquent ce
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résultat à une marche aléatoire sur les sommets d’un cube et donnent également plusieurs
exemples illustratifs dans un second papier [56].
Enfin, en 2016, Mao et Zhao [59] donnent une condition équivalente à l’existence
de ce genre de dual pour une chaîne de Markov sur Nd, toujours en terme de Möbius-
monotonicité, et le construisent également.
0.3.2 Exemples d’applications
Nous présentons ici trois exemples d’applications particuliers, que sont le phénomène
de cut-off, la loi des temps de passage d’un état à un autre, et l’échantillonnage parfait.
De manière plus générale, et comme mentionné dans la partie précédente, l’utilisation
d’un dual Λ-lié pour un bon noyau Λ permet, via le early stopping theorem, de majorer la
séparation (et donc aussi la distance en variation totale) entre la loi instantanée et la loi
stationnaire. Cette technique a été l’une des premières applications par les auteurs de cette
théorie (voir early stopping bounds dans l’article de Diaconis et Fill [23]), et a également
été utilisée, outre les exemples cités ci-après, par Fill et Kahn [36] pour comparer la vitesse
de mélange de plusieurs processus (utile notamment pour choisir le plus rapide dans la
méthode MCMC).
Phénomène de cut-off
Lors de l’étude de la convergence d’un processus de Markov vers sa loi stationnaire,
on s’aperçoit parfois que celle-ci se fait de manière brutale, dans le sens où la distance
en variation totale entre la loi instantanée du processus et sa loi stationnaire stagne un
certain temps autour de 1 avant de décroître exponentiellement à partir d’un certain
moment. Ce phénomène a été observé en 1981 par Diaconis et Shahshahani [26] pour un
modèle de mélange de paquet de cartes par inversion de la position de deux d’entre elles à
chaque étape du mélange. En 1986, il a été étudié par Aldous et Diaconis [1] pour d’autres
modèles de mélange et baptisé cut-off phenomenon. Ce fut donc la première application
des temps forts de stationnarité, puisque ceux-ci ont été introduits à cette occasion.
Une définition plus précise du cut-off (ainsi que plusieurs exemples et contre-exemples)
est proposée par Diaconis [21] en 1996, et porte non pas sur un processus, mais sur une
suite de processus. Nous donnons ici une version simplifiée de celle présentée par Diaconis
et Saloff-Coste [25] en 2006, plus générale car n’utilisant pas nécessairement la distance
en variation totale pour quantifier la convergence.
Soient S un espace dénombrable, D : PpSq ˆ PpSq Ñ r0, 1s une application sa-
tisfaisant la propriété de séparation (Dpµ, νq “ 0 si et seulement si µ “ ν) et telle que
supD “ 1 (par exemple, la séparation ou la distance en variation totale) et une famille
pSn, νn, pµk,nqkPNqnPN telle que pour tout k, n P N, Sn Ă S est fini et νnpSnq “ µk,npSnq “ 1.
On dit que cette famille présente un D-cut-off s’il existe une suite ptnqnPN Ă R` telle que
pour tout ε P s0, 1r :
— lim
nÑ8
Dpµkn,n, νnq “ 0 si kn ą p1` εqtn pour n assez grand
— lim
nÑ8
Dpµkn,n, νnq “ 1 si kn ă p1´ εqtn pour n assez grand
Dans la famille considérée, la suite pµk,nqkPN, n P N correspond en général à la suite des
loi instantanées d’un processus Xn, de loi stationnaire νn et d’espace d’état Sn, et on dira
alors simplement que la suite pXnqnPN présente un D-cut-off. Nous n’avons à ce jour pas
connaissance d’une théorie équivalente en temps continu.
Outre la première utilisation qui en a été faite par Aldous et Diaconis, Matthews [61]
a également utilisé les temps forts de stationnarité pour étudier la convergence d’une suite
de permutations générée par une suite de transpositions, et montrer l’existence d’un cut-
off (pour la distance en variation totale). Diaconis et Saloff-Coste [25] ont eux utilisé un
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dual de stationnarité forte pour donner une condition nécessaire et suffisante à l’existence
d’un sep-cut-off pour une famille de processus de vie et mort (sep désignant, on le rappelle,
la séparation). En 2017, Nestoridis [68] a également étudié le sep-cut-off, pour une marche
aléatoire sur les chambres d’un arrangement d’hyperplans, en construisant un temps à la
stationnarité pour cette chaîne de Markov.
Temps de passage
Étant donné un espace dénombrable S, deux états i, j P S et une chaîne de Markov
X sur S, partant de i, le temps de passage Ti,j de i à j est définie comme la loi du
premier temps d’atteinte de l’élément j. Si la loi des temps de passage reste, dans un
cadre général, un problème ouvert, elle est en revanche parfaitement connue dans certains
cas particuliers, et peut notamment être étudiée à l’aide des outils liés à la stationnarité
forte. À notre connaissance, les études utilisant ces outils ont jusqu’à présent porté sur
des cas où l’espace d’état est un intervalle de Z.
Si l’on considère un certain N P N, et si X est un processus irréductible de vie et
mort (à temps continu) sur N, (ou sur un intervalle rr0,mss contenant N), de Q-matrice
L, alors un résultat remontant au moins à 1959 (Karlin et McGregor [45]) énonce que
T0,N est égal en loi à une somme de variable aléatoires exponentielles indépendantes,
dont les paramètres sont les valeurs propres non nulles de la matrice pLx,y1xăNqx,yPN
(c’est-à-dire, la Q-matrice du processus X absorbé en N). Dans le cas discret, si les
valeurs propres de la matrice de transition sont positives, alors T0,N est égal en loi à une
somme de variables aléatoires géométriques indépendantes, dont les paramètres sont les
valeurs propres différentes de 1. En 2009, Diaconis et Miclo [24] ont donné une preuve
probabiliste de ce résultat en temps continu, faisant intervenir la construction de duaux
de stationnarité forte, de même que Fill [35] pour les deux résultats.
Dans un second papier [34] la même année, Fill a montré dans le même esprit un résul-
tat plus général dû à Brown et Shao [12], où le processus de vie et mort (à temps discret ou
continu) est remplacé par un processus pouvant « monter » d’une unité, ou « descendre »
sans restriction. Le résultat dans ce cadre donne un expression de la transformée de La-
place de T0,N (dans le cas continu) ou de sa fonction génératrice des probabilités (dans le
cas discret).
Enfin, en 2012, Gong, Mao et Zhang [41] ont étendu le premier résultat en temps
continu en considérant n’importe quel temps de passage Ti,n, i, n P N, pour un processus
de vie et mort sur N pour lequel l’état 0 n’est pas forcément conservatif (autrement dit,
il existe un été absorbant ´1, et L0,´1 ě 0). Cette fois également, la caractérisation de
la loi du temps de passage est donnée par sa transformée de Laplace, et est obtenue par
l’intermédiaire de duaux Λ-liés.
Échantillonnage parfait
Une application classique des processus (et en particulier des chaînes) de Markov
réside dans les algorithmes stochastiques, et les temps forts de stationnarité y trouvent
eux-mêmes une utilité naturelle. Parmi les algorithme stochastique, la méthode de Monte-
Carlo par chaînes de Markov (MCMC, pourMarkov chain Monte-Carlo) consiste à utiliser
une chaîne de Markov bien choisie pour échantillonner sa loi stationnaire, en la laissant
converger « suffisamment longtemps ». C’est ce qu’on appelle une méthode d’échantillon-
nage, en ce qu’elle permet de simuler une variable aléatoire selon un certaine loi. Bien que
cette méthode soit généralement suffisante en pratique, on peut cependant lui opposer un
argument théorique qui est que la convergence d’une chaîne de Markov ne garantit pas
(en général) l’atteinte de sa loi stationnaire en un temps (déterministe) fini ; hors, on peut
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difficilement se permettre de la laisser converger à l’infini, et la loi obtenue en temps fini
est donc différente, bien qu’arbitrairement proche, de la loi ciblée.
On voit alors apparaître l’idée d’utiliser des temps aléatoires au lieu de temps détermi-
nistes. En 1996, Propp et Wilson [74] exploitèrent le principe des temps de couplage pour
construire un algorithme en ce sens. Lorsque l’algorithme s’arrête, on obtient donc une
réalisation exacte de la loi à simuler, et ce genre de méthode est appelé échantillonnage
parfait (ou perfect sampling). L’inconvénient évident de ce genre de méthode est qu’on
n’a pas de garantie sur le temps de calcul.
En 1998, Fill [33] propose un algorithme dans le même esprit, s’arrêtant cette fois
lorsqu’un temps fort de stationnarité minimal (ou temps à la stationnarité) est atteint.
Par rapport à l’algorithme de Propp-Wilson, celui de Fill présente l’avantage d’être « in-
terruptible », en ce qu’une interruption précoce de celui-ci ne biaise pas le résultat (on
obtient dans ce cas une réalisation d’une loi proche de la loi stationnaire). Cette algo-
rithme a connu d’autres développements par la suite, notamment par Møller et Schladitz
[66], Thönnes [87] ou Fill, Machida, Murdoch et Rosenthal [38].
On pourra également mentionner une utilisation récente de ce principe pour la création
d’algorithme de cryptographie, par Lorek, Zagorski et Kulis en 2017 [57].
0.4 Présentation des travaux
Cette thèse est divisée en deux grandes parties. La première comprend les chapitres 1,
2 et 3 et traite de chaînes de Markov à temps continu. Elle peut être considérée comme
un prolongement des travaux de Fill dans ce même cadre ([31],[32]). Les chapitres 1 et
2 ont fait l’objet d’une publication [17]. Dans la deuxième partie, on s’intéresse à une
diffusion sur un graphe quantique ainsi qu’à un lien, dans le chapitre 6, avec les chaînes
de Markov de la première partie, via une approximation discrète. Le chapitre 4 est le
fruit d’un travail mené conjointement avec Laurent Miclo. Cette deuxième partie peut
être reliée au travaux de Miclo ou Lyzinsky sur des diffusions réelles ([58],[65]) ou ceux
de Miclo sur des graphes ([64]) ou des variétés riemanniennes ([18]).
Partie I : Stationnarité pour une chaîne de Markov
Une question qui se pose naturellement est : existe-t-il toujours un temps fort de
stationnarité fini ? Diaconis et Fill [23] ont prouvé que la réponse est oui lorsque l’espace
d’état est fini, mais malheureusement cela n’est plus vrai sur un espace infini, même
dénombrable. Bien sûr, l’existence ou non d’un temps fort de stationnarité fini dépend de
la distribution initiale : lorsque celle-ci est la même que la loi stationnaire, alors 0 est un
temps fort de stationnarité ! On peut alors se demander à quelle condition cette existence
est possible, pour un processus donné mais pour toute loi initiale. Miclo [65] a ainsi exhibé
ces conditions d’existence dans le cadre des diffusions sur R. Le but ici est de les donner
pour des marches aléatoires à temps continu sur une certaine classe de graphes discrets.
Cette partie s’articule donc autour d’un objectif principal : étant donné un générateur
L sur un espace dénombrable S, admettant une unique mesure invariante µ, donner
une condition nécessaire et suffisante sur ses coefficients pour que tout processus associé
admette un temps fort de stationnarité fini. La méthode adoptée consiste à choisir un
second espace dénombrable S˚ et un noyau de transition Λ de S˚ vers S, puis à construire,
pour un processus X donné (de générateur L et de loi initiale µ0), un dual Λ-lié X˚, et à
étudier le temps d’absorption de ce dernier.
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Un exemple de choix naturel et pratique est celui qui consiste à prendre S˚ comme
une sous-partie de PpSq, et Λ le noyau de transition défini par :
@ Q P PpSq, ΛpQ, ¨q “ µpQX ¨q
µpQq
(17)
On veut alors définir un processus X˚ sur S˚, ayant S comme état absorbant et Λ-lié avec
X. Cependant, dans les exemples étudiés, le dual ne peut s’agrandir que d’un nombre
fini de points à chaque saut. L’objectif étant d’atteindre l’état absorbant S en temps fini,
cela passe donc par une infinité de sauts en temps fini, autrement dit une explosion. On
ne peut donc pas se placer dans le cadre des General settings de Fill (correspondant aux
hypothèses de la proposition 0.2.3 (e)). De plus, on aimerait aussi pouvoir autoriser X˚
à prendre comme valeurs des parties infinies de S autre que S lui-même, ce qui n’est pas
non plus possible dans ce contexte, à cause de la définition de Λ.
Chapitre 1
Dans ce chapitre, on met en place les outils indispensables pour s’affranchir de certaines
contraintes imposées par les General settings. En effet, on a besoin de savoir à quelle
condition un processus X˚ sur S˚ est un dual Λ-lié de X, et il s’agit donc au minimum
de généraliser l’implication (16m)ñH.
On supposera naturellement que le générateur L est non-explosif, et l’on rajoute une
condition de Λ-intégrabilité de sa diagonale :
@ x˚ P S˚, Λpx˚, xqLx ă `8
Cette dernière condition paraît raisonnable : d’une part, elle affaiblit un peu la contrainte
par rapport à l’hypothèse de finitude des ensembles tx P S : Λpx˚, xq ą 0u, x˚ P S˚,
d’autre part elle équivaut à la condition que le produit (matriciel) ΛLf est bien défini
pour toute fonction f P BpSq. En revanche, on ne fait pas encore d’hypothèse particulière
sur le choix de S˚ et Λ.
Sous ces hypothèses, on considère un générateur L˚ et une mesure de probabilités
µ˚0 P PpS˚q, entrelacés avec L et µ0 respectivement. Dans la section 1.1, on montre qu’il
existe un processus minimal X˚ associé à L˚ et µ˚0 , qui est un dual Λ-lié pour X jusqu’à
son premier temps d’explosion. Ce résultat constitue déjà une première généralisation,
puisque si X˚ est non-explosif on a bien l’implication (16)ñH dans un cadre légèrement
plus général que celui dans lequel elle était valable jusqu’à présent.
Dans la section 1.2 on commence par introduire la notion de processus stratifié, qui
apparaît comme un moyen naturel de prolonger un processus explosif admettant une
limite en son temps d’explosion. Concrètement, si Y est une chaîne de Markov explosive
et τ son temps d’explosion, on définit Yτ “ lim
tÑτ
Yt, à condition que cette limite existe,
et on définit Yτ`¨ comme un processus minimal de même générateur que Y . On applique
ensuite la même méthode au second temps d’explosion et ainsi de suite. Du point de vue
du problème de martingale, cette construction est naturelle puisque le processus ainsi
obtenu est bien solution du problème de martingale associé au générateur de Y , et par
la propriété de quasi-continuité à gauche, garantissant que toute solution du problème de
martingale est continue en tout temps d’arrêt prévisible (voir Ethier-Kurtz [29], chapitre
4, théorème 3.12), c’est aussi le seul. Signalons toutefois que le processus obtenu n’est pas
nécessairement défini jusqu’à n’importe quel t P R`. En effet, de la même manière qu’un
processus minimal peut voir une accumulation de sauts en un temps fini, celui-ci peut avoir
une accumulation d’explosions. On pourrait alors définir un temps de double explosion et
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recommencer de la même manière indéfiniment, mais ce degré de généralisation ne nous
a pas semblé pertinent ici 1.
On prolonge donc le processus minimal X˚ déjà construit en un processus stratifié.
Afin de pouvoir étendre la propriété d’entrelacement deX etX˚ au temps d’explosion τ , il
faut que la fonction x˚ Ñ Λpx˚, xq soit continue en X˚τ , pour tout x P S. Par simplicité, on
supposera donc que ces fonctions sont continues sur S˚. Sous cette hypothèse, on prolonge
la propriété d’entrelacement au processus stratifié, et on montre que l’on a l’équivalence
souhaité : H ô (15) ô (16m). Ce prolongement se rapproche dans l’idée, bien que dans
un contexte différent, de celui donné pour l’entrelacement de semi-groupes par le théorème
2.1 de Patie, Savov et Zhao [70].
Chapitre 2
Dans ce chapitre, on répond à la question de l’existence de temps forts de stationnarité
fini, pour des processus réversibles sur un certain type d’ensembles, en utilisant les résul-
tats du chapitre 1. On considère un graphe discret G, simple, connexe et non orienté. On
appelle branches infinies de G les parties connexes formées d’un nombre infini de points
de degré 2, maximales au sens de l’inclusion. Une définition plus précise sera proposée
en section 2.2, ainsi qu’un rappel du vocabulaire des graphes qui sera utilisé. Pour une
introduction plus détaillée à la théorie des graphes (en français), on renvoie à Bretto et
Faisant [11].
On suppose que G est constitué d’une nombre fini de branches infinies, plus éventuel-
lement un nombre fini de points de degrés finis. S’il n’y a que des branches infinies, alors il
y en a une seule et G “ Z. Ce cas particulier est traité dans la section 2.1. Sinon, chacune
des N branches infinies (notées Qi, i P I B rr1, N ss) est isomorphe en tant que graphe à
N, et on note ϕi : NÑ G les isomorphismes correspondant. Un tel graphe est représenté
dans la figure 2.1.
On se donne ensuite un générateur L sur G, tel que pour tout x ‰ y P G, Lx,y ‰ 0
si et seulement si x et y sont adjacents. La structure de graphe de G n’apparaissant qu’à
travers le générateur, on peut aussi faire le choix de se donner a priori un générateur
sur un ensemble dénombrable, et de munir cet ensemble de la bonne structure de graphe.
C’est la démarche qui est choisie dans la section 2.2. On suppose que L est récurrent
positif et non explosif. Cela se traduit par les conditions :
ÿ
nPN
µipnq ă 8, @i P rr1, N ss (18)
ÿ
nPN
1
µipnqLϕipnq,ϕipn`1q
n
ÿ
m“0
µipmq “ 8 @i P rr1, N ss (19)
où :
µipnq B
n´1
ź
k“0
Lϕipkq,ϕipk`1q
Lϕipk`1q,ϕipkq
(20)
Il existe alors une unique mesure stationnaire µ, et tout processus X de générateur L
converge en loi vers µ. On suppose de plus que L est réversible, c’est-à-dire que sa mesure
invariante µ satisfait :
@p, q P G, µppqLp,q “ µpqqLq,p (21)
1. Quel niveau d’explosion un processus peut-il atteindre, tout en gardant un espace d’état dénom-
brable ? Si l’on appelle temps d’explosion de niveau 1 un temps d’explosion classique, et temps d’explosion
de niveau n un temps d’accumulation d’explosions de niveau n ´ 1, peut-il arriver un moment où l’on
aura franchi tous les niveaux ?
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Dans ce contexte on va construire de manière classique un dual à valeurs dans PpGq
l’ensemble des parties de G, entrelacé avec X par le noyau Λ défini en (17). Dans l’idée des
evolving sets de Morris et Peres [67] (voir aussi le lien qui est fait entre ces evolving sets et
les duaux de stationnarité en temps discret, dans le livre de Levin, Peres et Wilmer [52])
et de ce qui a été fait par Diaconis et Fill [23] sur des ensembles finis ou par Miclo [65]
ou Fill et Lyzinski [37] pour des diffusions réelles, ce dual peut s’agrandir en ajoutant des
points voisins. Le principal problème est qu’à chaque instant il doit aussi pouvoir perdre
des points de son bord. Afin d’éviter qu’il ne se sépare en plusieurs morceaux, lorsque
ceci arrive on le force à choisir une de ses composantes connexes avec un probabilité
proportionnelle à sa masse relativement à µ. On obtient ainsi un dual connexe.
En comparant le dual avec des processus de vie et mort, on obtient des conditions
d’explosion de celui-ci, le long de chaque branche infinie. Autrement dit, on arrive à
déterminer si le dual va pouvoir « remplir » chaque branche infinie en un temps fini.
Dans ce cas, on montre qu’il est absorbé en temps fini, ce qui fournit un temps fort de
stationnarité fini pour X. En utilisant la séparation de mesures, on montre ensuite pour
certaines lois initiales sur X que si le temps fort de stationnarité fourni par le dual n’est
pas fini, alors aucun autre ne le sera. On obtient alors le résultat principal :
Théorème 0.4.1. Le processus X admet un temps fort de stationnarité fini pour toute
loi initiale µ0, si et seulement si, pour tout i P I :
8
ÿ
j“1
µipj ` 1q
j
ÿ
k“1
1
µipkqLϕipkq,ϕipk`1q
ă 8 (22)
Miclo [64] a donné une autre condition équivalente à ceci : si on considère la restriction
LF de l’opérateur défini par L sur l’ensemble :
F B tf P L2pµq : µrf s “ 0u,
alors (22) est satisfaite pour tout i P I si et seulement si L´1F est à trace finie.
Ce résultat peut aussi s’interpréter en terme de classification des frontières, telle qu’in-
troduite par Feller [30] (voir Anderson [3] pour les chaînes de Markov) : la condition (22)
signifie que chaque extrémité d’une branche infinie est une frontière entrante pour le
processus X.
Remarque 0.4.2. Contrairement à ce qui est fait pour les diffusions réelles par exemple,
on ne montre pas que le dual que l’on a construit est fin pour certaines lois initiales. En
fait, nous pensons qu’il n’existe pas de dual à la fois Λ-lié et fin dès que le nombre de
branches infinies est supérieur ou égal à trois (sauf bien sûr dans le cas trivial où la loi
initiale est la loi stationnaire).
Chapitre 3
La recherche et le calcul d’un dual approprié au processus du chapitre 2 a donné lieu
à plusieurs observations sur les propriétés que celui-ci peut ou doit satisfaire. Le choix
qui a été retenu est principalement lié à des questions de simplicité de calculs, mais n’est
pas canonique et peut même sembler peu naturelle. La meilleure illustration de ceci est
le fait d’imposer au dual de rester connexe : si les calculs en sont grandement facilités
par la suite, c’est au prix de « l’évaporation » pure et simple d’une partie non-négligeable
du dual lors de certaines transitions ! Si au lieu de critères de finitude des temps forts
de stationnarité, on cherche des informations précises sur la vitesse de convergence du
processus par l’intermédiaire du temps d’absorption de son dual, ce choix peut alors
sembler totalement farfelu.
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L’idée du chapitre 3 est alors de regrouper un certain nombre de propriétés (dont
certaines sont à l’état de conjectures) des processus duaux Λ-liés sur des espaces dénom-
brables assez généraux. On s’affranchit par exemple de l’hypothèse de réversibilité, et on
donne une généralisation du générateur dual du chapitre 4. On garde en revanche le même
noyau de transition Λ.
On montre par exemple qu’à chaque transition, un dual ne peut s’agrandir que dans
la limite des points qui lui sont frontaliers (on ne peut pas passer en un saut d’un état
Q a un état Q1 Q p si p n’est pas voisin de Q). À l’inverse, il y a une grande liberté sur
les points qu’il peut perdre à chaque transition, mais il est nécessaire que n’importe quel
point du bord puisse être enlevé au cours de certaines des transitions possibles.
Ce chapitre est donc plus court que les autres, et d’une importance moindre, mais peut
servir de point de départ à d’éventuels développement futurs, notamment pour étendre
ou améliorer les résultats du chapitre 2.
Partie II : Dualité pour une diffusion sur un graphe quantique
Cette partie a pour objectif de construire le dual d’une diffusion sur un graphe continu,
par analogie avec le chapitre 2. Une fois la dualité obtenue, l’existence d’un temps fort de
stationnarité ne pose pas de difficulté et nous avons donc laissé cette problématique de
côté.
Chapitre 4
Ce chapitre suit en quelque sorte une procédure standard : on définit un processus par
son générateur, on caractérise sa mesure invariante, on définit un second générateur et on
vérifie que les deux sont bien entrelacés.
On commence dans la section 4.1 par définir un graphe quantique G à partir d’un
graphe discret fini. Concrètement, cela revient à remplacer les arêtes, abstraites, par des
segments dont les extrémités sont des sommets du graphe. En identifiant ces segments à
des segments réels par homéomorphisme, on définit naturellement une structure différen-
tielle et métrique. On suit ensuite la définition de Freidlin et Wentzell [40] d’une diffusion
sur ce graphe : on définit d’abord son comportement à l’intérieur de chaque arête, par
l’intermédiaire d’opérateurs différentiels d’ordre 2 classiques, puis sur chacun des som-
mets, en posant des conditions sur ceux-ci pour les fonctions du domaine d’un générateur
global L.
Le premier résultat arrive dans la section 4.2, où l’on donne une forme explicite de la
mesure invariante µ de L. Cette mesure est définie par une fonction de densité sur chaque
arête, dépendant de la mesure invariante d’un processus de saut sur le graphe discret sous-
jacent. On rappelle également un résultat de Miclo [64] donnant une condition équivalente
pour sa réversibilité.
Dans la section 4.3, on définit un espace d’intégration G, ayant vocation à être l’espace
d’état d’un processus dual, et on le munit d’une distance le rendant isométrique à une
sous-partie de PpGq munie de la distance de Prokhorov, l’isométrie étant donnée par
l’application A ÞÑ ΛpA, ¨q. On établit ensuite une formule de Stokes pour l’intégrale de
L sur un domaine appartenant à G, en la ramenant à une intégrale sur la frontière de ce
domaine.
Enfin, dans la section 4.4, on définit un générateur dual L sur un sous-ensemble D de
G. Ce générateur est défini par son action sur des fonctionnelles élémentaires de la forme :
D Q D ÞÑ
ż
D
fdµ
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où f est une fonction du domaine de L. La raison pour laquelle on restreint la définition
au sous-ensemble D est que celle-ci pose problème sur certains éléments de G, à savoir
ceux dont la frontière rencontre un ou plusieurs sommets du graphe. Pour ces derniers,
on définit, plus ou moins arbitrairement, la valeur du générateur comme étant égale à
sa limite croissante. On espère que cette définition amènera à l’existence (et l’unicité)
d’un processus associé au générateur via le problème de martingale. On montre que ce
générateur est bien entrelacé avec celui de la diffusion, au sens de la relation (16), et que
le processus associé (s’il existe) est absorbé en temps fini. Sous condition d’existence, un
processus associé au générateur dual peut donc être couplé avec le processus de diffusion
de manière à être un dual Λ-lié. Malheureusement, la question d’existence de ce processus
n’est à ce jour pas complètement résolue. Les deux chapitres suivants sont orientés vers
cette question.
Chapitre 5
Dans ce chapitre, on montre dans le cas d’un mouvement brownien sur un graphe un
peu plus simple que le problème de martingale associé au générateur dual est bien posé,
à condition d’élargir son domaine. Le graphe considéré ici est composé de n branches
de même longueur et ayant un sommet commun O. L’idée est alors de ramener l’étude
de ce graphe à celle du segment r´1, 1s avec une singularité en 0, dont la partie r´1, 0s
correspond à n ´ 1 branches de paramétrisation identique, la moitié r0, 1s à la dernière
branche et 0 naturellement à leur sommet commun O.
L’étude du dual sur ce segment r´1, 1s passe par l’utilisation d’un résultat d’existence
et d’unicité de la solution d’une équation différentielle stochastique avec temps local,
énoncé par Takanobu [84], [85]. Dans une première section on montre donc comment
formuler cette EDS de manière équivalente par un problème de martingale, dans un cadre
de généralité intermédiaire entre celui utilisé dans la suite, et celui dans lequel le résultat
original est énoncé.
On définit ensuite un générateur sur le segment r´1, 1s, correspondant à un processus
évoluant parmi les sous-intervalles de ce segment, à la manière du dual défini par Miclo
[65]. Contrairement à la diffusion duale sur R, le dual défini ici ne s’identifie pas à une
classique diffusion sur un sous-ensemble de R2. En effet, la présence de conditions parti-
culières en O pose problème lorsque l’une des extrémités du dual arrive en 0. L’équation
différentielle stochastique étudiée par Takanobu ne permettant a priori d’envisager une
singularité qu’en une seule des variables, on montre dans la section 5.2 comment contour-
ner ce problème, en considérant des intervalles de temps où une seule des deux variables
passe en 0.
Enfin, dans la section 5.3, on retranscrit ce résultat sur le graphe à n branches, et on
en déduit l’existence d’un dual pour le mouvement brownien, caractérisé comme l’unique
solution du problème de martingale considéré.
Chapitre 6
Ce chapitre a pour double vocation de proposer une démonstration, pas totalement
aboutie, de l’existence d’une solution au problème de martingale associé au générateur
dual dans le cadre général, et de faire le lien avec la première partie. Pour cela, on tentera
d’approximer le modèle continu à l’aide du discret. Notons que cette approximation est
faite par des processus homogènes et à temps continu, contrairement à ce qui est fait en
général (par exemple par Pitman et Rogers [71] pour l’approximation d’un processus de
Bessel, ou par Karlin et Taylor [46] pour une des constructions classiques du mouvement
brownien).
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Dans la section 6.1, on définit une suite de discrétisation du graphe. Cette discrétisation
présente une difficulté technique par rapport à un unique segment, liée à la non-uniformité
de la longueur des arêtes. On contournera cette difficulté par l’utilisation d’un théorème de
Dirichlet d’approximation par des nombres rationnels. Sur cette suite d’approximations,
on définira ensuite des chaînes de Markov à temps continu, et en utilisant des outils
classiques de convergence de mesure, ainsi que la convergence uniforme des générateurs,
on montrera que la suite de processus converge en loi vers la diffusion sur le graphe
quantique. On montrera également que la suite des mesures invariantes associées converge
faiblement vers la mesure invariante de la diffusion.
Dans la section 6.2, on commence par redéfinir le générateur dual L d’une manière
à la fois plus pratique à approximer et plus similaire à la définition d’un générateur de
diffusion multi-dimensionnelle classique, et en même temps beaucoup moins agréable à
manipuler. Sa nouvelle expression implique notamment de définir une notion de dérivées
directionnelles en chaque point de la frontière d’un ensemble D P D, pour toute fonc-
tion réelle sur D (on remarque notamment que le nombre de points sur la frontière est
variable en fonction de l’ensemble D considéré et que ces dérivées ne peuvent donc pas
être définies comme des dérivées partielles classiques). On utilise ensuite un exemple de
dual discret donné dans le chapitre 3, et on l’applique à la suite des chaînes de Markov
définie précédemment. On montre que les générateurs convergent en un certain sens vers
le générateur dual étudié ; malheureusement, cette convergence n’est pas (complètement)
uniforme, ce qui ne permet pas de déduire facilement la convergence en loi de la suite des
processus duaux. La fin du chapitre est consacrée à des pistes de réflexion pour remédier
à ce problème.
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Première partie
Stationnarité pour une chaîne de
Markov
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Chapitre 1
Dualité et entrelacement
Cette section présente des outils généraux faisant le lien entre le couplage par dualité
de deux processus et l’entrelacement de leurs générateurs et semi-groupes respectifs. Elle
reprend en grande partie les résultats et les démonstrations de Fill r32s (sections 2.2 et
2.3) dans le cadre défini par ses General Settings et les adapte au cas infini, d’abord
non-explosif puis explosif.
Dans tout ce qui suit, on travaillera sur les objets suivants :
— S et S˚ sont deux espaces topologiques dénombrables (non nécessairement munis de
la topologie discrète). Les éléments de ces ensembles seront généralement désignés
par les lettres x, y, z pour S et x˚, y˚, z˚ pour S˚.
— Λ est un noyau de transition de S˚ vers S.
— L et L˚ sont des générateurs respectivement sur S et S˚ et on suppose L non-
explosif.
— Pp¨q et P˚p¨q sont les solutions minimales des équations de Kolmogorov de L et L˚
respectivement.
— µ0 et µ˚0 sont deux mesures de probabilité sur S et S˚ respectivement.
— pXtqtě0 est un processus de Markov, de générateur L et de loi initiale µ0.
Au lieu de l’hypothèse de finitude des ensembles tx : Λpx˚, xq ą 0u qui est faite dans
le General Settings de Fill [32] (section 2.2B), on supposera que la diagonale de L est
Λ-intégrable, c’est-à-dire :
@x˚ P S˚,
ÿ
xPS
Λpx˚, xqLx ă `8
En particulier, pour tout f P BpSq, le produit matriciel ΛLf est bien défini, associatif et
fini.
1.1 Processus minimaux
Cette section est une reformulation détaillée et légèrement adaptée de r32s. Son but
est de donner des conditions suffisantes pour pouvoir construire un couplage de deux
processus minimaux X et X˚ de générateurs respectifs L et L˚, de manière à ce que X˚
et X soient Λ-liés. Plus précisément, on va montrer le :
Théorème 1.1.1. Si pµ0,Lq et pµ˚0 ,L˚q satisfont la double condition :
#
µ˚0Λ “ µ0
L˚Λ “ ΛL
(1.1)
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alors il existe un processus minimal pX˚t qtě0 sur S˚ de générateur L˚ et de loi initiale µ˚0 ,
satisfaisant (10) et (12) jusqu’à son temps d’explosion T , c’est-à-dire, @t ě 0 :
L pXt | FX
˚
t , T ą tq “ ΛpX˚t , ¨q (1.2)
L pX˚t | X, T ą tq “ L pX
˚
t | FXt , T ą tq (1.3)
Pour tout f P BpSq et tout x˚ P S˚, on a :
ÿ
y˚PS˚
ÿ
yPS
|L˚x˚,y˚Λpy˚, yqfpyq| ď sup
yPS
fpyq
ÿ
y˚PS˚
|L˚x˚,y˚ | “ 2 sup
yPS
fpyqL˚x˚
donc le produit matriciel L˚Λf est toujours commutatif et à valeur finies. Sous la condition
(1.1), on pose Γ B L˚Λ “ ΛL et on définit la matrice L̄, qui sera celle d’un générateur de
couplage, par :
L̄x̄,ȳ B
$
’
’
’
’
’
’
’
’
’
’
’
&
’
’
’
’
’
’
’
’
’
’
’
%
´
ˆ
Lx ` L˚x˚ `
Γpx˚, xq
Λpx˚, xq
˙
, si x̄ “ ȳ
Lx,y , si y ‰ x, y˚ “ x˚
L˚x˚,y˚Λpy˚, xq
Λpx˚, xq , si y “ x, y
˚ ‰ x˚
Lx,yL˚x˚,y˚Λpy˚, yq
Γpx˚, yq , si Λpx
˚, yq “ 0, Γpx˚, yq ą 0
0 , sinon
(1.4)
avec :
x̄ “ px, x˚q, ȳ “ py, y˚q P S̄ B tpz, z˚q P S ˆ S˚; Λpz˚, zq ą 0u
Quelques remarques sur cette définition :
Remarque 1.1.2. (a) Λpx˚, yq “ 0 implique à la fois x ‰ y et x˚ ‰ y˚, donc ces cinq
cas sont mutuellement exclusifs (et évidemment exhaustifs).
(b) Si Lx,y ą 0 et Λpx˚, yq “ 0, alors d’après la remarque précédente :
Γpx˚, yq “
ÿ
z
Λpx˚, zqLz,y
“
ÿ
z‰y
Λpx˚, zqLz,y
ě Λpx˚, xqLx,y ą 0
(c) En utilisant le même argument pour L˚x˚,y˚, et le fait que le quatrième coefficient dans
(1.4) vaut 0 dès lors que Lx,y ou L˚x˚,y˚ est nul, on peut remplacer le quatrième cas
par « Λpx˚, yq “ 0, Lx,yLx˚,y˚ ą 0 » sans changer le générateur (dans ce cas on a
toujours Γpx˚, yq ą 0, et dans les cas qui ont été rajoutés au cinquième, le coefficient
L̄x̄,ȳ vaut bien 0).
Lemme 1.1.3. L̄ définit un générateur sur S̄.
Démonstration. Pour tout x̄ “ px, x˚q P S̄, on a :
L̄x̄,ȳ ě 0, @ȳ P S̄, ȳ ‰ x̄
et :
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ÿ
ȳPS̄
y‰x,y˚“x˚
L̄x̄,ȳ “
ÿ
y‰x
Λpx˚,yqą0
Lx,y
“
ÿ
y‰x
Lx,y ´
ÿ
y‰x
Λpx˚,yq“0
Lx,y
“ Lx ´
ÿ
y|Λpx˚,yq“0
Lx,y
ÿ
ȳPS̄
y˚‰x˚,y“x
L̄x̄,ȳ “
ÿ
y˚‰x˚
Λpy˚,xqą0
L˚x˚,y˚Λpy˚, xq
Λpx˚, xq
“
ÿ
y˚
L˚x˚,y˚Λpy˚, xq
Λpx˚, xq ´
L˚x˚,x˚Λpx˚, xq
Λpx˚, xq
“
Γpx˚, xq
Λpx˚, xq ` L
˚
x˚
(Dans la seconde inégalité ci-dessus, en supprimant la condition Λpy˚, xq ą 0, on a juste
rajouté des termes nuls à la somme)
ÿ
ȳ|Λpx˚,yq“0
Γpx˚,yqą0
L̄x̄,ȳ “
ÿ
y|Λpx˚,yq“0
Γpx˚,yqą0
Lx,y
ÿ
y˚|Λpy˚,yqą0
L˚x˚,y˚Λpy˚, yq
Γpx˚, yq
“
ÿ
y|Λpx˚,yq“0
Lx,y
(d’après la remarque (b))
Donc :
ÿ
ȳ‰x̄
L̄x̄,ȳ “
ÿ
ȳPS̄
y‰x,y˚“x˚
L̄x̄,ȳ `
ÿ
ȳPS̄
y˚‰x˚,y“x
L̄x̄,ȳ `
ÿ
ȳ|Λpx˚,yq“0
Γpx˚,yqą0
L̄x̄,ȳ
“ Lx ´
ÿ
y|Λpx˚,yq“0
Lx,y `
Γpx˚, xq
Λpx˚, xq ` L
˚
x˚ `
ÿ
y|Λpx˚,yq“0
Lx,y
“ ´L̄x̄,x̄
Ainsi, L̄ est bien le générateur d’un processus markovien sur S̄.
Démonstration du théorème 1.1.1. La démonstration est fortement inspirée de Fill [32],
Proposition 2 et 4 et Section 2.3.
Supposons que la condition (1.1) soit réalisée.
Dans un premier temps, on va construire X˚ couplé avec X, de manière à ce que le
couple pX,X˚q ait L̄ comme générateur. On vérifiera ensuite que pX,X˚q satisfait bien
(1.2) et (1.3).
Couplage des deux processus : Ayant observé X0 “ x0 P S, on pose pour tout
x˚0 P S˚ :
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X˚0 “ x
˚
0 P S˚ avec probabilité
µ˚0px
˚
0qΛpx˚0 , x0q
µ0px0q
(1.5)
La loi de pX0, X˚0 q est donnée par :
µ̄0px0, x
˚
0q “ PpX0 “ x0qPpX˚0 “ x˚0 |X0 “ x0q
“ µ0px0q
µ˚0px
˚
0qΛpx˚0 , x0q
µ0px0q
“ µ˚0px
˚
0qΛpx˚0 , x0q (1.6)
qui est bien une mesure de probabilité sur S̄ car :
ÿ
x0,x
˚
0
µ̄0px0, x
˚
0q “
ÿ
x˚0
µ˚0px
˚
0q
ÿ
x0
Λpx˚0 , x0q
“
ÿ
x˚0
µ˚0px
˚
0q
“ 1
De plus, X˚0 „ µ˚0 .
On pose τ0 “ 0, donc pour l’instant X˚ est construit jusqu’à ce temps (on rappelle que
X est déjà construit). On va maintenant construire X˚ étape par étape jusqu’aux temps
τk, k P N, où τk est la k-ème transition de la chaine bivariée pX,X˚q (en particulier, X˚
peut ne pas sauter au temps τk).
Soit k ě 1, et supposons par récurrence que τ0, . . . , τk´1 etX˚r0,τk´1s sont déjà construits.
On appelle σk le temps de la première transition de X après τk´1 (qui peut être égal à σk´1
si X n’a pas sauté au temps τk´1). Soit x̄ “ px, x˚q B pX,X˚qτk´1 , et εk´1 une variable
exponentielle de paramètre L̄x̄ ´ Lx, indépendante de pεiqiďk´2 et X.
1. Si τk´1 ` εk´1 ą σk, on pose τk “ σk, et
X˚τk “ y
˚ avec probabilité L̄x̄,ȳ
Lx,y
(1.7)
où y “ Xτk et ȳ “ py, y˚q.
2. Sinon, on pose τk “ τk´1 ` εk´1, et
X˚τk “ y
˚
‰ x˚ avec probabilité L̄px,x
˚q,px,y˚q
L̄x̄ ´ Lx
(1.8)
Ces probabilités sont bien définies, puisque Lx,y et L̄x̄´Lx sont évidemment non nuls
si Xτk “ y ou si εk´1 ă 8 respectivement. De plus, dans le premier cas, on obtient comme
annoncé X˚τk “ x
˚ p.s. si Λpx˚, yq ‰ 0, et
X˚τk “ y
˚
‰ x˚ avec probabilité
L˚x˚,y˚Λpy˚, yq
Γpx˚, yq
si Λpx˚, yq “ 0, la somme de ces probabilités valant bien 1.
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On a donc τk ´ τk´1 “ minpεk´1, σk ´ τk´1q. Or, εk´1 „ exppL̄x̄ ´ Lxq et σk ´ τk´1 „
exppLxq sont indépendantes, donc τk´τk´1 „ exppL̄x̄q. De plus, considérant les événements
A B tpX,X˚qτk´1 “ x̄u et B B tpX,X˚qτk “ ȳu, on a les probabilités de transition
suivantes :
‚ Si y “ x, y˚ ‰ x˚ :
PpB | Aq “ PpXτk “ x | Aq PpX
˚
τk
“ y˚ | Xτk “ x, Aq
“ Ppεk´1 ă σk ´ τk´1q PpX˚τk “ y
˚
| εk´1 ă σk ´ τk´1, Aq
“
ˆ
L̄x̄ ´ Lx
L̄x̄
˙ˆ
L̄px,x˚q,px,y˚q
L̄x̄ ´ Lx
˙
“
L̄px,x˚q,px,y˚q
L̄x̄
‚ Si y ‰ x :
PpB | Aq “ PpXτk “ y | Aq PpX
˚
τk
“ y˚ | Xτk “ y, Aq
“
Lx,y
Lx
Ppεk´1 ą σk ´ τk´1 | Aq PpX˚τk “ x
˚
| Xτk “ x, Aq
“
Lx,y
Lx
ˆ
Lx
L̄x̄
˙ˆ
L̄x̄,ȳ
Lx,y
˙
“
L̄x̄,ȳ
L̄x̄
Par construction, le processus pX,X˚q est un processus de saut markovien, défini
jusqu’au premier temps d’explosion, de générateur L̄, et satisfaisant (1.3). De plus, le
temps de chaque saut est strictement positif donc les trajectoires de pX,X˚q sont continues
à droite.
Vérification de l’entrelacement (relation (1.2)) : Cette vérification s’effectue en
trois temps. Dans un premier temps on va montrer une relation sur les générateurs :
@x˚ P S˚, f P BpS̄q,
ÿ
xPS
ÿ
ȳPS̄
Λpx˚, xqL̄x̄,ȳfpȳq “
ÿ
ȳPS̄
L˚x˚,y˚Λpy˚, yqfpȳq (1.9)
Intuitivement, le terme de gauche correspond à toutes les transitions d’un x˚ P S˚ donné
vers un x P S, et ensuite de px, x˚q P S̄ vers py, y˚q P S̄, tandis que le terme de droite
correspond à une transition de x˚ vers y˚, puis vers y, sans se préoccuper de x.
Dans une second temps, on s’en servira pour montrer une inégalité au niveau des
semi-groupes correspondants :
@x˚ P S˚, ȳ P S̄
ÿ
xPS
Λpx˚, xqP̄x̄,ȳptq ě P˚x˚,y˚ptqΛpy˚, yq (1.10)
et enfin, on en déduira par récurrence sur k :
PpX˚t0 “ x
˚
0 , . . . , X
˚
tk
“ x˚k, Xtk “ xkq “ µ
˚
0px
˚
0q
k
ź
i“1
P˚x˚i´1,x˚i pti ´ ti´1qΛpx
˚
k, xkq (1.11)
@k ě 0, @0 “ t0 ď ¨ ¨ ¨ ď tk, @x˚0 , . . . , x˚k P S˚, @yk P S, ce qui implique à la fois (1.2) et
que P˚p¨q est le semi-groupe de X˚.
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Preuve de (1.9) : On commence par montrer l’égalité matricielle suivante :
ÿ
xPS
Λpx˚, xqL̄x̄,ȳ “ L˚x˚,y˚Λpy˚, yq
Soit x˚ P S˚, ȳ P S̄, avec x˚ ‰ y˚. Si Λpy, x˚q ‰ 0, alors d’après les coefficients du
générateur L̄, L̄x̄,ȳ ‰ 0 implique y “ x. D’où :
ÿ
xPS
Λpx˚, xqL̄x̄,ȳ “
$
&
%
Λpx˚, yqL̄py,x˚q,ȳ si py, x˚q P S̄
ř
x‰y
Λpx˚, xqL̄x̄,ȳ sinon
“
$
’
’
&
’
’
%
Λpx˚, yq
L˚x˚,y˚Λpy˚, yq
Λpx˚, yq si py, x
˚q P S̄
ř
x‰y
Λpx˚, xq
Lx,yL˚x˚,y˚Λpy˚, yq
Γpx˚, yq sinon
“ L˚x˚,y˚Λpy˚, yq
Et si x˚ P S˚, ȳ P S̄, avec x˚ “ y˚, alors :
ÿ
x:x̄PS̄
Λpx˚, xqL̄x̄,ȳ “ ´Λpx˚, yqL̄py,x˚q `
ÿ
x‰y
Λpx˚, xqL̄x̄,ȳ
“ ´Λpx˚, yq
ˆ
Ly ` L˚x˚ `
Γpx˚, yq
Λpx˚, yq
˙
`
ÿ
x‰y
Λpx˚, xqLx,y
“ ´Λpx˚, yqpLy ` L˚x˚q ´ Γpx˚, yq ` Γpx˚, yq ` Λpx˚, yqLy
“ ´L˚x˚Λpx˚, yq
“ L˚x˚,y˚Λpy˚, yq
Maintenant, pour f P BpS̄q, on a :
ÿ
x:x̄PS̄
ÿ
ȳPS̄
Λpx˚, xqL̄x̄,ȳfpȳq “
ÿ
x:x̄PS̄
«
Λpx˚, xqL̄x̄,x̄fpx̄q `
ÿ
y:py,x˚qPS̄
y‰x
Λpx˚, xqLx,yfppy, x˚qq
`
ÿ
y˚:px,y˚qPS̄
y˚‰x˚
L˚x˚,y˚Λpy˚, xqfppx, y˚qq `
ÿ
ȳ:py,x˚qRS̄
Λpx˚, xqLx,yL˚x˚,y˚Λpy˚, yqfpȳq
Γpx˚, yq
ff
“
ÿ
x:x̄PS̄
Λpx˚, xqL̄x̄,x̄fpx̄q `
ÿ
x:x̄PS̄
ÿ
y:py,x˚qPS̄
y‰x
Λpx˚, xqLx,yfppy, x˚qq
`
ÿ
x:x̄PS̄
ÿ
y˚:px,y˚qPS̄
y˚‰x˚
L˚x˚,y˚Λpy˚, xqfppx, y˚qq `
ÿ
x:x̄PS̄
ÿ
ȳ:py,x˚qRS̄
Λpx˚, xqLx,yL˚x˚,y˚Λpy˚, yqfpȳq
Γpx˚, yq
dès que les quatre sommes dans la dernière égalité convergent. Pour la première, rappelons
que :
L̄x̄,x̄ “ Lx,x ` L˚x˚,x˚ ´
Γpx˚, xq
Λpx˚, xq
donc on voit que la première somme converge, puisque la diagonale de L est µ-intégrable.
La deuxième converge pour la même raison, la troisième parce que f est bornée et :
ÿ
y˚PS˚
ÿ
xPS
|L˚x˚,y˚ |Λpy˚, xq “ 2L˚x˚ ă `8,
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et la dernière parce que f est bornée et :
ÿ
y˚PS˚
ÿ
y:py,x˚qRS̄
ÿ
xPS
Λpx˚, xq|Lx,yL˚x˚,y˚ |Λpy˚, yq
Γpx˚, yq “
ÿ
y˚PS˚
ÿ
y:py,x˚qRS̄
|L˚x˚,y˚ |Λpy˚, yq
ď 2L˚x˚
Revenant à nos calculs précédents, on déduit :
ÿ
x:x̄PS̄
ÿ
ȳPS̄
Λpx˚, xqL̄x̄,ȳfpȳq “
ÿ
x:x̄PS̄
Λpx˚, xqL̄x̄,x̄fpx̄q `
ÿ
x:x̄PS̄
ÿ
y:py,x˚qPS̄
y‰x
Λpx˚, xqLx,yfppy, x˚qq
`
ÿ
x:x̄PS̄
ÿ
y˚:px,y˚qPS̄
y˚‰x˚
L˚x˚,y˚Λpy˚, xqfppx, y˚qq `
ÿ
x:x̄PS̄
ÿ
ȳ:py,x˚qRS̄
Λpx˚, xqLx,yL˚x˚,y˚Λpy˚, yqfpȳq
Γpx˚, yq
“
ÿ
x:x̄PS̄
Λpx˚, xqL̄x̄,x̄fpx̄q `
ÿ
y:py,x˚qPS̄
ÿ
x‰yPS
Λpx˚, xqLx,yfppy, x˚qq
`
ÿ
y˚PS˚
ÿ
x:px,y˚qPS̄
L˚x˚,y˚Λpy˚, xqfppx, y˚qq `
ÿ
ȳ:py,x˚qRS̄
ÿ
x‰yPS
Λpx˚, xqLx,yL˚x˚,y˚Λpy˚, yqfpȳq
Γpx˚, yq
“
ÿ
ȳPS̄
ÿ
x:x̄PS̄
Λpx˚, xqL̄x̄,ȳfpȳq
“
ÿ
ȳPS̄
L˚x˚,y˚Λpy˚, yqfpȳq
Preuve de (1.10) : Soit P̄p¨q la solution minimale des équations de Kolmogorov associées
à L̄. Pour tout t ą 0, on définit la matrice pQx˚,ȳptqqpx˚,ȳqPS˚ˆS̄ de la manière suivante :
Qx˚,ȳptq B
ÿ
x:x̄PS̄
Λpx˚, xqP̄x̄,ȳptq
Soit pAnqn une suite croissante de parties finies de S, telle que limAn “ S. Si on définit
aussi pour tout n P N, px˚, ȳq P S˚ ˆ S̄ et t ą 0 :
Q
pnq
x˚,ȳptq B
ÿ
xPAn
Λpx˚, xqP̄x̄,ȳptq
alors on a :
sup
tě0
|Q
pnq
x˚,ȳptq ´Qx˚,ȳptq| ď |
ÿ
xPSzAn
Λpx˚, xq| Ñ
nÑ8
0
donc Q est limite uniforme (en t) de pQpnqqn, et on obtient en utilisant (1.9) :
Q1x˚,ȳptq “ limnÑ8Q
pnq1
x˚,ȳptq
“
ÿ
x:x̄PS̄
Λpx˚, xqP̄1x̄,ȳptq
“
ÿ
x:x̄PS̄
Λpx˚, xq
ÿ
z̄
L̄x̄,z̄P̄z̄,ȳptq
“
ÿ
z̄
L˚x˚,z˚Λpz˚, zqP̄z̄,ȳptq
“
ÿ
z˚PS˚
L˚x˚,z˚Qz˚,ȳptq
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On a alors, @px˚, ȳq P S˚ ˆ S̄ :
d
dt rexppL
˚
x˚tqQx˚,ȳptqs “
“
Q1x˚,ȳptq ` L˚x˚Qx˚,ȳptq
‰
exppL˚x˚tq
“
«
ÿ
z˚
L˚x˚,z˚Qz˚,ȳptq ` L˚x˚Qx˚,ȳptq
ff
exppL˚x˚tq
“
ÿ
z˚‰x˚
L˚x˚,z˚Qz˚,ȳptq exppL˚x˚tq
Cette somme est finie donc la fonction est continue en t. En appliquant le théorème
fondamental de l’analyse et le fait que Qx˚,ȳp0q “ δx˚,y˚Λpy˚, yq, on obtient :
exppL˚x˚tqQx˚,ȳptq “ δx˚,y˚Λpx˚, yq `
ż t
0
ÿ
z˚‰x˚
L˚x˚,z˚Qz˚,ȳpsq exppL˚x˚sqds
Qx˚,ȳptq “ δx˚,y˚ expp´L˚x˚tqΛpx˚, yq
`
ż t
0
ÿ
z˚‰x˚
L˚x˚,z˚Qz˚,ȳpsq exppL˚x˚ps´ tqqds (1.12)
On a exprimé Q comme un point fixe de la fonction f définie par :
f : MS˚,S̄pCpR`, R`qq ÑMS˚,S̄pCpR`, R`qq
fpRqx˚,ȳptq “ δx˚,y˚ expp´L˚x˚tqΛpx˚, yq `
ż t
0
ÿ
z˚‰x˚
L˚x˚,z˚Rz˚,ȳpsq exppL˚x˚ps´ tqqds
(1.13)
de sorte que Q “ fpQq. On appelle :
— Y ˚ un processus minimal de générateur L˚
— J la chaîne des temps de sauts du processus Y ˚
— P ˚pNqx˚,y˚ptq la probabilité pour Y ˚ de passer de x˚ à y˚ en temps t, en N ´ 1 sauts
maximum :
P
˚pNq
x˚,y˚ptq B Px˚pY
˚
t “ y
˚, t ă JNq
— Q˚pNqx˚,ȳ ptq B P
˚pNq
x˚,y˚ptqΛpy˚, yq
on a alors :
P
˚p1q
x˚,y˚ptq “ Px˚pt ă J1qδx˚,y˚
“ expp´L˚x˚tqδx˚,y˚
et donc :
Q
˚p1q
x˚,ȳptq “ δx˚,y˚ expp´L˚x˚tqΛpx˚, yq ď Qx˚,ȳptq
On va montrer par récurrence que Q˚pNq “ fpQ˚pN´1qq, où f est la fonction définie en
(1.13), pour en déduire l’inégalité
Q˚ ď Q pi.e. Q˚x˚,ȳptq ď Qx˚,ȳptq, @x˚, ȳ, tq
avec :
Q˚x˚,ȳptq B P˚x˚,y˚ptqΛpy˚, yq
Pour ça, on conditionne par Y ˚0 “ x˚ et on fait une décomposition d’événement en union
de deux événements disjoints :
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tY ˚t “ y
˚, t ă JNu “ tY
˚
t “ y
˚, t ă J1u Y tY
˚
t “ y
˚, J1 ď t ă JNu
le premier ayant comme probabilité P ˚p1qx˚,y˚ptq. Pour le second on conditionne par rapport
à J1 (qui suit une loi exponentielle) :
Px˚pY ˚t “ y˚, J1 ď t ă JNq “ Ex˚p1tăJN1Y ˚t “y˚1J1ătq
“ Ex˚
”
Ex˚p1tăJN1Y ˚t “y˚ | J1q1J1ăt
ı
“ Ex˚ rPx˚pt ă JN , Y ˚t “ y˚ | J1q1J1ăts
puis par XJ1 , qui est indépendant de J1 et vaut z˚ ‰ x˚ avec probabilité
L˚x˚,z˚
L˚x˚
, et on
utilise l’homogénéité de Y ˚ :
Px˚pY ˚t “ y˚, J1 ă t ă JNq
“Ex˚ rPx˚pt ă JN , Y ˚t “ y˚ | J1q1J1ăts
“
ż t
0
L˚x˚e´sL
˚
x˚Px˚pt ă JN , Y ˚t “ y˚ | J1 “ sqds
“
ż t
0
ÿ
z˚PS˚
L˚x˚e´sL
˚
x˚Px˚pt ă JN , Y ˚t “ y˚ | J1 “ s,XJ1 “ z˚qPx˚pY ˚J1 “ z
˚
qds
“
ż t
0
ÿ
z˚‰x˚
L˚x˚,z˚e´sL
˚
x˚Pz˚pY ˚t´s “ y˚, t´ s ď JN´1qds
“
ż t
0
ÿ
z˚‰x˚
L˚x˚,z˚e´sL
˚
x˚P
˚pN´1q
z˚,y˚ pt´ sqds
“
ż t
0
ÿ
z˚‰x˚
L˚x˚,z˚e´pt´sqL
˚
x˚P
˚pN´1q
z˚,x˚ psqds
En regroupant les termes, on obtient :
P
˚pNq
x˚,y˚ptq “ expp´L˚x˚tqδx˚,y˚ `
ż t
0
ÿ
z˚‰x˚
L˚x˚,z˚e´pt´sqL
˚
x˚P
˚pN´1q
z˚,x˚ psqds
doncQ˚pNqx˚,ȳ ptq “ fpQ
˚pN´1q
x˚,ȳ ptqq. Puisque f est croissante, on obtient par récurrenceQ
˚pNq
x˚,ȳ ptq
ď Qx˚,ȳptq. Par convergence monotone, pQ˚pNqx˚,ȳ ptqqN tend vers Q˚x˚,ȳptq ď Qx˚,ȳptq, ce qui
conclut la preuve de (1.10).
Lorsque L˚ est non-explosif, Q˚ et est une matrice stochastique, l’inégalité ci-dessus
implique donc l’égalité Q˚ “ Q (puisque Q est sous-stochastique) et on peut donc montrer
(1.11) par une simple récurrence sur k. Malheureusement, cet argument n’est pas valable
dans le cas explosif. Le raisonnement qui suit montre le cas non-explosif et s’en sert pour
montrer le cas explosif.
Preuve de (1.11) : On rappelle que l’on veut montrer par récurrence sur k :
PpX˚t0 “ x
˚
0 , . . . , X
˚
tk
“ x˚k, Xtk “ xkq “ µ
˚
0px
˚
0q
k
ź
i“1
P˚x˚i´1,x˚i pti ´ ti´1qΛpx
˚
k, xkq
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T est le temps d’explosion du processus X˚ et donc également de pX,X˚q puisqu’on
a supposé que X était non-explosif. On rappelle (1.6) :
µ̄0px0, x
˚
0q “ µ
˚
0px
˚
0qΛpx˚0 , x0q
ce qui nous donne immédiatement l’initialisation de la récurrence pour k “ 0. Supposons
donc maintenant que (1.11) est vrai pour un k ě 0. Soient x˚0 , . . . , x˚k`1 P S˚ et xk`1 P S.
On a alors
PpX˚t0 “ x
˚
0 , . . . , X
˚
tk`1
“ x˚k`1, Xtk`1 “ xk`1q
“
ÿ
xkPS
PpX˚t0 “ x
˚
0 , . . . , X
˚
tk
“ x˚k, Xtk “ xkq
ˆ PpX˚tk`1 “ x
˚
k`1, Xtk`1 “ xk`1 | X
˚
t0 “ x
˚
0 , . . . , X
˚
tk
“ x˚k, Xtk “ xkq
“ µ˚0px
˚
0q
k
ź
i“1
P˚x˚i´1,x˚i pti ´ ti´1q
ÿ
xkPS
Λpx˚k, xkqP̄x̄k,x̄k`1ptk`1 ´ tkq
ě µ˚0px
˚
0q
k
ź
i“1
P˚x˚i´1,x˚i pti ´ ti´1qP
˚
x˚
k
,x˚
k`1
ptk`1 ´ tkqΛpx˚k`1, xk`1q
“ µ˚0px
˚
0q
k`1
ź
i“1
P˚x˚i´1,x˚i pti ´ ti´1qΛpx
˚
k`1, xk`1q
où l’on a appliqué successivement la formule des probabilités totales pour la première
égalité, la markovianité de pX,X˚q et l’hypothèse de récurrence pour la seconde, et (1.10)
pour l’inégalité.
On a vu que si L˚ est non-explosif, l’inégalité est en fait une égalité et la récurrence
est terminée. En particulier, cela montre que P˚p¨q est le semi-groupe de la marginale X˚
et donc L˚ est son générateur. Le processus X˚ a été construit trajectoriellement à partir
de X, indépendamment du caractère explosif ou non de son générateur L˚. Ses intensités
de sauts sont donc données par les coefficients L˚x˚,y˚ , x˚, y˚ P S˚ et on en déduit que L˚
est aussi le générateur du processus minimal X˚ lorsque celui-ci est explosif.
Supposons donc maintenant que L˚ est explosif. La quantité de départ et celle d’arrivée
dans le calcul précédent sont toutes deux positives pour tout choix des x˚i , xk`1. Or, dans
les deux cas, leur somme en x˚0 , . . . , x˚k`1, xk`1 vaut 1´ PpT ď tk`1q (puisque P˚p¨q est le
semi-groupe minimal associé à L˚), ce qui montre l’égalité et termine la récurrence.
Corollaire 1.1.4. Si la condition (1.1) est satisfaite, alors le processus pX,X˚q vérifie
aussi :
L pXτ | FX
˚
τ , τ ă T q “ ΛpX˚τ , ¨q (1.14)
pour tout pFX˚t q-temps d’arrêt τ .
Ici, l’inégalité τ ă T est à voir dans R̄. En particulier, T et τ sont potentiellement
infinis, mais l’événement tτ ă T u est inclus dans tτ ă 8u.
Démonstration. Soit τ un pFX˚t q-temps d’arrêt, f : S Ñ R mesurable, continue et bor-
née et G une variable aléatoire réelle, FX˚τ -mesurable et bornée. Par définition de la loi
conditionnelle, on veut montrer :
EpG1τăTfpXτ qq “ EpG1τăTΛrf spX˚τ qq (1.15)
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Pour tout n P N, on pose τn B
1
n
rnτ s, où r¨s désigne la partie entière par excès. On a
alors :
tτn ď tu “trnτ s ď ntu
“
ď
mPN
mďnt
tm “ rnτ su
“
ď
mPN
mďnt
tm´ 1 ă nτ ď mu
“
ď
mPN
m
n ďt
t
m´ 1
n
ă τ ď
m
n
u P FX
˚
t
et donc τn est un pFX
˚
t q-temps d’arrêt. τn est à valeur dans
1
n
NY t8u, et τn “ k{n si et
seulement si k ´ 1
n
ă τ ď
k
n
donc :
G1τn“k{n “ G1τďk{n ´G1τďpk´1q{n
qui est FX˚k{n -mesurable.
On rappelle que l’on a (1.2), soit :
@t ą 0, L pXt | FX
˚
t , t ă T q “ ΛpX˚t , ¨q
c’est-à-dire, par définition, pour toute fonction h : S Ñ R mesurable, continue et bornée,
pour toute variable aléatoire réelle H FX˚t -mesurable bornée, et tout t ą 0 :
EpH1tăThpXtqq “ EpH1tăTΛrhspX˚t qq
D’où :
Ep1τnăTGfpXτnqq “ E
˜
8
ÿ
k“0
1k{năT1τn“k{nGfpXk{nq
¸
“
8
ÿ
k“0
E
`
1k{năT1τn“k{nGfpXk{nq
˘
“
8
ÿ
k“0
E
`
1k{năT1τn“k{nGΛrf spX˚k{nq
˘
“ E
˜
8
ÿ
k“0
1k{năT1τn“k{nGΛrf spX˚k{nq
¸
“ E
`
1τnăTGΛrf spX˚τnq
˘
Or, presque sûrement, lim
nÑ8
fpXτnq “ fpXτ q par continuité à droite des trajectoires
de pX,X˚q et continuité de f , lim
nÑ8
1τnăT “ 1τăT et limnÑ8Λrf spX
˚
τnq “ Λrf spX˚τ q par
continuité de Λrf s, donc on en conclut par convergence dominée :
EpG1τăTfpXτ qq “ lim
nÑ8
E p1τnăTGfpXτnqq
“ EpG1τăTΛrf spX˚τ qq
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1.2 Dualité avec explosion
Jusqu’à maintenant, nous avons considéré uniquement des processus minimaux, c’est-
à-dire que nous ne nous sommes intéressé qu’à ce qui se passe avant le premier temps
d’explosion. Cela n’est généralement pas suffisant pour que le processus Λ-lié construit
dans la section précédente soit un dual de stationnarité forte pour X.
En effet, prenons l’exemple où X est une chaîne de vie et de mort sur Z, récurrente
positive. On cherche à construire, suivant la méthodologie de [23], un dual X˚ dont les
états sont les intervalles de Z, et lié à X par un noyau Λ qui n’est autre que la mesure
stationnaire restreinte aux intervalles. Dans ce cas, l’état r´8,`8s ne peut être atteint
par X˚ qu’après un nombre infini de sauts. Le temps d’atteinte de cet état étant aussi
le temps de stationnarité recherché pour la chaîne X, on aimerait qu’il soit fini et on a
donc besoin de s’intéresser à ce qui se passe après un temps d’explosion. Cet exemple sera
traité plus en détail dans la section suivante.
Nous allons donc maintenant spécifier un peu plus le cadre de travail. On se place sur
un espace topologique dénombrable E, que l’on supposera séparé.
Définition 1.2.1. On dit qu’un générateur L̂ sur E est stratifié s’il existe N P N et un
N-uplet pEiqiPrr1,Nss de parties de E, appelée stratification de L̂, tels que :
— Les Ei sont deux à deux disjoints.
— @i P rr1, N ss, @x P Ei, si pY xt q0ďtďτ est un processus minimal issu de x et associé à
L̂, avec τ son temps d’explosion, alors :
PpY xt P
i
ğ
j“1
Ej | t ă τq “ 1
— Si de plus τ ă `8, alors presque sûrement il existe j ď i et ε tels que Y xt P
Ej, @t P sτ ´ ε, τ r, et lim
tÑτ
Y xt existe et appartient à
ŮN
k“j`1Ek. Cette limite sera
notée Y xτ .
Cette définition peut se comprendre ainsi : un processus de saut minimal associé à un
générateur stratifié peut sauter d’une strate à une autre uniquement si la strate d’arrivée
a un rang inférieur ou égal à la strate de départ. A l’inverse, au temps d’explosion, le
processus doit avoir une limite, située dans une strate de rang supérieur (strictement) à
celui de la strate où il se trouvait juste avant. Il est alors naturel de définir le processus
au temps d’explosion comme étant égal à cette limite, et de le faire ensuite repartir de
cette limite. C’est ce qui est fait dans la construction qui suit.
Remarque 1.2.2. Pour satisfaire la deuxième condition, on doit nécessairement avoir
L̂y,z “ 0 dès que y P Ej, z P Ek, k ą j. La Q-matrice pL̂x,yqpx,yqPE2 est donc triangulaire
inférieure par bloc, chaque bloc correspondant à une strate différente.
Soient L̂ un générateur stratifié sur E, pEiqiPrr1,Nss une stratification de L̂, avec N P N,
et µ une mesure de probabilités sur E. On construit un processus non-minimal Z de
générateur L̂ et de loi initial µ de la manière suivante :
— On pose T0 “ 0 et ZT0 “ x avec probabilité µpxq.
— Par récurrence sur i ě 0, on suppose Z construit jusqu’au temps Ti. Si Ti “ 8, la
construction est terminée. Sinon, on simule un processus minimal Y piq associé à L̂
et issu de ZTi , indépendamment de Zr0,Tis sachant ZTi . Soit T 1i`1 son premier temps
d’explosion, on pose :
ZTi`t “ Y
piq
t , @t ă T
1
i`1
Ti`1 “ Ti ` T
1
i`1
ZTi`1 “ Y
piq
T 1i`1
si Ti`1 ă 8
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Définition 1.2.3. On appelle processus de saut (resp. semi-groupe) stratifié associé à
pν, L̂q un processus Z (resp. son semi-groupe) obtenu par la construction précédente. Ce
processus est défini jusqu’à un temps dit de double explosion, possiblement fini :
T B lim
iÑ`8
Ti
Comme pour les processus minimaux, on le prolonge après le temps de double explosion
en posant Xt “ ∆ pour tout t ě T , où ∆ est un point cimetière n’appartenant pas à E.
Par construction, un tel processus satisfait la propriété de Markov forte, et d’après
Anderson [3], Proposition 1.2.7, sa fonction de transition satisfait l’équation backward
pour L̄ (mais pas forcément l’équation forward).
Remarque 1.2.4. On pourrait également définir le processus par passage à la limite après
le temps de double explosion, jusqu’à un temps de triple explosion, et ainsi de suite jusqu’à
des temps de multi-explosion, sous réserve que la limite du processus existe à chaque fois.
On verra que pour l’étude que l’on fait ici, cela n’est pas nécessaire.
A chaque temps d’explosion, le processus passe d’un espace Ei à un espace Ej, avec
j ą i, et une telle transition n’est possible qu’après une explosion.
La proposition suivante justifie la construction que l’on vient de faire :
Proposition 1.2.5. Soit L̂ un générateur stratifié sur E, Z un processus de saut stratifié
associé à L̂ et Ti, i P N ses temps d’explosion. Pour toute fonction f P BpEq, on définit
le processus :
M ft “ fpZtq ´ fpZ0q ´
ż t
0
L̂fpZsqds
Si f est continue et Lf est bornée, alors pour tout i P N, pM ft^Tiqtě0 est une martingale
relativement à la filtration pFZt qtą0. En particulier, si le temps de double-explosion est
infini presque sûrement, alors M f est une martingale.
Démonstration. On prouve que les processus pM ft^Tiqtě0 sont des martingales par récur-
rence sur i, avec Ti le i-ème temps d’explosion de Z, pour i P N. Pour i “ 0, c’est trivial
(T0 “ 0). Supposons donc que ce soit vrai pour i ě 0. On pose :
Yt “
#
ZTi`t si Ti ` t ă Ti`1
∆ sinon
Alors Y est un processus minimal sur E associé au générateur L̂. Si on appelle τn son
n-ième temps de saut, n P N, on a alors, pour tout 0 ă s ă t :
EpM fTi`t^τn ´M
f
Ti`s^τn
| FZTi`s^τnq “ EpM
f
Ti`t^τn
´M fTi`s^τn | ZTi`s^τnq
“ EpfpYt^τnq ´ fpYs^τnq ´
ż t^τn
s^τn
L̂fpYrqdr | Ys^τnq
“ 0
car Y est solution du problème de martingale pour L̂.
En faisant tendre n vers l’infini, on obtient par le théorème de convergence dominée
que le processus pM f
pTi`tq^Ti`1
qtě0 est une martingale. On a alors :
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EpM ft^Ti`1 ´M
f
s^Ti`1
| Fsq “ EpMt^Ti`1 ´M
f
s^Ti`1
| Fsq 1săTi
“ EpEpM ft^Ti`1 ´M
f
s^Ti`1
| FTiq | Fsq 1săTi
“ EpEpM ft^Ti`1 | FTiq ´M
f
s^Ti`1
| Fsq 1săTi
“ EpM fTi1tąTi `M
f
t 1tăTi ´M
f
s^Ti`1
| Fsq 1săTi
“ EpM ft^Ti ´M
f
s^Ti
| Fsq 1săTi
“ EpM ft^Ti ´M
f
s^Ti
| Fsq 1săTi
“ 0
Par convergence dominée encore une fois, avec i Ñ 8, on obtient que M f est une mar-
tingale si Ti Ñ `8.
On suppose dorénavant que :
— S est un espace muni de la topologie discrète.
— Il existe une stratification pS˚i qiPrr1,Nss, N P N de L˚ sur S˚. On note P ˚p¨q le
semi-groupe stratifié associé à L˚.
— Le temps de double-explosion d’un processus stratifié associé à L˚ est infini presque
sûrement. La matrice pP ˚x˚,y˚ptqqx˚,y˚PS˚ est alors stochastique pour tout t ą 0.
— Pour tout x P S, la fonction S˚ Q x˚ ÞÑ Λpx˚, xq est continue.
Lemme 1.2.6. Sous ces hypothèses, pSˆS˚i qiPrr1,Nss est une stratification de L̄ sur SˆS˚
muni de la topologie produit.
Démonstration. Ceci découle trivialement du fait que L est non-explosif et que les mar-
ginales d’un processus minimal pX,X˚q de générateur L̄ ont pour générateurs L et L˚
respectivement.
Le théorème suivant sera un outil indispensable pour construire des duaux de station-
narité forte sur des espaces dénombrables.
Théorème 1.2.7. Sous les hypothèses précédentes, les trois conditions suivantes sont
équivalentes :
(i) Il existe un processus stratifié pX˚t qtą0 sur S˚ de générateur L˚ et de lois initiale µ˚0 ,
tel que @t ě 0 :
L pXt | FX
˚
t q “ ΛpX˚t , ¨q (1.16)
L pX˚t | Xq “ L pX
˚
t | FXt q (1.17)
(ii)
#
µ˚0Λ “ µ0
P ˚ptqΛ “ ΛPptq @t ě 0
(iii)
#
µ˚0Λ “ µ0
L˚Λ “ ΛL
Démonstration. Nous allons montrer (i)ñ(ii)ñ(iii)ñ(i).
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(i)ñ(ii) La preuve n’est qu’un calcul de probabilité conditionnelle par deux moyens dif-
férents. En effet, soit t ě 0, x˚ P S˚, y P S. D’un côté, d’après (1.16), Xt est indépendant
de X˚0 conditionnellement à X˚t et donc on a :
PpXt “ y | X˚0 “ x˚q “
ÿ
y˚PS˚
PpX˚t “ y˚ | X˚0 “ x˚q PpXt “ y | X˚0 “ x˚, X˚t “ y˚q
“
ÿ
y˚PS˚
P ˚x˚,y˚ptq PpXt “ y | X˚t “ y˚q
“
ÿ
y˚PS˚
P ˚x˚,y˚ptq Λpy˚, yq
et d’autre part, X˚0 est indépendant de Xt conditionnellement à X0 d’après (1.17), d’où :
PpXt “ y | X˚0 “ x˚q “
ÿ
xPS
PpX0 “ x | X˚0 “ x˚q PpXt “ y | X˚0 “ x˚, X0 “ xq
“
ÿ
xPS
Λpx˚, xq PpXt “ y | X0 “ xq
“
ÿ
xPS
Λpx˚, xq Px,yptq
ce qui montre que P ˚Λ “ ΛP. De plus, on a :
µ0pyq “ PpX0 “ yq
“
ÿ
y˚PS˚
PpX˚0 “ y˚qPpX0 “ y | X˚0 “ y˚q
“
ÿ
y˚PS˚
µ˚0py
˚
qΛpy˚, yq
donc µ0 “ µ˚0Λ.
(ii)ñ(iii) La preuve est quasiment identique à celle de Fill ([32]), Proposition 2. Cepen-
dant, certaines étapes méritent une justification supplémentaire, puisque les hypothèses
de départ sont légèrement différentes, c’est pourquoi cette preuve est reproduite ici.
On pose Qptq “ ΛPptq. Comme P1ptq “ PptqL, on a, @x̄ P S̄, @y P S :
|Λpx˚, xqP1x,yptq| “ |
ÿ
zPS
Λpx˚, xqPx,zptqLz,y|
ď
ÿ
zPS
Λpx˚, xq|Lz,y|
et cette dernière somme est finie d’après l’hypothèse de µ-intégrabilité de la diagonale de
L. On utilise cette fois l’équation backward de Kolmogorov pour obtenir :
Q1x˚,yptq “
ÿ
xPS
Λpx˚, xqP1x,yptq
“
ÿ
xPS
Λpx˚, xq
ÿ
zPS
Lx,zPz,yptq
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En particulier, Q1p0q “ ΛL
D’après (ii), on a aussi Qptq ” Q˚ptq B P ˚ptqΛ, et P ˚ est solution de l’équation backward
intégrale pour L˚ (cf Anderson [3], chapitre 2, proposition 1.1) :
P ˚x˚,y˚ptq “ δx˚,y˚e´L
˚
x˚
t
`
ż t
0
ÿ
z˚‰x˚
L˚x˚,z˚P ˚z˚,y˚psqe´pt´sqL
˚
x˚ds
Donc en utilisant le théorème de Fubini-Tonelli :
Q˚x˚,yptq “ Λpx˚, yqe´L
˚
x˚
t
`
ż t
0
ÿ
z˚‰x˚
L˚x˚,z˚Q˚z˚,ypsqe´pt´sqL
˚
x˚ds
Pour tout x˚, y, la fonction t Ñ Q˚x˚,yptq est continue (car Q˚ptq “ Qptq “ ΛP ptq est
dérivable en t donc continue), et le nombre de termes dans la somme est finie par hypothèse
donc l’intégrande est continue. Par le théorème fondamental de l’analyse, on obtient donc
d’une part :
d
dt
´
eL
˚
x˚
tQ˚x˚,yptq
¯
“
˜
ÿ
z˚‰x˚
L˚x˚,z˚Q˚z˚,yptq
¸
etL
˚
x˚
et d’autre part, par dérivation d’un produit de fonction :
d
dt
´
eL
˚
x˚
tQ˚x˚,yptq
¯
“
´
L˚x˚Q˚x˚,yptq `Q˚
1
x˚,yptq
¯
eL
˚
x˚
t
d’où :
Q˚
1
x˚,yptq “
ÿ
z˚
ÿ
y˚PS˚
L˚x˚,z˚P ˚z˚,y˚ptqΛpy˚, yq
D’où Q˚1p0q “ L˚Λ, or Q˚ ” Q donc L˚Λ “ ΛL.
(iii)ñ(i) Soit X˚ un processus de saut stratifié tel que pX,X˚q ait pour générateur L̄
et pour loi initiale µ̄ (on rappelle que µ̄px0, x˚0q “ µ˚0px˚0qΛpx˚0 , x0q). Par construction, un
tel processus vérifie (1.17). Montrons qu’il vérifie (1.16).
On pose T0 “ 0 et @i ě 0 on note T ki`1 le k-ième temps de saut de pX,X˚q suivant Ti,
k P N et :
Ti`1 B lim
kÑ8
T ki`1
le pi` 1q-ième temps d’explosion. D’après les hypothèses,
lim
iÑ`8
Ti “ `8
On prend comme convention T kj “ `8, @k, @j ą i si Ti “ `8.
On commence par prouver que le processus pX,X˚q est continu presque sûrement à
chaque temps d’explosion Ti. En effet, X˚ est continu en Ti par définition d’un processus
stratifié, et X est discontinu seulement quand il saute. Appelons σn les temps de sauts
de X, supposons par récurrence n que pX,X˚q est continu à chaque temps d’explosion
jusqu’à σn, et appelons Ti le dernier temps d’explosion avant σn. Soit L̃ un générateur
sur S˚ défini par L̃x˚,y˚ “ L̄pXσn ,x˚q,pXσn ,y˚q et Y un processus stratifié partant de X˚σn et
de générateur L̃. En regardant la construction de X˚ que l’on a fait dans la preuve du
théorème 1.1.1, on s’aperçoit que pX˚σn`tqt est égal en loi à Y jusqu’au temps σn`1. En
notant τk les temps de saut de Y avant sa première explosion, on obtient :
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PpTi`1 “ σn`1 |F X̄σnq “ Ppσn ` τk
kÑ8
ÝÑ σn`1 |F
X̄
σnq
“ Ppσn ` τ1 `
8
ÿ
k“1
pτk`1 ´ τkq “ σn`1 |F
X̄
σnq
“ 0
car τ1 est une variable aléatoire continue, indépendante de τk`1´τk, σn et σn`1 condition-
nellement à F X̄σn . En procédant de la même manière (par un second niveau de récurrence),
en commençant de Ti`j, j ě 0, si ce dernier est plus petit que σn`1, on termine la récur-
rence. En conclusion, on obtient σn ‰ Tm, @m,n ě 0.
On va maintenant montrer par récurrence sur i que pour tout 0 “ t1 ă ¨ ¨ ¨ ă tn ă 8
et tout px˚1 , . . . , x˚n, xnq P tS˚un ˆ S, n P N, on a :
PpX˚t1 “ x
˚
1 , . . . , X
˚
Ti
“ x˚n, XTi “ xn | tn´1 ă Ti ď tnq
“PpX˚t1 “ x
˚
1 , . . . , X
˚
Ti
“ x˚n | tn´1 ă Ti ď tnqΛpx˚n, xnq (1.18)
et :
PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n, Xtn “ xn | Ti`1 ą tnq
“PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n | Ti`1 ą tnqΛpx˚n, xnq (1.19)
Pour i “ 0, on considère simplement un processus minimal associé à L̄ et la récurrence
est initialisée par la loi initiale de pX,X˚q (pour (1.18)) et le théorème 1.1.1 (pour (1.19)).
Supposons donc la récurrence vraie pour i´ 1 ě 0. De (1.19) on déduit :
L pXt | F
X˚
t , Ti ą tq “ ΛpX˚Ti , ¨q, @t ą 0
et de la même manière que pour le corollaire 1.1.4 :
L pXS | F
X˚
S q “ ΛpX˚S , ¨q
pour tout temps d’arrêt S ă Ti presque sûrement.
On pose :
Ai B
ł
kě0
FX
˚
Tki
la tribu engendrée par la réunion des FX˚
Tki
.
Soit G une variable aléatoire réelle Ai-mesurable bornée et f : S Ñ R continue bornée.
D’après le théorème de convergence des martingales fermées, on a EpG | FX˚
Tki
q Ñ G p.s.
et donc en utilisant le théorème de convergence dominée :
EpGfpXTiqq “ lim
kÑ8
EpEpG | FX˚Tki q fpXTki qq
“ lim
kÑ8
EpEpG | FTki qΛrf spX
˚
Tki
qq
“ EpGΛrf spX˚Tiqq
Maintenant, si on se donne 0 “ t1 ă ¨ ¨ ¨ ă tn ă 8 et px˚1 , . . . , x˚nq P tS˚un, n P N alors
il existe une suite décroissante pVmqmPN de voisinages de x˚n telle que
Ş
m
Vm “ tx
˚
nu et on
a :
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tX˚t1 “ x
˚
1 , . . . , X
˚
Ti
“ x˚n, Ti P stn´1, tnsu
“tX˚t1 “ x
˚
1 , . . . , lim
kÑ8
X˚Tki
“ x˚n, lim
kÑ8
T ki P stn´1, tnsu
“
č
mě0
ď
Kě0
č
kěK
tX˚t1 “ x
˚
1 , . . . , X
˚
Tki
P Vm, T
k
i P stn´1, tnsu
“
č
mď0
ď
Kě0
č
kěK
tX˚t1 “ x
˚
1 , . . . , X
˚
Tki
P Vm, T
k
i P stn´1, tnsu
c’est-à-dire :
tX˚t1 “ x
˚
1 , . . . , X
˚
t˚n
“ x˚n, Ti “ tnu P Ai
et on en déduit (1.18). Autrement dit, la relation d’entrelacement est conservée « au temps
d’explosion Ti ».
Par construction, le processus ppX,X˚qTi`tqtě0 a la loi d’un processus minimal pY, Y ˚q
de générateur L̄ jusqu’au temps d’explosion Ti`1. Ce processus est indépendant de
ppX,X˚qTi^tqtě0 conditionnellement à pX,X˚qTi et grâce à ce qui précède, on sait aussi
que la loi initiale de ce processus minimal vérifie :
PpY0 “ x0 | Y ˚0 “ x˚0q “ Λpx˚0 , x0q
pour tout px0, x˚0q P S̄. Du théorème 1.1.1 on déduit que pour tout 0 “ t1 ă ¨ ¨ ¨ ă tn ă 8
et tout px˚1 , . . . , x˚n, xnq P tS˚un ˆ S, n P N :
PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n, Xtn “ xn | Ti`1 ą tn, Ti ď t1q
“PpY ˚t1´Ti “ x
˚
1 , . . . , Y
˚
tn´Ti
“ x˚n, Ytn´Ti “ xn | T
Y
ą tn ´ Ti, Ti ď t1q
“PpY ˚t1´Ti “ x
˚
1 , . . . , Y
˚
tn´Ti
“ x˚n | T
Y
ą tn ´ Ti, Ti ď t1qΛpx˚n, xnq
“PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n | Ti`1 ą tnqΛpx˚n, xnq
où T Y est le premier temps d’explosion du processus pY, Y ˚q. On montre ainsi que
l’entrelacement- est conservée après le temps d’explosion Ti. En effet, si k P rr1, n´ 1ss et
x̄ P S̄, alors en utilisant :
i. le caractère markovien de pX,X˚q
ii. l’indépendance de XTi et X˚r0,Tis conditionnellement à X
˚
Ti
iii. la loi d’un processus minimal pY, Y ˚q B pX,X˚qt`¨ de générateur L̄, donnée par le
théorème 1.1.1
on obtient :
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PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n, Xtn “ xn | Ti P stk, tk`1s , Ti`1 ą tnq
“
ÿ
x̄PS̄
PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n, Xtn “ xn, X̄Ti “ x̄ | Ti P stk, tk`1s , Ti`1 ą tnq
i.
“
ÿ
x̄PS̄
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X̄Ti “ x̄ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ PpX˚tk`1 “ x
˚
k`1, . . . , X
˚
tn “ x
˚
n, Xtn “ xn | X̄Ti “ x̄, Ti`1 ą tn, Ti P stk, tk`1sq
ii.
“
ÿ
x̄PS̄
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X
˚
Ti
“ x˚ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ PpXTi “ x | X˚Ti “ x
˚, Ti`1 ą tn, Ti P stk, tk`1sq
ˆ
PpXTi “ x,X˚tk`1 “ x
˚
k`1, . . . , Xtn “ xn | X
˚
Ti
“ x˚, Ti`1 ą tn, Ti P stk, tk`1sq
PpXTi “ x | X˚Ti “ x˚, Ti`1 ą tn, Ti P stk, tk`1sq
“
ÿ
x̄PS̄
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X
˚
Ti
“ x˚ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ PpXTi “ x,X˚tk`1 “ x
˚
k`1, . . . , Xtn “ xn | X
˚
Ti
“ x˚, Ti`1 ą tn, Ti P stk, tk`1sq
“
ÿ
x˚PS˚
ÿ
xPS
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X
˚
Ti
“ x˚ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ PpXTi “ x,X˚tk`1 “ x
˚
k`1, . . . , Xtn “ xn | X
˚
Ti
“ x˚, Ti`1 ą tn, Ti P stk, tk`1sq
“
ÿ
x˚PS˚
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X
˚
Ti
“ x˚ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ PpX˚tk`1 “ x
˚
k`1, . . . , Xtn “ xn | X
˚
Ti
“ x˚, Ti`1 ą tn, Ti P stk, tk`1sq
“
ÿ
x˚PS˚
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X
˚
Ti
“ x˚ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ
ż tk`1
tk
PpX˚tk`1 “ x
˚
k`1, . . . , Xtn “ xn | X
˚
Ti
“ x˚, Ti`1 ą tn, Ti “ tqdt
iii.
“
ÿ
x˚PS˚
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X
˚
Ti
“ x˚ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ PpX˚tk`1 “ x
˚
k`1, . . . , X
˚
tn “ x
˚
n | X
˚
Ti
“ x˚, Ti`1 ą tn, Ti P stk, tk`1sq Λpx˚n, xnq
Puis en gardant le terme Λpx˚n, xnq de côté, on refait les mêmes étapes dans l’autre
sens :
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“Λpx˚n, xnq
ÿ
x̄PS̄
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X
˚
Ti
“ x˚ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ PpXTi “ x,X˚tk`1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n | X
˚
Ti
“ x˚, Ti`1 ą tn, Ti P stk, tk`1sq
“Λpx˚n, xnq
ÿ
x̄PS̄
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X
˚
Ti
“ x˚ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ PpXTi “ x | X˚Ti “ x
˚, Ti`1 ą tn, Ti P stk, tk`1sq
ˆ
PpXTi “ x,X˚tk`1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n | X
˚
Ti
“ x˚, Ti`1 ą tn, Ti P stk, tk`1sq
PpXTi “ x | X˚Ti “ x˚, Ti`1 ą tn, Ti P stk, tk`1sq
“Λpx˚n, xnq
ÿ
x̄PS̄
PpX˚t1 “ x
˚
1 , . . . , X
˚
tk
“ x˚k, X̄Ti “ x̄ | Ti P stk, tk`1s , Ti`1 ą tnq
ˆ PpX˚tk`1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n | X̄Ti “ x̄, Ti`1 ą tn, Ti P stk, tk`1sq
“Λpx˚n, xnq
ÿ
x̄PS̄
PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n, X̄Ti “ x̄ | Ti P stk, tk`1s , Ti`1 ą tnq
“PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n | Ti P stk, tk`1s , Ti`1 ą tnq Λpx˚n, xnq
et donc il n’y a plus qu’à sommer sur les intervalles possibles pour Ti :
PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n, Xtn “ xn | Ti`1 ą tnq
“PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n, Xtn “ xn | Ti`1 ą tn, Ti ą tnq PpTi ą tn | Ti`1 ą tnq
`
n´1
ÿ
k“1
PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n, Xtn “ xn, tk ă Ti ď tk`1 | Ti`1 ą tnq
“PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n | Ti ą tnq Λpx˚n, xnq PpTi ą tn | Ti`1 ą tnq
`
n´1
ÿ
k“1
PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n, tk ă Ti ď tk`1 | Ti`1 ą tnq Λpx˚n, xnq
“PpX˚t1 “ x
˚
1 , . . . , X
˚
tn “ x
˚
n | Ti`1 ą tnq Λpx˚n, xnq
ce qui achève la démonstration de la récurrence. On en déduit :
L pXt | F
X˚
t , Ti ą tq “ ΛpX˚t , ¨q
pour tout i P N, c’est-à-dire :
Ep1Tiąt G fpXtqq “ Ep1Tiąt G Λ rf s pX˚t qq
pour toute fonction f continue bornée et pour tout variable aléatoire G bornée et FX˚t -
mesurable. Or, lim
tÑ8
1Tiąt “ 1 presque sûrement et on conclut par convergence dominée
que :
L pXt | F
X˚
t q “ ΛpX˚t , ¨q
Corollaire 1.2.8. La condition (1.16) peut-être remplacée par :
L pXT | F
X˚
T , T ă 8q “ ΛpX˚T , ¨q (1.20)
pour tout FX˚t -temps d’arrêt T .
Démonstration. La condition (1.20) implique trivialement (1.16). L’autre sens est iden-
tique à la preuve du corollaire 1.1.4.
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Chapitre 2
Application à la recherche de temps
forts de stationnarité finis
2.1 Processus de vie et de mort
Soit pXtqtě0 un processus de vie et de mort sur Z, de taux de décès panqnPZ et de
naissance pbnqnPZ, tous strictement positifs. On suppose que les coefficients sont tels que
X est non-explosif et récurrent positif, c’est-à-dire (cf Anderson [3] Chapitre 8) :
`8
ÿ
i“0
i
ź
j“1
bj
aj`1
`
8
ÿ
i“0
i
ź
j“1
a´j
b´j´1
ă 8 (2.1)
$
’
&
’
%
ř`8
i“0
1
biµpiq
“ 8
ř0
i“´8
1
biµpiq
“ 8
(2.2)
où µ est la mesure stationnaire, définie de manière unique par les relations :
µpnqbn “ µpn` 1qan`1 (2.3)
ÿ
nPZ
µpnq “ 1 (2.4)
soit, pour tout n P N˚ :
µpnq “µp0q
n´1
ź
i“0
bi
ai`1
µp´nq “µp0q
n´1
ź
i“0
a´i
b´i´1
avec µp0q “ 1
1`
ř
nPN˚
ˆ
śn´1
i“0
bi
ai`1
`
śn´1
i“0
a´i
b´i´1
˙ .
On suppose que les coefficients du générateurs sont tels que :
ÿ
nPZ
µpnqbn ă 8
Le générateur pLi,jqpi,jqPZ2 du processus X est défini par :
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@i, j P Z, Li,j “
$
’
’
’
&
’
’
’
%
bi si j “ i` 1
ai si j “ i´ 1
´ai ´ bi si j “ i
0 sinon
(2.5)
On note µt la distribution de Xt, @t ě 0.
Partant de ce processus, on cherche à construire un dual de stationnarité forte X˚, à
valeurs dans :
E B tpp, qq P pZY t´8uq ˆ pZY t`8uq; p ď qu
l’ensemble des intervalles de Z, lié à X par le noyau Λ défini par :
Λppp, qq, nq “ µpnq
µprrp, qssq
, @pp, qq P E @n P rrp, qss
(on remarquera au passage que L est bien Λ-intégrable comme requis dans la section 2).
Ici et dans toute la suite, pour pp, qq P E, n P rrp, qss signifie n P rp, qs X Z (on exclut
notamment n “ ˘8).
On munit E de la topologie engendrée par les ouverts suivants :
tpp, qqu
tpp, q ` iq, i P Nu Y tpp,`8qu
tpp´ i, qq, i P Nu Y tp´8, qqu
tp´8, q ` iq, i P Nu Y tZu
tpp´ i,`8q, i P Nu Y tZu
tpp´ i, q ` jq, i, j P Nu Y tZu
avec ´8 ă p ď q ă `8. On pose :
E1 B tpp, qq P Z2; p ď qu
E2 B tp´8, qq P Eu Y tpp,`8q P Eu
E3 B tZu
Soit L˚ un générateur sur E défini de la manière suivante :
L˚ppp, qq, ppi, qiqq “
$
’
’
’
’
’
’
’
’
’
’
’
’
&
’
’
’
’
’
’
’
’
’
’
’
’
%
µprrp´ 1, qssq
µprrp, qssq
bp´1 “: a1p,q ppi, qiq “ pp´ 1, qq
µprrp, q ` 1ssq
µprrp, qssq
aq`1 “: bp,q ppi, qiq “ pp, q ` 1q
µprrp` 1, qssq
µprrp, qssq
ap “: b1p,q ppi, qiq “ pp` 1, qq
µprrp, q ´ 1ssq
µprrp, qssq
bq “: ab,q ppi, qiq “ pp, q ´ 1q
0 pour tout autre ppi, qiq ‰ pp, qq
(2.6)
pour tout pp, qq P E, avec comme convention a8 “ b8 “ a´8 “ b´8 “ 0. Alors, on a
la :
Proposition 2.1.1. Il existe une mesure µ˚0 sur E et un processus minimal X˚ de dis-
tribution initiale µ˚0 et de générateur L˚ tel que X˚ soit Λ-lié avec X.
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Démonstration. D’après le théorème 1.1.1, il suffit d’avoir µ˚0Λ “ µ0 et L˚Λ “ ΛL.
Pour le premier c’est immédiat si on prend la mesure qui ne charge que des singletons :
µ˚0ppm,nqq “ δm,n µ0pnq. Pour le deuxième : @pp, qq P E, @n P Z
pΛLqpp,qq,n “
ÿ
mPZ
Λppp, qq,mq Lpm,nq
“
ÿ
mPrrp,qss
Λppp, qq,mq Lpm,nq
“
µpn´ 1q
µprrp, qssq
δn´1prrp, qssq bn´1
`
µpn` 1q
µprrp, qssq
δn`1prrp, qssq an`1 ´
µpnq
µprrp, qssq
δnprrp, qssq pbn ` anq
“
µpnqrbnpδn,p´1 ´ δn,qq ` anpδn,q`1 ´ δn,pqs
µprrp, qssq
et :
pL˚Λqpp,qq,n “
ÿ
pp1,q1qPE
L˚ppp, qq, pp1, q1qq Λppp1, q1q, nq
“
µpnq
µprrp, qssq
pbp´1δnprrp´ 1, qssq ´ δnprrp, qssqbp´1
` aq`1δnprrp, q ` 1ssq ´ δnprrp, qssqaq`1
` apδnprrp` 1, qssq ´ δnprrp, qssqap
` bqδnprrp, q ´ 1ssq ´ δnprrp, qssqbqq
“
µpnqrbnpδn,p´1 ´ δn,qq ` anpδn,q`1 ´ δn,pqs
µprrp, qssq
“ pΛLqpp,qq,n
On a donc un processus minimal pX˚t q “ pPt, Qtq P E. Les bornes P et Q évoluent
comme des processus de vie et de mort individuellement non-markoviens sur Z, jusqu’à un
possible temps d’explosion T . Ici, le seul état absorbant pour X˚ est Z, mais il se trouve
qu’il ne peut pas être atteint en un nombre fini de sauts depuis un autre état. Il nous faut
donc considérer un processus de saut stratifié associé à L˚, ce qui est rendu possible par
la :
Proposition 2.1.2. L˚ est stratifié sur E, et pE1,E2,E3q est une stratification de L˚.
Démonstration. Pour pX˚t q “ pPt, Qtq un processus minimal associé à L˚ et de loi initiale
µ˚0 , on appelle T son premier temps d’explosion, et on pose :
T1 B
#
T si T est un temps d’explosion pour P
`8 sinon
T2 B
#
T si T est un temps d’explosion pour Q
`8 sinon
de sorte que T “ T1 ^ T2.
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On va montrer que lim
tÑT
Qt “ `8 p.s. si T “ T2, et on en déduit par symétrie que
lim
tÑT
Pt “ ´8 si T “ T1. Pour cela, on considère le processus X˚ “ pP,Qq couplé avec un
processus de vie et de mort (homogène) Z de même loi initiale que Q, correspondant à
l’évolution de la borne droite de X˚ lorsque la borne gauche est en ´8. Un tel couple est
donné par le :
Lemme 2.1.3. Si T “ T2, il existe un couplage pX˚, Zq tel que Qt ě Zt, @0 ď t ď T .
Démonstration. On va construire X̃˚t B p´8, Ztq un processus de Markov de généra-
teur L˚. On simule X˚0 “ pP0, Q0q selon sa loi initiale µ˚0 , et on pose X̃˚0 “ p´8, Q0q.
Le processus Z est un processus de vie et de mort, de taux de décès et de naissance
respectivement :
b̃n “
µprr´8, n` 1ssq
µprr´8, nssq
an`1 et ãn “
µprr´8, n´ 1ssq
µprr´8, nssq
bn
et on a, @pp, qq P E :
bp,q “
µprrp, q ` 1ssq
µprrp, qssq
aq`1
“ p1` µpq ` 1q
µprrp, qssq
qap
ě p1` µpq ` 1q
µprr´8, qssq
qap
“
µps´8, q ` 1sq
µprr´8, qssq
ap
“ b̃q
ap,q “
µprrp, q ´ 1ssq
µprrp, qssq
bq
ď
µps´8, q ´ 1sq
µprr´8, qssq
bq
“ ãq
c’est-à-dire que les naissances se font en moyenne plus rapidement pour le processus pQtqt,
et les décès plus lentement. Pour effectuer le couplage, on procède alors en laissant les
deux processus évoluer indépendamment tant que Qt ą Zt puis, lorsqu’ils se rejoignent,
en « forçant » Zt à descendre si Qt descend, et Qt à monter si Zt monte.
Pour cela, on définit par récurrence la suite pTiq des temps de « jonction » de Qt et Zt
et pT 1i q celle des temps de saut suivant la jonction (on autorise une jonction instantanée,
c’est-à-dire qu’on peut avoir Ti`1 “ T 1i ), et on décrit le comportement du couple pX˚, Zq
entre ces temps. Soit T0 “ 0. @i ě 0, on définit T 1i comme étant une variable aléatoire telle
que T 1i ´Ti suit une loi exponentielle de paramètre λi B ãQTi `bPTi ,QTi `a
1
PTi ,QTi
`b1PTi ,QTi
.
Soit Ti`1 le temps d’arrêt :
Ti`1 B inftt ě T 1i ;Qt “ Ztu
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On impose Qt “ Zt “ QTi et Pt “ PTi , @Ti ă t ă T 1i , puis :
ppPT 1i , QT 1i q, ZT 1i q “
$
’
’
’
’
’
’
’
’
’
’
’
’
’
’
’
’
’
’
&
’
’
’
’
’
’
’
’
’
’
’
’
’
’
’
’
’
’
%
ppPTi , QTi ´ 1q, ZTi ´ 1q avec probabilité
aPTi ,QTi
λi
ppPTi , QTi ` 1q, ZTi ` 1q avec probabilité
b̃QTi
λi
ppPTi , QTiq, ZTi ´ 1q avec probabilité
ãQTi ´ aPTi ,QTi
λi
ppPTi , QTi ` 1q, ZTiq avec probabilité
bPTi ,QTi ´ b̃QTi
λi
ppPTi ´ 1, QTiq, ZTiq avec probabilité
a1PTi ,QTi
λi
ppPTi ` 1, QTiq, ZTiq avec probabilité
b1PTi ,QTi
λi
Ensuite, X˚t et Zt évoluent indépendamment entre les temps T 1i et Ti`1. On a clairement
Qt ě Zt, @0 ď t ď T , il ne reste qu’à vérifier que les marginales pX˚t q et pZtq du processus
ainsi construit correspondent bien aux processus souhaités. Lorsque Zt ă Qt c’est le cas
par définition. Sinon, soit L̄˚ le générateur du processus couplé pX˚, Zq. On a, pour toute
fonction f sur Eˆ Z, pour tout pp, qq P E :
L̄˚fppp, qq, qq “ ap,qpfppp, q ´ 1q, q ´ 1q ´ fppp, qq, qq
` b̃qpfppp, q ` 1q, q ` 1q ´ fppp, qq, qqq
` pãq ´ ap,qqpfppp, qq, q ´ 1q ´ fppp, qq, qqq
` pbp,q ´ b̃qqpfppp, q ` 1q, qq ´ fppp, qq, qqq
` a1p,qpfppp´ 1, qq, qq ´ fppp, qq, qqq
` bp,qpfppp` 1, qq, qq ´ fppp, qq, qqq
Ainsi, si f ne dépend pas de la première variable, on a :
L̄˚fppp, qq, qq “ b̃qpfpq ` 1q ´ fpqqq ` ãqpfpq ´ 1q ´ fpqqq
et si f ne dépend pas de la deuxième variable :
L̄˚fppp, qq, qq “ ap,qpfppp, q ´ 1qq ´ fppp, qqq ` pbp,qpfppp, q ` 1qq ´ fppp, qqq
` a1p,qpfppp´ 1, qqq ´ fppp, qqqq ` bp,qpfppp` 1, qqq ´ fppp, qqqq
ce qui correspond bien aux générateurs respectifs de Z et X˚.
Il ne reste donc plus qu’à montrer :
Zt Ñ
tÑ`8
`8 p.s. (2.7)
X̃˚t “ p´8, Ztq est égal en loi à un dual de X̃t. Ce dernier est récurrent positif, et
pour tout t ě 0, X̃t ď Zt, donc Zt ą 0 infiniment souvent (si on considère la chaîne de
saut sous-jacente). Ceci implique notamment que Zt Ñ
tÑ`8
´8 est impossible p.s..
Si on considère le même processus Z̃t que l’on force à rester sur N en imposant a0 “ 0,
alors la condition pour Z̃t Ñ
tÑ`8
`8 est :
8
ÿ
i“0
i
ź
j“1
ãj
b̃j
ă 8
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Or :
8
ÿ
i“0
i
ź
j“1
ãj
b̃j
“
8
ÿ
i“0
i
ź
j“1
µprr´8, j ´ 1ssqbj
µprr´8, j ` 1ssqaj`1
ď
8
ÿ
i“0
i
ź
j“1
bj
aj`1
ă 8
Par conséquent, Z̃t Ñ
tÑ`8
8 presque sûrement, et donc Zt aussi. En effet, tant que
Zt ą 0, le processus Z se comporte comme Z̃. Si l’on pose τ0 “ 0, σ0 “ inftt ě τ0, Zt “ 0u,
et pour tout i ą 0 :
τi “ inftt ą σi´1, Zt “ 1u et σi “ inftt ą τi, Zt “ 0u
(avec comme convention inf ∅ “ `8), on a Ppτi ă 8 | σi´1 ă 8q “ 1 car Zt ą 0
infiniment souvent et
Ppσi ă 8 | τi ă 8q “ 1´ PpZ̃t ‰ 0, @t ą 0 | Z̃0 “ 1q ă 1
Il existe donc presque sûrement un temps τi pour lequel Zt ą 0 pour tout t ě τi. Comme :
L pZτi`¨ | τi ă 8, σi “ 8q “ L pZ̃ | Z̃0 “ 1, Z̃t ą 0, @t ą 0q
il vient donc Zt Ñ
tÑ`8
8 presque sûrement.
Si au contraire T ă T2 alors Q n’explose pas au temps T et admet donc un dernier
temps de saut Tk avant T et lim
tÑT
Qt “ QTk P Z presque sûrement. En faisant le même
raisonnement avec P , on conclut que lim
tÑT
X˚t existe presque sûrement.
On vérifie alors facilement que les trois conditions pour que E1,E2,E3 forment une
stratification de L˚ sont vérifiées.
Par le Théorème 1.2.7, on est maintenant autorisé à considérer un processus de saut
stratifié X˚ associé au générateur L˚ et à une loi initiale µ˚0 vérifiant µ˚0Λ “ µ0, tel que X˚
soit un dual de stationnarité forte. L’intérêt de ce processus est que l’existence d’un temps
fort de stationnarité pour toute distribution initiale µ0 de X est équivalente à l’absorption
en temps fini de X˚ en Z, pour au moins une distribution initiale µ˚0 telle que µ˚0Λ “ µ0.
L’implication dans un sens est immédiate d’après la définition du noyau Λ et le corollaire
1.2.8, dans l’autre elle découle de la proposition suivante :
Proposition 2.1.4. Si µ0 “ µ|rr´8,0ss et X˚0 “ p´8, 0q p.s., alors le dual X˚ est optimal.
La preuve est identique à celle de Miclo [65], lemme 26.
Démonstration. On utilise la fonction de séparation s (on rappelle que sptq B
sup
m
ˆ
1´ µtpmq
µpmq
˙
, voir [32] (1.3), avec µt “ LpXtq), et le noyau Λ. Si on appelle T B
inftt ą 0;Qt “ 8u le temps d’absorption de X˚, alors :
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sptq “ sup
nPZ
ˆ
1´ µtpnq
µpnq
˙
“ sup
nPZ
E
ˆ
1´ Λps´8, Qts , nq
µpnq
˙
“ 1´ inf
nPZ
E
ˆ
δnps´8, Qtsq
µps´8, Qtsq
˙
“ 1´ lim
nÑ8
E
ˆ
δnps´8, Qtsq
µps´8, Qtsq
˙
“ 1´ PpQt “ 8q
“ PpT ą tq
Ainsi, dans ce cas, le temps d’absorption en Z de X˚ est un temps à la stationnarité
et sa finitude p.s. est équivalente à l’existence d’un temps fort de stationnarité fini (pour
la loi initial µ0).
On est enfin en mesure d’énoncer et de montrer le résultat principal de cette section :
Théorème 2.1.5. Il existe un temps fort de stationnarité fini pour le processus X, pour
toute distribution initiale, si et seulement si :
8
ÿ
i“1
µpi` 1q
i
ÿ
j“1
1
µpjqbj
ă 8 (2.8)
et
8
ÿ
i“1
µp´i´ 1q
i
ÿ
j“1
1
µp´jqa´j
ă 8 (2.9)
Démonstration. ‚ Condition nécessaire :
On se place dans les conditions de la proposition 2.1.4, c’est-à-dire µ0 “ µ|rr´8,0ss
et X˚0 “ rr´8, 0ss p.s.. On a vu que dans ce cas, X˚ est optimal, et donc s’il existe
un temps fort de stationnarité alors X˚ est absorbé en temps fini p.s.. Or, ceci est
vrai si et seulement si la série
8
ÿ
i“1
i
ź
j“1
ãj
b̃j
i
ÿ
k“1
k
ź
l“1
b̃l´1
ãl
converge. En effet, il s’agit du critère d’explosion d’un processus de vie et de mort
sur N (voir par exemple [3], section 8.1), que l’on étend ici à une chaîne sur Z
à valeur dans N infiniment souvent, de la même manière que pour (2.7). Cette
condition se reformule ainsi :
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Figure 2.1 – Exemple de graphe considéré
8
ÿ
i“1
i
ź
j“1
bjµps´8, j ´ 1sq
aj`1µps´8, j ` 1sq
i
ÿ
k“1
k
ź
l“1
al
bl
ă 8
ô
8
ÿ
i“1
i
ź
j“1
bj
aj`1
i
ÿ
k“1
k
ź
l“1
al
bl
ă 8
ô
8
ÿ
i“1
µpi` 1q
i
ÿ
j“1
1
µpkqbk
ă 8
où on a utilisé le fait que µprr´8, jssq est borné pour j P N. Ceci prouve que
(2.8) est une condition nécessaire. On traite (2.9) de la même manière, en prenant
µ|rr0,`8ss comme loi initiale pour le processus X, X˚0 “ rr0,`8ss presque sûrement
et en considérant la borne gauche du processus dual X˚.
‚ Condition suffisante :
Inversement, si le processus X˚ partant de rr´8, 0ss (resp. rr0,8ss) est absorbé en
temps fini p.s., alors d’après la Proposition 2.1.3, il existe un dual qui le sera aussi,
pour toute loi initiale µ0 ce qui conclut la preuve.
2.2 Marche aléatoire sur un graphe
Le cas précédent peut être considéré comme une marche aléatoire sur un graphe, où Z
est vu comme un graphe constitué uniquement de deux branches infinies reliées en 0. On
cherche maintenant à étendre le résultat obtenu dans la section précédente à des graphes
comportant un nombre fini de branches infinies, plus un nombre fini de sommets, comme
représenté dans la figure 2.1
2.2.1 Définition du cadre et notations
On considère donc un générateur L sur un ensemble dénombrable G, irréductible et
tel que pour tout x P G l’ensemble ty P G : Lx,y ą 0 ou Ly,x ą 0u est fini. Soit pXtqtě0 un
processus minimal de générateur L et µ0 sa loi initiale. On munit alors G d’une structure
de graphe simple, non-orienté, à poids et connexe, où deux sommets distincts p et q P G
sont reliés par une arête si et seulement si Lp,q ‰ 0 ou Lq,p ‰ 0 (chaque sommet est donc
de degré fini).
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On suppose que L est non-explosif, récurrent positif et réversible, et on note µ sa
mesure stationnaire. On rappelle que µ vérifie (21) :
µpqqLq,p “ µppqLp,q, @p, q P G
et en particulier, Lp,q ‰ 0 implique Lq,p ‰ 0. Cette égalité ainsi que
ř
q
Lp,q “ 0 seront à la
base de tous les calculs qui suivent. On suppose de plus que :
ÿ
xPG
µpxqLx ă 8
Commençons par poser le vocabulaire et les notations qui seront utilisées dans la suite.
Définition 2.2.1. (i) Pour toute partie Q Ă G, on notera Qc le complémentaire de Q
dans G.
(ii) Deux sommets p, q P G sont dits voisins si ils sont reliés par une arête.
Pour Q Ă G et q P Q, on note VQpqq l’ensemble des voisins de q dans Q, Vpqq B
VGpqq et VpQq B tq1 P VQcpqq, q P Qu.
(iii) Le degré d’un sommet est le nombre de ses voisins.
(iv) Un chemin entre deux sommets p, q P G est une suite de sommets p “ p1, . . . , pn “ q
telle que pi et pi`1 soient voisins, pour tout 1 ď i ă n, et que tous les pi soient
distincts.
(v) Un sous-ensemble Q de G est dit connexe si entre n’importe quel couple de sommets
de Q il existe un chemin inclus dans Q. Il est dit convexe si tout chemin entre deux
sommets de Q est inclus dans Q.
(vi) Si Q1 Ă Q Ă G, Q1 est une composante connexe de Q si Q1 est connexe et maximal
(pour l’inclusion) parmi les sous-ensembles connexes de Q. On note C pQq l’ensemble
des composantes connexes de Q.
(vii) On appelle centre de G et on note CG la réunion de tous les chemins entre deux
sommets de degrés différents de deux (c’est-à-dire l’enveloppe convexe de l’ensemble
de ces sommets).
(viii) On appelle branche infinie toute composante connexe (nécessairement infinie) de
GzCG. On note Qi, i P I les différentes branches infinies de G.
(ix) A chaque branche infinie Qi, on adjoint un point à l’infini noté ∆i. On note Q̄i “
Qi Y t∆iu.
(x) Dans le cas où CG est non vide, si l’on munit N d’une structure de graphe où il
existe une arête entre n et m P N si et seulement si |n ´m| “ 1, alors chaque Qi
est isomorphe à N en tant que graphe et on note ϕi : N Y t8u Ñ Q̄i l’unique iso-
morphisme correspondant, complété en posant ϕip8q “ ∆i. On utilisera également
la notation suivante :
ϕiprrp,8ssq B
ď
qěp
tϕipqqu Y t∆iu
(xi) On note, comme en (20) :
µipnq B
n´1
ź
k“0
Lϕipkq,ϕipk`1q
Lϕipk`1q,ϕipkq
“
µpϕipkqq
µpϕip0qq
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On suppose donc que CG est fini, ainsi que le nombre de branches infinies (I “
rr1, . . . , N ss avec N P N), et non vide (le cas où CG est vide correspond à G “ Z, qui
a été traité dans la section précédente). Dans ce contexte on pose :
Ḡ “ GY
ď
iPI
t∆iu
et on définit une métrique d̄ sur Ḡ de la manière suivante :
— Si p, q P Qi, i P I :
d̄pp, qq “
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ϕ´1pqq
ÿ
n“ϕ´1i ppq`1
1
n2
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
et :
d̄pp,∆iq “ d̄p∆i, pq “
`8
ÿ
n“ϕ´1i ppq`1
1
n2
— Si p, q P CG :
d̄pp, qq “ inftcardpγq, γ chemin entre p et qu ´ 1
c’est-à-dire la longueur du plus court chemin (en particulier, si p et q sont voisins,
alors d̄pp, qq “ 1).
— Si i P I et ppi, qiq est l’unique paire voisine dans Qi ˆ CG, on pose :
d̄pq, pq “ d̄pp, qq B 1` d̄pp, piq ` d̄pqi, qq, @p P Q̄i, @q P CG
et :
d̄pq, pq “ d̄pp, qq B d̄pp, qiq ` d̄pqi, qq, @p P Q̄i @q P Q̄j pi ‰ jq
Remarque 2.2.2. Si p1, p2, p3 P Qi, i P I, sont trois sommets d’une même branche
infinie alors d̄pp1,∆iq ă d̄pp2,∆iq ă d̄pp3,∆iq, si et seulement si l’unique chemin entre p1
et p3 contient p2.
Il est facile de vérifier que G muni de cette métrique est compacte : la topologie induite
sur chacune des branches est celle du compactifié d’Alexandrov.
Soit G˚ l’ensemble des compacts connexes non vides de Ḡ, muni de la distance de
Hausdorff :
d˚pQ,Q1q B maxtsup
pPQ
inf
p1PQ1
d̄pp, p1q, sup
p1PQ1
inf
pPQ
d̄pp, p1qu
C’est un sous-espace fermé de l’espace des parties compactes (muni de la distance de
Hausdorff). On rappelle que ce dernier est compact et donc G˚ aussi.
Décrivons un peu ces deux espaces métriques.
En notant Bdpx, εq (respectivement B̄dpx, εq) la boule ouverte (respectivement fermée) de
centre x et de rayon ε pour une métrique d, on a :
Bd̄pp, 1{2q “ B̄d̄pp, 1{2q “ tpu, @p P CG
Bd̄pϕippq,
1
pp` 1q2 q “ B̄d̄pϕippq,
1
2pp` 1q2 q “ tpu, @p P N, @i P I
Bd̄p∆i, εq “ tϕipnq;
`8
ÿ
j“n`1
1
j2
ă εu @i P I, @ε ă
`8
ÿ
j“0
1
j2
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B̄d̄p∆i, εq “ tϕipnq;
`8
ÿ
j“n`1
1
j2
ď εu @i P I, @ε ă
`8
ÿ
j“0
1
j2
Les ensembles ci-dessus sont donc les ouverts élémentaires de la topologie induite par
la métrique d̄. En particulier chaque singleton est fermé (comme complémentaire d’une
réunion dénombrable d’ouverts), et chaque singleton de G est aussi ouvert. De plus, les
∆i sont les seuls points d’accumulations de Ḡ.
Les éléments de G˚ sont des compacts (donc des fermés) de Ḡ, c’est-à-dire des réunions
finies de singletons de G et de voisinages de ∆i tels que décrits précédemment.
Les affirmation précédentes sont faciles à vérifier à partir des définitions. Le résultat
suivant n’est pas beaucoup plus difficile :
Lemme 2.2.3. Soit Q P G˚, et I0 B ti P I; ∆i P Qu. Alors, pour tout η ą 0, il existe
ε ą 0 tel que pour tout Q1 P Bd˚pQ, εq :
Q1z
˜
ď
iPI0
Bd̄p∆i, ηq
¸
“ Qz
˜
ď
iPI0
Bd̄p∆i, ηq
¸
Autrement dit, un voisin « suffisamment proche » de Q doit coïncider avec Q en dehors
de voisinages des ∆i P G. En particulier, si Q P G˚ est inclus dans G, alors Q est un point
isolé (dans le sens où tQu est un voisinage ouvert de Q).
Démonstration. Il suffit de prendre :
ε ă inftd̄pp, qq; p, q R
ď
iPI0
Bd̄p∆i, ηq, p P Qu
Pour tout i P I Y t0u, on pose :
G˚i B tQ P G
˚; |tj P I; ∆j P Qu “ iu (2.10)
l’ensemble des compacts connexes non-vides de G qui contiennent exactement i points
∆j.
2.2.2 Générateur dual
On définit un générateur L˚ sur G˚ par :
@Q ‰ Q1 P G˚, L˚Q,Q1 B
$
’
’
’
’
’
&
’
’
’
’
’
%
ˆ
µpQ1q
µpQq
˙
ř
qPQ
Lp,q si Q1 “ QY tpu, p R Q
ˆ
µpQ1q
µpQq
˙
ř
qRQ
Lp,q si Q1 P C pQztpuq, p P Q
0 sinon
(2.11)
(où on rappelle que C pQq désigne l’ensemble des parties connexes de Q).
On remarque que les coefficients ci-dessus sont bien définis, puisque si Q1 P C pQztpuqX
C pQztquq avec p, q P Q, alors nécessairement p, q R Q1 et Q1Ytpu, Q1Ytqu sont connexes,
donc p “ q.
La dynamique d’un processus minimal X˚ de générateur L˚ est à comprendre ainsi :
à chaque temps de saut, on rajoute à X˚ un point voisin, ou on lui enlève un point voisin
de son complémentaire. Lorsque le fait d’enlever un point sépare X˚ en plusieurs parties
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connexes, on choisit l’une de ces parties avec une probabilité proportionnelle à son poids
relativement à µ.
De là, on déduit que le nombre de transitions possibles est borné : pour un Q P G˚
donné, le nombre de Q Y tpu avec p P V pQq est majoré par |CG| ` N et le nombre de
Q1 P C pQztpuq avec p P V pQcq est borné (grossièrement) par |CG|2.
Lemme 2.2.4. L˚ est un générateur stratifié sur G˚, et pG˚0 , . . . , G˚Nq en est une strati-
fication.
Démonstration. Les G˚i sont disjoints et les coefficients de L˚ empêchent toute transition
d’un ensembleG˚i à un ensembleG˚j , si j ą i. Les deux premières conditions de la définition
1.2.1 sont donc remplies.
Soit X˚ une trajectoire d’un processus minimal associé au générateur L˚. On appelle
Tn, n P N la chaîne des temps de sauts de X˚, pYnqnPN sa chaîne de sauts et T “ limTn
son temps d’explosion, que l’on suppose fini. Y passe donc par un nombre infini d’états
et visite chacun d’eux un nombre fini de fois. Comme G˚ est compact, il en résulte que Y
admet au moins un point d’accumulation, qui est un point d’accumulation de G˚. S’il est
unique alors Yn converge vers ce point. Supposons donc par l’absurde qu’il en existe deux
distincts, que l’on appelle E1 et E2, limites respectives de deux sous-suites pYφ1pnqqn et
pYφ2pnqqn de pYnqn. L’idée de ce qui suit est de montrer qu’on ne peut pas passer infiniment
souvent d’une sous-suite à l’autre.
Puisque E1 et E2 sont deux compacts connexes de Ḡ et E1 ‰ E2, il existe p P G tel
que p P E1 et p R E2 (ou l’inverse).
D’après le lemme 2.2.3, il existe n1, n2 P N tels que p P Yφ1pnq, @n ą n1 et p R Yφ2pnq,
@n ą n2. Après le temps maxtφ1pn1q, φ2pn2qu la chaîne Y effectue donc une infinité de
transition d’un état Q contenant un voisin de p à l’état Q Y tpu. Le taux d’une telle
transition étant majoré par :
˜
1` sup
qPV ppq
µppq
µpqq
ÿ
q1PV ppq
Lp,q1
¸
ă 8
c’est impossible presque sûrement.
La suite pYnqn admet donc une limite unique p.s. E P G˚k, k P I Y t0u.
Soit I0 B ti P I; ∆i P Eu. D’après le lemme 2.2.3, pour tout η ą 0, il existe n1 tel que
pour tout n ą n1 :
Ynz
˜
ď
iPI0
Bd̄p∆i, ηq
¸
“ Ez
˜
ď
iPI0
Bd̄p∆i, ηq
¸
En particulier, si i R I0, alors ∆i R Yn. De plus, il existe n ą n1 tel que Yn ‰ E, et
puisque Yn est connexe, il existe i P I0 tel que ∆i R Yn. Le nombre de ∆i dans Yn est donc
strictement plus petit que dans E, c’est-à-dire Yn P G˚j avec j ă k.
Maintenant, le nombre de transitions du processus minimal d’un G˚i vers un G˚j , i ‰ j,
est fini p.s. (puisqu’elles ne se font que si j ă i) et donc il en existe une dernière avant
le temps d’explosion. Soit Tn2 le temps de cette dernière transition et G˚j , j ă k, l’espace
d’arrivée (Yn2 P G˚j ), alors, pour tout t P rTn2 , T r , Xt P G˚j . La troisième condition est
donc aussi satisfaite.
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On définit le noyau Λp¨, ¨q par :
@Q P G˚, p P G, ΛpQ, pq “ µppqδppQq
µpQq
(2.12)
de sorte que Λ est continu en la première variable et que L satisfait bien la condition de
Λ-intégrabilité.
Lemme 2.2.5. L et L˚ vérifient L˚Λ “ ΛL.
Démonstration. Soient Q P G˚ et p P G. Si p R Q, alors :
ÿ
Q1PG˚
L˚Q,Q1ΛpQ1, pq “
ÿ
qPG
L˚Q,QYtqu
µppqδppQY tquq
µpQY tquq
“ L˚Q,QYtpu
µppq
µpQY tpuq
“
µppq
µpQq
ÿ
qPQ
Lp,q
“
ÿ
qPQ
µpqq
µpQq
Lq,p
“
ÿ
qPQ
ΛpQ, qqLq,p
D’autre part, si p P Q, alors :
ÿ
Q1PG˚
L˚Q,Q1ΛpQ1, pq “
ÿ
qRQ
L˚Q,QYtqu
µppq
µpQY tquq
`
ÿ
q‰pPQ
ÿ
Q1PC pQztquq
L˚Q,Q1
µppqδppQ
1q
µpQ1q
` L˚Q,QΛpQ, pq
“
ÿ
qRQ
ÿ
q1PQ
µppq
µpQq
Lq,q1 `
ÿ
q‰pPQ
ÿ
q1RQ
µppq
µpQq
Lq,q1
´
µppq
µpQq
˜
ÿ
qRQ
ˆ
1` µpqq
µpQq
˙
ÿ
q1PQ
Lq,q1 `
ÿ
qPQ
ˆ
1´ µpqq
µpQq
˙
ÿ
q1RQ
Lq,q1
¸
“
µppq
µpQq
˜
ÿ
qRQ,q1PQ
µpqq
µpQq
Lq,q1 ´
ÿ
qPQ,q1RQ
µpqq
µpQq
Lq,q1 ´
ÿ
q1RQ
Lp,q1
¸
“
µppq
µpQq
˜
ÿ
qRQ,q1PQ
µpq1q
µpQq
Lq1,q ´
ÿ
qPQ,q1RQ
µpqq
µpQq
Lq,q1 ´
ÿ
q1RQ
Lp,q1
¸
“ ´
ÿ
q1RQ
µppq
µpQq
Lp,q1
“
ÿ
qPQ
µppq
µpQq
Lp,q
“
ÿ
qPQ
µpqq
µpQq
Lq,p
On a donc montré que pL˚ΛqQ,p “ pΛLqQ,p.
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Grâce aux deux lemmes précédents et au théorème 1.2.7 on déduit que quelle que soit
la loi initiale µ0 de X, il existe un processus stratifié de générateur L˚ qui soit Λ–lié à X
(en prenant comme loi initiale pour X˚, par exemple, µ˚0pAq “
ř
xPS
µ0pxq1A“txu pour tout
A P S˚). Dans ce cas, par définition de Λ, X˚ est aussi un dual de stationnarité forte pour
X
On remarque facilement qu’il existe N ` 1 états absorbants pour un processus X˚ de
générateur L˚ : chacun des singletons t∆iu et Ḡ tout entier. Cependant, en entrelaçant
X et X˚ par Λ, on a :
0 “PpXt “ ∆i | X˚0 ‰ t∆iuq
ěPpXt “ ∆i | X˚t “ t∆iu, X˚0 ‰ t∆iuq PpX˚t “ t∆iu | X˚0 ‰ t∆iuq
ěPpXt “ ∆i | X˚t “ t∆iuq PpX˚t “ t∆iu | X˚0 ‰ t∆iuq
“PpX˚t “ t∆iu | X˚0 ‰ t∆iuq (2.13)
car X est non-explosif. On en conclut que le seul état absorbant pouvant être atteint en
temps fini est Ḡ.
2.2.3 Comportement du processus dual
Il nous reste donc à étudier le temps d’absorption de X˚. Plus précisément, on va
étudier le comportement des bornes de X˚ sur chaque branche infinie en les comparant à
des processus de vie et de mort sur N.
Pour tout i P I, pour tout p P N, on pose :
Gip B Ḡzϕiprrp` 1,8ssq “
ď
j‰i
Q̄j Y CG Y ϕiprr0, pssq P G˚ (2.14)
(c’est-à-dire l’élément de G˚ contenant Ḡ tout entier sauf les points de Q̄i au-delà de
ϕippq), et :
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Lip,p`1 B
ˆ
µpGip`1q
µpGipq
˙
Lϕipp`1q,ϕippq “ L˚Gip,Gip`1
Lip`1,p B
ˆ
µpGipq
µpGip`1q
˙
Lϕipp`1q,ϕipp`2q “ L˚Gip`1,Gip
Lip,p “ ´Lip,p`1 ´ Lip,p´1
On définit ainsi des matrices pLip,qqp,qPN de générateurs de processus de vie et de mort sur
N.
Lemme 2.2.6. Il existe λ ą 0 tel que, pour tout i P I et toute mesure de probabilité µ˚0
sur G˚, il existe une famille pX˚, Y, Ziq telle que :
— Le couple pX˚, Ziq est markovien et ses marginales X˚ et Zi sont des processus de
Markov, de générateurs respectifs L˚ et Li.
— Y est une variable aléatoire de loi exponentielle de paramètre λ.
— Y et Zi sont indépendantes.
— X˚ a pour loi initiale µ˚0 .
— Pour tout t ą s ą 0 :
PpX˚t X ϕiprrZit ,8ssq ‰ ∅ | t ă Y, X˚0 Ę Gi0q “ 1
PpX˚s X CG Ă X˚t | t ă Y q “ 1
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Démonstration. Nous allons commencer par distinguer différents types de transition pour
le processus X˚. Le premier type de transition est celui qui ne modifie X˚ que d’un point
situé sur Qi. Les transitions concernées sont le passage d’un état Q à l’état QY tϕippqu,
ou à l’état Qztϕipp ´ 1qu, où p “ suptq P N; ϕipqq P Qu ` 1. Ces transitions nous
« éloignent ou nous rapprochent d’une étape » d’un état contenant le point ∆i. On notera
donc A`i pQq “ Q Y tϕippqu, A´i pQq “ Qztϕipp ´ 1qu et AipQq “ tA`i pQq, A´i pQqu, pour
tout Q P G˚.
Le deuxième type de transition est celui qui est susceptible d’enlever plusieurs points
d’un coup. Pour cela, il faut p P Q P G˚ tels que Qztpu ne soit pas connexe et p P V pQcq.
Ceci n’est possible que si p P CG. On pose donc naturellement, pour tout Q P G˚ :
BpQq B tQ1 P C pQztpuq; p P QX CGu
Dans le troisième type on regroupe toutes les autres transitions, celles qui n’influent
pas dans notre problématique :
CipQq “ tQ
1
P G˚ : LQ,Q1 ą 0, Q1 R AipQq YBpQqu
pour tout Q P G˚. Ces transitions sont celles qui enlèvent un point de Qj, j ‰ i ou qui
ajoutent un point qui n’est pas dans Qi.
On parlera de transition de type A`i (resp. A´i , resp. B, resp. C) pour une transition
d’un état Q P G˚ à un état Q1 “ A`i pQq (resp Q1 “ A´i , resp. Q1 P BpQq, resp. Q1 P CipQq).
On remarque que l’ensemble tLQ,Q1 : Q P G˚, Q1 P BpQqu est borné. En effet, si Q P G˚
est tel que BpQq est non vide, alors il contient un point de CG, donc :
µpQq ě inftµppq; p P CGu “: a1
et si p0 P QX CG, alors :
ÿ
qRQ
Lq,p0 ď sup
pPCG
ÿ
qPV pCGq
Lq,p “: a2
ce qui donne pour tout Q1 P C pQztp0uq :
L˚Q,Q1 “
µpQ1q
µpQq
ÿ
qRQ
Lq,p0
ď
1
a1
a2
L’ensemble t|BpQq|; Q P G˚u étant également borné par une constante a3 (grossière-
ment, N ` |CG|), on en déduit :
ÿ
Q1PBpQq
L˚Q,Q1 ď
a2a3
a1
“: λ
cette constante ne dépendant pas de Q
On observe enfin que pour tout p P N, si ϕippq P Q et ϕipp ` 1q R Q, Q P G˚, alors
L˚
Q,A`i pQq
ě Lip,p`1 et L˚Q,A´pQq ď Lip,p´1.
Nous allons maintenant, grâce aux remarques précédentes, construire la famille pX˚, Y,
Ziq en empêchant toute transition de type B avant le temps Y , et en forçant Zi à descendre
en cas de transition de type A´i ou en imposant une transition de type A`i si Zi monte,
lorsque cela est nécessaire. Bien sûr, toute cette construction se fait uniquement lorsque
X˚0 contient au moins un point de Qi.
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Construction de la famille pX˚, Y, Ziq : Dans le but de se ramener à un processus
de Markov, on va construire pX˚, N, Ziq, où N est un processus de Poisson d’intensité
λ ; Y est alors le premier temps de saut de N . On commence par simuler X˚ selon la loi
µ˚0 . Si X˚0 XQi “ ∅, on arrête là la construction (on laisse par exemple X˚ et Zi évoluer
indépendamment selon leur générateur respectif et on tire Y indépendamment). Sinon,
on pose Zi0 “ suptp P N : ϕippq P X˚0 u et T0 “ 0.
On suppose pX˚, N, Ziq construit jusqu’au temps Tn, n ě 0, et ZiTn “ p et X˚Tn “ Q.
Si Nt ě 1, la construction est terminée est on laisse X˚ et Z évoluer indépendamment.
Sinon, on distingue alors deux cas :
— Premier cas : ϕipZiTnq R A
´
i pX
˚
Tnq
C’est le cas où ZiTn se trouve « au bout » de X˚Tn , et il faut donc faire attention à
ce qu’il n’en sorte pas au temps Tn`1. On tire alors une variable exponentielle ε1n
de paramètre λ et une autre, ε2n, indépendante de ε1n et de paramètre :
Λ2n B
ÿ
Q1PCipQq
L˚Q,Q1 ` L˚Q,A`pQq ` Lip,p´1
On pose Tn`1 “ Tn ` ε1n ^ ε2n. Si ε1n ă ε2n, on impose NTn`1 “ 1 et on choisit
X˚Tn`1 “ Q
1 avec probabilité
L˚Q,Q1
λ
, pour tout Q1 P BpQq. La somme de ces proba-
bilités peut être strictement inférieure à 1, et si aucun de ces états n’est choisi, on
reste en Q.
Si ε1n ą ε2n, on laisse NTn`1 en 0, et on pose :
pX˚Tn`1 , Z
i
Tn`1q “
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pQ1, pq avec probabilité
L˚Q,Q1
Λ2n
, Q1 P CipQq
pQ1, p` 1q avec probabilité
Lip,p`1
Λ2n
, Q1 “ A`i pQq
pQ1, pq avec probabilité
L˚Q,Q1 ´ Lip,p`1
Λ2n
, Q1 “ A`i pQq
pQ, p´ 1q avec probabilité
Lip,p´1 ´ L˚Q,A´i pQq
Λ2n
pQ1, p´ 1q avec probabilité
Lip,p´1
Λ2n
, Q1 “ A´i pQq
— Deuxième cas : ϕipZiTnq P A
´
i pX
˚
Tnq
Dans ce cas, il n’y a pas besoin de s’assurer que « le bout » de X˚ reste au-dessus
de Zi, mais seulement de vérifier si une transition de type B a lieu. On tire donc
une variable exponentielle ε1n de paramètre λ et une autre, ε2n, indépendante de ε1n
et de paramètre :
Λ2n B
ÿ
Q1PCipQqYAipQq
L˚Q,Q1 ` Lip,p´1 ` Lip,p´1
On pose Tn`1 “ Tn ` ε1n ^ ε2n. Si ε1n ă ε2n, on procède exactement comme dans le
premier cas. Sinon, on choisit :
pX˚Tn`1 , Z
i
Tn`1q “
$
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pQ1, pq avec probabilité
L˚Q,Q1
Λ2n
, Q1 P CipQq Y AipQq
pQ, p` 1q avec probabilité
Lip,p`1
Λ2n
pQ, p´ 1q avec probabilité
Lip,p´1
Λ2n
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Par construction, on a bien X˚t X ϕiprrZit ,8ssq ‰ ∅ si t ă Y , et Y et Zi indépen-
dantes, jusqu’au premier temps d’explosion τ1 B limTn. On vérifie comme dans
le Lemme 2.1.3 que les processus ont bien les générateurs recherchés. Partant du
premier temps d’explosion, on recommence la construction de la même manière.
Lemme 2.2.7. Pour tout i P I, si Zi est un processus de générateur Li, alors le temps
d’explosion de Zi est fini presque sûrement si et seulement si la condition (22) :
8
ÿ
j“1
µipj ` 1q
j
ÿ
k“1
1
µipkqLϕipkq,ϕipk`1q
ă 8 (2.15)
est remplie. Sinon, il est non-explosif.
Démonstration. On rappelle que le critère d’explosion pour Zi est :
8
ÿ
i“1
i
ź
j“1
Lij,j´1
Lij,j`1
i
ÿ
k“1
k
ź
l“1
Lij´1,j
Lij,j´1
ă 8
(cf [3], section 8.1). C’est-à-dire :
8 ą
8
ÿ
n“1
n
ź
j“1
ˆ
µpGij´1q
µpGijq
˙
Lϕipjq,ϕipj`1q
ˆ
µpGij`1q
µpGijq
˙
Lϕipj`1q,ϕipjq
n
ÿ
k“1
k
ź
l“1
ˆ
µpGijq
µpGij´1q
˙
Lϕipjq,ϕipj´1q
ˆ
µpGij´1q
µpGijq
˙
Lϕipjq,ϕipj`1q
ě
8
ÿ
n“1
n
ź
j“1
µpGij´1qLϕipjq,ϕipj`1q
µpGij`1qLϕipj`1q,ϕipjq
n
ÿ
k“1
k
ź
l“1
Lϕipjq,ϕipj´1q
Lϕipjq,ϕipj`1q
ě
8
ÿ
n“1
n
ź
j“1
µpGi0qLϕipjq,ϕipj`1q
Lϕipj`1q,ϕipjq
n
ÿ
k“1
k
ź
l“1
Lϕipjq,ϕipj´1q
Lϕipjq,ϕipj`1q
ě
µpGi0q
µpϕip0qq
8
ÿ
n“1
µpϕipn` 1qq
n
ÿ
k“1
1
µpϕipkqqLϕipkq,ϕipk`1q
“
µpGi0q
µpϕip0qq
8
ÿ
n“1
µipn` 1q
n
ÿ
k“1
1
µipkqLϕipkq,ϕipk`1q
où les Gij sont les sous-ensembles de G˚ définis en (2.14).
L’intérêt des générateurs Li est donc de fournir une condition suffisante à l’explosion
d’un processus X˚ de générateur L˚ le long de chacune des branches Qi. On obtient une
condition nécessaire de manière similaire en définissant, pour tout i P I, pour tout n P N
et p ě n :
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Li,np,p`1 B
ˆ
1` µpϕipp` 1qq
µpϕiprn, psqq
˙
Lϕipp`1q,ϕippq “ L˚ϕiprn,psq,ϕiprn,p`1sq
Li,np,p´1 B
ˆ
1´ µpϕippqq
µpϕiprn, psqq
˙
Lϕipp´1q,ϕippq “ L˚ϕiprn,psq,ϕiprn,p´1sq
Li,np,p “ ´L
i,n
p,p`1 ´ L
i,n
p,p´1
Les matrices pLi,np,qqp,qěn définissent des générateurs de processus de vie et de mort sur
rn,`8s. Exactement comme précédemment, on a les deux lemmes suivants :
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Lemme 2.2.8. Pour chaque i P I, et pour toute mesure de probabilité µ˚0 sur G˚, il existe
un processus X˚ de générateur L˚ et de loi initiale µ˚0 et une suite pZi,nqnPN de processus
de vie et de mort tels que, pour tout n P N, Zi,n a pour générateur Li,n et :
PpX˚t X ϕiprrZ
i,n
t ,8ssq Ă tϕipZ
i,n
t qu | ∆i R X˚0 , t ă Tnq “ 1
pour tout t ą 0, avec Tn B infts ą 0; X˚s XGin “ ∅u.
Démonstration. Il suffit d’adapter légèrement la preuve du lemme 2.1.3. Cette fois on
laisse X˚ et chacun des Zi,n évoluer indépendamment jusqu’au temps
τ B inftt ą 0; Dn P N : Zi,n P X˚t u
puis on applique la même méthode pour forcer X˚ à rester dans GiZi,n . Lorsque X˚ sort
entièrement de Gin, les taux de transitions sont tels qu’il devient impossible de le coupler
ainsi avec Zi,n
Lemme 2.2.9. Si Zi,n est un processus de générateur Li,n, avec i P I, n P N alors le
temps d’explosion de Zi,n est fini presque sûrement si et seulement si :
8
ÿ
j“n`1
µipj ` 1q
j
ÿ
k“n`1
1
µipkqLϕipkq,ϕipk`1q
ă 8 (2.16)
Théorème 2.2.10. Soit X˚ un processus de générateur L˚. S’il existe i P I tel que la
condition (22) n’est pas remplie, alors pour tout t ą 0 :
Pp∆i P X˚t | ∆i R X˚0 q “ 0
Réciproquement, si pour tout i P I la condition (22) est remplie alors, presque sûrement,
il existe T ă 8 tel que X˚t “ Ḡ, @t ą T .
Démonstration. La première partie se démontre à partir des lemmes 2.2.8 et 2.2.9. En
effet, soit i P I tel que la condition (22) ne soit pas remplie. On constate immédiatement
que pour tout n P N, la condition (2.16) ne l’est pas non plus. Soit donc une famille de
processus pX̃˚, pZi,nqnPNq comme dans le lemme 2.2.8, X̃˚ ayant même loi que X˚. On a
alors, pour tout t ą 0 :
Pp∆i P X˚t | ∆i R X˚0 q “ Pp∆i P X̃˚t | ∆i R X̃˚0 q
ď Pp
č
nPN
tX̃˚t X ϕiprrZ
i,n
t ` 1,8ssq ‰ ∅u | ∆i R X̃˚0 q
ď Pp
č
nPN
tt ě Tnu | ∆i R X̃˚0 q
“ PpDs ď t; X̃˚s “ t∆iu | ∆i R X̃˚0 q
“ PpX̃˚t “ t∆iu | ∆i R X̃˚0 q
et cette dernière probabilité vaut 0 d’après (2.13).
La deuxième partie se démontre grâce aux lemmes 2.2.6 et 2.2.7. Remarquons que
puisque X˚ a la loi d’un dual de X, lequel est récurrent positif, X˚ va atteindre CG
en temps fini presque sûrement. On peut donc supposer sans perte de généralité que le
processus commence à cet instant, et donc que X˚0 contient au moins un point de CG.
Lorsque le processus X˚ atteint un état contenant un ∆i (nécessairement après un
temps d’explosion), celui-ci ne peut sortir de X˚ qu’en même temps que tout le reste
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de la branche Qi et que le point pi de CG voisin de Qi. Cet événement correspond à
une transition de type B (cf démonstration du lemme 2.2.6). L’idée est donc de montrer
que le processus peut atteindre successivement chacun des ∆i sans perdre de points de
CG (et donc sans perdre les ∆i déjà gagnés). Pour cela, on minore, uniformément sur
les conditions initiales, les probabilités d’atteindre chacun des ∆i avant une transition
de type B. Cette minoration se fait en deux temps : d’abord, on minore la probabilité
d’atteindre ϕip0q en suivant un chemin donné, pour ensuite coupler notre processus avec
Y et Zi comme dans le lemme 2.2.6.
Pour chaque i P I, on note fi : G˚ Ñ G˚ la fonction définie par :
fipQq “ QX pCG Y tϕip0quq
Un moyen de garantir l’absence de transition de type B sur un intervalle de temps r0, ts
est de demander que fipX˚q soit croissante (au sens de l’inclusion) sur cet intervalle.
Soient t ą 0, i P I, C Ă CG Y tϕip0qu tel que C Ę tϕip0qu (donc C contient au
moins un point de CG), Q P G˚ tel que fipQq “ C et pq0, . . . , qn0q un chemin avec
q0 P C, q1, . . . qn0´1 P CGzC et qn0 “ ϕip0q. Si n0 “ 0, c’est que ϕip0q P Q. On note
Cn “ C Y tq1u Y ¨ ¨ ¨ Y tqnu, 0 ď n ď n0. On note également Tk le k-ème temps de saut
de X˚, k P N, avec T0 “ 0, pYkqkPN la chaîne de sauts sous-jacente : X˚Tk “ Yk pour
tout k P N et Tφpkq la sous-suite des temps de sauts de fipXq. Les processus pTφpkqq et
pfipYφpkqqq, traduisant l’évolution de X˚ sur CGYtϕip0qu, ne sont pas markoviens, mais on
peut aisément minorer les probabilités de transition à l’aide du processus X˚. Le premier
objectif est de minorer PpfipX˚t q “ Cn, fipX˚q croissante sur r0, ts | X˚0 “ Qq par une
constante ne dépendant pas de Q. On commence grossièrement :
PpfipX˚t q “ Cn, fipX˚q croissante sur r0, ts | X˚0 “ Qq
ěP
˜
n0
č
k“1
tTφpkq ´ Tφpk´1q ď t{n0 , fipYφpkqq “ C
k, Tφpn0`1q ´ Tφpn0q ą tu | X
˚
0 “ Q
¸
“
n0
ź
k“1
Ppεk P r0, t{n0sq pk ˆ Ppεn0`1 ą t{n0q (2.17)
où pour tout k ď n0 ` 1 :
εk „ L pTφpkq ´ Tφpk´1q |
k´1
č
n“1
tfipYφpnqq “ C
n, Tφpnq ´ Tφpn´1q P r0, t{n0s, X˚0 “ Quq
et pour tout k ď n0 :
pk “ PpfipYφpkqq “ Ck |
k´1
č
n“0
tfipYφpnqq “ C
n, Tφpn`1q ´ Tφpnq P r0, t{n0s, X˚0 “ Quq
(noter que dans la probabilité conditionnelle ci-dessus, Y0 “ C0 n’est pas nécessaire car
impliqué par X˚0 “ Q, et n’a été laissé que par commodité de notation).
Si en un temps Tφpkq le processus X˚ passe d’un état Q1 à Q2 alors on a Q2 “ Q1Ytpu,
p P fipV pQqq ouQ2 P C pQztpuq, p P fipQ1q, et on vérifie facilement à partir des coefficients
de L˚ que :
ˆ
min
qPV pfipGqq
µpqq
˙
˜
min
qPV pCGq
q1PV pqq
Lq,q1
¸
ď L˚Q1,Q2 ď
max
qPV pCGq
|Lq,q|
min
q1PCG
µpq1q
On appelle α1 ă 8 le membre de gauche et α2 ą 0 celui de droite. On vérifie également
que pour un Q1 donné, le nombre de Q2 possible de la forme QYtpu est majoré par |CG|,
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et |C pQ1ztpuq| avec p P fipQ1q est majoré par p|CG| ` 1q2. En conditionnant par X˚Tφpkq´1 ,
on obtient donc :
pk ě inftPpX˚Tφpkq “ Q
1
Y tpu | X˚Tφpkq´1 “ Q
1
q, fipQ
1
q ‰ ∅, p P V pQ1q X V pCGqu
“ inf
$
’
’
’
&
’
’
’
%
L˚Q1,Q1Ytpu
ř
Q2PG˚
fipQ
2q‰fipQ
1q
L˚Q1,Q2
, fipQ
1
q ‰ ∅, p P V pQ1q X V pCGq
,
/
/
/
.
/
/
/
-
ě
α2
p|CG| ` p|CG| ` 1q2qα1
“: α0 ą 0
et, conditionnellement à X˚Tφpk´1q on peut encadrer Tφpkq ´ Tφpk´1q par deux variables ex-
ponentielles E1 (inférieurement) et E2 (supérieurement), de paramètres respectifs :
sup
$
’
&
’
%
ÿ
Q2PG˚
fipQ
2q‰fipQ
1q
L˚Q1,Q2 : Q1 P G˚, fipQ1q ‰ ∅
,
/
.
/
-
ď p|CG| ` p|CG| ` 1q2qα1
inf
$
’
&
’
%
ÿ
Q2PG˚
fipQ
2q‰fipQ
1q
L˚Q1,Q2 : Q1 P G˚, fipQ1q ‰ ∅
,
/
.
/
-
ě α2
Autrement dit :
Ppεk P r0, t{n0sq ě PpE2 P r0, t{n0sq ě 1´ expp´α2t{n0q
et :
Ppεn0`1 ą t{n0q ě PpE1 ą t{n0q ě expp´p|CG| ` p|CG| ` 1q2qα1t{n0q
En revenant à (2.17) et en utilisant le fait que n0 ď |CG|, on voit qu’on a minoré la proba-
bilité d’atteindre ϕip0q en temps t et avant une transition de type B par une constante εt
ne dépendant ni de i, ni de la configuration initiale C. Nous avons donc réalisé la première
étape de la minoration.
Partant de l’état atteint lors de cette première étape, on construit pX˚, Y, Ziq comme
dans le lemme 2.2.6. La probabilité d’atteindre un état contenant ∆i avant une transition
de type B, en temps t est minorée par PpZit “ 8, Y ą t | Zi0 “ ϕip0qq d’après la loi du
couple pX,Ziq, et cette probabilité est strictement positive car Zi et Y sont indépendants.
En réalisant les deux étapes consécutivement (chacune en temps t{2 par exemple), on
obtient donc :
Pp∆i P X˚t , fipX˚q croissante sur r0, ts | X˚0 , X˚0 X CG ‰ ∅q ě εit
constante ne dépendant que de i et t. Par markoviannité et homogénéité, il vient :
Pp∆i P X˚Nt, @i P I | X˚0 X CG ‰ ∅q
ě
N
ź
i“1
inf
QPG˚
QXCG‰∅
Pp∆i P X˚it, fipX˚q croissante sur rpi´ 1qt, its | X˚pi´1qt “ Qq
ě
N
ź
i“1
inf
QPG˚
QXCG‰∅
Pp∆i P X˚t , fipX˚q croissante sur r0, ts | X˚0 “ Qq
ě
ź
iPI
εit ą 0
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L’ensemble G˚N des états contenant tous les ∆i (défini en (2.10)) est donc récurrent positif.
Il ne reste plus qu’à conclure en remarquant que d’un état Q P G˚N , on peut passer
à Ḡ en un nombre fini de sauts : si q1, . . . , qn0 sont tels que tqi, i ď n0u “ CGzQ et
qi P V pQY tq1u Y . . .Y tqi´1uq, alors
PpX˚Ti “ QY tq1u Y . . .Y tqiu, @i ď n0q ą ε
où ε est une constante strictement positive indépendante de Q et n0.
Ḡ est donc récurrent positif, et le processus X˚ est absorbé en temps fini presque
sûrement.
2.2.4 Preuve du théorème 0.4.1
En utilisant les informations que l’on vient d’obtenir sur la dynamique du processus
dual X˚, nous sommes déjà en mesure de montrer que la condition 22 dans le théorème
0.4.1 suffit à l’existence d’un temps fort de stationnarité pour toute loi initiale. Un dernier
lemme technique nous permettra de montrer que cette condition est nécessaire :
Lemme 2.2.11. Si X˚ est un processus stratifié associé au générateur L˚, avec
E
ˆ
1
µpX˚0 q
˙
ă `8, alors E
ˆ
1
µpX˚t q
˙
ă `8 pour tout t ą 0.
Démonstration. Soient An B
Ť
iPI
ϕiprrn,8ssq et
τn B inftt ą 0; X˚t Ă Anu
On remarque que la suite pAnqnPN est strictement décroissante et tend vers A8 “t∆i, i P Iu
tandis que la suite pτnqnPN est strictement croissante (à partir du premier rang n tel que
τn ‰ 0) et tend vers l’infini (car l’ensemble A8 ne peut pas être atteint en temps fini).
Notamment, pour tout t ą 0 :
PpX˚t^τn Ę An`1 | X
˚
0 Ę An`1q “ 1
De plus, si X˚0 Ę An`1, alors pour tout n P N, on a :
1
µpX˚t^τnq
ď sup
qPGzAn`1
1
µpqq
“: Kn
On pose alors, pour tout Q P G˚, pour tout n P N :
gnpQq “
1
µpQq
^Kn
Ces fonctions sont continues bornées et pour tout n, gn coïncide avec
1
µ
sur l’ensemble
tQ P G˚; Q Ę An`1u. Utilisant le fait que
Q Ę An ñ Q
1
Ę An`1, @Q
1
P G˚ tel que L˚Q,Q1 ą 0
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il vient, pour tout n P N, pour tout Q Ę An :
L˚ 1
µ
pQq “ L˚gnpQq
“
ÿ
Q1‰Q
L˚Q,Q1
ˆ
1
µpQ1q
´
1
µpQq
˙
“
ÿ
qRQ
˜
µpQY tquq
µpQq
ˆ
1
µpQY tquq
´
1
µpQq
˙
ÿ
pPQ
Lq,p
¸
`
ÿ
pPQ
ÿ
Q1PC pQztpuq
˜
µpQ1q
µpQq
ˆ
1
µpQ1q
´
1
µpQq
˙
ÿ
qRQ
Lp,q
¸
“
ÿ
qRQ
´µpqq
µpQq2
ÿ
pPQ
Lq,p `
ÿ
pPQ
ÿ
Q1PC pQztpuq
µpQq ´ µpQ1q
µpQq2
ÿ
qRQ
Lp,q
“
ÿ
pPQ
|C pQztpuq| ´ 1
µpQq
ÿ
qRQ
Lp,q
Les termes de cette somme sont nuls si p R CG, on en déduit facilement que cette somme
est majorée par une constante K qui ne dépend pas de n. Donc, pour tout n P N tel que
X˚0 Ę An`1 presque sûrement, le processus :
Mt B
1
µpX˚t^τnq
´
1
µpX˚0 q
´
ż t^τn
0
L˚ 1
µ
pX˚s qds
“gnpX
˚
t^τnq ´ gnpX
˚
0 q ´
ż t^τn
0
L˚gnpX˚s qds
est une martingale, d’où :
E
ˆ
1
µpX˚t^τnq
˙
“ E
ˆ
1
µpX˚0 q
˙
` E
ˆ
ż t^τn
0
L˚ 1
µ
pX˚s qds
˙
ď E
ˆ
1
µpX˚0 q
˙
`KEpt^ τnq
ď E
ˆ
1
µpX˚0 q
˙
`Kt
On conclut par convergence dominée que E
ˆ
1
µpX˚t q
˙
ď E
ˆ
1
µpX˚0 q
˙
`Kt.
Preuve du théorème 0.4.1. Si la condition (22) est remplie pour tout i P I, alors de ma-
nière classique on construit un temps fort de stationnarité fini à partir du temps d’explo-
sion de X˚, dual de X ayant pour générateur L˚.
Réciproquement, supposons qu’il existe i P I tel que cette condition ne soit pas remplie.
Supposons que la loi initiale µ0 de X est à support fini. Soit X˚ un dual de stationnarité
forte de X, de générateur L˚. On utilise la fonction de séparation s, et le théorème de
convergence dominée avec le Lemme 2.2.11 :
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sptq “ sup
qPG
ˆ
1´ µtpqq
µpqq
˙
“ sup
qPG
E
ˆ
1´ ΛpX
˚
t , qq
µpqq
˙
“ 1´ inf
qPG
E
ˆ
δqpX
˚
t q
µpX˚t q
˙
ě 1´ lim
qÑ8
E
ˆ
δϕipqqpX
˚
t q
µpX˚t q
˙
“ 1´ E
ˆ
lim
qÑ8
δϕipqqpX
˚
t q
µpX˚t q
˙
“ 1
Or, on sait que si T est un temps fort de stationnarité pour X, alors pour tout
t ą 0, PpT ą tq ě sptq. Donc T “ 8 presque sûrement.
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Chapitre 3
Dualité pour une marche aléatoire
non-réversible sur un graphe
On considère ici le cadre de la section 2.2, que l’on généralise légèrement. On réutilisera
en particulier le vocabulaire établi dans la définition 2.2.1. On a toujours un générateur
L sur un ensemble dénombrable G, admettant une unique mesure invariante µ, qu’on
ne suppose plus nécessairement réversible. Ceci implique quelques petits changements,
notamment la mesure invariante µ vérifie maintenant une version plus faible de (21) :
@ p P G,
ÿ
q‰pPG
µppqLp,q ´ µpqqLq,p “ 0 (3.1)
Plus généralement, pour toute partie Q Ă G, on a l’égalité :
ÿ
pPQ
ÿ
qRQ
µpqqLq,p “
ÿ
pRQ
ÿ
qPQ
µpqqLq,p
On munit cette fois G d’une structure de graphe orientée, pour lequel il existe une arête
allant de p à q, p, q P G, si et seulement si Lp,q ą 0. Pour tout p P G, on définit l’ensemble
V ppq “ tq P G : Lp,q ‰ 0u, que l’on suppose fini, et on pose V pQq “
Ť
pPQ V ppq, @ Q Ă G.
Attention, on ne demande pas cette fois que les ensembles tq P G : p P V pqqu soient finis
pour tout p P G, et on ne pose pas d’autres conditions sur la structure du graphe obtenu
(notamment pour les branches infinies).
Pour toute partie compacte Q de Ḡ, on décompose V pQq en posant :
Q̊ B V pQcqc “
 
p P Q : Lq,p “ 0, @ q P Qc
(
FripQq B V pQcq XQ “ QzQ̊ “
 
p P Q : Dq P Qc, Lq,p ą 0
(
FrepQq B FripQcq “
 
p P Qc : Dq P Q, Lq,p ą 0
(
FrpQq B FripQq Y FrepQq
de sorte que V pQq “ Q̊ \ FripQq \ FrepQq. On appellera Q̊ l’intérieur de Q, FripQq sa
frontière intérieure, FrepQq sa frontière extérieure et FrpQq sa frontière.
On va ensuite élargir l’espace d’état du dual, et G˚ désignera maintenant l’ensemble
des parties compactes de Ḡ ayant un nombre fini de composantes connexes, muni de
la distance de Hausdorff. On rappelle que l’ensemble des parties compactes de Ḡ est
compact car Ḡ l’est, mais en revanche G˚ n’est pas fermé dès que G n’est pas fini. Étant
donné une structure de graphe orienté sur G on peut se demander comment choisir les
« voisins potentiels » des parties Q P G˚, c’est-à-dire les Q1 P G˚ pour lesquels on autorise
L˚Q,Q1 ą 0, de manière à ce que l’équation (3.2) ait une solution quelque soit L compatible
avec la structure de G. Pour tout Q P G˚ on définit donc un ensemble VpQq Ă G˚ztQu
qui constituera l’ensemble des voisins potentiels de Q.
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Figure 3.1 – Exemple de marche aléatoire non-réversible
Exemple 3.0.1. Dans la partie précédente, on a fait le choix de prendre :
@ Q P G˚, VpQq “
!
QY tpu, p P FrepQq
)
Y
!
Q P C pQztpuq, p P FripQq
)
Ce choix est toujours valable dans le cas présent, et il existe un unique générateur L˚ (que
l’on explicitera plus tard) sur G˚, tel que L˚Q,Q1 “ 0 si Q1 R VpQq Y tQu, et satisfaisant la
relation L˚Λ “ ΛL. Bien sûr, si L est réversible ce générateur coïncide avec le générateur
L˚ défini dans la partie précédente.
Soit Λ le noyau de transition de G˚ à G défini comme en (2.12). Du fait de la possible
irréversibilité de µ, le générateur L˚ défini par (2.11) ne satisfait plus nécessairement la
relation d’entrelacement
L˚Λ “ ΛL (3.2)
comme on peut le voir dans l’exemple suivant.
Exemple 3.0.2. Considérons le processus de Markov X sur t1, 2, 3u dont la Q-matrice
est :
L “
¨
˝
´1 1 0
1 ´2 1
1 1 ´2
˛
‚
(voir figure 3.1). Une rapide résolution de l’équation matricielle µL “ 0 donne :
µ “
¨
˝
1{2
1{3
1{6
˛
‚
et cette mesure invariante n’est clairement pas réversible puisque µp1qL1,3 “ 0 tandis que
µp3qL3,1 “ 1{6. Si on définit un générateur L˚ par (2.11), on a alors notamment :
L˚t1u,Q “
$
’
’
&
’
’
%
5{3 si Q1 “ t1, 2u
4{3 si Q1 “ t1, 3u
´3 si Q1 “ t1u
0 sinon
ce qui implique que rL˚Λst1u,3 “ L˚t1u,t1,3uΛpt1, 3u, 3q “ 1{4. D’autre part, on a rΛLst1u,3 “
0, ce qui montre que la relation (3.2) n’est pas satisfaite.
Nous allons voir dans cette section comment généraliser la définition du générateur
dual afin de préserver la relation d’entrelacement. Plus généralement, nous verrons quels
sont les duaux qui la satisfont. Nous en présenterons certains avec des dynamiques légère-
ment différentes, et sans doute plus efficaces que celui considéré jusqu’à maintenant, dans
le sens où ils devraient être absorbés plus rapidement.
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On considère un générateur L˚ sur G˚, tel que L˚Λ “ ΛL. Pour Q P G˚, en considé-
rant l’ensemble VpQq de ses voisins potentiels comme fixé, on va étudier l’ensemble des
coefficients L˚Q,Q1 , Q1 P VpQq en considérant l’équation rL˚ΛsQ,p “ rΛLsQ,p pour différents
p P G. Dans un premier temps, remarquons que si p est tel que pour tout q P Q, Lq,p “ 0
(c’est-à-dire p P V pQqc), alors on a d’une part :
rΛLsQ,p “
ÿ
qPQ
µpqq
µpQq
Lq,p “ 0
et d’autre part :
rL˚ΛsQ,p “
ÿ
Q1PVpQq
pPQ1
L˚Q,Q1
µppq
µpQ1q
On en déduit que L˚Q,Q1 “ 0 pour tout Q1 P VpQq tel que p P Q1. On peut donc supposer
que VpQq Ă
 
Q1 P G˚, Q1 Ă V pQqu.
Pour tout Q1 P VpQq, soit αQQ1 P R` tel que L˚Q,Q1 “
µpQ1q
µpQq
αQQ1 . Lorsqu’il n’y a pas
d’ambiguïté sur la dépendance en Q, on omettra l’exposant.
— Pour tout p P FrepQq, on a :
rL˚ΛsQ,p “
ÿ
Q1PVpQq
pPQ1
L˚Q,Q1
µppq
µpQ1q
“
µppq
µpQq
ÿ
Q1PVpQq
pPQ1
αQ1
et :
rΛLsQ,p “
ÿ
qPQ
µpqq
µpQq
Lq,p
donc on obtient un premier système de |FrepQq| équations :
@ p P FrepQq,
ÿ
Q1PVpQq
pPQ1
αQ1 “
ÿ
qPQ
µpqq
µppq
Lq,p (3.3)
— Pour p P Q on a :
rL˚ΛsQ,p “
ÿ
Q1PVpQq
pPQ1
L˚Q,Q1
µppq
µpQ1q
` L˚Q,Q
µppq
µpQq
“
ÿ
Q1PVpQq
pPQ1
L˚Q,Q1
µppq
µpQ1q
´
ÿ
Q1PVpQq
L˚Q,Q1
µppq
µpQq
“
µppq
µpQq
¨
˚
˝
ÿ
Q1PVpQq
pPQ1
αQ1 ´
ÿ
Q1PVpQq
αQ1µpQ
1q
µpQq
˛
‹
‚
et :
rΛLsQ,p “
ÿ
qPQ
µpqq
µpQq
Lq,p
“ ´
ÿ
qPQc
µpqq
µpQq
Lq,p
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cette dernière somme étant nulle si p P Q̊. On obtient une deuxième série d’équa-
tions :
@ p P FripQq,
ÿ
Q1PVpQq
pPQ1
αQ1 ´
ÿ
Q1PVpQq
αQ1µpQ
1q
µpQq
“ ´
ÿ
qPQc
µpqq
µppq
Lq,p (3.4)
@ p P Q̊,
ÿ
Q1PVpQq
pPQ1
αQ1 ´
ÿ
Q1PVpQq
αQ1µpQ
1q
µpQq
“ 0 (3.5)
A la fin de ce chapitre nous ferons deux conjectures sur l’existence de solutions à ces
équations, mais nous ne pouvons bien sûr pas toutes les décrire de manière exhaustive.
Nous allons donc focaliser notre attention sur un ensemble particulier de ces générateurs.
Considérant un processus ayant pour générateur L˚, quand celui-ci saute d’un état Q P G˚
à un état Q1 P V , on peut considérer qu’il « s’agrandit » si Q1 Ą Q, qu’il « se rétrécit » si
Q1 Ă Q et qu’il « se déplace » sinon. Le déplacement ne nous semble pas vraiment utile
dans la quête de temps forts de stationnarité, c’est pourquoi nous nous restreindrons ici
aux cas où il n’existe pas. Plus précisément, on pose V`pQq B
 
Q1 P VpQq; Q Ă Q1
(
et V´pQq B
 
Q1 P VpQq; Q Ą Q1
(
, et on suppose que VpQq “ V`pQq Y V´pQq. On
peut cependant imaginer d’éventuels développements futurs de cet entrelacement, pour
lesquels il pourrait être intéressant d’autoriser un déplacement aléatoire du dual (pour
« explorer »l’espace par exemple, et jouant alors un rôle similaire à celui du mouvement
brownien dans la méthode du gradient stochastique) et où cette restriction ne serait alors
pas pertinente.
Avec cette restriction, (3.3) se réécrit :
@ p P FrepQq,
ÿ
Q1PV`pQq
pPQ1
αQ1 “
ÿ
qPQ
µpqq
µppq
Lq,p (3.3’)
Et en soustrayant (3.5) à (3.4) :
@ p P FripQq, p1 P Q̊,
ÿ
Q1PV´pQq
pPQ1
αQ1 ´
ÿ
Q1PV´pQq
p1PQ1
αQ1 “ ´
ÿ
qPQc
µpqq
µppq
Lq,p (3.4’)
Les deux propositions suivantes sont des outils simples pour construire des générateurs
duaux à partir de générateurs déjà existants, la première par combinaison convexe de deux
générateurs, et la deuxième en remplaçant un voisin potentiel d’un éléments Q P G˚ par
une partition de ce voisin.
Proposition 3.0.3. Soit L˚1 et L˚2 deux générateurs satisfaisant (3.2), et α P r0, 1s. Alors
le générateur L˚ B αL˚1 ` p1´ αqL˚2 satisfait aussi (3.2).
Démonstration. La preuve est immédiate puisque l’on a :
L˚Λ “ pαL˚1 ` p1´ αqL˚2qΛ
“ αL˚1Λ` p1´ αqL˚2Λ
“ αΛL` p1´ αqΛL
“ ΛL
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Proposition 3.0.4. Soit L˚ un générateur satisfaisant (3.2), Q0 P G˚ et Q10 P VpQ10q. Si
tA1, . . . , Aku, k P N est une partition de Q10, alors le générateur L̃˚ défini par :
@ Q ‰ Q1 P G˚, L̃˚Q,Q1 “
$
’
’
&
’
’
%
µpAiq
µpQ10q
L˚Q0,Q10
, si Q “ Q0, Q1 “ Ai, i “ 1, . . . , k
0, si Q “ Q0, Q1 “ Q10
L˚Q,Q1 , sinon
est une autre solution de (3.2).
Démonstration. Pour Q ‰ Q0 P G˚ et p P V pQq, il est clair que l’égalité rL̃˚ΛsQ,p “
rΛLsQ,p est satisfaite, de même que pour Q “ Q0 et p R Q0. Il suffit donc de la vérifier
pour Q “ Q0 et p P Q0 :
rL̃˚ΛsQ,p “
ÿ
Q1Qp
L̃˚Q,Q1
µppq
µpQ1q
“
ÿ
Q1‰Q10PVpQq
pPQ1
L˚Q,Q1
µppq
µpQ1q
`
k
ÿ
i“1
ˆ
δppAiqµpA
1
iq
µpQ10q
L˚Q,Q10
˙
µppq
µpA1iq
“
ÿ
Q1‰Q10PVpQq
pPQ1
L˚Q,Q1
µppq
µpQ1q
` L˚Q,Q10
µppq
µpQ10q
“
ÿ
Q1PVpQq
pPQ1
L˚Q,Q1
µppq
µpQ1q
“ rL˚ΛsQ,p
“ rΛLsQ,p
Cette proposition a une interprétation probabiliste assez simple. Si X est un processus
de générateur L etX˚ un dual de stationnarité forte pourX, de générateur L˚ (satisfaisant
(3.2)), alors lorsque X˚ saute de Q0 à Q10, on peut décider de le faire sauter de nouveau
instantanément à l’ensemble Ai, i “ 1, . . . , k qui contient XT , et le nouveau processus
X̃ obtenu a pour générateur L̃˚ et est toujours un dual pour X. En effet si on pose
T “ inftt ě 0 : X˚T´ “ Q, X˚T “ Q1u, alors X˚ et X̃˚ sont identiques jusqu’au temps T
et ce dernier est donc entrelacé avec X. Au temps T on a, pour i “ 1, . . . , k et p P Ai :
PpXT “ p | X̃˚T “ Aiq “
PpX̃˚T “ Ai |XT “ pqPpXT “ pq
PpX̃˚T “ Aiq
“
1ˆ µppq
µpQ10q
PpXT P Aiq
“
µppq
µpQ10q
µpAiq
µpQ10q
“
µppq
µpAiq
Le processus pX̃˚T`tqtě0 évolue ensuite selon le générateur L˚ et sa loi initiale est entrelacée
avec celle de pXT`tqtě0. On peut donc coupler ces deux processus de manière à conserver
la relation d’entrelacement jusqu’au prochain temps d’atteinte de Q0 et on itère alors le
raisonnement précédent.
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Sur ce même principe, on peut en fait construire plein d’autres duaux de stationnarité
forte de la manière suivante : soient L˚ un générateur satisfaisant (3.2), X˚ un processus
de Markov fini associé à L˚, T un temps d’arrêt pour X˚ et pAi, piqi“1,...,N , N P N
une famille de variable aléatoires X˚T -mesurables (N pouvant être aléatoire également)
satisfaisant presque sûrement :
@ i “ 1, . . . , N, Ai Ă X˚T , pi P r0, 1s
@ x P X˚T ,
N
ÿ
i“1
piδxpAiq “ 1
Alors le processus Y “ pYtqtě0 défini par :
— Yr0,T r “ X˚r0,T r
— Connaissant XT et X˚T , on pose YT “ Ai avec probabilité piδXT pAiq
— pYT`tqtě0 est un processus minimal de générateur L˚
est un dual de stationnarité forte pour X.
Nous allons maintenant donner des exemples de VpQq et les L˚ qui vont avec.
Exemple 3.0.5. On prend pour tout Q P G˚, V`1 pQq “
 
Q Y tpu, p P FrepQq
(
et
V´1 pQq “
 
Qztpu, p P FripQq
(
. C’est en quelque sorte le cas le plus simple, et l’on a de
manière immédiate :
@ p P FrepQq, αQYtpu “
ÿ
qPQ
µpqq
µppq
Lq,p
@ p P FripQq, αQztpu “
ÿ
qPQc
µpqq
µppq
Lq,p
On comprend ici l’intérêt d’avoir imposé aux éléments de G˚ d’avoir un nombre fini
de composantes connexes. En effet, considérons par exemple le cas de la file d’attente
M{M{8 sur N, de taux de service et d’arrivée 1 (c’est-à-dire, Lx,x`1 “ 1 et Lx,x´1 “ x
pour tout x P N, voir Kendall [48]). Ce processus admet une unique mesure invariante
réversible (une loi de Poisson de paramètre 1), et l’on peut donc définir les coefficients α
comme dans l’exemple précédent, en tenant compte de la réversibilité de la mesure :
@ p P FrepQq, αQYtpu “
ÿ
qPQ
Lp,q
et similairement pour αQztpu. Si on les définit ainsi pour l’ensemble Q “ 2N par exemple,
alors pour tout p impair on obtient :
L˚Q,QYtpu ě αQ,QYtpu “ p` 1
On a donc L˚Q “ 8, c’est-à-dire que l’état Q n’est pas stable. De manière générale si l’on
tente de prolonger la définition ci-dessus à un Q tel que FrpQq soit infini, alors on n’a pas
la garantie d’avoir L˚Q ă 8. Si G est infini, on ne peut donc définir le dual que jusqu’au
temps où le nombre de ses composantes connexes explose. Si on applique la proposition
3.0.4 à l’exemple de générateur que l’on vient de présenter, en considérant pour chaque Q1
la partition formée par l’ensemble de ses composantes connexes, on obtient le dual défini
dans la partie 2.2 qui, lui, présente l’avantage de rester tout le temps connexe, et donc de
pouvoir être défini tout le temps (ou au moins jusqu’à son temps de double explosion, cf.
définition 1.2.3).
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Exemple 3.0.6. On considère un exemple qui sera utilisé dans la section suivante. Dans
l’exemple précédent, le dual ne peut gagner ou perdre qu’un point à la fois. On va mainte-
nant le forcer à « gagner autant de points de FrepQq que possible », ou à « perdre autant
de points de FripQq que possible », d’un coup.
Soit Q P G˚, me “ |FrepQq| et mi “ |FripQq|. On numérote p1e, . . . , pmee les éléments
de FrepQq et p1i , . . . , p
mi
i ceux de FripQq (ici aussi, on omettra généralement les exposants
quand il n’y a pas d’ambiguïté) de manière à ce que :
@ i ă me,
ÿ
qPQ
µpqq
µppieq
Lq,pie ě
ÿ
qPQ
µpqq
µppi`1e q
Lq,pi`1e
@ i ă mi,
ÿ
qRQ
µpqq
µppiiq
Lq,pii ě
ÿ
qPQ
µpqq
µppi`1i q
Lq,pi`1i
On définit ensuite :
@ i ď me, B
`
i Q “ QY
i
ď
k“1
tpkeu
@ i ď mi, B
´
i Q “ Qz
i
ď
k“1
tpki u
Et on pose V`2 pQq “
 
B
`
i Q, i “ 1, . . . , n
(
et V´2 pQq “
 
B
´
i Q, i “ 1, . . . ,mi
(
. En prenant
p “ pmee dans (3.3’), on obtient :
αB`meQ “
ÿ
qPQ
µpqq
µppneq
Lq,pne
puis successivement chacun des pie par ordre décroissant :
@ i ă me, αB`i Q
“
ÿ
qPQ
µpqq
µppieq
Lq,pie ´
ÿ
qPQ
µpqq
µppi`1e q
Lq,pi`1e
De la même manière, en prenant successivement p “ pii par ordre décroissant et p1 P Q̊
quelconque dans (3.4’), on obtient :
αB´miQ
“
ÿ
qRQ
µpqq
µppmii q
Lq,pmii
@ i ă mi, αB´i Q
“
ÿ
qRQ
µpqq
µppiiq
Lq,pii ´
ÿ
qRQ
µpqq
µppi`1i q
Lq,pi`1i
Vérifions que l’équation (3.5) est également satisfaite. Pour tout Q1 P VpQq, on a Q̊ Ă Q1,
donc pour tout p P Q̊ :
ÿ
Q1PVpQq
pPQ1
αQ1 ´
ÿ
Q1PVpQq
αQ1µpQ
1q
µpQq
“
ÿ
Q1PVpQq
αQ1
ˆ
1´ µpQ
1q
µpQq
˙
“
mi
ÿ
i“1
αB´i Q
µpQzB´i Qq
µpQq
´
me
ÿ
i“1
αB`i Q
µpB`i QzQq
µpQq
“
mi
ÿ
i“1
ÿ
qRQ
µpqq
µppiiq
Lq,pii
µppiiq
µpQq
´
me
ÿ
i“1
ÿ
qPQ
µpqq
µppieq
Lq,pie
µppieq
µpQq
“
ÿ
pPQ
ÿ
qRQ
µpqq
µpQq
Lq,p ´
ÿ
pRQ
ÿ
qPQ
µpqq
µpQq
Lq,p
“ 0
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Comme dans l’exemple précédent, un tel dual n’est défini que jusqu’au temps d’explosion
du nombre de ses composantes connexes.
Il pourrait être intéressant de comparer la vitesse d’accroissement des duaux présentés
dans ces deux exemples : en étudiant rapidement les taux de sauts de chacun, on constate
assez facilement (nous n’en donnerons pas la preuve ici) que le deuxième s’agrandit plus
vite car il peut ajouter plusieurs points en un seul saut, mais il se rétrécit aussi plus vite par
symétrie. Lorsque le dual tend à s’agrandir et à remplir tout l’espace, il semble donc naturel
de supposer que ceci se produit plus rapidement dans le deuxième cas. Pour accélérer
encore cette dynamique, on peut aussi choisir de construire un troisième dual, avec les
ensembles V´1 pQq du premier et V`2 pQq du second, et les coefficients correspondants dans
les deux exemples pour le générateur. Ce dual ajoute plusieurs point d’un coup mais
n’en perd qu’un à la fois, et combine donc les avantages de chacun des deux duaux
présentés. Remarquons que cette troisième alternative est l’équivalent en temps continu
et à espace d’état infini de l’algorithme glouton de Diaconis et Fill [23] (section 3.4),
à l’exception de la question de la loi initiale, qui a été éludée ici mais qui peut être
traitée exactement de la même manière que dans le cas discret. Cette option semble
donc plus avantageuse en terme de rapidité de convergence. Cependant, le dual proposé
dans l’exemple 3.0.6 présente l’avantage, que l’on développera dans la section suivante,
d’approximer une diffusion multidimensionnelle sur un graphe continu dont toutes les
coordonnées sont dirigées par un même mouvement brownien.
Il serait également intéressant d’adapter les calculs du chapitre précédent au cas non-
réversible, en utilisant les outils présentés ici.
Nous présentons maintenant quelques résultats non encore démontrés, mais qui ont
vocation à donner une intuition et à aiguiller les calculs lors de la recherche de processus
duaux.
Conjecture 3.0.7. L’équation (3.2) admet (au moins) une solution L˚ quelque soit L,
si et seulement si pour tout Q P G˚, VpQq Y tQu sépare les points de FrpQq et l’ensemble
Q̊ au sens de Kolmogorov, c’est-à-dire pour tout p P V pQq et tout p1 P FrpQq, il existe
U P VpQq Y tQu tels que p P U et p1 R U ou inversement (axiome de séparation T0, voir
par exemple Willard [91]).
NB : on ne demande pas que les points de Q̊ entre eux soit séparés par VpQq.
Remarque 3.0.8. L’hypothèse de séparation s’énonce de manière équivalente par : la
topologie engendrée par les éléments de VpQq contient Q̊ et les singletons tpu, p P FrpQq.
Démonstration partielle de la conjecture 3.0.7. Ce résultat doit pouvoir se prouver en
mettant en relation les combinaisons linéaires des différentes équations et les opérations
d’union/intersection d’ensembles de VpQq.
Une implication se montre facilement. En effet, si l’on considère deux points p, q P
FrepQq et que l’on suppose qu’ils ne sont pas séparés, alors on a :
ÿ
Q1PVpQq
pPQ1
αQ1 “
ÿ
Q1PVpQq
qPQ1
αQ1
et en considérant l’équation (3.3) successivement avec p et p1 on obtient :
ÿ
qPQ
µpqq
µppq
Lq,p “
ÿ
qPQ
µpqq
µppq
Lq,p1
ce qui n’est pas vrai pour tout L, et l’équation (3.2) n’a donc pas forcément de solution.
On traite similairement le cas p, p1 P FripQq en remplaçant (3.3) par (3.4), et le cas
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p P FripQq, p1 P Q̊ en considérant l’équation (3.4’) avec p et p1. Enfin, deux points p P Q
et p1 P FrepQq sont trivialement séparés par Q (p P Q et p1 R Q), ce qui achève de montrer
que si deux points p P V pQq et p1 P FrpQq ne sont pas séparés alors il existe des L pour
lesquels (3.2) n’admet pas de solution.
De la conjecture 3.0.7 on déduit aisément deux corollaires.
Corollaire 3.0.9. Pour que (3.2) ait une solution quelque soit L, il faut que |VpQq| ě
|FrpQq| pour tout Q P G˚. De plus, il est possible de choisir VpQq avec |VpQq| “ |FrpQq|
pour tout Q P G˚ et tel (3.2) ait une solution. Dans ce cas, la solution est unique.
Le second corollaire est utile pour comprendre la dynamique d’un processus dual. Il
découle immédiatement de la conjecture et on en donne également ici une preuve directe
assez simple.
Corollaire 3.0.10. S’il existe une solution à (3.2) quelque soit L, alors pour tout Q P G˚
et tout p P FrepQq, q P FripQq, il existe Q1, Q2 P VpQq tels que p P Q1 et q R Q2.
Démonstration. Soit Q P G˚ et p P FrepQq. Par définition de la frontière extérieure, il
existe q P Q tel que Lq,p ą 0, donc
ř
qPQ
µpqq
µppq
Lp,q ą 0 et d’après (3.3) il existe Q1 P VpQq tel
que αQ1>0.
Soit maintenant q P FripQq. Si on suppose par l’absurde que q P Q1 pour tout Q1 P
VpQq, alors on retranchant (3.5) à (3.4), on obtient, pour un p P Q̊ quelconque :
ÿ
Q1PVpQq
αQ1 ´
ÿ
Q1PVpQq
pPQ1
αQ1 “ ´
ÿ
pPQc
µppq
µpqq
Lp,q ă 0
c’est à dire :
ÿ
Q1PVpQq
pRQ1
αQ1 ă 0
ce qui est impossible.
Pour les deux exemples de duaux présentés dans ce chapitre, ainsi que pour d’autres
exemples envisagés lors de ces travaux, il est apparu au fil des calculs qu’en résolvant
les équations (3.3’) et (3.4’) (ou de manière équivalente les équations (3.3) et (3.4)), la
solution trouvée satisfaisait automatiquement l’équation (3.5). On en a fait la conjecture
suivante.
Conjecture 3.0.11. Si les VpQq, Q P G˚ sont tels qu’il existe une solution à (3.2) quelque
soit L, et si un générateur L˚ satisfait (3.3’) et (3.4’), alors il satisfait aussi (3.5), et par
conséquent est solution de (3.2).
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Deuxième partie
Dualité pour une diffusion sur un
graphe quantique
81

Chapitre 4
Diffusion sur un graphe
4.1 Cadre théorique
On considère un graphe fini connexe et non-orienté G B pV,Eq. On le suppose simple
et sans boucle, de sorte que l’ensemble des arêtes E peut être vu comme un ensemble
de paires de l’ensemble des sommets V . Ces hypothèses ne sont en fait pas restrictives,
comme on le verra dans la remarque 4.1.2. Soit G le graphe continu et compact où chaque
arête e P E est remplacée par un ensemble Re homéomorphe au segment réel r0, 1s.
Naturellement, les deux extrémités de Re sont les deux éléments de e. Pour tout e P E,
on fixe un homéomorphisme xe : Re Ñ r0, les, où le ą 0 sera vu comme la longueur de
Re. En particulier, on a e “ te´, e`u où e´ B x´1e p0q et e` B x´1e pleq, et donc le choix de
l’application coordonnées pxeqePE fournit une orientation arbitraire de E, dont les arêtes e
peuvent être vues comme les couples pe´, e`q. Certaines notions dont nous auront besoin
reposent sur les arêtes orientées et nous noterons leur ensemble ~E :
~E B tpe´, e`q, pe`, e´q : e P Eu Ă V ˆ V
On utisera comme indicateur de l’orientation d’une arête la notation i~e, définie par :
@ ~e P ~E, i~e “
#
1 si ~e “ pe´, e`q, e P E
´1 si ~e “ pe`, e´q, e P E
Pour chaque e P E, l’application xe munit Re d’une structure différentielle : on note
C2pReq l’ensemble des fonctions f : Re Ñ R, telles que f ˝ x´1e est deux fois continûment
différentiable sur r0, les. L’opérateur différentiel de premier ordre Be est défini sur
C2pReq par :
@ f P C2pReq, @ x P Re, Befpxq B pf ˝ x´1e q1pxepxqq
où le prime dans le membre de droite correspond à la dérivation usuelle sur r0, les. La
notation prime sera aussi utilisée sur V pour désigner la différentiation dans la direction
d’une arête adjacente. Plus précisément, pour x P V soit Ex B te P E : x P eu l’ensemble
des arêtes adjacentes à x, et posons :
@ x P V, @ e P Ex, @ f P C2pReq, f 1px, eq “
"
Befpe
´q , si x “ e´
´Befpe
`q , si x “ e` (4.1)
De la même manière, on utilisera la notation ~Ex “ t~e P ~E; ~e “ px, yq, y P V u, pour
désigner l’ensemble des arêtes orientées partant de x P V .
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La famille pxeqePE munit également le graphe G d’une structure d’espace métrique. On
définit une distance de sur chaque arête Re, e P E, par :
@ x, y P Re, depx, yq “ |xepxq ´ xepyq|
et une distance globale d sur G comme la longueur du plus court chemin entre deux points
x, y P G, c’est-à-dire le minimum de
řn
i“1 deipxi´1, xiq où n P N, les ei P E et les xi P G
sont tels que x0 “ x, xn “ y et xi´1, xi P Rei pour tout i “ 1, . . . , n.
Pour introduire un opérateur de diffusion L sur l’espace d’état G, nous avons besoin de
quelques définitions supplémentaires. Pour chaque e P E, on se donne un coefficient de
drift be P CpReq. Un générateur de diffusion Le est défini localement sur Re via :
@ f P C2pReq, Lerf s B B2ef ` beBef (4.2)
Remarque 4.1.1. Il pourrait être tentant de considérer des opérateurs plus généraux de
la forme :
@ f P C2pReq, Lerf s B aeB2ef ` beBef (4.3)
où le coefficient de diffusion ae P CpReq est strictement positif. En fait, ce cadre ne
serait pas vraiment plus général.
Pour s’en convaincre, considérons le C1-difféomorphisme :
ϕe : r0, les Q x ÞÑ
ż x
0
1
a
aepx´1e pyqq
dy P r0,rles
où rle “
şle
0 1{
a
aepx´1e pyqq dy. L’application rxe B ϕe ˝ xe est alors un homéomorphisme
entre Re et r0,rles, et un élément de C2pReq. Considérons l’opérateur différentiel rBe construit
en conséquence. Alors on a :
@ f P C2pReq, Lerf s “ rB2ef `rberBef (4.4)
où rbe B Lerrxes. En effet, si on considère le carré du champ ΓLe associé à Le :
@ f P C2pReq, ΓLerf, f s B
1
2pLerf
2
s ´ 2fLerf sq
“ aepBerf sq
2
Prenant en compte que pour toute fonction régulière g : r0,rles Ñ R, on a la formule
de changement de variable (voir par exemple la section 1.11.1 de Bakry, Gentil et
Ledoux [5])
Lerg ˝ rxes “ g1prxeqLerrxes ` g2prxeqΓLerrxe, rxes
on obtient (4.4), puisque ϕe a été défini de sorte à ce que :
ΓLerrxe, rxes ” 1
Ces considérations nous ramènent à la situation (4.2), et montre également pourquoi il
est important d’autoriser la dépendance en e de la longueur le dans notre contexte initial :
alors que dans la formulation (4.3) il est possible d’imposer que le “ 1 (pour tout e P E),
une fois la transformation appliquée à (4.4), on peut arriver à des longueurs rle qui ne sont
plus constantes. Mais comme il apparaîtra clairement dans les calculs qui suivent, il est
plus simple de travailler avec des longueurs variables qu’avec des coefficients de diffusion
variables.
84
Pour assembler tous les Le en un unique opérateur L, on doit décrire comment le
processus sous-jacent se comporte sur V . Ceci est fait en imposant des conditions de
Neumann sur V aux fonctions sur lesquelles L va agir.
Donc pour chaque x P V , on se donne une mesure de probabilité ppx, ¨q sur E telle que
pour tout e P E, on ait ppx, eq ą 0 si et seulement si e P Ex, c’est-à-dire x P e. On note
p B pppx, eqqxPV, ePE, qui est un noyau markovien de V vers E respectant la structure de
G (i.e. une matrice d’incidence à poids). Il sera pratique d’interpréter p comme un noyau
de Markov sur V (une matrice d’adjacence à poids), appelé noyau de transition, donné
par :
@ x, y P V, ppx, yq B ppx, tx, yuq
Soit F l’ensemble des fonctions réelles f sur G dont la restriction à Re appartient à
C2pReq (notons que ceci implique que f est globalement continue sur G) satisfaisant les
conditions de Neumann :
@ x P V,
ÿ
ePEx
ppx, eqf 1px, eq “ 0 (4.5)
Un générateur de diffusion L est alors défini globalement sur F par :
@ f P F , @ x P G, Lrf spxq B
#
Lerf|espxq , si x P RezV, e P E
ř
ePEx
ppx, eqLerf|espxq , si x P V (4.6)
où l’on a adopté la convention suivante, appliquée dans toute la suite : pour e P E, f|e
représente la restriction à Re d’une fonction f P F globalement définie sur G, tandis
que pfeqePE représente un élément générique de
ś
ePE C2pReq, en général sans f P F
correspondant (comme par exemple pour pbeqePE utilisé dans (4.2)). La définition ci-dessus
de Lrf s sur V est assez arbitraire, puisque ces valeurs ne jouent pas de rôle dans ce qui
suit. En fait, il n’est pas possible de choisir Lrf s sur V de sorte que Lrf s soit continue
sur G pour tout f P F (sauf dans le cas où G a au plus une arête), autrement dit L n’est
pas un endomorphisme de F .
Remarque 4.1.2. Les conditions de Neumann sur les sommets sont en fait une générali-
sation de la dérivabilité d’une fonction en un point. En effet, considérons une arête e P E
et un point x P Rezte`, e´u. On définit un nouveau graphe G̃ “ pṼ , Ẽq, par Ṽ “ V Y txu
et Ẽ “ Ezteu Y te1, e2u, avec e1 “ te´, xu, e2 “ te`, xu. Alors le graphe continu G
peut être défini comme la réunion des Re1 , e1 ‰ e P E et de Re1 “ x´1e pr0, xepxqsq, Re2 “
x´1e prxepxq, lesq, ces deux dernières arêtes étant homéomorphes à r0, xepxqs et r0, le´xepxqs
respectivement. De plus, pour tout f P F , la restriction de f à Re1 et Re2 est bien C2 et
f satisfait les conditions de Neumann pour chaque sommet, en rajoutant aux coefficients
précédents les coefficients :
ppx, e1q “ ppx, e2q “ 1{2
ppe´, e1q “ ppe´, eq, ppe`, e2q “ ppe`, eq
Si on remplace Le par Le1 B Le|e1 et Le2 B Le|e2 , alors la solution du problème de
martingale associée au nouveau générateur L̃, défini comme précédemment mais avec les
nouveaux Le, est égale en loi à celle associée à L.
Ceci justifie également le choix de ne considérer que des graphes simples et sans
boucles : si G1 est un graphe continu défini à partir d’un graphe G1 quelconque, alors
on peut toujours se ramener à un graphe simple et sans boucle en rajoutant des points sur
les arêtes comme on vient de faire.
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Remarque 4.1.3. Heuristiquement, une diffusion générée par L évolue selon le généra-
teur Le sur Rezte´, e`u, pour e P E, et quand elle atteint un sommet x P V , elle choisit
d’aller dans la direction e P E avec la probabilité ppx, eq. Il n’est pas facile de justifier
rigoureusement cette affirmation, puisque quand la diffusion tape un sommet x P V , elle
va ensuite le taper infiniment souvent sur tout intervalle de temps positif. Il est possible de
surmonter cette difficulté par une approximation utilisant la théorie des excursions (voir
par exemple le chapitre 12 de Revuz et Yor [75]) et de « choisir les excursions suivantes »
suivant une mesure de Poisson (dont la mesure d’intensité sur les trajectoires est infinie,
reflétant qu’il y a beaucoup de petites excursions).
Mais toutes ces considérations seront cachées dans la formulation suivante du problème
de martingale.
Freidlin et Wentzell ont prouvé dans [40] (voir aussi Freidlin et Sheu [39]) que le pro-
blème de martingale associé à L est bien posé : pour toute distribution initiale m0
sur G, il existe un unique (en loi) processus stochastique X B pXtqtě0 sur G dont la loi
initiale L pX0q est égale à m0 et tel que pour tout f P F , le processus Mf B pMft qtě0
défini par :
@ t ě 0, Mft B fpXtq ´ fpX0q ´
ż t
0
Lrf spXsq ds
est une martingale. Le processus X solution de ce problème de martingale est une diffu-
sion, c’est-à-dire un processus de Markov à trajectoires continues.
En général L n’est pas réversible, i.e. il n’existe pas de mesure de probabilité µ sur G
telle que L soit symétrique dans L2pµq. Toutefois la positivité des mesures de probabilité
ppx, .q sur Ex, pour x P V , ainsi que la connexité de G, assure qu’il existe une unique
mesure de probabilité invariante µ pour L, c’est-à-dire telle que :
@ f P F , µrLrf ss “ 0
La signification probabiliste de µ est que quand X a pour loi initiale µ, alors pour tout
t ě 0, la loi de Xt est toujours µ.
4.2 Réversibilité et mesure invariante
Pour tout e P E, soit λe l’image par x´1e de la mesure de Lebesgue sur r0, les. On définit
la fonction βe sur Re2 par :
@ x, y P Re, βepx, yq B
#
ş
rx,ys
beptqλepdtq , si xepxq ď xepyq
´
ş
rx,ys
beptqλepdtq , sinon
où rx, ys B x´1e prminpxepxq, xepyqq,maxpxepxq, xepyqqsq (une telle notation sera utilisée
dans tout le papier, sans autre préavis).
On considère la Q-matrice κ B pκpx, yqqx,yPV définie par :
@ x ‰ y P V, κpx, yq B
$
&
%
ppx, yq
ş
rx,ys
eβepz,xqλepdzq
, si tx, yu “ e P E
0 , sinon
(les valeurs sur la diagonale sont imposées par le fait que les sommes sur chaque ligne de
κ doivent s’annuler), où p est le noyau de transition. C’est le générateur d’un processus
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de Markov fini ergodique sur V , donc il a une unique mesure de probabilité invariante α,
autrement dit une mesure sur V de masse totale 1 et telle que :
@ x P V,
ÿ
yPV
αpyqκpy, xq “ 0 (4.7)
Remarquons que puisque κpx, xq “ ´
ř
y‰x κpx, yq, cette équation peut aussi s’écrire sous
la forme suivante, plus utile :
@ x P V,
ÿ
~eP ~Ex
γp~eq “ 0 (4.8)
où l’on a défini :
@ ~e “ px, yq P ~E, γp~eq B αpyqκpy, xq ´ αpxqκpx, yq (4.9)
La caractérisation suivante de la réversibilité est prouvée dans [64] sous une forme
légèrement différente :
Proposition 4.2.1. Le générateur L est réversible si et seulement si κ est réversible,
c’est-à-dire si :
@ x ‰ y P V, αpxqκpx, yq “ αpyqκpy, xq (4.10)
Dans la formulation de [64], les valeurs de κpx, yq ne sont pas exactement les mêmes,
mais comme elles ne sont multipliées que par une quantité dépendant symétriquement de
x et y, les équations (4.10) sont multipliées par certaines constantes et le résultat reste
le même. La mesure invariante est aussi donnée dans [64] dans le cas réversible, mais le
résultat suivant en fournit une généralisation. On définit, pour tout e P E et x P Re :
µ̃epxq B αpe
`
qκpe`, e´q
ż
re´,xs
eβepy,xqλepdyq ` αpe´qκpe´, e`q
ż
rx,e`s
eβepy,xqλepdyq (4.11)
et par un abus de notation usuel, on écrira aussi µ̃e pour la mesure sur G dont la densité
sur Re par rapport à λe est donnée par (4.11) et s’annulant en-dehors de Re.
Proposition 4.2.2. La mesure invariante de L est donnée par :
µ “
1
Z
ÿ
ePE
µ̃e (4.12)
où Z est la constante de normalisation.
Démonstration. On commence la preuve en explicitant deux propriétés importantes sur
µ̃e, e P E :
@ e P E, x P Re, Beµ̃epxq “ αpe
`
qκpe`, e´q ´ αpe´qκpe´, e`q ` bepxqµ̃epxq
“ γpe´, e`q ` bepxqµ̃epxq (4.13)
@ v P V, e P Ev, µ̃epvq “ αpvqppv, eq (4.14)
Combinées avec (4.8) et la définition de F , ces deux égalités seront la clé des calculs qui
87
suivent. Soit f P F , une simple intégration par partie donne :
ZµrLrf ss “ Z
ż
G
Lrf sdµ
“
ÿ
ePE
ż
Re
Lerf|espxqµ̃epxqλepdxq
“
ÿ
ePE
ż
Re
´
B
2
ef|epxq ` bepxqBef|epxq
¯
µ̃epxqλepdxq
“
ÿ
ePE
ˆ
rBef|epxqµ̃epxqs
e`
e´ `
ż
Re
´
bepxqµ̃epxq ´ Beµ̃epxq
¯
Bef|epxqλepdxq
˙
“ ´
ÿ
ePE
´
f 1pe`, eqµ̃epe
`
q ` f 1pe´, eqµ̃epe
´
q
¯
`
ÿ
ePE
ż
Re
´
bepxqµ̃epxq ´ Beµ̃epxq
¯
Bef|epxqλepdxq
La première somme dans la dernière expression peut être réarrangée en :
´
ÿ
vPV
ÿ
ePEv
f 1pv, eqµ̃epvq
qui par (4.14) est égal à :
´
ÿ
vPV
αpvq
ÿ
ePEv
f 1pv, eqppv, eq “ 0
Pour la deuxième somme, on utilise (4.13) pour obtenir :
ÿ
ePE
ż
Re
´
bepxqµ̃epxq ´ Beµ̃epxq
¯
Bef|epxqλepdxq
“
ÿ
ePE
´
αpe´qκpe´, e`q ´ αpe`qκpe`, e´q
¯
ż
Re
Bef|epxqλepdxq
“
ÿ
ePE
γpe`, e´q
´
fpe`q ´ fpe´q
¯
“
ÿ
xPV
ÿ
y‰xPV
γpx, yqfpxq
“
ÿ
xPV
fpxq
ÿ
y‰xPV
γpx, yq
qui vaut 0 par (4.8).
Remarque 4.2.3. Si αpe`qκpe`, e´q “ αpe´qκpe´, e`q pour un certain e P E (c’est-à-
dire, γpe´, e`q “ 0), la densité µ̃e se simplifie comme suit :
µ̃epxq “ αpe
´
qκpe´, e`q
ż
Re
eβepy,xqλepdyq
“ αpe´q
ppe´, eq
ş
Re
eβepz,e´qλepdzq
ż
Re
eβepy,xqλepdyq
“ αpe´q
ppe´, eq
ş
Re
eβepz,e´qλepdzq
eβepe´,xq
ż
Re
eβepy,e´qλepdyq
“ αpe´qppe´, eqeβepe´,xq
qui est invariant et réversible pour Le. Si αpe`qκpe`, e´q “ αpe´qκpe´, e`q pour tout
e P E, on retrouve la mesure invariante donnée dans [64] dans le cas réversible. De ce
fait, les coefficients γp~eq, ~e P ~E peuvent être vus comme le manque de réversibilité de µ.
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4.3 Espace d’état dual et formule de Stokes
Ensuite, nous avons besoin d’une notion de sous-ensembles convenables de G sur les-
quels se fera l’intégration. Les calculs qui suivent nous conduisent à choisir G, l’ensemble
de tous les ensembles parfaits (i.e. fermés et sans point isolé) D de G, non vides et dont
la frontière BD consiste en un nombre fini de points. En vue d’en faire un espace complet
pour la distance introduite ci-après, on définit également :
— G1 l’ensemble des parties dénombrables de G ˆ r0, 1s de la forme tpxi, αiq, i P Nu
tels que les xi sont distincts deux à deux et que
ř
iPN αi “ 1. Lorsqu’il existe i P N
tel que αi “ 1, l’ensemble précédent sera identifié avec le singelton txiu. Plus lar-
gement, lorsque la valeur des coefficients ne nous intéresse pas, nous considérerons
cet ensemble comme une union (au plus) dénombrable de singletons.
— G2 l’ensemble des ensembles parfaits non vides de G dont la frontière est infinie
dénombrable.
— Ḡ B G \ G1 \ G2.
Dans la suite, G aura vocation à être l’espace d’état d’un processus dual d’une diffusion
sur G, et G1 Y G2 constitue la frontière de cet ensemble. On montrera avec la proposition
4.4.4 que G1 est inaccessible, ce qui n’est pas aussi évident pour G2.
On définit un noyau de transition Λ de Ḡ dans G par :
@ D P Ḡ, @ A P BpGq, ΛpD,Aq B
$
’
’
&
’
’
%
ř
px,αqPD
α δxpAq, si D P G1
µpD X Aq
µpDq
, sinon
(4.15)
où BpGq désigne l’ensemble des parties mesurable de G. Notons que si D P G Y G2, alors
µpDq ą 0 et ce noyau est donc bien défini. Pour tout D P Ḡ, ΛpD, ¨q est une mesure de
probabilité sur G et on considère l’application dG : Ḡ ˆ Ḡ Ñ R` définie par :
@ A,B P Ḡ, dGpA,Bq B ρpΛpA, ¨q,ΛpB, ¨qq
où on rappelle que ρ désigne la distance de Prokhorov sur PpGq. L’application dG définit
une distance sur Ḡ, pour laquelle ce dernier est complet et nous le considérerons donc muni
de la topologie induite. La principale différence topologique avec la distance de Hausdorff
tient dans le fait qu’une suite de Ḡ du type pA\BnqnPN, avec A,B P GYG2 et µpBnq Ñ 0,
converge vers A, tandis qu’avec la distance de Hausdorff elle ne converge pas dans Ḡ. Une
suite pAnqnPN de Ḡ converge vers A P Ḡ si et seulement si, pour toute fonction f : GÑ R
continue bornée, ΛpAn, fq Ñ ΛpA, fq. Cela correspond à deux cas distincts :
— Soit µpAq ą 0 et µpAn∆Aq Ñ 0 (le symbole ∆ désignant l’opération de différence
symétrique)
— Soit µpAq “ 0, µpAnq Ñ 0 et pour tout px, αq P A la suite pCnqnPN des composantes
connexes de An contenant x satisfait
µpCnq
µpAnq
Ñ α.
On comprend mieux avec ce deuxième cas pourquoi on doit imposer une pondération des
singletons pour les éléments de G1. En effet, la convergence (au sens de Hausdorff) d’une
suite pAnqnPN de GYG2 vers une union dénombrable de singletons n’implique pas nécessaire
la convergence faible de la suite de mesure pΛpAn, ¨qqnPN vers une limite unique, même si
toutes les valeurs d’adhérence auront pour même support cette union de singletons.
Observons enfin que pour tout A,B P Ḡ, on a :
dGpA,Bq ď µpA∆Bq (4.16)
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À D P G et x P BD, on veut associer l’ensemble ~BDpxq Ă ~E des arêtes entrantes en
x. On commence par considérer sa version non-orientée :
BDpxq B
!
e P E : x P Re X pDztxuq
)
(4.17)
(où la barre représente l’opération de fermeture), à savoir l’ensemble des arêtes e telles que
x peut être approché le long de Re par des points à l’intérieur deD. L’ensemble ~BDpxq Ă ~E
est l’orientation de BDpxq en direction de l’intérieur de D. Son sens heuristique devrait
être clair, mais sa définition rigoureuse demande un peu de soin. On distingue deux cas :
‚ Quand x P BD appartient à V , on définit :
~BDpxq Ă ~E B t~e P ~Ex : e P BDpxqu
‚ Quand x P BDzV , il existe un unique e P E tel que x P Re, et on a BDpxq “ teu. Si
on suppose que x n’est pas un point isolé de D, alors chaque voisinage de x dans
D intersecte soit px, e`q soit pe´, xq (et ces alternatives s’excluent mutuellement,
sinon on n’aurait pas x P BD, par définition de G). Dans le premier cas, on définit
~BDpxq “ tpe´, e`qu dans le deuxième ~BDpxq “ tpe`, e´qu.
On étend ensuite les dérivées directionnelles définies en (4.1) :
@ ~e P ~E, @ x P Re, @ f P F , f 1px,~eq B i~e Bef|epxq
(avec un léger abus de notation, e est l’arête non-orientée correspondant à l’arête orientée
~e, cette convention sera appliquée dans la suite). En particulier, (4.1) peut être réécrit
sous la forme :
@ tx, yu P E, f 1px, tx, yuq “ f 1px, px, yqq
Considérons ensuite :
@ e P E, x P Re µepxq “
µ̃epxq
Z
Pour e P E, µe est la version continue de la densité par rapport à λe de la restriction de
µ à Re. Notons que pour x P V et e P Ex, on a :
µepxq “
αpxqppx, eq
Z
(4.18)
donc sauf si pour tout x P V , ppx, ¨q est la distribution uniforme sur Ex, il n’existe pas
de fonction µ sur G telle que pµeqePE est de la forme pµ|eqePE, car µ devrait alors prendre
plusieurs valeurs sur V .
Finalement, on définit la µ-dérivée intérieure (normale) de f P F en x P BD, pour
D P G, par :
BDfpxq B
ÿ
~eP~BDpxq
µepxqf
1
px,~eq
et sa µ-irréversibilité en x P BD, pour D P G :
γDfpxq B
ÿ
~eP~BDpxq
γp~eq
Z
fpxq
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Prenant en compte les conditions de Neumann imposées aux éléments de F , on calcule
que :
@ D P G, @ x P BD, @ f P F , BDfpxq “ ´BGzDfpxq (4.19)
(on aura noté que GzD appartient à G pour D P G, car cette opération conserve le nombre
de points sur la frontière, ou le réduit à 0 si D est une union dénombrable de singletons),
et par continuité de f et (4.8) :
@ D P G, @ x P BD, @ f P F , γDfpxq “ ´γGzDfpxq (4.20)
Après tous ces prérequis, on obtient une formule de Stokes :
Théorème 4.3.1. On a pour tout D P G et tout f P F ,
ż
D
Lrf s dµ “
ÿ
xPBD
`
´ BDfpxq ` γDfpxq
˘
On notera que comme conséquence de (4.19) et (4.20), on retrouve que pour tout
f P F ,
ż
Lrf s dµ “
ż
D
Lrf s dµ`
ż
GzD
Lrf s dµ
“
ż
D
Lrf s dµ`
ż
GzD
Lrf s dµ
“ 0
Remarque 4.3.2. Dans le membre de droite de l’égalité du théorème 4.3.1, on a uti-
lisé une somme sur la frontière topologique BD de D, par analogie avec la formule de
Stokes usuelle. Mais conceptuellement il serait mieux de définir la frontière de D comme
l’ensemble :
dD B tpx,~eq P BD ˆ ~E : ~e P ~BDpxqu
et de considérer la mesure ν sur Gˆ ~E donnée par :
ν B
ÿ
px,~eqPGˆ ~E
µepxqδpx,~eq (4.21)
où δy est la mesure de Dirac en y, pour tout objet y. On peut alors écrire lorsque µ est
réversible :
ż
D
Lrf s dµ “ ´
ż
dD
f 1 dν
On remarque que ν donne un poids infini à n’importe quel sous-ensemble (mesurable) de
Gˆ ~E qui n’est pas fini, ceci expliquant le choix de G.
Preuve du théorème 4.3.1. On commence avec le cas simple où D est un sous-ensemble
fermé et connexe d’une arête Re, e P E, d’intérieur non-vide, c’est-à-dire D “ rx1, x2s Ă
Re avec xepx1q ă xepx2q. On rappelle que :
Beµe “ Be
µ̃e
Z
“
γpe´, e`q
Z
` beµe
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et on observe alors que :
Le “
1
µe
ˆ
BerµeBe ¨ s ´
γpe´, e`q
Z
Be
˙
donc dans ce cas, en utilisant le théorème de transport, on obtient :
ż
D
Lrf sdµ “
ż
rx1,x2s
Lerf|espyqµepyqλepdyq
“
ż
rx1,x2s
BerµeBef|espyqλepdyq ´
ż
rx1,x2s
γpe´, e`q
Z
Befpyqλepdyq
“ µepx2qBef|epx2q ´ µepx1qBef|epx1q ´
γpe´, e`q
Z
pfpx2q ´ fpx1qq
“ ´µepx2qf
1
px2, pe
`, e´qq ´ µepx1qf
1
px1, pe
´, e`qq
`
γpe`, e´q
Z
fpx2q `
γpe´, e`q
Z
fpx1q
“ ´BDfpx2q ´ BDfpx1q ` γDfpx2q ` γDfpx1q
et dans ce cas particulier le théorème est prouvé. Dans le cas général, on veut écrire
n’importe quel D P G comme une réunion d’ensembles de la forme précédente. Pour
D P G, soit pDiqiPI la famille (finie) des ensembles qui sont une composante connexe de
D XRe pour un e P E. Alors, pour tout i P I, il existe xi1, xi2 P BD Y V et ei P E tels que
Di “ rx
i
1, x
i
2s Ă Rei avec xepxi1q ă xepxi2q. On obtient :
D “
ď
iPI
Di
Cette union n’est pas disjointe, mais on remarque cependant que
Ť
i‰j DiXDj n’a qu’un
nombre fini de points, tous dans V . On a aussi BD Ă txij : i P I, j “ 1, 2u “
Ť
ePE BpDXReq
et :
ż
D
Lrf sdµ “
ÿ
iPI
ż xi2
xi1
Lrf sdµ
“
ÿ
iPI
´
´ µeipx
i
2qf
1
pxi2, pe
`
i , e
´
i qq ´ µeipx
i
1qf
1
pxi1, pe
´
i , e
`
i qq
`
γpe´i , e
`
i q
Z
fpxi2q `
γpe`i , e
´
i q
Z
fpxi1q
¯
donc on veut regrouper les termes dans la somme ci-dessus de sorte à faire apparaître
clairement les BDfpxq et γDfpxq pour chaque x P BD et à annuler le reste. On considère
x P
Ť
iPItx
i
1, x
i
2u. On peut distinguer trois cas :
— si x R V , alors x P R̊e pour un certain e P E, x P BD et on a µepxqf 1px,~eq “ BDfpxq
et γp~eq
Z
fpxq “ γDfpxq (où ~e est la seule arête orientée dans ~BDpxq). De plus, il
existe une unique paire pi, jq P I ˆ t1, 2u telle que x “ xij.
— si x P V X D̊ : pour tout i P I, si xi1 “ x ou xi2 “ x, alors ei P Ex. Réciproquement,
pour tout e P Ex il existe un unique indice i P I tel que ei “ e et soit xi1 “ x p“ e´q
soit xi2 “ x p“ e`q. En utilisant (4.18) et la condition de Neumann en x on obtient :
ÿ
iPI:xi1“x
µepx
i
1qf
1
pxi1, pe
´
i , e
`
i qq `
ÿ
iPI:xi2“x
µepx
i
2qf
1
pxi2, pe
`
i , e
´
i qq “
ÿ
ePEx
µepxqf
1
px, eq
“ 0
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et par (4.8) :
¨
˝
ÿ
iPI:xi1“x
γpe´i , e
`
i q `
ÿ
iPI:xi2“x
γpe`i , e
´
i q
˛
‚
fpxq
Z
“ 0
— si x P V X BD : pour tout ~e P ~BDpxq il existe un unique i P I tel que ei “ e et soit
xi1 “ x (si ~e “ pe´, e`q) soit xi2 “ x (si ~e “ pe`, e´q). Réciproquement, pour tout
indice i P I, si xi1 “ x alors pe´i , e`i q P ~BDpxq, et si xi2 “ x, alors pe`i , e´i q P ~BDpxq.
On en déduit que :
ÿ
iPI:xi1“x
µepx
i
1qf
1
pxi1, pe
´
i , e
`
i qq `
ÿ
iPI:xi2“x
µepx
i
2qf
1
pxi2, pe
`
i , e
´
i qq “
ÿ
~eP~BDpxq
µepxqf
1
px,~eq
“ BDfpxq
et :
¨
˝
ÿ
iPI:xi1“x
γpe´i , e
`
i q `
ÿ
iPI:xi2“x
γpe`i , e
´
i q
˛
‚
fpxq
Z
“
ÿ
~eP~BDpxq
γp~eq
Z
fpxq
“ γDfpxq
Ces trois cas étant exhaustif, on peut décomposer I ainsi :
I “
ď
j“1,2
˜
ď
xPBDzV
ti P I : xij “ xu Y
ď
xPBDXV
ti P I : xij “ xu Y
ď
xPD̊XV
ti P I : xij “ xu
¸
et on obtient :
´
ÿ
iPI
`
µeipx
i
2qf
1
pxi2, pe
`
i , e
´
i qq ` µeipx
i
1qf
1
pxi1, pe
´
i , e
`
i qq
˘
“ ´
ÿ
xPBD
BDfpxq
1
Z
ÿ
iPI
`
γpe´i , e
`
i qfpx
i
2q ` γpe
`
i , e
´
i qfpx
i
1q
˘
“
ÿ
xPBD
γDfpxq
ce qui conclut la preuve.
4.4 Générateur dual
On veut construire des processus de diffusion pDtqtě0 ayant G comme espace d’état,
et qui sont entrelacés par dualité avec X. Pour aller dans cette direction on considère
un cadre inspiré de l’approche introduite dans [18] pour des diffusions elliptiques sur des
variétés différentielles.
On commence par définir un générateur markovien L sur un plus petit sous-ensemble
D de G, similairement au fait que L est naturellement bien défini seulement sur GzV . On
prend pour D l’ensemble des D P G dont la frontière n’intersecte pas V . On définit ensuite
des observables convenables sur lesquelles on va faire agir L. Le rôle des observables
élémentaires est joué par les applications :
Ff : D Q D ÞÑ Ff pDq B
ż
D
f dµ (4.22)
associées aux fonctions f P F .
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L’action de L sur les observables élémentaires ci-dessus est donné par :
@ f P F , @ D P D, LrFf spDq “
ż
D
Lrf s dµ` 2µpBDq
µpDq
ż
BD
f dµ (4.23)
où 2µ est la mesure sur G obtenu par projection sur le premier facteur de la mesure ν
définie en (4.21). On note que par définition de D, on a µpDq ą 0 pour tout D P D,
donc le membre de droite ci-dessus est bien défini. Pour D P GzD, on pose de manière
arbitraire
@ f P F , LrFf spDq “ lim
D1ÑD
D1PD
LrFf spD
1
q
Remarque 4.4.1. Dans (4.23), le terme
ş
BD
f dµ est juste une somme finie, et comme
la frontière des éléments de D n’intersecte pas V , il peut être réécrit
ř
xPBD fpxqµpxq, où
µ est la fonction définie sur GzV par
@ x P GzV, µpxq B µepxqpxq
où epxq P E et l’unique arête telle que x P Repxq.
Sur V , on pose :
@ x P V, µpxq “
1
2
ÿ
ePEx
µepxq
Mais ce choix est arbitraire pour la définition de L ; à la place de toutes les arêtes ad-
jacentes, on aurait pu considérer seulement les arêtes entrantes ou sortantes de D (in-
troduisant alors une dépendance supplementaire en D pour µ). Cependant, aucune de ces
alternatives n’est vraiment satisfaisante, d’où la définition de D. Similairement à Lrf s sur
G, il n’est pas possible en général d’étendre LrFf s en une fonction continue sur G, pour
tout f P F . En fait, sauf hypothèses particulières sur tous les sommets du graphe (que
nous n’expliciterons pas ici), LrFf s n’est pas continue sur G, pour toute fonction f P F
non identiquement nulle.
On introduit une forme bilinéaire symétrique ΓL (qui sera la carré du champ associé à
L) sur de telles fonctionnelles, via :
@ f, g P F , @ D P D, ΓLrFf , FgspDq “
ˆ
ż
BD
f dµ
˙ˆ
ż
BD
g dµ
˙
(4.24)
Comme les processus de Markov à valeurs dans G auxquels on s’intéresse seront à trajec-
toires continues, nous sommes naturellement amenés à la définition suivante (voir encore
section 1.11.1 de Bakry, Gentil et Ledoux [5]).
On considère D l’algèbre constituée des observables de la forme F B fpFf1 , ..., Ffnq,
où n P Z`, f1, ..., fn P F et f : R Ñ R est une application C2, avec R un ouvert de Rn
contenant l’image de D par pFf1 , ..., Ffnq. Pour une telle fonctionnelle F, on pose :
LrFs “
n
ÿ
j“1
BjfpFf1 , ..., FfnqLrFfj s `
n
ÿ
k,l“1
Bk,lfpFf1 , ..., FfnqΓLrFfk , Ffls (4.25)
À deux éléments D, F B fpFf1 , ..., Ffnq et G B gpFg1 , ..., Fgmq, on associe également :
ΓLrF,Gs B
n
ÿ
l“1
m
ÿ
k“1
BlfpFf1 , ..., FfnqBkgpFg1 , ..., FgmqΓLrFfl , Fgks
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Remarque 4.4.2. A priori les définitions ci-dessus sont ambiguës, car elles semblent
dépendre de l’écriture de F P D sous la forme fpFf1 , ..., Ffnq et similairement pour G.
Pour voir qu’elles sont en fait bien définies, noter que :
@ F,G P D, ΓLrF,Gs “
1
2 pLrFGs ´ FLrGs ´GLrFsq
Cette propriété implique que si f est un polynôme à n variables, alors pour tout F B
fpf1, ..., fnq, avec f1, ..., fn P F , l’objet LrFs est uniquement déterminé. Ceci repose sur
une récurrence sur le degré de f, initialisée par (4.23) et (4.24). Le cas général des fonc-
tions régulières f se déduit de leur approximation sur tout compact par des applications
polynomiales.
Une de nos principales préoccupations est de prouver que le problème de martingale
associé à pL,Dq est bien posé. Pour justifier cette tâche au préalable, on vérifie que
L est entrelacé avec L par le noyau de transition Λ, défini en (4.15). En suivant les
preuves des propositions 20 et 23 de Miclo [65], on pourra alors montrer, si le problème
de martingale est bien posé, que l’on peut construire un couple pX,X˚q de manière à ce
que les marginales X et X˚ aient pour générateurs respectifs L et L, et que X˚ soit un
dual de stationnarité forte pour X.
Lemme 4.4.3. L et L sont Λ-liés, c’est-à-dire :
@ f P F , LrΛrf ss “ ΛrLrf ss (4.26)
Démonstration. Par définition de Λ, on a, pour tout f P F et tout D P D :
Λrf spDq “
ş
D
fdµ
µpDq
“
Ff
F1
pDq
“ fpFf , F1qpDq
où 1 est la fonction constante égale à 1 et :
f : Rˆ R˚ Ñ R
px, yq ÞÑ
x
y
L’application F B fpFf , F1q est dans D et :
LrFspDq “
LrFf s
F1
pDq ´
FfLrF1s
F 21
pDq ´ 2ΓLrFf , F1s
F 21
pDq ` 2FfΓLrF1, F1s
F 31
pDq
où :
LrF1spDq “ 2
µpBDq2
F1pDq
ΓLrFf , F1spDq “ µpBDq
ż
BD
fdµ
ΓLrF1, F1spDq “ µpBDq2
donc au final :
LrFspDq “
ş
D
Lrf sdµ
µpDq
“ ΛrLrf sspDq
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Maintenant, si D est dans GzD, alors :
LrFspDq “ lim
D1ÑD
D1PD
LrFspD1q
“ lim
D1ÑD
D1PD
ΛrLrf sspD1q
“ ΛrLrf sspDq
ce qui conclut la preuve.
Le résultat suivant justifie, d’une part, qu’un processus de générateur L, s’il existe,
est absorbé en temps fini (ce qui, rappelons-le, est le but recherché), et d’autre part que
l’ensemble G1 constitue une frontière inaccessible du domaine G.
Proposition 4.4.4. Soient µ0 une mesure de probabilité sur G et pYtqtPr0,T s une solution
du problème de martingale associé à pµ0,Lq jusqu’au temps T de sortie de G, telle que :
@ t ě 0,
ż t^T
0
1tYsPGzDuds “ 0
Alors jusqu’au temps T, pµpYtqqtě0 est un processus de Bessel de dimension 3, changé de
temps et stoppé en 1.
Démonstration. Soit f P C2pRq. Comme µ “ F1, où 1 est la fonction constante égale à un,
il existe une martingale locale pMtqtě0 telle que :
@ t ą 0, fpµpYt^T qq “ fpµpY0qq `
ż t^T
0
Lrf ˝ µspYsqds`Mt^T
Par définition de L (voir (4.25)) on a :
Lpf ˝ µq “ f1pµqLpµq ` f2pµqΓLpµ, µq
où pour tout D P D :
LpµqpDq “
ż
D
Lp1qdµ` 2µpBDq
µpDq
ż
BD
1 dµ
“ 2µpBDq
2
µpDq
et :
ΓLpµ, µq “
ˆ
ż
BD
1 dµ
˙2
“ µpBDq2
Donc, si on pose :
L̂ “
1
2B
2
`
1
x
B
le générateur d’un processus de Bessel de dimension 3, on obtient :
@ t ą 0, fpµpYt^T qq “ fpµpY0qq ` 2
ż t^T
0
µpBYsq
2L̂rfspµpYsqqds`Mt^T
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On définit τ et ς par :
τ B inftt ě 0 : Yt “ Gu ^ T
ς B 2
ż τ
0
µpBYsq
2ds
On veut définir le changement de temps pθtqtPr0,ςs par :
@ t P r0, ςs, 2
ż θt
0
µpBYsq
2ds “ t
mais le problème est que le changement de variable s ÞÑ θs n’est pas C1 car G Q D ÞÑ µpBDq
n’est pas continue sur D. Pour résoudre ce problème, on approche cette fonction par une
suite de fonctions continues. On définit donc, pour tout e P E, x P Re et n P N :
µnptxuq “ npdpx, e´q1tdpx,e´qď1{nu ` dpe`, xq1tdpx,e`qď1{nuqµpxq
et pour tout D P G :
µnpBDq “
ÿ
xPBD
µnptxuq
de sorte que lim
nÑ`8
µnpBDq “ µpBDq pour tout D P D. On définit également, pour tout
k, n P N :
τ k B inftt ě 0 : µpYtq ď 1{ku ^ τ
ςk B 2
ż τk
0
µpBYsq
2ds
ςn B 2
ż τ
0
µnpBYsq
2ds
ςkn B ςn ^ ς
k
et :
@ t P r0, ςns, 2
ż θnt
0
µnpBYsq
2ds “ t
Par convergence dominée et un changement de variable (θnu^ςkn “ s) on a :
fpµpYθ
t^ςk
qq “ lim
nÑ8
fpµpYθn
t^ςkn
qq
“fpµpY0qq ` 2 lim
nÑ8
ż θn
t^ςkn
0
µnpBYsq
2L̂rfspµpYsqqds`Mθn
t^ςkn
“fpµpY0qq ` lim
nÑ8
ż t
0
L̂rfspµpYθn
u^ςkn
qqdu`Mθn
t^ςkn
“fpµpY0qq `
ż t^ςk
0
L̂rfspµpYθuqqdu`Mθt^ςk
c’est-à-dire, le processus pµpYθtqqtě0 est solution du problème de martingale associé à L̂
jusqu’au temps ςk. Puisque L̂ est le générateur d’un processus de Bessel, on a lim
kÑ`8
ςk “ ς,
et comme sur l’ensemble tτ ă 8uX tτ ă T u, on a Yθς “ Yτ “ G, c’est donc un processus
de Bessel de dimension 3, stoppé en 1, jusqu’au temps T .
Une conséquence pratique de cette proposition est que si pDtqtě0 est un processus de
générateur L, alors µpDtq ą 0 pour tout t ą 0 (presque sûrement).
97
Conclusion
Nous avons donc construit un opérateur L, agissant sur une classe F de fonctions
sur un ensemble G de sous-parties du graphe. De la même manière qu’un processus de
diffusion classique sur Rn passe un temps nul sur n’importe quelle partie de mesure nulle,
il semble raisonnable de supposer que s’il existe un processus de Markov pDtqtě0 associé
à cet opérateur, alors les extrémités de celui-ci passent un temps nul sur chaque sommet
et donc que le processus passe un temps nul en D. Pour cette raison, les valeurs de Lf sur
D, pour tout f P F, sont définies de manière arbitraire.
Si l’on suppose donc qu’un tel processus pDtqtě0 existe, au moins jusqu’au temps T
de sortie de G, nous avons alors montré qu’il est un dual de stationnarité forte pour
la diffusion associée à L. De plus, l’ensemble G1 constitue une frontière entrante pour
ce processus, et le temps T est donc le temps d’atteinte de G2, l’ensemble des parties
compactes sans points isolés ayant une infinité de composantes connexes.
Il reste donc à montrer l’existence de ce processus, et l’inaccessibilité de la frontière
G2. Dans les chapitres suivants, c’est à ces questions que nous nous intéresserons, ainsi
qu’à celle de l’unicité du processus (en étendant cependant la définition de L à une classe
de fonctions plus large que F).
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Chapitre 5
Étude d’un cas particulier
Ce chapitre est dédié à l’étude du dual d’un mouvement brownien sur un graphe en
étoile dont les arêtes ont la même longueur (voir figure 5.1), et a pour but de donner
des pistes pour étudier l’existence et l’unicité d’une solution au problème de martingale
dans le cas général. Dans ce cadre particulier, on se ramène à l’intervalle r´1, 1s avec une
singularité en 0, et le processus dual est une diffusion sur un compact de r´1, 1s2, dont la
dérive présente une singularité. Ce genre de processus a été étudié par Takanobu [84],[85]
notamment, au moyen d’une équation différentielle stochastique. Dans un premier temps
nous allons donc établir un lien formel entre cette EDS et un problème de martingale.
5.1 Diffusion avec une dérive singulière
Le processus qui sera au centre de notre étude dans la section 5.2 est une diffusion
sur R2 avec une barrière perméable (les axes x “ 0 et y “ 0). Ce type de processus
peut-être vu comme la version multi-dimensionnelle du mouvement brownien biaisé (voir
par exemple Lejay [51]), et se rapproche également des processus de diffusion sur une
région de Rn avec des conditions au bord (réflexion, absorption ou élasticité). Cependant,
contrairement à ces derniers types de processus, sur lesquels la littérature est abondante
(Wentzell [90], Stroock et Varadhan [81], Takanobu et Watanabe [86], etc.), les diffusions
avec une frontière perméables n’ont, à notre connaissance, pas été beaucoup étudiées. On
peut, outre le résultat d’existence et d’unicité qui nous intéresse, mentionner une étude
analytique de Portenko [72] sur le semi-groupe d’une telle diffusion et une approche par
un problème de sous-martingale de Anulova [4].
Le résultat qui nous sera utile ici est dû à Takanobu [84] et concerne l’existence et
l’unicité de la solution d’une équation différentielle stochastique multi-dimensionnelle avec
un temps local. Bien que l’équivalence de cette EDS avec un problème de martingale ait été
Figure 5.1 – Exemple de graphe en étoile à cinq branches
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évoquée par ce même auteur, elle n’a pas, à notre connaissance et à ce jour, été démontrée
formellement. Notre tâche ici sera donc de démontrer cette équivalence afin de pouvoir
exploiter les résultats obtenus par Takanobu. Nous considérons ici un cas particulier des
EDS étudiées par celui-ci, mais néanmoins plus général que celui que nous utiliserons dans
la suite. Le résultat énoncé doit encore pouvoir s’étendre assez facilement.
Les notations de cette section sont indépendantes, et nous en reprendrons notamment
certaines de Anulova [4].
On se place sur Rn, n P N, que l’on identifie naturellement avec RˆRn´1, et on note
C0, C1, C2 pour C0pRnq, C1pRnq, C2pRnq. Pour f P C0 ou C0pRn´1q, on note Bif la i-ème
dérivée partielle de f lorsqu’elle existe, et Bi,jf “ BiBjf, B2i f “ Bi,if, i, j “ 1, . . . , n.
On décompose Rn en deux demi-espaces et leur frontière : Λ˘ “ R˚˘ ˆ Rn´1 et Γ “
t0u ˆ Rn´1, de sorte que l’on a Rn “ Λ` Y Λ´ Y Γ avec l’identification Rn “ R ˆ Rn´1
déjà mentionnée. On définit également Λ̄˘ “ Λ˘ Y Γ “ R˘ ˆ Rn´1
Si f : R Ñ R admet une limite à droite (resp. à gauche) au point a, on notera
fpa`q “ lim
xÑa`
fpxq (resp. fpa´q “ lim
xÑa´
fpxq). En particulier, si f P C0pRnq est telle que
sa restriction à Λ̄˘ est C1, B1fp0˘, yq désigne la dérivée à droite ou à gauche de la première
application partielle de f, x ÞÑ fpx, yq, en 0, pour tout y P Rn´1.
On définit également Ĉ comme l’ensemble des fonctions f : Rn Ñ R satisfaisant :
— f|Λ̄˘ P C
2pΛ̄˘q (et en particulier, f est continue sur Rn)
— Pour tout i “ 2, . . . , n, pBifq|Λ̄˘ P C
1pΛ̄˘q (on suppose que ces dérivées partielles
existent et elles sont alors continues sur Rn)
— Pour tout i, j “ 2, . . . , n, Bi,jf P C0pRnq
On notera par exemple que la troisième condition ne découle pas de la deuxième : cette
dernière signifie que les dérivées partielles Bif, i “ 2, . . . , n, sont bien définies sur Rn,
et sont continûment différentiables sur chacun des demi-espaces fermés Λ̄` et Λ̄´. En
revanche, la valeur de leurs différentielles sur Γ n’est pas nécessairement la même selon
que l’on différentie sur l’un ou l’autre de ces demi-espaces.
Heuristiquement, les éléments de Ĉ sont ceux de C2, pour lesquels on a autorisé la
première application partielle à ne pas être C2 en 0, mais simplement deux fois dérivable
à droite et à gauche. En particulier, Bi,jfpx, yq est bien défini pour tout i, j “ 1, . . . , n et
tout px, yq P RˆRn´1, sauf si x “ 0 et i ou j “ 1. Dans ce dernier cas, on peut remplacer
x par 0˘, et les applications Rn´1 Q y ÞÑ Bi,jfp0˘, yq sont continues.
On se donne ensuite des paramètres σ “ pσi,jp¨qqi,jPrr1,nss : Rn Ñ MnpRq, a “ σσt “
pai,jp¨qqi,jPrr1,nss : Rn Ñ S`n (l’ensemble des matrices n ˆ n symétriques et positives),
b “ pbip¨qqiPrr1,nss : Rn Ñ Rn et c ą 0, avec σ, a et b continus et ai,ip¨q ą 0 pour tout
i P rr1, nss, et on introduit les opérateurs L et B, dont l’action sur f P Ĉ est définie par
@ z P Λ` Y Λ´, Lfpzq “
˜
1
2
n
ÿ
i,j“1
ai,jpzqBi,jfpzq `
n
ÿ
i“1
bipzqBifpzq
¸
@ z “ p0, yq P Γ, Lfpzq “ αrf spyq
@ z “ px, yq P Rn, Bfpzq “ B1fp0`, yq ´ cB1fp0´, yq
où, pour simplifier, pour tout f P Ĉ et tout y P Rn´1, αrf spyq est une combinaison convexe
de lim
xÑ0`
Lfpx, yq et de lim
xÑ0´
Lfpx, yq, dépendant continûment de y et indépendante de f .
En particulier, si f est C2, alors Lf est continu.
Enfin, on définit l’ensemble
CB B tf P Ĉ : Bf ” 0u
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Théorème 5.1.1. Soient Z “ pXt, Ytqtě0 un processus sur Rn à trajectoires continues
bornées, avec Y “ pY 2, . . . , Y nq P Rn´1, et pour tout f P Ĉ le processus M̃ f “ pM̃ ft qtě0
défini par
@ t ě 0, M̃ ft “ fpZtq ´ fpZ0q ´
ż t
0
LfpZsqds
Si X est une semi-martingale, on note tLxt , px, tq P R ˆ R`u ses temps locaux (cf Revuz
et Yor [75]) et M f “ pM ft qtě0 le processus défini pour tout f P Ĉ par
@ t ě 0, M ft “ M̃ ff ´
ż t
0
BfpZsqdL0s
Alors les quatre assertions suivantes sont équivalentes :
(i) X est une FZ-semi-martingale, et M f est une martingale pour tout f P C2
(ii) M̃ f est une martingale pour tout f P CB
(iii) X est une FZ-semi-martingale et M f est une martingale pour tout f P Ĉ
(iv) Z est une solution (faible) de l’équation différentielle stochastique suivante :
#
dXt “
řn
j“1 σ1,jpZtqdB
j
t ` b1pZtqdt` p1´ cqdL0t
dY it “
řn
j“1 σi,jpZtqdB
j
t ` bipZtqdt, @ i “ 2, . . . , n
(E)
dans le sens où X est une FZ-semi-martingale et il existe un mouvement brownien
B “ pBjqjPrr1,nss sur Rn (éventuellement défini sur un espace de probabilité élargi)
satisfaisant l’équation (E).
Démonstration. Les implications (iii)ñ(i) et (iii)ñ(ii) sont immédiates, et l’implication
(iv)ñ(i) découle de manière classique d’une application du lemme d’Itô à Z solution de
(E), pour f P C2. Nous allons donc montrer les implications (i)ñ(iii), (ii)ñ(i) et (i)ñ(iv).
Dans cette optique, commençons par remarquer que la définition de M f peut être
étendue au cas où X n’est pas une semi-martingale, à condition que f soit dans CB. Il
suffit pour cela de poser (arbitrairement)
şt
0BfpXsqdL
0
s “ 0, même si la mesure dL0s n’est
pas définie. On définit alors dans ce cas M f “ M̃ f . On observe également que C2 et CB
sont deux anneaux, et en particulier sont stables par somme et produit. Sous l’hypothèse
(i) (resp. (ii)), si f, g P C2 (resp. CB), alors M f , M g, M f2 , M f`g, M fg et M g2 sont donc
des martingales. Calculons le crochet de M f et M g (ce calcul est inspiré d’un document
de cours de Miclo [63]).
Soit t ě 0. On pose
Nt “
ż t
0
LfpZsqds`
ż t
0
BfpZsqdL0s
et on a alors
pfpZ0q `M
f
t q
2
“ pfpZtq ´Ntq
2
“ f 2pZtq ´ 2fpZtqNt `N2t
Par définition de M f2 , on a
f 2pZtq “ f
2
pZ0q `
ż t
0
Lf 2pZsqds`
ż t
0
Bf 2pZsqdL0s `M
f2
t
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et par la formule d’intégration par parties pour l’intégrale de Stieljes
N2t “ 2
ż t
0
NsdNs
fpZtqNt “
ż t
0
fpZsqdNs `
ż t
0
NsdfpZsq
“
ż t
0
fpZsqdNs `
ż t
0
NsdM fs `
ż t
0
NsdNs
En remarquant que Bf 2 “ 2fBf (car f est continue), on obtient
pM ft q
2
“ ´2fpZ0qM ft `
ż t
0
Γrf, f spZsqds`M f
2
´ 2
ż t
0
NsdM fs
où Γ est l’opérateur carré du champ associé à L, défini par Γrf, gs “ Lrfgs ´ fLg´ gLf .
Le processus
pM f q2 ´
ż ¨
0
Γrf, f spZsqds
est donc une martingale, d’où l’on déduit que
xM f ,M fyt “
ż t
0
Γrf, f spZsqds
En appliquant ce résultat à M g et M f`g, et par définition du crochet on trouve
xM f ,M gyt “
1
2
`
xM f `M g,M f `M gyt ´ xM
f ,M fyt ´ xM
g,M gyt
˘
“
1
2
`
xM f`g,M f`gyt ´ xM
f ,M fyt ´ xM
g,M gyt
˘
“
1
2
ż t
0
´
Γrf ` g, f ` gspZsq ´ Γrf, f spZsq ´ Γrg, gspZsq
¯
ds
“
ż t
0
Γrf, gspZsqds
Une première conséquence utile de ce crochet s’obtient en considérant le cas f “ g “
f1 : R ˆ Rn´1 Q px, yq ÞÑ x. Sous l’hypothèse (i), la fonction f1 appartenant à C2, le
processus X “ f1pZq est bien une semi-martingale et ses temps locaux sont bien définis.
Le crochet de X est donné par :
xX,Xyt “ xM
f1 ,M f1yt
“
ż t
0
Γrf1, f1spZsqds
“
ż t
0
a1,1pZsqds
En utilisant les temps locaux tLxspXq, x P R, s P R`u de X et la formule des temps
d’occupation (cf Revuz et Yor [75], chapitre VI, exercice 1.15), on a donc :
ż t
0
1tXs“0uds “
ż
R
1tx“0u
a1,1px, Ysq
LxspXqdx “ 0
Le même résultat s’obtient sous l’hypothèse (ii) en utilisant f̃1 : R ˆ Rn´1 Q px, yq ÞÑ
x1txě0u´ 1cx1txă0u à la place de f1. Ceci justifie que le temps passé parX en 0 est de mesure
102
(de Lebesgue) nulle, et donc que le processus M f n’est pas impacté par une modification
des valeurs de Lfp0, yq, y P Rn´1 (puisque l’intégrale du générateur ne change pas). Celles-
ci peuvent donc être choisies arbitrairement, tant que Γrf, f sp0, yq est non-nul pour tout
y P Rn´1, au moins pour certains f P Ĉ (par exemple, pour f “ f1 ou f̃1 sous l’hypothèse
(i) ou (ii) respectivement, mais d’autres choix sont également valables).
Le calcul du crochet va maintenant nous permettre de montrer les trois implications.
Commençons par la plus simple.
Preuve de (i)ñ(iv). Pour tout i “ 1, . . . , n, on définit la fonction fi comme la i-ème ap-
plication coordonnée sur Rn, c’est-à-dire fipx1, . . . , xnq “ xi. Ces fonctions appartiennent
à C2 et @ i, j P rr1, nss, Γrfi, fjs “ ai,j. Sous l’hypothèse (i), d’après le calcul du crochet
qui précède et le théorème de représentation des semi-martingales (Ikeda et Watanabe
[44], chapitre 2, théorème 7.1’), il existe un brownien n-dimensionnel B “ pBjqjPrr1,nss,
éventuellement défini sur un espace de probabilité élargi, tel que
M fit “
ż t
0
σi,jpZsqdBjs , @ t ě 0, i “ 1, . . . , n
Puisque de plus, Lfi “ bi, @ i “ 1, ¨ ¨ ¨ , n, on conclut que Z est solution de (E).
Preuve de (i)ñ(iii). On suppose (i) et on choisit une fonction f P Ĉ. On pose
β1pyq “ B1fp0`, yq ´ B1fp0´, yq
β2pyq “ B
2
1fp0`, yq ´ B21fp0´, yq
pour tout y P Rn´1. Pour tout ε ą 0, on définit successivement les fonctions
kpεq : Rˆ Rn´1 Ñ R
px, yq ÞÑ β1pyq ` x
ˆ
β2pyq ` 6
β1pyq
ε
˙
F pεq : Rˆ Rn´1 Ñ R
px, yq ÞÑ
xpε´ xq3
ε3
kpεqpx, yq1t0ăxăεu
f pεq “ f ` F pεq
Pour tout ε ą 0, la fonction f pεq est évidemment C2 au voisinage de tout point px, yq P
R ˆ Rn´1 tel que x R t0, εu. De plus, de manière immédiate, F pεq et toutes ses dérivées
partielles à l’ordre 1 et 2 s’annulent en pε, yq, pour tout y P Rn´1, c’est-à-dire :
F pεqpε, yq “ BiF
pεq
pε, yq “ BiBjF
pεq
pε, yq “ 0
pour i, j “ 1, . . . , n, ainsi que F pεq et toutes ses dérivées partielles, à l’exception de celles
selon la première variable, en p0, yq, y P Rn´1 :
F pεqp0, yq “ BiF pεqp0, yq “ BiBjF pεqp0, yq “ 0
pour i, j “ 2, . . . , n. Autrement dit, F pεq est défini de telle manière que f pεq P Ĉ. Calculons
ses dérivées partielles selon la première variable. Pour tout px, yq P s0, εr ˆ Rn´1, on a
B1F
pεq
px, yq “
pε´ xq2
ε3
ˆ
p4x´ εqkpεqpx, yq ` xpx´ εqB1kpεqpx, yq
˙
B
2
1F
pεq
px, yq “
pε´ xq
ε3
ˆ
6p2x´ εqkpεqpx, yq ` px´ εqp4x´ εqB1kpεqpx, yq
˙
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donc en faisant tendre x vers 0 :
B1F
pεq
p0`, yq “ ´kpεqp0, yq “ ´β1pyq
B
2
1F
pεq
p0`, yq “ 6
ε
kpεqp0, yq ´ B1kpεqp0, yq “ ´β2pyq
B1,iF
pεq
p0`, yq “ Bi,1F pεqp0`, yq “ ´Bikpεqp0, yq “ ´Bi´1β1pyq, i “ 2, . . . , n
Ce qui donne par exemple pour B1 :
B1f
pεq
p0`, yq “ B1fp0`, yq ´ β1pyq “ B1fp0´, yqB1f pεqp0´, yq
lim
xÑ0`
f pεqpx, yq ´ fεp0, yq
y
“ B1fp0`, yq ´ β1pyq “ B1fp0˘, yq
lim
xÑ0´
f pεqpx, yq ´ fεp0, yq
y
“ B1fp0˘, yq
et de même pour les dérivées partielles d’ordre deux. On en déduit que toutes ces dérivées
partielles sont bien définies et continues, et les fonction f pεq sont donc dans C2 pour tout ε.
Elles sont de plus bornées uniformément en ε, de même que toutes leurs dérivées partielles
d’ordre 1 et 2 à l’exception de B21f pεq. Pour ce qui est de cette dernière, on peut tout de
même isoler dans B21F pεq la partie qui n’est pas bornée uniformément en ε, ce qui nous
simplifiera les calculs par la suite. Pour tout x ‰ 0 P R et y P Rn´1 on note
B
2
1F
pεq
px, yq “ 6β1pyqQpx, εq1t0ăxăεu ` rεpx, yq
où supx,ε rεpxq ă `8 et Q est définie par :
Qpx, εq “
px´ εqp2x´ εq
ε3
$
&
%
ě 0 si 0 ă x ď ε2
ď 0 si ε2 ď x ď ε
Pour tout ε ą 0, le processus M f pεq est une martingale, et :
M f
pεq
t “ f
pεq
pZtq ´ f
pεq
pZ0q ´
ż t
0
pLfpZsq ` LF pεqpZsqqds´
ż t
0
Bf pεqpZsqdL0spXq
avec f pεqpZsq ´ f pεqpZ0q qui est borné et converge vers fpZsq ´ fpZ0q quand ε Ñ 0`,
et Bf pεqp0, Ysq “ B1fp0´, Ysqp1 ´ cq. Il ne reste donc qu’à étudier la convergence de
şt
0 LF
pεqpZsqds lorsque εÑ 0`.
Pour cela, on va utiliser les temps locaux de X, par l’intermédiaire de la formule des
temps d’occupation. On rappelle que le crochet de X est donné par :
xX,Xyt “
ż t
0
a1,1pZsqds
donc
ż t
0
LF pεqpZsqds “
ż t
0
LF pεqpZsq
a1,1pZsq
dxX,Xys
“
ż
R
ż t
0
LF pεqpx, Ysq
a1,1px, Ysq
dLxspXqdx
“
ż ε
0
6Qpx, εq
ż t
0
β1pYsqdLxspXqdx` r̃εpZq
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où r̃ε est un reste qui tend vers 0, et qui contient l’intégrale de la partie bornée rε de
B21F
pεq, ainsi que l’intégrale de toutes les autres dérivées partielles de F pεq. On note
L̃xt “ 6
ż t
0
β1pYsqdLxspXq
ce qui donne
lim
εÑ0`
ż t
0
LF pεqpZsqds “ lim
εÑ0`
ż ε
2
0
Qpx, εqL̃xt dx` lim
εÑ0`
ż ε
ε
2
Qpx, εqL̃xt dx
à condition que ces limites existent et que l’une au moins des deux limites du second
membre soit finie. La fonction x ÞÑ Qpx, εq est de signe constant dans chacune de ces
deux intégrales, et on peut donc les encadrer comme suit :
inf
xPr0, ε2 s
L̃xt
ż ε
2
0
Qpx, εqdx ď
ż ε
2
0
Qpx, εqL̃xt dx ď sup
xPr0, ε2 s
L̃xt
ż ε
2
0
Qpx, εqdx
sup
xPr ε2 ,εs
L̃xt
ż ε
ε
2
Qpx, εqdx ď
ż ε
ε
2
Qpx, εqL̃xt dx ď inf
xPr ε2 ,εs
L̃xt
ż ε
ε
2
Qpx, εqdx
Or :
ż ε
2
0
Qpx, εqdx “ 13
ż ε
ε
2
Qpx, εqdx “ ´16
et x ÞÑ L̃xt est continue à droite, car l’application px, tq ÞÑ Lxt est continue à droite en x
et croissante en t (cf Bray, [9], théorème 3). On a donc
lim
εÑ0`
ż t
0
LF pεqpZsqds “ lim
εÑ0`
L̃xt
3 ´ limεÑ0`
L̃xt
6
“
L̃0t
6
“
ż t
0
β1pYsqdL0s
Maintenant, pour tout t ą s ą 0, la fonction aléatoire
ε ÞÑ F pεqpZtq ´ f
pεq
pZsq ´
ż t
s
LF pεqpZuqdu
est bornée p.s., et donc par le théorème de convergence dominée
lim
εÑ0`
M f
pεq
t “ fpZtq ´ fpZ0q ´
ż t
0
LfpZuqdu´
ż t
0
pβ1pYuq ` B1fp0´, Yuqp1´ cqqdL0u
“ fpZtq ´ fpZ0q ´
ż t
0
LfpZuqdu´
ż t
0
Bfp0, YuqdL0u
“M ft
définit bien une martingale M f “ pM ft qtě0.
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Preuve de (ii)ñ(i). La preuve est identique à celle de l’implication précédente, à deux
détails près : pour approcher une fonction f P C2 par une famille de fonction pf pεqqεą0 Ă Ĉ,
on n’a pas besoin de se soucier de la continuité des applications x ÞÑ B21f pεqpx, yq en 0,
ce qui simplifie les calculs. En revanche, il faut être plus précautionneux pour montrer la
convergence de
şε
0 LF
pεqpZsqds, car on ne peut pas ici utiliser directement les temps locaux
de X sans avoir montré au préalable que ce dernier est une semi-martingale.
On suppose donc (ii) et on choisit une fonction f P C2. On pose βpyq “ Bfp0, yq “
B1fp0, yq p1´ cq pour tout y P Rn´1. Pour tout ε ą 0, on définit la fonction
F pεq : Rˆ Rn´1 Ñ R
px, yq ÞÑ
xpx´ εq3
ε3
βpyq1t0ăxăεu
et on pose
f pεq “ f ` F pεq
Comme précédemment, on vérifie facilement que f pεq P CB pour tout ε ą 0 et que F pεq
ainsi que toutes ses dérivées partielles d’ordre 1 et 2, à l’exception de B21F pεq, sont bornées,
uniformément en ε. Pour ce qui est de B21F pεq, pour tout x ‰ 0 P R et y P Rn´1 on a
B
2
1F
pεq
px, yq “
6px´ εq2 ` 6xpx´ εq
ε3
βpyq1t0ăxăεu
“
6px´ εqp2x´ εq
ε3
βpyq1t0ăxăεu
“ 6βpyqQpx, εq
avec
Qpx, εq “
px´ εqp2x´ εq
ε3
$
&
%
ě 0 si 0 ă x ď ε2
ď 0 si ε2 ď x ď ε
Pour construire la famille des temps locaux de X, il faut commencer par montrer que
celui-ci est une semi-martingale. Puisque X “ f1pZq et que la fonction f1 n’appartient
pas à CB, nous allons recourir temporairement au processus X̃ “ f̃1pZq, avec f̃1px, yq “
x1txě0u´ 1cx1txă0u. Ce processus, lui, est bien une semi-martingale puisque f̃1 appartient à
CB, et on va donc utiliser ses temps locaux tLxspX̃q, x P R, s P R`u, de la même manière
que ceux de X dans la preuve de l’implication précédente. Le crochet de X̃ est donné
par :
xX̃, X̃yt “ xM
f̃1 ,M f̃1yt
“
ż t
0
Γrf̃1, f̃1spXsqds
“
ż t
0
a1,1pXsqp1tXsě0u ´
1
c
1tXsă0uqds
et X̃ coïncide avec X sur R`, donc en posant
L̃xt “ 6
ż t
0
βpYsqdLxspX̃q
on trouve comme précédemment
lim
εÑ0`
ż t
0
LF pεqpZsqds “ lim
εÑ0`
ż ε
2
0
Qpx, εqL̃xt dx` lim
εÑ0`
ż ε
ε
2
Qpx, εqL̃xt dx
“
ż t
0
βpYsqdL̃0s
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Pour tout t ą s ą 0, la fonction aléatoire
ε ÞÑ F pεqpZtq ´ f
pεq
pZsq ´
ż t
s
LF pεqpZuqdu
est bornée p.s., et donc pour tout t ě 0 on a la convergence
lim
εÑ0`
M f
pεq
t “ fpZtq ´ fpZ0q ´
ż t
0
LfpZsqds´
ż t
0
βpYsqdL̃0s
“: M̃ ft
et par le théorème de convergence dominée, le processus M̃ f “ pM̃ ft qtě0 est une martingale.
En particulier, f1pZq “ X est une semi-martingale, dont on peut définir les temps locaux
tLxt , px, tq P R ˆ R`u, et en reprenant les calculs ci-dessus, on vérifie facilement que la
mesure dLxt coïncide avec dL̃xt , pour tout x ě 0, donc M̃ f “ M f . Ceci achève la preuve
de l’implication.
Remarque 5.1.2. Pour simplifier, et parce que nous n’aurons besoin que de ça ensuite,
on a choisi ici de supposer que les trajectoires de Z sont bornées. Moyennant un argument
de localisation sur des compacts, on peut bien sûr généraliser le résultat en s’affranchissant
de cette hypothèse. D’autres généralisations sont également possibles sans trop d’efforts,
pour montrer l’équivalence entre des équations différentielles stochastiques se rapprochant
plus de celle étudiée par Takanobu [84] et le problème de sous-martingale de Anulova [4].
De même, on a fait des hypothèses assez fortes sur α, mais on a vu dans la démons-
tration qu’il suffirait de supposer que αrf spyq ‰ 0 pour tout y P Rn´1, pour certaines
fonctions f P Ĉ bien choisies.
5.2 Graphe à deux branches sans dérive
On reprend ici les notations du chapitre 4, et on considère le cas simple où G “
rl´, l`s, l´ ă 0 ă l`, avec trois sommets en l´, l` et 0 et deux arêtes Re1 “ rl´, 0s et
Re2 “ r0, l`s, et b est continue sur G. On pose α “ pp0, e1q “ 1 ´ pp0, e2q P s0, 1r. On
définit I comme l’ensemble des sous-intervalles fermés d’intérieur non vide de G, que l’on
considère comme un sous-ensemble de G2 :
I B tpx, yq P rl´, l`s2 : x ă yu
et Ī comme la fermeture topologique de I, c’est-à-dire l’ensemble des sous-intervalles
fermés de G :
Ī “ tpx, yq P rl´, l`s2 : x ď yu
Pour tout f P F et tout px, yq P I tel que x, y ‰ 0, on vérifie grâce au théorème 4.3.1
et à la réversibilité de µ (le calcul dans le cas général sera détaillé au chapitre 6) que le
générateur L défini dans le chapitre précédent satisfait :
LrFf spx, yq “
ˆ
pdy ´ dxq
2
´ bpxqdx ´ bpyqdy ` 2
µpxq ` µpyq
µprx, ysq
pdy ´ dxq
˙
rFf spx, yq
où les notations dx et dy sont utilisées ici pour désigner les dérivées partielles usuelles sur
I X sl´, l`r2 par rapport à la première et à la deuxième variable respectivement, et 0 sur
Iz sl´, l`r2 :
dx “ 1tx‰l´uB1, dy “ 1ty‰l`uB2
On reconnaît donc un générateur de diffusion sur R2, à la différence que les fonctions
dans son domaine ne sont pas régulières. En effet les dérivées partielles des applications
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Ff , f P F ne sont généralement pas définies sur t0u ˆ rl´, l`s Y rl´, l`s ˆ t0u, mais les
applications partielles Gyf : x ÞÑ Ff px, yq, y P rl´, l`s et Hxf : y ÞÑ Ff px, yq, x P rl´, l`s
satisfont en 0 la même condition de Neumann que les éléments de F , avec les coefficients
α et p1´ αq inversés. Plus explicitement, soit y P s0, l`r , f P F et g “ Gyf , on a alors
g1p0`q “ lim
xÑ0`
´1
x
ˆ
ż x
0
fptqdµptq
˙
“ ´fp0qµe2p0q
et d’après 4.18
g1p0´q “ ´fp0qµe1p0q “ ´fp0q
α
1´ αµe2p0q
Le même résultat s’obtient pour la deuxième application partielle, et donc en utilisant la
notation des dérivées directionnelles g1p0, eiq, définies en (4.1), pour g “ Gyf ou Hxf , on a
la relation suivante
p1´ αqg1p0, e1q ` αg1p0, e2q “ 0 (5.1)
On veut alors étendre la définition de l’opérateur L à un domaine DpLq contenant les
fonctions Ff , et d’autres fonctions « régulières » sur I (en dehors des axes x “ 0 et y “ 0)
dont les applications partielles satisfont la condition de Neumann (5.1) en 0.
Afin de pouvoir travailler avec la singularité en 0 sans avoir recours systématiquement
aux dérivées directionnelles des applications partielles, nous utiliserons la notation intro-
duite dans la section précédente, à savoir fpa˘q pour la limite à droite ou à gauche d’une
fonction f en a P R.
On définit alors DpLq comme l’ensemble des fonctions g : I Ñ R continues telles que :
— g|eiˆej P C
2pRei ˆRejq, i, j “ 1, 2 (où g|eiˆej désigne la restriction de g à l’ensemble
tpx, yq P Rei ˆRej : x ă yu)
— B1rg|eiˆGs, B
2
1rg|eiˆGs, B2rg|Gˆei s et B
2
2rg|Gˆei s sont bien définies et continues pour i “
1, 2.
— les dérivées partielles satisfont la condition de Neumann suivante :
#
p1´ αqB1gp0´, yq ´ αB1gp0`, yq “ 0, @ y P r0, l`s
p1´ αqB2gpx, 0´q ´ αB2gpx, 0`q “ 0, @ x P rl´, 0s
Une explication sur la régularité des fonctions dans DpLq : ces fonctions et leurs dérivées
partielles d’ordre 1 et 2 sont continues, à part au voisinage de l’axe x “ 0 (resp. y “ 0)
lorsqu’on dérive par rapport à la première (resp. deuxième) variable. De chaque côté de
ces axes, les dérivées partielles admettent quand même des limites.
On pose alors, pour tout g P DpLq et tout px, yq P I :
b˚px, yq “ 2µpxq ` µpyq
µprx, ysq
Lrgspx, yq B
`
pd2 ´ d1q
2
´ bpxqd1 ´ bpyqd2 ` b
˚
px, yqpd2 ´ d1q
˘
rgspx, yq
si x, y ‰ 0 et :
@ y P
‰
0, l`
‰
, Lrgsp0, yq “ lim
xÑ0`
Lrgspx, yq
@ x P
“
l´, 0
“
, Lrgspx, 0q “ lim
yÑ0´
Lrgspx, yq
et cette définition est consistante avec celle que l’on avait jusqu’à maintenant si g “
Ff , f P F ou plus généralement si g “ F P D.
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Remarque 5.2.1. On rappelle que l’on a défini, dans le chapitre 4, la fonction Lf en D
comme sa limite en D1 lorsque D1 tend vers D en croissant, d’où le choix de la limite à
droite en x et à gauche en y.
Nous verrons dans la section 6.2 comment généraliser la définition du générateur et de
son domaine sur G lorsque le graphe est plus complexe.
Proposition 5.2.2. Pour toute mesure de probabilité µ˚0 P P
`
Ī
˘
, il existe un unique (en
loi) processus continu Z˚ “ pX˚t , Y ˚t qtě0, de loi initiale µ˚0 , tel que Z˚t P I pour tout t ą 0
et solution du problème de martingale pour pL,DpLqq.
Pour démontrer cette proposition, nous utiliserons le lemme suivant.
Lemme 5.2.3. Pour toute fonction b̃ : R2 Ñ R mesurable bornée, les équations différen-
tielles stochastiques suivantes
$
&
%
dX˚t “ 2dBt ´ bpXtqdt` b̃pX˚t , Y ˚t qdt´
1
α
dL0t pX˚q
dY ˚t “ ´2dBt ´ bpYtqdt´ b̃pX˚t , Y ˚t qdt
(E1)
$
&
%
dX˚t “ 2dBt ´ bpXtqdt` b̃pX˚t , Y ˚t qdt
dY ˚t “ ´2dBt ´ bpYtqdt´ b̃pX˚t , Y ˚t qdt´
1
α
dL0t pY ˚q
(E2)
(où L0t pX˚q et L0t pY ˚q désignent les temps locaux en 0 des semi-martingales X˚ et Y ˚
respectivement) admettent une solution respective, unique en loi.
Démonstration. On montre le résultat pour (E1), la preuve pour (E2) étant symétrique.
On introduit l’équation suivante, qui n’est rien d’autre que l’équation (E1) sans le
coefficient de dérive b̃ :
$
&
%
dX˚t “ 2dBt ´ bpXtqdt´
1
α
dL0t pX˚q
dY ˚t “ ´2dBt ´ bpYtqdt
(E1’)
D’après Takanobu [84], cette EDS admet une unique solution Z˚ “ pX˚, Y ˚q. Une simple
application du théorème de Girsanov (cf Ikeda et Watanabe, chapitre 4.4) permet de
conclure que Z˚ est aussi l’unique solution de (E1), après un changement de mesure de
probabilité bien choisi sur pΩ,A q.
On observera ici l’importance d’avoir supposé que le coefficient de dérive du processus
primal, b, est continu. En effet, dans les EDS considérées ici, le terme de diffusion est
donné par un mouvement brownien unidimensionnel et le théorème de Girsanov ne permet
donc de traiter que des coefficients de dérives proportionnels dans les deux équations du
système, comme c’est le cas avec les termes ˘b̃pX˚t , Y ˚t q. On ne peut donc pas se ramener
à un système de la forme (E1’) sans les termes bpX˚t q et bpY ˚t q, et ceux-ci doivent donc
être continus pour rentrer dans le cadre du résultat d’unicité de la solution de Takanobu.
Démonstration de la proposition 5.2.2. Le lemme 5.2.3 ne permet pas de prouver directe-
ment le résultat désiré, car le coefficient de dérive b˚ n’est pas borné, et chacune de deux
EDS ne fait intervenir qu’un seul temps local, alors qu’il nous en faudrait deux. L’idée de
ce qui suit est donc d’étendre le résultat de ce lemme en plusieurs étapes :
(a) On commencera par construire le processus solution du problème de martingale sur
des intervalles de temps où une seule des deux coordonnées peut passer en 0, et donc
où un seul temps local intervient. En recollant ces intervalles, le processus est construit
jusqu’au premier temps de sortie d’un sous-ensemble d’un compact de I.
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(b) On vérifie ensuite que le processus construit et bien l’unique solution du problème de
martingale
(c) Dans un troisième temps, en faisant tendre vers Ī les ensemble sur lesquels le processus
est construit, on montre que le temps de sortie de ces ensemble tend vers le premier
moment où l’une des coordonnées atteint un bord de rl´, l`s, grâce à la proposition
4.4.4. On montre que le processus obtenu est bien solution du problème de martingale.
(d) Enfin, la dernière étape consiste à étendre la condition initiale à Ī. Cette étape est
identique à Miclo [65] et ne sera pas détaillée.
Étape (a). Pour tout n P N, on définit le sous-ensemble In de I :
In “ tpx, yq P
‰
l´, l`
“2 : y ´ x ě 1{nu
Sur ces ensembles, le coefficient de dérive b˚ est borné, et on définit la suite de fonctions
sur I pbnqnPN par :
@ n P N, bn “ b˚ ^ sup
px,yqPIn
b˚px, yq
On va alors construire par itération le processus Z˚ “ pX˚, Y ˚q, unique solution du
problème de martingale associé à pL,DpLqq, jusqu’au premier temps de sortie de In, que
l’on note τn :
τn B inftt ě 0 : Y ˚t ´X˚t ď 1{n ou X˚ “ l´ ou Y ˚ “ l`u
On note P 1z et P 2z les lois des uniques solutions de (E1) et (E2) respectivement, partant
de z P I, avec b̃ “ bn (la dépendance de ces lois en n étant implicite). On pose τ 0n “ 0
et Z˚0 “ px0, y0q P I. Par récurrence, on suppose le processus Z˚ “ pX˚, Y ˚q construit
jusqu’au temps τ 2in , i P N, et on définit
pZ˚τ2in `tqtě0 “ pX
˚
τ2in `t
, Y ˚τ2in `tqtě0
comme un processus sur R2 dont la loi conditionnelle sachant FZ˚τ2in est égale à P
1
Z
τ2in
,
jusqu’au temps :
τ 2i`1n B inftt ě τ 2in : Y ˚t ´X˚t ď 1{n ou Y ˚t ď 1{2n ou X˚ “ l´ ou Y ˚ “ l`u
avec la convention inf ∅ “ `8. On procède de même après τ 2i`1n , en définissant
pZ˚
τ2i`1n `t
qtě0 “ pX
˚
τ2i`1n `t
, Y ˚
τ2i`1n `t
qtě0
comme un processus sur R2, dont la loi conditionnelle sachant FZ˚
τ2i`1n
est égale à P 2Z˚
τ2i`1n
,
jusqu’au temps :
τ 2i`2n B inftt ě τ 2in : Y ˚t ´X˚t ď 1{n ou X˚t ě ´1{2n ou X˚ “ l´ ou Y ˚ “ l`u
En faisant tendre i vers `8, on a ainsi construit le processus Z˚ “ pX˚, Y ˚q jusqu’au
temps τn.
Étape (b). Soit f P DpLq, on pose
@ t ą 0 M ft “ fpZ˚t q ´ fpZ˚0 q ´
ż t
0
LfpZ˚s qds
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et on veut vérifier que le processus pM ft^τnqtě0 est une martingale. Soit i P 2N un entier
pair, alors par construction, pour tout t P rτ in, τ i`1n s on a Y ˚t ‰ 0. Il existe donc une
fonction f̃ : I Ñ R, qui coïncide avec f et appartenant à l’ensemble CB défini dans la
section 5.1, avec c “ 1´ α
α
dans la définition de B (autrement dit f̃ est égale à la fonction
f , régularisée autour de rl´, l`sˆt0u). Par le théorème 5.1.1, pM f
t^τ i`1n
´M ft^τ inqtě0 est donc
une martingale. En traitant similairement le cas i P N impair, on obtient que pM ft^τnqtě0
est une martingale locale. comme elle est bornée, c’est une vraie martingale.
Par les mêmes arguments, si Z̃˚ est un deuxième processus partant de z tel que le
processus pM̃ ft^τ̃nqtě0 (avec des notations évidentes pour M̃ f et τ̃n) est une martingale
pour tout f P DpLq, alors la loi de Z̃˚ sur l’intervalle rτ̃ in, τ̃ i`1n s coïncide avec celle de Z˚
sur rτ in, τ i`1n s, pour tout i P N, et ces deux processus ont donc la même loi jusqu’au temps
τn.
Étape (c). En faisant tendre n vers `8, on étend la construction de Z˚ jusqu’au temps
τ B lim
nÑ`8
τn. Par la proposition 4.4.4, on a :
τ B inftt ě 0 : X˚t “ l´ ou Y ˚t “ l`u
et le processus pM ft^τ qtě0 est une martingale locale pour tout f P DpLq. Il ne reste donc
plus qu’à vérifier que c’est en fait une vraie martingale. Il suffit pour cela de vérifier que
sup
tě0
M ft ă 8 presque sûrement. La fonction f étant bornée ainsi que ses dérivées et la
fonction µ, cela revient en fait à vérifier que le processus
t ÞÑ
1
µpZ˚t q
est borné presque sûrement. Cette partie est identique à la preuve du lemme 11 de Miclo
[65] et nous ne la reproduirons pas ici.
Enfin, à partir du temps τ , l’une des deux dérivées partielles (celle en x si X˚τ “ l´,
celle en y si Y ˚τ “ l`) « disparaît » dans l’expression du générateur, et celui-ci est alors un
générateur d’une diffusion classique sur G, absorbée en l´ si Yτ “ l` et en l` si Xτ “ l´.
Le caractère bien-posé du problème de martingale est donc donné par Freidlin et Wentzell
[40] (cf section 4.1).
Étape (d). Nous avons montré à ce stade que pour tout z P I, il existe un processus
Z˚ partant de z, solution du problème de martingale associé à pL,Dq, que la loi de Z˚
est uniquement déterminée, et que Z˚t P I pour tout t ą 0. Il ne reste donc qu’à étendre
ce résultat à z P Ī. Pour cette partie, il suffit de suivre la preuve de la proposition 12 de
Miclo [65].
Nous avons donc montré que le problème de martingale associé à pL,DpLqq est bien
posé, et puisque D Ă DpLq, celui associé à pL,Dq admet au moins une solution. Pour
montrer l’unicité de cette solution grâce à la précédente, il faudrait en fait montrer que
D est bp-dense dans DpLq (c’est-à-dire, pour tout f P DpLq, il existe une suite pfnqnPN
de D telle que fnpx, yq Ñ fpx, yq pour tout px, yq P I et supn ||fn||8 ă 8, cf Ethier et
Kurtz [29]), ce qui est loin d’être évident. Par exemple, si l’on considère le cas simple
α “ 1{2, il semble difficile d’approcher la fonction f1 : px, yq Ñ x par des éléments de
D. Peut-être faudrait-il donc élargir ce dernier. Néanmoins, ce résultat reste satisfaisant
puisque le résultat du lemme 4.4.3 est bien sûr toujours valable, et donc le processus Z˚
obtenu est un dual de stationnarité forte pour X.
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Figure 5.2 – Projection par h d’un état du dual sur le segment r´1, 1s
5.3 Adaptation au graphe en étoile
On généralise un petit peu en considérant le cas où G est constitué d’un nœud central,
et d’un nombre fini d’arêtes, toutes connectées à ce nœud et de longueur 1. Autrement
dit, on a
V “ tO,A1 . . . , Anu, E “ te1, . . . , enu, n P N
avec ei “ tO,Aiu et lei “ 1, i “ 1, . . . , n, comme illustré en figure 5.1 avec n “ 5.
Observons notamment que dans ce cas la mesure invariante µ est réversible. On sup-
pose pour simplifier que be1 ” 0 pour tout i P rr1, nss (le processus primal est donc
un mouvement brownien sur G), et on définit les paramétrisations de telle sorte que
xeipOq “ 0, i “ 1, . . . , n, que xe1pA1q “ 1 et que xeipAiq “ ´1 pour tout i P rr2, nss. On ne
fait en revanche aucune hypothèse sur les coefficients ppO, eiq, i “ 1, . . . , n, et la mesure
invariante µ n’est donc pas globalement uniforme, mais seulement uniforme sur chaque
arête, celles-ci ayant chacune un poids égal au coefficient correspondant, c’est-à-dire :
@ i P rr1, nss, µpReiq “ ppO, eiq
On définit la fonction h̃ : GÑ r´1, 1s par :
@ x P G, h̃pxq B
n
ÿ
i“1
xeipxq1xPRei
Cette fonction n’est pas bijective, mais induit une fonction réciproque
h̃´1 : Ppr´1, 1sq Ñ PpGq
A ÞÑ tx P G : h̃pxq P Au
Comme précédemment, I désigne l’ensemble des intervalles fermés d’intérieur non-vides
de r´1, 1s, et H l’image de I par h̃´1. On définit alors la fonction h : HÑ I par :
@ A P H, hpAq “
 
h̃pxq, x P A
(
Cette fonction est bijective, et h´1 “ h̃´1. Les éléments de H sont donc les ensembles A
de G, tels que pour tout i, j “ 2, . . . , n, A X pRe1 Y Reiq est connexe et xeipA X Reiq “
xejpAXRejq. L’image d’un tel élément est l’intervalle xe1pAXRe1q Y xe2pAXRe2q. Cette
projection du graphe sur un segment est illustrée par la figure 5.2
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Enfin, on transporte les mesures µ et µ sur r´1, 1s, et on les notera de la même manière,
en posant :
@ A P I, µpAq “ µph´1pAqq
@ A Ă r´1, 1s, µpAq B µph̃´1pAqq
Notre but est alors de construire un processus à valeurs dans H, comme l’image d’un
processus de I par h´1.
Soient px, yq P I et f P F . Comme dans la section précédente, on a :
LrFf sph
´1
px, yqq “
ˆ
pd2 ´ d1q
2
` 2µptx, yuq
µprx, ysq
pd2 ´ d1q
˙
rFf ˝ h
´1
spx, yq
avec
d1 “ 1tx‰´1uB1, d2 “ 1ty‰1uB2
On définit donc le générateur L̃ sur I par
L̃rgspx, yq “
ˆ
pd2 ´ d1q
2
` 2µptx, yuq
µprx, ysq
pd2 ´ d1q
˙
rgspx, yq
pour tout px, yq P I tel que x, y ‰ 0, et
@ y P s0, 1s , L̃rgsp0, yq “ lim
xÑ0`
L̃rgspx, yq
@ x P r´1, 0r , L̃rgspx, 0q “ lim
yÑ0´
L̃rgspx, yq
pour tout g appartenant à l’ensemble DpL̃q défini comme dans la section 5.2. On rappelle
que g appartient à DpL̃q si g est « suffisamment régulière » (notamment, C2 en-dehors
des axes x “ 0 et y “ 0) et si ses dérivées partielles satisfont les conditions de Neumann
suivantes :
@ x ă 0, ppO, e1qB2gpx,O´q “ p1´ ppO, e1qqB2gpx, 0`q
@ y ą 0, ppO, e1qB1gp0´, yq “ p1´ ppO, e1qqB1gp0`, yq
Enfin on étend le générateur L, de la manière suivante : si DpLq désigne l’ensemble
des fonctions f : H Ñ R telles que f ˝ h´1 P DpL̃q, alors on pose pour tout f P DpLq et
tout A P H :
Lrf spAq “ L̃rf ˝ h´1sphpAqq
On peut vérifier que D Ă DpLq et que la définition de L sur DpLq est cohérente avec celle
sur D.
Proposition 5.3.1. Pour tout A P H, il existe un unique (en loi) processus D “ pDtqtě0
solution du problème de martingale associé à pL,DpLqq et tel que D0 “ A presque sûre-
ment.
Démonstration. La preuve découle immédiatement du caractère bien posé du problème
de martingale associé à pL̃,DpLq), démontré dans la section 5.2. En effet, si Z “ pZtqtě0
est associé à L̃ et D “ h´1pZq, alors pour tout f P DpLq on a
@ t ě 0 M ft BfpDtq ´ fpD0q ´
ż t
0
Lrf spDsqds
“f ˝ h´1pZtq ´ f ˝ h
´1
pZ0q ´
ż t
0
L̃rf ˝ h´1spZsqds
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et le processus M f “ pM ft qtě0 est une martingale. Réciproquement, si D est solution du
problème de martingale associé à pL,DpLqq, alors Z “ hpDq est solution de celui associé
à pL̃,DpLqq, par le même argument.
Ce résultat n’est pas encore suffisant pour construire un dual de stationnarité pour
toute condition initiale. En effet, suivant la méthode de Miclo, on peut faire partir le
processus D d’une condition initiale A de mesure aussi petite que l’on veut, et en passant
à la limite on peut autoriser D à partir d’un singleton tz0u Ă Re1 , ou d’une réunion de
singletons
Ťn
i“2txeipz0qu, z0 P r´1, 0s, mais pas d’un singleton de Rei , i “ 2, . . . , n, autre
que tOu. Ce problème est résolu en remarquant que tout ce qui a été introduit dans cette
section dépend d’un choix de paramétrisation sur G, qui est arbitraire. En échangeant
successivement le rôle de Ai, i “ 1, . . . , n, avec celui de A1, on définit les objets hi et
Hi de la même manière que h et H respectivement (en particulier, h1 “ h et H1 “ H).
Notons que pour tout i ‰ j P rr1, nss, Hi XHj “ tGu. On peut ainsi définir le générateur
L sur
Ťn
i“1Hi par
Lrf spAq “
n
ÿ
i“1
1tAPHiuL̃rf ˝ h´1i sphipAqq
pour tout A P
Ťn
i“1 et tout f tel que f ˝ h
´1
i P DpL̃q pour tout i P rr1, nss. On obtient
finalement le résultat suivant :
Corollaire 5.3.2. Pour tout µ P PpGq, il existe un couple pX,X˚q tel que X soit un
processus de diffusion sur G, de générateur L et de loi initiale µ et que X˚ soit l’unique
solution du problème de martingale associé à pL,DpLqq et un dual de stationnarité forte
pour X.
Démonstration. Le caractère bien posé du problème de martingale associé à pL,DpLqq dé-
coule de ce qui précède. Le fait de pouvoir construire une solution X˚ comme le dual d’un
processus X de générateur L découle du lemme 4.4.3 et se montre comme la proposition
23 de Miclo [65].
Remarque 5.3.3. Il n’y a pas de difficulté à ajouter une dérive b, à condition de supposer
celle-ci continue sur G, nulle en O et identique sur chaque arête (c’est-à-dire, bei ˝ x´1ei “
bej ˝ x
´1
ej
dès que ei et ej sont paramétrées de la même manière, i, j “ 1, . . . , n). En
revanche, sans supposer la nullité en O la continuité ne pourra pas être assurée pour
n’importe quel choix de paramétrisation, et on ne peut donc pas appliquer le résultat de la
section 5.2 pour montrer que le problème de martingale est bien posé pour toute condition
initiale. De même, si la dérive n’est pas identique sur chaque arête, il ne sera pas possible
de construire le processus en bijection avec un processus sur I.
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Chapitre 6
Approche par des processus de
Markov finis
Le générateur présenté dans la section précédente peut être vu localement comme le
générateur d’un processus de diffusion multi-dimensionnel. Si pDtqtě0 est un processus sur
G associé à ce générateur, alors toutes ses extrémités se comportent comme des diffusions
sur les arêtes, dirigées par un même mouvement brownien, jusqu’à ce que l’une d’elles
rencontre un obstacle (un sommet ou une autre extrémité). Le comportement du processus
à ce moment-là n’est pas aisément descriptible et c’est pourquoi nous aurons recours dans
cette section à une approximation par des chaînes de Markov. Cette approche a également
l’avantage de pouvoir utiliser les résultats obtenus dans la première partie de cette thèse
pour montrer directement l’entrelacement avec X, la solution du problème de martingale
associé à L. Pour cela, nous allons en premier lieu définir une suite de processus de saut
pXnqnPN B ppX
n
t qtě0qnPN convergeant en loi vers X.
Observons que contrairement aux approximations de diffusions que l’on trouve le plus
souvent (pour une des constructions classiques du mouvement brownien par exemple), les
chaînes de Markov utilisées sont ici à temps continu. Cette démarche se rapproche donc
plus de celle que l’on retrouve dans les travaux de Kushner (voir par exemple Kushner et
Dupuis [49]).
6.1 Approximation d’une diffusion
Une première difficulté dans cette démarche est liée à la taille des arêtes : si celles-ci
avaient toutes la même longueur, on pourrait les diviser en une suite de segments de plus
en plus petits et tous de même taille, de sorte que chaque Xn soit un processus de Markov
fini avec une taille de saut fixe. C’est également possible si le
le1
P Q pour tout e, e1 P E,
mais cela ne marche pas dans le cas général. Le lemme suivant permet de surmonter cette
difficulté.
Lemme 6.1.1. Il existe des familles phnqnPN et phenqePE,nPN de nombres réels strictement
positifs telles que :
(1) lim
nÑ8
hn “ 0.
(2) Il existe une constante M ą 0 telle que pour tout e P E, n P N, |hen´hn| ăMhn
2` 1
|E| .
(3) pour tout e P E et tout n P N, hen divise le.
Remarque 6.1.2. La condition (2), implique notamment, pour tout e P E, hen “ hn `
ophn
2
q, au sens des notations de Landau. Le cardinal de |E| étant fini, cela reste vrai si
on remplace hen par mine h
e
n ou maxe h
e
n.
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Démonstration. Fixons arbitrairement une arête de référence e0 P E. Le théorème d’ap-
proximation simultanée de Dirichlet (cf. [79], chapitre II, théorème 1B) permet d’appro-
cher uniformément les ratios αe B
le
le0
, e P E, par des rationnels de même dénominateur.
Plus précisément, il existe des familles pqnqnPN et ppenqePE,nPN d’entiers strictement positifs
telles que lim
nÑ8
qn “ `8 et, pour tout e P E et n P N :
ˇ
ˇ
ˇ
ˇ
αe ´
pen
qn
ˇ
ˇ
ˇ
ˇ
ă
1
qn
1` 1
|E|
(6.1)
En multipliant de chaque coté par le0
pen
, cette inégalité s’exprime de manière équivalente
par :
ˇ
ˇ
ˇ
ˇ
le
pen
´
le0
qn
ˇ
ˇ
ˇ
ˇ
ă
le0
pen qn
1` 1
|E|
(6.2)
D’autre part, de (6.1) on déduit une minoration sur pen :
pen ą qn αe ´
1
qn
1
|E|
Comme qn Ñ 8, le minorant est non nul pour tout e P E à partir d’un certain rang n0 (on
supposera sans perte de généralité que n0 “ 0), et on l’injecte dans (6.2) pour obtenir :
ˇ
ˇ
ˇ
ˇ
le
pen
´
le0
qn
ˇ
ˇ
ˇ
ˇ
ă
le0
ˆ
qn αe ´
1
qn
1
|E|
˙
qn
1` 1
|E|
“
ˆ
le0
qn
˙2` 1
|E|
¨
˚
˚
˝
1
le0
1` 1
|E|
ˆ
αe ´
1
qn
1` 1
|E|
˙
˛
‹
‹
‚
On pose pour tout n P N, e P E, hn B
le0
qn
et hen B
le
pen
. On a bien hn Ñ 0 et hen divise le,
pour tout e P E, et en choisissant :
M B sup
ePE,nPN
¨
˚
˚
˝
1
le0
1` 1
|E|
ˆ
αe ´
1
qn
1` 1
|E|
˙
˛
‹
‹
‚
ă 8
dans la condition (2), on conclut la démonstration du lemme.
On choisit donc des suites phnqnPN et phenqePE,nPN satisfaisant les conditions du lemme
6.1.1. Pour chaque n P N, on pose :
Vn B
ď
ePE
!
x´1e pkh
e
nq, k “ 0, . . . ,
le
hen
)
En B
ď
ePE
!
 
x´1e pkh
e
nq, x
´1
e
`
pk ` 1qhen
˘(
, k “ 0, . . . , le
hen
´ 1
)
de sorte que Gn B pVn, Enq est un graphe discret dont les sommets sont les sommets de G
et des points régulièrement espacés sur chaque arête. On définit un noyau de probabilité
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pn B ppnpx, yqqx,yPVn de Vn dans Vn par :
@ x, y P Vn pnpx, yq B
$
’
&
’
%
ppx, eq si e P E, x P V, x, y P Re et tx, yu P En
1{2 si x R V et tx, yu P En
0 sinon
Enfin, on définit une suite pLnqnPN de générateurs de processus de Markov finis sur G, où
pour tout n P N, Ln a pour espace d’état Vn et :
@ e P E, @ x ‰ y P Vn XRe, Lnx,y “
$
&
%
2pnpx, yq
hn
ş
rx,ys
eβept,xqλepdtq
, si tx, yu P En
0 sinon
(6.3)
où pβeqePE est la famille de fonctions définie en début de section 4.2. L’expression de ce
générateur n’étant pas facilement manipulable, le lemme suivant en donne une approxi-
mation suffisante pour montrer qu’il converge vers le générateur d’une diffusion sur G. Le
terme Lnx,y dépendant à la fois de x, y et n (x et y dépendant eux-mêmes de n à travers
l’hypothèse x, y P Vn), dans le lemme suivant on utilisera la notation onp¨q dans le sens
suivant :
fpx, y, nq “ onpgpnqq si et seulement si lim
nÑ8
sup
x,y
|fpx, y, nq|
gpnq
“ 0
avec le même abus d’utilisation du symbole « “ » que pour les notations de Landau.
Toujours dans le but d’alléger les calculs, lorsque x P Re, e P E, si le contexte est clair on
identifiera x et xepxq. On notera également :
@ h P R, x˘ h~e :“ i~e x´1e pxepxq ˘ hq
dès lors que xepxq ˘ h P r0, les. Si x P R̊e et ~e “ pe´, e`q, on abrégera cette notation en
x˘ h.
Lemme 6.1.3. Pour tout n P N, ~e P ~E, x P Re X Vn et y “ x` hen ~e, on a :
Lnx,y “ pnpx, yq
˜
2
hn
2 ` i~e
bepxq
hn
` on
ˆ
1
hn
˙
¸
Démonstration. Soit ~e P ~E, n P N et k P rr0, le
hen
´ 1ss. On suppose que ~e “ pe´, e`q, l’autre
cas se traitant similairement, et on pose x “ x´1e pk henq et y “ x` hen ~e “ x´1e ppk ` 1qhenq.
On a alors :
Lnx,y “
2pnpx, yq
hn fxpyq
où fx : r0, les Ñ R est la fonction définie par :
@ z P r0, les, fxpzq “
ż z
x
eβept,xqdt
avec ici :
βept, xq “ ´
ż t
x
bepuqdu
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Dans le but d’utiliser la formule de Taylor-Lagrange à l’ordre 2 en x, on calcule les dérivées
de cette fonction :
f 1xpzq “ eβepz,xq
f2xpzq “ ´bepzqf
1
xpzq
f p3qx pzq “
ˆ
´
d
dz bepzq ` bepzq
2
˙
f 1xpzq
On a donc, par un développement limité à l’ordre 2 en x :
fxpzq “ pz ´ xq
ˆ
1´ bepxq
pz ´ xq
2 ` f
p3q
x pxq
pz ´ xq2
6 ` o
`
pz ´ xq2
˘
˙
(ici, le o est pris pour z Ñ x). Si on pose gxpzq “
z ´ x
fxpzq
, z P r0, les, alors en utilisant le
développement limité de la fonction tÑ 11` t , on obtient :
gxpzq “ 1` bepxq
z ´ x
2 `
ˆ
bepxq
2
4 ´
f p3qx pxq
6
˙
pz ´ xq2 ` o
`
pz ´ xq2
˘
La fonction gx est donc de classe C2 et sa dérivée seconde :
g2xpzq “
bepxq
2
2 ´
f p3qx pxq
3
est bornée. Pour tout z P r0, les il existe donc ξ P rx, zs tel que :
gxpzq “ 1` bepxq
z ´ x
2 ` g
2
xpξq
pz ´ xq2
2
En appliquant ceci à z “ xepyq, on en déduit qu’il existe ξ P xeprx, ysq tel que :
Lnx,y “
2pnpx, yq
hn hen
ˆ
1` bepxq
hen
2 ` g
2
pξq
hen
2
2
˙
“
pnpx, yq
hn
2 p2` bepxqhnq ` on
ˆ
1
hn
˙
où on a utilisé le fait que 1
hen
´
1
hn
“ on p1q.
Dans le but d’obtenir des résultats de convergence de la suite pLnqnPN vers L, on
prolonge chacun de ces Ln en un générateur sur G, que l’on notera de la même manière.
Pour cela, à chaque étape on va simplement identifier chaque point z P G avec le point
x P Vn dont il est le plus proche. Plus formellement, pour tout n P N on définit une
partition tInpxq, x P Vnu de G par :
@ x P Vn, Inpxq B
ď
ePE
"
z P Re : xepxq ´ xepzq P
„
´
hen
2 ,
hen
2
„*
et pour tout x P Vn, pour tout z P Inpxq, on pose :
@y ‰ z P G, Lnz,y “
"
Lnx,y si y P Vnztxu
0 sinon
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Soit µ0 une mesure de probabilité sur G. Pour tout n P N, on définit une version
discrète µn0 de µ0 par :
µn0 B
ÿ
xPVn
µ0pInpxqqδx
et Xn B pXnt qtě0 un processus de loi initiale µn0 et de générateur Ln. Alors
PpXnt P Vn, @ t ą 0q “ 1
et on a :
Lemme 6.1.4. La famille pXnqnPN est relativement compacte pour la topologie de la
convergence faible. Plus précisément, la famille pL pXnqq est relativement compacte dans
PpDG r0,8qq muni de la distance de Prokhorov (voir introduction).
Démonstration. La preuve de ce lemme consiste à vérifier les deux conditions suivantes
(cf [29], chapitre 3, lemme 7.4) :
(a) Pour tout η ą 0 et t ą 0, il existe un compact Γη,t Ă G tel que :
lim inf
nÑ8
PpXnt P Γ
η
η,tq ě 1´ η
où Γηη,t désigne le η-élargi de Γη,t (c’est-à-dire, l’ensemble tx P G : dpx,Γη,tq ă ηu)
(b) Pour tout η ą 0 et T ą 0, il existe δ ą 0 tel que :
lim sup
nÑ8
PpwpXn, δ, T q ě ηq ď η
On rappelle la définition de w (cf [29], chapitre 3, (6.2)) : pour tout x P DGp0,8q (l’espace
des fonctions r0,8q Ñ G càdlàg), et tout δ, T ą 0,
wpx, δ, T q B inf
ttiu
max
i
sup
s,tPrti,ti`1r
 
dpxptq, xpsqq
(
où les ttiu sont pris parmi les partitions de la forme 0 “ t0 ă t1 ă ¨ ¨ ¨ ă tk´1 ă T ď tk
avec minpti ´ ti´1q ą δ et k ě 1.
La condition (a) est trivialement satisfaite puisque G est compacte, et nous passons
donc directement à la condition (b), qui est un peu plus technique. Pour cela on va montrer
plus précisément :
@η, T ą 0, lim
δÑ0
lim
nÑ8
PpwpXn, δ, T q ď ηq “ 1 (6.4)
Dans ce qui suit, on fixe n P N et δ, T, η ą 0. Dire qu’un ω P Ω appartient à l’événement
 
wpXn, δ, T q ď η
(
signifie qu’il existe une partition tti, i “ 1, . . . ku de r0, T s (ou d’un
intervalle un peu plus grand), dont le pas est plus grand que δ, et pour laquelle l’amplitude
maximale de la trajectoire Xnpωq sur chaque intervalle rti, ti`1r est plus petite que η. Pour
un processus de saut dont la taille des sauts est plus grande que η, cela correspond par
exemple à l’ensemble des trajectoires pour lesquelles les temps de sauts sont plus grands
que δ (jusqu’au temps T ).
On va donc minorer grossièrement la probabilité de l’événement
 
wpXn, δ, T q ď η
(
en choisissant une partition particulière de r0, T s. On définit par récurrence une suite de
temps d’arrêts pTkqkPN, et une variable aléatoire K à valeurs entières, par T0 “ 0 et :
— Pour tout k P N, Tk`1 B inf
 
t ą Tk, dpXnTk , X
n
t q ą
η
2
(
— K B inftk P N, Tk ě T u.
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Par l’inégalité triangulaire, on a :
@ k P N, sup
Tkďt,săTk`1
tdpXnt , Xns qu ď η
donc une condition suffisante (mais non nécessaire) pour wpXn, δ, T q ď η est alors que
Ti ´ Ti´1 ą δ pour tout i “ 1, . . . , K. Remarquons que dans ce cas on a nécessairement
K ď T {δ.
On pose
ε B minpη{4,mintle, e P Euq
Pour parcourir une distance η{2 (i.e. atteindre un point situé à une distance au moins
η{2 de sa position initiale) entre les temps Ti et Ti`1, i P N, le processus Xn, doit alors
parcourir une distance au moins égale à ε sur une même arête. En effet, si on suppose le
contraire, alors en particulier il ne parcourt pas une arête entière, donc XTi`1 et XTi se
trouvent soit sur une même arête, soit sur sur deux arêtes voisines. Dans les deux cas,
la distance entre XTi`1 et XTi est strictement inférieure à deux fois la distance maximale
parcourue sur une arête, elle même inférieure à η{4, ce qui contredit la définition des Tk.
On encadre grossièrement les taux de sauts de Xn sur chaque arête en posant :
@ e P E, M e B
1
hn
şhen
0 e´Btdt
ě max
y,zPRe
ty,zuPEn
Lny,z
@ e P E, me B
1
hn
şhen
0 eBtdt
ď min
y,zPRe
ty,zuPEn
Lny,z
avec B B max
ePE
sup
tPRe
|beptq|. Pour tout e P E, soit Ze un processus de vie et de mort sur N,
partant de 0, de taux de naissance b0 “ 2M e et bn B M e, @ n P N˚ et de taux de décès
an B me, @ n P N˚, pm0 “ 0q. Heuristiquement, sur chaque arête Re, e P E, Xn s’éloigne
plus lentement de sa position initiale que Ze de 0 (en loi). Partant de XTi P Re, on peut
alors coupler pXnTi`tqtě0 avec une copie de chaque Z
e1 , e1 P E, toutes indépendantes entre
elles, de manière à contrôler le déplacement sur chaque arête. Si on définit, pour tout
e P E :
σεe B inftt ą 0, Zet hen ě εu
alors un tel couplage donne :
PpTi`1 ´ Ti ą δ |XTi , XTi P Req ě Ppσεe ą δq2
ź
e1‰ePE
Ppσεe1 ą δq
ě
`
min
e1PE
Ppσεe1 ą δq
˘|E|
Avec ce qui précède, on peut donc écrire :
PpwpXn, δ, T q ď ηq ě PpTi ´ Ti´1 ą δ, @ i “ 1, . . . , Kq
ě
`
min
ePE
Ppσεe ą δq
˘|E|T {δ (6.5)
Pour montrer (6.4), on va alors minorer Ppσεe ą δq de manière appropriée pour tout e P E.
Fixant e P E, posons N “
R
ε
hen
V
, de sorte que pour tout t ě 0, Zet hen ě ε si et seulement
si Zet ě N . σεe est donc le temps d’atteinte de N . Par l’inégalité de Markov, on a :
Ppσεe ą δq “ 1´ Ppσεe ď δq
“ 1´ P
`
exp p´σεe{δq ě e´1
˘
ě 1´ eE pexp p´σεe{δqq (6.6)
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Pour calculer E pexp p´σεe{δqq, on s’inspire de la méthode utilisée par exemple dans [3]
pour calculer Epσεeq. On pose τ0 “ 0, et pour tout k “ 1, . . . , N , on définit par récurrence
τk B inftt ą 0, Zet “ ku ´ τk´1,
le premier temps de passage de l’état k ´ 1 à k. Tous les τi sont indépendants (par
markovianité) et :
E pexp p´σεe{δqq “ E
˜
exp
˜
´
N
ÿ
i“1
τi{δ
¸¸
“
N
ź
i“1
E pexp p´τi{δqq
On rappelle que si Y est une variable aléatoire de loi exponentielle de paramètre θ ą 0,
alors :
Epexpp´Y {δqq “ θ1{δ ` θ
donc, posant vi “ E pexp p´τi{δqq , i “ 1, . . . , N on a :
v1 “
2M e
1{δ ` 2M e
(e étant fixé, dans toute la suite on omettra l’exposant) et pour i ą 1, si Y est une variable
aléatoire de loi exponentielle de paramètre m`M , indépendante des τi :
vi “
M
m`M
E
`
expp´Y {δq
˘
`
m
m`M
E
´
exp
`
´ pY ` τi´1 ` τiq{δ
˘
¯
“
M
m`M
m`M
1{δ `m`M `
m
m`M
m`M
1{δ `m`M vi´1 vi
“
M
1{δ `m`M `
m
1{δ `m`M vi´1 vi
et donc :
vi “
M{m
1{δ`m`M
m
´ vi´1
Pour étudier la suite pviqi, on pose α B m{M, β B 1{δ`m`Mm , w1 “ 1, w2 “ β ´ v1
et pour tout i ą 2, wi “ βwi´1 ´ αwi´2. On vérifie alors par récurrence que l’on a
vi “
αwi´1
wi
, i ě 2, et donc :
E pexp p´σεe{δqq “ v1
N
ź
i“2
αwi´1
wi
“
v1 α
N´1
wN
Une étude classique de la suite vectorielle
`
pwi`1, wiq
˘
i
donne :
wN “
`
1 0
˘
ˆ
β ´α
1 0
˙N´2 ˆ
w2
w1
˙
121
Si on note :
λ˘ B
β ˘
?
β2 ´ 4α
2
les deux valeurs propres λ` et λ´ de la matrice ci-dessus alors on a :
wN`1 “
pβ ´ v1q
`
λ`
N
´ λ´
N
˘
` λ´
Nλ` ´ λ`
Nλ´
λ` ´ λ´
Intéressons-nous maintenant au comportement asymptotique de cet objet lorsque l’on fait
nÑ `8. Rappelons que :
M “
1
hn
şhen
0 e´Btdt
“
B
hn p1´ e´B henq
et
m “
1
hn
şhen
0 eBtdt
“
B
hn peB hen ´ 1q
donc :
α “
M
m
“ eB hen
“ 1`B hn ` ophnq
et
β “ 1` α ` 1
δm
“ 1` eB hen `
hn
`
eB hen ´ 1
˘
δB
“ 2`Bhn `
ˆ
B2
2 `
1
δ
˙
hn
2
` ophn
2
q
Selon les besoins, on utilisera alternativement les formes exactes ou les développements
limités de α et β. En utilisant les formules usuelles de développements limités, on trouve
également :
v1 “
2M
1{δ ` 2M “ 1` ophnq
β2 ´ 4α “ p1´ αq2 ` 1
δ2m2
` 21` α
δm
“ p1´ eB henq2 ` hn
2
peB hen ´ 1q2
δ2B2
` 2pe
2B hen ´ 1qhen
δ B
“
`
B2 ` 4{δ
˘
hn
2
p1` 2B hn ` ophnqq
a
β2 ´ 4α “
a
B2 ` 4{δ hn p1`B hnq ` ophn2q
λ´ “ 1`
´
B ´
a
B2 ` 4{δ
¯
hn{2` ophnq
λ` “ 1`
´
B `
a
B2 ` 4{δ
¯
hn{2` ophnq
λ´
N
“ exppN lnpλ´qq
“ exp
˜
N
´´
B ´
a
B2 ` 4{δ
¯
hn{2` ophnq
¯
¸
“ e
NBhn
2 e´
N
?
B2`4{δ
2 eNophnq
λ`
N
“ e
NBhn
2 e
N
?
B2`4{δ
2 eNophnq
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puis :
λ`
N
` λ´
N
“ 2e
NBhn
2 `Nophnq cosh
˜
N
a
B2 ` 4{δ
2
¸
λ`
N
´ λ´
N
“ 2e
NBhn
2 `Nophnq sinh
˜
N
a
B2 ` 4{δ
2
¸
λ´
Nλ` ´ λ`
Nλ´ “
`
λ`
N
` λ´
N
˘
a
B2 ` 4{δhn{2`
`
λ`
N
´ λ´
N
˘
p1`Bhn{2q ` ophnq
De plus, puisque N “
R
ε
hen
V
, on a Nhn “ ε ` op1q. Mettant tout ceci bout-à-bout, on
obtient :
wN`1 “
Bhn{2
`
λ`
N
´ λ´
N
˘
´
a
B2 ` 4{δ
`
λ`
N
` λ´
N
˘
hn{2
a
B2 ` 4{δhn
` op1q
“
eεB{2
ˆ
B sinh
ˆ
ε
?
B2`4{δ
2
˙
`
a
B2 ` 4{δ cosh
ˆ
ε
?
B2`4{δ
2
˙˙
a
B2 ` 4{δ
` op1q
αN “ eεB
et donc finalement :
lim
nÑ8
E pexp p´σεe{δqq “
eεB{2
a
B2 ` 4{δ
B sinh
ˆ
ε
?
B2`4{δ
2
˙
`
a
B2 ` 4{δ cosh
ˆ
ε
?
B2`4{δ
2
˙
ď eεB{2 exp
˜
´ε
a
B2 ` 4{δ
2
¸
“ opδq
Par (6.6) on conclut que :
Ppσεe ą δq|E|T {δ ě p1` opδqq
|E|T {δ
Ñ
δÑ0
1
et donc par (6.5) il existe δ ą 0 tel que PpwpXn, δ, T q ě ηq ď η.
On peut maintenant montrer la convergence des solutions des problèmes de martingale
associés aux Ln.
Proposition 6.1.5. La suite de processus pXnqnPN converge en loi vers un processus X
de générateur L et de loi initiale µ0.
Démonstration. D’après le lemme 6.1.4, la famille pXnqnPN est relativement compacte et
admet donc au moins une sous-suite Xϕpnq convergeant vers un processus X B pXtqtě0.
Puisque µn0 converge faiblement vers µ0, la loi initiale de X est nécessairement donnée par
µ0. Si DpLq désigne l’ensemble des fonctions f P F telles que Lf P CpGq, il suffit alors de
vérifier que pour tout f P DpLq, il existe une suite pfnqnPN de fonctions sur G telle que :
||fn ´ f ||8 Ñ 0 et ||Lnfn ´ Lf ||8 Ñ 0 (6.7)
pour pouvoir appliquer le lemme 5.1, chapitre 4 de [29], et déduire queX à pour générateur
L. Comme la solution du problème de martingale pour (L,DpLq) est unique en loi (cf [40]),
on en conclut alors que pXnqnPN converge en loi vers X (unicité de la valeur d’adhérence)
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Il ne reste donc qu’à trouver une suite pfnqnPN satisfaisant (6.7). On prend pour cela :
@ n P N, x P Vn, z P Inpxq, fnpzq “ fpxq
La fonction f étant continue sur un compact, elle est uniformément continue et donc
pfnqnPN converge uniformément vers f . Montrons que Lnfn converge uniformément vers
Lf . Soit z P G et pour tout n P N, xnpzq P Vn tel que z P Inpxnpzqq. La suite de fonction
pxnqnPN tend uniformément vers la fonction identité de G, donc d’après le lemme 6.1.3,
la condition de Neumann sur f et la continuité uniforme de Lf sur G, on a (en notant
simplement xn pour xnpzq) :
Lnfnpzq “
ÿ
~eP ~Exn
Lnxn,xn`hen~e pfpxn ` h
e
n~eq ´ fpxnqq
“
ÿ
~eP ~Ex
pnpxn, xn ` hen~eq
hn
2
`
2` i~e bepxnqhn
˘
ˆ
f 1pxn, ~eqhn ` Be
2fpxnq
hn
2
2
˙
` onp1q
“
ÿ
~eP ~Exn
pnpxn, xn ` hen~eq
ˆ
2f 1pxn, ~eq
hn
` bepxnqBefpxnq ` Be
2fpxnq
˙
` onp1q
“
ÿ
~eP ~Exn
pnpxn, xn ` hen~eq
`
bepxnqBefpxnq ` Be
2fpxnq
˘
` onp1q
“ Lfpxnq ` onp1q
“ Lfpzq ` onp1q
qui est exactement le résultat attendu.
Remarque 6.1.6. Ce résultat s’applique en fait à n’importe quel famille de générateur
pL̃nqnPN présentant le même développement asymptotique que celui de la famille pLnqnPN
donné dans le lemme 6.1.3. L’intérêt de ce choix spécifique tient en fait dans la proximité
entre ces générateurs et le générateur κ présenté dans la section 4.2, qui permet d’assurer
la convergence des lois stationnaires discrètes vers la loi stationnaire du processus limite,
dans la proposition suivante.
Pour tout n P N, soit µn la loi stationnaire de Xn. On notera de la même manière la
fonction µn : GÑ r0, 1s définie par :
@ x P VnzV, z P Inpxq, µ
n
pzq B µnptxuq
@ x P V, ~e P ~Ex, z P Inpxq X R̊e, µ
n
pzq B µnptx` hen~euq
@ x P V, µnpxq “ µnptxuq
Proposition 6.1.7. La suite de mesure pµnqnPN converge faiblement vers µ, la mesure
stationnaire de L. Plus précisément, on a pour la suite de fonctions correspondantes :
lim
nÑ8
sup
xPGzV
ˇ
ˇ
ˇ
ˇ
µnpxq
hn
´ µpxq
ˇ
ˇ
ˇ
ˇ
“ 0
lim
nÑ8
sup
xPV, ePEx
ˇ
ˇ
ˇ
ˇ
2ppx, eqµnpxq
hn
´ µepxq
ˇ
ˇ
ˇ
ˇ
“ 0
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Remarque 6.1.8. La deuxième limite implique notamment :
µpxq “
1
2
ÿ
ePEx
µepxq
“
ÿ
ePEx
ppx, eqµnpxq
hn
` onp1q
“
µnpxq
hn
` onp1q
La fonction µ
n
hn
converge uniformément vers µ, qui est discontinue en chaque point de V
(sauf sur les sommets x P V de degré 2 et tels que ppx, eq “ 1{2 pour e P Ex). C’est la
raison pour laquelle on n’a pas défini µnpzq “ µntxu pour z P Inpxq, x P V : cette fonction
convergerait simplement mais pas uniformément sur GzV .
Démonstration. L’astuce dans cette preuve consiste à remarquer que toute diffusion sur
G, définie à partir de la structure de graphe de G, peut être alternativement définie à
partir de n’importe quel Gn. En effet, si pour tout e P E et tout x, y P Re tels que
tx, yu P En, on définit un opérateur Ltx,yu sur C8prx, ysq par :
@ f P C8prx, ysq, Ltx,yuf “ pLef̃q|rx,ys
où f̃ P C8pReq est un prolongement arbitraire de f sur Re, alors on a :
@ f P F , @ z P G, Lrf spzq “
$
&
%
Ltx,yurf|rx,ysspzq, si z P sx, yr , tx, yu P En
ř
e“tx,zu
ePEn
pnpz, xqLerf|espzq, si z P Vn
De plus, toute fonction f P F satisfait la condition de Neumann en chaque sommet x P Vn,
pour la famille pppx, yqqyPVn , et sa restriction sur chaque rx, ys est évidemment C8. On a
donc une définition alternative de L, et donc de la mesure invariante associée. Pour tout
n P N, on définit alors le même générateur que dans la section 4.2, mais sur Vn au lieu de
V :
@ e P E, @ x ‰ y P Vn XRe, κnpx, yq B
$
&
%
pnpx, yq
ş
rx,ys
eβept,xqλepdtq
, si tx, yu P En
0 sinon
On remarque que κn “
hn
2 L
n, donc κn et Ln ont la même mesure invariante µn. On obtient
donc l’équation (4.18), où la mesure α est remplacé par µn et où le terme pnpx, eq “ 1{2
est incorporé dans la constante Zn, qui ne dépend que de n P N :
@ e P E, x P R̊e X Vn, µepxq “
µnpxq
Zn
(6.8)
@ x P V, e P Ex, µepxq “
2ppx, eqµnpxq
Zn
(6.9)
donc lim
nÑ8
µnpxq “ 0 pour tout x P GzV , et :
lim
nÑ8
Zn
ÿ
ePE
ÿ
xPR̊eXVn
µepxq “ lim
nÑ8
ÿ
xPGzV
µnpxq
“ 1´ lim
nÑ8
ÿ
xPV
µnpxq
“ 1
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Par la convergence des sommes de Riemann, on a aussi :
lim
nÑ8
hn
ÿ
ePE
ÿ
xPR̊eXVn
µepxq “ lim
nÑ8
ÿ
ePE
ÿ
xPR̊eXVn
µepxqh
e
n
“
ż
GzV
dµ
“ 1
En faisant la différence de ces deux limites, on obtient :
lim
nÑ8
´
Zn ´ hn
¯
ÿ
ePE
ÿ
xPR̊eXVn
µepxq “ 0
Or µepxq est borné en e P E et en x P Re, donc on a :
ÿ
ePE
ÿ
xPR̊eXVn
µepxq “ O
`
|Vn|
˘
“ O
ˆ
1
hn
˙
d’où l’on conclut :
Zn “ hn ` ophnq
Soit z P R̊e, e P E. Pour tout n P N on pose xn P Vn tel que z P Inpxnq. La continuité
uniforme de µe et l’égalité précédente, injectée dans (6.8), donne alors :
µpzq “ µepxnq ` onp1q
“
µnpxnq
hn
` onp1q
“
µnpzq
hn
` onp1q
et la deuxième limite est immédiate en utilisant (6.9).
6.2 Approximation du dual d’une diffusion
On passe maintenant à la construction d’un dual discret convergeant vers un processus
de générateur L. La définition de ce dernier sur les fonctionnelles de la forme Ff , f P F ,
bien que pratique à manipuler, présente malheureusement l’inconvénient de l’absence de
continuité de LrFf s, pour toute fonction f P F non identiquement nulle. Cette absence de
continuité serait toujours vraie si on avait muni G de la topologie induite par la distance
de Hausdorff, et empêche d’utiliser le lemme 5.1, chapitre 4 de [29] comme dans la section
précédente. Nous allons donc modifier un peu le domaine du générateur, et pour cela
définir quelques notions supplémentaires.
6.2.1 Redéfinition du générateur dual
Dans le chapitre 5, on a exprimé une fonction sur un sous-ensemble de G comme
fonction des bornes de ce sous-ensemble, ce qui a permis e donner une expression du
générateur en terme de dérivées partielles. Ceci n’a été possible que parce que dans ce
cas le nombre de bornes du processus était décroissant (deux jusqu’au moment où l’une
des deux est absorbée, puis une, puis zéro), ce qui n’est pas le cas en général. Nous allons
donc dans cette section définir une forme de dérivées partielles pour une fonction sur G,
que l’on utilise ensuite pour donner une nouvelle expression du générateur.
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Pour tout D P G, on reprend la notation dD définie dans la remarque 4.3.2, et on note
dcD B dDc l’ensemble des couples px,~eq P G ˆ ~E où x P BD et ~e est une arête sortante
de D en x. Remarquons que dD (et donc dDc aussi) caractérise D de manière unique (si
dD “ ∅ alors D “ G), et on notera A l’ensemble des A Ă G ˆ ~E finis, tels que dD “ A
pour un certain D P G (forcément unique), que l’on notera DpAq. Si A P A, alors il existe
également D P G tel que dcD “ A, et on le notera DcpAq (on remarque que si A ‰ ∅, on a
DcpAq “ DpAqc). On notera qu’il existe une bijection naturelle entre dD et dcD si D P D,
mais que ces deux ensembles ne sont pas nécessairement de même cardinal si D P GzD :
en un point x P BDXV , il n’y a pas nécessairement le même nombre d’arêtes entrantes et
sortantes, et chaque arête e P Ex correspond soit à une arête (orientée) entrante soit à une
arête sortante. Dans la suite, on notera dpcqD et DpcqpAq pour indiquer que les définitions
introduites sont valables que l’on considère, au choix, dD et DpAq, ou dcD et DcpAq.
On munit l’ensemble des parties finies de G ˆ ~E d’une topologie induisant la notion
de convergence suivante : pour tout A P PpG ˆ ~Eq fini, une suite pAnqnPN Ă PpG ˆ ~Eq
converge vers A si et seulement si il existe n0 P N tel que |A| “ |An| pour tout n ě n0,
et pour tout y “ px,~eq P A il existe pxnqnPN avec pxn, ~eq P An, @ n ě n0 et xn Ñ x.
Notamment, les notions de fermeture et de continuité sont définies par cette convergence.
Une telle topologie peut par exemple être induite par la distance qui à deux parties finies
A et B de Gˆ ~E associe :
— 1 si il existe ~e P ~E tel que |tpx,~eq P Au| ‰ |tpx,~eq P Bu|
— minp1, inf ||pdpxi, yiqqi“1,...,|A|||q, où || ¨ || est la norme euclidienne sur R|A| et où l’in-
fimum est pris sur toutes les indexations possibles pxi, ~eiqi“1,...,|A| et pyi, ~eiqi“1,...,|A|
des ensembles A et B.
Soit Ā la fermeture de A dans PpGˆ ~Eq. Il semble important à cette étape de donner
des précisions sur cet ensemble. Soit A B tpxi, ~eiq, i “ 1, . . . , nu P ĀzA alors il existe au
moins un indice i P rr1, nss tel que l’une des trois conditions suivantes soit remplie :
— xi P V et ´~ei P ~Exi (c’est-à-dire qu’il existe y P V tel que py, xiq “ ~ei).
— il existe j P rr1, nss tel que xj “ xi et ~ei “ ´~ej.
— xi P V et pour tout ~e P ~Exi il existe j P rr1, nss tel que ~ej “ ~e.
Réciproquement, si l’une de ces conditions est remplie pour un certain A “ tpxi, ~eiq, i “
1, . . . , nu Ă G ˆ ~E et un certain indice i “ 1, . . . , n, alors A R A. En revanche, cela
n’implique pas nécessairement A P Ā.
Il est relativement aisé de vérifier que l’application A P A ÞÑ DpcqpAq P G admet un
prolongement presque continu sur Ā, que l’on notera de la même manière. Le seul cas
particulier de ce prolongement, est celui où A P Ā contient le point pp, pe´, e`qq P Gˆ ~E
si et seulement il contient aussi le point pp, pe`, e´qq. Dans ce cas, on peut vérifier que si
pAnqnPN Ă A converge vers A, alors pDpcqpAnqqnPN converge soit vers G soit vers un en-
semble fini. Cependant, G ayant vocation à être l’espace d’état d’un processus pour lequel,
d’après la proposition 4.4.4, l’ensemble des parties finies est une frontière inaccessible, il
semble raisonnable de poser dans ce cas DpcqpAq “ G, et Dpcqp¨q admet donc des points
de discontinuité sur Ā, par lesquels on peut vérifier que l’on ne sera pas concerné dans les
calculs qui suivent.
Exemple 6.2.1. On a représenté dans la figure 6.1 un ensemble D (en pointillés) et sa
frontière. L’orientation des arêtes et représentée par le sens des vecteurs (par exemple,
l’arête ~e1 est celle allant de O à b). La configuration de départ est celle de l’image de
gauche, et on a
dD “ tpd,´~e1q, pe,~e1q, pf,´~e1q, pg,´~e2q, ph,´~e3qu
On peut remarquer sur cet exemple que le choix de cette frontière et d’une arête entrante
(par exemple ´~e1 en d) détermine l’ensemble D de manière unique. En effet, si on avait
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Figure 6.1
choisi ~e1 comme arête entrante en d, alors toutes les arêtes entrantes auraient été inversées
et l’on aurait obtenu le complémentaire de l’ensemble D représenté ici.
À droite, on a fixé tous les points de la frontière à l’exception de f , que l’on a fait
varier pour illustrer deux des trois cas de convergence vers un élément de ĀzA (ces trois
cas n’étant bien sûr pas mutuellement exclusifs). Dans le premier cas, on aboutit à la
situation où il existe deux éléments (pe,~e1q et pf,´~e1q) dont les premières coordonnées
sont égales et les deuxièmes sont les deux arêtes orientées correspondant à une même
arête non-orientée (e et f ne sont donc plus à la frontière de D).
La deuxième situation illustrée ici est celle où un point de la frontière (f) atteint un
sommet du graphe de telle sorte que l’arête entrante qui lui est associée (´~e1) ne soit plus
une arête entrante en ce point, bien que ce dernier soit toujours un point de la frontière
(contrairement au cas précédent). On aurait pu illustrer le troisième cas en faisant tendre
d vers b par exemple.
Dans tous les cas, on constate que l’ensemble DpA0q lorsque A0 P ĀzA peut être
déterminé de manière unique comme limite d’élément de la forme DpAq avec A Ñ A0,
mais ne vérifie pas dDpAq “ A.
Soit un ensemble D P G, et ε B pεy, yqyPdpcqD, où pεyqyPdpcqD est une famille de nombres
réels satisfaisant :
— y ` εy B px` εy~e,~eq existe pour tout y “ px,~eq P dpcqD.
— ty ` εy, y P dpcqD
(
P Ā.
On généralise la notion de ε-élargi de l’ensemble D par :
Dε B Dpcq
´
 
y ` εy, y P d
pcqD
(
¯
Cela correspond en fait à l’ensemble D dont chaque bord a été « décalé » de εy dans
la direction sortante (ou entrante). Dans la suite, lorsqu’on écrira Dε on supposera que
D et ε satisfont bien les conditions que l’on a imposées dans la définition. Dans le cas
particulier où il existe y P dpcqD tel que εy “ η P R et εy1 “ 0 pour tout y1 ‰ y P dpcqD, on
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notera :
Dη¨y B Dε
ce qui définit une notion d’élargi dans une direction particulière. On remarque que même
lorsque Dη¨y est bien défini, on n’a pas nécessairement y ` η P dpcqDη¨y : par exemple, si
on note y “ px,~eq, il peut exister x1 P BDzV tel que x` η~e “ x1, et ce point n’appartient
donc pas à la frontière de Dη¨y.
On introduit alors une notion de dérivées partielles pour une fonction continue f :
G Ñ R, par :
@ D P G, @ y P dpcqD, ByfpDq B lim
ηÑ0
fpDη¨yq ´ fpDq
η
@ D P G, @ y P dpcqD, B2yfpDq B limηÑ0
By`ηfpD
η¨yq ´ ByfpDq
η
dès que ces limites existent et où celles-ci sont prises sur les η P R tels que Dη¨y a un
sens (par exemple, si y “ px,~eq P dD est tel que x P V , alors Dη¨y n’a de sens que pour
η ą 0). Par analogie avec les fonctions sur Rn, on dira que f est C1 ou C2 sur G si ses
dérivées partielles existent et sont continues, dans le sens où, pour tout A P Ā, y “
px,~eq P A, pAnqnPN Ă A et pynqnPN “ pxn, ~eqnPN tels que An Ñ A, yn P An, @ n P N et
xn Ñ x, on a :
lim
nÑ8
BynfpD
pcq
pAnqq
#
existe
“ ByfpD
pcqpAqq, si A P A
et similairement pour B2.
Remarque 6.2.2. On prendra garde au fait que la fonction Byf n’est définie que sur l’en-
semble
 
D P G : y P dDY dcD
(
, raison pour laquelle on ne peut pas définir formellement
la dérivée seconde par B2y “ ByBy. Dans la suite, on fera toutefois cet abus de notation,
cela n’entraînant pas de risque de confusion puisque l’opérateur ByBy en lui-même n’est
pas défini.
Il est facile de vérifier que les formules de Taylor s’appliquent, et on l’explicite ici à
l’ordre 2 (avec l’abus de notation que l’on vient de mentionner) dans le cas où f est C2 :
@ D P G, @ ε “ pεy, yqyPdpcqD, fpDεq ´ fpDq
“
ÿ
yPdD
ByfpDqεy `
ÿ
y,zPdD
ByBzfpDq
εy εz
2 ` op||pεyqy||
2
q
(si Dε est bien défini), où || ¨ || désigne la norme euclidienne sur R|dpcqD|.
Après ces préliminaires, on peut maintenant utiliser cette nouvelle notion de dérivées
partielles pour élargir la définition du générateur L. Pour toute fonction f P C2pGq et pour
tout D P D, on pose :
Lrf spDq “
ÿ
y,zPdD
ByBzfpDq ´
ÿ
y“px,~eqPdD
ByfpDq
ˆ
2µpBDq
µpDq
´ i~e bepxq ` 2
µ1px,~eq
µpxq
˙
(6.10)
Cette définition est compatible avec celle donnée au chapitre 4. En effet, pour tout f P
F , D P D et y “ px,~eq, z P dD, on a :
ByrFf spDq “ ´fpxqµpxq
BzByrFf spDq “
#
0 si y ‰ z
´f 1px,~eqµpxq ´ fpxqµ1px,~eq sinon
µ1px,~eq “
i~e Beµ̃epxq
Z
“ i~e bepxqµpxq `
γ~e
Z
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cette dernière égalité découlant de (4.13), donc :
LrFf spDq “
ÿ
px,~eqPdD
˜
´ f 1px,~eqµpxq ` fpxqµ1px,~eq ` fpxqµpxq
ˆ
2µpBDq
µpDq
´ i~ebepxq
˙
¸
“
ÿ
xPBD
´
´ BDfpxq ` γDfpxq
¯
` 2µpBDq
µpDq
ż
BD
fdµ
On remarque que pour toute fonction f P C2pGq, pour tout D P G et x P BDzV , si on
note y B px,~eq P dD et y1 B px, ~e1q P dcD, alors on a :
ByfpDq ` By1fpDq “ 0
Les deux applications By et By1 jouent donc le rôle des dérivées à droite et à gauche pour
des fonctions d’une variable réelle. De la même manière que pour les fonctions sur G, on
généralise l’égalité ci-dessus aux sommets de G, en définissant DpLq comme l’ensemble
des fonctions f P C2pGq telles que pour tout D P G et tout x P BD X V :
ÿ
y“px,~eqPdD
ByfpDq
ÿ
px,~eqPdcD
ppx, eq `
ÿ
y“px,~eqPdcD
ByfpDq
ÿ
px,~eqPdD
ppx, eq “ 0 (6.11)
On peut vérifier facilement que pour tout f P CpGq, la fonctionnelle Ff est un élément de
DpLq.
La question de l’existence et de l’unicité de la solution du problème de martingale
associé à ce générateur est déjà partiellement résolue. En effet, dire que pDtqtPr0,τ s est une
telle solution jusqu’au temps τ B τ1 ^ τ2, où :
τ1 B inftt ą 0 : BDt X V ‰ ∅u
τ2 B inftt ą 0 : |BDt| ‰ |BDt´ |u
est équivalent à dire que pBDtqtPr0,τ s est une diffusion multidimensionnelle, dont le généra-
teur découle de manière relativement immédiate de l’expression de L. Le processus BD est
uniquement déterminé jusqu’au temps τ , et on en déduit D par continuité des trajectoires.
Autrement dit, on peut définir un processus D de générateur L jusqu’au moment où l’un
de ses bords rencontre un sommet ou un autre bord. Si τ2 ă τ1, on peut faire repartir
le processus de Dτ2 , et par recollement des trajectoires il n’est pas difficile de définir D
jusqu’au temps τ1.
Un problème se pose en revanche au temps τ1. Si on essaie de faire repartir D de
Dτ1 P GzD, alors l’une de ses extrémités se trouve en un sommet du graphe. Elle va alors
« choisir » une direction, et en revenir une infinité de fois en un temps arbitrairement
court (comme un brownien partant de 0). Ce phénomène peut alors donner lieu à une
augmentation du nombre de composantes connexes, et nous ne savons pas, pour l’instant,
montrer de manière directe que D ne va pas atteindre G2 à ce moment-là.
6.2.2 Mise en place de la convergence
Afin de contourner le problème que nous venons d’évoquer, nous allons maintenant re-
courir à une approximation par des processus de Markov discrets pour montrer l’existence
d’une solution au problème de martingale.
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Pour tout n,N P N, on définit DNn l’ensemble des parties Q Ă Vn ayant au maximum
N composantes connexes, satisfaisant FrpQq X V “ ∅ et telles que pour tout p P Fri
(resp. Fre), on a p P FrepQztpuq (resp. FripQ Y tpuq). Autrement dit, chaque point de
la frontière de Q P DNn est à l’intérieur d’une arête et a donc deux voisins dans Vn,
l’un appartenant à Q et l’autre non. En particulier, on a |FrepQq| “ |FripQq|. Dans un
premier temps, on considérera N P N fixé et on notera simplement Dn. La suite pDnqnPN
est une discrétisation d’une sous-partie de l’ensemble GN des éléments de G ayant au
plus N composantes connexes, et on identifiera tout ensemble Q Ă Vn avec l’ensemble
Ť
pPQ Inppq, de sorte que l’on peut considérer Dn comme un sous-ensemble de G. On fera
cependant attention à la distinction entre FrpQq et BQ, les points de ce dernier étant des
extrémités d’intervalles de la forme Inppq, et donc situés à mi-chemin entre un point de
FrepQq et un point de FripQq (en particulier, Vn X BQ “ ∅).
Soit pgnqnPN la suite de fonctions définie par :
@ n P N, gn : GN Ñ PpVnq
D ÞÑ D X Vn
Avec l’identification deDXVn comme élément de G, la suite pgnqnPN converge uniformément
vers la fonction identité de GN .
On définit enfin le générateur dual de Ln comme celui de l’exemple 3.0.6, et on le note
Ln.
Proposition 6.2.3. Pour toute fonction f P DpLq telle que Lrf s est continue, la suite
pf ˝ gnqnPN converge uniformément vers f et la suite pLnrf ˝ gnsqnPN converge vers Lf
uniformément sur tout g´1k pDkq, k ě 1 et est bornée uniformément sur GN .
Démonstration. La preuve qui suit ne présente pas d’astuce particulière. La seule difficulté
est d’ordre technique, et consiste à exprimer correctement les développements limités des
coefficients de la suite de générateur pLnqnPN.
Soient f P DpLq et la suite pfnqnPN définie par fn “ f ˝ gn, @ n P N. Puisque pgnqnPN
converge uniformément vers la fonction identité et que la fonction f est (uniformément)
continue, la suite pfnqnPN converge donc uniformément vers f .
Soient k P N, D P g´1k pDkq, n P N et Q “ gnpDq. On remarque que si n est assez grand
(la valeur limite pouvant être strictement supérieure à k), on a Q P Dn, et on supposera
donc que tel est le cas. Soient ppieq1ďiďm et ppiiq1ďiďm l’indexation de ses frontières extérieure
et intérieure telle que décrite dans l’exemple 3.0.6 (on a ici m “ me “ mi), et pB`i Qq1ďiďm
et pB´i Qq1ďiďm les ensembles correspondants, de sorte que l’on a, on rappelle :
Ln
Q,B`mQ
“
µnpB`mQq
µnpQq
ÿ
qPQ
µnpqq
µnppme q
Lnq,pme
@ i ă m, Ln
Q,B`i Q
“
µnpB`i Qq
µnpQq
˜
ÿ
qPQ
µnpqq
µnppieq
Lq,pie ´
ÿ
qPQ
µnpqq
µnppi`1e q
Ln
q,pi`1e
¸
Ln
Q,B´mQ
“
µnpB´mQq
µnpQq
ÿ
qRQ
µnpqq
µnppmi q
Lnq,pmi
@ i ă m, Ln
Q,B´i Q
“
µnpB´i Qq
µnpQq
˜
ÿ
qRQ
µnpqq
µnppiiq
Lnq,pii ´
ÿ
qRQ
µnpqq
µnppi`1i q
Ln
q,pi`1i
¸
Ces quantités sont positives, B`i QYtpi`1e u “ B`i`1Q pour tout i ă m et B´i Qztpi`1i u “ B´i`1Q
pour tout i ă m (avec B`0 Q “ B´0 Q “ D). De plus, par définition de Dn, chacun des points
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de la frontière (intérieure et extérieure) de Q ne peut avoir qu’un voisin dans Q et un dans
Qc. Autrement dit, les sommes dans les expressions ci-dessus ne comportent qu’un terme.
Pour tout i ď m, on notera qie (resp. qii) l’unique voisin de pie (resp. pii) dans Q (resp. Qc)
et ~ei (resp. ~e1i) l’unique arête orientée telle que pie ` hein ~ei “ qie (resp. qii ` h
e1i
n ~e1i “ p
i
i).
On remarque qu’il existe une permutation φ sur rr1,mss telle que pour tout i ď m, on a
pie “ q
φpiq
i , q
i
e “ p
φpiq
i et ~ei “ ~e1φpiq et que les ~ei sont les arêtes entrantes de Q.
On cherche alors à calculer :
LnrfnspDq “
m
ÿ
i“1
Ln
Q,B`i Q
´
fpB`i Qq ´ fpQq
¯
`
m
ÿ
i“1
Ln
Q,B´i Q
´
fpB´i Qq ´ fpQq
¯
et on s’intéresse ici à la première somme, la deuxième se traitant de manière similaire. En
reprenant la notation αQ1 de l’exemple 3.0.6, on peut écrire :
m
ÿ
i“1
Ln
Q,B`i Q
´
fpB`i Qq ´ fpQq
¯
“
m
ÿ
i“1
´
fpB`i Qq ´ fpQq
¯µnpB`i Qq
µnpQq
αB`i Q
Nous allons donc examiner ces objets de plus près, afin de pouvoir déterminer leur com-
portement asymptotique lorsque l’on fait n Ñ 8 (on fait remarquer que Q ici dépend
implicitement de n). On conserve la notation onpgpnqq pour désigner une fonction domi-
née uniformément (sur g´1i pDiq) par gpnq.
D’après la proposition 6.1.7, on a :
µnpB`mQq “ µ
n
pQq ` µnpFrepQqq
“ µnpQq ` µpFrepQqqhn ` onphnq
“ µnpQq ` pµpBQq ` onp1qqhn ` onphnq
“ µnpQq ` µpBQqhn ` onphnq
µnpQq “ µpQq ` onp1q
µnpB`mQq
µnpQq
“ 1` µpBQq
µpQq
hn ` onphnq
@ i ă m,
µnpB`i Qq
µnpQq
“ 1` onp1q
De plus, pour tout ~e P ~E si p, q P R̊e sont tels que q “ p ` hen~e, alors par la proposition
6.1.7 on a :
µnpqq
µnppq
“
pnpp, qqµepqq
pnpq, pqµeppq
“
µeppq ` µ
1
epp,~eqhn ` onphnq
µeppq
“
ˆ
1` µ
1
epq,~eq
µepqq
hn
˙
` onphnq
Prenant en compte le développement de Lnq,p donné par le lemme 6.1.3, on obtient, pour
les mêmes p, q P R̊e :
µnpqq
µnppq
Lnq,p “
ˆ
1` µ
1pq,~eq
µpqq
hn
˙ˆ
1
hn
2 ´ i~e
bepqq
2hn
˙
` on
ˆ
1
hn
˙
“
1
hn
2 `
ˆ
µ1pq,~eq
µpqq
´
i~e bepqq
2
˙
1
hn
` on
ˆ
1
hn
˙
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On obtient :
ÿ
qPQ
µnpqq
µnppieq
Lnq,pie “
µnpqieq
µnppieq
Lnqie,pie
“
1
hn
2 `
ˆ
µ1pqie, ~eiq
µpqieq
´
i~ei beipq
i
eq
2
˙
1
hn
` on
ˆ
1
hn
˙
et donc :
αB`i Q
“
ÿ
qPQ
µnpqq
µnppieq
Lnq,pie ´
ÿ
qPQ
µnpqq
µnppi`1e q
Ln
q,pi`1e
“
ˆ
µ1pqie, ~eiq
µpqieq
´
i~ei beipq
i
eq
2 ´
µ1pqi`1e , ~ei`1q
µpqi`1e q
`
i~ei`1 bei`1pq
i`1
e q
2
˙
1
hn
` on
ˆ
1
hn
˙
On trouve alors, pour tout 0 ă i ă m :
Ln
Q,B`mQ
“
1
hn
2 `
ˆ
µpBQq
µpQq
`
µ1pqme , ~emq
µpqme q
´
i~em bempq
m
e q
2
˙
1
hn
` on
ˆ
1
hn
˙
Ln
Q,B`i Q
“
ˆ
µ1pqie, ~eiq
µpqieq
´
µ1pqi`1e , ~ei`1q
µpqi`1e q
´
i~ei beipq
i
eq ´ i~ei`1 bei`1pq
i`1
e q
2
˙
1
hn
` on
ˆ
1
hn
˙
Ayant obtenu un développement limité des différents Ln
Q,B`i Q
(et des Ln
Q,B´i Q
non ex-
plicités ici), il ne nous reste plus qu’à appliquer la formule de Taylor pour approcher
fpB`i Qq ´ fpQq. L’ensemble B`i Q étant simplement l’ensemble Q élargi de hen en chaque
point pqje, ~ejq P dQ, j ď i (avec un léger abus, on considérera ici qje comme point de la
frontière, au lieu de pje `
h
ej
n
2 ~ej, sans incidence sur les calculs), on obtient :
Ln
Q,B`mQ
´
fpB`mQq ´ fpQq
¯
“
ÿ
y,zPdQ
ByBzfpQq
2 ´
ÿ
yPdQ
ByfpQq
˜
1
hn
`
µpBQq
µpQq
`
µ1pqme , ~emq
µpqme q
´
i~em bempq
m
e q
2
¸
` onp1q
et pour tout i ă m :
Ln
Q,B`i Q
´
fpB`i Qq ´ fpQq
¯
“ ´
i
ÿ
j“1
B
pqje,~ejq
fpQq
˜
µ1pqie, ~eiq
µpqieq
´
µ1pqi`1e , ~ei`1q
µpqi`1e q
´
i~ei beipq
i
eq ´ i~ei`1 bei`1pq
i`1
e q
2
¸
` on p1q
On remarque que lorsque qu’on somme, une partie du terme en i annule une partie du
terme en i` 1, et il reste :
m
ÿ
i“1
Ln
Q,B`i Q
´
fpB`i Qq ´ fpQq
¯
“
ÿ
y,zPdQ
ByBzfpQq
2 ´
m
ÿ
i“1
Bpqie,~eiqfpQq
˜
1
hn
`
µpBQq
µpQq
`
µ1pqie, ~eiq
µpqieq
´
i~ei beipq
i
eq
2
¸
` on p1q
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Si on reprend les mêmes calculs en remplaçant pour tout i ď m, B`i par B´i , pe par pi, et
~ei par ~e1i l’arête entrante en pii, on trouve :
m
ÿ
i“1
Ln
Q,B`i Q
´
fpB`i Qq ´ fpQq
¯
“
ÿ
y,zPdQ
ByBzfpQq
2 `
m
ÿ
i“1
B
ppii ,
~e1iq
fpQq
˜
1
hn
´
µpBQq
µpQq
´
µ1ppii, ~e
1
iq
µppiiq
`
i~e1i be1ipp
i
iq
2
¸
` on p1q
En ajoutant ces deux sommes on obtient finalement :
LnfnpDq “ L
nfpQq
“
ÿ
y,zPdQ
ByBzfpQq `
ÿ
y“pp,~eqPdQ
ByfpQq
˜
´ 2µpBQq
µpQq
´ 2µ
1pp,~eq
µppq
` i~e beppq
¸
` on p1q
“ LfpQq ` onp1q
“ LfpDq ` onp1q
par continuité uniforme de Lf sur GN .
Nous avons donc montré que la suite de fonction Lnfn converge uniformément vers Lf
sur g´1i pDiq, et il nous reste à montrer qu’elle est uniformément bornée sur GN . Puisque
nous ne sommes ici plus intéressé par la convergence, nous utiliserons la notation Onp¨q
avec une signification évidente, le caractère uniforme étant cette fois pris sur GN .
Soit donc maintenant D P GN , n P N et Q B gnpDq. On note encore ppieq1ďiďme et
ppiiq1ďiďmi l’indexation des frontières extérieure et intérieure de Q telle que décrite dans
l’exemple 3.0.6, et pB`i Qq1ďiďme et pB´i Qq1ďiďmi les ensembles correspondants. Pour tout
i ď me, on a fpB`i Qq ´ fpQq “ Onphnq,
µnpB`i Qq
µnpQq
“ 1 ` Onphnq et αB`i Q “ On
ˆ
1
hn
2
˙
.
On peut alors écrire, avec la convention B`0 Q “ Q :
me
ÿ
i“1
Ln
Q,B`i Q
´
fpB`i Qq ´ fpQq
¯
“
me
ÿ
i“1
´
fpB`i Qq ´ fpQq
¯µnpB`i Qq
µnpQq
αB`i Q
“
me
ÿ
i“1
´
fpB`i Qq ´ fpQq
¯
αB`i Q
`Onp1q
“
me
ÿ
i“1
ÿ
qPQ
µnpqq
µnppieq
Lnq,pie
´
fpB`i Qq ´ fpB
`
i´1Qq
¯
`Onp1q
et similairement pour l’autre somme :
mi
ÿ
i“1
Ln
Q,B´i Q
´
fpB´i Qq ´ fpQq
¯
“
mi
ÿ
i“1
ÿ
qRQ
µnpqq
µnppiiq
Lnq,pii
´
fpB´i Qq ´ fpB
´
i´1Qq
¯
`Onp1q
Pour bien comprendre pourquoi ces deux sommes s’annulent mutuellement, nous allons
fixer i P rr1,mess et étudier le terme correspondant dans la première somme. En reprenant
les calculs précédents, on remarque que pour tout q P Re, e P Epie , tel que tq, p
i
eu P En,
on a :
µnpqq
µnppieq
Lnq,pie “
2pnppie, qq
hn
2 `On
ˆ
1
hn
˙
On définit l’ensemble :
F B tpp, q, ~eq P FriˆFreˆ ~E : p` hen~e “ qu
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Soient pq1, ~e1q, . . . , pqk0 , ~ek0q, k0 P N les éléments de BQ ˆ ~Epie tels que p
i
e ` h
ek
n {2 ~ek “
qk, k “ 1, . . . , k0, et pqk0`1~ek0`1q, . . . , pqk0`k1~ek0`k1q ceux de Qcˆ ~Epie tels que p
i
e`h
ek
n {2~ek “
qk, k “ k0 ` 1, . . . , k0 ` k1. Le passage de B`i´1Q à B`i Q consiste en l’ajout de l’ensemble
Inpp
i
eq, lui-même constitué des segments rpie, qks, k “ 1, . . . , k0 ` k1. Pour approcher la
quantité fpB`i Qq´fpB`i´1Qq, nous allons donc utiliser la formule de Taylor, en nous servant
de ces différents segments. Dans le but de clarifier les notations, nous écrirons simplement
Bppie,~ekqfpQq pour Bpqk,~ekqfpQY
Ťk0
j“1rp
i
e, qksq, c’est-à-dire, on considère Q élargi « jusqu’au
point pie ». On a alors :
fpB`i Qq ´ fpB
`
i´1Qq “
˜
´
k0
ÿ
k“1
Bpqk,~ekqfpB
`
i´1Qq `
k1
ÿ
k“k0`1
Bpie,ekfpQq
¸
hn
2 `Onphn
2
q
“
˜
´
k0
ÿ
k“1
Bppie,~ekqfpQq `
k1
ÿ
k“k0`1
Bpie,ekfpQq `Onphnq
¸
hn
2 `Onphn
2
q
“
˜
´
k0
ÿ
k“1
Bppie,~ekqfpQq `
k1
ÿ
k“k0`1
Bpie,ekfpQq
¸
hn
2 `Onphn
2
q
donc :
ÿ
qRQ
µnpqq
µnppiiq
Lnq,pii
´
fpB´i Qq ´ fpB
´
i´1Qq
¯
“
k0
ÿ
k“1
pnppie, ekq
hn
˜
k1
ÿ
k“k0`1
Bpie,ekfpQq ´
k0
ÿ
k“1
Bppie,~ekqfpQq
¸
`Onp1q
“
1
hn
˜
k0
ÿ
k“1
pnppie, ekq
k1
ÿ
k“k0`1
Bpie,ekfpQq ´
˜
1´
k1
ÿ
k“k0`1
pnppie, ekq
¸
k0
ÿ
k“1
Bppie,~ekqfpQq
¸
`Onp1q
“
1
hn
k0
ÿ
k“1
Bppie,~ekqfpQq `Onp1q
d’après la condition (6.11) sur f . Par continuité, cette dernière quantité peut se réécrire :
1
hn
k0
ÿ
k“1
Bpqk,~ekqfpQq `Onp1q
En faisant la même chose pour chaque pie, i “ 1, . . . ,me et en sommant, on obtient :
me
ÿ
i“1
Ln
Q,B`i Q
´
fpB`i Qq ´ fpQq
¯
“
1
hn
ÿ
yPdQ
ByfpQq `Onp1q
et symétriquement :
mi
ÿ
i“1
Ln
Q,B´i Q
´
fpB´i Qq ´ fpQq
¯
“
1
hn
ÿ
yPdcQ
ByfpQq `Onp1q
“ ´
1
hn
ÿ
yPdQ
ByfpQq `Onp1q
et donc finalement :
LnrfnspDq “ L
nfpQq “ Onp1q
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Le problème qui se pose maintenant en vue de montrer la convergence des processus
discrets vers un processus continu, est qu’il n’existe pas en général de suite de fonction
pfnqnPN convergeant vers une fonction f , et telle que Lnfn converge uniformément vers Lf .
Nous ne pouvons donc pas appliquer exactement la même démarche que dans la section
précédente. A l’heure actuelle, nous n’avons pas déterminé avec certitude de méthode
pour contourner ce problème, mais nous allons tâcher de présenter une piste qui semble
raisonnable.
Pour tout n P N, on note Dn B pDnt qtě0 la solution du problème de martingale associé
à Ln, et :
τnN B inftt ě 0 : CpDnt q ą Nu
où on a défini la fonction C : G Ñ NY t8u qui à un élément de G associe le nombre de
ses composantes connexes.
Conjecture 6.2.4. La suite
´
Dnt^τnN
¯
tě0
admet une sous-suite qui converge vers un pro-
cessus pDt^τN qtě0, solution du problème de martingale associé à L jusqu’au temps :
τN B lim
nÑ8
τnN “ inftt ě 0 B CpDtq ą Nu
Idée de démonstration. Pour un n P N fixé, on définit deux processus D` et D´, qui d’un
état Q ne peuvent passer qu’à V pQq ou Q̊. On pose :
M` B max
QPDn
#
ÿ
Q1PV`pQq
LnQ,Q1
+
„
1
hn
2
m` B min
QPDn
Ln
Q,Q̊
„
1
hn
2
M´ B min
QPDn
LnQ,V pQq „
1
hn
2
m´ B max
QPDn
#
ÿ
Q1PV´pQq
LnQ,Q1
+
„
1
hn
2
et on définit ces coefficients comme étant les taux de saut respectivement de Q à V pQq et
de Q à Q̊ pour D` (pour les deux premiers), puis pour D´ (pour les deux derniers). On
couple ensuite ces processus de telle sorte que D´ Ă Dn Ă D` sur un intervalle de temps
r0, T s p.s. (ou plus exactement on couple Dn avec une famille de processus de même loi
que D` et D´, sinon le couplage ne tient que jusqu’au moment où Dn atteint GzDn).
Enfin, on fait les mêmes calculs que pour le lemme 6.1.4 pour conclure à la compacité
relative de la famille pDnqn.
Dans un deuxième temps, grâce à la convergence de Lnfn vers Lf montrée dans la
proposition 6.2.3, et en justifiant que le temps passé en g´1i pDiqc sur tout intervalle rO, T^
τN s tend vers 0 lorsque i tend vers l’infini, on espère pouvoir montrer que :
@ t ą 0,
ż t^τnN
0
LnfnpD
n
s qdDns ´
ż t^τnN
0
LfpDns qdDns
P
ÝÑ 0
ce qui, par le corollaire 3.3, chapitre 3 de Ethier et Kurtz [29], implique :
ż t^τnN
0
LnfnpD
n
s qdDns
L
ÝÑ
ż t^τN
0
LfpDsqdXs
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Par la convergence des espérances, on peut alors en déduire que le processus :
fpDt ^ τNq ´ fpD0q ´
ż t^τN
0
LfpDsqdDs
est une martingale. Ceci ne garantit pas en revanche que le processusD est markovien, et il
faudrait pour ça, par exemple, montrer l’unicité de la solution du problème de martingale
associé à L (cf théorème 4.2, chapitre 4 de [29]).
Remarque 6.2.5. Observons que τN est le premier temps de sortie de GN , qui est fermé,
donc CpDτN q ď N .
Ce résultat n’est toujours pas suffisant, car nous n’avons pas montré que le nombre
de composantes connexes n’explose pas en temps fini. En étudiant les trajectoires des
processus Dn par un couplage avec des processus de vie et de mort, on espère en fait
pouvoir prouver la conjecture suivante :
Conjecture 6.2.6. La famille de processus pDn, CpDnqqn à valeurs dans G ˆN est rela-
tivement compacte.
Ceci implique notamment que τN Ñ 8 presque sûrement quand N Ñ 8, et résout le
problème du nombre de composantes connexes.
une question qui reste à se poser est celle de l’existence d’un nombre suffisant de fonc-
tions f P DpLq telles que Lf soit continue. En particulier, on sait que les fonctionnelles
de la forme Ff , f P F ne rentrent pas dans cet ensemble.
Conjecture 6.2.7. Soient pDtqtě0 un processus à valeurs dans G, et pour tout f P C2pGq
le processus M f défini par :
@ t ě 0, M ft B fpDtq ´ fpD0q ´
ż t
0
Lrf spDsqds
SiM g est une martingale (relativement à la filtration engendrée par D) pour toute fonction
g P DpLq telle que Lg est continue sur G, alors M f l’est aussi, pour tout f P DpLq.
Démonstration. Il s’agit de trouver, pour tout f P DpLq, une suite pgnqnPN de DpLq,
convergeant uniformément vers f , telle que la suite pLgnqnPN est uniformément bornée et
converge simplement vers Lf , et que pour tout n P N, Lgn est continue.
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Résumé 
 
Dans cette thèse, on s’intéresse à la notion de temps fort de stationnarité et à 
celle, étroitement liée, de dual de stationnarité forte. Ces outils permettent d’étu- 
dier la convergence de processus ergodiques, en déterminant un instant aléatoire 
où l’équilibre est atteint. Les espaces d’état des processus considérés ici sont des 
graphes continus ou discrets. 
Dans la première partie, on considère le cas discret, et on dégage une condition 
nécessaire et suffisante à l’existence, pour n’importe quelle loi initiale, d’un temps 
fort de stationnarité fini. Pour cela, on construit explicitement un dual de station- 
narité forte, à valeurs dans l’ensemble des parties connexes du graphe, qui évolue 
à chaque étape en ajoutant ou en enlevant des points de sa frontière. Lorsque cette 
opération sépare l’ensemble dual en plusieurs parties, afin de ne pas le déconnecter, 
une de ces parties est choisie au hasard, avec une probabilité proportionnelle à son 
poids par la mesure invariante. On s’intéresse également au comportement général 
d’un processus dual, et on donne quelques exemples différents de celui construit 
précédemment. 
Dans la deuxième partie, on traite le cas continu, et le processus étudié est alors 
une diffusion. On caractérise notamment sa mesure invariante, et on explicite un 
générateur infinitésimal qui devrait être celui d’un processus dual. Néanmoins, ce 
cas s’avère plus compliqué que le cas discret. Le processus dual n’est donc construit 
que pour un mouvement brownien sur un graphe particulier, comme l’unique so- 
lution d’un problème de martingale. Des pistes sont présentées pour traiter des 
diffusions sur des graphes plus généraux, notamment en utilisant la convergence 
d’une suite de processus de saut tels que ceux présentés dans la première partie. 
 
 
 
Abstract 
 
In this thesis, we are interested in the notion of strong stationary time, and 
in that, strongly connected, of strong stationary dual. These tools allow to study 
the convergence of ergodic processes, by determining a random time when the 
equilibrium is reached. The state space of the considered processes are discrete or 
continuous graphs. 
In the first part, we consider the discrete case, and we explicit a necessary and 
sufficient condition to the existence, for any initial distribution, of a finite strong 
stationary time. To do so, we construct explicitly a strong stationary dual, with 
values in the set of connected subsets of the graph, which evolves at each step by 
adding or removing some points at its border. Whenever this operation separates 
the dual set in several parts, in order not to disconnect it, one of these parts is 
chosen randomly, with a probability proportionnal to its weight relative to the 
invariant distribution. We also study the general behaviour of any dual process,2 
and we give some other examples. 
In the second part, we deal with the continuous case, and the studied process 
is then a diffuion. We caracterize its invariant distribution, and we explicit an 
infinitesimal generator, which is expected to be that of a dual process. Nevertheless, 
this case turns out to be a little more involved that the discrete one. The dual 
process is thus constructed only for a brownian motion on a particular graph, as 
the unique solution of a martingale problem. Some leads are given to solve the 
case of diffusions on more general graphs, especially by using the convergence of a 
sequence of jump processes such as those presented in the first part. 
