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MATHCAD APPLICATION FOR THE 
MULTIDIMENSIONAL ANALYSIS OF THE 
INTERDEPENDENCES ON WORLD STOCK 
MARKETS
Computer programs for analytical studies 
and forecasting of economic phenomena and 
processes are the everyday operating tool of a 
modern expert associated with the processing of 
statistical information. The program "SEMESTR" 
created on the base of Mathcad  provides the 
wide range of possibilities for the comprehension 
of these algorithms  due to automation of the 
multivariate data processing. Its usage in the 
educational process allows to develop stable 
skills in applying of mathematical and statistical 
methods of data analysis.
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ПРИМЕНЕНИЕ ПАКЕТА MATHCAD  
В МНОГОМЕРНОМ АНАЛИЗЕ ВЗАИМОСВЯЗЕЙ 
МИРОВЫХ ФОНДОВЫХ РЫНКОВ
1. Введение
Владение компьютерными методами анализа данных многопризна-
ковой природы – один из базовых элементов подготовки современного 
специалиста. Программа «SEMESTR» предназначена для автомати-
зации обработки данных методами корреляционно-регрессионного и 
компонентного анализа и рекомендуется к использованию в учебном 
процессе по дисциплине «Многомерный статистический анализ». 
Представляется целесообразным, чтобы студенты ознакомились с ней 
до решения задачи большей размерности на базе современных статис-
тических пакетов анализа данных, представляющих в распоряжение 
исследователя лишь конечные результаты машинной обработки, без 
промежуточных расчетов. 
Это позволит проиллюстрировать алгоритмы реализации основных 
методов многомерного статистического анализа, их особенности и 
возможности содержательной интерпретации результатов [5]. Кос-
венно это поможет достигнуть еще одной цели: побудить студентов 
и молодых ученых к продолжению работы в данном направлении – 
созданию аналогичного программного продукта, например, для ре-
шения задачи классификации объектов, т.е. реализации кластерного и 
дискриминантного анализа. Именно поэтому так подробно расписана 
инструкция работы с программой и приведен текст самой программы.
2. Исходные данные для исследования зависимостей
В качестве исходной статистической информации для исследова-
ния зависимости российского индекса РТС от 12 фондовых индексов 
развитых и развивающихся стран были взяты их ежедневные значе-
ния на момент закрытия бирж за 2005–2014 гг., т.е. за 3347 дней (см. 
табл. 1) [6, 7].
Таблица 1
Условные обозначения мировых фондовых индексов,  
используемые в исследовании
Страна Фондовый индекс Переменная
Россия RTSI Y
Бразилия BOVESPA X1
Франция CAC 40 X2
Германия DAX 30 X3
Великобритания FTSE 100 X4
Китай Hang Seng X5





Южно-Африканская Республика JSE X11
Чехия PX50 X12
Для автоматизации статистической обработки данных с под-
робным выводом промежуточных результатов в пакете Mathcad 
15.0 PRO, на встроенном языке программирования, авторами была 
написана программа «SEMESTR». Она представляет собой файл с 
расширением *.xmcd, после открытия которого, появляется рабочий 
лист пакета Mathcad, разделённый на две части: в левой половине 
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(видимая часть) пользователь может 
ввести свои исходные данные и тут 
же получить результат, а в правой 
части представлен сам алгоритм 
программы (для того чтобы его 
увидеть нужно прокрутить нижний 
бегунок вправо).
Данная программа может ра-
ботать с одним результативным 
признаком и любым числом объясня-
ющих переменных, число значений 
каждого показателя также может 
быть сколь угодно большим. Вво-
дить новые данные необходимо в 
векторе Y (результативный признак) 
и в матрице X (факторные признаки) 
(см. рис. 1).
Помимо ручного ввода данных, 
через буфера обмена, Mathcad также 
позволяет импортировать большие 
массивы чисел из таких форматов 
как: Delimited Text (*.dat, *.txt); 
Comma Separated Values (*.csv); 
Excel Files (*.xls); Lotus 1-2-3 Files 
(*.wks, *.wk1, *.wk*); MATLAB Files 
(*.mat); dbase Files (*.dbf) [4].
3. Корреляционный анализ
После того как все данные вве-
дены, Mathcad начинает вычислять 
такие характеристики как средние 
(sred) и среднеквадратические 
отклонения (SCO) для каждого 
признака. Для такой описательной 
статистики был написан следующий 
код с использованием встроенных 
функций пакета и осуществлен 
вывод полученных результатов (см. 
рис. 2).
Далее рассчитывается матрица 
парных коэффициентов корреля-
ции R (CORR(YX) порядка [k × k], 
где 1,1 += pk ), которая является 
симметрической и положительно 
определённой. В нашем случае k – 
общее число признаков, а p = 12 – 
число факторных показателей (см. 
рис. 3).
Далее проверяется значимость 
полученных коэффициентов кор-
реляции с помощью t-статистики 
Стьюдента (см. рис. 4).
Тестируемый коэффициент кор-
реляции считается значимым, т.е. 
гипотеза 0  :0 =ρH  отвергается с 
вероятностью ошибки α, если tнабл. 
будет больше, чем tкр., определяемо-
му по таблице t-распределения для 
заданного α и ν = n – 2.
Рис. 1. Ввод исходных данных в пакете Mathcad
Рис. 2. Вычисление выборочных характеристик показателей
Рис. 3. Расчет парных коэффициентов корреляции между признаками
Рис. 4. Расчет t-статистики Стьюдента
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4. Регрессионный анализ
Далее находится оценка уравне-
ния регрессии вида: yˆ = b0 + b1 ∙ x1 +
+ b2 ∙ x2 + ... + b12 ∙ x12. Согласно ме-
тоду наименьших квадратов вектор 
оценок коэффициентов регрессии b 
получается по формуле: b = (XT ∙ X)–1 ∙
∙ (XT ∙ Y). Алгоритм программы со-
здан так, что пользователю не нужно 
вводить в матрице X единичный 
вектор-столбец (см. рис. 5, 6).
Значимость уравнения регрессии, 
т.е. гипотеза H0 : β0 = β1 =β2 =β3 = 0, 
проверяется по F-критерию, наблю-















QR = (X ∙ b)T ∙ (X ∙ b), 
Qост. = (Y –X ∙ b)T ∙ (Y – X ∙ b),.
По таблице F-распределения 
для заданных α, ν1 = p + 1, ν2 = n – 
– p – 1 находят Fкр. Гипотеза 
H0 отклоняется с вероятностью 
ошибки α, если Fнабл. > Fкр. Из этого 
следует, что уравнение является 
значимым, т.е. хотя бы один из 
коэффициентов регрессии отличен 
от нуля.
Для проверки значимости отде-
льных коэффициентов регрессии, 
т.е. гипотез H0 : βj = 0, где kj ,1= , 
используется t-критерий Стьюдента





bt ˆ= . По таб-
лице t-распределения для заданного 
уровня значимости α и числа степе-
ней свободы ν = n – k – 1 находят tкр 
(см. рис.7). 
Гипотеза H0 отвергается с веро-
ятностью ошибки α если крнабл tt > .
Из этого следует, что соответствую-
щий коэффициент регрессии βj зна-
чим, т.е. βj ≠ 0. В противном случае 
коэффициент регрессии незначим, и, 
соответственно, переменная в рег-
рессионную модель не включается. 
В алгоритме программы для провер-
ки значимости отдельных коэффи-
циентов регрессии дополнительно 
рассчитывается вероятность p, ис-
пользуя распределение Стьюдента:
( )( )[ ]1 ,12_ −−=−⋅= pnbtPtp jнаблj ν  
если tнабл(bj) > 0 и
Рис. 5. Корректировка матрицы факторных признаков X
Рис. 6. Алгоритм оценки линейного уравнения регрессии
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( )( )1 ,2_ −−=⋅= pnbtPtp jнаблj ν
если tнабл(bj) ≤ 0.
Гипотеза H0 отвергается с веро-
ятностью ошибки α если α > p_tj 
(в программе, в векторе cond, на-
против соответствующего коэффи-
циента регрессии при переменной 
xj, будет стоять единица, т.е. условие 
выполнилось), что говорит о зна-
чимости коэффициента регрессии 
βj. Иначе – коэффициент регрессии 
незначим (в векторе cond – 0).
В случае если хотя бы один ко-
эффициент регрессии незначим, то 
переходят к пошаговой схеме исклю-
чения несущественных переменных. 
Для этого пользователю необходимо 
ввести номер исключаемой пере-
менной, согласно порядковому но-
меру в векторе cond, т.е. присвоить 
переменной “ec” число, например 
ec: = 3. Это значит, что исключается 
факторный признак X2, стоящий на 
3-м месте.
Но непосредственно перед пере-
ходом к следующему шагу регрес-
сионного анализа рассчитываются 
ещё доверительные границы для 





















Далее находится интервальная 
оценка результативного признака 
в некоторой точке, определяемой 
вектором начальных значений X0. 
Доверительные границы для резуль-





























Доверительная оценка для интер-
вала предсказания условного матема-
тического ожидания ͠yn+1 в точке, не 
принадлежащей выборке, определя-































Следует заметить, что пошаговую 
процедуру исключения пользователь 
Рис. 7. Проверка значимости коэффициентов регрессии
Рис. 8. Расчет собственных значений корреляционной матрицы и нагрузок
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может прервать на любой стадии 
пошагового регрессионного анализа, 
но только, когда все коэффициенты 
регрессии значимы [3]. Тогда мож-
но переходить к следующему виду 
статистического анализа, а именно 
к компонентному анализу.
5. Компонентный анализ
Здесь на основании матрицы 
факторных признаков X размернос-
ти [n × p], рассчитывается матрица 
парных коэффициентов корреляции 
R размерности [p × p] с элементами















j, l = 1, 2, ..., p.
Далее матрица R преобразуется в 
диагональную матрицу Λ собствен-
ных значений характеристического 
многочлена RE −λ , где E – единич-
ная матрица. Для этого решается 
уравнение вида: RE −λ  = 0, корнями 
которого являются p собственных 
значений λ1 ≥ λ2 ≥ ... ≥ λ12 > 0. Матрица 
собственных значений Λ имеет вид 
главной диагонали. Собственные 
значения характеризуют вклады со-
ответствующих главных компонент 
в суммарную дисперсию исходных







Таким образом, первая главная 
компонента оказывает наибольшее 
влияние на общую вариацию, а пос-
ледняя p-ая – наименьшее.
На основе найденных собствен-
ных чисел определяются собс-
твенные вектора. Vν – собственный 
вектор, соответствующий собствен-
ному значению λν корреляционной 
матрицы R, определяется как от-
личное от нуля решение уравнения 
(λνE – R) ∙ Vν = 0, откуда нормирован-







= . Так получаем матри-
цу U, составленную из нормиро-
ванных собственных векторов: 
( )321 UUUU

= . Затем находим мат-
рицу факторных нагрузок по фор-
муле: 2
1
Λ⋅=UA , (в программе: A = 
UL, где 2
1
Λ=L ) (см. рис. 8). Элемент 
матрицы ajν, где: pj ,1, =ν , характери-
Таблица 2
Вклад в дисперсию ν-ой главной компоненты
fν f1 f2 … f12











































Рис. 9. Расчёт матриц стандартизованных значений признаков 
и индивидуальных значений главных компонент
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зует тесноту связи между факторным 
показателем Xj и fν-ой главной ком-
понентой, причём: –1 ≤ ajν ≤ 1. При















Матрица факторных нагрузок 
A используется для экономической 
интерпретации главных компонент, 
представляющих собой линейные 
функции исходных признаков [2]. 
Для экономической интерпретации 
fν используются лишь те факторы Xj, 
для которых 6,0>νja .
Затем рассчитывается вклад ν-ой 
главной компоненты в суммарную 
дисперсию, а также суммарный 
вклад m первых главных компонент 
(см. табл. 2). Для дальнейшего ана-
лиза обычно используют m первых 
главных компонент, суммарный 
вклад которых превышает 70%.
Далее рассчитывается матрица 








=  (см. рис. 9). 




















 для ,pj 1= .
Значения главных компонент для 
каждого i-ого объекта ( )ni ,1=  зада-
ются матрицей F. Матрица значений 
главных компонент находится по 
следующей формуле: F = Z ∙ U. Для 




































для pj ,1, =ν .
На основании матрицы индиви-
дуальных значений главных ком-
понент на объектах F размерности 
[n × p], рассчитывается матрица 
парных коэффициентов корреляции 
между главными компонентами 
CORR(Fz). Поскольку главные ком-
поненты должны быть ортогональ-
ны, то парный коэффициент корреля-
ции между ними стремится к нулю.
Рис. 10. Диаграмма рассеяния наблюдений в пространстве ГК
Рис. 11. Алгоритм оценки уравнения регрессии на ГК
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В алгоритме проверки значи-
мости отдельных коэффициентов 
регрессии также рассчитывается 
вероятность p, используя распреде-
ление Стьюдента (см. рис. 12):
( )( )[ ]1 ,12_ −−=−⋅= pnbtPtp jнаблj ν  
если tнабл(bj) > 0 и
( )( )1 ,2_ −−=⋅= pnbtPtp jнаблj ν
если tнабл(bj) ≤ 0.
Гипотеза H0 отвергается с веро-
ятностью ошибки α если α > p_tj 
(в программе, в векторе cond1, на-
против соответствующего коэффи-
циента регрессии при переменной 
xj, будет стоять единица, т.е. условие 
выполнилось), что говорит о зна-
чимости коэффициента регрессии 
βj. Иначе – коэффициент регрессии 
незначим (в векторе cond1 – 0).
7. Заключение
Таким образом, применение ком-
понентного анализа позволяет иссле-
дователю несколько иначе взглянуть 
на изучаемый процесс и получить 
сведения, недоступные при исполь-
зовании аппарата классического кор-
реляционно-регрессионного анализа 
[5]. Если результативный признак 
стандартизован, то исследователь по-
лучает интересные дополнительные 
возможности. Компоненты не корре-
лированы, свободный коэффициент 
равен нулю. Поэтому можно отоб-
рать только информативные главные 
компоненты (имеющие значимые 
коэффициенты корреляции с резуль-
тативным признаком) и построить 
простые собственно линейные урав-
нения на каждую такую компоненту 
отдельно, а затем все эти уравнения 
сложить. В этом случае удается 
добиться значительного снижения 
объема вычислений.
Наконец, можно попытаться 
восстановить исходные показатели 
по наиболее информативным глав-
ным компонентам. Полученные в 
ходе этой процедуры стандартизо-
ванные признаки используют для 
восстановления исходных характе-
ристик и оценки их гипотетических 
значений, которые можно сравнить 
с фактическими значениями Xij и 
проанализировать характер откло-
нений с целью определения «узких 
Далее строится диаграмма рас-
сеяния в пространстве двух первых 
главных компонент, обеспечиваю-
щий суммарный вклад в дисперсию 
процесса не менее 60–70%, т.е. в 
прямоугольной системе координат 
наносятся объекты (точки) и про-
изводится их классификация (см. 
рис. 10).
6. Регрессия на главные 
компоненты
Уравнение регрессии на главных 
компонентах строится по стандар-
тному алгоритму регрессионного 
анализа [1], где в качестве аргумен-
тов используются наиболее весомые 
главные компоненты, а не исходные 
показатели (см. рис.11).
Сначала находится вектор стан-
дартизированных значений резуль-





yyy −= . Причём должны вы-













2  (n = 3347).
Затем, согласно, методу наимень-
ших квадратов вектор оценок коэф-
фициентов регрессии b получается
по формуле:
( ) ( )YFFFb TT ⋅⋅⋅= −1 ,
где: FT – транспонированная матрица F;
(FTF)–1 – матрица, обратная к FTF.
Далее по F-критерию проверяет-
ся значимость уравнения регрессии, 
т.е. гипотеза H0 : β0 = β1 = β2 = 0, 















QR = (F ∙ b)T ∙ (F ∙ b), 
Qост. = ( ˙Y –F ∙ b)T ∙ ( ˙Y – F ∙ b).
По таблице F-распределения 
для заданных α, ν1 = p + 1, ν2 = n – 
– p – 1 находят Fкр.
Гипотеза H0 отклоняется с 
вероятностью α, если Fнабл. > Fкр. 
Из этого следует, что уравнение 
является значимым, т.е. хотя бы 
один из коэффициентов регрессии 
отличен от нуля.
Для проверки значимости от-
дельных коэффициентов регрес-
сии, т.е. гипотез H0 : βj = 0, где 
,pj 1= , используется t-критерий 
Стьюдента. По таблице t-распре-
деления для заданного уровня 
значимости α и числа степеней 
свободы ν = n – k – 1 находят tкр. 
Гипотеза H0 отвергается с веро-
ятностью ошибки α если крнабл tt > .
Из этого следует, что соответствую-
щий коэффициент регрессии βj зна-
чим, т.е. βj ≠ 0, иначе – коэффициент 
регрессии незначим.
Рис. 12. Проверка значимости коэффициентов регрессии при ГК
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мест» в наблюдаемой совокупности 
и выработки рекомендаций по их 
устранению.
В заключение следует отметить, 
что данная программа обработки 
исходных данных является учебной 
и составлена в целях иллюстрации 
не только конечных, но и проме-
жуточных результатов. В случае 
реальных исследований используют 
более серьезное математическое 
обеспечение.
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