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The energy of a graph/matrix is the sum of the absolute values of
its eigenvalues. We investigate the result of duplicating/removing
an edge to the energy of a graph. We also deal with the problem
that which graphs G have the property that if the edges of G are
covered by some subgraphs, then the energy of G does not exceed
the sum of the subgraphs’ energies. The problems are addressed
in the general setting of energy of matrices which leads us to con-
sider the singular values too. Among the other results it is shown
that the energy of a complete multipartite graph increases if a new
edge added or an old edge is deleted.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper we will consider only ﬁnite and undirected graphs without loops. Multiple
(parallel) edges arepermitted. The (multi-)set of edgesofG is denotedbyE(G). LetGbeagraph, S ⊆ E(G)
and e ∈ E(G). We denote by G + S the graph obtained from G by duplicating any edge in S. By G + te
(resp., G − e) we mean the graph obtained from G by adding t parallel edges to e (resp., deleting e).
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We denote the complete graph of order n and the complete k-partite graphwith parts of sizes n1, . . . ,nk ,
by Kn and Kn1,...,nk , respectively. Occasionally, Kt×k is used for the complete k-partite graph Kt,...,t . If{v1, . . . , vn} is the set of vertices of G, then the adjacencymatrix of G, A = (aij), is an n × nmatrix where
aij is the number of edges between vi and vj . Thus A is a symmetric matrix with zeros on the diagonal
and all the eigenvalues of A are real which are denoted by λ1(A) · · · λn(A). By the eigenvalues of G
we mean those of its adjacency matrix.
The energy of a matrix A ∈ Mn(C), denoted by E(A), is deﬁned as the sum of the absolute values of
all eigenvalues of A. The energy of a graph G, denoted byE(G), is that of its adjacencymatrix. Since the
sum of all the eigenvalues of G is zero, E(G) is twice the sum of all the positive eigenvalues of G. The
singular values of A ∈ Mn×m(C) are the square roots of the eigenvalues of AA∗ which are denoted by
s1(A) · · · sn(A) 0. The set of singular values of a Hermitian matrix coincides with the set of the
absolute values of its eigenvalues. Nikiforov [10] deﬁned the energy of any A ∈ Mn×m(C) as∑ni=1 si(A)
which coincideswith our deﬁnition of energy if and only if A is a normalmatrix (see Section 4 formore
details).
2. Increase of energy due to edge addition
Our motivation in this work is the question that for which graphs G the following holds:
If one duplicates an arbitrary edge ofG, then E increases. (1)
We note that there are some graphs which do not satisfy (1). The smallest example is of order 8. Figure
1 shows all graphs of order 8 not satisfying (1); in each graph, for the edge e displayed with dash line,
E(G + e) < E(G).
In this sectionwe study those edges of a graphwhose duplications causeE to increase. In particular,
some circumstances under which (1) holds will be found. Our key tool is a singular-value inequality
by Fan [4]. He proved that for any A,B ∈ Mn(C), one has
n∑
i=1
si(A + B)
n∑
i=1
si(A) +
n∑
i=1
si(B). (2)
(See [2] for a review of different proofs of (2).) It turns out that for Hermitian matrices A,B,
E(A + B) E(A) +E(B). (3)
From this Day and So [2] observed that for a graph G and any edge e,
|E(G) −E(G − e)| 2. (4)
From (3) it is seen that if deleting an edge e from a graph G decreases the energy, then duplicating e in
G increases the energy. We can state this result in a more general setting:
Theorem 1. Let A,B be two Hermitian matrices. If there exists  > 0 such that E(A − B) < E(A), then for
any α > β  0, E(A + αB) > E(A + βB).
 
 
 
Fig. 1. Graphs of order 8 violating (1).
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Proof. We have
(1 + )E(A) = E((1 + )A)
= E((A + B) + (A − B))
E((A + B)) +E(A − B) (by (3))
< E(A + B) +E(A).
Thus E(A) < E(A + B). If we put  = 1 and A + B instead of A in the above, then E(A + B) < E(A + 2B),
and so E(A + pB) < E(A + qB) for any positive integers p < q. We ﬁnd that
E(nA − B) E((n − 1)A) +E(A − B) < E(nA).
Hence
E(nA + pB) < E(nA + qB)
for any positive integers p < q, and this implies that
E
(
A + p
n
B
)
< E
(
A + q
n
B
)
.
So the theoremfollows forpositive rationalnumbers. Letα > β  0be twoarbitrary realnumbers. Sup-
pose that {αn} and {βn} are two sequences of rationals such that αn ↑ α and βn ↓ β, i.e., {αn} increasingly
tends to α and {βn} decreasingly tends to β. From (3) it follows that for any x,h ∈ R,
|E(A + (x + h)B) −E(A + xB)| E(hB) = |h|E(B).
This implies that f (x) = E(A + xB) is a continues function on R. It is also increasing on nonnegative
rationals. So f (αn) ↑ f (α) and f (βn) ↓ f (β). Therefore, for some n,
f (β) f (βn) < f (αn) f (α).
This completes the proof. 
Corollary 1. Let A,B be two Hermitian matrices. If there exists  > 0 such thatE(A + B) > E(A), then for
any α > β  , E(A + αB) > E(A + βB).
Proof. Let C = A + B. Then E(C − B) < E(C), now apply the previous theorem. 
Remark 1. LetG be a graph andE(G + e) > E(G) for some edge e ofG. Then the above corollary implies
that E(G + te) > E(G + e) > E(G), for any integer t  2.
Corollary 2. Let G be a graph and e be a cut edge of that. Then E(G + te) > E(G) for any integer t  1.
Proof. By Theorem 3.4 of [3], since e is a cut edge, E(G − e) < E(G). The result now follows from
Theorem 1. 
Theorem 2. For any graph G with m edges and every t = 1, . . . ,m, there are at least
⌈(
m − 1
t − 1
)
E(G)
2t
⌉
t-subsets S of E(G) such that E(G + S) > E(G).
Proof. Let S be a t-subset of E(G). If we denote the adjacency matrix of G + S by AS and that of G by
A, then
∑
S AS = A, where  =
(
m
t
)
+
(
m − 1
t − 1
)
and the summation is taken over all t-subsets S of the
edges. Thus, by (3),
E(A) = E
(∑
S
AS
)

∑
S
E(AS).
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Assume that for exactly 1 t-subsets S, E(AS) E(A). For the remaining 2 t-subsets S, by (3) and (4),
E(AS) E(A) + 2t.Note that 1 + 2 =
(
m
t
)
and 2 is thenumberof t-subsetsS forwhichE(AS) > E(A).
Hence
E(A)
∑
S
E(AS) 1E(A) + 2(E(A) + 2t).
Therefore 2 
(
m − 1
t − 1
)
E(A)
2t
. 
If we let t = 1 in the above theorem, the following corollary is obtained:
Corollary 3. For any graph G, there are at least E(G)/2 edges e such that E(G + e) > E(G).
Corollary 4.
(i) Edge-transitive graphs satisfy (1).
(ii) For almost all graphs of order n, there are at least
⌈(
4
3π
+ o(1)
)
n3/2
2
⌉
edges duplicating any of which
increases the energy.
Proof. (i) is clear due to Corollary 3. (ii) follows from a result of Nikiforov [10] stating that for almost
all graphs G of order n, E(G) =
(
4
3π
+ o(1)
)
n3/2. 
Before stating the next result we recall the following well-known fact (see [1, Theorem 6.7]).
Lemma 1. A connected graph is complete multipartite if and only if it has exactly one positive eigenvalue.
Theorem 3. Any graph with exactly one positive eigenvalue (and so any complete multipartite graph)
satisﬁes (1).
Proof. Let G be a graph with exactly one positive eigenvalue and e be an edge of that. Let A and B be
the adjacency matrices of G and G + e, respectively. If x is the Perron vector of A (see [7, p. 497]), then
λ1(A) = x	Ax < x	Bx. By the Rayleigh–Ritz theorem, x	Bx  λ1(B). Thus
E(G + e) 2λ1(G + e) > 2λ1(G) = E(G). 
In the same manner of the above theorem, one can show that adding any new edge to a complete
multipartite graph increases the energy.
Here is a surprising example of strange behavior of the energy of graphs regarding adding, dupli-
cating, or removing edges. While the preceding theorem shows that adding/duplicating an arbitrary
edge to Kt1,...,tk increases the energy, the following theorem says that removing an arbitrary edge from
Kt1,...,tk increases the energy as well. The special case of the following theorem for Kt,t was proved
in [3].
Theorem 4. E(Kt1,...,tk − e) > E(Kt1,...,tk ), for any k  2, ti  2, for i = 1, . . . , k, and every edge e.
Proof. Let G = Kt1,...,tk and n be the order of G. Let A and B be the adjacency matrices of G and G − e,
respectively.Wemay assume that B = A − C, where C is the adjacencymatrix of the spanning subgraph
of G with only one edge which is e. Let x be the Perron vector of A. Since each part of G is a cell of an
‘equitable partition’ (see [5, pp. 195–198]) of G, the vertices of each part have the same corresponding
entries in x. So x has at most k different entries, say x1, . . . , xk . Let e have its ends in parts i and j. Hence
x	Cx = 2xixj  x2i + x2j  ‖x‖2/2 = 1/2.
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By the Rayleigh–Ritz theorem,
λ1(B) x	Bx = x	Ax − x	Cx  λ1(A) − 1/2.
On the other hand, P4 (the path on four vertices) is an induced subgraph of G − e. Therefore, by the
Interlacing theorem,
λ2(B) λ2(P4)  0.618.
Thus
E(G − e) 2(λ1(B) + λ2(B)) > 2λ1(A) = E(G). 
3. Energy and subgraphs
Let G be a graph and H1, . . . ,Hk be some subgraphs of G. From (3) it follows that
if E(H1), . . . , E(Hk) is a partition of E(G), then E(G)
k∑
i=1
E(Hi).
Here we are interested in a more general question that whether the following holds:
If E(G) ⊆
k⋃
i=1
E(Hi), then E(G)
k∑
i=1
E(Hi). (5)
Note that in the above ‘⊆’ is the inclusion of multi-sets.
Theorem 5. Any forest satisﬁes (5).
Proof. It sufﬁces to prove the theorem for trees. Let T be a tree and H1, . . . ,Hk satisfy the assumption
of (5). Let A be the adjacency matrix of T and Ai be the adjacency matrix of the spanning subgraph of T
formed byHi and (probably) some isolated vertices. Assume that E(T) = {e1, . . . , em} andH is the graph
whose adjacencymatrix is
∑k
i=1 Ai. Let themultiplicity of ei inH be ti + 1. Since e1 is a cut edge of T , by
Corollary 2, E(T + t1e1) E(T). Now, e2 is a cut edge for T + t1e1 and similarly, E(T + t1e1 + t2e2)
E(T + t1e1). Continuing this procedure we ﬁnd that E(T) E(T +
∑m
i=1 tiei) = E(H). On the other
hand, by (3),
E(H) = E
⎛
⎝ k∑
i=1
Ai
⎞
⎠ k∑
i=1
E(Ai)
completing the proof. 
To prove our next result we need two lemmas. The ﬁrst one is a special case of a more general
inequality from Thompson [11]; the case of equality is taken from Day and So [3].
Lemma 2. For a partitioned matrix
C =
(
A X
Y B
)
,
where both A and B are square matrices, we have∑
i
si(A) +
∑
i
si(B)
∑
i
si(C).
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Equality holds if and only if there exist unitary matrices U and V such that(
UA UX
VY VB
)
is positive semideﬁnite.
Lemma 3 [1, Lemma 3.3]. If G = Kn1,...,nk with
∑k
i=1 ni = n, then λ1(G) k−1k n. The equality holds if and
only if G is a regular graph.
Let G be a graph and H and K be two vertex-disjoint subgraphs of G. From Lemma 2 it follows that
E(H) +E(K) E(G). (6)
Day and So in [3] found some examples of graphs and certain subgraphs of them for which the
equality holds in (6). Here we characterize the case of equality in (6) among the strongly regular
graphs. Before that we recall a polar decomposition of A ∈ Mn(C) is a factorization A = UP, where P is
positive semideﬁnite and U is unitary. P is always unique and U is unique provided that A is invertible.
We refer the reader to [6, Section 9.5] for more information on the polar decomposition.
Theorem 6. Let G be a connected strongly regular graph andH,K be two vertex-disjoint induced subgraphs
of G. Then E(H) +E(K) < E(G) unless G = Kt×k, H = Kr×k , and K = Ks×k , where r + s = t.
Proof. Let A be the adjacencymatrix of Gwith polar decomposition A = UP. First assume that G has no
zero eigenvalue. Since P is in fact the positive square root of A obtained from ‘spectral resolution’ of A,
P−1 is a polynomial in A. Thus U is a polynomial in A. On the other hand, because G is strongly regular,
A2 is a linear combination of A, I and J (all 1-matrix). Furthermore, AJ = dJ, where d is the degree of
vertices of G. So
U = c1A + c2J + c3I for some c1, c2, c3 ∈ R. (7)
If the equality in (6) occurs, then by the uniqueness of U and Lemma 2, U must be of the form(
U1 O
O U2
)
. (8)
In (7), if c1 = c2 = 0, then A = c3P which is impossible. If c1 /= 0 and c2 = 0, in view of (8), G must be
disconnected, a contradiction. Therefore c2 /= 0 which happens only if A is of the form(
B J
J C
)
,
where B and C are the adjacency matrices of H and K , respectively. This implies that the complement
graph of G is disconnectedwhich happens only if G = Kt,...,t for some t  2 (see [5, Lemma 10.1.1]). This
is impossible since G has no zero eigenvalue.
Now, let G have a zero eigenvalue. Hence it has exactly one positive eigenvalue. So, by Cvetkovic´ [1,
Theorem6.7],G = Kt×k , for some t, k. LetH = Kr1,...,rp andK = Ks1,...,sq beofordersn1 andn2, respectively,
where ri, si > 0, p, q k, and n1 + n2 = n. We have
E(G) = 2λ1(G)
= 2(k − 1)n/k
 2(p − 1)n1/p + 2(q − 1)n2/q
 2λ1(H) + 2λ1(K) (Lemma 3)
= E(H) +E(K).
So the equality occurs if and only if (i) p = q = k; and (ii) H and K are regular (by Lemma 3). This holds
if and only if H = Kr×k , and K = Ks×k , where r + s = t. 
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4. Energy and singular values
The applications of the Fan’s inequality, (2), in the previous sections makes us to further study the
inequalities for singular values and eigenvalues in this section which enables us to drive a relation
between E(AB), E(A), and E(B) for Hermitian matrices A,B.
We need the following theorem which is a special case of Weyl’s inequality (see, e.g., [8, Theorem
3.3.13]; [9]). The theorem also shows that what we consider as the energy of a matrix is less than
or equal to what already deﬁned as the energy of a matrix in the literature [10]; further, these two
energies are coincident for a matrix A if and only if A is normal.
Theorem 7. For any A ∈ Mn(C),
E(A)
n∑
i=1
si(A).
The equality holds if and only if A is a normal matrix.
Theorem 8. If A,B ∈ Mn(C) are two Hermitian matrices, then
E(AB)min{s1(B)E(A), s1(A)E(B)}. (9)
Proof. By [8, Theorem 3.3.16],
si(AB) si(A)s1(B) for i = 1, . . . ,n. (10)
Thus
E(AB) 
n∑
i=1
si(AB) (Theorem 7)
 s1(B)
n∑
i=1
si(A) (by (10))
= s1(B)E(A) (since A is Hermitian).
In the same manner E(AB) s1(A)E(B). 
The inequality of the theorem is the best possible when A = cB, for some c ∈ R and A has rank 1
(see the following theorem). Also the Hermitian assumption in the theorem is necessary; consider
A =
(
1 0
1 0
)
for which E(AA∗) = 2 > √2 = s1(A)E(A∗) = s1(A∗)E(A).
Theorem 9. If A,B ∈ Mn(C) are two Hermitian matrices, then
E(AB) E(A)E(B). (11)
The equality occurs if and only if one of the following holds:
(i) A = O or B = O;
(ii) A has rank 1 and B = cA, for some c ∈ R.
Proof. The inequality (11) is an immediate consequence of Theorem 8. If A,B satisfy one of the con-
ditions (i) or (ii), obviously one has the equality in (11). Conversely, let the equality hold in (11) for
nonzero Hermitianmatrices A,B. Then we have the equality in (9). So A and Bmust have rank 1. Thus A
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and B are either positive semideﬁnite or negative semideﬁnite. Note that if A satisﬁes (11), then so does
−A. Therefore we may assume that A and B are both positive semideﬁnite. Hence there exist u, v ∈ Cn
so that A = uu∗ and B = vv∗. So AB = uu∗vv∗ = 〈u, v〉uv∗, where 〈·, ·〉 is the standard inner product of
Cn. Since for any matrices X ,Y , the products XY and YX have the same nonzero eigenvalues (see [5,
Lemma 8.2.4]),
E(A) = λ1(A) = u∗u = 〈u,u〉,E(B) = 〈v, v〉, E(AB) =|〈u, v〉|2 .
Therefore, by the Cauchy–Schwarz inequality, v = cu, for some c ∈ C, which completes the proof. 
We close our paper by noting that the Hermitian assumption in Theorem 9 is necessary; consider
the example preceding Theorem 9 for which E(AA∗) = 2 > 1 = E(A)E(A∗).
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