Abstract-This paper provides a Bayesian method of analyzing functional magnetic resonance imaging (fMRI) data. Usually fMRI signals are noisy and need efficient algorithms to estimate or detect the signals accurately. Using a Bayesian frame work we have used two different priors: sparsity and clusterdness in the fMRI data by using a general linear model (GLM), which is used as a main tool in fMRI studies. This enhances the effectiveness of the model to help analyze the data better. So in this work we have built the Bayesian framework needed first. Then, we have applied our analysis on synthetic data that we made and that are well known, and the results show that clustered compressive sampling has given better results compared to the using of only sparse prior and/ or to the analysis without considering the two priors. Later we have applied it on fMRI data and the results are much better in terms of signal to noise ratio (SNR) and intensity of images.
I. INTRODUCTION
Functional magnetic resonance imaging (fMRI), a noninvasive technique of brain mapping, has become crucial in the study of brain activity. It measures brain activity as a function of local vasodilatations, which are characterized by hemodynamic response functions (HRF) [1] , [2] . FMRI is based on the blood oxygenated level development (BOLD) signal, since neuronal activation is accompanied by a change in the ratio of the oxyhemoglobin to deoxyhemoglobin in the part of the brain that is related to a particular activity [1] . The purpose of fMRI data analysis is to estimate, detect or predict the BOLD signals, which are basically weak, from the noisy data so that one can identify the activated voxels in the brain regions in contrast to the non-activated ones as a function of some stimulus or task.
The methods for analyzing fMRI data can generally be divided into two groups. The first group is model based methods where one assumes models, such as the General linear model (GLM). Traditionally, GLM has been used as a statistical tool to analyze fMRI data [3] . It uses prior knowledge and assumes a canonical hemodynamic response function (HRF) to model a BOLD signal. GLM has been Manuscript received October 3, 2013 ; revised December 9, 2013 . This work was supported in part by the Sør-Trondlag University College (HIST) and the department of Electronics and Telecommunication (IET) at Norwegian University of Science and Technology (NTNU).
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implemented using a classical inference method called Statistical Parametric Mapping (SPM) [3] . But one of the limitations of GLM is that it ignores correlation between voxels in time and space, generally present in fMRI data. The second group of methods of fMRI data analysis is data dependent and assumes no model of HRF. Instead these methods try to consider the correlation in time and/or space of the fMRI data. Among them are the principal component analysis (PCA) [4] - [6] , independent component analysis (ICA) [7] , [8] and clustering [9] - [18] .
In order to estimate the parameters of GLM one can use either the classical or the Bayesian approach [19] - [25] . The latter have been applied to fMRI data inference [26] , [27] and it is also possible to compare both as in [28] , [29] . Bayesian approach is our main focus in this paper.
Under Bayesian inference it is possible to assume different priors to signals under considerations. Taking a sparse prior as the first assumption on the fMRI signals we incorporate a compressive sampling or compressive sensing framework in our inference on the fMRI data.
Compressive sensing (CS) is a new methodology to capture signals at lower rate than the Nyquist sampling rate when the signals are sparse or sparse in some domain [30] - [33] . In [34] the authors have used the sparsity of magnetic resonance imaging (MRI) signals and showed that this can be exploited to significantly reduce scan time, or alternatively, improve the resolution of MR imagery. In addition, the sparsity concept under a Bayesian framework has been used to determine the design matrix (dimension reduction in space) for fMRI data analysis [35] , [36] .
Besides the sparse priors, clusters (or structures on the patterns of sparsity) can also be considered as additional priors [37] . Our contribution in this work is to use the Bayesian framework and incorporate two different priors in order to analyze fMRI data and compare different algorithms. Specifically, we assume a clustered prior in addition to the sparse prior in order to remedy the limitations of GLM.
The paper is organized as follows. Section II we present our basis for analysis and inference that is the Bayesian framework, and based on that we show how the sparse and clustered priors are used for the linear model presented in the paper. Section III shows our results using synthetic and real fMRI data, and Section IV presents conclusion and future work. In variables with zero mean and covariance matrix , estimating the sparse vector is the problem that we are considering given the linear model .
II. BAYESIAN FRAMEWORK
(
Here and , where k is the number of non-zero entries in . Note that (1) has the same shape as the GLM used in fMRI data analysis [26] .
Various methods for estimating x may be used. We have the least square (LS) estimator in which no prior information is applied: ,
which performs very badly for the CS estimation problem we are considering. Another approach to estimate is via the solution of the unconstrained optimization problem
where is a regularizing term, for some non-negative . If , emphasis is made on a solution with LP norm, and is denotes a penalizing norm. When , we get
This is penalizing the least square error by the L2 norm and this performs badly as well, since it does not introduce sparsity into the we get the L0 norm, which is defined as (5) the number of the non-zero entries of x, which actually is a partial norm since it does not satisfy the triangle inequality property, but can be treated as norm by defining it as in [38] , and get the L0 norm regularizing estimator
which gives the best solution for the problem at hand since it favors sparsity in . Nonetheless, it is an NP-hard combinatorial problem. Instead, it has been a practice that one approximates it using L1 penalizing norm to get the estimator
which is a convex approximation to the L0 penalizing solution (6). These estimators, (4), (6) and (7), can equivalently be presented as solutions to constrained optimization problem [30] - [33] , and in the CS literature there are many different types of algorithms to implement them. A very popular one is the L1 penalized L2 minimization called LASSO (Least Absolute Shrinkage and Selection Operator), which we later will present it in Bayesian framework. So first we present what a Bayesian approach is and come back to the problem at hand.
A. Bayesian Framework
Under Bayesian inference consider two random variables x and y with probability density function (pdf) and , respectively. The product rule gives us (8) and Bayes" theorem gives ,
where is the likelihood function derived from the measurements , is the prior distribution for and is the posterior distribution of given y. However, for the estimation of the denominator, which is called the evidence, has no relevance. Hence, the posterior is proportional to the product of the Likelihood function and the prior density:
.
the data allows us to update our prior views about x. And as a result we get the posterior which combines both the data and non-data information of x. As an example for a binomial trials let"s have a beta distribution as a prior, gamma distribution for the data, as a result we get posterior distribution which is also a beta distribution. Fig. 1 shows that the posterior density is taller and narrower than the prior density. It therefore favors strongly a smaller range of x values, reflecting the fact that we now have more information. Further, the Maximum a posterior (MAP), , is defined as (11) MAP is related to Fisher"s methods of Maximum Likelihood Estimation (MLE), :
As we can see it from (11) and (12) the difference between MAP and MLE is the prior distribution. The former can be considered as a regularized form of the latter.
Inference based on the posterior may not be easy task since it involves multiple integrations, which may be cumbersome to perform. However, it can be computed in several ways: Numerical optimization (like Conjugate gradient method, Newton method), modification of an expectationmaximization algorithm and others. To proceed further, we will to assume prior distributions on x.
B. Sparse Prior
The estimators of x resulting from (3) for the sparse problem we consider in this paper given by, (4), (6) , and (7), can be presented as a maximum a posteriori (MAP) estimator under the Bayesian framework as in [38] . .
problem. When = 0, p Equation (10) is called Updating Rule [19] , [20] , in which N We show this by defining a prior probability distribution for on the form (13) where the regularizing function → is some scalar valued, non-negative function with which can be expanded to a vector argument by (14) such that for sufficiently large , is finite. Further, let the assumed variance of the noise be given by ,
where λ is system parameter which can be taken as . Note that the prior, (13) , is defined in such a way that it can incorporate the different estimators considered above by assuming different penalizing terms via [38] .
Since the pdf of the noise w is Gaussian, the likelihood function of given is given by -
Together with (9) and (13), this now gives
(17) is identical to the MAP estimator (11) is now found as
(18) is identical to (3). Now, as we choose different regularizing function which enforces sparsity into the vector , we get different estimators listed below [38] .  Linear Estimators: when (18) reduces to ,
which is the LMMSE estimator. But we ignore this estimator in our analysis since the following two estimators are more interesting for CS problems.  LASSO Estimator: when we get the LASSO estimator and (18) becomes,
 Zero-Norm regularization estimator: when , we get zero norm regularization estimator (6) and (18) becomes
As mentioned earlier, this is the best solution for estimation of the sparse vector but is NP-complete. The worst approximation for the sparse problem considered is the L2-regularization solution given by (19) . However, the best approximation is given by the equation (20) and its equivalent forms. We have used some of the algorithms in literature in our simulation which are considered as equivalent to this approximations such as Bayesian Compressive sensing (BCS) [39] and L1-norm regularized least-squares (L1-LS) [30] - [33] .
D. Clustering Prior
Building on the Bayesian philosophy, we can further assume another prior distribution for clustering. The entries of the sparse vector may have some structure that can be represented using distributions. In [37] a hierarchical Bayesian generative model for sparse signals is found in which they have applied full Bayesian analysis by assuming prior distributions to each parameter appearing in the analysis. We follow a different approach. Instead we use another penalizing parameter to represent clusterdness in the data. For that we define the clustering using the distance between the entries of the sparse vector by ,
and we use a regularizing parameter . Hence, we define the clustering prior to be .
The new posterior evolving this prior under the Bayesian framework is proportional to the product of the three pdf"s:
By similar arguments as used in section II.B, we arrive at the Clustered LASSO estimator , (25) where , are our tuning parameters for the sparsity in and the way the entries are clustered, respectively.
III. RESULTS

A. Synthetic Data
In order to demonstrate the performance of the analysis presented in the paper we have used synthetic data in which we know the sparsity and the structure of the data so that we may incorporate these priors in the simulations. Unless otherwise stated we have used σ , and random matrix with Gaussian entries with variance , in our simulations.
C. Which Is the Same as (II.6).
We consider first a random clustered signal with , , , , and . As we see it from Fig. 2, clustering has a large effect on the reconstruction and we get high SNR for Clustered LASSO about 29dB, which is better than the lasso, 13dB. Further, as we see in Fig. 3 , we also compare the different algorithms used for the regularization algorithms and find that the LMMSE (where L2 regularization is used) performs badly compared to the families of algorithms which uses L1 regularization, such as BCS, L1-LS and LASSO. Using and, , we have the following result as shown in Table I . Before we apply the analysis presented above on fMRI data we used two other synthetic data sets. The first one is a two level image both sparse and clustered in space domain. We vectorize it in order to analyze it in our framework. The second one is a known medical related image Shepp-Logan phantom, it is also sparse and clustered. The results are shown in Fig. 4 and Fig. 5 , respectively. We see the impact of our priors: sparse and clustered, where clustering has better effect than only using sparse prior when the signal has such structure in both figures. And we used most of the algorithms mentioned above to compare their performance. In addition, we have plotted in Fig. 6 and Fig. 7 , their SNR against the amount of sparsity and measurement ratio , respectively. In the simulation for Fig. 4 we used , , , and , wherea s for Fig. 5 we used , , , and . As we can see from the figures, the performance of LASSO and Clustered LASSO are much better than the LMMSE or LS. In addition we see another property, in Fig. 6 and Fig.  7 , which is called phase transition, which shows the limits that one can under sample a sparse signal and yet reconstruct it accurately [40] - [42] . From the plots one also can see the phase transition property of the different algorithms used in CS in relation to the ratio of sparsity ( ) and amount of measurement ( ).
B. Sparse and Clustered fMRI Data Analysis
The raw data which is found by convolving a stimulus/task function and a hemodynamic response function (HRF) is not directly analyzed in our statistical analysis method. In general, fMRI data undergoes preprocessing in order to improve the signal quality [3] , [37] , [43] . This preprocessing include: artifact detection, baseline correction, movement correction, and image restoration. After these preprocessing the statistical analysis comes. At least this how it is done in many literatures mentioned in this paper. We have the advantage of using real fMRI data from the fMRI group in Trondheim and for the time being we took the preprocessed data from them and we have applied the analysis above on these data sets.
For a given measurement vector of fMRI signal and a measurement matrix and a norma distributed error vector w ∈ R M , using the GLM given by equation (1) as [3] . Since GLM do not account to the activations in the brain part which are not linearly correlated with the measurement matrix we invoke the sparsity and the special structures in the activation regions in the brain as a response to a stimulus or activity. From the fMRI data we took many slices and we saw how these data sets are sparse in the Fourier domain. This is shown in Fig. 8 . We observed the whole data in this domain for the whole brain image. They all share the characteristics we have based our analysis, i.e., sparsity and clustredness. Then we took some slices which are connective in the slice order and we took different and on these slices. We can see the numbers at the top of Fig. 9 and Fig. 10 , in which the two numbers represent and , respectively. In Fig. 9 we have higher sparsity, whereas in Fig. 10 , we have a lower sparsity. In here, we used , is given in the image, and . And as we can see these groups vary in intensity and quality. And in both cases we have the clustered LASSO and also LASSO which are much better than the others. In these figures, as in section III.A, we have used the different algorithms like L1-LS, BCS, LASSO, and clustered LASSO. Since the data has sparse representation in k-space, we invoke our framework in the paper, that is, we used sparse and cluster priors. The results show a significant improvement using the Bayesian framework analysis. In fMRI results are compared using image intensity and that gives a good ground for a health practitioner to observe and decide in accordance to the available information. The more one have prior knowledge on how the brain regions work in human beings or pets the better priors that one incorporate to analyze the data. So it this is open problem for researchers in the future, in general. 
IV. CONCLUSIONS
In this paper, a Bayesian way of analyzing data is presented. Our emphasis in this work is to incorporate prior information in the analysis of brain data that describes the activation of the brain regions as a function of some stimulus or activity. The more information we have about how the brain regions are connected and related the more our priors will be effective to help the analysis of brain activated regions connected to some stimulus or activity. We are hoping that in our further work we will be working more on data"s which have some special structure describing some function of the body and the connectivity of the regions in the brain, showing some structures. So that our work contribution on fMRI data analysis will have much more effect than we have presented here. Fig. 10 . Application of sparse and cluster prior on a fMRI data analysis:
and .
In addition, in this work we have shown comparison of the different reconstruction algorithms performance for different sparsity ratio and amount of measurement versus SNR as shown in Fig. 6 and Fig. 7 , respectively. From some of the plots, one also can see the phase transition property of the different algorithms used in CS in relation to the ratio of sparsity ( ) and amount of measurement ( ).
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