A dual-primal variant of the FETI-H domain decomposition method is designed for the fast, parallel, iterative solution of large-scale systems of complex equations arising from the discretization of acoustic scattering problems formulated in bounded computational domains. The convergence of this iterative solution method, named here FETI-DPH, is shown to scale with the problem size, the number of subdomains, and the wave number. Its solution time is also shown to scale with the problem size. CPU performance results obtained for the acoustic signature analysis in the midfrequency regime of mockup submarines reveal that the proposed FETI-DPH solver is significantly faster than the previous generation FETI-H solution algorithm.
Introduction
Let Θ and Υ denote respectively a three-dimensional impenetrable obstacle, and a threedimensional bounded domain containing this obstacle (Fig. 1) . The scattering of a wave by the obstacle Θ can be modeled by the following boundary value problem (BVP) where k > 0 is the wave number, Ω = Υ\Θ, Σ = ∂Υ is an artificial boundary, H 1 (Ω) is the usual Sobolev space, ν is the outward normal, ∂ ∂ν denotes the normal derivative, α and β are two constants with either (α, β) = (1, 0) or (α, β) = (0, 1), t ∈ R 3 is the direction of the incident wave, x ∈ R 3 , A is a differential operator, and g is a source function which may depend on k. The second of Eqs. (1.1) is a concise representation of Dirichlet and Neumann boundary conditions. The third of Eqs. (1.1) encompasses Neumann, Robin, and many absorbing boundary conditions. The boundary value problem (1.1) is known as the formulation of the exterior Helmholtz problem in a bounded domain. If Θ is replaced by void -in which case Υ ≡ Ω and Σ ≡ ∂Ω -and the second of Eqs. (1.1) is eliminated (or α = β = 0), the resulting instance of the BVP (1.1) defines an interior Helmholtz problem. The discretization of the BVP (1.1) by finite elements (FE) leads to a linear algebraic problem of the form
where K and M denote the usual FE stiffness and mass symmetric matrices, respectively, i is the imaginary complex number satisfying i 2 = −1, and A is a FE symmetric matrix arising from the discretization of the absorbing boundary condition represented by the differential operator A. Hence, A = 0 for interior Helmholtz problems. Otherwise, A is a sparse matrix when A is a local differential operator. Let
denote the impedance matrix arising from the FE discretization of problem (1.1). Using this notation, problem (1.2) can be re-written as
where Z is a sparse, symmetric (but not Hermitian) matrix.
In the mid-frequency regime -for example, for ka ≥ 5, where a denotes a characteristic length of the obstacle Θ -the discretization of the BVP (1.1) by the standard FE method calls for fine meshes and therefore leads to large-scale systems of equations of the form given in (1.4) . In this case, solving Eq. (1.4) by a direct method entails memory and CPU requirements that often overwhelm the available computational resources. For this reason, a significant amount of research effort continues to be invested in the development of iterative algorithms for the solution of such problems.
Domain decomposition-based preconditioned Krylov methods have emerged as powerful equation solvers on both sequential and parallel computing platforms 1 . While most successful domain decomposition methods (DDMs) have been designed for the solution of symmetric positive (semi-) definite systems, some of them have targeted indefinite (A = 0) or complex (A = 0) problems of the form given in Eq. (1.2) 2,3,4 . Among these, the FETI-H method 4 stands out as a DDM that has been routinely applied to the solution of large-scale, three-dimensional, realistic acoustic scattering problems 5, 6, 7 . The FETI-H solver is based on a DDM with Lagrange multipliers known as the dual FETI method 8, 9, 10, 11, 12 . FETI, which is provably numerically scalable for second-12 and fourth-order 13 elliptic problemsthat is, its iteration count increases only weakly with the size of the subdomain and global problems -was recently transformed into a leaner, faster, and yet equally numerically scalable dual-primal DDM known as FETI-DP 14, 15 . Hence, the objective of this paper is to develop an an alternative to FETI-H that is based on FETI-DP rather than on FETI, and assess its performance for the solution of interior and exterior Helmholtz problems. For this purpose, the reminder of this paper is organized as follows.
In Section 2, the FETI-DP method is overviewed and its scalability properties are recalled. In Section 3, this DDM is extended to the solution of interior and exterior Helmholtz problems that give rise to algebraic systems of the form given in Eq. (1.2); this leads to the design of the FETI-DPH method "H" for Helmholtz problems . In Section 4, the parallel implementation of FETI-DPH adopted in this work is briefly overviewed. In Section 5, the scalability properties of FETI-DPH are assessed numerically, first for three-dimensional academic Helmholtz problems, then for large-scale acoustic scattering problems associated with the signature analysis on an Origin 3200 parallel processor of a mockup submarine. Finally, conclusions are offered in Section 6.
The FETI-DP Method
The dual-primal finite element tearing and interconnecting (FETI-DP) method 14,15 is a third-generation FETI method for example, see 8, 9, 10 developed for the fast, iterative, and parallel solution of systems of equations arising from the FE discretization of static, dynamic, second-order, and fourth-order elliptic partial differential equations (PDEs). When equipped with the Dirichlet preconditioner 11 and applied to plane stress/strain or shell problems, the condition number κ of its interface problem grows asymptotically as 12
where H and h denote the subdomain and mesh sizes, respectively. When equipped with the same Dirichlet preconditioner and an auxiliary coarse problem constructed by enforcing some set of optional constraints at the subdomain interfaces 15 , the condition number estimate (2.5) also holds for second-order scalar elliptic problems that model three-dimensional solid mechanics problems 16 . This estimate proves the scalability of the FETI-DP method with respect to all of the problem size, subdomain size, and number of subdomains. More specifically, it suggests that one can expect FETI-DP to solve small-scale and large-scale problems in similar iteration counts (this property is usually referred to as numerical scalability). This in turn suggests that if the FETI-DP method is well-implemented on a parallel processor so that for a fixed problem size it can deliver a speed-up that increases almost linearly with the number of processors (this property is usually referred to as parallel scalability) , it should be capable of solving an m-times larger problem using an m-times larger number of processors in almost a constant CPU time (this property is usually referred to simply as scalability). The scalability of the FETI-DP method was demonstrated in practice for many complex structural mechanics and structural dynamics problems for example, see 14, 15, 17 and the references cited therein . In order to keep this paper as self-contained as possible, the FETI-DP method is next overviewed in the context of the generic symmetric positive semi-definite static problem 6) where K has the same meaning as in problem (1.2) and f is an arbitrary load vector.
Domain decomposition and notation
Let Ω denote the computational support of a solid mechanics or shell problem whose discretization leads to problem (2.6), {Ω (s) } Ns s=1 denote its decomposition into N s subdomains with matching interfaces Γ (s,q) = ∂Ω (s) ∂Ω (q) , and let Γ = s=Ns s=1,q>s Γ (s,q) denote the global interface of this decomposition. In the remainder of this paper, each interface Γ (s,q) is referred to as an "edge", whether Ω is a two-or three-dimensional domain. Let also K (s) and f (s) denote the contributions of subdomain Ω (s) to K and f , respectively, and let u (s) denote the vector of dof associated with it. Let N c of the N I nodes lying on the global interface Γ be labeled "corner" nodes (see Fig. 2 ), Γ c denote the set of these corner nodes, and let Γ = Γ\Γ c . The selection of the corner nodes is briefly discussed in Section 2.3. If in each subdomain Ω (s) the unknowns are partitioned into global corner dof designated by the subscript c, and "remaining" dof designated by the subscript r, K (s) , u (s) and f (s) can be partitioned as follows
The r-type dof can be further partitioned into "interior" dof designated by the subscript i, and subdomain interface "boundary" dof designated by the subscript b. Hence, u
r and f (s) r can be further partitioned as follows 8) where the superscript T designates the transpose. 9) where the ± sign is set by any convention that implies that
r represents the jump of the displacement solution u across the subdomain interfaces. Finally, let
(2.10)
In 14 and 15 , it was shown that solving problem (2.6) is equivalent to solving the following subdomain-based problem
where λ is an N λ -long vector of Lagrange multipliers introduced on Γ to enforce the continuity (2.13) of the displacement vector u, and µ is another vector of Lagrange multipliers introduced to enforce the optional linear constraints (2.14). These optional constraints, a concept first developed in 18 , generate a matrix Q b with N Q < N λ columns defined on Γ .
The word "optional" refers to the fact that Eq. (2.14) and the vector of Lagrange multipliers µ are not necessarily needed for formulating the above subdomain-based problem. The subdomain-based problem (2.11-2.14) was labeled "dual-primal" in 14 and 15 because it is formulated in terms of two different types of global unknowns: the dual Lagrange multipliers represented by the vector λ, and the primal corner dof represented by the vector u c .
In the remainder of this paper, the j-th column of Q b is denoted by q j so that
Interface and coarse problems
Let
and
After some algebraic manipulations aimed at eliminating u (s) r , s = 1, ..., N s , u c , and µ, the subdomain-based problem (2.11-2.14) can be transformed into the following symmetric positive semi-definite interface problem
where
The FETI-DP method is a DDM that solves the original problem (2.6) by applying a preconditioned conjugate gradient (PCG) algorithm to the solution of the corresponding dual interface problem (2.17) . At the n-th PCG iteration, the matrix-vector product
n incurs the solution of an auxiliary problem of the form
From the fifth of Eqs. (2.18), it follows that the size of this auxiliary problem is equal to the sum of the number of corner dof, N dof c , and the number of columns of the matrix Q b , N Q .
For N Q = 0 -that is, for Q b = 0, the auxiliary problem (2.19) is a coarse problem, and K * cc is a sparse matrix whose pattern is that of the stiffness matrix obtained when each subdomain is treated as a "superelement" whose nodes are its corner nodes. This coarse problem ensures that the FETI-DP method equipped with the Dirichlet preconditioner (see Section 2.4) is numerically scalable for plate and shell problems as well as two-dimensional plane stress/strain problems 15, 12 . However, for Q b = 0, the FETI-DP method equipped with the Dirichlet preconditioner is not numerically scalable for three-dimensional solid problems.
For any choice of Q b = 0, K * cc remains a sparse matrix. If Q b is constructed edge-wisethat is, if each column of Q b is constructed as the restriction of some operator to a specific edge of Γ -the sparsity pattern of K * cc becomes that of a stiffness matrix obtained by treating each subdomain as a superelement whose nodes are its corner nodes augmented by virtual mid-side nodes. The number of dof attached to each virtual mid-side node is equal to the number of columns of Q b associated with the edge on which lies this mid-side node. If N Q is kept relatively small, the auxiliary problem (2.19) remains a relatively small coarse problem. This coarse problem was labeled "augmented" coarse problem in 14 in order to distinguish it from the smaller coarse problem obtained with Q b = 0. Furthermore, each column of Q b is referred to as an "augmentation coarse mode". When these augmentation coarse modes are chosen as the translational rigid body modes of each edge of Γ , each three consecutive columns of Q b can be written as follows 20) and the FETI-DP method equipped with the Dirichlet preconditioner becomes numerically scalable for three-dimensional second-order elasticity problems 16 . In (2.20), each of the vectors q x , q y , and q z has non-zero entries only between the pair of brackets [ ] delimiting the dof attached to the edge associated with these three vectors. Within these brackets, the sequence 1 0 0 corresponds to a translational rigid body mode of this edge in the x direction, the sequence 0 1 0 corresponds to a translational rigid body mode in the y direction, and the sequence 0 0 1 corresponds to a translational rigid body mode in the z direction.
Corner selection
From the definitions of F Irr , K * cc , and d r given in (2.18) and (2.16), it follows that the corner nodes must be chosen such that K (s) rr is non-singular. From Eq. (2.17), it follows that when Q b = 0, the selection of the corner nodes must furthermore guarantee that K * cc is nonsingular. From the theory and results exposed in 19 and 20 , it follows that the corner nodes must also include crosspoints -that is, points that belong to three or more subdomains -when these are attached to a beam, plate, or shell element. A corner selection algorithm that meets all of these requirements was proposed and discussed in 21 .
Local preconditioning
So far, two conventional local preconditioners have been developed for the FETI-DP method:
1. The Dirichlet preconditioner which can be written as
the subscripts i and b have the same meaning as in Section 2.1, and W (s) is a subdomain diagonal scaling matrix that accounts for possible subdomain heterogeneities 22 . The roots of this preconditioner and its mechanical interpretation can be found in 11 . It is mathematically optimal in the sense that it leads to the condition number estimate (2.5).
2. The lumped preconditioner which can be written as
The roots of this preconditioner and its mechanical interpretation can be found in 9 . This preconditioner is not mathematically optimal in the sense defined above; however, it decreases the cost of each iteration in comparison with the Dirichlet preconditioner, often with a modest increase in the iteration count.
The Dirichlet preconditioner is less economical per iteration than the lumped preconditioner. However, experience has shown that it is more computationally efficient when K in problem (2.6) arises from the discretization of shell problems. When K arises from plane stress/strain and solid mechanics problems, the lumped preconditioner becomes more computationally efficient even though it is not mathematically optimal.
The FETI-DPH Method for Interior and Exterior Helmholtz Problems
In the context of Eq. (
rr in the formulation of the FETI-DP method. For interior Helmholtz problems or exterior ones but away from the artificial boundary Σ, The significance of the above three questions can be summarized as follows. The answer to the first question impacts the solution of the local subdomain problems (2.11). In practice (finite arithmetic), given a wave number k, it is difficult to determine whether a subdomain impedance matrix Z rr is typically very ill-conditioned when k 2 coincides with or is very close to an eigenvalue of the pencil
rr ). This can be alarming because round-off errors are known to give rise to erroneous solutions to very ill-conditioned problems. Furthermore, it should be noted that FETI-DP as well as many other DDMs rely on a direct method for solving the local subdomain problems. In the low-frequency regime, Z (s) rr can be expected to be positive definite. However, in the mid-frequency regime -that is, for higher values of the wave number k -Z (s) rr can become indefinite in which case pivoting may become required. Since pivoting degrades the performance of a direct skyline or sparse solver, it follows that it may also degrade the overall CPU performance of FETI-DP.
The objective of the second question is to determine the Krylov method that is most suitable for solving the dual interface problem (2.17) for interior Helmholtz problems.
The third question aims at recognizing that for acoustic scattering problems, there are perhaps other important modes besides the subdomain constant modes that can accelerate the iterative solution of the dual interface problem (2.17).
Next, the three questions raised above are addressed in some details, and the Dirichlet and lumped preconditioners summarized in Section 2.4 are tailored to Helmholtz problems. This leads to the development of yet another FETI method for the parallel iterative solution of problem (1.4). This method is named here the FETI-DPH method.
On the algebraic type of the real-valued subdomain impedance matrices
Consider the case where A 
rr will still be singular when k 2 coincides with an eigenvalue of the pencil (K
rr ). This issue was addressed in 4 by introducing in the FETI method a regularization procedure that prevents all subdomain problems from being singular for any wave number k, without destroying the sparsity of the local matrices K (s)
rr , and without affecting the solution of the global problem (1.4). The resulting DDM was named the FETI-H method (H for Helmholtz). Unfortunately, the regularization procedure characterizing FETI-H transforms each real-valued subdomain problem into a complex-valued one. For exterior Helmholtz problems, this is not a significant issue because the global problem is complex-valued. However, for interior Helmholtz problems for which Eq. (1.4) is real-valued (A = 0), the regularization procedure of the FETI-H method is unjustifiable from both computational resource and performance viewpoints. For this reason, an alternative approach is adopted here for addressing both the algebraic type and the potential singularity of a local subdomain impedance matrix Z (s)
rr . This alternative approach exploits the fact that whereas K (s) can be singular in the FETI method, K (s) rr is always non-singular in the FETI-DP method.
In practice, if k 2 approaches an eigenvalue of the pencil (K
rr ) or coincides with it, Z (s) rr becomes only very ill-conditioned because of the effect of finite arithmetic. One approach for preventing this from happening is to somehow make sure that, given a subdomain Ω (s) , any value of the wave number k in a mid-frequency regime of interest is such that k 2 < k 2 1 , where k 2 1 denotes the smallest eigenvalue of the pencil (K
rr ). This approach is enabled by the fact that k 2 1 > 0 in FETI-DP (whereas k 2 1 ≥ 0 in FETI), and motivated by the following example.
Consider an interior Helmholtz problem with Ω = [0, a] × [0, a] and homogeneous Dirichlet boundary conditions at the four points defining this square domain Ω (Fig. 3) . In this case, the eigenvalues of the pencil (K, M) are given by
Next, suppose that Ω is decomposed into √ N s × √ N s subdomains (Fig. 3) . In this case, each subdomain is a square of size
In the FETI-DP method, each subdomain away from the boundary conditions is treated as if it has Dirichlet boundary conditions at its four corner nodes (see Fig. 3 ). Hence, from Eq. (3.24) and Eq. (3.25) it follows that the first eigenvalue of the pencil (K
It follows that the impedance matrix Z The condition (3.27) suggests that given a wave number k, the subdomain matrices Z (s) rr associated with an interior Helmholtz problem or subdomains that are away from the artificial boundary Σ can be prevented from being singular or very ill-conditioned by increasing the number of subdomains N s -or equivalently, decreasing the subdomain sizes. For example, for the interior Helmholtz problem considered here and a mid-frequency regime characterized by ka = 20, Eq. (3.27) reveals that it suffices to decompose Ω into 20 subdomains to prevent all subdomain impedance matrices from being singular. This illustrates the practical feasibility of criterion (3.27). In summary, for wave numbers in the low and mid-frequency regimes, the global impedance matrix Z may be indefinite, but the local subdomains impedances Z (s) rr can be maintained positive definite by choosing appropriately the number of subdomains.
On the algebraic type of the dual interface problem
Recall that in the context of Eq. (1.4), K * cc (2.18) has the meaning of the impedance matrix obtained when each subdomain is treated as a superelement whose nodes are the subdomain corner nodes, and virtual mid-side nodes when Q b = 0. It follows that when the global impedance matrix Z (1.3) is indefinite, K * cc is also indefinite. Hence, for interior Helmholtz problems, even when the subdomain impedance matrices Z (s) rr can be maintained positive definite by choosing appropriately the number of subdomains N s , the matrix (F Irr + F Irc K * −1 cc F T Irc ) (2.17) will be in general indefinite. For exterior Helmholtz problems, the matrices F Irr , F Irc , and Z * cc are complex-valued, and therefore the dual interface problem (2.17) is complex-valued. These observations suggest that for robustness and code unification, a preconditioned generalized minimum residual (PGMRES) algorithm is more appropriate than a PCG algorithm for solving iteratively the dual interface problem (2.17).
Wave-based augmentation coarse modes
In 4 , it was advocated to equip the regularized FETI method with a coarse problem based on plane waves when addressing Helmholtz applications. By construction, the FETI-DP method embeds a coarse problem that does not however recognize any specific character of the Helmholtz equation. For this reason, the plane waves introduced in 4 for equipping the regularized FETI method with an auxiliary coarse problem are used again here to augment the coarse problem characterizing the FETI-DP method. Also, this section explains why plane waves can in general accelerate the convergence of a FETI method applied to the solution of a Helmholtz problem.
Let r denote the residual associated with the iterative solution of the dual interface problem (2.17). From Eqs. (2.11-2.14) and Eq. (2.17), it follows that
which shows that the residual r represents the jump of the iterate solution across the subdomain interfaces. Hence, the FETI-DP method converges when the iterate u n becomes continuous across all the subdomain interfaces. From Eq. (2.14), Eq. (2.18), Eq. (2.17) and Eq. (2.13), it follows that at each iteration of a PGMRES algorithm applied to the solution of problem (2.17), FETI-DP forces the jump of the solution across the subdomain interfaces to be orthogonal to the subspace represented by the matrix Q b . This feature is a strategy for designing an auxiliary coarse problem that, when Q b is well chosen, accelerates the convergence of a DDM 18 .
Suppose that the space of traces on Γ of the solution of problem (1.4) is best approximated by a set of orthogonal vectors {v j E } Nv j=1 , where the subscript E indicates that v j E is non-zero only on edge E ∈ Γ . Then, the residual r defined in Eq. (3.28) can be approximated as
where {α j } Nv j=1 is a set of N v coefficients. If each augmentation coarse mode is chosen as
Eq. (2.14) simplifies to
In this case, Eq. (3.31) implies that at each iteration of the PGMRES algorithm, the first N Q components of the residual r in the independent set {v j E } Nv j=1 are zero. Hence, if a few vectors {v j E } N Q j=1 , N Q << N v , that dominate the expansion (3.29) can be found, choosing these vectors as coarse augmentation modes can be expected to accelerate the convergence of the iterative solution of the dual interface problem (2.17). It remains to exhibit such a set of orthogonal vectors v j E and construct a computationally efficient matrix Q b .
Recall that the vectors v j E are supposed to approximate the traces on Γ of the solution of problem (1.4), and this algebraic problem arises from the FE discretization of the BVP (1.1). It follows that free-space solutions of the BVP (1.1) are good candidates for constructing v j E and therefore Q b . Plane waves are free-space solutions of the BVP (1.1), and the following real-valued representation of plane waves is also a free-space solution of the BVP (1.1):
where θ j ∈ R 3 is an arbitrary vector of unit length defining the direction of propagation of a plane wave, and c 0 j and c 1 j are two real coefficients. From Eq. (3.32) and Eq. (3.30) it follows that one choice for Q b is the matrix composed of blocks of two columns, where the columns of each block are associated with one direction of propagation θ j and one edge E of the mesh partition. This choice can be expressed as follows:
where q b [m] designates the entry of q b associated with the dof attached to the m-th node on an edge E ∈ Γ , and X m ∈ R 3 denotes the coordinates of this m-th node. Hence, if N E denotes the number of edges of the mesh partition, and N θ the number of considered directions of wave propagation, the total number of augmentation coarse modes is given by by
To these modes one can add the edge-based constant modes as these are also free-space solutions of the BVP (1.1) with k = 0. In this paper, the directions θ j are generated as follows. A generic cube is discretized into n c × n c × n c points. A direction θ j is defined by connecting the center of the cube to a point lying on a face of the cube (Fig. 4) . Since each direction θ j is used to define both a cosine and a sine mode, only one direction is retained for each pair of opposite directions. This results in a total number of directions
Hence, for a specified N θ , n c is chosen so that N θ is as close as possible to the value given by the above equation. 
Filtering the coarse space
There are at least two mechanisms that can cause the matrix Q b described in Section 3.3 to be rank deficient:
1. If a direction θ j turns out to be perpendicular to an edge E ∈ Γ , θ j · X m becomes constant for all X m ∈ E, the rank of the two-column block of Q b associated with the edge E and the direction θ j becomes equal to one, and therefore Q b becomes rank deficient.
2. In the appendix, it is shown that an interplay between a low mesh resolution and N θ can also cause Q b to become rank deficient.
From Eq. (2.14) or the definition of K * cc given in the fifth of Eqs. (2.18), it follows that whenever Q b is rank deficient, K * cc becomes singular. Singular coarse problems can be solved by a number of different techniques among which the drop-tolerance-based direct method described in 23 . However, preventing Q b from being rank deficient -and therefore preventing K * cc from being singular -is desirable as this improves the computational efficiency as well as the robustness of the solution of the coarse problem (2.19), and therefore enhances the efficiency and robustness of the overall solution method.
Let QR denote a small tolerance value. The following describes a simple procedure for filtering the matrix of augmentation coarse modes Q b and transforming it into a matrix Q * b that has full column rank:
2. Construct Q * b as the union of the columns q j of Q b for which R jj > QR .
The following observations are worthy noting:
1. Since each column of Q b has non-zero entries only for the dof associated with a corresponding edge E, the QR factorization of Q b entails only local computations that can be performed on an edge-by-edge basis. Hence, these computations are amenable to an efficient parallelization.
2.
A too small value of QR can result in a matrix Q * b that is still rank deficient, thereby defeating the purpose of the filtering procedure. On the other hand, a too large value of QR can only cause an excessive filtering. Since the columns of Q b serve only the purpose of defining optional constraints aimed at accelerating the convergence of the iterative DDM see Eq. (2.14) , it follows that this DDM is better served by setting QR to a value that is sufficiently large to prevent Q * b from being rank deficient, even if such a tolerance can cause occasionally an excessive filtering of the matrix Q b .
Remark. From Section 3.3 and in particular Eq. (3.34) , it follows that given a mesh partition characterized by a number of subdomains N s , fixing the number of wave directions N θ determines the size of the coarse problem (2.19) and therefore fixes in principle the cost of an iteration of the extension of the FETI-DP method developed here, independently of the value of the wave number k. However, when the tolerance QR is fixed, N s and N θ are kept constant, but k is varied, the filtering procedure described above can result in a size of the coarse problem (2.19) that varies with k. Essentially, this is because the columns of Q b and the matrix K * cc -depend on k. For a fixed value of QR , a higher value of k typically results in filtering out fewer columns of Q b and therefore in generating a larger coarse problem (2.19) than a lower value of k. For this reason, in practice, the cost of one iteration of the extension of the FETI-DP solver developed in this paper can be expected to vary with k even when the mesh partition (N s ) and the number of wave directions (N θ ) are fixed.
Tailoring the Dirichlet and lumped preconditioners
rr is a mass matrix; hence, in three dimensions and at the element level, this matrix is proportional to h 3 . On the other hand, K (s) rr is a stiffness matrix; in three dimensions and at the element level, it is proportional to h. It follows that for a sufficiently fine mesh, Z Irr local preconditioners and therefore reduces storage cost. This intuitive reasoning can be mathematically justified (for example, see 25, 26 and the references cited therein .
A subdomain-based preconditioned GMRES solver with an auxiliary coarse problem
In summary, the FETI-DP method is extended here to address the solution of interior and exterior Hemlmholtz problems by 1. Replacing the CG interface solver by the GMRES interface solver.
2. Adapting the Dirichlet and lumped preconditioners as explained in Section 3.5.
3. Choosing as augmentation coarse modes the plane wave modes originally introduced in 4 , justified in Section 3.3, and expressed in real-valued form.
Preliminary Parallel Implementation
All computational steps of the FETI-DPH method described above, except the solution of the coarse problem (2.19), can be carried out on a subdomain-by-subdomain basis. Hence, these computations are trivially parallelized by assigning one or several subdomains to each processor. In this work, all subdomain problems are solved by a sparse direct method. If the given parallel processor consists of a network of shared memory parallel boxes (or boards), the coarse problem is duplicated in each box. Otherwise, it is duplicated in each processor. In all cases, this coarse problem is solved by a sequential sparse direct method. As long as the size of the coarse problem is small compared to the size of the global problem, and the target number of processors N p is also small, this serial step should not affect the overall performance of the parallel implementation of the FETI-DPH solver adopted in this work. Otherise, it can degrade the overall parallel performance (see next section for details).
Numerical Scalability and Performance Assessment
In this section, attention is focused on the numerical scalability and CPU performance of the FETI-DPH method presented in this paper. For this purpose, two different problems are considered. The first one is an academic Helmholtz problem that has the merit of being simple to reproduce by the interested reader. The second problem involves a mockup submarine and highlights the potential of the FETI-DPH method for realistic acoustic scattering applications. All computations are performed in double-precision arithmetic on a Silicon Graphics Origin 3200 computer equipped with R12000 400 MHz processors. This parallel system consists of 5 "boxes" of 8 processors each. On each box, the 8 processors share 8 Gigabytes of real memory. The 5 boxes are interconnected by a Brocade Silkwork 2400 switch. As coded, the FETI-DPH solver relies on MPI for interprocessor communication within a box and across boxes, and allows the number of subdomains, N s , to be different from the number of processors, N p . In this work, the filtering tolerance is set to
and the convergence of this iterative solver is declared when the relative residual satisfies
(5.37)
A three-dimensional waveguide problem
Here, Θ is replaced by void (and therefore α = β = 0), Υ ≡ Ω, Σ ≡ ∂Ω, and the computational domain is the cube defined by
The following boundary conditions are applied on two parallel faces of this computational domain:
In all cases, the computational domain Ω is uniformly discretized by eight-noded brick elements and the resulting mesh is uniformly partitioned into N s subdomains. First, the number of subdomains is fixed to N s = 5 × 5 × 5 = 125 and the mesh size is varied as 1 50
. Two wave numbers are considered, k = 4 and k = 20. The performance results of the FETI-DPH solver equipped with the Dirichlet preconditioner are reported in Table 1 for k = 4 and Table 2 for k = 20, where N itr denotes the number of iterations for convergence. For k = 4, the generated meshes appear to be well-resolved as measured by the number of elements per wave length, G = 2π kh . In this case, the FETI-DPH solver exhibits a perfect numerical scalability with repect to the problem size when N θ = 3. The contrast between the performance results obtained with N θ = 0 and N θ = 3 highlights the significant effect on convergence of the augmentation of the coarse problem. For k = 20, most of the considered meshes appear to be under-resolved. In this case too, the FETI-DPH solver exhibits a perfect numerical scalability with repect to the problem size; however, it requires twice as many iterations as for the case k = 4. To determine whether this increase of the iteration count is due to an effect of the wave number k, or an effect of the mesh resolution G, or to both effects, Table 3 reports the performance results obtained for three fixed values of G that are representative of under-resolved, well-resolved, and over-resolved meshes, and a wave number 4 ≤ k ≤ 24. These performance results indicate that for a fixed value of N θ , the FETI-DPH solver converges in a rather small number of iterations for all values 4 ≤ k ≤ 24; nevertheless, for any of the considered mesh resolutions, the convergence of the FETI-DPH solver does not exhibit a perfect numerical scalability with respect to the wave number when N s and N θ -and therefore the size of the augmented coarse problemare fixed. However, the performance results summarized in Table 3 also show that when k is increased, the iteration count of FETI-DPH can be maintained constant if N θ is increased appropriately. In other words, FETI-DPH can achieve numerical scalability with respect to the wave number if the size of the augmented coarse problem is increased appropriately. Next, the mesh size is fixed to h = 1 40 and the number of subdomains is varied as 8 ≤ N s ≤ 125. The performance results reported in Table 4 and Table 5 show that in this case, the augmented FETI-DPH solver exhibits numerical scalability with respect to the number of subdomains in both of the low-frequency (k = 4) and mid-frequency (k = 20) regimes. Next, the mesh size is set to h = 1 40 and the number of subdomains is fixed to N s = 125. The performance results reported in Table 6 and Table 7 show that in both of the low-and mid-frequency regimes, the effect of coarse problem augmentation on the performance of the FETI-DPH solver dominates that of conventional preconditioning. In summary, the performance results presented above suggest that the FETI-DPH solver presented in this paper is numerically scalable with respect to both the problem size and the number of subdomains, and that the augmentation of its coarse problem by plane waves improves significantly its iteration count. However, does augmentation necessarily improve its CPU performance? To answer this question, the mesh size is finally fixed to h = 1 60 , the wave number is varied between k = 4 and k = 20, the number of subdomains is varied between N s = 64 and N s = 216, and the FETI-DPH solver is applied with and without coarse problem augmentation to the solution on an 8-processor Origin 3200 of the resulting systems of equations. The performance results reported in Table 8 reveal that:
• As in the case of many DDMs, the CPU performance of FETI-DPH depends on the number of subdomains. Here, this is particulary noticeable not only because the size of the (augmented) coarse problem depends on N s , but also because the coarse problem is solved by a sequential algorithm.
• In all frequency regimes, the FETI-DPH solver is faster with a suitable coarse problem augmentation than without, from both iteration count and CPU time viewpoints.
• For this three-dimensional waveguide problem, the FETI-DPH solver delivers a scal-able CPU performance with respect to the wavenumber when the number of subdomains is appropriately chosen and N θ is appropriately increased with k. Next, the FETI-DPH solver equipped with the Dirichlet preconditioner is applied to the acoustic signature analysis at k = 4 of the mockup submarine shown in Fig. 5 , where L = 10, D = 1, l = 0.5, h e = 0.5, and w = 0.25. For this application of the BVP (1.1), the artificial boundary Σ is chosen as an ellipsoid (Fig. 6 ) positioned so that the distance between each end of the main tube and the neighboring extreme point of Σ located on the main axis of the ellipsoid is m 1 = 0.5, and the distance between the top of the submarine tower and the neighboring extreme point of Σ located on the minor axis of the ellipsoid is m 2 = 1.52. The direction of the incident wave is set to t = [ √ 2/2, √ 2/2, 0] T . The computational domain delimited by the ellipsoid Σ and the surface of the mockup submarine is discretized by fournoded tetrahedral elements. A first mesh M1 with 264,436 grid points (h ≈ 1 16 , G ≈ 25) is generated for computations on eight processors of the Origin 3200 system.
Using the mesh M1, N s and N θ are varied until the optimal CPU performance of the FETI-DPH solver is reached. This process is documented in Table 9 of the coarse problem is reported to be effective at reducing both the iteration count and the solution time, and the performance of the augmented FETI-DPH solver is shown to be scalable with respect to the number of subdomains. Next, the number of subdomains and the number of plane wave directions are fixed to N s = 201 and N θ = 2, respectively, the number of processors is varied between N p = 1 and N p = 32, and the obtained performance results are reported in Table 10 . These results show that excellent to reasonable parallel speed-ups and efficiencies are achieved for 2 ≤ N p ≤ 16. In this range of number of processors, the amount of CPU time consumed by the sequential solution of the coarse problem varies between 2.6 % and 29.2 % of the total CPU time consumed by the parallel FETI-DPH solver. Once the ratio of sequential to parallel work reaches 37.4 %, increasing the number of processors from 16 to 32 decreases the parallel efficiency of the FETI-DPH solver from 57 % to 36 %. The pollution effect of discretization by linear elements dictates decreasing the mesh size with increasing the wave number as to maintain constant the product k 3 h 2 . For this reason, the acoustic signature analysis at k = 5.4 of the mockup submarine described above is performed using a mesh M2 with 1,038,974 grid points. In this case, the best CPU performance of the FETI-DPH solver is obtained using N θ = 2 and N s = 501 (see Table  11 ). The performance results gathered in Table 11 also show that when the wave number is increased from k = 4 to k = 5.4 and the mesh is refined to maintain constant k 3 h 2 , the FETI-DPH solver achieves numerical scalability with respect to k. Mesh M2 is 3.9 times as large as mesh M1, but the FETI-DPH CPU time associated with mesh M2 is reported to be 6.8 times larger than that associated with mesh M1. This is mainly due to the fact that to maintain numerical scalability when increasing the wave number from k = 4 to k = 5.4, the coarse problem has to be increased by a factor equal to 2.9. In such as case, solving the coarse problem in serial mode while performing the rest of the computations in parallel mode prevents the FETI-DPH solver from achieving CPU time scalability with respect to the wave number. Finally, the FETI-DPH solver is benchmarked against the previously developed FETI-H counterpart. For this purpose, similar parallel implementations are used for both solvers. The wave numbers k = 4 and k = 8 are considered, mesh M1 is employed, and N θ and N s are varied until the optimal CPU performance on eight processors of the Origin 3200 system is reached separately for each of the two solvers. These optimal performance results are summarized in Table 12 . Again, the reader can observe that because of the serialization of the solution of the coarse problem, the FETI-DPH solver cannot achieve simultaneously numerical scalability with respect to k and best parallel CPU performance. However, in both cases, the FETI-DPH solver is reported to outperform its FETI-H counterpart by more than a factor two. 
Conclusions
The FETI-DPH iterative solver presented in this paper is an extension of the FETI-DP method to Helmholtz problems in which the interface problem is solved by a preconditioned generalized minimum residual algorithm instead of a conjugate gradient algorithm, and the basic coarse problem is augmented with plane waves. Numerical studies performed for waveguide and acoustic scattering problems show that this solver achieves numerical scalability with respect to both the problem size and the number of subdomains. They also reveal that when the coarse problem size is increased with the wave number, the FETI-DPH solver also achieves numerical scalability with respect to the wave number. A parallel implementation of FETI-DPH in which the solution of the coarse problem is simply serialized is found to deliver good parallel efficiency for up to 16 processors. It also delivers CPU time scalability with respect to the problem size. However, if this implementation is to be executed efficiently on a larger number of processors, and/or if it is to achieve CPU time scalability with respect to the wave number, it requires first parallelizing the coarse problem solver. Proof. Since E is aligned with the x-axis and begins at its origin, and the mesh is assumed to be uniform, then ∀ X m ∈ E, x m = mh. Hence, ∀ X m ∈ E, cos(kx m cos ϑ i ) = cos(kx m cos ϑ j ).
From Eq. (A.2) and the above result, it follows that the matrix Q b has at least two identical columns and therefore is rank deficient. Since | cos ϑ i ± cos ϑ j | ≤ 2, the result stated in the above proposition is significant when 2π kh ≤ 2 n -and therefore, when the mesh resolution is less or equal to 2 elements per wave length (n = 1) -and when the augmentation coarse problems contains two directions θ i and θ j for which cos ϑ i = − cos ϑ j (n = 0).
