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Abstract
This paper looks at unobserved components models and examines the implied weighting pat-
terns for signal extraction. There are three main themes. The rst is the implications of correlated
disturbances driving the components, especially those cases in which the correlation is perfect. The
second is how setting up models with t distributed disturbances leads to weighting patterns which
are robust to outliers and breaks. The third is a comparison of implied weighting patterns with
kernels used in nonparametric trend estimation and equivalent kernels used in spline smoothing.
We also examine how weighting patterns are aected by heteroscedasticity and irregular spacing
and provide an illustrative example.
KEYWORDS: Cubic spline, Kalman lter and smoother, Kernels, Robustness, Structural time
series model, Trend, Wiener-Kolmogorov lter.
JEL classication: C15, C22.
1 Introduction
Once the parameters in an unobserved components (UC) model have been estimated, interest often
centres on estimates of the components themselves. These components usually have a direct inter-
pretation. For example, a component may represent an underlying trend, seasonal or cycle in the
series. Identiability of the components normally requires that some assumption be made about the
correlation between the disturbances driving them. The most common assumption is that they are
mutually uncorrelated, though it is sometimes argued that models with perfectly correlated distur-
bances have certain attractions; see Snyder (1985) and Ord, Koehler and Snyder (1997). Models with
perfectly correlated disturbances also arise as a consequence of the decomposition of Beveridge and
Nelson (1981).
Assumptions made about the correlations between disturbances are rarely suggested by prior
knowledge of the components with which they are associated. Instead the choice is governed by
statistical considerations. One of these considerations is the implicit way in which the observations
are weighted in order to extract a component. The main purpose of section 2 is to examine the
implications of dierent assumptions about the correlation between the disturbances in a random
walk plus noise model. The results are established analytically using the Wiener-Kolmogorov (WK)
lter. Some interesting side issues arise as a consequence of this investigation. These include the
contrast between two forms of the state space model for correlated disturbances and the weighting
pattern for a model in continuous time. Section 3 derives the weighting pattern for the local linear
trend model with uncorrelated disturbances. This is used later in connection with cubic splines.
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Section 4 looks at two methods which have been suggested in the literature for extracting a trend
from an autoregressive integrated moving average (ARIMA) model. One is the canonical decom-
position of Hillmer and Tiao (1982). The other is the Beveridge-Nelson (BN) decomposition. The
trend in the BN decomposition is obtained from a one-sided lter, but it is possible to construct a
corresponding two-sided lter.
Section 5 discusses the consequences of heteroscedasticity and irregular spacing for signal extrac-
tion. In these cases the weights cannot be obtained from the WK formula, but they can be computed
numerically using the Kalman lter and smoother (KFS) algorithm given in appendix A.
The lters considered in section 2 are all linear and are optimal, in the sense of minimising mean
square estimation error, within the class of linear estimators. However, unless the disturbances are
Gaussian, they are not optimal within the class of all possible estimators. Durbin and Koopman
(1997) show how to estimate the parameters in non-Gaussian UC models using simulation techniques
and how to estimate the components. Section 6 examines the nonlinear signal extraction lters which
emerge for such models and illustrates the form they take when an outlier or structural break is
present. Heavy-tailed disturbance distributions yield robust estimates in such cases and the emphasis
is on models in which the distributions are Student's t.
Section 7 makes some observations regarding the relationship between nonparametric estimates of
the trend and the implied weighting patterns for UC models. The implied weighting patterns can be
viewed as kernels and it is interesting to compare the shape of model-based kernels with those typically
used in nonparametric work and to explore the relationship of signal-noise ratios to bandwidth. It is
also shown how the implied weighting patterns for splines can be obtained by relating them to UC
models.
In section 8 we illustrate many of the points made about signal extraction by tting a UC time series
model to the motorcycle acceleration data given in Silverman (1985). Silverman took a nonparametric
approach to tting a cubic spline. We t a cubic spline based on a UC model and show that the
weighting patterns implied by the two approaches dier when the observations are not equally spaced.
We also use the local level model to analyse the data and make comparisons with the cubic spline
using the Akaike information criterion (AIC). Finally, we propose a simple method of allowing for
heteroscedasticity in the data.
Section 9 concludes by arguing that the weighting of observations is fundamental to prediction and
signal extraction, and that UC models provide a framework for determining the best way in which
weights should be constructed.
2 Correlated Components
The simple random walk plus noise, or local level, model can be used to explore the implications of
correlated disturbances. The model can be written as follows:
yt = t + "t; "t WN(0; 2"); t = 1; : : : ; T; (1)
t+1 = t + t; t WN(0; 22"); (2)
where WN denotes `white noise', that is serially uncorrelated random variables, and
E("tt) = 
2
" ; t = 1; : : : ; T; E("ts) = 0; t 6= s: (3)
with jj  1 and   0. An alternative model has the transition equation written at time t, that is
t = t 1 + t; t WN(0; 22"); (4)
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with the covariance still as in (3). When the correlation, , is zero the two models are essentially the
same. For non-zero  the weighting patterns display an interesting asymmetry. It what follows we
will refer to (2) as the future state form and (4) as the contemporaneous state form.
The parameters of the ARIMA(0,1,1) reduced form are found by rst dierencing. In the case of
the future state model this yields
yt = t 1 + "t   "t 1 = t + t 1; t WN(0; 2); t = 2; : : : ; T; (5)
and so the variance and rst-order autocovariance are, respectively,
(0) = 2"(
2 + 2  2) = 2(1 + 2); (6)
and
(1) = 2"(   1) = 2: (7)
The rst-order autocorrelation is
(1) =
  1






2 + 2(1   ) 
p
4 + 42(1  )
2(   1) : (9)
Choosing the negative sign in front of the square root gives the invertible reduced form parameter,
that is jj < 1, provided  > 0 and we do not have  = 1 with  = 2: If  = 0, then  =  1, while
 = 1 and  = 2 gives  = 1: It is clear from (7) that, for positive 2" , the sign of  is given by the sign
of   1. Thus for   0,  is negative, while for  > 0,  is only negative if  < 1.
The variance of the reduced form disturbance is obtained from (7) as
2 = 2"(  1)=;  6= 0: (10)
Note that if  = 1, then  = 0 and 2 = 22" = 
2
 . It is also the case that  = 0 when 
2
" = 0, in
which case !1, and  is not dened.
When the transition equation is as in (4), the variance and rst-order autocovariance are
(0) = 2"(
2 + 2 + 2); (11)
and
(1) =  2"(+ 1): (12)
The reduced form MA parameter, , is given by expression (9), but with  replaced by minus . The
sign of  is now given by the opposite of the sign of  + 1. Thus for  positive,  is negative, while
for  negative,  is only negative if  <  1=.
As (9) makes clear, there is an identiability problem in that dierent values of  and  can give
rise to the same : However, on substituting from (7) into (6) it can be seen that
2 = 
2(1 + )2: (13)
The same result holds for the contemporaneous form. Thus 2 is always identied and so the iden-
tiability problem can be seen in terms of 2" and  rather than  and . The usual way out of the
problem is to set  = 0, but it could be set to any value. This section explores the implications of
dierent values of  for ltering and signal extraction.
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2.1 Filtering and prediction
The optimal linear predictor of a future observation in a model with an ARIMA(0,1,1) reduced form
depends only on . Given observations up to and including yt, the optimal linear predictor of yt+1 is






(1  )jyt j ; jj < 1; (14)
where  = 1 +  is the smoothing constant in the exponentially weighted moving average (EWMA).
A negative  corresponds to a value of  between zero and one.
Now since the optimal linear predictor of "t+1, based on information at time t is zero, expression
(14) also gives the one-step ahead ltered estimator of the level, that is et+1jt. With the level as in
(4), this is also the ltered estimator of t based on information at time t. However, unless  is zero,
this is not the case when the level is formulated as in (2) since
eyt+1jt = et+1jt = etjt + e"t; (15)
where e"t is the optimal linear predictor of "t based on information at time t.
Expression (14) gives the optimal forecast any number of steps ahead; it is the `eventual forecast
function'. Having etjt equal to the eventual forecast function is an attractive property. Its mean
square error (MSE) is the price paid for not knowing the starting point of the eventual forecast
function. Although, when the level is set up as in (4), etjt is invariant to , its MSE is not. We have
MSE(eyt+1jt) =MSE(etjt) + 2 + 2(2 + 1):
In the steady-state MSE(eyt+1jt) = 2, and so, substituting from (10),
MSE(etjt) = 2(1 + )[    (1 + )(=)]: (16)
2.2 Smoothing and signal extraction
The classical WK formula for nding the weights used to extract the minimum mean square linear








where L is the lag operator, (L) is the autocovariance generating function (ACGF) of t and "(L)
is the cross-covariance generating function of t and "t. The ACGF of yt is
y(L) = (L) + "(L) + "(L) + ""(L); (18)
though this is usually evaluated in terms of the reduced form parameters. For a stationary autoregres-
sive moving average (ARMA) process, written  1(L)(L)t, where (L), and (L), are polynomials
in the lag operator and t is white noise with variance 
2, the ACGF is given directly by
(L) = fj(L)j2 = j(L)j2g2; (19)
where j(L)j2 = (L)(L 1), and similarly for (L).
Although formula (17) is only proved for stationary models in Whittle (1983, pp.56-58), it is argued
in Bell (1984) and Burridge and Wallis (1988) that it can still be used for nonstationary models even
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though expressions like (19) are no longer ACGFs. Thus for (1) and (2), we have, provided  > 0 and

















the last equality following on noting that re-arranging (8) gives
2=(  1) = (1 + )2;  6= 1:
The formula in (20) is valid even if the noninvertible  is chosen, since setting  to 1= gives the same
result in view of the fact that
1 +  1L2 = j1 + Lj2 =2.
The weights in w(L) sum to unity as can be seen immediately on setting L = 1 in (20). This
is generally true for extracting any signal which contains a root equal to one, provided, of course,
that there is no other component with such a root. The result follows from (17) once numerator and
denominator, the latter expressed as (18), have been multiplied by j1  Lj2.
On noting that, with jj < 1, j1 + Lj 2 is the ACGF of an AR(1) process with unit disturbance
variance, (20) gives



















































( )j; j  0
while for  = 0
w 1 = 
2; w0 = 1  2; wj = 0; j 6=  1; 0:
A value of  = 0 arises when  = 1 and when 2" = 0 in which case w0 = 1.
When  = 0 it can be seen from (21) that the weights in w(L) decline symmetrically and expo-
nentially, that is
wj = f(1 + )=(1  )g( )jjj; j = 0; 1; 2; : : : : (23)
When  is negative, all weights will be positive if the terms in square brackets in (22) are positive.
When  is positive, in which case negative  requires  < 1, the term in square brackets is always
positive (it is greater than one) for j   1 because (1 + )= is negative. For j  0, positive
weights require (1 + )= < 1, but this can be shown to follow from (7) and (13). Since w j > wj ,
j = 1; 2; 3; : : :, past observations receive relatively more weight. When  is negative future observations
receive more weight. The weights for j   1 are positive provided (1 + )= < 1.
With  positive, weights are negative and positive as ( )jjj keeps changing sign. When 1 <  < 2,
past observations dominate in the sense that their absolute values are bigger. The weights are skew-
symmetric when  = 2, that is w j =  wj; j = 1; 2; : : :, and future observations dominate when
 > 2.
Table 1 summarizes the above ndings. Figure 1 gives some illustrations. The symmetry around
a lag of one observed in the rst panel, that is w j 2 = wj, j = 0; 1; 2; : : :, arises whenever  = . In
the second panel, w j 1 = wj, j = 0; 1; 2; : : :, which holds for  = 2.
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Table 1: Weighting patterns for future state model
  all positive balance
zero   0 yes symmetric
positive 0 <   1 yes past
positive 1 <  < 2 no past
positive  = 2 no skew-symmetric
positive  > 2 no future
negative  > 0 yes future
-10 -5 0 5 10
.1
.2
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    (ii)




    (iii)





    (iv)
Figure 1: Weighting patterns for  = :5 and (i)  = :5, (ii)  = 1, (iii)  = 2 and (iv)  = 2:5
Applying the formula in Whittle (1983, p.58) indicates that the error in estimating the signal in a
model of the form (1) has an ACGF given by
f(L)"(L)  "(L)"(L)g=y(L): (24)
The MSE of the estimator of the signal is given by the variance of the estimation error which is
obtained as the coecient of L0,in (24). When the signal is a random walk
MSE(et) = 2" [(1 + )=(1  )](1  2) (25)
The smoothed estimator has zero MSE when  = 1.
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2.3 Perfect correlation
When  = 1 and 0 <  < 2, the invertible solution is  =   1. Substituting  = 1 +  in (20) gives
w(L) =






and so the smoothed estimator is exactly the same as the ltered estimator, (14), lagged one period,
with  = . There is a simple explanation as to why this happens. With  = 1, the model becomes
yt = t + "t; t = 1; : : : ; T;
t+1 = t + "t; "t WN(0; 2");
(26)
and dierencing gives
yt = "t + (  1)"t 1; t = 2; : : : ; T; (27)
showing immediately that t is the same as "t and that  =  1. Now (26) is the innovations form of
any model of the form (1) and (2) when  < 2 and the Kalman lter is in a steady-state; see appendix
A for some details on the Kalman lter. In this case t in (26) coincides with the ltered estimator,etjt 1. Hence it is an exact function of the past observations and so smoothing is superuous.
In a nite sample the innovations form is
yt = etjt 1 + t; t = 1; : : : ; T;et+1jt = etjt 1 + ktt; t WN(0; 2t ); (28)
where t is the innovation and kt is the Kalman gain. Provided  > 0, 
2
t and kt converge exponentially
fast to 2 and  respectively. If the Kalman lter is started o with a diuse prior, they do so from
above; see Harvey (1989, pp.123-124) for a related discussion. A steady-state is achieved from the
beginning if "1 is set to zero so that t = "t = t for t = 2; : : : ; T .
Ord, Koehler and Snyder (1997) propose a class of structural time series models based on a single
disturbance term and suggest computing the likelihood function by conditioning on the initial state.
In the context of (26) xing 0 is not quite the same as setting "1 to zero and it has the disadvantage
that 0 is unknown and so has to be estimated by a search procedure along with the parameters.
However, Ord, Koehler and Snyder are concerned primarily with nonlinear models and in such cases
xing the initial state may be the best way to proceed.
If    1 is regarded as a moving average parameter in (27) invertibility requires that 0 <  < 2.
Within this range, a value of  less than one corresponds to the usual EWMA interpretation with the
weights in (14) all positive; a value greater than one means alternate positive and negative weights.
When  = 2, the process is strictly noninvertible. However, computing the weights by the general
algorithm of appendix A conrms that they still show the skew-symmetric pattern noted earlier for
models with  = 2. If  > 2 the invertible moving average parameter in (5) is  = 1=(   1) and so
the smoothed estimator of yt is given by
w(L)yt =
(1 + )2(  1)

f1 + (  1) 1Lg
j1 + Lj2 yt =
(1 + )yt
1 + L 1




This is a backward lter, that is an EWMA of current and future observations. The weights alternate
in sign as  is positive.
When  =  1, so there is perfect negative correlation, dierencing (26) gives
yt = "t   (+ 1)"t 1; t = 2; : : : ; T;
so the moving average parameter is  ( + 1)   1 which is noninvertible. The invertible solution is
 =  1=(+1), which means that  1    0. The smoothed estimator is exactly as in (29), namely
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Figure 2: Weighting patterns for (i)  = 1 and  = :5, (ii)  = 1 and  = 1:5, (iii)  = 1 and  = 3
and (iv)  =  1 and  = 1
a backward EWMA. Note that a model with  = 1 but  > 2 when  = 1 implies a reduced form in
which the parameter covers the full invertibility region. However, there is no longer the direct link
with the innovations form (28).
Figure 2 illustrates the above weighting patterns.
2.4 Signal extraction in the contemporaneous state model
The results in sub-section 2.2 are modied in a rather interesting way if the transition equation (2) is



































The MSE is as in (25).
If the sign of  is changed, these weights are a mirror image of those obtained for (2). This can be
explained by the fact that if the direction of time in (4) is reversed we get
ys = s + "s; s+1 = s   s; s = 1; : : : ; T;
which corresponds to (1) and (2). Now when  is positive,  is negative and past observations receive
relatively more weight.
Table 2 summarizes these ndings.
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Table 2: Weighting patterns for contemporaneous state model
  all positive balance
zero   0 yes symmetric
negative 0 <   1 yes future
negative 1 <  < 2 no future
negative  = 2 no skew-symmetric
negative  > 2 no past
positive  > 0 yes past
2.5 Perfect correlation and the Beveridge-Nelson decomposition
Now consider the case of perfect correlation for the contemporaneous state model. With  = 1,
the invertible MA parameter is  =  1=( + 1). When  =  1, the invertible MA parameter is
 = 1=(   1) for  > 2 and  =   1 for  < 2. These relationships are exactly the same as for the
future state model, (2), with the sign of  changed.
With  = 1, the smoothed estimator is the same as the ltered estimator. The same is true when
 =  1 and  > 2, but in this case there are alternating negative and positive weights. The smoother
is a backward lter when  is negative and  < 2.
Beveridge and Nelson (1981) proposed that an ARIMA(0,1,1) model with jj < 1 be decomposed
into random walk and irregular components as in model (1) and (4) with
t = (1 + )t; "t =  t: (31)
If  = 1, the dierenced UC model can be written as
yt = (+ 1)"t   "t 1 = t + t 1; t = 2; : : : ; T;
where  =  1=(+1) and t = (+1)"t =  "t=. Applying the Beveridge-Nelson (BN) decomposition
as in (31) gives t = (1 + )t =  t = "t, so the disturbances are exactly as in the UC model.
This correspondence only holds for   0. For positive  the BN decomposition corresponds to the
UC model with  =  1 and  > 2.
The BN decomposition is dened by the requirement that the random walk component be equal
to the long term prediction of the level. Hence, as noted in Watson (1986, p.55) and Harvey (1989,
pp.288-289), it has zero MSE. This is consistent with (16). When  = 1,  =  (1 + )= and so
MSE(etjt) = 0. Similarly when  =  1 and  > 2,  = (1 + )= and again MSE(etjt) = 0. On the
other hand, when  =  1 and  < 2,  =   1 and so
MSE(etjt) = 2(1  2):
2.6 Relationship between forward and contemporaneous forms
When  = 0 both (2) and (4) lead to the same formula for the smoothed estimator of the level.
However, although the models are observationally equivalent, they are not the same. The nature of
the dierence becomes clearer when we examine the relationship between the two models with any
value of .
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t  WN(0; 2" ); t = 1; : : : ; T;
t+1 = 

t + t; t  WN(0; 2);
(32)




t t) = 
2" . The notation for the model based on (4) will remain the
same. The above future state form model can be written in contemporaneous state form simply by
letting t = t 1. The measurement equation is then
yt = t 1 + "

t = t + f"t   tg: (33)
Now denote the weighting function in (21) as w(L), so that et = w(L)yt. If et = w(L)yt then
by denition w(L) = w(L)L 1. This can be checked by applying the signal extraction formula for























in (30) gives (21) multiplied by L 1.
Thus when  is zero, the implied value of  is  . As a result, the smoother applied to the
contemporaneous form gives a weighting pattern for t which, as can be seen from (30), is symmetric
around t + 1 not t. Conversely, if  is zero in the contemporaneous form, then  =  and the
smoother for t is symmetric around t  1.
2.7 Random walk
If a series follows a random walk it can be decomposed into a random walk plus noise if the correlation
between the disturbances is allowed to be non-zero. In the case of (2) this requires, in the amended
notation of the previous sub-section,  = 1. If we set  = 1, dierencing the UC model gives
yt = "t, showing that "t is the reduced form disturbance, t. Thus e"t = yt and it can be seen from
(15) that the ltered estimator of t is
etjt = yt  yt = yt 1:
The smoothed estimator is the same (as is etjt 1). Both have zero MSE.
For (4),  =  1 and if  =  1 the smoothed estimator of t is yt+1. The ltered estimator is yt.
Unlike the smoothed estimator, which is equivalent to a backward lter, the ltered estimator has a
MSE of 2 rather than a MSE of zero. This can be seen to be the case because
yt+1 = t+1 + "t+1 = t   "t+1 + "t+1 = t:
and so yt+1   eyt+1jt = t   et+1jt = t   etjt. Hence the MSE of etjt is the same as that of eyt+1jt.
These rather strange results lend some force to the view that it makes little sense to try to
decompose a random walk into stationary and nonstationary components.
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2.8 Continuous time and temporal aggregation
Other things being equal there seems to be little reason for formulating a model with correlated
disturbances. However, suppose a model is set up in continuous time with uncorrelated incremental





y(s)ds; t = 1; : : : ; T:
The discrete time model is then of the form (32) with correlated disturbances; see Harvey (1989,
p.495). The correlation is such that
 = =2; (35)
or, if the model is cast in contemporaneous form,  =  =2. Either way the result is a smoother
which, for t, is symmetric around t + 1=2; that is w j = wj+1; j = 0; 1; 2; : : :. More specically,
w0 = w1 = (1 + )=2 with the weights declining exponentially at either side. This is what one would
expect since yt contains information on the continuous time level accumulated between t   1 and t,
while yt+1 contains information between t and t+ 1.
As well as providing an instance where there is a theoretical rationale for correlated disturbances,
the continuous time model also allows a reduced form with positive , a value for  of 0.27 arising in
the extreme case when y(t) is pure Brownian motion; see Harvey (1989, p.496).
A discrete time model formulated at a unit time interval but observed every  time periods provides
an intermediate case. From Harvey (1989, p.317), it can be deduced that the correlation between the
disturbances is  = ( + 1)=2,  = 1; 2; : : :.
3 Local linear trend model
The local linear trend model contains a stochastic slope. Thus, we have
yt = t + "t; "t  WN(0; 2");
t+1 = t + t + t; t  WN(0; 22"); t = 1; : : : ; T;
t+1 = t + t; t  WN(0; 22"):
(36)
Correlated disturbances would lead to asymmetric weighting patterns the form of which could be
explored as in section 2. Perfect correlation leads to a model which is eectively in innovations form
and restrictions on  and  are needed to ensure invertibility of the reduced form. There is also the
issue of whether patterns such as the alternating positive and negative weights should be avoided. We
will not discuss these matters in detail as there are no new substantive issues involved. Instead we
concentrate on the weighting pattern when the three disturbances are mutually uncorrelated.
Figure 3 shows the weights from the KFS with various values of  and . It is interesting that
there can be some negative weights; this could conceivably result in a negative trend at certain points
even though all the observations are positive. The weights for the smoothed estimator of the slope at
time t are given simply by subtracting the weights for the level at time t+ 1 from those at time t.
When  = 0 the WK formula gives
w(L) =
2
2 j1 + 1L+ 2L2j2
; (37)
where 2 > 0 is the variance of t. (If 
2
" = 0, the expression is still valid with w0 = 1 and the other
weights zero). By equating the autocovariances at lags one and two it can be shown that the reduced
form parameters satisfy 1 =  42=(1 + 2), with 0  2 < 1 and  2 < 1  0. The roots of the
polynomial 1+ 1L+ 2L
2 are complex. Since 1=
1 + 1L+ 2L22 is the ACGF of an AR(2) process,
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Figure 3: Weighting patterns for (i)  = 0 and  = 1, (ii)  = 0 and  = 0:1, (iii)  = 1 and  = 0:1
and (iv)  = 0 and  = 0:025
it follows that the weights decay according to a damped sine wave with frequency cos 1[ 1=2
p
2];
see Box and Jenkins (1976, p.59). Hence the negative weights observed in the rst three panels of
gure 3. The value of  = 0:025 corresponds to the lter proposed by Hodrick and Prescott (1997)
for quarterly observations; see Harvey and Jaeger (1993).





j1 + 1L+ 2L2j2
; (38)
where the numerator is obtained from the reduced form of the trend component, which is such that
2t is anMA(1) withMA parameter  and disturbance variance 
2
. The weights are now obtained
from the ACGF of an ARMA(2; 1) process in which  1    0 and, as before, 0  2 < 1 and
 2 < 1  0. The roots of the implied autoregressive polynomial need no longer be complex, but if
they are, the damped sine wave starts from j = 1 rather than zero. If the roots are real they must be
non-negative. Note that the structural model with mutually uncorrelated disturbances implies that
only a small part of the invertibility region of the reduced form ARIMA(0; 2; 2) parameter space is
admissible; see Harvey (1989, p.69).
The model may be extended so that it becomes a local approximation to a quadratic, or indeed
any polynomial. For a polynomial of order m the reduced form will be ARIMA(0;m + 1;m + 1)
and weighting patterns may, in principle, be derived from the WK formula. Seasonal and cyclical
components may also be added, leading to more complex weighting patterns; Riani (1998) investigates
some of these patterns numerically.
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4 Signal Extraction from ARIMA Models
The discussion so far has assumed the model is formulated directly in UC form. However, decomposi-
tions are possible for ARIMA models. The Beveridge-Nelson lter, introduced in sub-section 2.5, can
be computed for any ARIMA model which is stationary and invertible in rst dierences, but it is
one-sided and so may not be appealing for signal extraction. The rst sub-section below gives a cor-
responding symmetric two-sided lter. The second sub-section reviews the canonical decomposition.
4.1 A Beveridge-Nelson signal extraction lter
Consider an ARIMA(p; 1; q) model
yt = [(L)=(L)]t; t = 2; :::; T; (39)
where (L) and (L) are polynomials in the lag operator and t is a white noise disturbance with
variance 2: The BN lter is dened to be the value of the forecast in the limit as the lead time goes








Thus it is a function of current and past observations. Proietti and Harvey (1999) suggest that a
corresponding two-sided lter, the BN smoother, be constructed as:
BNSt =
wBN (L)2 yt (41)
Now consider a UC model made up of two uncorrelated components, a random walk and a station-
ary ARMA(p; q) process. Some ARIMA(p; 1; q) models can be decomposed in this way and in such
cases the optimal smoother is given by the BN smoother of (41). If there is no such decomposition
the appeal of the BN smoother, and perhaps also of the BN lter itself, may be limited.
When   0; an ARIMA(0; 1; 1) model, as in (5), can be decomposed into random walk and noise
components driven by disturbances which are uncorrelated with each other: It is easy to see that the
BN smoother is the same as the smoother in this UC model. When  is positive there is no such
decomposition and the BN lter has alternating negative and positive weights.
The BN trend in the ARIMA(1; 1; 0) model,
yt = yt 1 + t; t = 2; : : : ; T;
is






1  yt 1; t = 2; : : : ; T:
The corresponding smoother is therefore
BNStjT =
 
(1  )2 yt 1 +
1 + 2
(1  )2 yt  

(1  )2 yt+1; t = 2; : : : ; T   1:
If   0 the model decomposes into uncorrelated random walk and AR(1) components with the
variance of the disturbance in the AR(1) being equal to  2=(1 )2: In this case the weights in the
BN smoother are all positive.
13
4.2 Canonical Decomposition
The canonical decomposition can be applied to any ARIMA(p; d; q) model provided that q  p+d+1:
The ARIMA(0; 1; 1) model is a valid reduced form for a UC model of the form
yt = t + "t; "t WN(0; 2" ) t = 1; : : : ; T
t = t 1 + t + 
yt 1; t WN(0; 22") (42)
Assume E("st) = 0 for all s; t: As with correlated disturbances there is an identiability problem,
and the usual solution is for y to be set to a given value. In the canonical decomposition of Hillmer
and Tiao (1982) y is set to one, thereby maximising the variance of the noise, "t: (Although this UC
representation is normally constructed from an estimated ARIMA(0; 1; 1) model, there is no reason
why it should not be estimated directly.)










j1 + Lj2 ; (43)
the second step following from expressions for the variance and rst-order autocovariance. This yields
w0 = [(1 + )=(1  )(1 + y)2][1 + y2   2y];
wj = [(1 + )=(1  )(1 + y)2][y   y2    + 2y]( )jj 1j; j = 1; 2; : : : :
Thus with y > 0 (< 0) the weights start their exponential decline at j = 1 at a point relatively higher
(lower) than if y = 0: This may or may not be thought to be desirable. However, two points should
be noted. The rst is that when the observations follow a random walk, the smoothing weights are
w0 = 1=2 and w1 = w 1 = 1=4: The second is that unless 
y = 0; the ltered estimator at the end of
the series, eT jT ; will not be equal to the eventual forecast function, eT+`jT ; `  1:
5 Heteroscedasticity and Irregular Spacing
Heteroscedasticity arising from a slowly changing variance in "t may be handled by constructing a
stochastic model. One possibility is the stochastic volatility model in which V ar("t) = 
2
" exp(ht)
where ht is a stochastic process such as AR(1), random walk or local linear trend; see Ghysels et
al (1996). Other possibilities include letting 2" or " evolve according to a stochastic process. ML
methods for tting such models are beyond the scope of this paper. Suce to say that simulation
methods will need to be used; see Shephard (1994) and Sandmann and Koopman (1998). A simple
method is described in connection with the illustration in section 8. The point is that heteroscedasticity
means that the signal-noise ratio changes throughout the series, but the signal extraction weights adapt
accordingly.
Irregular spacing of observations poses no problem if the model is formulated in continuous time;
see Harvey (1989, chapter 9). For a local level model with uncorrelated disturbances in continuous
time, the implied discrete time model for a stock variable observed at times t; t = 1; : : : ; T is as
in (1),(2), but with V ar(t) = 
2
"
2t; where t = t+1   t is the time between observation t and
observation t+ 1: (Note that with a ow variable the implied discrete time model is as in sub-section
2.8.) It is possible to have two (or more) observations located at the same point; thus if the t-th and
t+ 1-th observations are observed at the same time, t = 0. Application of the KFS gives an optimal
weighting pattern. This may be computed explicitly using the method outlined in appendix A; the
derivation can be found in Koopman and Harvey (1999).
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6 Robust Signal Extraction
The signal extraction formulae of section 2 are optimal in the sense that they minimise the MSE
within the class of linear estimators. If the disturbances are Gaussian, they are optimal within the
class of all estimators. We now consider the implications for weighting patterns when the disturbances
are specied as having non-Gaussian distributions. The main motivation for doing this is to make
prediction and signal extraction robust to outliers and structural breaks.
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Figure 4: Data with outlier. (i) simulated data, Gaussian signal (dotted) and t signal (solid), (ii)
weighting pattern for Gaussian signal t t = 50 and (iii) weighting pattern for t signal.
Outliers can produce distortions in the estimated signal. Figure 4 (i) shows an articial data set
generated by a Gaussian local level model with 2" = 1 and 
2
 = 0:64 and with an outlier at t = 50
formed by multiplying the original disturbance by a factor of 3:5. Estimating a Gaussian model givese2" = 1:013 and e2 = 0:781 and it can be seen how the outlying observation adversely aects the
estimated signal. It should therefore be given less weight. We could treat it as missing, which is
eectively the same as letting the variance of the measurement error go to innity. This strategy is
perhaps too extreme since the observation may still contain information. A better option is to multiply
the measurement variance by some factor greater than one. Since prior information for setting such
factors is rarely available, we set up a model in which the measurement error is assumed to come
from a distribution with long tails. Durbin and Koopman (1999) show that, in the case of a local
level model with t distributed measurement errors, the mode of the posterior distribution of t can





; t = 1; : : : ; T:
This allows an analysis of weighting patterns implied by the robust non-Gaussian model. The ht's are
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e"2t +    2 + 12" ; t = 1; : : : ; T:
where 2" and  are the variance and degrees of freedom respectively of the t distribution, and e"t =
yt   et is computed by the KFS applied to an initial Gaussian model with ht = 1. The KFS applied
to the model with measurement variances 2"ht will produce new e"t's and new ht's can be computed
from these. The number of iterations required for a reasonable level of convergence is usually small,
that is, around ten.
The above method requires that the parameters 2" , 
2
 and  are known. Durbin and Koopman
(1997) show how they can be estimated by Monte Carlo maximum likelihood (MCML); Shephard and
Pitt (1997) give the details of how they can be estimated by Bayesian methods. Using MCML, the
degrees of freedom of the t distribution was estimated to be 3:5 while e2" = 1:143 and e2 = :735. The
resulting t signal, shown in gure 4 (i), is not distorted by the outlier. The implied weight patterns
for the Gaussian and t signals at t = 50 are presented in gure 4, and it can be seen how the outlying
observations are downweighted for the t signal. Since the model is not time invariant the classical WK
formula cannot be used and the weights were computed by method set out in appendix A.
We may also wish to estimate signals which are robust to structural breaks. To allow for such
breaks, the level disturbance, t, may be assumed to have a t distribution. The procedure works in





; t = 1; : : : ; T:




e2t +    2 + 12 ; t = 1; : : : ; T;
where et = et+1   et.
Figure 5 (i) shows a series generated by a Gaussian model with 2" = 1 and 
2
 = 0:64 and the orig-
inal 50 multiplied by 3:5, thereby creating a change in the level. The estimates for a Gaussian model
are e2" = 1:186 and e2 = :843. As can be seen, the estimated signal does not respond immediately to
the break, and the price paid for attempting to do so is that it is too variable in the rest of the series
because of the higher signal-noise ratio of :71. A t distribution tted to the level disturbance has
degrees of freedom 4:2 and e2" = 1:365 and e2 = :724. As can be seen in gure 5, the weights for e50
are larger for the data-points t = 50; 49; 48 as compared with t = 51; 52; 53 while for e51 the converse
is true. Thus a locally asymmetric weight pattern is used to produce a robust signal.
7 Nonparametric Signal Extraction
There is a very close link between the so called nonparametric techniques for signal extraction and
those based on UC time series models.
7.1 Kernel estimation
If the trend in a time series is regarded as a deterministic function of unspecied form, it may be
estimated at all points by a weighted moving average, the shape of this moving average being termed a
kernel. By adopting the rather articial device that observations are assumed to arrive more frequently
(in a given time interval) as the sample size increases, it can be shown that a suitably designed kernel
will estimate the trend consistently ; see, for example, Hardle (1990). The method assumes that the
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Figure 5: Data with break. (i) simulated data, Gaussian signal (dotted) and t signal (solid),
(ii) weighting pattern for t signal at t = 50 and (iii) weighting pattern for t signal at t = 51.
non-trending part of the series is white noise, but it may be extended by adopting a hybrid procedure
based on tting an ARMA model; see Hart (1994).
An alternative approach is to t a time series model and carry out signal extraction. The implied
signal extraction weights from a tted UC time series model constitute a kernel. In the random walk
plus noise model, the signal-noise ratio, 2, plays a similar role to a kernel bandwidth. A lower 2
corresponds to a wider bandwidth. Gijbels, Pope and Wand (1999) explore this connection for the
lter, but not the smoother.
It is interesting to examine how particular nonparametric kernels for signal extraction might be
approximated by UC models. As was noted earlier a unit root is needed for the weights to sum to one,
and so, for regularly spaced data, we might consider generalisations of (42) in which t follows an
MA(q) process with the MA parameters pre-set to certain values. The pattern of weights can then
be obtained in terms of the MA parameters as was done for (43); the exponential decline will start
at j = q. The reduced form is ARIMA(0; 1; q) and diagnostics can be used to check if such a model is
consistent with the data. A further set of kernels could be obtained for local linear trend models by a
similar device. In this case there is the possibility of extending both the level and slope disturbances
to become moving averages.
The above models could be modied by replacing the irregular component by a more general
stationary process. Note that the weights for UC models do not cut o to zero beyond a certain
point, except in certain special cases. One such case is when the stationary component is AR(1)
with a disturbance variance equal to minus the AR parameter times the variance of the random walk
disturbance. This constraint means that there is no moving average in the reduced form, and hence
no innite lags in either lter or smoother; see end of sub-section 4.1.
17
7.2 Cubic splines
The connection between cubic splines and the local linear trend model has been known for many
years; see Wecker and Ansley (1983). The equivalence is actually with a local linear trend formulated
in continuous time with the variance of the level disturbance equal to zero. This corresponds to a
discrete time model, (36), with  positive and t and t correlated as in (44) below. The WK lter is
as in (38) since the correlation between the level and slope disturbances does not alter the fact that
the second dierence of the trend component is an MA(1). However, this model is not too dierent
to the model with  = 0 in which case the WK weighting function is as in (37). In fact calculation of
the weights for discrete and continuous time models with  = 0:025 gives values which are the same
to three decimal places; only when  is greater than one do signicant dierences start to become
apparent. An approximate expression for the implied kernel was obtained, using a completely dierent
method, by Silverman (1984); see also Green and Silverman (1994, p.47).
The local quadratic model in continuous time leads to a quintic spline; see Kohn, Ansley and Wong
(1992). The implied kernel comes from the ACGF of an ARMA(3; 2) process.
When the observations are irregularly spaced, the discrete time model implied by the underlying
continuous time model is as in (36) with
V ar(t) = 
2
"
23t =3; V ar(t) = 
2
"




and "t uncorrelated with the disturbances in the trend; see Harvey (1989, chapter 9). As in section 5,
t = t+1 t is the time between observation t and observation t+1:With evenly spaced observations
the 0ts are set to one. The fact that irregularly spaced data may be handled means that the model
can be used to t a nonlinear function to cross-sectional data as in the example below.
8 Illustration
Here we consider 133 observations of acceleration against time (measured in milliseconds) for a sim-
ulated motorcycle accident. This data set was originally analysed by Silverman (1985) and is often
used as an example of nonparametric curve tting techniques; see, for example, Hardle (1990) and
Green and Silverman (1994). The observations are not equally spaced and at certain time points there
are multiple observations; see gure 6. Nonparametric cubic spline and kernel smoothing techniques
depend on some choice of a smoothness parameter. This is usually determined by cross validation.
However, setting up a UC model for a cubic spline enables the smoothness parameter to be estimated
by maximum likelihood and the spline to be computed by the KFS. The model can easily be ex-
tended, for example to include other components, and it can be compared with alternative models
using standard statistical criteria.
In the rst sub-section below we t a standard cubic spline using maximum likelihood. We then
show that when the data are irregularly spaced, the weights the KFS uses to construct the spline are
not the same as those used in the standard nonparametric approach. In the second sub-section we
consider the local level model as an alternative and we look at its performance in relation to the cubic
spline model. The third sub-section ts a spline using a simple method to correct for heteroscedasticity.
The calculations were carried out using the SsfPack 2.2 package of Koopman et al (1998) implemented
in the Ox programming language of Doornik (1998). The Ox code for the computations carried out in
the next section is given in appendix B.
8.1 Cubic spline
The smoothing parameter  is estimated by maximum likelihood (assuming normally distributed
disturbances) using the transformation  = exp( ). The estimate of  is  3:59 with asymptotic
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standard error 0:22. The estimate of  is 0:0275 with an asymmetric 95% condence interval of
0:018 to 0:043. Silverman (1985) estimates  by cross-validation, but does not report its value. In
any case, it is not clear how one would compute a standard error for an estimate obtained by cross-
validation. The maximized log-likelihood is l =  624:1 and the Akaike information criterion (AIC)
is 2n  2l = 1254 where n is the number of state elements plus the number of estimated parameters
(2 + 1 here); see Harvey (1989, pp.80-81) for more details. Figure 6 (i) presents the cubic spline.
One of the advantages of representing the cubic spline as a statistical model is that we can compute
variances of our estimates and, therefore, standardised residuals. The 95% condence intervals for the
tted spline are also given in gure 6 (i). These are based on the root mean square errors (RMSE)
of the estimates of t, obtained from the KFS, but without an allowance for the uncertainty arising
from the estimation of . The standardised smoothed irregular component presented in gure 6 (ii)
clearly indicates heteroscedasticity.























Figure 6: Motorcycle acceleration data analysed by a cubic spline. (i) observations against time with
spline and condence intervals, (ii) standardised irregular, (iii) the weights for the spline at time
105 = 35:6 against time distance 105   j and (iv) weights for the spline at time 105 = 35:6 for
adjacent observations.
The motorcycle acceleration data are unequally spaced and at certain time points there are multiple
observations. Weighting patterns for the smoothed estimates of the spline, t ; can be presented in two
ways, depending on whether they are plotted against time (or distance) from t or against adjacent
observations, that is observation number minus t. Figure 6 (iii) gives the weights for t = 35:6, where
t = 105, on the time scale, while gure 6 (iv) presents weights for adjacent observations. Plotting
against time shows only one weight for multiple observations, whereas the same weight is repeated
when plotting against observation. The weighting pattern in gure 6 (iii) is not symmetric. This is in
contrast to the nonparametric approach where the weighting pattern is symmetric in that observations
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which are at the same `distance' from the time point t receive the same weight; see, for example,
Green and Silverman (1994). The reason the optimal weights, obtained from the model, are not
symmetric is that the number of data points observed around a particular observation is taken into
account. An observation at a time point where relatively many observations are concentrated receives
relatively less weight because it has less impact. On the other hand, when observations are relatively
sparse they receive more weight.
8.2 Local level
A local level model may also be tted and compared with the cubic spline using statistical criteria.






















Figure 7: Motorcycle acceleration data analysed by a local level model. (i) observations against time
with spline and condence intervals, (ii) standardised irregular, (iii) the weights for the spline at time
105 = 35:6 against time distance 105   j and (iv) weights for the spline at time 105 = 35:6 for
adjacent observations.
The ML estimate of the signal-noise ratio, , is 0:33 and the maximized log-likelihood is l =  625:9.
The AIC is 1256 (with n = 2) which is slightly higher than the AIC for the cubic spline model,
indicating a preference for the latter.
Figure 7 presents graphs corresponding to spline graphs in gure 6. As might be expected, the
signal for the local level model is less smooth than for the spline. The asymmetry in the weights
against time is even more pronounced.
8.3 Heteroscedasticity
In gure 6 (ii) the standardised irregular was presented for the cubic spline model and we concluded
that the errors were heteroscedastic. Rather than attempting to t a stochastic volatility model as
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outlined in section 5, we simply correct for heteroscedasticity by tting a local level signal through
the absolute values of the smoothed estimates of the irregular component; compare the suggestions for
weighted nonparametric estimation in Silverman (1985). Subsequently we replace the measurement






t is the smoothed estimate of
the local level signal, scaled so that h1 = 1. The h

t 's are always positive because the weights of a local
level model with uncorrelated disturbances are always positive, see (23). The absolute values of the
smoothed irregular and the ht 's are presented in gure 8 (i). Estimating the heteroscedastic model,
that is with measurement error variances proportional to the ht 's gives an AIC of 1163 (treating the
h0t s as given). The resulting spline, shown in gure 8 (ii), is not too dierent to the one shown in 6 but
the condence interval is much narrower at the beginning and end. The smoothed irregular component
in 8 (iii) is now closer to being homoscedastic. As can be seen in the fourth panel, the allowance for
heteroscedasticity makes the weighting pattern at time 105 = 35:6 even more asymmetric.
























Figure 8: Motorcycle acceleration data analysed by a cubic spline corrected for heteroscedasticity.
(i) absolute values of smoothed irregular and ht , (ii) data with signal and condence intervals, (iii)
standardised irregular and (iv) the weights for the signal at time 105 = 35:6 against time distance
105   j.
9 Conclusion: Back to Basics
A time series model provides a way of weighting current and past observations so as to provide good
predictions. If the model is expressed in unobserved components it also provides a description of the
data based on a suitable weighting of observations around a particular point. Unobserved components
models with mutually uncorrelated disturbances produce weighting patterns for prediction and signal
extraction which are based on sound statistical principles and accord with common sense. Three main
21
points emerge. The rst is that signal extraction lters are symmetric in the middle of the series.
The second is that it is unnecessary to consider parameter restrictions other than the obvious ones of
requiring variances to be non-negative. The third is that little of practical value is lost by restricting
attention to such models. (For example, the only way in which  in the reduced form ARIMA(0; 1; 1)
model for a random walk plus noise can cover the full invertibility region is by having  = 1. But
given that positive values of  yield alternate positive and negative weights in the EWMA lter, this
should not be construed as an advantage.) Cases where there is a theoretical rationale for correlated
disturbances, such as observations consisting of integrals of a continuous time process, are best dealt
with by reference to the original underlying model.
Any ARIMA(p; d; q) model with d = 1 can be decomposed into a random walk and a stationary
component by the BN decomposition. The lter for the random walk is one-sided but a corresponding
two-sided smoother can be constructed as well. However, the generality of this procedure is somewhat
illusory, since unless the ARIMA model can be obtained as the reduced form of a UC model with
uncorrelated components, or can be seen to be an approximation to such a model, it is not clear that
the decomposition is a particularly useful one.
Unobserved components models with heavy-tailed disturbances are robust to outliers and structural
breaks. These models are nonlinear but their implied weighting patterns can be obtained approxi-
mately by matching them with Gaussian model with heteroscedastic disturbances. The weighting
patterns display local asymmetries which depend on the position and magnitude of outlying observa-
tions and/or structural breaks.
The weighting patterns implied by unobserved components models may be compared with the
kernels used in nonparametric time series trend estimation. The bandwidth used in nonparametric
estimation plays a similar role to a signal-noise ratio in a model, and so a nonparametric approach
does not necessarily imply a reduction in the number of `parameters' which have to be determined.
Indeed, nonparametric methods are best thought of as methods of modelling polynomials locally, but,
of course, this is exactly what stochastic trends are set up to do. Perhaps the only sense in which
the nonparametric methods are nonparametric is that the shape of the kernel is selected without any
reference to the data, but it is dicult to see how this could possibly give any advantage with respect
to robustness. The following points may be made with regard to the advantages of using UC models:
1. they can be selected and checked using standard time series methods;
2. the parameters can be estimated by ML;
3. appropriate weights are implicitly provided for points near the beginning and end of the series
as well as in the middle;
4. predictions can be made together with their RMSEs;
5. they can be generalised to include other components and to deal with heteroscedasticity;
6. they can be extended to handle Poisson and other non-Gaussian distributions as in Durbin and
Koopman (1999); compare with Green and Silverman (1994, chapter 5);
7. they can be made robust to outliers and structural breaks by specifying t-distributions for the
disturbances; compare the robust nonparametric approach in Hardle (1990, chapter 6); and
8. by formulating a model in continuous time, the optimal weighting for irregularly spaced obser-
vations is automatically carried out.
The ability to handle irregularly spaced data means that the models are not restricted to time series.
An interesting point to emerge from the example is that, in contrast to the weights used in the non-
parametric approach, the model-based weights for irregularly-spaced observations are not necessarily
symmetric.
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Cubic splines may be seen as the smoothed estimates produced by a special case of the local linear
trend model. Hence the equivalent kernel may be obtained from this model. It is surprising that the
cubic spline tting methodology, as expounded in Green and Silverman (1994) and elsewhere, makes
little or no reference to the time series literature. Time series models have all the attractions listed
in the previous paragraphs, while from the technical point of view, Brown and de Jong (1998) argue
that the KFS is superior to the Reinsch algorithm advocated in Green and Silverman (1994).
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Appendix A
The WK formula is for a doubly innite sample and a time-invariant model. In this situation, the
weights are independent of time and if it is dicult to work them out analytically they can be computed
by running a smoother on a series consisting entirely of zeroes except for a one in the t-th position.
Then et+j =X
i
wiyt+j+i = w j ; j = 0;1;2; : : : :
so the weights appear in reverse order.
For general models in state space form, the weights can be found by the algorithm set out below.
This algorithm is very general, being valid for nite samples and for models which may not be time-
invariant and which may be nonstationary, noninvertible or may contain deterministic components.
The calculations reported were carried out using the SsfPack 2.2 package of Koopman et al (1998)
implemented for the Ox programming language of Doornik (1998); see appendix B for a listing of the
Ox code used in section 8.1.
State space form
The future form of the Gaussian linear state space model is given by
yt = Ztt +Gt"t; "t  N(0; I); t = 1; : : : ; T;
t+1 = Ttt +Ht"t; 1  N(a; P ); (45)
where yt is the N  1 vector of observations, t is the p 1 unobserved state vector and "t is the q 1
vector of disturbances. The equation for yt is called the measurement equation and the equation for
t+1 is referred to as the transition equation. The disturbances in the measurement and transition
equations are uncorrelated if HtG
0
t = 0. The system matrices Zt, Gt, Tt and Ht, with appropriate
dimensions, are xed. The state space model (45) is said to be time-invariant when the system matrices
are constant over time, that is Zt = Z, Tt = T , Gt = G and Ht = H, for t = 1; : : : ; T .
Kalman lter and smoother
The Kalman lter (KF) evaluates the MMSLE of the state vector t+1 conditional on the observations
Yt = fy1; : : : ; ytg, that is at+1jt = E(t+1jYt). The KF is given by
vt = yt   Ztatjt 1; Ft = ZtPtjt 1Z 0t +GtG0t; Mt = TtPtjt 1Z 0t +HtG0t;




t  KtM 0t ; t = 1; : : : ; T;
(46)
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with Kalman gain matrix Kt = MtF
 1
t and with the initialisations a1j0 = a and P1j0 = P . In
the case of a time-invariant model, the KF may converge to a steady-state such that Ptjt 1 = P ,
Ft = F and Kt = K, for t = s + 1; : : : ; and some large s. The ltered estimator atjt = E(tjYt)
can also be computed using the KF. Smoothed estimators of the state and disturbance vector, that is





t vt + L
0




t Zt + L
0
tNtLt; t = T; : : : ; 1; (47)
where Lt = Tt   KtZt and with initialisations rT = 0 and NT = 0. For example, atjT = atjt 1 +




t vt + J
0
trt where Jt = Ht  KtGt. The recursion for Nt 1 is required for
computing smoothed variances. More details can be found in Koopman (1998).
Computing Weights
We now show how to compute the weights assigned to observations when carrying out prediction, lter-









j=1wj(etjT )yj. Further, we have stjt 1 = Ztatjt 1, stjt = Ztatjt and stjT = ZtatjT . For
prediction and ltering we apply the KF up to time t and then implement the backwards recursion
wj() = Bt;jKj ; Bt;j 1 = Bt;jTj   wj()Zj ; j = t  1; t  2; : : : ; 1; (48)
with the initialisation Bt;t 1 reported in table 3. For smoothing we apply the KF up to time T and
the backwards smoothing recursion (47) up to time t. Consequently, the backwards recursion (48) is
used for computing the \past" weights and for the \future" weights we apply the forwards recursion
wj() = Bt;jCj; Bt;j+1 = Bt;jL0j; j = t+ 1; : : : ; T; (49)




j   L0jNjKj and with the initialisation Bt;t+1 reported in table 3. Proofs, further
details and some illustrations are given by Koopman and Harvey (1999).
Table 3: Algorithm for computing weights
 operation initialisation Bt;t 1 in (48) weight wt() initialisation Bt;t+1 in (49)
atjt 1 ltering (pred) I 0 0
atjt ltering (cont) I   Ptjt 1Ut Ptjt 1Z 0tF 1t 0
atjT smoothing I   Ptjt 1Nt 1 Ptjt 1Ct Ptjt 1L0t
stjt 1 ltering (pred) Zt 0 0












etjT smoothing  (G0tC 0t +H 0tNtLt) G0tF 1t   J 0tNtKt J 0t
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Appendix B
The listing of the Ox code for the computations of section 8.1 is given below. The motorcycle ac-
celeration data and the Ox programs used for all computations in this paper can be found on the
Internet:
http://center.kub.nl/staff/koopman
The function MaxLik() estimates the smoothing parameter  and the function DrawComponents()




static decl s_mY, s_mX, s_mD, s_cT;
static decl s_q, s_dSigma;
SetSplParameters(const vP)
{
s_q = exp(2. * vP[0]);
}
SplLogLikc(const vY, const pdLik, const pdVar)
{
decl mphi, momega, msigma, mj_phi=<>, mj_omega=<>, mx=<>, ret_val;
GetSsfSpline(s_q, s_mD, &mphi, &momega, &msigma, &mj_phi, &mj_omega, &mx);
ret_val = SsfLikConc(pdLik, pdVar, vY, mphi, momega, msigma,
<>, mj_phi, mj_omega, <>, mx);
s_dSigma = sqrt(pdVar[0]); // get sigma from SsfLikConc
return ret_val; // 1 indicates success, 0 failure
}
Likelihood(const vP, const pdLik, const pvSco, const pmHes)
{ // arguments dictated by MaxBFGS()
decl dvar, ret_val;
SetSplParameters(vP); // map vP to AR(1) model
ret_val = SplLogLikc(s_mY, pdLik, &dvar);
pdLik[0] /= s_cT; // log-likelihood scaled by sample size




decl covar, invcov, dsig = s_dSigma, dq = s_q, result;
result = Num2Derivative(Likelihood, vP, &covar);
s_dSigma = dsig, s_q = dq; // reset after Num2Der
if (!result)
{ print("Covar() failed in numerical second derivatives\n");
return zeros(vP);
}
invcov = invertgen(-covar, 30);





decl vp, ir, dlik;
vp = <-2>; // set starting values
MaxControl(-1, 5, 1);
MaxControlEps(1e-7, 1e-5); // tighter convergence criteria
ir = MaxBFGS(Likelihood, &vp, &dlik, 0, TRUE);
println("\n", MaxConvergenceMsg(ir),
" using numerical derivatives",
"\nLog-likelihood = ", "%.8g", dlik * s_cT,
"; variance = ", s_dSigma, " (= dVar); n=", s_cT);
print("parameters [transformed] with (standard errors):",




decl cst, mphi, momega, msigma, mj_phi=<>, mj_omega=<>, mx=<>, ret_val, md;
GetSsfSpline(s_q, s_mD, &mphi, &momega, &msigma, &mj_phi, &mj_omega, &mx);
cst = columns(mphi);
SsfMomentEst(ST_SMO, &md, s_mY, mphi, momega, msigma,
<>, mj_phi, mj_omega, <>, mx);
// smoothed state vector: plot some vectors from md
SsfMomentEst(DS_SMO, &md, s_mY, mphi, momega, msigma,
<>, mj_phi, mj_omega, <>, mx);
// smoothed disturbance vector: plot some vectors from md
decl index = range(-20, 20);
decl mw = SsfWeights(ST_SMO, loc, s_mY, mphi, momega, msigma,
<>, mj_phi, mj_omega, <>, mx);




decl myt = loadmat("acc.in7")'; // load motorcycle data
s_mX = myt[0][]; // time in milliseconds (tau_t)
s_mY = myt[1][]; // acceleration (y_t)
s_mD = myt[2][]; // delta_t = 5 (tau_t+1 - tau_t)
s_cT = columns(s_mY); // no of observations
MaxLik(); // maximum likelihood estimation
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