Weakest linear conditions on the rows of a square matrix of arbitrary dimension to ensure that its determinant is positive are described and analyzed. In addition to strict diagonal dominance by rows with positive diagonal elements, we nd a new weakest set of conditions: the row mean being positive and larger than all the o -diagonal entries in that row. A complete classi cation is provided for 3 3 matrices.
Introduction
We study linear conditions on the rows of an n n matrix that ensure that its determinant is positive. We are interested in such conditions which are`weakest' in the sense that there are no weaker such conditions which ensure positive determinant. Using results in Section 2 on separating cones by hyperplanes, we show in Theorem 3.1 that any weakest set of such conditions must have a simple form involving at most 2 n?1 linear inequalities per row. One such set of n2 n?1 inequalities is that the matrix is strictly diagonal dominant by rows and has positive diagonal entries. In Section 3 we show that this set of conditions is indeed weakest and we analyse all sets of conditions which are equivalent to this set under multiplying the matrix by an n n matrix with positive determinant.
In Section 4 we introduce a new set of only n 2 linear inequalities which requires that for each row of an n n matrix the row mean is positive and larger than all the odiagonal entries in that row. Again we show that this set of conditions is weakest and we analyse all sets of conditions equivalent to it under multiplication by a matrix with positive determinant.
For the special case n = 3, all such weakest sets of conditions are analysed in Theorem 5.2, where it is shown that, up to multiplication by a matrix with positive determinant, there are only three di erent sets of conditions. Also in Section 5 it is illustrated graphically that these three sets of conditions have essential geometric di erences, and it is shown that two of these sets (each comprising nine linear inequalities) can be considered as degenerate cases of the other set (comprising twelve linear inequalities).
The authors were led to these investigations by considering su cient linear conditions on the B ezier points of a polynomial map, from a subset of R n into R n , for this map to be injective. In 2] such conditions were given for n = 2 for both triangular and rectangular domains, and corresponding results for n = 3 are also of interest in applications. In fact, * Research partially supported by the EU Project FAIRSHAPE CHRX-CT94-0522 and by the Spanish Research Grant PB96-0730. ** Research partially supported by the EU Project FAIRSHAPE CHRX-CT94-0522.
many images arise from projections of 3-dimensional objects onto a rectangular domain. For the computer representation and realism of the e ect, it is crucial to perform the transformation in the 3-dimensional representation instead of applying transformations in the 2-dimensional projections. Since the transformation is invertible, we may always recover the original object.
Separating cones by hyperplanes
Let us recall that a convex cone C of R n is a set of vectors such that any linear combination of vectors in C with positive coe cients is also in C. As usual, hSi + denotes the convex cone generated by a set of vectors S. Definition 2.1. We say that the nonempty convex cones C 1 ; : : : ; C n are positively oriented if for all v i = (v i j ) 1 j n 2 C i , i = 1; : : : ; n, det(v 1 ; : : : ; v n ) = det(v i j ) 1 i;j n > 0:
As usual, if C is a convex cone, then ?C := fv j ?v 2 Cg is the opposite cone, and if C 1 ; : : : ; C n are convex cones then P n i=1 C i := fv 1 + + v n j v i 2 C i ; i = 1; : : : ; ng. that is, the hyperplane h I (x) = 0 separates the cones C i , i 2 I from the cones C j , j = 2 I.
Furthermore, the functions h I can be chosen such that h I 0 = ?h I ; I 0 = f1; : : : ; ng n I; 8I f1; : : : ; ng: In order to check that a set of cones is positively oriented it is often su cient to see that the corresponding determinants are nonzero as the following Lemma shows. Lemma 2.3. Let C 1 ; : : : ; C n be convex cones such that det(v 1 ; : : : ; v n ) 6 = 0 for all v i 2 C i , i = 1; : : : ; n. If there exist w i 2 C i such that det(w 1 ; : : : ; w n ) > 0, then C 1 ; : : : ; C n are positively oriented.
Proof. The set C 1 C n is a connected set. Since det is a continuous function from R n R n to R, the image of C 1 C n must be connected. From 0 = 2 det(C 1 C n ) we derive either det(C 1 C n ) (0; +1) or det(C 1 C n ) (?1; 0).
Finally observing that det(w 1 ; : : : ; w n ) > 0 for some w i 2 C i , i = 1; : : : ; n, we deduce that C 1 ; : : : ; C n are positively oriented. Given a set of positively oriented cones, they can be embedded into another set of positively oriented cones with some special characteristics. This type of cones will play an important role in the following sections. Proposition Hence K 1 ; K 2 are two planar angular regions which are supplementary. Since the choices n = 1; 2 may produce special cases in our formulae, from now on we shall focus on the choice n > 2. and so (3.2), (3.6) hold. Now suppose that the rows of the n n matrix A satisfy (3.2), (3.6). Then, as shown above, A is strictly diagonal dominant by rows with positive diagonal entries. But the Levy-Desplanques theorem, see Corollary 5.6.17 of 3], states that a strictly diagonal dominant matrix has nonzero determinant. Furthermore, the rows of the identity matrix also satisfy (3.2), (3.6) and it has positive determinant. By Lemma 2.3, we conclude that det A > 0.
The previous example can be generalized in the same way as the family of conditions (3.5) is obtained from (3.2). where f 1 ; : : : ; f n is a set of linear forms such that det f i (e j ) 1 i;j n > 0, where (e 1 ; : : : ; e n ) denotes the canonical basis of R n . For 1 i; k n,
By induction on n it can be seen that det ? i (j) 1 i;j n = (n ? 2)(?2) n?1 ; (3:12) and so (3.7) holds. Equation (3.8) follows easily from (3.11), while (3.9) immediately follows from the fact that I 1 I k = I 1 + + I k ? (k ? 1) 0 whenever I 1 ; : : : ; I k are disjoint subsets of f1; : : : ; ng. Now suppose that (3.7), (3.8), (3.9) hold. Then we may choose f 1 ; : : : ; f n so that h i = n X j=1 i (j)f j ; i = 1; : : : ; n; (3:13) and let T be the linear endomorphism satisfying (3.10). From (3.7), (3.12) and (3.13), it follows that det f i (e j ) 1 i;j n > 0 and so from (3.10), det T > 0. From (3.10) and (3.13), for i = 1; : : : ; n, h i is equivalent under T to the linear form (3.6) for I = fig. From (3.8) and (3.9) it then follows that h I is equivalent under T to (3.6) for all I f1; : : : ; ng.
From Theorem 3.3, Remark 3.2 and Theorem 3.4, we can immediately deduce the following.
Corollary 3.5. Suppose that for n 3 the linear functions h I : R n ! R, I f1; : : : ; ng, satisfy (3.7), (3.8) and (3.9). Then any n n matrix whose rows v i satisfy (3.2) has positive determinant.
For the case n = 2, it is easily seen that any conditions of the form (3.2), (2.2), are equivalent to (3.6) under a linear endomorphism with positive determinant, up to an interchange of h 1 and h 2 . Definition 3.6. We say that a set of conditions (3.1) is weaker than another one if the set of matrices whose rows satisfy the rst set of conditions contains the set of matrices whose rows satisfy the other set. A weakest set of conditions (3.1) is a set of conditions corresponding to a maximal set of matrices.
By Theorem 3.1, a weakest set of conditions (3.1) for a matrix to have positive determinant must be of the form (3.2).
Theorem 3.7. Suppose that for n 3 the linear functions h I : R n ! R, I f1; : : : ; ng, satisfy (3.7), (3.8) and (3.9). Then (3.2) is a weakest set of conditions for an n n matrix with rows v i to have positive determinant.
Proof. Since the concept of`weakest' is clearly invariant under a linear endomorphism, Theorem 3.4 shows that we may assume that the functions h I are given by (3.6). By Theorem 3.3, it is su cient to show that if a 11 < n X j=2 ja 1j j; (3:14) then there is a matrix A = (a ij ) 1 i;j n with negative determinant for which the rows v 2 ; : : : v n are strictly diagonal dominant with positive diagonal entries. So suppose that (3.14) holds and let ja 1j j = s j a 1j , js j j = 1, j = 2; : : : ; n. Letting 
it follows, as in the proof of Theorem 3.7, that any such set of conditions is weakest. However we shall see in Section 5 that for n = 3 there are conditions of form (3.2), (2.2) for a 3 3 matrix to have positive determinant which are not weakest.
New conditions on the rows of a matrix
In this section we describe a new set of conditions (3.2) using a choice for h I di erent from that of Theorem 3.4. These conditions lead to a new su cient condition for the positivity of the determinant of a matrix. In contrast with strict diagonal dominance, the number of linear inequalities involved will be considerably reduced, from 2 n?1 n to n 2 .
We would like to impose that Observe that (4.2) implies (2.2) for all proper subsets I of f1; : : : ; ng. Let us recall that each of the cones K i (3.3) is determined from a set of 2 n inequalities (3.2) and, taking into account (2.2), we deduce that K i has at most 2 n?1 facets. But under conditions (4.2) the number of facets is, in fact, at most n because, as we shall see in the following lemma, most of the inequalities are redundant. In fact, the inequalities corresponding to j = 1; : : : ; n imply all the inequalities (3.2) with ; I f1; : : : ; ng. The inequality corresponding to j = 0 is equivalent by (2.2) to (3.2) for I = ; and I = f1; : : : ; ng.
In order to show that conditions (4.2) allow us to de ne K 1 ; : : : ; K n as positively oriented cones, let us take for x = (x 1 ; : : : ; x n ) 2 R n : where A 1j denotes the submatrix of A complementary to a 1j , i. e., it is the (n?1) (n?1) submatrix of A obtained by removing the rst row and the j-th column.
Using the hypotheses we see that for i 2, satisfy the induction hypotheses, det B 1j > 0 for all j > 1. Therefore by (4.5), det A is positive.
Using formula (3.5) we may generalize our choice of (4.3), (4.4). Taking 5. Weakest conditions for positive determinants of 3 3 matrices In this section we describe all sets of linear conditions (3.1) on the rows of 3 3 matrices that are weakest. We have already seen that they must be of the form (3.2) with h I satisfying (2.2). When n = 3, this set of conditions can be reduced to: We can now state the following result. It remains only to show that (5.7) gives a weakest set of conditions for positive determinant. For a matrix A = (a ij ) 1 i;j 3 , the twelve inequalities (5.1) with h i given by (5.7) reduce to the following nine: a 11 < 0 a 12 > 0; a 13 and expanding by the rst row gives det A > 0.
Next we show, in a manner similar to the proofs of Theorem 3.7 and 4.6, that conditions (5.10) are weakest.
If a 11 > 0, then for all small enough > 0, the matrix 0 @ Let us perform a graphical interpretation of formulae (5.5), (5.7) and (5.9). In each of the cases, the conditions on the rows of the matrix can be interpreted as the fact that v i 2 K i , i = 1; 2; 3, where K i is the cone given by (3.3) (see Figure 1) . Intersecting each of the cones K i with the sphere S = fx 2 R 3 j x 2 1 + x 2 2 + x 2 3 g; we obtain spherical polygons P i = K i \S. Clearly the number of sides of P i coincides with the number of facets of K i .
In all the gures, we have chosen the plane h 0 (x) = 0 to be the projection plane. The projection of the whole gure onto the plane has been done so that the hemisphere S \ fx 2 R 3 j h 0 (x) > 0g is visible. The other represented lines are the traces of the planes h i (x), i = 1; 2; 3, on that hemisphere.
Let us observe that in case (5.5), each subset of three elements of fh 0 ; h 1 ; h 2 ; h 3 g is linearly independent. This means that no three planes among h i (x) = 0, i = 0; 1; 2; 3, are coaxial and so all polygons P i are spherical quadrilaterals as shown in Figure 2 .
In case (5.7), h 0 ; h 2 ; h 3 form a linearly dependent set and from this fact it follows that P i , i = 1; 2; 3, are spherical triangles such that each pair of them has a common vertex, as shown in Figure 3 .
Similarly, in case (5.9), h 1 ; h 2 ; h 3 form a linearly dependent set and P i , i = 1; 2; 3, are spherical triangles. In contrast with the previous case, the three polygons share a common vertex.
From the previous graphical interpretation, we see that there are essential geometric di erences among conditions arising from (5.5), (5.7) and (5.9). However (5.7) and (5.9) can be seen as degenerations of (5.5), taking the planes to a situation where they tend to be coaxial. Let us con rm this fact analytically. Let h 1 (x) = "x 1 ; h 2 (x) = x 2 ; h 3 (x) = x 3 ; h 0 (x) = "x 1 + x 2 + x 3 : So, we see that det T " > 0 for all " > 0 and therefore (5.11) essentially coincides with (5.5).
Taking " ! 0 + , we may consider (5.7) as a limit of conditions of type (5.5).
On the other hand if we take h 1 (x) = "x 1 + x 2 + x 3 ; h 2 (x) = ?x 2 ; h 3 (x) = ?x 3 ; h 0 (x) = "x 1 ;
(5:12)
we see that the matrix of change of basis S " which transforms conditions (5.12) into (5. So, det S " > 0 for all " > 0 and (5.12) is equivalent to (5.5). Taking " ! 0 + , we see that (5.9) can be regarded as a limit case of conditions of type (5.5). Let us state a last consequence of the graphical interpretation given above. Equations (5.1) form a set of twelve linear inequalities, four of them for each row. This fact means that each of the spherical polygons P i has at most four sides. In case (A) corresponding to formulae (5.5) we have seen that each set of three elements of fh 0 ; h 1 ; h 2 ; h 3 g is linearly independent and therefore each polygon P i has exactly four sides. In case (C), corresponding to equations (5.9), we saw in Section 4 that equations (5.1) can be reduced to the set of nine equations of Lemma 4.3 (n = 3), three of them for each row. This fact agrees with the fact that each P i is a spherical triangle, since h 1 ; h 2 ; h 3 form a linearly dependent set.
In fact, the inequality (5.1) corresponding to j = i for the i-th row is redundant. Finally, case (B), corresponding to (5.7), leads to polygons with three sides because h 0 ; h 2 ; h 3 are linearly dependent. Then the twelve inequalities (5.1), with h i given by (5.7), reduce to the nine inequalities of (5.10).
