As knock is one of the main factors limiting the efficiency of spark-ignition engines, the introduction of alcohol blends could help to mitigate knock concerns due to the elevated knock resistance of these blends. A model that can accurately predict their autoignition behavior would be of great value to engine designers. The current work aims to develop such a model for alcohol-gasoline blends. First, a mixing rule for the autoignition delay time of alcohol-gasoline blends is proposed. Subsequently, this mixing rule is used together with an autoignition delay time correlation of gasoline and an autoignition delay time correlation of methanol in a knock integral model that is implemented in a two-zone engine code. The predictive performance of the resulting model is validated through comparison against experimental measurements on a CFR engine for a range of gasoline-methanol blends.
INTRODUCTION
There is a renewed interest in methanol as alternative fuel for internal combustion engines. This has led to fleet trials of both high-and low-level methanol blends in China, Australia and Israel.
China has declared coal-based methanol as a strategic transportation fuel to ensure its energyindependence. M85 vehicles have been around for some years, especially in coal-abundant provinces but now methanol is also finding its way into the densely populated coastal regions of China [1] . China's central government has launched a demonstration of light-and heavy-duty vehicles running on M85 (85% methanol and 15% gasoline) and M100 (100% methanol) in the Shanxi and Shaanxi provinces, as well as in the city of Shanghai. In Israel and Australia, fleet trials with low-level methanol blends have also started [1] .
Combustion knock is one of the major factors limiting the efficiency of spark ignition engines. It is caused by the autoigniting pockets of unburned gas [2] . The energy release associated with knock is usually very fast. This causes high local pressures and pressure waves across the combustion chamber. These waves can lead to mechanical and thermal damage to the engine.
As autoignition is a highly temperature and pressure dependent process, knock is often avoided by retarding spark timing, enriching the mixture, lowering the compression ratio or limiting the charge pressure in boosted engines. These classical measures usually reduce engine performance and efficiency. Alternative solutions may feature a combination of new technologies such as VVT (variable valve timing) or cooled EGR (exhaust gas recirculation) and fuels with elevated anti-knock resistance. In this respect, light alcohols, such as methanol and ethanol, are interesting candidate fuels [3] . Alcohol fuels have a high knock tolerance for a variety of reasons. First and foremost methanol and ethanol have an elevated chemical resistance to autoignition, which is reflected in their high octane number (ON= 109) [4] . This is due to the single-stage autoignition behavior of alcohols. Compared to two-stage autoignition fuels such as gasoline, they do not exhibit a cool-flame reaction. This reaction takes place at temperatures below 900 K and promotes the main autoignition at high temperature. As autoignition in engines takes place at unburned mixture temperatures of 800-900K, it is the prime reason for the reduced delay time of gasoline compared to alcohols [5] . Additionally the high latent heat of vaporization of light alcohols lowers the temperature of the unburned gas, further reducing the tendency to knock. In directly injected E85 engines the knock inhibiting effect of vaporization cooling has been shown to be comparable to the chemical effect [6] . For PFI (port fuel injected) engines, this effect is more modest. Finally, the increased (laminar) burning velocity of light alcohols helps to suppress knock as more end gas is burned before it can reach autoignition conditions [7, 8] .
As there is a renewed interest in alcohols as alternative fuel, an accurate predictive knock model for alcohols fuels would be of great value to engine designers.
The objective of this work is to develop such a model for (m)ethanol-gasoline blends using a simple mixing rule for the ignition delay of alcohol-gasoline blends. The model will be calibrated on pure gasoline (stoichiometric operation) and on pure methanol (stoichiometric operation) and with these two calibrations, the capability of the model to predict knock parameters of methanol-gasoline blends will be investigated.
PREDICTIVE KNOCK MODELING
Models to predict the autoignition of unburned mixture in spark-ignition engines range from simple empirical expressions to complex formulations featuring reduced or full chemical kinetics [9] . A widely employed empirical approach is to apply the conservation of delay principle proposed by Livengood and Wu [10] . According to this principle the overall ignition delay time can be found by integrating its instantaneous value during the compression and combustion stroke. This is analytically expressed by the knock integral reaching unity:
Where and are the time at intake valve closure and knock onset respectively and ( ) is the instantaneous autoignition delay time.
The autoignition delay time τ is the time during which a homogeneous mixture must be maintained at temperature T and pressure p before it autoignites.
The autoignition delay time τ at instantaneous cylinder pressure p, unburned mixture temperature T and composition is typically given by an Arrhenius expression representing the rate limiting step of autoignition:
Where A, n and B are parameters depending on the mixture composition (fuel, Φ, residual gas ratio). The most widely used parameter set for the ignition delay of spark ignition fuels was introduced in 1978 by Douaud and Eyzat based on recording the knock onset in a CFR engine for a range of running conditions and PRFs (primary reference fuels) with octane numbers between 80 and 100 [11] .
Another way of calculating the ignition delay is with chemical kinetic models. The drawback for fuel blends is that the kinetic models become very large and complex, with long calculation times as result, and that in many cases no models exist for blends of different fuels.
The Livengood-Wu integral gives an indication of when autoignition will occur in a completely homogeneous mixture. Completely homogeneous mixtures are unlikely in practice and autoignition will be triggered by 'hot spots' [12] . Thermal inhomogeneities caused by hot exhaust valves, turbulent transport during compression and large gradients of viscous stresses in boundary layers can cause these hot spots [12] . This means that autoignition can occur before the Livengood-Wu integral attains a value of unity. As a result, for two-zone thermodynamic engine models, such as the one used in this work, empirical expressions have been shown to yield performance no worse than comprehensive chemical kinetics schemes [9] . The inability of these models to reproduce local hot gas pockets and cyclic variation introduces uncertainties that outweigh those incurred by the simplified chemical kinetics. To consider these effects, multizone or 3D CFD approaches are necessary, employing either detailed chemistry or empirical expressions.
Still, the combination of two-zone modeling and the knock integral approach has been confirmed as a useful tool to estimate knock occurrence and intensity, which can be directly linked to the experimentally measured ratio of knocking to non-knocking cycles [13] .
Autoignition correlation for gasoline
The combustion of many hydrocarbon species (gasoline included) exhibits two-stage ignition characteristics. This is especially true for most paraffinic hydrocarbons.
Autoignition correlations are often based on a simple, single-stage Arrhenius expression. These correlations lack detail regarding the cool-flame phenomena.
In the literature, two models were proposed to deal with the two-stage ignition characteristic, discussed below.
The model of Yates et al.
Yates et al. [4] , [14] proposed an empirical model concept with a formfitting simplification of the overall ignition delay into four basic steps. These comprised (a) a pre-cool-flame delay at constant temperature, (b) an instantaneous cool-flame temperature increase (which could be zero), (c) a further delay at constant temperature, and (d) the terminal exothermic auto-ignition.
It was assumed that this exothermic reaction sequence could be represented by a simple Arrhenius reaction formulation representing the gross, rate-limiting step, i.e. =
where the temperature profile exhibits a distinct step up at the cool-flame initiation point.
The calculation of the overall ignition delay needs to be undertaken in two stages by applying the conservation-of-delay principle proposed by Livengood and Wu, i.e. ,!
where t 1 is defined by the appearance of the cool flame and its associated temperature rise, and t 2 represents the overall ignition delay time. The autoignition delays, τ h,i and τ h,CF represent the characteristic exothermic reaction delay evaluated at the initial and post-cool-flame conditions respectively.
If the pressure and temperature are approximated as being constant during each stage, (and taking t 0 as zero), the integral simplifies to:
Rearranging, one obtains the overall ignition delay time, t 2 , as:
3-Arrhenius model proposed by Weisser
This model considers three distinct reaction regimes. The three reaction regimes represent the low, medium and high temperature ignition chemistry. The low and medium temperature reactions occur sequentially, giving rise to a two-stage ignition path. The high temperature reactions lead to a parallel single-stage ignition path [15] . As a result, the overall ignition delay for the full temperature range can be modeled by a simplified system expressed as:
where the individual timescales τ 1 , τ 2 , and τ 3 represent the low, medium and high temperature regime respectively and can be expressed as an Arrhenius-type correlation. This simplified system is illustrated in Figure 1 .
Autoignition correlation for alcohols
Methanol, ethanol, and many aromatic and olefinic molecules do not exhibit a cool flame.
Simple single-stage Arrhenius-based models could be employed [4] . For light alcohols and methanol, in particular, a number of correlations were proposed over the years based on shock tube experiments [16, 17] , rapid compression machine (RCM) tests [18] and chemical kinetics calculations [4] .
A new autoignition correlation for methanol was compared against existing correlations in a previous study of the current authors [13] . In this work, the ignition delay time of methanol-airresidual mixtures was calculated using a chemical kinetics code developed at Eindhoven University of Technology (CHEM1D [19]) and the methanol oxidation mechanism of Li et al.
developed at Princeton University [20] . The resulting autoignition delay times were fit as a function of T, p, Φ and residual gas content f using a correlation form similar to that of Douaud and Eyzat [11] (see Eq. 2) with the effects of Φ and f implemented similarly to previous work [3, 21] ; in the pre-exponential factor A:
Where A 0 and β are constants. Based on analysis of the calculated data, the pressure exponent n, dilution exponent m and activation temperature B were fit as a polynomial function of Φ, T and f.
This newly developed autoignition delay correlation was able to capture the high temperature sensitivity of methanol autoignition kinetics. This resulted in a better prediction of the knock limited spark advance for variations in compression ratio and load [13] . As a result, this autoignition correlation for methanol will be used in this study.
Autoignition correlation for alcohol-blends
A possible solution to calculate the ignition delay of binary or more complex alcohol-gasoline blends would be to have mixing rules which can determine the ignition delay of fuel blends out of the ignition delay of the fuel components.
To find a mixing rule, an accurate determination of the ignition delay of the fuel components and the ignition delay of the fuel blends is needed. There are few experimental measurements of alcohol fuel blends [22] [23] [24] and there can be doubt on the accuracy of the measurements when measurements are compared, see Figure 2 where the ignition delays of ethanol [25] and an ethanol/iso-octane blends [22] are plotted for the same conditions.
In this study, we used the empirical model of Yates et al. [4] to calculate the ignition delays of blends of primary reference fuels and methanol to investigate if a simple mixing rule could be applied to calculate the ignition delays of alcohol-hydrocarbon blends. Over 1500 detailed chemical kinetic simulations were used to calibrate the model of Yates el al. [4] , enabling it to encompass a full range of PRF blends and methanol blends. The standard deviation of the overall ignition delay prediction was about 11%.
The simplest mixing rules are based on mole, mass, volume or energy fraction:
In the previous expression α i is either the mole fraction, mass fraction, volume fraction or energy fraction of the fuel components. The energy fraction can be calculated as follows:
cH i° is the heat of combustion of the mixture components. x i is the mole fraction of the fuel components.
In Figure 3 , the mixing rule based on volume fraction was used to predict the ignition delay of a blend of methanol and a PRF fuel. As can be seen, this rule overpredicts the ignition delay for lower temperatures because of the very different values for the ignition delay of methanol and the PRF fuel due to the cool flame behavior of the PRF fuel.
This could be solved by using logarithmic values of the ignition delay as follows:
In Figure 4 , this mixing rule is used with the mole and energy fractions of the different fuels.
Similar to the mixing rules for laminar burning velocity of methanol-gasoline blends, the energy fraction mixing rule has the best agreement [26, 27] .
As a result, this study will test the validity of the mixing rule based on the energy fraction with the logarithmic values of the ignition delay. For the ignition delay of pure methanol, the correlation of Vancoillie et al. [13] will be used and for the ignition delay of gasoline, the model of Yates et al. [4] will be used.
EXPERIMENTAL WORK

Engine
To analyze the combustion model's predictive capabilities for knock, a series of measurements were done on a port fuel injected single cylinder CFR engine, described in [28] . The main characteristics of this engine are summarized in Table 1 .
The measurements of knock comprise various lambda values and methanol-gasoline ratios.
Measurements were done for M0, M50 and M75 at lambda equal to 1, 1.2 and 0.8 and for pure methanol at lambda equal to 1 and 1.2. The compression ratio was fixed at 9, ignition timing sweeps were performed from non-knocking operation to 100% knock with the throttle opening fixed at 27.5° resulting in an IMEP range from 7.2 to 9 bar and volumetric efficiencies between 83% and 85%. In order to allow an accurate comparison, all measurements were performed on the same day and all parameters were fixed except for the injection duration, ignition timing and the fuel composition.
Knock detection
To validate the proposed knock prediction model, it is crucial to have a knock detection method that can accurately separate knocking from non-knocking cycles and detects the onset of knock oscillations and their intensity for knocking cycles.
There are plenty of well established methods to detect knock from the cylinder pressure trace.
Some are based on the raw pressure trace, employing maximum values of the first, second or third derivatives of this signal, or the heat release rate derived from it, as measures of knock intensity. Other methods use the (band/high pass) filtered pressure trace or heat release rate to calculate knock intensities based on the maximum amplitude or signal energy of the pressure or heat release rate oscillations [29] .
A number of algorithms were tested in a previous study [13] and the knock detection method of Worret et al. [30] was selected because it correctly captures knock onset, regardless of variations in Φ, compression ratio, throttle position and ignition timing and could also discern light knocking cycles.
The cycle-resolved knock detection algorithm of Worret et al. [30] is based on the band-pass Knock intensities, calculated based on the integrated signal energy of the filtered heat release rate, are determined before and after a potential knock onset to differentiate between knocking oscillations and non-knocking signal noise (see Figure 5 ). Starting from the location of the maximum amplitude of the heat release rate oscillations, knock onset is detected as the first crank angle position where a certain threshold value is exceeded in the filtered heat release rate (see Figure 5 ). The algorithm was implemented as described in [30] and no further adjustment to threshold values or other constants proved necessary throughout the measurement range.
The relevant quantities resulting from the knock analysis are the ratio of knocking cycles to the total number of logged cycles, the average values and standard deviation of knock intensity and crank angle of knock onset for the knocking cycles.
As an example Figure 6 shows these values plotted as a function of spark advance for stoichiometric fuel-air mixtures of pure gasoline, M50 and pure methanol. It can be seen that as the methanol ratio in the fuel rises from zero to 100% (while the lambda value and throttle position remain constant) the knock ratio exceeds the 10% threshold at more advanced spark timing. Knock intensities also rise as a function of spark advance and knock onset occurs earlier in the cycle for higher methanol fraction because of the more advanced spark timing.
For reference, the standard deviations of knock intensity and knock onset position have been added to the plots. As can be seen, the knock intensity is particularly cycle dependent. Increasing the number of logged cycles might help to reduce its standard deviation. The uncertainty in knock onset time is in the range of 1.5-2.5 °ca for most the cases, which is about the order of magnitude of variations due to knock onset position, pressure transducer position and the speed of sound [31] . in order to assess its predictive performance.
SIMULATION RESULTS
Model setup
To simulate the conditions as measured on the CFR engine, an engine model was built focusing on the cylinder: -The measured intake and exhaust runner temperature and pressure traces were used as boundary conditions. This reduces the uncertainty on in-cylinder mixture conditions compared to calculating this information from a gas dynamics model of the complete intake and exhaust geometry.
-The intake mixture was completely evaporated methanol/gasoline-air with the measured lambda value.
-The residual gas content followed from the simulation.
-The heat transfer was calculated using the model of Woschni and the unburned mixture was treated as a single zone.
-The temperatures of burned and unburned mixture were calculated based on conservation of mass and energy, as explained in [33] .
-In order to obtain the same in-cylinder pressure as measured on the engine, the applied burn rates were those resulting from a heat release rate analysis of the measured pressure trace that best corresponded to the average cylinder pressure trace (average of 100 cycles).
The Woschni calibration constant for compression and expansion were chosen for best correspondence between measured and simulated cylinder pressure traces during compression and expansion. The Woschni coefficient during combustion was chosen by ensuring the energy balance between the injected fuel energy and released heat. As a result, the effects of evaporating fuel, the effects of blowby, crevice mass and incomplete combustion will be lumped into this parameter. All Woschni coefficients were kept the same for all simulated cases. The knock prediction model was calibrated by multiplying the knock ignition delay correlation with a factor in order to get autoignition onset exactly at the measured crank angle for a certain reference condition. In this study, this was done for stoichiometric operation at knock limited spark advance for both gasoline and methanol. The calibration factor for the ignition delay [13] . Another way of calibrating these correlations would be to artificially increase the unburned mixture temperature to represent hot spots in the unburned mixture [34] .
Knock limited spark advance
A crucial performance indicator of the knock prediction models is their ability to distinguish between knocking and non-knocking conditions and predict the knock limited spark advance (KLSA). In this work, the experimental KLSA is taken to be the least advanced spark timing at which the knock ratio is more than 10%. The simulated KLSA is the least advanced spark timing at which the knock integral exceeds 1 before the end of combustion. As the spark timing was experimentally varied in steps of 1 or 2 °ca, the uncertainty on the KLSA is at least 1 or 2 °ca.
In Figure 7 , the experimental and simulated values for KLSA are plotted as a function of the blend ratio. It can be seen that for stoichiometric, lean and rich mixtures, the experimental KLSA is more advanced than the simulated KLSA. The knock integral exceeds 1 before the end of combustion at less advanced spark timing than the experimental KLSA. This can also be seen in Figure 9 where the difference between the measured and simulated KLSA is plotted as a function of the blend ratio. To detect knock, the oscillations resulting from the autoignition of the unburned air-fuel mixture have to be detectable. As mentioned by Richard et al. [35] , the influence of the cylinder volume at the instant of knock occurrence could be important. The oscillations are less intense the further knock occurs from top dead center. Secondly, the amount of unburned mixture at the time of autoignition might have an influence on the knock intensity [13] . As a result, it could happen that the conditions for autoignition are met but there is no detection of knock because the knock onset is too far from the top dead center or the unburned mixture mass at knock onset is too small. Therefore, a second condition was used in this study to Where m frac,u is the simulated unburned mass fraction and θ KO is the simulated crank angle at knock onset. In this study, the unburned mass fraction was used and not the total amount of unburned mixture because the differences in volumetric efficiencies are very small. For load variations with significantly different volumetric efficiencies, the total amount of unburned mixture instead of the unburned mixture fraction might be important. With the measurement done for this study, the influence of engine speed could not be investigated, as well as the influence of the compression ratio. Both properties will have an influence and should probably be included in the additional condition for knock detection.
In Figure 8 and Figure 9 , the results can be seen with the additional condition. The simulated KLSA is now closer to the experimental KLSA, especially for the stoichiometric and lean mixtures.
Knock integral at the experimental Knock Onset
Another indication of the model's performance is the value of the knock integral at the experimental knock onset. In Figure 10 , the value of knock integral can be seen at the experimental knock onset for gasoline, M50 and pure methanol. Only the measurements for which the knock ratio is more than 10% are shown. It can be seen that with more advanced spark timing the knock integral at knock onset increases for most cases. This increase is stronger for pure methanol than for pure gasoline. This is probably due to the fact that the ignition timing is very different for the measurements on methanol compared to gasoline while the Woschni coefficients of the heat transfer model were kept the same for all simulated cases. The increase of the value of the knock integral with more advanced spark timing is also probably due to an underestimated heat transfer by the Woschni model during knock [36] . Heat flux measurements could help to investigate this problem.
Heat flux measurements will be part of future research in order to investigate both the evaporative cooling effect and the wall heat transfer. The same measurement techniques can be used as in [28] .
Knock intensity
The problem of knock is that it induces damage. The higher the knock intensity, the higher the probability of knock induced damage. As a result, the knock intensity is an important parameter for the design and calibration of the engine. A possible equation for knock intensity was proposed by Bougrine et al. [3] .
Where K 1 is a calibration constant, K 2 is the maximum crank angle at which knock is still audible (set to 40 °ca ATDC), m frac,b is the burned mass fraction and θ KO is the crank angle of knock onset. In Figure 11 
Where θ KO,KLSA is the crank angle of knock onset at KLSA, θ KO is the crank angle of knock onset for the current spark timing and θ knock is the crank angle of knock onset which would be the worst for the intensity of the knock if knock onset was to occur at that crank angle (set to -10 °ca ATDC). The number '2' is entered into the equation to make sure that the knock intensity is not equal to zero at KLSA and this can be interpreted as the knock intensity being zero when the spark advance is retarded with 2° ca at KLSA.
The results are plotted on the same figures ( Figure 10 (marked with Sileghem) were also rescaled in order to have the same knock intensity as gasoline at KLSA as was derived from the knock detection algorithm. As can be seen on the Figure 10, there is a better agreement with the experimental trends. This should however be further investigated for load and engine speed sweeps.
Knock onset crank angle
A last test of the knock prediction models is their ability to reproduce the correct crank angle of knock onset (q ). Although this quantity is not of direct use to engine designers, it has an effect on the knock intensity. Figures 12, 13 and 14 show the experimental and simulated crank angle of knock onset for a spark timing sweep. In Figure 12 , the results are shown for stoichiometric operation, in Figure 13 for lean operation and in Figure 14 for rich operation. Almost all the knock onsets are predicted within the error margins of the experimental knock onset. A consistent trend for all cases is that the simulated knock onset advances faster with spark advance than the experimental knock onset. This could again be due to an underestimated heat transfer by the Woschni model during knock and heat flux measurements could help to investigate this issue. Figure 15 shows a comparison made between simulated results for stoichiometric, lean and rich operation on M50 where the energy fraction mixing rule together with the logarithmic value of the ignition delays is used as well as a mixing rule based on the volumetric fractions and real values of the ignition delay. This mixing rule generally underpredicts knock more than the energy fraction mixing rule with logarithmic values which could be expected looking at the ignition delay calculated with the volume fraction mixing rules in Figure 3 . As a result, for the lean mixtures, the simulated KLSA was 2 degrees earlier than the experimental KLSA. The simulated results for knock onset are still reasonable but the differences are larger and outside of the error bars, closer to less advanced spark timing (closer to KLSA).
CONCLUSIONS
In order to better understand and predict the knock behavior of alcohol blends, a mixing rule for the autoignition delay time of alcohol-gasoline blends was proposed. This energy-based mixing rule was used together with an autoignition delay time correlation of gasoline and an autoignition delay time correlation of methanol in a knock integral model that was implemented in a twozone engine code.
To validate the proposed model, knock occurrence was experimentally investigated on a CFR engine for four methanol-gasoline blends (gasoline, M50, M75 and M100).
Experimental metrics of knock included knock limited spark advance (KLSA), fraction of knocking cycles, knock onset timing and knock intensity based on signal energy of heat release rate oscillations.
The proposed correlation and knock integral approach performed satisfactorily despite the gross simplification associated with two-zone modeling (no hot spots, no cyclic variation). The experimental KLSA was more advanced than the simulated KLSA. The knock integral exceeded 1 before the end of combustion at less advanced spark timing than the experimental KLSA.
Therefore, a second condition was used in this study to identify knock based on unburned mass fraction and the crank angle at knock onset which gave better agreement. Secondly, the agreement between the simulated knock intensity and the experimental knock intensity was better if the crank angle of knock onset at KLSA was taken into account as this reflects the necessary conditions for autoignition of the fuel which are influenced by temperature and pressure. Finally, the model was able to predict almost all the knock onsets within the error margins of the experimental knock onset.
Further model improvement should focus on better capturing the effects of evaporation cooling and wall heat transfer with heat flux measurements. This will be the subject of future work, together with validation of the current model at different operating conditions. Table 1 :
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