For the importance of protein subcellular localization in different branch of life science and drug discovery, researchers have focused their attentions on protein subcellular localization prediction. Effective representation of features from protein sequences plays most vital role in protein subcellular localization prediction specially in case of machine learning technique. Single feature representation like pseudo amino acid composition (PseAAC), physiochemical property model (PPM), amino acid index distribution (AAID) contains insufficient information from protein sequences. To deal with such problem, we have proposed two feature fusion representations AAIDPAAC and PPMPAAC to work with Support Vector Machine classifier, which fused PseAAC with PPM and AAID accordingly. We have evaluated performance for both single and fused feature representation of Gram-negative bacterial dataset. We have got at least 3% more actual accuracy by AAIDPAAC and 2% more locative accuracy by PPMPAAC than single feature representation.
Introduction
Knowledge of protein's subcellular localization plays an important role in its function prediction, helps to understand its role in biological processes, identification of drug targets and genome annotation. Not only these, but also there are many biological implication of localization prediction. Because of the vital roles of protein's location, subcellular localization prediction becomes one of the key tasks in molecular research. Traditional biochemical experiments for protein subcellular localization prediction are expensive and face uncertain time boundary to meet the research demands. Additionally, in the post-genomic era, an exponentially growing number of protein sequences are available for the large-scale proteome projects. As a result, computational methods are required as alternative choice to predict protein subcellular localization automatically and accurately.
The main concern of developing computational method for subcellular localization prediction is to collect information from protein sequence as much as possible to construct informative features. The selection of enrich feature is vital for any classification system. Informative feature representations provide abundant discriminant information to improve prediction accuracy [1] . Up to now numerous predictors have been developed for identifying subcellular localization of proteins with different features which can deal with single-location and multilocation proteins. Cai et al. have used well known representation amino acid composition (AAC) in which feature vector has been constructed by calculating occurrence frequency of 20 native amino acid residues [2] . Park and Kanehisa have proposed to apply SVM classifier onto five features based on amino acid compositions, amino acid pair compositions and gapped amino acid compositions [3] . 400 dimension vector called Dipeptide composition (DC) has been used for protein subcellular localization prediction where each value of vector represents the occurrence of 2 consecutive residues from protein sequence string [4] . PseudoAmino Acid Composition (PseAAC) feature has included not only protein sequence composition but also its order information to predict subcellular location [5] [6] [7] . Li et al. have improved the prediction accuracy by combining Gene Ontology (GO) annotations and Amphiphilic pseudo amino acid composition (APseAAC) [8] . A number of classifiers were developed based on Gene Ontology Annotation [8] [9] [10] [11] . Xumi et al. have used fusion feature extraction methods based on pseudo amino acid composition (PseAAC), physiochemical property model (PPM), amino acid index distribution (AAID) and N-terminal signal to improve the accuracy [12] . S. Wang and S. Liu have proposed two fusion feature representations by integrating PSSM with DipC and PseAAC, respectively as features and KNN as classifier to predict sub-nuclear location of protein [1] .
With informative feature representation researchers also used different machine learning approaches as classifiers like K nearest neighbour (KNN) [1] , multi-label K nearest neighbour (ML-KNN) [12] , artificial neural network [2] , fuzzy-K nearest neighbour (Fuzzy-KNN) [4] , support vector machine (SVM) [3, 9, 13] .
We have found that, classifiers with single feature representations failed to show significant accuracy. Other researchers, mentioned above also found the similar trend. A closer look at the single feature representations reveal that they contain insufficient discrimination information of protein sequence like as Amino Acid Composition (AAC) feature [1] , which leads to classifier confusion and thus worse performance. For constructing informative representation of feature, in our paper, we have proposed two effective feature fusion representations by combining two single feature representations respectively and then apply SVM classifier as a predictor. Though, theoretically, all classification approaches will suffer for insufficiency of information in feature representation, but SVM like classifier expose it more evidently. Moreover, SVM not only provides unique and global solution but also gives potential solution to subcellular localization prediction [3, 9, 13, 21] . At first, we find out Pseudo-Amino Acid Composition (PseAAC), Physicochemical Properties Model (PPM) and amino acid index distribution (AAID) feature representation from protein sequence and then fused both PseAAC and AAID to form a new representation AAIDPAAC and also take account both PPM and PseAAC to construct another representation PPMPAAC. SVM classifier has applied on all of the single and fused features. We have observed that the actual accuracy and locative accuracy of feature fusion representation is greater than single feature representation.
Dataset and Feature Extraction Methods

Dataset
In this paper, we have used Gram-negative bacterial dataset [13, 14] because of its importance in drug discovery. Proteins of this dataset have ≤ 25% pairwise sequence similarity to any other proteins in a same subcellular location. This dataset contains 1,392 unique proteins and 1,456 total proteins with 8 different subcellular locations. We have only considered protein sequences with 20 standard amino acids and excluded sequences containing B, Z, X, J symbols because of their ambiguity [15] . After pre-processing this dataset, we have got the following statistics: 
Feature Extraction Methods
Features are extracted from protein sequences. Protein sequences are expressed by the 20 native amino acid residues: P = (p 1 , p 2 , ……….. , p N ), where pi ϵ A and A = 20 amino acids. Initially, for feature extraction, we have used PseAAC, PPM, AAID schemes.
Pseudo-Amino Acid Composition (PseAAC)
Pseudo-Amino Acid Composition [12, 16] feature extraction method not only based on sequence composition but also its sequence order information. The feature vector is expressed as:
Here, first 20 components represent the occurrence frequency of one of the 20 native amino acid and rest of the components represents the protein position information.
The sequence order -correlation factor of each residue in protein P is defined as:
Here, if the value of is 1 then is defined as first-tier correlation factor which reflects the sequence order correlation between all the most contiguous residues along a protein chain. If =2 then the second-tier correlation factor reflects the sequence order correlation between all the second most contiguous residues. Again for =3, the third-tier correlation factor that reflects the sequence order correlation between all the 3 rd most contiguous residues and so forth. 
Here，S 1 , S 2 and T are the value of normalized hydrophobicity, hydrophilicity and the side chain mass for amino acid residues. P i and P i+η are i th and (i+ ) th amino acid residue respectively.
If the correlation factor is calculated then PseAAC feature vector can be represented as:
Where, weight factor , f i is the occurrence frequency of the residues in this protein sequence. The value of η is L min -1, where L min is the length of the shortest protein sequence in the dataset.
Physicochemical Properties Model (PPM)
In Physicochemical Properties Model, amino acid residues in all proteins are divided into neutral, hydrophobic and polar groups according to their seven physicochemical properties. The seven physicochemical properties are hydrophobicity, normalized Vander Waals volume, polarity, polarizability, charge, secondary structures and solvent accessibility.
According to the seven properties of amino acids residues, compute occurrence frequency of the residues manifested as polar, neutral and hydrophobic in a protein sequence. The calculation formula is [12] :
Where, i =1, 2, … , 7 (seven properties), is the frequency of amino acid characterized by polar / neutral / hydrophobic.
represents the total number of polar / neutral / hydrophobic characters present in protein sequence. N is the length of the protein sequences.
However, according to this feature extraction model, it creates 21 dimension feature vector for each protein sequence. The distribution situation of amino acids properties are showed in Table 2 . 
Amino Acid Index Distribution (AAID)
Amino Acid Index Distribution (AAID) [12, 17] considers the physicochemical value and order of amino acids appeared in the protein sequence to express the protein sequence. In this kind of model, the feature vector of the protein sequence can be represented by the following formula:
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The following 20 dimension feature vectors is 2-order centre distance information, it does not only includes the statistical information and physicochemical values, but also contains position information. The formula is as follows:
∑ ( )
where, is the total number of amino acid appearing in the protein sequence P, is the j th position of the amino acid in the sequence, and is the mean of the position of amino acid . Now feature contains the physicochemical information, statistical information and the sequence-order information of amino acids , but it still does not distinguish the protein pairs in some cases. To solve this problem, the 3 rd order centre distance of amino acid was introduced, which is defined as
The 3 rd order centre distance information is almost same as 2 nd order centre distance except the order number. In this paper, we used the first 40 dimension vectors.
Implementation
Firstly we have introduced two feature fusion representation and then the classifier which is used to predict subcellular localization. The procedure of protein subcellular localization prediction is shown by the following Figure 2 : 
Feature Fusion
Whereas AAID as well as PPM reflect information about physicochemical property attributes of protein sequence, on the other side, PseAAC feature representation takes into account both sequence order and length information about sequence which are not presented by AAID and PPM. As a result, based on the concept of combining sequence related information with physicochemical property for getting rich feature without redundancy we apply feature fusion techniques to produce AAIDPAAC and PPMPAAC by combining PseAAC with AAID and PPM respectively.
To produce fused feature sets we use parallel feature fusion strategy which is formed complex feature vector. Let consider two different feature vectors A and B of same sample ξ with m and n dimension accordingly. If the dimension of two feature vector is same then no problem is occurred. Only, Complex vector λ= A+iB (i is an imaginary unit) is used to represent the combination of A and B and is named parallel combined feature of ξ [18] . The dimension of parallel fused representation max{dimension of A; dimension of B}. Both A and B belongs to feature space and but parallel combined feature space is a unitary space because of the imaginary part. In unitary space, the measurement (norm) can be introduced as follows [18] :
Where, Z = (a 1 + ib 1 , a 2 + ib 2 ,…, a n + ib n )
T Following this procedure we develop two fused feature vectors AAIDPAAC and PPMPAAC.
Support Vector Machine (SVM)
In this work, we use one-against-rest based Support Vector Machine (SVM) in which decision about each subcellular location is taken separately. In this case, each location is transformed to two class labels, either +1 (support the location), or -1 (does not support the location). SVM tries to find the optimal hyper plane in the feature space with maximum margin between the two classes.
For each target protein P t , decision about j th location will be made by SVM as:
σ is the width of the function, α i is the lagrange multipliers.
The subcellular location of target protein P t will be predicted as:
, then the number of subcellular locations is set to one and the location is given by:
where, f j is the functional value returned by each SVM classifier. This idea of avoiding zero prediction is adapted from Wan et al. work [9] .
Result and Discussion
In statistical prediction, two of the most crucial issues are what metrics should be used and what kind of test strategy should be followed. For test strategy selection, we adopt the technique used in [19, 20] , and that technique was also followed by other researchers, mentioned in the both works.
Metrics in Multi-label Systems
In biological context, a protein may exist in more than one location, so, our prediction problem is a multi-label problem. To evaluate the anticipated performance, here we adopted two well defined and widely used metrics from the work [9] : actual accuracy and locative accuracy.
Actual accuracy (AA) is defined as the exact match of classifier's predicted labels with the actual labels of a target protein.
L(P i ) represents true label set for i th protein M(P i ) represents predicted label set for i th protein is total number of unique proteins
On the other hand, if the predicted label M(P i ) of target protein P i matches with any label of the true label set L(P i ) then the accuracy is considered as Locative Accuracy. It can be defined as-is total number of locative proteins
Cross-Validation and Success Rate
In most of the statistical prediction problem, for examining the predictor's strength, independent dataset test, K-fold cross validation and jackknife test are widely used. As mentioned in both [19, 20] , only the jackknife test always provide a unique result for a given benchmark dataset but the computational cost is very high compared to the other techniques.
In this study, however, to reduce the computational cost, we adopted the 8-fold crossvalidation method, as done by many researchers with support vector machine. In this case, in each pass, seven portions were used as training data, remaining set was used as test data and this process repeats until all the proteins goes to test set. 8-fold was selected as there are only 8 proteins at nucleoid location and more than 8 proteins in other locations in our Gram-negative bacterial dataset. We have ensured that each fold contains at least one protein sequence of each class.
As SVM with RBF kernel was our prediction engine and parameter selection may bias the predictor hence, we need to select optimal combination of γ and regularization coefficient c for obtaining highest accuracy. For achieving better accuracy, we select the parameters from γ = {2 Here, the experimental result of single features and fused feature sets is given bellow: It can be seen from the following graph Figure 4 that the best actual accuracy 68.7% is achieved by AAIDPAAC which is 3.5%, 7% and 3% greater than PseAAC, PPM and AAID respectively. AAIDPAAC as the fuse form of AAID and PseAAC feature representation has achieved this best performance for γ = 2 -6 , c= 2 0 . The second highest actual accuracy 67.99% is also achieved by feature fusion representation PPMPAAC. In the following Figure 5 , we observe that best locative accuracy 71.05% is achieved by PPMPAAC which is also a feature fusion representation. The locative accuracy of PPMPAAC is 2.5%, 2.2% and 2% heigher than PseAAC, PPM and AAID respectively. The feature fusion representations perform better actual and locative accuracy than single features as illustrated in Figure 4 and Figure 5 .
Conclusion
In this paper, we present an approach to improve the accuracy for protein subcellular localization prediction. In protein subcellular localization prediction using machine learning technique, informative feature extraction methods from protein sequence mostly affect the performance. If inappropriate, noisy and less informative feature extraction methods are selected for classification then the accuracy is decreased instead of increasing. In this paper, we have used SVM, one of the widely used machine learning techniques with five distinct features for subcellular localization prediction. Among them, three is single feature representations and two is feature fusion representations. From the result, we have seen that feature fusion representation performs better than single features. In this paper, we have evaluated the performance on Gram negative bacterial dataset. The actual and locative accuracy using fusion representation such as AAIDPAAC and PPMPAAC are at least 3% and 2% higher respectively in comparison to single feature representation. Nevertheless, still it is a challenge to achieve higher accuracy by using more efficient methods and it is the important part of our future work.
