Abstract. By the calculation of the gap of the consecutive eigenvalues of S n with standard metric, using the Weyl's asymptotic formula, we know the order of the upper bound of this gap is k 1 n . We conjecture that this order is also right for general Dirichlet problem of the Laplace operator, which is optimal if this conjecture holds, obviously. In this paper, using new method, we solve this conjecture in the Euclidean space case intrinsically. We think our method is valid for the case of general Riemannian manifolds and give some examples directly.
introduction
Let Ω be a bounded domain in an n-dimensional complete Riemannian manifold M with boundary (possible empty). Then the Dirichlet eigenvalue problem of Laplacian on Ω is given by ∆u = − λu, in Ω, u =0, on ∂Ω,
where ∆ is Laplaican on M. It is well known that the spectrum of (1.1) has the real and purely discrete eigenvalues 0 < λ 1 < λ 2 ≤ λ 3 ≤ · · · ր ∞, (1.2) where each λ i has finite multiplicity which is repeated according to its multiplicity. The corresponding orthonormal basis of real eigenfunctions will be denoted {u j } ∞ j=1 . We go forward under the assumption that L 2 (Ω) represents the real Hilbert space of real-valued L 2 functions on Ω. We put λ 0 = 0 if ∂Ω = ∅.
An important aspect of estimating higher eigenvalues is to obtain as precise as possible the estimate of gaps of consecutive eigenvalues of (1.1). In this regard, we will review some important results on the estimates of eigenvalue problem (1.1).
For the upper bound of the gap of consecutive eigenvalues of (1.1), when Ω is a bounded domain in an 2-dimensional Euclidean space R 2 , in 1956, Payne, Pólya and Weinberger (cf. [29] and [30] ) proved
C. J. Thompson [34] , in 1969, extended (1.3) to n-dimensional case and obtained
Hile and Protter [25] improved (1.4) to
Yang (cf. [37] and more recently [18] ) has obtained a sharp inequality
From (1.6), one can infer
The inequalities (1.6) and (1.7) are called Yang's first inequality and second inequality, respectively (cf. [8, 9, 7, 23] ). Also we note that Ashbaugh and Benguria gave an optimal estimate for k = 1 (cf. [2, 3, 4] ). From the Chebyshev's inequality, it is easy to prove the following relations (1.6) =⇒ (1.7) =⇒ (1.5) =⇒ (1.4). From (1.6), Cheng and Yang [16] obtained
Cheng and Yang [18] , using their recursive formula, obtained
where C 0 (n) ≤ 1 + 4 n is a constant (see Cheng and Yang's paper [18] ). From the Weyl's asymptotic formula (cf. [35] ), we know that the upper bound (1.9) of Cheng and Yang is best possible in the meaning of the order on k.
For a complete Riemannian manifold M, from the Nash's theorem [26] , there exists an isometric immersion
where R N is Euclidean space. The mean curvature of the immersion ψ is denoted by H and |H| denotes its norm. Define Φ = {ψ |ψ is an isometric immersion from M into Euclidean space}.
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When Ω is a bounded domain of a complete Riemannian manifold M, isometrically immersed into a Euclidean space R N , Cheng and the first author [14] (cf. [20, 24] )obtained
where
Using the recursive formula in Cheng and Yang [18] , Cheng and the first author in [14] also deduced
where H 2 0 , C 0 (n) are given by (1.11) and (1.9) respectively. From (1.10), we can get the gaps of the consecutive eigenvalues of Laplacian
When Ω is an n-dimensional compact homogeneous Riemannian manifold, a compact minimal submanifold without boundary and a connected bounded domain in the standard unit sphere S N (1), and a connected bounded domain and a compact complex hypersurface without boundary of the complex projective space CP n (4) with holomorphic sectional curvature 4, many mathematicians have sutudied the universal inequalities for eigenvalues and the difference of the consecutive eigenvalues (cf. [16, 17, 19, 21, 22, 23, 28, 38, 27, 33] ). Remark 1.2. Another problem is the lower bound of the gap of the first two eigenvalues. In general, there exists the famous fundamental gap conjecture for the Dirichlet eigenvalue problem of the Schrödinger operator(cf. [11, 1, 39, 32, 40] and the references therein). The fundamental gap conjecture was solved by B. Andrews and J. Clutterbuck in [10] .
From (1.8) and (1.13), it is not difficult to see that both Yang's estimate for the gap of consecutive eigenvalues of (1.1) implicited in [37] and the estimate from [14] are on the order of k 3 2n . However, by the calculation of the gap of the consecutive eigenvalues of S n with standard metric, using the Weyl's asymptotic formula, we know the order of the upper bound of this gap is k 1 n . Hence we conjecture that Conjecture 1.1. Let Ω be a bounded domain in an n-dimensional complete Riemannian manifold M.For the Dirichlet problem (1.1), the upper bound for the gap of consecutive eigenvalues of Laplacian should be
where C n,Ω is a constant dependent on Ω itself and the dimension n.
Remark 1.3. The famous Panye-Pólya-Weinberger conjecture(cf. [29, 30, 34, 5, 6] )claims that, when M = R n , for Dirichlet eigenvalue problem (1.1), one should have
where B n is the n-dimensional unit ball in R n , and j p,k is the k th positive zero of the Bessel function J p (t). From the Weyl's asymptotic formula and (1.15), we know that the order of the upper bounder of the consective eigenvalues of eigenvalue problem (1.1) is just k 2 n . This is why we make this conjecture.
In the following, the constant C n,Ω are allowed to be different in different cases.
When Ω is a bouded domain in R n , for the Dirichlet eigenvalue problem (1.1), we give the affirmative answer to the conjecture (1.14).
n be a bounded domain in Euclidean space R n and λ k be the k th eigenvalue of the Dirichlet eigenvalue problem (1.1). Then we have
We think our method of proving Theorem 1.1 will be valid for the case of n-dimensional complete Riemannian manifold. Here, we give some examples directly.
be a bounded domain in hyperbolic space H n (−1), and λ k be the k th eigenvalue of the Dirichlet eigenvalue problem (1.1). Then we have
where C n,Ω depends on Ω and the dimension n, given by In fact, by the comparison theorem for the distance function in Riemannian manifold, we have
where a ≥ b ≥ 0 are constants. Let λ k be the k th eigenvalue of the eigenvalue problem (1.1). Then we have
where C n,Ω depends on Ω and the dimension n, given by 
Therefore, one can get
.
proofs of main results
In this section, we will give the proof of Theorem 1.1. In order to prove our main results, we need the following key lemma Lemma 2.1. For the Dirichlet eigenvalue problem (1.1), let u k be the orthonormal eigenfunction corresponding to the k th eigenvalue λ k , i.e.
Then for any complex value function g ∈ C 3 (Ω) ∩ C 2 (Ω) and k, i ∈ Z + , k > i ≥ 1, we have
where ∇ denotes the gradient operator. Obviously,
Then, from the Stokes' theorem, we get
From the Stokes' theorem, we have
By the definition of a ij , b ij and (2.3), we obtain
Similarly, from the Stokes' theorem, (2.2) and (2.3), we have
From the Rayleigh-Ritz inequality (cf. [13] ) and (2.4), we have
From the Cauchy-Schwarz inequality, we have
Next, we will deduce the maxima of C(i) by using the Lagrange method of multipliers (cf. [12] ). For any sequence
we define the function,
where µ, λ are two real parameters.
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Assume {a ij } ∞ j=k+1 is the extreme point of ϕ. Then for any
Taking
in (2.7), we have
we have the two constraint conditions
(2.9)
Since there are two Lagrange multipliers and B(i) > 0, from (2.8) and (2.9), there exist r > l > k such that |a ir | · |a il | = 0, λ r > λ l , and |a ij | = 0, j = r, l. Hence, we have
where m r , m l are the multiplicity of the eigenvalues λ r and λ l , respectively. From (2.10), we have
From (2.6), we have
By the definition of A(i) and B(i), we have
From the range of the function
, (2.12), we have r = k + 2. From (2.13), we have l = k + 1. Therefore, we obtain
From (2.14), and the definition of A(i), B(i) and C(i), we have
which finishes the proof of Lemma 2.1.
Based on Lemma 2.1, we have Corollary 2.2. Under the assumption of Lemma 2.1, for any real value function f ∈ C 3 (Ω) ∩ C 2 (Ω), we have
(2.16)
From (2.17), we have 
(2.19) Furthermore, we have
Proof. From Corollary 2.2 and |∇f | 2 = 1, we have
By integration by parts, we have
Hence, we have
on both sides, we can get
which is the inequality (2.19).
From the Cauchy-Schwarz inequality and integration by parts, we obtain
Finally we have (2.20).
Proof of Theorem 1.1 . Let x 1 , x 2 , · · · , x n be the standard coordinate functions in R n . Since |∇x l | = 1, l = 1, · · · , n, we can use Lemma 2.3. Taking f = x l , l = 1, · · · , n, and i = 1 in (2.19) and then taking sum over l from 1 to n, we have
From Theorem 3.1 in [18] (see also (1.9)), from (2.22), we deduce
where C n,Ω = 4λ 1
, C 0 (n) is given by (1.9). Since k is arbitrary, this completes the proof of Theorem 1.1.
Although Corollary 1.2 can be deduced directly by taking a = b = 1 in Corollary 1.3, its proof is interesting independently. Here we give its proof for the upper half-plane model of hyperbolic space.
Proof of Corollary 1.2. For convenience, we will use the upper half-plane model of the hyperbolic space, that is,
with the standard metric
Taking r = log x n , we have
Since |∇r| = 1, ∆r = −(n − 1), taking f = r and i = 1 in (2.20), we have where C n,Ω is defined by (1.18) . Since this inequality holds for any k, we can deduce (1.17).
3. Proof of Corollary 1.3
Proof of Corollary 1.3. Assume that Ω is a bounded domain in an n-dimensional complete noncompact Riemannian manifold (M, g) with sectional curvature Sec satisfying −a 2 ≤ Sec ≤ −b 2 , where 0 ≤ b ≤ a are constants. For p / ∈ Ω fixed, define the distance function by ρ(x) = distance(x, p). From Proposition 2.2 in P.15 of [31] , and |∇ρ| = 1, we have ∇ρ · ∇(∆ρ) = −|Hess ρ| 2 − Ric(∇ρ, ∇ρ). Since n ≥ 3 and a 2 sinh 2 aρ
