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Abstract—With the rising penetration of distributed energy
resources, distribution system control and enabling techniques
such as state estimation have become essential to distribu-
tion system operation. However, traditional state estimation
techniques have difficulty coping with the low-observability
conditions often present on the distribution system due to
the paucity of sensors and heterogeneity of measurements. To
address these limitations, we propose a distribution system
state estimation algorithm that employs matrix completion
(a tool for estimating missing values in low-rank matrices)
augmented with noise-resilient power flow constraints. This
method operates under low-observability conditions where
standard least-squares-based methods cannot operate, and
flexibly incorporates any network quantities measured in the
field. We empirically evaluate our method on the IEEE 33- and
123-bus test systems, and find that it provides near-perfect state
estimation performance (within 1% mean absolute percent
error) across many low-observability data availability regimes.
I. INTRODUCTION
STATE estimation is one of the most critical inferencetasks in power systems. Classically, it entails estimating
voltage phasors at all buses in a network given some noisy
and/or bad data from the network [1]. Estimates are obtained
via the (generally non-linear) measurement model:
z = h(x) + , (1)
where z ∈ Cm is a vector of measurements, x ∈ Cn is a
vector of quantities to estimate (typically, voltage phasors),
h(·) is a vector of functions representing the system physics
(i.e., power-flow equations), and  is a vector of measure-
ment noise. The state-estimation task is then to estimate
x given z and some knowledge of h(·) (e.g., its Jacobian
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matrix). State estimation has been thoroughly addressed
in transmission networks, wherein system (1) is typically
overdetermined and fully observable: that is, (i) the number
of measurements m is at least the number of unknowns
n, and (ii) the Jacobian J ∈ Cm×n of h(·) is (pseudo)
invertible in the sense that (JTJ)−1 exists. As transmission
systems conventionally have redundant measurements that
satisfy the observability requirement, classical least-squares
estimators are applicable and can operate efficiently [2].
In contrast, the use of state estimation has historically
been limited in distribution networks [3]. Due to limited
availability of real-time measurements from Supervisory
Control and Data Acquisition (SCADA) systems, equa-
tion (1) is typically underdetermined (m < n), rendering
standard least-squares methods inapplicable. Accurate dis-
tribution system state estimation was also previously un-
necessary since distribution networks only delivered power
in one direction towards the customer, requiring minimal
distribution system control. This led industry to in practice
use only simple heuristics (e.g. based on simple load-
allocation rules [4], [5]) to roughly calculate power flow.
However, due to the increasing adoption of distributed
energy resources (DERs) at the edge of the network [6],
distribution system state estimation has become increasingly
important [7]. There is thus a large focus in the literature on
low-observability state estimation techniques. Many existing
methods attempt to improve system observability, e.g., by
optimizing the placement of additional system sensors [8]–
[10] or by deriving pseudo-measurements from existing
sensor data [11], [12]. Unfortunately, installation of ad-
ditional sensors may be expensive or slow, and pseudo-
measurements can introduce estimation errors [13] or be
extremely data-intensive to obtain [10], [11]. Other methods
seek to perform state estimation using neural networks,
without constructing an underlying system model [14].
While such machine learning methods can obtain accurate
estimation results, training these methods requires a signifi-
cant amount of historical data, which may not be available.
As such, there is a need for state estimation methods that
can exploit problem structure to perform state estimation at
current levels of data availability and observability.
In this paper, we propose a low-observability state esti-
mation algorithm based on matrix completion [15], a tool
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2for estimating missing values in low-rank matrices. We
apply this tool to state estimation for a given time step by
forming a structured data matrix whose rows correspond to
measurement locations, and whose columns correspond to
measurement types (e.g. voltage or power). While methods
such as [9] require collecting data over large time windows,
our approach enables “single shot” state estimation that
employs only data from a single time instance. Our approach
is closely related to recent works [16], [17] that use matrix
completion to estimate lost PMU data over a time series, but
while these works estimate missing quantities exclusively at
measurement points, we consider the problem of estimating
quantities even at non-measurement points where the quan-
tities to be estimated may have never been measured.
The main contributions of our paper are:
• A novel distribution system state estimation method
based on constrained matrix completion. By augment-
ing matrix completion with noise-resilient power flow
constraints, the proposed method can accurately esti-
mate voltage phasors under low-observability condi-
tions where standard (least-squares) methods cannot.
• A flexible framework for employing various types of
distribution system measurements into state estimation.
Whereas many works (e.g. [9], [12], [18]) require
specific measurements for estimation, our approach can
accommodate any quantities measured in the field.
• An empirical demonstration of the robustness of our
method to data availability and measurement loss.
The rest of the paper is organized as follows: Section II
introduces the concept of constrained matrix completion.
The proposed distribution system state estimation algorithm
is presented in Section III. Simulation results for the IEEE
33- and 123-bus test systems are presented in Section IV.
Section V concludes the paper.
II. MATRIX COMPLETION METHODS
We start by introducing constrained matrix completion, a
method that is central to our proposed approach.
A. Matrix Completion
Given an incomplete matrix that is assumed to be low-
rank, the matrix completion problem aims to determine
the unknown elements in this matrix. Formally, let M ∈
Rn1×n2 be a real-valued data matrix, Ψ ⊆ {1, . . . , n1} ×
{1, . . . , n2} describe the known elements in M , and MΨ ∈
Rn1×n2 denote the observation matrix, where (MΨ)j,k =
M j,k for (j, k) ∈ Ψ and 0 otherwise. Matrix completion can
then be formulated as a rank-minimization problem [15]:
minimize
X∈Rn1×n2
rank(X)
subject to XΨ = MΨ,
(2)
where the decision variable X estimates M . As the opti-
mization problem (2) is NP-hard due to the non-convexity of
the rank function, it is common to use a heuristic approach
that instead minimizes the nuclear norm of the matrix [15]:
minimize
X∈Rn1×n2
‖X‖∗
subject to XΨ = MΨ,
(3)
where ‖X‖∗ sums the singular values of X . Given a
sufficient number of randomly-sampled entries in MΨ
(depending on the matrix size and rank), problem (3) often
has a unique minimizerX that equalsM [15]. Additionally,
this problem can be solved efficiently [19]–[21].
Due to the nature of the equality constraint, formulation
(3) is highly susceptible to noise. To alleviate this problem,
[22] proposed an algorithm to handle noisy measurements.
The algorithm modifies the equality constraint in (3) to
‖XΨ −MΨ‖F ≤ δ, (4)
where ‖·‖F is the Frobenius norm and δ ≥ 0 is a parameter
that can be tuned based on the extent of measurement noise.
B. Constrained Matrix Completion
Now suppose that the values in the matrix M come from
some physical system (e.g., a power system). It is then
natural to extend formulation (3)/(4) to incorporate system
physics via the following constrained optimization problem:
minimize
X∈Rn1×n2
‖X‖∗
subject to ‖XΨ −MΨ‖F ≤ δ,
‖g(X)‖ ≤ β,
(5)
for δ, β ≥ 0, where g(·) is a vector of functions representing
system physics (e.g., power-flow equations). We note that:
• The additional constraint ‖g(X)‖ ≤ β incentivizes
low-rank solutions that respect the system physics.
• The choice of δ and β is problem dependent. These
parameters can be chosen based on the extent of
measurement noise, or the objective function can be
augmented with terms that try to minimize their values.
• If g(·) is nonlinear, (5) is non-convex and NP-hard.
III. LOW-OBSERVABILITY STATE ESTIMATION
We now present our low-observability distribution system
state estimation algorithm, which employs the constrained
matrix completion model (5). We describe our power system
model, possible formulations of M , and possible power
system constraints g(·) before showing our full formulation.
A. Power System Model
Let B denote the set of buses, where bus 1 is the slack bus
and the remaining |B| − 1 buses are PQ buses. Further, let
L ⊆ B×B denote the set of distribution lines. We describe
the nodal admittance matrix Y ∈ C|B|×|B| in block form as
Y =
[
Y11 ∈ C Y1L ∈ C1×(|B|−1)
YL1 ∈ C(|B|−1)×1 YLL ∈ C(|B|−1)×(|B|−1)
]
.
3Let v ∈ C|B| and s ∈ C|B| be the vectors of (partially un-
known) voltage phasors and net complex power injections,
respectively, at each bus. We denote the slack bus voltage
phasor and power injection as v1 and s1, respectively, and
similarly denote the vectors of non-slack bus voltages and
power injections as v−1 and s−1. Finally, let i ∈ C|L| be
the vector of (partially unknown) complex currents in each
branch, where ift is the current in line (f, t) ∈ L.
B. Data Matrix Formulation
The formulation of the data matrix M (and thus the
optimization variable X) can vary based on the particular
attributes of the problem setting, e.g. the kinds of measure-
ments available and problem scale. We present two possible
formulations here, one indexed by branches and one indexed
by buses. However, we emphasize that the proposed method
is not limited to using these matrix structures. The matrix
M can be flexibly structured to accommodate available
measurements, as long as these measurements are correlated
so that M is (approximately) low rank.
1) Branch Formulation: M can be structured such that
each row represents a power system branch and each column
represents a quantity relevant to that branch. This structure
allows us to take advantage of both bus- and branch-related
measurements. Specifically, for every line (f, t) ∈ L, the
corresponding row in the matrix M ∈ Rn1×n2 contains:
[ <(vf ), =(vf ), |vf |, <(sf ), =(sf ), <(vt),
=(vt), |vt|, <(st), =(st), <(ift), =(ift) ],
where n1 = |L| and we employ n2 = 12 quantities per row.
2) Bus Formulation: M can also be structured such that
each row represents a bus and each column represents a
quantity relevant to that bus. That is, for every bus b ∈ B,
the corresponding row in the matrix M ∈ Rn1×n2 contains:
[ <(vb), =(vb), |vb|, <(sb), =(sb)],
where n1 = |B| and we employ n2 = 5 quantities per
row. While this structure only employs bus-related measure-
ments, its advantage is that it yields small matrices that can
be used for efficient estimation on large-scale problems.
3) On the Low-rank Assumption: We note that the
complex power system quantities in both the bus and
branch formulations are approximately linearly correlated,
as implied by the fact that the power system equations
employing them can be expressed in (approximate) linear
form (see Section III-C). In other words, these data matrix
formulations should be approximately low-rank.
We observe empirically that this low-rank assumption
holds in practice. Fig. 1 shows the cumulative percentage
distribution of singular values for the IEEE 33-bus feeder
(using a branch formulation) and the IEEE 123-bus feeder
(using a bus formulation). In both cases, we see that a few
singular values comprise much of the singular value sum,
implying that these matrices are (approximately) low-rank.
C. Physical Power Flow Constraints
As described in Section II-B, we augment matrix comple-
tion with power system constraints to encourage physically
meaningful solutions. These constraints are linear to ensure
that problem (5) is convex. We describe the constraints we
use below, but note that constraints can be added, removed,
or modified depending on the types of measurements in M .
1) Duplication Constraint: Depending on the formula-
tion, some quantities may appear in more than one location
in M . For example, in our branch formulation, quantities
related to a given bus appear in multiple rows if the bus is in
multiple branches. We thus constrain equivalent quantities
in the matrix to be equal. Formally, let Λ contain all pairs
of indices of duplicated quantities in M . We require that
Xλ1 = Xλ2 , ∀ (λ1, λ2) ∈ Λ. (6)
2) Ohm’s Law Constraint: When M contains both bus-
and branch-related quantities (as in the branch formulation),
we can apply Ohm’s Law, defined as
(vf − vt)yft = ift, ∀ (f, t) ∈ L, (7)
where yft is the line admittance. However, using an exact
equality constraint may cause the matrix completion prob-
lem to become infeasible, e.g. due to measurement noise.
We thus employ a noise-resilient version of Ohm’s Law, i.e.,[−ξr,ft
−ξc,ft
]
≤
[< ((vf − vt)yft − ift)
= ((vf − vt)yft − ift)
]
≤
[
ξr,ft
ξc,ft
]
, (8)
where ξr,ft, ξc,ft ∈ R+ are respective error tolerances for
the real and complex parts of Ohm’s Law on line (f, t) ∈ L.
3) Linearized Power Flow Constraints: As the exact AC
power flow equations are non-linear, we employ Cartesian
linearizations of these equations. For non-slack voltages and
power injections, we employ approximations of the form
v−1 ≈ A
[<(s−1)
=(s−1)
]
+ w, (9a)
|v−1| ≈ C
[<(s−1)
=(s−1)
]
+ |w|. (9b)
For example, using the method proposed in [23], we can
let w = −v1Y−1LLYL1 ∈ C|B|−1 be the vector of non-
slack zero-load voltages and A, C ∈ C(|B|−1)×2(|B|−1) be
defined for some non-slack voltage estimates vˆ−1 as
A =
[
Y−1LLdiag(vˆ−1)
−1 −jY−1LLdiag(vˆ−1)−1
]
, (10a)
C = diag(|vˆ−1|)−1<
(
diag(|vˆ−1|)A
)
. (10b)
For our case, we let vˆ−1 = w. We note, however, that
other methods to obtain the linear approximations (9) (e.g.,
data-driven regression methods [24]) can also be leveraged.
To relate voltages with the power injection at the slack
bus, we employ the exact power flow equation
s1 = v1(Y11v1 +Y1Lv−1). (11)
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(a) IEEE 33-bus feeder (branch formulation). The largest singular value
(out of 12) comprises over 98% of the singular value sum.
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(b) IEEE 123-bus feeder (multi-phase bus formulation). The first 3 (out
of 5) largest singular values comprise 95% of the singular value sum.
Fig. 1: Cumulative percentage of matrix singular value sum for two test cases. Both matrices are approximately low-rank.
This equation is linear in voltages since v1 is known.
As in Section III-C2, we relax these constraints into
noise-resilient versions as
−τ r
−τ c
 ≤

<
(
v−1 −
(
A
[<(s−1)
=(s−1)
]
+ w
))
=
(
v−1 −
(
A
[<(s−1)
=(s−1)
]
+ w
))
 ≤
τ r
τ c
 , (12a)
−γ ≤ |v−1| −
(
C
[<(s−1)
=(s−1)
]
+ |w|
)
≤ γ, (12b)
[−αr
−αc
]
≤
[
<(s1 − (v1(Y11v1 +Y1Lv−1)) )
= (s1 − (v1(Y11v1 +Y1Lv−1)))
]
≤
[
αr
αc
]
, (12c)
where τ r, τ c,γ ∈ R|B|−1+ , αr, αc ∈ R+ are error toler-
ances, and inequalities are evaluated elementwise.
D. Full Problem Formulation
Given these power flow constraints, we collect our error
tolerances into the set T = {ξr, ξc, τ r, τ c,γ, αr, αc} and
form our constrained matrix completion problem (5) as
minimize
X∈Rn1×n2 , T
‖X‖∗ +
∑
t∈T
wt‖t‖ (13a)
subject to ‖XΨ −MΨ‖F ≤ δ, (13b)
(6), (8), (12a), (12b), (12c), (13c)
t ≥ 0, ∀t ∈ T , (13d)
where in this case we add each constraint tolerance t ∈ T to
the objective with an associated weight wt. Each weight is
chosen to reflect the relative importance of its constraint. For
a branch-formulated M , the above formulation can be used
as-is. For a bus-formulated M , equations (6) and (8) are
removed from the constraints (and their associated parame-
ters ξr, ξc are removed from T ) since M does not contain
duplicated quantities or branch current measurements.
Formulation (13) allows the matrix completion optimiza-
tion to explicitly trade off between the low-rank assumption
and fidelity to the power flow constraints, without requiring
tuning of each entry of each constraint tolerance vector. We
further observe that, since the objective is convex and all
constraints are linear in the entries of X , this formulation is
a convex optimization problem and can be solved efficiently.
E. Extension to the Multi-phase Setting
While for brevity we formally present only a single-
phase, balanced formulation, our approach can easily be
extended to the general multi-phase setting. Specifically, M
can be structured to include phase-wise quantities, and the
constraints presented in Section III-C can be replaced with
multi-phase versions (e.g. see [23], [25]). We empirically
illustrate the application of our method to a multi-phase
123-bus test case in Section IV-B.
IV. SIMULATION AND RESULTS
We demonstrate the performance of our matrix comple-
tion method on the IEEE 33-bus and 123-bus test cases.
We employ the branch-formulation of our algorithm on
the 33-bus feeder, and show that it performs well in low-
observability settings (where traditional state estimation
techniques cannot operate) as well as in full-observability
settings. We also evaluate our method on the multi-phase
123-bus feeder using a bus formulation matrix, demonstrat-
ing that our method scales robustly to larger systems.
A. 33-Bus System
We test our branch-formulated algorithm on a modified
version of the IEEE 33-bus test case with solar panels
added at buses 16, 23, and 31. On this system, voltage
magnitudes range from approximately 0.99-1.02 p.u., and
all angles (relative to the substation voltage angle) are close
to 0. We assume that voltage phasors are known only at the
slack bus, and must be estimated elsewhere. Non-voltage
phasor quantities (i.e. voltage magnitude, power injections,
and current flows) are assumed to be known exactly at the
feeder head, and are “potentially known” at other buses.
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Fig. 2: Performance on the 33-bus test case with 1% noise
and random sampling of data. (Each point represents 50
runs.) We achieve less than 1% voltage magnitude MAPE
and less than 0.23 degrees voltage angle MAE when 30%
or more of “potentially known” quantities are measured.
1) Randomly-sampled data: In one set of experiments,
we model data unavailability among “potentially known”
quantities via random sampling. That is, we randomly
choose sets of buses (ranging between 0-100% of buses)
at which all “potentially known” quantities are known, and
set these quantities to be unknown at all other buses. Results
under 1% Gaussian measurement noise are shown in Fig. 2.
In both cases, the mean absolute percent error (MAPE)
of our voltage magnitude estimates drops to below 3%
and the mean absolute error (MAE) of our voltage angle
estimates drops to below 0.29 degrees when 20% or more
measurements are known. (We report MAEs rather than
MAPEs for voltage angles since all angles are close to 0.)
When 30% or more of measurements are known, voltage
magnitude MAPEs are much less than 1%, and voltage
angle MAEs are less than 0.23 degrees. This result calibrates
well with guarantees for matrix completion performance
under random data removal [22]. In contrast, traditional
full-observability state estimation techniques cannot operate
on this system until 70% of “potentially known” quantities
are measured. At full observability, our method’s estimates
are competitive with those of a state-of-the-art weighted
least-squares (WLS) state estimation algorithm, with voltage
magnitude MAPEs and angle MAEs within 0.2% and 0.03
degrees, respectively, for our matrix completion algorithm
and within 0.5% and 0.008 degrees, respectively, for WLS.
2) Data-driven assumptions: In practice, data unavail-
ability is not uniformly random, but instead systematic and
correlated. For instance, a utility may only have certain
types of sensors at certain types of buses. We thus run
a second set of experiments where we classify the buses
into four categories: slack bus (1 bus), solar generators (3
buses), large loads (6 buses), and small loads (17 buses).
As before, all quantities are known exactly at the slack
bus. At solar PV generators, real power injections, reactive
power injections, and voltage magnitudes are potentially
known. At loads (large or small), real power injections are
potentially known. Since actual sensor availability may vary
between utilities, we model different scenarios in which
these groups of non-slack buses have real, pseudo-, or no
measurements. In the best case (when all three groups
of buses have some measurements), 23% of “potentially
known” quantities are measured. Thus, all our data-driven
scenarios are at low observability, and traditional full-
observability state estimation methods cannot be used.
The performance of our method on of these scenarios is
shown in Fig. 3, assuming measurements have 1% Gaussian
sensor noise and pseudomeasurements have 10% Gaussian
error. Our algorithm achieves less than 1% MAPE in
its magnitude estimates and less than 0.5 degrees MAE
in its angle estimates when accurate measurements are
available for solar generators and either measurements or
pseudomeasurements are available for loads. Results for a
representative run in this scenario are shown in Fig. 4. More
generally, our estimates (averaged across all runs) have at
most 10.2±0.2% voltage magnitude MAPE and 0.50±0.26
degrees voltage angle MAE in any scenario where solar
generators are measured, and at most 16.0±3.4% magnitude
MAPE and 3.3 ± 1.9 degrees angle MAE in any scenario
where solar generators have pseudomeasurements (where
angle errors are high in this latter case due to solar generator
measurement noise). If solar generator measurements are
unknown, magnitude MAPEs range from 57-73%, and angle
MAEs range from 2.7-30 degrees.
A potential alternative to using low-observability state
estimation techniques is to enable full-observability tech-
niques by deploying additional sensors. To model this
alternative, we randomly add AMI sensors (which collect
coarse-granularity load data, modeled as pseudomeasure-
ments) and “magnitude sensors” (which collect voltage and
current magnitudes) to our system until full observability
is achieved. We then compare our method to WLS on this
augmented system. Voltage phasor estimates for a represen-
tative run are shown in Fig. 5. In this case, both our matrix
completion algorithm and WLS quite accurately estimate
voltages, with voltage magnitude MAPEs and angle MAEs
within 0.6% and 0.53 degrees, respectively, for our matrix
completion algorithm and within 0.8% and 0.67 degrees,
respectively, for WLS. However, achieving full observability
required adding 28-63 sensors to the system (depending on
the baseline data availability scenario), which represents a
potentially high cost to the distribution utility.
Overall, our results on the 33-bus system demonstrate that
our matrix completion algorithm can provide accurate state
estimation performance in the low-observability case (where
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Fig. 3: Performance on the 33-bus test case with 1% noise over different data availability for solar, large load, and small
load buses (0 = not measured, P = some pseudomeasurements, M = some measurements; each point represents 50 runs.) Our
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Fig. 4: Representative voltage phasor estimates for the 33-
bus test case with 1% noise in the low-observability scenario
with solar, large loads, and small loads partially measured.
traditional state estimation techniques cannot operate), as
well as in the full-observability case.
B. 123-Bus Feeder
We next demonstrate that our matrix completion method
effectively scales to larger systems via experiments on the
IEEE 123-bus feeder. The 123-bus feeder is a multi-phase
unbalanced radial distribution system, in which buses are
single-, double-, or three-phase (with 263 phases in total.)
On this system, voltage magnitudes range from 0.95-1 p.u.,
and voltage angles are around 0 or ±120 degrees. We
employ a bus-formulation matrix for this test case, where
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Fig. 5: Representative estimates for the 33-bus test case with
1% noise and data-driven sampling at full observability.
each matrix row represents a phase at one bus. To validate
our approach, we use two hours of system voltage and
power injection data. This data was simulated at one-minute
resolution using power flow analysis with diversified load
and solar profiles created for each bus.
As in the previous section, we assume that voltage
phasors are known only at the slack bus (which here
has three phases) and must be estimated elsewhere. All
other measurements (i.e. voltage magnitudes and power
injections) are known at the slack bus and are “potentially
known” for non-slack system phases.
We first employ our algorithm at one point in the time
series during which solar injections are nonzero. In our
experiments, we vary the percentage of “potentially known”
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Fig. 6: Performance on the 123-bus test case for one time
step. (Each point represents 50 runs.) We achieve less
than 1% voltage magnitude MAPE when 10% or more of
“potentially known” quantities are measured. The voltage
angle MAE is always below 1.5 degrees at 1% measurement
noise, and below 1 degree at 0.2% measurement noise.
50 100 150 200 250
0.000
0.005
0.010
0.015
0.020
AE
 o
f V
ol
ta
ge
M
ag
ni
tu
de
 (p
.u
.)
50 100 150 200 250
Bus Number
0.0
0.5
1.0
1.5
2.0
AE
 o
f V
ol
ta
ge
An
gl
e 
(D
eg
re
es
)
Fig. 7: Performance on the 123-bus test case for a repre-
sentative run with 50% data availability and 1% noise.
quantities that are measured, and note that this system
exhibits low-observability if less than two-thirds of these
quantities are measured. Results for the cases of 0.2% and
1% measurement noise are shown in Fig. 6. We also show
representative results for one run under 1% measurement
noise and 50% measurement availability (which is in the
low-observability realm) in Fig. 7.
These results show that our algorithm estimates voltage
phasors with relatively high accuracy across all levels of
data availability. The MAPE of our voltage magnitude
estimates is less than 2.6% even when no “potentially
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Fig. 8: Time-series performance for the 123-bus test case
with 1% noise. Voltage magnitude MAPEs are at most 2.7%
with 30% of data, and at most 1% with 50% or 70% of data.
known” quantities are measured, and falls to less than
1% once 10% or more of these quantities are available.
Unsurprisingly, our voltage magnitude estimates are better
when measurement noise is lower. We do note, however,
that the MAPE is not equal to zero even when 100% of
measurements are available, since we use approximate linear
power flow equations as constraints in our formulation (13).
For voltage angle estimates, we again report MAEs rather
than MAPEs since the angles at some phases are close to
zero. For 1% measurement noise, we see that the MAE
is at most 1.75 degrees across all data availability levels,
which is small given that most voltage angles are around
±120 degrees. However, the accuracy of our angle estimates
does not decrease monotonically as more measurements
are added. This is because our algorithm directly estimates
the real and imaginary parts of voltage phasors; while
we estimate these quantities accurately, their errors are
not correlated (especially under large measurement noise),
leading to inaccuracies in their implied angle estimates.
At 0.2% measurement noise, the MAE for voltage angle
decreases as more measurements are available, dropping
below 1 degree even when no measurements are available.
To demonstrate the scalability of our method, we next
implement our matrix completion algorithm on the entire
two-hour time series. We model data availability by placing
sensors at fixed sets of buses comprising 30%, 50%, or 70%
of all buses (with larger sets of buses inclusive of smaller
sets). The MAPEs of our voltage magnitude estimates under
1% measurement noise are shown in Fig. 8. We find that
under 30% data availability, the MAPEs of these estimates
are within 1% for 80% of time steps, and within 1.5% for
99% of time steps, with a maximum MAPE of 2.7%. Under
50% and 70% data availability, the MAPEs of our voltage
magnitude estimates are within 1% across all points in the
time series. The MAEs of our voltage angle estimates at
each time step (not pictured) are similar to those in Fig. 6.
Finally, we demonstrate the robustness of our algorithm
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Fig. 9: Time-series performance for the 123-bus test case
with 1% noise when measurements are randomly lost. Our
magnitude estimates are relatively robust to data loss.
to dynamic measurement loss, which commonly occurs on
the distribution system due to failures such as packet drops
and equipment malfunctions. We model the baseline data
availability as being 50% (low-observability), and randomly
remove 20% of the available measurements at each point in
the two-hour time series. The MAPEs of our voltage mag-
nitude estimates under 1% measurement noise are shown
in Fig. 9. We find that in most cases, our estimates under
data loss are similar to the estimates without data loss, with
larger deviations in some cases when critical measurements
are lost. In all cases, the MAPEs of our voltage magnitude
estimates are less than 1.2%, demonstrating the robustness
of our algorithm to real-world operating conditions.
V. CONCLUSION
We present an algorithm for low-observability distribution
system voltage estimation based on constrained low-rank
matrix completion. This method can accurately estimate
voltage phasors under low-observability conditions where
standard state estimation methods cannot operate, and can
flexibly accommodate any distribution network measure-
ments available in the field. Our empirical evaluations of
this method demonstrate that it produces accurate and robust
voltage phasor estimates on the IEEE 33- and 123-bus test
systems under a variety of data availability conditions. As
such, we believe that our algorithm is a useful mechanism
for voltage estimation on modern distribution systems.
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