Abstract. In this paper we provide a new logical characterisation of stable models with partial functions that consists in a free-logic extension of Quantified Equilibrium Logic (QEL). In so-called "free" logics, terms may denote objects that are outside the domain of quantification, something that can be immediately used to capture partial functions. We show that this feature can be naturally accommodated in the monotonic basis of QEL (the logic of Quantified Here-and-There, QHT) by allowing variable quantification domains that depend on the world where the formula is being interpreted. The paper provides two main contributions: (i) a correspondence with Cabalar's semantics for stable models with partial functions; and (ii) a Gentzen system for free QHT, the monotonic basis of free QEL.
Introduction: Functions in ASP
Answer Set Programming (ASP) [21, 22, 5] constitutes nowadays one of the most popular paradigms for practical Knowledge Representation (KR) and problem solving, being regularly present in mainstream conferences on KR and Artificial Intelligence (AI). This popularity can be attributed not only to its practical applicability, with available state-of-the-art solvers 1 and an increasing number of applications, but also to its robust formal basis, relying on the stable model semantics for logic programs [15] . Although stable models were originally defined for propositional logic programs, their logical characterisation in terms of Equilibrium Logic [23] paved the way for their extension to more general syntactic classes. In particular, the first-order extension of this logic, Quantified Equilibrium Logic (QEL) [24] , allows the definition of stable models for any arbitrary first-order theory [13] and became a powerful theoretical tool for analysing fundamental properties such as strong equivalence [19] , safety [9] , interpolation [14] or synonymy [25] , being in this way a salient, successful case of Logics in AI.
The extension of stable models to an arbitrary first-order syntax has brought into focus a feature traditionally excluded from ASP: the treatment of functions. Although most ASP solvers are propositional, their input language allows the use of variables that, in an initial grounding phase, are replaced by their possible ground instantiations, under the assumption (inherited from logic programming) of an Herbrand domain. Due to grounding limitations, ASP has traditionally forbidden the use of functions because the simple introduction of one function symbol makes the Herbrand universe infinite. This distinctive difference between ASP and Prolog has been overcome with DLV-complex [11], a tool that allows the grounding of ASP programs with arbitrarily nested Herbrand functions that satisfy a given property of being finitely-ground [10] (although checking that property is undecidable).
Apart from Herbrand functions, a less explored possibility that has recently attracted attention is the use of evaluable functions in ASP. While an Herbrand function is expected to act as a syntactic constructor for defining objects in the universe, such as a tuple or a list, an evaluable function is expected to behave with its usual mathematical meaning, that is, as an operator 2 that returns a value, as, for instance, the standard arithmetic operations for integer numbers. Dealing with evaluable functions may have two main advantages. First, from the KR perspective, the use of nested functions usually allows a more compact and natural reading, avoiding the introduction of auxiliary variables that may become a potential source of error. To give an example, saying that X is a patrilineal great grandfather of Y could be naturally represented as X = f ather(f ather(f ather(Y ))) whereas in predicate notation, we would need a rule body of the form f ather (Y, Z) , father(Z, T ), father(T, X) whose meaning is not so easily recognisable at a first sight, apart from requiring two extra auxiliary variables. Second, evaluable functions can be computationally exploited both at the grounding phase, reducing the ground program size, and at the solving phase, avoiding an overload of constraints.
An immediate interpretation for evaluable functions in ASP was already provided by QEL, since this logic was not necessarily restricted to Herbrand functions. As shown in [20] , QEL semantics for evaluable functions 3 can be exploited for a more efficient grounding on scenarios with functional dependences, if we replace propositional ASP solvers by a CSP tool as a backend. Unfortunately, the other potential advantage of using functions, namely, their adequacy for a flexible KR, is not achieved by this approach. In particular, functions in QEL are somehow asymmetrical with respect to predicates, since they do not allow
