I. Introduction
The present paper is an extension in various directions of a paper by (4) f $n(x)Gn-x(x)dp = 0, f $"(x)G"(x)# = -, n = 0, 1, -• • . [November $n(x) = (x -c")$"_i(x) -A"4>"_2(x), n ^ 2, ($o(x) = 1, *i(*) = x -ci), ' ' ■> 2 Xn --ü> 0, Cn -On Sn-l. a-n-i
The zeros of <$m(x) are known to be real and distinct; they lie in (a, b) and will be denoted by (6) Xi,n(d\p) = %itK = X{, with a < xi < x2 < ■ ■ ■ < xn < b.
Using the points (6) as abscissas in the Lagrange interpolation formula (LIF) for a given function f(x) which is finite at every point of [a, b] and for which / f{x)dip exists,* we are led to a Gaussian formula of mechanical quadratures (GMQ formula) /(*)# -E Hi,4{Xi,n), HUn=-^--a t=l J a (.X -Xi,n)d>n {Xi,n) with the following properties: All "coefficients" Z7,-," are positive, namely, J a L(X -Xi,n)<t>n' (Xi,")J Formula (7) is exact for any polynomial of degree ^2n -1, i.e., /> ft n /(x)# = E Hi,nf{Xi,n) + 7vn(/), With A(G2n-l) = 0.
a i=l
The property (8.1) is of importance in connection with the convergence properties of (7), as shown by Fejer (loc. cit.) and as will be developed below. The question then naturally arises: does there exist, besides (6), some other choice of the points *<," which yields a mechanical quadratures formula (MQF) with positive coefficients? Fejer's answer is in the affirmative in the case where (a, b) is finite, d\[/=dx, and the abscissas xijTl are the zeros of the polynomial Pn{x) + APn_,{x) + 73Pn-2(x),
where P"(x) is the Legendre polynomial of degree n, A and B are real constants, with B 0, provided the zeros in question are real and distinct and belong to the (closed) interval [a, 6] .t * Throughout this paper integrals like flf{x)<H' are understood to be taken in the sense of Stieltjes.
f The various constants dealt with in this paper are assumed to be real, unless explicitly stated to the contrary.
Various properties of OP are essential for our discussion. The most important point is to show that under sufficiently general conditions the terms in our MQF corresponding to abscissas outside (a, b) do not affect the convergence properties for polynomials.
In connection with our main objective we make a general study of the zeros of w"(x). We also link the MQ formulae under consideration with the theory of algebraic continued fractions, and we show that the MQ formulae related to OP are a powerful tool in the general study of such polynomials. At the outset we give some properties of the coefficients and the abscissas of any MQF based on LIF, extending and generalizing results due to Stekloff.f II. Mechanical quadratures formulae based on Lagrange interpolation 1. Construction. Let/(x) be single-valued and finite at every point of a certain interval (a, b) (closed, if it is finite). Choose n distinct points (9) ci < c2 < • • • < cn, and construct the associated LIF " «»(x) " Un (x) f(x) « E ---f(Ci), f(x) = £ ---+ Pn(f), (10) i=l (x -d)cof id) i=l (X -Ci)Wn iCi)
con(x) = (x -ci)(x -c2) • • • (x -cn), p"(G"_i) = 0.
By integration, we obtain from (10) a Lagrangian MQF iLMQ formula) f W. Stekloff, Sur le Probleme de representation des fonctions ä l'aide de polynomes, du calcul approcM des integrales definies, du developpment de fonctions en series infinies suivant les polynomes et de V interpolation, considered au point de vue de Tchebycheff. Proceedings of the International Mathematical Congress, Toronto, 1924, vol. I, pp. 631-640. which may be spoken of as "generated" by the polynomial wn(x).* Assuming the existence of fj{x)dx, we have /(*)# -Ecyfa), Ci = --, , a i=l •» a (* -Ci)tö" (C;) (11.1) f /(*)# = £"(/) + Rn(f) , QnU) " E C</(Ci) ■
In particular
We call the points ct-"abscissas," the coefficients Cj "coefficients" (Cotes' numbers) of the MQF under consideration.
In dealing with sequences of MQ formulae corresponding to n = N, iV+1, • ■ • , we shall use the notations (9.1) Ci,", Ci,", i = 1, 2, ■ • ■ , n.
The following remark is important. If some of the abscissas fall outside the closed interval [a, b] ,f we may assign arbitrary finite values to the corresponding/^) in (11), for this evidently does not affect the value of fj(x)d\p, but only that of Rn(f) which, by definition, represents the difference JbJ(x)d4' -Qn(f). We agree, in case/(x) is not a polynomial, to let /(c.) =0, if d is outside
In other words,if f(x) is not a polynomial, the summation Qn{f) ^/.. Cif(ci) is extended over only such d as belong to [a, b] . When dealing with polynomials we keep all terms in the above summation in order not to destroy the important property Rn(Gn-i) =0. 2. Degree of precision of LMQ formulae. If the abscissas in (11) are so chosen that (12) Rn(Gq) = 0, but for one, at least, Gt+i(x), Rn(Gg+1) 5^0, then q is called "degree of precision" of our LMQ formula}: (Stekloff, loc. cit.). Here q may have any value from n -1, which corresponds to a random choice of abscissas, to 2n -1 * Pölya (Ueber die Konvergenz von Quadraturverfahren, Mathematische Zeitschrift, vol. 37 (1933), pp. 264-286) 
where the coefficients X,-are chosen according to a certain fixed rule, not necessarily connected with interpolation.
f If Ci^a (or Ci}zb), it will be assumed that a (or 6) is finite. t The expression "MQ formula" means here and hereafter a formula with n abscissas, where n is fixed, unless specified otherwise.
in GMQ formula (7). 2n -1 is the highest possible degree of precision, for Rn(G2") =0 leads to a contradiction, namely: C0"2(x)# = JZCiWn(Ci) = 0.
»=1
Theorem I. A necessary and sufficient condition that q = 2n -k be the degree of precision of LMQ formula (11) is that (13) f c%(*)G^(*)# = 0, J a which is equivalent to the statement that un(x) admits of the following representation
where the Af are arbitrary constants.
The first part is readily proved by integration, upon combining (4) with the relations
The second part is obvious. Observing that
we immediately obtain the following formula:
Theorem TL The polynomial
G9+i(x)# = + IZ CtGQ+1(Ci)-satisfies the orthgonality relation (13), with q = 2n -k, and changes sign in (a, b) at least n -k-\-\ times.
The first part is evident, while the second is easily proved by an argument well known in the theory of OP.
3. Signs of the coefficients; location of the abscissas. Denote by C< the positive among the coefficients C< in (11) and by C<" the remaining ones (negative or vanishing). Let cf, e{' be the corresponding abscissas, and P and N be the number of Cl and C< respectively.
Theorem
III. If q is the degree of precision of LMQ formula (11), then n^P^ [(q + 2)/2], so thatO^N^ [(2n-q-T)/2].
* By virtue of the recurrence relation (5), a polynomial of the form *n(x)+/,i(a;)*"_i(a;)+ • • • +Pv(x)Pn-v(x) (Pi(x)-polynomial of degree g i) can be written in the form (14).
j. shohat [November This result is due to Stekloff (loc. cit.) . It is readily established by applying our MQF to the polynomial G(3_d/2 (x) if q is odd, or to Gqn(x) if q is even. These polynomials vanish at all cl.
Further indications as to the location of the c,-and more particularly, of the cl and cl', are given in the following theorems.
Theorem IV. Let Dn(x) be a polynomial of degree n satisfying the orthogonality relation fbaDn(x)Gy(x)d\{/ = 0. If ip(x) is constant in {a, ß) c (a, b), then Dn(x) may change sign in (a, ß) at most n -v+d times, where 0=0 or 1, according as n is odd or even. It follows that in an LMQ formula, with degree of precision q, at most 2n -q-\-d abscissas may lie inside an interval of constancy of ip(x), where 6 = 0 or 1, according as 2n -q is odd or even.
If (a, ß) contains more than n -v + d points where Dn(x) changes sign, take any p = n -v + 9 + l of these, say ßj+1, ßj+2, ■ ■ ■ , ßj+u. We have, by hy-
Jm (,*-. ßi+0 ■ ■ ■ 0-ßO Jß which is impossible, both integrals on the right being >0. This is a generalization of a known property of OP (n -v = \), which is usually proved by means of Tchebycheff inequalities for the coefficients 77;," in (7), (see below, §11). The above proof (suggested by A. N. Milgram) is a simple application of the orthogonality property of Dn(x).
Theorem V. (i) If a certain cj' coincides with an end-point a or b, then there exists a cl >a or <b respectively, (ii) If 2v denotes the greatest integer contained in q -2N -\, then neither of the intervals (-°°, a], [6, ») may contain more than P -v -l of the cl .* To prove part (i), assume for definiteness cjl =a,n odd. By Theorem III, N -l^(w -3)/2, and we may construct a G(n-S)n{x) such that G("_3)/2(c/') = 0 at all cl', except for cj' =a. Moreover, q^n -\>n -2,
which shows that not all cl lie to the left of a.
To prove part (ii), note that q^2N+2v + \. Construct GN+,(x) such that GN+v(x) =0 at all cl' and at any v of the cl, say , at c»t', c,/, • ■ • , <:,■"'. Apply-* We necessarily have P-v-1^0, for x 5 (? -2A^-1)/2 S (2n -2 -2A0 /2 = n -A7 -1 = P -1.
ing our LMQ formula (11) to (x -a)G2N+Xx) and (b-x)G2N+"(x) we obtain Some special cases, (a) k = 1. Here q = 2n -\,n -k-\-\ = n, P = n, N = 0, and we have a GMQ formula. 08) *-2, i.e., (16) wn(x) = $"(x) +Ai^n_1(x), Ai ^ 0.
Here q = 2n-2, n-k + l=n-l, [k/2] = l, [(*-l)/2]=0, P = n, N = 0; all zeros are real and simple, with one, at most, :£ a or S; b, and all coefficients are positive.
(y) k = 3, i.e.,
Here at least n -2 zeros are real and lie between a and b. Assuming further that all zeros are real and simple, we get for the corresponding LMQ formula (17.1) q = 2n-3, P n-1, N ^ 1, so that one, at most, of the coefficients C< may become negative or vanish.
(8)* =4, i.e., 4. Second method for studying the coefficients and abscissas. We now proceed to study the c,-, d by another method which tells us more about the coefficients if we know more about the abscissas. Thus, the results previously obtained will be supplemented and extended.
Consider again an LMQ formula with degree of precision q = 2n -k. We change the previous notations and divide the abscissas into two groups as follows.^ = Si + 52 exterior abscissas : (21) *"(*; #i) sa $"(x; a, 6; #x), #i(x) = LT (*)#(*)•* Equation (13) can be rewritten as
J a * We recall that *n(x) stands for the OP with the highest coefficient unity, and <£"(*) stands for the normalized OP (see Introduction).
We get at once the previous result: q -n = n -k < v = n -s, i.e., s < 2n -q = k (for otherwise we obtain a contradiction by taking in (22) Gq-n{x) = ^{x)). Moreover, (22) leads to a new representation of co"(x) in terms of <£"(x; d\J/i) (supplementing (14)):
Upon rewriting (22) 
with degree of precision ql = q -s = 2v -ki,kx = k -s. Since qi ^ 2(« -s) -1, we see that (25) g £ 2* -* -1.
Hence, 2n-s -1 is the highest degree of precision attainable by the LMQ formula (11) having s preassigned exterior abscissas.
We proceed to establish relations between the coefficients of the two LMQ formulae (11) and (24). Applying (11), where co"(x) is now replaced by we get:
C<» 67 > 0, for all interior coefficients Cc».
Letting s be fixed, consider some special cases, (i) q attains its highest value, i.e., and similarly for the C(». But (M, p. 27)
where, by Darboux's formula,
We thus finally get the following formulae for the coefficients Cf in (11):
Interior coefficients :
Exterior coefficients :
(1 £ * S *; 1 5 j $ *2; = #/(* -a(i)), = -#)),
This leads to
Theorem VL Consider an LMQ formula with Si abscissas a(1)<a<2) < • • ■ <al*>) ^a and s2 abscissas bi'')>bl'>-1) > ■ • ■ >b(1)'^b, having the highest possible degree of precision q = 2n -s -\=2n -k, with $™Si-f-Sj, k = s+\. Then all interior coefficients are positive; the exterior coefficients alternate in sign, namely: sgn
Corollary. If q = 2n -k, with k = si+s2-r-l, JAew a// the coefficients are positive if and only if Si £ 1, s2 g 1.
(ii) q = 2n -s -2, i.e., q = 2n -k, with £ = s+2. Here again all interior coefficients are positive. In fact, k = 2, ffx = 2i> -2, $(*) = $"(x; #!) + Bi$r_2(x; d\px), * Cf. C. Winston, On mechanical quadratures formulae involving the classical orthogonal polynomials, Annals of Mathematics, vol. 35 (1934) , pp. 658-677.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use so that, by the preceding discussion, all C{, and hence, by (27), all Ca), are positive. We have pi) t-nw-fnt.))^}'*,
In particular, for s = 0,
so that for g = 2n -1, 2n -2, we have the same expression for C» (see (8.1)).
Apply now (15) to the polynomials IJ>) IR*)
Hence, ( -1)"j4*_i<0 implies that the C(i) alternate in sign; ( -l)*^4i_i>0 implies that the CU) alternate in sign.* (iii) q = 2n -k, with k = s+3, s+4. Here we may have no more than one negative or vanishing coefficient, as is seen from o < f n (*) -n^r-^V«4* = + ft«cwn fr(w).
where Ai, A2 are certain positive constants. Similarly we prove the more general result: if q = 2n -k, with k = s+r (r^l), then we may have no more than [(r -1)/2] negative or vanishing interior coefficients.
LMQ formulae, where all coefficients are positive, enjoy special important properties as was indicated by Fejer (loc. cit.). It seems proper to call such formulae 11MQ formulae of Fejer's type" (FMQ formulae). The following section is devoted to their discussion. * In particular, in case q=2n-4, Si = si= 1, A3>0 implies Cu>>0, and A3<0 impliesC&(i)>0. If C6(d<0 or CaXO, then respectively:
III. FMQ formulae 5. Existence; properties of the abscissas. Using the previously introduced *i, s2, s = Si+s2, we state the following results.
(a) o3"(x) = $n(x)+A$n-i(x), A arbitrary, always generates an FMQ formula (A = 0 yields a GMQ formula).
(ß) un(x) = $n(x)+Ai$n-1(x)+A2$n-2(x) (A2^0) generates an FMQ formula, if St = s2 = l or Si+S2 = l, ^42<0. It cannot generate such a formula if Si = 2 or s2 = 2 (here S!+s2^2).
(a) has been shown above; (ß) follows from the Corollary to Theorem VI and from (31), (32). It will be improved below.
The following result is important, since it deals with the A{ only.
Theorem VII. The polynomial
has, with any $n(x; a, b; dip), all zeros real and distinct. It generates an FMQ formula*
We already know that n -2 zeros are real and distinct and lie in (a, b). It thus remains to prove that no double or imaginary zero may occur. This is readily achieved by means of Darboux's formula n Kn(x, y,dip) = Kn(x, y) = zZ <Pi(x)<pi{y)
Rewrite (33):
Let w"(x) have a double zero £ or two conjugate imaginary zeros £, |. In the first case
whence, making use of (29),
In the second case we have * Cf. Fej6r (loc. cit., , where the last part of this theorem is established for the case in(x)=Pn(x)-Legendre polynomial.
and we can use (34) with the result 7f"_l(£, I)
The second part of Theorem VII is proved in precisely the same manner as in the special case considered by Fejer.
Corollary.
For the polynomial (33) we can have neither Si = 2, nor s2 = 2.
This follows from what was said in (ß) above.
The following simple example shows that if the condition ^42<0 is violated, the polynomial (33) may have a double zero. Take a = -1, b = 1 and a "symmetric" sequence of OP, i.e., a sequence for which all cn in (5) vanish.
The polynomial
has a double zero at the origin.
Still more can be said about the abscissas in case A2 = 0. We make use of the known property of OP by which (see (6)) (35) a < %\,n ^ XljTi_l ^ X2)n ^ %2,n-l ^ * * " ^ Xn_ltTl_l ^ Xn>n <I 0, and state Theorem VIII. The zeros ciin of the polynomial
wAere yli(^O) is aw arbitrary constant which may depend on n, are distributed as follows: In case A\>0, C\,n ^ Xl,n, Xlj7i_l *C Cl.n-1 ^ %2,n, , %n-l,n-l ^ ^n.n ^ XWin.
J» ease Ai <0,
The proof follows from the relationŝ
sgn {a>n(xi,")oj"(xi,"_i)} = -sgn {o)"(x",")oj"(x"_1,"_i) } -sgn^i, sgn {on(xi,")con(-°o)} = -sgn {co"(x",")oj"(-f-°o)} = -sgn^lj. In fact, for G[q/2] (x) with the above property we have
7. The convergence properties. Hereafter, the interval (a, b) is assumed to be finite. The case of an infinite interval will be treated elsewhere, but many of the results here obtained hold for an infinite interval as well.
We further assume to have given an infinite sequence of polynomials
with the following properties: (i) the zeros Ci,"<c2,"< • • • <cn,n of each wn are real and distinct; (ii) each co" generates an FMQ formula (11). In discussing the convergence of (11), i.e., the relation lim"^xRn(f) =0, we consider two cases.
Case I. All abscissas belong to [a, b] . Here we have Theorem X. The FMQ formula (11), with all abscissas in [a, b] , converges for any bounded fix) for which faf(x)d\p exists. This is a direct extension of an identical theorem of Fejer stated for the special case of the ordinary Riemann integral fbJ(x)dx* The present case requires more care, due to possible discontinuities of iK^O-t Lßt F denote the class of functions to which our FMQ formula can be applied. Thus, the statement f(x) cF implies that fj(x)dip exists and Letting here n-* <x> and observing that, by hypothesis,
we conclude that both lim sup"<00Q"(/) and lim inf "-."()"(/) lie between that fhfi,t(x)dt and fbf2,t(x)dip, each of which, tends to fbf(x)d\p, as e->0. It follows as w -^ oo and this proves our Lemma. In order to prove Theorem X, we observe that all polynomials belong to F. Since any continuous function f(x) can be approximated uniformly on [a, b] by polynomials, the above lemma shows that all continuous functions also belong to F. Now letf(x) be a step-function taking the constant value 1 in (a, ß) (a<a<ß<b) and the value zero elsewhere in [a, b] , where a and ß are points of continuity of ip(x). Let 8<b -a be such that a<a-8, ß + 8<b. Define two continuous functions fi,s(x), f2,s(x) as follows: Since a, ß are points of continuity of ip(x), the right4iand member tends to 0 as 5-4); hence, by the above lemma,/(x) cT^. It follows that any linear combination of a finite number of functions of the type of the above fix) belongs to F, and so does, therefore, any step-function with a finite number of steps, whose points of discontinuity in (a, 6) are points of continuity of yj/(x). (The values of such a function at its points of discontinuity may be chosen arbitrarily, since they do not affect the value of faf(x)d\l/.) Assume now that/(x) is any function for which fj{x)dip exists. This means that /► 6 n-1
Here x0 = a, xn = b, <x,-, and is taken arbitrarily in Since the set of points of continuity of \p(x) is dense in [a, b] , we may assume all interior points of subdivision Xi, x2, ■ ■ ■ , xn_x to be points of continuity of ip{x). A direct application of the lemma shows that/(x) cT*", and this completes the proof of our theorem.
Remark. For Ai=A2 = ■ ■ ■ =Ak-i = 0, the preceding proof shows the convergence of any GMQ formula (in a finite interval), without imposing any restriction on xf/(x).* * Stieltjes in his classical paper, Quelques recherches sur les quadratures dites mecaniques, Oeuvres, vol. I, pp. 377-394, has proved the convergence of the GMQ formula for the case d4/{x) = p{x)dx, f(i)ä0, with the restriction f%p(x)dx>0, a£a<ß^b. It was the desire to lift this restriction that prompted Stieltjes to introduce a new concept of integral which we now call the Stieltjes Integral. [November { > 1." (38) e >i.
Hence, Upon combining (39) and (41), we obtain a proof of our Lemma.
Remark. If we assume that the inequality |c<,"| = l+h holds for all abscissas outside ( -1, 1) (i.e., the number I in Theorem XI is zero), then the condition thati^(x) be continuous at x= +1 is unnecessary, as seen from (39). It is interesting to note that the same reasoning which yields the proof of Theorem X proves also the following Theorem XII. Let {\f>n(x)}, n = 1, 2, • • • , be a sequence of functions monotonic and uniformly bounded in the finite interval [a, b] , such that, as n-*<x>, * J. Shohat, On a general formula in the theory of Tchebycheff polynomials and its applications, these Transactions, vol. 29 (1927) , pp. 569-583; p. 575. The considerations therein employed for d\l/(x) = q{x)dx, apply, without modification, to the general d\j/(x).
t Kn (x) = 2^"i_1<t>i(x)(j>i (x)>0, x>xn,n, and <0, x<xi,", so that, as xincreases, Kn(x) increases for x>xn,n and decreases for x<x,,n-ipn(x) converges to a monotonic function \[/(x) over a set of points dense in [a, b] and containing a, b. Then /ib /* b /(*)#"(*) = I /(*)#(*) a <f a for any fix) for which fhJix)d^/n(x), fbJ(x)dipix) exist.
This constitutes an extension of the Helly-Bray Theorem,* where f(x) is assumed to be continuous, but, to compensate, >p(x), ypn(x) are functions of bounded variation. Returning to T^AfQ formulae, we observe that our convergence theorem evidently holds for complex functions of the real variable x, hence, also for the function l/(z -x), z being fixed as in (44). Thus, for the FMQ formula as described in Theorem X, with all abscissas on [-1, l], It is interesting to note that (47) has been obtained without further investigating the nature of \pn{x).
The application of the above considerations to GMQ formulae is especially interesting. Here <rn(z)/o)"(z) = Q"(z)/$n(z) is the (n+l)st convergent to the continued fraction (More generally, (49) shows the convergence, for any continuous f(x), of every LMQ formula, for which the sum Z"-i|Ci,"| is bounded, as n->«>.) For q = 2n -1, (51) gives the degree of convergence of the continued fraction (48) to f*d\p(x)/{z-x) for real z, outside [-1, l] .
If, in addition,/(x) has in [-1, l] derivatives of various orders, we may take in (49) for Gq(x) a properly chosen interpolation polynomial for/(x). Thus, with q = 2n -4, Si = s2 = l, Ci,"= -1, c"," = 1, choose Gq(x) so that G,(± 1)-/(± 1), Gi\d,%) =f'\ci,n), a = 0, l;i = 2, 3, ■■■ ,n-1.
Then, by virtue of (23),
where | £ | = 1 and di/i = (1 -x2)d\j/. 
,,, c1 *-(
and (59) gives an expression for the remainder of the GMQ formula in terms of the remainder of the associated continued fraction (48). Namely,
where, we recall, Qn(z)/$n(z) is the (« + l)st convergent to (48). In the general case of an FMQ formula with degree of precision q = 2n -k, we may substitute into (42) the expression (14) for w"(x), which gives, by (60) Formulae (56), (61) hold for any LMQ formula with all abscissas on [ -1,1], /(0 being analytic inside and on C. The above formulae show once more the close connection between the theory of mechanical quadratures and that of algebraic continued fractions. The latter enables us to estimate Rn(f) if an estimate is known for S"(t).
For real t we may proceed as follows. Formula (60) Note in passing that, by virtue of (a), (ß), we have here
at any point x not on [-1,1], which does not coincide with one of the zeros of the polynomial (68) 27(w) ■ w*-1 + hiWk~2 + • ■ • + ifc-i (w = {x + (x2 -l)1/2}/2).
We have
and the rational function F"(x) is analytic outside ( -1, 1); its zeros outside [-1,1] are zeros for a"(x), and vice versa, and its only singularities are poles in ( -1, 1) . The following asymptotic relations form the basis of the subsequent discussion.
As «-> «, we have uniformly in D, by virtue of (63), (64), (65),
It follows that in all cases
We set
corresponding to the zeros of con(x) (at least w -&4-1 of which lie in ( -1, 1)). We denote by wj ,j = l, 2, ■ ■ ■ , k -1, the zeros of H(w), and set (ii) Denote by v the number of zeros wj' outside the circle | w\ = 1/2. For n sufficiently large, w"(x) has precisely v zeros c't'n outside the line-segment [-1, l] converging to f{2w/' -\-\/2wl' }, as w-^co. If v = k -l, these <;,'" account for all zeros of an(x) outside [ -l,l] .Ifj'<A -1, the remaining zeros of o)n(x), if they do not actually belong to [ -1, l] , belong to it asymptotically, i.e., all their limit-points lie on [ -1, 1] . [November (iii) A necessary condition for the reality of all zeros of co"(x), for n sufficiently large (hereafter expressed by n S: N, N being properly chosen in the case under discussion) is that H(w) shall not have imaginary zeros wj, with I w' I >J. In other words, if oin(x) generates an LMQ formula , then the zeros wj of H{w) outside the circle \ w\ 5=j| are necessarily all real. The corresponding points */ =|[2wj +l/(2w/)} are the limiting positions, as n-><x>, for the corresponding abscissas of our LMQ formula. The most interesting case is that of co"(x) generating an FMQ formula.
Theorem XIV. A necessary condition that
satisfying the "assumptions P" generates an FMQ formula for n^N is that all zeros of H(w) lying outside the circle \w\ = 1/2 shall be real and that either interval (-oo, -J], [|, oo) shall contain no more than [k/2] of these zeros.
As an illustration, we take up once more the special cases k = 2, 3, A< independent of n.
The discussion centers around Ci,n, c",". Here lim coB(± l)/*"(± 1) = Ai ± i n-► oo in all cases.* We may add that since Xi,n-> -1, xB,B-*+l, as «-><», we get from Theorem VIII (76) Ai>% implies cn,n-*l; Ai< -\ implies Ci,»->-l; \Ai\ £j implies cllB->-1, cB,B-*l.
(ii) £ = 3, i.e.,
and note that /*"_i(o:) always increases with x and ->±Jata;= + l,as m-> °°.
■
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The discussion centers around two of the zeros of co"(x). Here (77) H(w) = w2 + Aiw + A2.
We discuss the following possibilities.
(78.1) Af -4A, < 0, |w/|>i, 7=1,2.
an(x) has two imaginary zeros, which converge to ^ {2w,! + l/(2w,!)}, j = 1, 2.
The zeros of o)n(x) are all real, two lying outside ( -1, 1) and converging to i{2w/+l/CZw/)},y-l> 2. If A2>0, then s1 = 2, s2 = 0, or st=0, s2 = 2. If Here again all zeros of un(x) are real, with two outside [-1, 1 ] and both converging to -(A i2 4-1)/(2.41). There may be a double root, or we may have 5i = 2, $2 = 0, or Si =0, s2 = 2;con(x) cannot generate an FMQ formula.
In a similar manner we may discuss the case k = A. In the above discussion we have encountered cases where con(x) generates an LMQ formula which cannot have all coefficients positive. However, we are dealing here with polynomials <&n(x) which possess special properties, and the question arises: do these special properties compensate for the presence of negative coefficients in our MQ formula? The answer is in the affirmative, as is shown in Theorem XV. Consider the polynomial (14) un(x), where, in addition to the "assumptions P," it is assumed: (i) the zeros wj of the polynomial (68) H(w) are all real and distinct, \wj | >l/2. If con(x) generates an LMQ formula, the latter converges, as w->=c, for any fix) for which f-\f(x)d\p exists.
The proof follows the same lines as that of Theorems X, XI, making use of the following properties of the MQ formula under discussion: (i) is known; (ii) follows from (71), (72), (73); (iii) follows from the fact that all b(l) converge, as n-><x>, to certain fixed points \\2w'j +l/(2w/)}. (iv) s = k -l, so that q = 2n -s -1, hence (by Theorem VI), all interior coefficients are positive.
We have thus obtained a wide class of convergent LMQ formulae, the existence of which is assured by the considerations developed above.
Remark. We may liberalize considerably the conditions imposed upon 77(w), without impairing the validity of Theorem XV. Thus, under (62), \p(x) is continuous at x = +1, so that Kn( + 1; d\f/)-><», as »-><», and we could modify accordingly the condition requiring that all \wj \ >i, permitting a certain number (necessarily finite) of a(i), o0'1 to converge to +1 respectively (see (40), (41)). We shall not dwell here upon this and other possible modifications, except the following one.
Theorem XV (bis). Given any d\f/(x) and an LMQ formula employing s = Si+St (s\, s2 fixed) arbitrarily preassigned abscissas, with degree of precision q = 2n -s -l. The formula converges for any fix) for which f]_1fix)d\p exists; $ix) is supposed to be continuous at x= +1, if these points (owe or both) are among the preassigned abscissas.
In fact, referring to §4, we see that the conditions (i), (ii), (iii), (iv), given above and the expressions (30) for the exterior coefficients hold for the LMQ formula under discussion. In fact, by Theorem VI, d < 0 or C" < 0 respectively, while the integrals on the left vanish, according to our agreement.
(v) For an LMQ formula, with q = 2n -4, $i = 2, s2 = 0, or Si = 0, s2 = 2, the above inequalities hold, with the same possible exceptions as stated for q = 2n -3. By virtue of (32) 12. Discussion of the abscissas and the coefficients based on Theorem XL* First, assume qS2n -4. We make use of the inequality (8), from which follows an important property of the abscissas which we call "C-property," namely: a sub-interval (c, d) of constancy of ip(x), contains, including its endpoints, at most one abscissa. We now turn to Theorem XL Suppose that for a certain fixed i and with certain /, m, we have, as »->» : 
=o-2; (8) ^+^^0, i.e., one at least of the points £" is a point of discontinuity of \p{x) and the saltus is the limiting value of the corresponding coefficient. Moreover, if, for instance, ip{x) is continuous at £ = then c<_i,n£|" (w = A); (e) ct-," and Ci_i," cannot * All limits £", • • • here considered are assumed to belong to [a, b] . If £' = 6 or £" = a, then £'+ä, £" -5 should be replaced by ft or a respectively. Here and hereafter s or N denote properly chosen sufficiently small or sufficiently large numbers respectively, which may be different in different formulae.
If in a GMQ formula * This is possible. Consider, for example, an{x) = *"(x; d\f), where (a, b) = ( -h, h), d\p = p(x)dx, pt-x) = p(x), p(x) = 0 in (-hi, hi) C ( -h, h). Then Cn+i,2n+i=0, n = 0, and this is the only zero of oi2n+i(x) in [ -hi, h] , while o>m(x) has no zeros in this interval.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use £s+i would have been points of discontinuity, so that \p(x) = const, in the interval (£,-_!, which could contain one abscissa only, namely, cf,", and
Ci-l,n *> 5i-l, Ci-2,n = £i-2, ' " -j Cs+l,n = £t'+l, Ct+2,n = £i+2, -* ' • This contradicts (81), for all d,n lie in (a, o), while Ci,» decreases and c"," increases, as n increases. It follows that if ip(x) is continuous throughout [a, b] , with no subintervals of constancy, then neither (80) nor (81) is possible. The above results generalize those known for GMQ formulae. It is interesting to note that in their proof there was no need to invoke the theory of algebraic continued fractions nor that of the Moment-Problem (on the contrary, the preceding results are applicable to the latter problem). We have made use of but a small part of our convergence theorems, namely, of the fact that the FMQ formula under discussion converges for any/(x) which is constant in any finite subinterval, arbitrarily chosen, and vanishes elsewhere. Thus, our results hold for an infinite interval as well, once the above convergence property is established for such functions. The answer to the proposed question will be in the affirmative if and only if a recurrence relation of the form (5) exists for the {co"(x)}:
. "n+2(x) = &>n+2 = (x -C^+2)iCn+1(x) -X"'+2CO"(x)
(n ^ 0, wo = 1, wi = x -c{),
where Xi' (>0) and c{ are arbitrary, and all X"' are positive. Substituting here for (>)n, (tin+i, (tin+2 their expressions (82) and making use of (5) 
X"' = X"_i, n = 3, 4, • • • ; X2' = X2 -A(c2 -ci), so that the given sequence of OP, {$n(x)}, must satisfy the following conditions :
(85) X"+i -Xn+2 + ^4(c"+2 -c"+i) =0, n = 1, 2, ■ ■ • .
Here we try to satisfy (85) in the following special manner:
(86) cH+2 -cn+i = h -const., independent of n (n = 1, 2, • • • ).
The above relations now yield The denominators of the successive convergents to (89) and (90), which we denote respectively by {$n(x)\, [o}n(x)} give a solution of our problem, i.e., each sequence {#"(*:)}, {co"(x)} is an OP sequence (which is not new), and their mutual relation is expressed in (82).
What can be said of the orthogonality intervals and of the corresponding \p(x), ipi(x) for each sequence?
Leaving aside the case Ah>0 which leads to infinite intervals of orthogonality, assume h = 0. We find from (89), (90): 
