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Sampling and non sampling 
errors
N.J.K. Rao, 2005: Much attention given to sampling error,
but much less attention has been devoted to minimizing total
survey error arising from both sampling and non-sampling
errors.
Fecso, 1991: In important area fame survey projects for
crop area and yield estimation, part of resources devoted to
quality control
Statistically based quality control essential for evaluating the
quality of estimates and for improving the quality of
successive projects
In this paper we focus on measurement error affecting the
collection of data concerning crops on the sample area units
Time constrains and 
continuous improvement
•When ground survey near the harvest, quality
control with samples of lots of products is not
appropriate because the crop will be harvested
during the quality control
•We believe that a sequential sample design should
be adopted for:
•deciding, in the shortest time and with the
smallest sample size, if reinforcing training of
some enumerators
•continuously improving data collection process
Biased estimates if correlated 
measurement errors
•Errors additive, uncorrelated and with zero mean.
•Cochran, 1977: Under these conditions, errors are properly 
taken into account in the usual formulas for computing the 
standard errors of the estimates, provided that the finite 
population correction terms are negligible
•Correlation between errors
•Usual formulas for the standard errors are biased
•In case properly designed, quality control also allows:
•computing bias and mean square error
•correcting the estimate using difference or ratio 
estimator
Stratified sample design
•We propose to evaluate the quality of data collection by 
computing the percentage of sample units correctly 
enumerated
•Enumerators affect the measurement errors of the sample 
units they enumerate
•Stratified sub-sampling (each stratum corresponding to 
one enumerator) with Neyman’s allocation allows:
•taking decision concerning each enumerator
•estimating correlation between measurement errors
•estimating the contribution of correlation to the mean 
square error of the estimate
Sequential Sampling for 
Quality Control (1)
•Neyman’s allocation needs previous estimate of variability inside 
strata
•A first stratified random sub-sample of size n is selected with 
probability proportional to stratum size for estimating standard 
errors for Neyman’s allocation
•Neyman’s allocation is computed with sample size n + 1 and 1
sample unit is selected in the stratum with the maximum difference 
between actual allocation and Neyman’s allocation
•Then percentage of sample units correctly enumerated is 
estimated
•If the precision is acceptable, the process stops; otherwise, 
Neyman’s allocation is computed with the sub-sample of size     n + 
2, with the same procedure
•Then the corresponding precision of the estimate is computed and 
tested, and so on, until the acceptable precision is reached
Sequential Sampling for 
Quality Control (2)
•At each step of the process, estimates of standard deviations 
which guide the allocation are updated
•The aim of this procedure is selecting the smallest sample 
which allows in the shortest time reaching :
•a decision concerning the enumerators
•the pre-assigned precision of the estimate
•But we get a biased estimate of the quality of the 
enumeration if:
• the stopping rule involves the variable to be estimated
•and/or the result of one step of the sequential procedure 
influences the sample selection in the next step  
Permanent random numbers
Thus, in each stratum, we propose using the 
permanent random numbers selection:
•a random number - drown independently from the 
uniform distribution on the interval [0,1] - is assigned to 
each of the sample units
•then the sample units are ordered according to the 
random number assigned to each of them
•the first sub-sample in each stratum is composed of the 
first units in the ordered list
•The next units are selected according to the same order
•Since only one selection is made, the result of one step 
of the sequential procedure influences the sample size, 
but not the sample selection (a formal proof given in the 
paper)
Estimators (1)
Let h be the stratum index; h = 1, 2, …, H
Nh = number of sample units in stratum h
nh = number of sample units selected for quality control (sub-
sample) in stratum h
yhi = 1 if the sample unit i of stratum h, is correctly 
enumerated;
= 0 otherwise.
The direct expansion estimator of the number of sampling units 
correctly enumerated in the whole area is:
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The percentage of correctly enumerated is:
X is the sample size of the project (not the sub-sample); X
is a constant for the quality control procedure
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Estimators (2)
The standard deviation of the percentage of 
sample units correctly enumerated can be 
estimated by:
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Values assumed by the standard deviation look like values of
the coefficient of variation, the acceptable precision for the
stopping rule can be easily chosen
• consistency of this sequential procedure is guaranteed
by simulations
• It is design unbiased because:
1. the stopping rule is not based on the variable to
be estimated (y / x) ×100, it is based only on its
standard deviation
2. estimates of standard deviations in each stratum and
the stopping rule affect only the sample size of
the different strata, they have no effect on the
sample selection in each stratum, since permanent
random numbers selection procedure is adopted
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Quality control when a 
sequential sample design is not 
applicable
If controller is not able to update the estimate of the stratum 
variability and to identify the next sample unit to be controlled, 
we propose a two phase procedure with permanent random 
numbers:
•Main aim of the first sample is estimating standard errors of 
percentage of sampling units correctly enumerated
•Then, the total sample size (n1+n2) corresponding to the 
desired standard deviation of the percentage of sampling units 
correctly enumerated can be computed using formula
•Then, the sample size for each stratum is computed 
according to Neyman’s allocation
•In case a maximum sample size for the quality control is 
fixed, the advantage offered by the two phase procedure is an 
efficient sample allocation in the various strata
Conclusions
We have proposed a stratified sequential 
selection procedure and a two phase one
We have demonstrated that, if the stopping rule we have
suggested and the permanent random numbers are used, the
two proposed selection procedures for quality control can be
assimilated to stratified random sub-sampling
Thus, usual direct expansion formulas for area estimates are
unbiased, although sample units used for estimating the stratum
variability are included in the final sample
Moreover, the sub-sampling for quality control can be used for:
•computing the constant bias (if any)
•correcting the crop area estimate by difference or ratio estimator
•estimating the correlation of the measurement errors of the data 
collected by each enumerator
•estimating the effect of this correlation on the mean square error 
of the crop area estimate
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Time constrains, an example
•Agrit project in 2006, about 2% of the sampling units
controlled by the Ministry (sub-sampling)
•20.5 % of the sub-sample covered by cereals according to
the enumerators
•130 (22.3 %) of sample points with cereals already
harvested when the Ministry made quality control
• moreover, for 178 sample units (6.3 % of the sub-sample)
the controller was not able to identify the crop
•If all these sample units are considered correct, the
percentage of error at a national level is 2.5 % but the
quality of the data collection is overestimated
Quality control from two 
sides
•The company side 
•Company carries out ground survey on behalf of an 
institution
•Company makes quality control for:
•evaluating work of each enumerator
•in case, reinforcing the training
•The institution side
•Institution makes quality control for being sure that the 
work is correctly performed
