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Abstract
The axioms of iteration theories, or iteration categories, capture the equational prop-
erties of fixed point operations in several computationally significant categories. Iteration
categories may be axiomatized by the Conway identities and identities associated with
finite automata. We show that the Conway identities and the identities associated with
the members of a subclass Q of finite automata is complete for iteration categories iff for
every finite simple group G there is an automaton Q ∈ Q such that G is a quotient of
a group in the monoid M(Q) of the automaton Q. We also prove a stronger result that
concerns identities associated with finite automata with a distinguished initial state.
1 Introduction
Most computer scientists are aware of the fact that just about every aspect of their study is
related to fixed points. The importance of fixed points is due to the fact that the semantics
of recursion and iteration is usually captured by fixed points of functions, functors, or other
constructors. Fixed point operations have been widely used in automata and formal lan-
guage theory and their generalizations, in the semantics of programming languages, abstract
data types, process algebra and concurrency, rewriting, programming logics and verification,
complexity theory, and many other fields. The study of the equational properties of the
fixed point operations has a long history. Some early references are [1, 7, 9, 10, 17, 18, 20].
A general study of the equational properties of fixed point operations has been provided by
iteration theories, introduced in 1980 independently in [3] and [10]. Main (but somewhat out-
dated) references to iteration theories are [4] and [6]. The results obtained in [4, 11, 15, 19]
show that iteration theories give a full account of the equational properties of fixed point
operations.
An iteration theory is a Lawvere theory [16] equipped with a fixed point (or dagger or
iteration) operation, subject to a set of equational axioms. A Lawvere theory is a cartesian
category such that each object is the n-fold coprouct of a generator object with itself for some
integer n ≥ 0. In this paper, just as in [5, 13, 19], instead of theories, we will consider the
slightly more general cartesian categories and refer to iteration theories as iteration categories.
∗Work partially supported by the National Foundation of Hungary for Scientific Research (OTKA), grant
no. ANN 110883.
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Iteration categories (or rather, theories) were axiomatized in [10] by the ‘Conway identities’
(terminology from [4]) and the ‘commutative identities’. The commutative identities are
essentially the same as the (‘vector forms’ of the) identities associated with finite automata
in [12]. Since each finite group may be seen as an automaton, there is also an identity
associated with each finite group.
In [12], it has been shown that the Conway identities, together with a collection of the group
identities associated with the groups in a subclass G of the finite groups is complete for
iteration categories iff every finite simple group is a divisor, i.e., a homomorphic image of
a subgroup, of a group in G. This result was derived from the fact that for every finite
automaton Q, the identity associated with Q holds in all Conway theories satisfying the
identity associated with every simple group which divides the monoid of Q. In Theorem 3.2,
we prove the converse of this fact: if a Conway category satisfies the identity associated
with a finite automaton Q, then it satisfies all identities associated with the (simple) group
divisors of the monoid of Q. The crucial new part of the argument for this result is contained
in the proof of Lemma 4.1 that shows that if the identity associated with an automaton Q
holds in a Conway category, then so does each identity associated with any input extension
of Q. Using Theorem 3.2, we conclude in Theorem 5.1 that the Conway identities and the
collection of the identities associated with a subclass Q of finite automata is complete for
iteration categories iff for every finite simple group G there is an automaton Q ∈ Q such that
G divides the monoid of Q. This theorem strengthens a result proved in [13]. Actually we
prove an even stronger result (Theorem 3.4) that concerns identities associated with finite
automata with a distinguished initial state.
2 Iteration categories
In any category C, we will denote the composition of morphisms f : A→B and g : B→C
by g ◦ f : A→C. The identity morphism corresponding to object A will be denoted 1A.
We will consider cartesian categories C with explicit products. Thus we assume that for any
family of objects Ci, i ∈ [n] = {1, . . . , n}, there is a fixed product diagram
πC1×···×Cni : C1× · · · ×Cn → Ci, i ∈ [n]
with the usual universal property. When fi : A→Ci, i ∈ [n] is a family of morphisms, the
unique mediating morphism f : A→C1× · · · ×Cn with π
C1×···×Cn
i ◦f = fi for all i ∈ [n] will be
denoted 〈f1, . . . , fn〉. This morphism is called the tupling of the fi. In particular, when n = 0,
the empty tuple is the unique morphism !A : A→T , where T is the fixed terminal object.
We will assume that product is ‘associative on the nose’, so that A×(B×C) = (A×B)×C,
A×T = A = T×A, 〈1A, !b〉 = π
A×B
1 etc. for all objects A,B,C. In particular, we will assume
that for each object A the projection morphism πA1 : A→A is the identity morphism 1A. It
follows that 〈f〉 = f for all f : A→B.
In the sequel, we will call tuplings of projections base morphism. Note that any base morphism
〈πA1×···×Ani1 , . . . , π
A1×···×An
im
〉 : A1× · · · ×An→Ai1× · · · ×Aim
with i1, . . . , im ∈ [n] corresponds to the function ρ : [m]→ [n] mapping j ∈ [m] to ij ∈ [n].
For example, for each A, the diagonal morphism ∆An = 〈1A, . . . ,1A〉 : A→A
n corresponds
to the unique function [n]→ [1]. We call a base morphism A1× · · · ×An→A1ρ× · · · ×Anρ
corresponding to a permutation ρ : [n]→ [n] a base permutation.
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In any cartesian category C, we define
f×g = 〈f ◦ πA×B1 , g ◦ π
A×B
2 〉 : A×B→C×D
for all f : A→C, g : B→D. Clearly, × is a bifunctor C×C→C.
Suppose that C is a cartesian category. A dagger operation on C maps a morphism f :
A× C→A to a morphism f † : C→A.
The Conway identities are the parameter (1), double dagger (2) and composition identities
(3) given below.
(f ◦ (1A×g))
† = f † ◦ g, (1)
all f : A×B→A, g : C→B,
f †† = (f ◦ (∆A2×1C))
†, (2)
where f : A×A×C→A.
(f ◦ 〈g, πA×C2 〉)
† = f ◦ 〈(g ◦ 〈f, πB×C2 〉)
†, πB×C2 〉, (3)
for all f : B×C→A, g : A×C→B. Note that the fixed point identity
f † = f ◦ 〈f †,1C〉, f : A×C→A (4)
is a particular subcase of the composition identity, and the identity
(f ◦ πA×C2 )
† = f, f : C→A (5)
is a particular subcase of the fixed point identity (4), while
(f ◦ πA×B×C2 )
† = f † ◦ πB×C1 , f : A×B→A (6)
is an instance of the parameter identity (1). The parameter, double dagger and composition
identities are sometimes called the identities of naturality, diagonality and dinaturality.
Definition 2.1 [4] A Conway category is a cartesian category equipped with a dagger oper-
ation satisfying the Conway identities.
Conway categories satisfy several other non-trivial identities including the Bekic´ identity [1]
(called the pairing identity in [4])
〈f, g〉† = 〈f † ◦ 〈h†,1C〉, h〉
†, (7)
or its ‘dual form’
〈f, g〉† = 〈k†, g† ◦ 〈k†,1C〉〉, (8)
for all f : A×B×C→A and g : A×B×C→B, where
h = g ◦ 〈f †,1B×C〉 : B×C→B
k = f ◦ 〈πA×C1 , g
†, πA×C2 〉 : A×C→A
with
g = g ◦ (〈πA×B2 , π
A×B
1 〉×1C) : B×A×C→B.
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By combining the pairing identity (7) with the identities (5) and (6), we obtain
〈f ◦ (1A×!B×1C), g ◦ (!A×1B×C)
† = 〈f †, g†〉, (9)
for all f : A×C→A and g : B×C→B. Also,
πA×B1 ◦ 〈f ◦ (1A×!B×1C), g〉
† = f †, (10)
for all f : A×C→A and g : A×B×C→B, and
〈f, g×!B×C〉
† = 〈f ◦ (〈1A, g〉×!B×1C), g×!B×C〉
† (11)
= 〈(f ◦ (〈1A, g〉×1C))
†, g ◦ (f ◦ (〈1A, g〉×1C))
†〉 (12)
for all f : A×B×C→A and g : A→B.
We will also make use of the permutation identity that holds in all Conway categories:
(π ◦ f ◦ (π−1×1C))
† = π ◦ f †, (13)
for all f : A1× · · · ×An×C→A1× · · · ×An and all base permutations
π : A1× · · · ×An→A1pi× · · · ×Anpi.
Note also that, by repeated applications of (7), it follows that
f †···† = (f ◦ (∆An×1C))
† (14)
for all f : An×C→A, where dagger appears n ≥ 1 times on the left-hand side.
A concrete description of the free Conway categories and a characterization of the valid
identities of Conway categories together with a PSPACE decision algorithm were given in [2].
In the sequel, we will also make use of the following fact.
Lemma 2.2 Suppose that fi : A
1+n × C→A for each i ∈ [n] in a Conway category C. Let
g = 〈f1 ◦ (〈π
An
1 ,1An〉×1C), . . . , fn ◦ (〈π
An
n ,1An〉× 1C)〉 : A
n × C→An.
Then
g† = 〈f †1 , . . . , f
†
n〉
†.
Proof. Define h : A2n × C→An by
h = 〈f1 ◦ (π
An
1 ×1An×C), . . . , fn ◦ (π
An
n ×1An×C)〉.
Then, by the double dagger identity (2) and repeated applications of (9),
g† = (h ◦ (〈1An ,1An〉 × 1C))
†
= h††
= 〈f †1 , . . . , f
†
n〉
†. ✷
The Conway identities are quite powerful, for example, a general ‘Kleene theorem’ holds in
all Conway categories, and both the soundness and relative completeness of Hoare’s logic can
be proved just from the Conway identities, cf. [4]. However, they are not complete for the
equational theory of the fixed point operations commonly used in computer science. The
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missing ingredient is formulated by the notion of identities associated with finite automata,
called automaton identities, or identities associated with finite groups, called group identities.
In order to define these identities, we need to introduce some definitions and notation.
Suppose that Q = (Q,Z, ·) is a (deterministic) finite automaton, where Q is the finite
nonempty set of states, Z is the finite nonempty set of input letters, and · : Q × Z→Q
is the (right) action of Z on Q. The action is extended in the usual way to a right action of
Z∗ on Q, where Z∗ denotes the free monoid of all words over Z including the empty word ǫ.
When q ∈ Q and u ∈ Z∗, we will usually write just qu for q · u.
When u ∈ Z∗, we call the function Q→Q defined by q 7→ qu for all q ∈ Q the function
induced by u and denote it by uQ. These functions form a (finite) monoid M(Q) whose
multiplication is given by uQ · vQ = (uv)Q = vQ ◦ uQ, for all u, v ∈ Z∗.
Suppose that Q = (Q,Z, ·) and Q′ = (Q,Z ′, ·) are finite automata with the same set of
states. We say that Q′ is an extension of Q if Z ⊆ Z ′, aQ = aQ
′
for all a ∈ Z, and if for
each letter b ∈ Z ′ \ Z there is some word u ∈ Z∗ with bQ
′
= uQ. Moreover, we say that Q′
is a restriction of Q if Z ′ ⊆ Z and bQ
′
= bQ for all b ∈ Z ′. Note that when Q is a restriction
of Q′ this does not imply that Q′ is an extension of Q. Also, when Q′ is an extension of Q
then M(Q′) =M(Q), and if Q′ is a restriction of Q then M(Q′) is a submonoid of Q. Each
finite automaton Q = (Q,Z, ·) has an extension Q′ = (Q,Z ′, ·) such that for each u ∈ Z∗
there is some b ∈ Z ′ with bQ
′
= uQ, and for any two finite automata Q,Q′ with the same
state set Q, if M(Q) =M(Q′) then, up to a renaming of the input letters, Q′ is a restriction
of an extension of Q.
Suppose thatQ = (Q,Z, ·) is a finite automaton with Q = {q1, . . . , qn} and Z = {a1, . . . , am},
say. Let C be a Conway category and f : Am × C→A in C. For each i ∈ [n], let
ρ
Q,A
i = 〈π
An
ia1
, . . . , πA
n
iam〉 : A
n→Am,
where we identify each state qi with the integer i. Moreover, let
fQ,A = f ‖ (ρQ,A1 , . . . , ρ
Q,A
n ) : A
n × C→An
be the morphism such that for all i ∈ [n],
πA
n
i ◦ f
Q,A = f ◦ (ρQ,Ai × 1C) : A
n × C→A.
Definition 2.3 We say that the identity Γ(Q) associated with Q holds in a Conway category
C if for all f : Am ×C→A,
(fQ,A)† = ∆An ◦ (f ◦ (∆Am × 1C))
†.
Suppose that a state q = qi of Q is distinguished, so that (Q, q) is an initialized finite
automaton. We say that the identity Γ(Q, q) holds in C if
πA
n
i ◦ (f
Q,A)† = (f ◦ (∆Am × 1C))
†
for all f : Am × C→A.
By the permutation identity which holds in all Conway categories, this definition does not
depend on the enumeration of the states of Q. It also does not depend on the enumeration
of the input letters, since we may replace f with a morphism g = f ◦ π, where π : Am→Am
is a base permutation. It is clear that Γ(Q) holds in a Conway category C iff Γ(Q, q) holds
in C for all states q of Q.
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Definition 2.4 [10] An iteration category is a Conway category satisfying all identities as-
sociated with finite automata, or initialized finite automata.
Only iteration categories generated by a single object were considered in [10], called general-
ized iterative theories, but the generalization is straightforward. See also [5, 13].
Remark 2.5 The first axiomatization of iteration categories (or rather, theories) involved
some of the Conway identities and the commutative identities, cf. [4, 10]. In cartesian
categories, the identity associated with the a finite automaton is clearly an instance of the
commutative identities. Also, in Conway categories, each instance of the commutative iden-
tities is easily seen to be equivalent to the identity associated with an automaton.
An example of an iteration category is the category Cpo of complete partial orders and
continuous (or monotone) functions, equipped with the (parameterized) least fixed point op-
eration as dagger. It is known that an identity involving the cartesian category operations and
dagger holds in Cpo iff it holds in iteration categories. For this fact and other completeness
results see e.g. [4, 6, 10, 15, 11, 19].
It is instructive to explain the meaning of some of the above identities of iteration categories
using functional notation, over the category Cpo, say, or an appropriate category of sets
with structure and structure preserving maps, equipped with dagger. The meaning of the
fixed point identity is, of course, that for all f : A×C→A and y ∈ C, f †(y) is a (canonical)
solution of the fixed point equation x = f(x, y). By the parameter identity (1), if g : D→C,
then for all z ∈ D, the canonical solution of x = f(x, g(z)) is f †(g(z)).
The double dagger identity (2) asserts that for f : A×A×C→C, the canonical solution of
the equation x = f(x, x, y) may be obtained by first solving x = f(x, y, z) to obtain f †(y, z),
and then solving x = f †(x, z).
Suppose that Q is the two-state automaton with 4 input letters inducing the 4 possible state
maps. Then the identity Γ(Q) associated with Q asserts that for all f : A4×C→A, both
components of the canonical solution of the system
x = f(x, y, x, y, z)
y = f(y, x, x, y, z)
are equal to the canonical solution of the single equation x = f(x, x, x, x, z). (Here, the input
letters are enumerated so that the first letter induces the identity function, the second induces
the swapping of the two states, while the last two letters induce the two constant maps.)
As another example, let Q be the automaton with n states and a single letter inducing a
cyclic permutation. Then Γ(Q) asserts that each component of the canonical solution of the
system
x1 = f(x2, y)
...
xn−1 = f(xn, y)
xn = f(x1, y)
for f : A×C→A is equal to the solution of the single equation x = f(x, y). In fact, in
Conway categories, Γ(Q) is equivalent to the power identity (fn)† = f †, where f : A×C→A,
and the powers of f are defined by f1 = f and fn = f ◦ 〈fn−1, πA×C2 〉, for all n > 1.
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3 Main results
We may view each finite monoid M as the finite automaton (M,M, ·), where the action is
given by monoid multiplication. The identity corresponding to this automaton is called the
(monoid) identity associated with the monoid M . It is denoted Γ(M). When M is a group,
Γ(M) is called a group identity.
When M is a finite monoid, by a group in M we shall mean a subsemigroup of M which is
a group. Thus, a group in M is not required to contain the identity element of M , its unit
element may be any idempotent element of M . However, if M is itself a group, then a group
in M is just a subgroup of M . Moreover, we say that a (finite) group G divides M if G is a
quotient of a group in M .
We recall that a finite group G is simple if it is nontrivial and its only nontrivial normal
subgroup is G itself.
The following result was proved in [12] (see Theorem 16.1).
Theorem 3.1 Suppose that C is a Conway category and Q is a finite automaton. If C
satisfies the identity associated with each simple group divisor of M(Q), then it satisfies the
identity associated with Q.
Our aim is to prove the following converse of Theorem 3.1.
Theorem 3.2 If a Conway category satisfies the identity Γ(Q) associated with a finite au-
tomaton Q, then it satisfies the group identity associated with any simple group divisor of
M(Q).
In our argument, we will make use Lemma 4.1, proved below, and some results from [12]:
Theorem 3.3 [12] Suppose that M is a finite monoid and C is a Conway category. Then
the following are equivalent.
• C satisfies the identity Γ(M) associated with M .
• C satisfies the identity associated with every group in M .
• C satisfies the identity associated with every group dividing M .
• C satisfies the identity associated with every simple group dividing M .
Indeed, the fact that the first condition implies the second is covered by Corollary 11.3 of [12],
and the fact that the second and fourth conditions are equivalent is proved in Proposition
13.5 of [12]. It then follows that the last three conditions are all equivalent. Finally, the last
condition implies the first condition by Theorem 16.1 of [12].
Actually we will prove a stronger version of Theorem 3.2. We say that an initialized finite
automaton (Q, q) is initially connected if every state of Q is accessible from q by some word,
i.e., when each state of Q may be written as qu for some word u.
Theorem 3.4 If a Conway category satisfies the identity Γ(Q, q) associated with an initial-
ized finite automaton (Q, q), and if (Q, q) is initially connected, then it satisfies the group
identity associated with every simple group divisor of M(Q).
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4 Proof of the main results
In this section, we provide a proof of Theorem 3.2 and Theorem 3.4.
Lemma 4.1 If an identity associated with a finite automaton holds in a Conway category,
then so does the identity associated with any extension of the automaton.
Proof. Let C be a Conway category. Suppose that the identity Γ(Q) associated with the
automaton Q holds in C, where Q = (Q,Z, ·). Let Q = {q1, . . . , qn} and Z = {a1, . . . , am},
say. Below we will identify state qi with the integer i.
First we consider the extension ofQ with a letter c inducing the identity function, also treated
in [13]. So let Q′ = (Q,Z∪{c}, ·) be the extension of Q, where c induces the identity function
Q→Q. Let us enumerate the elements of Z ∪ {c} as c, a1, . . . , am (we may use any order),
and suppose that f : A1+m×C→A in C. First we explain the argument using functional
notation, where C is appropriate. The system of fixed point equations corresponding to Q′
with respect to f is
x1 = f(x1, x1a1 , . . . , x1am , y)
...
xn = f(xn, xna1 , . . . , xnam , y),
where for all appropriate i, j, iaj is the state entered by Q or Q
′ from state i upon receiving
the letter aj. By Lemma 2.2, this system can be solved in two steps. First, let
x1 = f
†(x1a1 , . . . , x1am , y)
...
xn = f
†(xna1 , . . . , xnam , y)
and then solve this system, which is just the system of fixed point equations corresponding
to Q with respect to f † : An×C→A. Since the identity associated with Q holds, each
component of the solution of this latter system is h†(y), where h(x, y) = f †(x, . . . , x, y). But
by (14), h†(y) = k†(y), where k(x, y) = f(x, . . . , x, y).
More formally, we have
ρ
Q′,A
i = 〈π
An
i , ρ
Q,A
i 〉 : A
n→A1+m
for all i ∈ [n], so that
fQ
′,A = f ‖ (ρQ
′,A
1 , . . . , ρ
Q′,A
n )
= 〈f ◦ (〈πA
n
1 , ρ
Q,A
1 〉 × 1C), . . . , f ◦ (〈π
An
n , ρ
Q,A
n 〉 × 1C)〉
= 〈f ◦ (1A × ρ
Q,A
1 × 1C) ◦ (〈π
An
1 ,1An〉 × 1C), . . . ,
f ◦ (1A × ρ
Q,A
n × 1C) ◦ (〈π
An
n ,1An〉 × 1C)〉 : A
n×C→An.
Thus,
(fQ
′,A)† = 〈f † ◦ (ρQ,A1 × 1C), . . . , f
† ◦ (ρQ,An × 1C)〉
†,
by Lemma 2.2 and the parameter identity (1),
= ((f †)Q,A)†
= ∆An ◦ (f
† ◦ (∆Am × 1C))
†,
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since Γ(Q) holds in C,
= ∆An ◦ (f ◦ (∆A1+m × 1C))
†,
by (14). This proves that the identity Γ(Q′) associated with Q′ holds in C.
Next let Q′ = (Q,Z ∪ {c}, ·) be the extension of Q with an input letter c inducing the same
function as the two-letter word ab, for some a, b ∈ Z. We prove that Γ(Q′) holds in C. Let
a = am and b = aj0 , say. Moreover, let g : A
m+1 × C→A, and define:
f1 = g ◦ (π
A2
1 × · · · ×π
A2
1 ×1A2 ×1C) : A
2m×C→A
f2 = π
A2m
2(j0−1)+1
× !C : A
2m×C→A,
where πA
2
1 appears m− 1 times in the definition of f1. Let f = 〈f1, f2〉 : B
m×C→B, where
B = A2. Since Γ(Q) holds in C, we have that each component of
(fQ,B)† : C→Bn
is equal to
(f ◦ (∆Bm ×1C))
† : C→B.
Let α = πA
2
1 × · · · × π
A2
1 : B
n→An. Thus,
α ◦ (fQ,B)† = ∆An ◦ π
A2
1 ◦ (f ◦ (∆Bm ×1C))
† : C→An. (15)
However, we will prove that the left-hand side of (15) is
(gQ
′,A)†
and the right-hand side of (15) is
∆An ◦ (g ◦ (∆Am+1 ×1C))
†,
so that
(gQ
′,A)† = ∆An ◦ (g ◦ (∆Am+1 ×1C))
†.
To see informally that this holds, suppose that C is an appropriate category of sets with struc-
ture and structure preserving maps. Consider the system of fixed point equations associated
with Q with respect to f ,
xi = f1(xia1 , yia1 , . . . , xiam , yiam , z) = g(xia1 , . . . , xiam , yiam , z)
yi = f2(xia1 , yia1 , . . . , xiam , yiam , z) = xiaj0 ,
where i ∈ [n]. Here, xi and yi range over A and z ranges over C. The left-hand side of (15)
corresponds to the canonical solution of this system for the variables x1, . . . , xn. Now to solve
this system, by the Conway identities, we may substitute xiaj0 for yi on the right-hand side
of each equation, for all i ∈ [n], so that we obtain a new system of fixed point equations
xi = g(xia1 , . . . , xiam−1 , xiam , xiamaj0 , z)
yi = xiaj0 .
For each i, the right-hand side of the equation for xi does not contain any of the variables
yj. Thus, we may consider the equations for the xi separately:
xi = g(xia1 , . . . , xiam , xiab, z)
9
for all i ∈ [n]. This is exactly the system of equations corresponding to the automaton Q′
with respect to g. Thus, the left-hand side of (15) is the canonical solution of the system of
equations associated with Q′ with respect to g.
Now (f ◦ (∆Bm×1C))
† is the canonical solution of the system
x = f1(x, y, . . . , x, y, z) = g(x, . . . , x, y, z)
y = f2(x, y, . . . , x, y, z) = x,
and the first component of the solution is the canonical solution of the single fixed point
equation
x = g(x, . . . , x, x, z).
Thus, each component of the right-hand side of (15) is this canonical solution.
Formally, for each i ∈ [n], we have
πB
n
i ◦ f
Q,B = πB
n
i ◦ (f ‖ (ρ
Q,B
1 , . . . , ρ
Q,B
n ))
= 〈f1 ◦ (ρ
Q,B
i ×1C), f2 ◦ (ρ
Q,B
i ×1C)〉
= 〈g ◦ (〈πA
2
1 ◦ π
Bn
ia1
, . . . , πA
2
1 ◦ π
Bn
iam
, πA
2
2 ◦ π
Bn
iam
〉×1C), (π
A2
1 ◦ π
Bn
iaj0
)× !C〉.
It follows using (11) and the permutation identity (13) that
(fQ,B)† = h†,
where h : Bn × C→Bn with
πB
n
i ◦ h =
= 〈g ◦ (〈πA
2
1 ◦ π
Bn
ia1
, . . . , πA
2
1 ◦ π
Bn
iam
, πA
2
2 ◦ π
Bn
iamaj0
〉× 1C), (π
A2
1 ◦ π
Bn
iaj0
)× !C〉
= 〈g ◦ (〈πA
2
1 ◦ π
Bn
ia1
, . . . , πA
2
1 ◦ π
Bn
iam
, πA
2
2 ◦ π
Bn
iab 〉×1C), (π
A2
1 ◦ π
Bn
ib )× !C〉
for all i ∈ [n]. Let γ : A2n→A2n be the base permutation corresponding to the function
[2n]→ [2n] which maps every integer of the form 2(i − 1) + 1 for i ∈ [n] to i, and every
integer of the form 2i for i ∈ [n] to n + i. Then for each i ∈ [n], the ith component of
h = γ−1 ◦ h ◦ (γ × 1C) : A
2n×C→A2n is the morphism
g ◦ (〈πA
n
ia1
, . . . , πA
n
iam , π
An
iab 〉× !An ×1C) = g ◦ (ρ
Q′,A
i ×!An ×1C) : A
2n×C→A,
so that the first n components of h determine the morphism
(g ‖ (ρQ
′,A
1 , . . . , ρ
Q′,A
m , ρ
Q′,A
m+1)) ◦ (1An × !An ×1C) = g
Q′,A ◦ (1An×!An×1C) : A
2n×C→An.
Thus, by (10) and the permutation identity, the tupling of the first n components of h
†
and
hence the morphism on the left-hand side of (15) is exactly (gQ
′,A)† : C→An.
Now f ◦ (∆Bm ×1C) : B×C→B is
〈g ◦ (∆Am ×1A×1C), π
A2
1 × !C〉,
and thus, it follows using (12) that
πA
2
1 ◦ (f ◦ (∆Bm ×1C))
† = (g ◦ (∆Am+1 ×1C))
†.
This proves that the morphism on the right-hand side of (15) is ∆An ◦ (g ◦ (∆Am+1 ×1C))
†.
It follows now that if Q′ is an arbitrary extension of Q, then the identity Γ(Q′) holds in C.
✷
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Proposition 4.2 Suppose that C is a Conway category and Q is a finite automaton. If the
identity associated with Q holds in C, then so does the identity associated with M(Q).
Proof. Suppose that Q = (Q,Z, ·), and let M =M(Q). Consider the transformation monoid
[8] (Q,M) viewed as an automaton Q′ = (Q,M, ·) in the usual way, so that q · uQ
′
= qu, for
all q ∈ Q and u ∈ Z∗. Similarly, let QM = (M,M, ·) be the automaton corresponding to the
monoid M . It is well-known that QM is isomorphic to a subautomaton of a direct power of
Q′. If the identity associated with Q holds in C, then so does the identity associated with Q′,
by Lemma 4.1. Since the automaton QM associated withM is isomorphic to a subautomaton
of a direct power of QM , it follows using Lemma 11.2 and Corollary 12.2 of [12] that the
identity Γ(QM ) associated with QM also holds. But the identity associated with QM is just
the identity Γ(M) associated with M . ✷
We now complete the proof of Theorem 3.2. Suppose that C is a Conway category and Q is a
finite automaton such that the identity associated with Q holds in C. Then, by the previous
proposition, the identity associated with M(Q) holds in C. But, by Theorem 3.3, this implies
that the identity associated with every (simple) group dividing M(Q) holds in C.
We now turn to the proof of Theorem 3.4. We need the following fact.
Lemma 4.3 Suppose that Q = (Q,Z, ·) is a finite automaton, q ∈ Q and a ∈ Z. If the
identity Γ(Q, q) holds in a Conway category, then so does the identity Γ(Q, qa).
Proof. Let Q = {q1, . . . , qn} and Z = {a1, . . . , am}. Without loss of generality, we may
assume that q = q1 and a = a1. Let us identify each state qi with the integer i. Suppose that
C is a Conway category satisfying Γ(Q, q). In order to prove that C also satisfies Γ(Q, qa),
let g : Am×C→A in C, B = A2, and define f = 〈f1, f2〉 : B
m×C→B by
f1 = g ◦ (π
A2
1 × · · · ×π
A2
1 ×1C)
f2 = π
A2m
1 ×!C .
Since the identity associated with (Q, q) holds, we have
πB
n
1 ◦ (f
Q,B)† = (f ◦ (∆Bm×1C))
†. (16)
Let γ denote the base permutation A2n→A2n corresponding to the function [2n]→ [2n] given
by (2j−1) 7→ j and 2j 7→ n+ j, for all j ∈ [n]. Let h = γ−1 ◦ (fQ,B ◦ (γ×1C)). It is a routine
calculation to verify that
h = 〈gQ,A ◦ (1An×!An×1C), 〈π
An
1a1 , . . . , π
An
na1
〉×!An×C〉 : A
2n×C→A2n.
Now
h† = 〈(gQ,A)†, 〈πA
n
1a1 , . . . , π
An
na1
〉 ◦ (gQ,A)†〉 : C→A2n,
by (12), and thus by the permutation identity,
πB
n
1 ◦ (f
Q,A)† = 〈πA
n
1 ◦ (g
Q,A)†, πA
n
1a1 ◦ (g
Q,A)†〉 : C→A2.
On the other hand, by a similar argument,
(f ◦ (∆Bm×1C))
† = 〈g ◦ (∆Am×!Am×1C),1A×!A×1C〉
†
= ∆A2 ◦ (g ◦ (∆Am×1C))
† : C→A2.
Since (16) holds, it follows that πA
n
1 ◦ (f
Q,A)† = (g ◦ (∆Am×1C))
†. ✷
By repeated applications of Lemma 4.3 we obtain:
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Corollary 4.4 Suppose that Q is an automaton and q is a state of Q and u is an input
word of Q. If the identity Γ(Q, q) holds in a Conway category C, then so does the identity
Γ(Q, qu). Thus, if (Q, q) is initially connected, then Γ(Q) holds in a Conway category C iff
Γ(Q, q) does.
Remark 4.5 Our proof of Corollary 4.4 based on Lemma 4.3 uses essentially the same
technique as the proof of Lemma 4.3 in [19].
Theorem 3.4 is now an immediate corollary of Theorem 3.2 and Corollary 4.4.
5 Some corollaries and open problems
Combining Theorem 3.1 and Theorem 3.2, we immediately have:
Theorem 5.1 Suppose that Q is a collection of finite automata and let G denote the collec-
tion of simple groups dividing the monoid of some automaton in Q. Then a Conway category
satisfies the identities associated with the automata in Q iff it satisfies the identities associated
with the groups in G.
Proof. Suppose that a Conway category C satisfies the identities Γ(G) associated with the
groups G in G. Then by Theorem 3.1, C satisfies all identities Γ(Q), where Q is a finite
automaton such that every simple group divisor of M(Q) is in G and thus all the identities
associated with the finite automata in Q.
Suppose now that C is a Conway category satisfying the identities associated with the finite
automata in Q. Then by Theorem 3.2, every identity associated with the groups in G holds
in C. ✷
Similarly, we have:
Theorem 5.2 Suppose that Q is a collection of finite initially connected initialized automata,
and let G denote the collection of simple groups dividing the monoid of some automaton in
Q. Then a Conway category satisfies the identities associated with the automata in Q iff it
satisfies the identities associated with the groups in G.
Corollary 5.3 Suppose that Q is a collection of finite automata, or finite initially connected
initialized automata. Then the Conway identities together with the identities associated with
the (initialized) automata in Q is complete for iteration categories iff for every finite simple
group G there is an automaton Q ∈ Q (or initialized automaton (Q, q) ∈ Q) such that G
divides the monoid M(Q).
Remark 5.4 This Corollary strengthens a result proved in [13] using some more sophisti-
cated methods from the structure theory of finite automata. Suppose that Q is a collection
of finite automata such that at least one nontrivial counter is a subautomaton of a restriction
of an automaton in Q, i.e., such that there is an integer n > 1 and an automaton Q ∈ Q
having an n-element subset of the states and an input letter z inducing a cyclic permutation
of this subset. It was proved in [13] that the Conway idetities and the identities associated
with the automata in a collection of finite automata Q form a complete set of axioms for
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iteration categories iff for every finite simple group G there is an automaton Q ∈ Q such that
G divides the monoid M(Q).
We note that there is a class Q of finite automata such that every finite group is isomorphic
to the monoid of some automaton in Q but there is no nontrivial counter that is isomorphic
to a subautomaton of a restriction of any automaton in Q.
For each n ≥ 3, consider the n-state automaton Qn with state set {q1, . . . , qn} with an input
letter inducing the cyclic permutation (q1 . . . qn) and a letter inducing the transposition (12),
so that the monoid of Qn is the symmetric group Sn of degree n. Then the Conway identities
together with any infinite subsystem of the identities associated with the initialized automata
(Qn, q1) are complete for iteration categories since every finite group may be embedded in any
large enough symmetric group. It is shown in [13] that the identity associated with (Qn, q1)
may be reduced to
(f ◦ (∆A2 ×1C) ◦ 〈f ◦ 〈π
A×C
1 , (f
†)n−2, πA×C2 〉, π
A×C
2 〉)
† = (f ◦ (∆A2 ×1C))
†, (17)
where f is any morphism A2×C→A. Thus, we obtain a simple proof of the fact that system
consisting of the Conway identities and any infinite subset of the identities (17) is complete
for iteration categories.
None of the complete systems consisting of the Conway identities and an infinite subcollection
of the identities (17) is minimal, since each such system contains a complete proper subsystem.
Similarly, no complete axiomatization of iteration theories consisting of the Conway identities
and a subcollection of the automaton (or group) identities is minimal.
Open problem Does there exist a minimal complete set of identities for iteration categories?
Given a class G of finite simple groups (including the trivial groups), closed under division,
there is a corresponding ‘variety’ VG of Conway categories axiomatized by the Conway iden-
tities and the identities Γ(G) for G ∈ G. It contains the subvariety VsG consisting of those
categories in VG with a single morphism T →A for any object A. (Here T is the distin-
guished terminal object.) These varieties are all different. A concrete description of the
‘free categories’ (or rather, free iteration theories) in these varieties was given in [14]. It is
possible that all varieties of Conway categories are of the form VG or V
s
G . By the results
of this paper, this holds iff every variety of Conway categories may be axiomatized by the
Conway identities and a set of automaton identities, and possibly the identity f = g, where
f, g : T →A.
Open problem Describe the lattice of all varieties of Conway categories.
6 Conclusion
The equational properties of fixed point operations over cartesian categories are captured by
the axioms of iteration categories which can be axiomatized by the Conway identities and
identities associated with (deterministic) finite automata, or finite groups. We proved that
in conjunction with the Conway identities, the identity associated with a finite automaton
implies each identity associated with every finite group that divides the monoid of the au-
tomton. We concluded that a system consisting of the Conway identities and a collection of
the identities associated with the members Q of a subclass Q of finite automata is complete
for iteration categories iff for each finite simple group G there is some automaton Q ∈ Q
such that G divides the monoid of Q. This result establishes a connection between the
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equational theory of fixed point operations and the Krohn-Rhodes decomposition theorem
for finite automata. Since several equational theories of computational interest have a finite
axiomatization relatively to iteration categories, our result yields simple axiomatizations of
these theories.
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