Multiple Sclerosis (MS) is a disease of the central nervous system in which the protective myelin sheath of the neurons is damaged. MS leads to the formation of lesions, predominantly in the white matter of the brain and the spinal cord. The number and volume of lesions visible in magnetic resonance (MR) imaging (MRI) are important criteria for diagnosing and tracking the progression of MS. Locating and delineating lesions manually requires the tedious and expensive efforts of highly trained raters. In this paper, we propose an automated algorithm to segment lesions in MR images using multi-output decision trees. We evaluated our algorithm on the publicly available MICCAI 2008 MS Lesion Segmentation Challenge training dataset of 20 subjects, and showed improved results in comparison to state-of-the-art methods. We also evaluated our algorithm on an in-house dataset of 49 subjects with a true positive rate of 0.41 and a positive predictive value 0.36.
INTRODUCTION
Multiple Sclerosis (MS) is a chronic, demyelinating disease affecting the central nervous system. The demyelination leads to formation of lesions or sclera, primarily in the white matter (WM) in the brain and spine. These lesions are visible as hyperintensities in fluid attenuated inversion recovery (FLAIR) sequence images and as hypointensities in T 1 -weighted (T 1 -w) images (see Fig. 1 ). Depending on the type of MS, lesions can increase or decrease in number and volume as a function of time. Lesion count is one of the criteria for diagnosing MS, 1 and lesion volumes can be used to track disease progression. 2 Lesions are highly variable in their appearance, location, and volume in MRI. In addition, the FLAIR sequence also suffers from artifacts, 3 which make lesion segmentation a challenging task. Accurate delineation requires aligning multimodal data and visualizing the tissue boundaries and is a difficult task, even for experienced manual raters. Delineating the lesion-WM boundary can be especially subjective and variable. Manual segmentation also suffers from large intra-and inter-rater variability. 4 Thus, an automated, fast, and accurate lesion segmentation method is crucial in order to segment and analyze large patient imaging studies.
There has been significant work in the area of MS lesion segmentation.
5-14 Llado et al. 15 in their survey analyze many recently published automated lesion segmentation techniques, both qualitatively and quantitatively. Some of the methods investigated in the survey were the best performing solutions as determined by the MICCAI 2008 MS Lesion Segmentation Challenge (MSLSC). 16 The winning entry of the MSLSC estimated a threshold for FLAIR images based on the intensity distribution of the gray matter. 5 Shiee et al. 6 segmented MS lesions along with a topologically correct full brain segmentation. Recent work by Geremia et al. 7 has surpassed the performance of the MSLSC winner.
NEW WORK TO BE PRESENTED
Our approach is similar to Geremia et al., 7 in that we also implement binary decision trees that are learned from intensity and context features. However, instead of predicting the label at a single voxel, as most methods do, we predict an entire neighborhood or patch for a given input feature vector. Lesion boundaries often seem to appear at slightly shifted locations in different modalities. Thus knowledge of predicted tissue classes in neighboring voxels is useful in determining the class of the central voxel. To achieve this, we have implemented a version of multi-output decision trees, which are similar in essence to the output kernel trees developed by Geurts et al. 17 Predicting entire neighborhoods gives us further context information such as the presence of lesions predominantly inside white matter. We post-process the segmentations produced by our multi-output decision trees to reduce false positives.
METHOD
Co-registered T 1 -w, FLAIR, and T 2 -w images as well as expert manual segmentations are used as training data in our supervised learning approach. We denote this data collection as {I
p }, p = 1, . . . , N for the images from the p th training subject, corresponding to the T 1 -w, FLAIR, T 2 -w, and labeled image, respectively.
Preprocessing
All images undergo preprocessing including N4 bias correction, 18 rigid registration to the 1 mm 3 MNI space,
19
skull stripping, 20 and finally intensity standardization. The T 1 -w images are intensity standardized by linear scaling of the WM peak of the intensity histogram to match the intensity of a reference image. The FLAIR and T 2 -w images are intensity standardized by fixing the histogram mode to a reference by a linear scaling.
Features
For the p th training image set, I
, respectively for the input modalities. In our experiments we use u = v = w = 3. Small patches provide us with local context of a particular voxel. However due to the variability of lesion appearance and variations in the FLAIR images due to artifacts, just local intensity information cannot distinguish between lesion and normal tissue. Thus we augment the local patches with features that provide global context for a voxel.
For each voxel i, we locate a voxel j, which is at a distance of r from i in a radial direction from i. By radial direction we mean the unit vector in the direction of voxel i from the center of the MNI space. We calculate the mean intensity of a large window of size w 1 × w 2 × w 3 (11 × 11 × 3) about the voxel j. This radial patch average provides a good indication of location in the brain relative to the cortex. Let these window averages be y
, respectively for each modality. The final feature vector is created by concatenating [x
has a u×v ×w-sized local patch surrounding it. We denote it by z i . For a given training feature vector X i , we have a corresponding dependent label vector z i . The label vector is a binary vector as the classification is lesions vs normal tissue, but it can easily be used for a multi-class classification by assigning additional labels to the different tissues. [X i ; z i ] are sampled from all the training samples to create the training set.
Learning Multi-output Decision Trees
Learning a multi-output decision tree is similar to the CART algorithm 21 to learn a single output regression tree. Let Θ q = {[X 1 ; z 1 ], . . . , [X m ; z m ]} be the set of all the training sample pairs at a node q in the tree. The output vectors z i are also known dependent vectors. Let dimensionality of the dependent vectors be d and the node mean at node q bez q . The squared distance (SD) from the mean for the dependent vectors at node q is,
1 'it ..
If a particular feature, f , and a threshold for the feature, τ f are chosen, then the data in q, Θ q is separated into two disjoint subsets,
f and τ f are chosen such that the combined SD of the two daughter nodes q L and q R of q, is minimized.
The splitting is done recursively until there are a minimum number of samples left in a node, which is then declared as a leaf node of the tree. In our experiments, we have used fifty as the minimum number of leaf samples. Since a single tree is considered as a weak learner, we train multiple (five, in our experiments) trees using bootstrap aggregation (bagging) to create an improved classifier.
Prediction
Given a test image set consisting of processed T 1 -w, T 2 -w and FLAIR images, we extract the aforementioned features at each of the voxels. Next we apply the trained multi-output tree ensemble to each extracted feature vector. The input vector travels through the tree as its features are evaluated against the ones in the tree nodes, until it lands in a leaf node. The leaf node consists of at least fifty training samples, each of dimensionality d, with a label at each dimension. This provides us with 50d voxel labels, from which we determine the percentage of lesion voxels. This gives a membership estimate of a voxel belonging to the lesion class vs the normal tissue class.
Postprocessing
The membership image acquired from the multi-output decision ensemble is smoothed using a Gaussian filter with σ = 1. The smoothed membership image is thresholded to created a binary lesion mask. The threshold was empirically set to 0.33 to ensure a balance between true positive rate (TPR) and positive predictive value (PPV).
Since a large majority of the MS lesions occurs inside white matter, we mask out false positives detected in other tissues. We use a simple three class fuzzy k-means segmentation 22 of the T 1 -w image to roughly identify a WM mask. Lesions, being hypointense in T 1 -w images, appear as holes in this WM mask, which are filled. 
RESULTS

MS Lesion Segmentation Challenge
For our first experiment we used the MSLSC Training Dataset. 16 We compared the results with the winner of MSLSC 5 and one of the current top ranked results, 7 published after the challenge. We report some of the challenge metrics and compare the estimated lesion volume with the true lesion volume. MSLSC consists of twenty subjects, ten each from the University of North Carolina (UNC) center and the Children's Hospital Boston (CHB), with T 1 -w, FLAIR, T 2 -w, and manual lesion segmentations. We randomly selected four subjects as training data and evaluated on the remainder. We also performed a leave-one-out classification of the four training data images to include them in the analysis.
Our algorithm performs generally better than the challenge winner. 5 The results are in Table 1 . In comparison to Geremia et al., our algorithm has a better TPR-PPV balance for the CHB data and performs worse for the UNC data. The large errors in the UNC data are of the type shown in the second row of Fig. 1 , where the manual segmentation is debatable. Fig. 2(a) shows a scatter plot of the manual lesion volumes vs. those calculated by the algorithm. In an ideal scenario, the line fit on the scatter plot should match the identity line (black dashed line). Our algorithm slightly overestimates the lesion volume for the low lesion images, while underestimating for the high lesion volume images. Table 1 . Average TPR and PPV values across 10 subjects for each of the UNC and CHB datasets, reported for 3 methods. We also evaluated our algorithm on an In-House dataset of 49 subjects.
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In-house MS Data Segmentation
We also used an internal dataset of MS patients that was annotated by an expert rater. Our In-house MS data consists of MS patients consisted of forty nine subjects with T 1 -w, P D -w, T 2 -w and FLAIR images. T 1 -w images were acquired using the Magnetization Prepared Gradient Echo (MPRAGE) sequence and were acquired at a 0.82 × 0.82 × 1.1 mm 3 resolution. Whereas the other scans were acquired at either 0.82 × 0.82 × 2.2 mm 3 for 36 subjects and at 0.82 × 0.82 × 4.4 mm 3 for 13 subjects. Thus this dataset has considerable internal variability.
All the images were preprocessed as before in the MNI space. We again used four random subjects as our training data. We have reported the average TPR and PPV value over all the subjects in Table 1 and the algorithm lesion volumes vs. manual lesion volumes in Fig 2(b) . We can observe that our algorithm slightly Figure 3 . In-house MS dataset images with corresponding segmentation results. The top row shows results on a subject with a high lesion load, while the bottom row shows the results of subject with a low lesion load.
overestimates the lesion volume for the low lesion load images, and underestimates for the high lesion load images.
Results on two subjects with high and low lesion loads respectively are shown in Fig 3. 
CONCLUSION AND FUTURE WORK
We have described a multi-output decision tree ensemble framework for MS lesion segmentation. Our approach produces results, which are comparable to the state-of-the-art. It is computationally very fast, taking about 1-2 minutes for a 181 × 217 × 181-sized image. We have evaluated our algorithm on the training dataset of the MS lesion segmentation challenge and also on our in-house collection of MS images. Currently the splitting criterion considers a squared distance from the mean for the dependent vectors z i located at a node. However this criterion is not ideal as the z i consist of discrete labels. We would like to improve our approach by considering a different metric, which is more akin to the Gini index developed for a typical single output decision tree for the purpose of classification. We would also like to explore more features in order to reduce the amount of false positives.
We have submitted the MS Challenge private test data for the MSLSC to the testing website and have not received the evaluation results by the time of submission of the final manuscript. These results will be made available on http://www.iacl.ece.jhu.edu/ when we receive them. * This work is not being submitted elsewhere for publication or presentation.
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