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Abstract
A new short solution of the known Four Subspace Problem over an arbitrary field is pre-
sented.
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1. Introduction
Let k be an arbitrary field, U0 be some finite-dimensional vector space over k,
and U1, . . . , U4 ⊂ U0 be an ordered collection of four arbitrary subspaces in U0. A
system U = (U0, U1, . . . , U4) is called in the present paper a quadruple of sub-
spaces of the space U0, or simply a quadruple. Two quadruples U,V are said to
be isomorphic (U  V ) if there exists a k-space isomorphism ϕ : U0 −→ V0 such
that ϕ(Ui) = Vi for all i. A quadruple U is called decomposable (U = U ′ ⊕ U ′′) if
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some non-trivial direct sum decomposition U0 = U ′0 ⊕ U ′′0 satisfies that Ui = (Ui ∩
U ′0)⊕ (Ui ∩ U ′′0 ) holds for each i ∈ {1, . . . , 4}.
Recall that the Four Subspace Problem is the well known problem of classifying
all indecomposable quadruples, up to isomorphism. It was solved more than 30 years
ago, independently and by different means, by Gelfand and Ponomarev [5] (they
considered the case of an algebraically closed field k) and by Nazarova [6,7] (she
delt with an arbitrary field k).1
On the other hand, Brenner described the indecomposable quadruples at first
partially in [2] (where she considered quadruples with the non-zero defect (U) =∑4
i=1 dimUi − 2 dimU0, called now non-regular) and later modified and extended
in [3] the results of Gelfand and Ponomarev to the case of an arbitrary field (and even
skew-field) k.
Since the mentioned original proofs of Gelfand and Ponomarev and of Nazar-
ova (as well as the corresponding variant of Brenner) are long enough and rather
complicated for a current use (for instance, in lecture courses), we would like to
suggest in the present paper one more solution to the Four Subspace Problem over
an arbitrary field. It is significantly shorter (occupying with all the details only a part
of our article) and completely elementary (being based only on the well known facts
concerning vector spaces, operators and matrices). It may be included, therefore, in
each standard course of Linear Algebra immediately after the theory of canonical
forms for linear operators.
One of the important characteristics of the indecomposable quadruples are their
endomorphism rings, which were described initially by Brenner [2,3]. In the sec-
ond part of our paper, using the same elementary approach, we supply the original
Brenner’s results on the quadruple endomorphisms by an alternative short proof, also
suitable for a current use elsewhere.
For the convenience of the reader, all necessary preliminary definitions are in-
cluded in the text to make the exposition self-contained.
Notice, that though we deal with the case of a field k, all the arguments below are
valid in fact for any skew-field k.
The authors are grateful to the referee for useful remarks and suggestions.
2. Indecomposable quadruples
Let U = (U0, U1, . . . , U4) be a quadruple over an arbitrary field k. Its dimension
is by definition a vector d = dimU = (d0, d1, . . . , d4), where di = dimUi for all i.
If you choose some k-basis in U0 and independently some k-basis in each subspace
Ui ⊂ U0, then U may be presented in the matrix form
M = MU = M1 . . . M4 ,
1 Nazarova solved in [6] the matrix problem which is equivalent to the Four Subspace Problem, as it
was demonstrated in [7], p. 765–770.
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where the number of rows is equal to d0, the number of columns in Mi is equal to di
and, moreover, the columns of each block Mi are formed by the coordinates of the
chosen basis vectors of Ui with respect to the main basis in U0 (naturally, if Ui = 0,
then the corresponding block Mi is empty).
Obviously, two quadruples U and V are isomorphic if and only if the correspond-
ing striped matrices MU and MV are equivalent in the sense that they can be turned
into each other using
(a) elementary transformations of rows of the whole matrix M;
(b) elementary transformations of columns inside each stripe Mi .
More generally, one may consider not only quadruples, but also arbitrary systems
of subspaces in a vector space with some predetermined inclusions, which are called
representations of posets (i.e. of partially ordered sets). The corresponding defini-
tions (with the origins in [4,8]) are very simple but very useful. Namely, if P is a
finite poset, then its representation over k is any collection of finite-dimensional
k-spaces U = (U0, Ui |i ∈ P) such that Ui ⊂ U0 for all i and Ui ⊂ Uj as soon as
i  j in P. Here we also have a matrix presentation
M = . . . Mi . . . (i ∈ P),
where the columns of a stripe Mi are formed by the coordinates (with respect to the
main basis in U0) of any minimal system of generators of Ui modulo its subspace
Ui =
∑
j<i Uj .
Hence, now the dimension d = dimU has the coordinates d0 = dimU0, di =
dimUi/Ui , and two representations U,V of P are isomorphic (in the same sense
as for quadruples) if and only if their matrix presentations MU,MV are equivalent
under application of the elementary transformations of types (a) and (b) as above, as
well as of the following additional type
(c) additions of columns of a stripe Mi to columns of a stripe Mj , if i < j in P.
It is clear that quadruples are included in this scheme as representations of a poset
Q = {1, 2, 3, 4}, consisting of four incomparable points.
Notice, that we will not use in the present paper any facts from the posets rep-
resentation theory, except for the already given definitions and their trivial conse-
quences.
Lemma 1. If U is an indecomposable representation of any poset P and Ua = U0
for some point a ∈ P, then the restriction U ′ = (U0, Ui |i ∈ P\a) to a subset P\a
is indecomposable as well.
Proof. If we assume that U ′ = V ⊕W is a non-trivial direct sum, then obviously
U itself decomposes since Ua = U0 = V0 ⊕W0. 
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We call a poset, consisting of two incomparable points, a dyad. A representation
U is called trivial if dimU0 = 1.
Lemma 2. The indecomposable representations of a dyadP = {x, y}are exhausted,
up to isomorphism, by trivial representations of the form (k, k, k), (k, k, 0), (k, 0, k)
and (k, 0, 0).
Proof. Let U be any representation ofP. Set  = Ux ∩ Uy . Then Ux = ⊕X and
Uy = ⊕ Y for some complementary subspaces X, Y , hence, Ux + Uy = ⊕X ⊕
Y . Since U0 = (Ux + Uy)⊕ Z for some complement Z, it holds U = (,,)⊕
(X,X, 0)⊕ (Y, 0, Y )⊕ (Z, 0, 0), whence we receive the desired indecomposable
summands. 
Denote by I (In) the identity matrix of arbitrary order (of order n).
Lemma 3. Let S = I A0 B be a block matrix (with non-empty blocks), the rows
of which correspond to basis vectors of some k-space U0, and such that the second
vertical stripe is non-singular in columns. Let U1, U2 be the subspaces of U0 gen-
erated by the columns of the left and right vertical stripes respectively, and assume
that U1 + U2 = U0 and U1 ∩ U2 = 0. Then B is a non-singular square matrix.
Proof. Using elementary transformations of rows and columns, reduce the matrix
B to the form B ′ = I
′ 0
0 0 and then make zeroes above the identity block I
′
. Our
hypotheses immediately imply B ′ = I ′. 
It will be convenient for us to use a natural duality for quadruples. Each quadruple
U has the dual one U∗ with U∗0 = Homk(U0, k) and U∗i = {ϕ ∈ U∗0 |ϕ(Ui) = 0} for
i  1. If d = dimU and d∗ = dimU∗, then obviously d0 = d∗0 and di + d∗i = d0 for
i ∈ {1, . . . , 4}.
Now go on to the classification of indecomposable quadruples (we have already
observed in Section 1 the contributions of Gelfand and Ponomarev [5], of Nazarova
[6,7] and of Brenner [2,3] to this classification).
Theorem 1. The indecomposable quadruples U = (U0, U1, . . . , U4) over an arbi-
trary field k are exhausted, up to isomorphism, up to duality and up to permuta-
tions of the subspaces U1, . . . , U4, by the indecomposable quadruples of six types
0, I, . . . , V presented in matrix form in the appendix.
Proof. An explanation of the notations, used in the appendix, is placed before it in
Section 4. Let U be any indecomposable quadruple over k with a matrix presentation
M . Two cases are possible.
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Case A. Ui + Uj = U0 and Ui ∩ Uj = 0 for all i, j ∈ {1, . . . , 4}, i /= j . Then, in
accordance with Lemma 2, a representation of a dyad (U0, U1, U2) must have
indecomposable summands only of types (k, k, 0) and (k, 0, k). Hence, the block
M1 M2 of the matrix M can be reduced by elementary transformations to the
form Im 00 In
with m, n > 0 (clearly in the case that m = 0 or n = 0, we obtain
that U1 = 0 or U2 = 0, in contradiction to our assumption). Therefore, M is reduced
to the form
Im 0 A D
0 In B C
and applying Lemma 3 four times (for different combinations of vertical stripes),
we conclude that A,B,C,D are square non-singular matrices. Clearly, any three of
them may be reduced to the identity form, for example A = B = C = Im = In = I ,
so M takes the form
I 0 I X
0 I I I
If you verify now which elementary transformations do not change this form,
except for the block X, you discover easily that one can apply to the square matrix
X arbitrary transformations of similarity S−1XS. And since indecomposability of
U implies indecomposability of S−1XS, we come (taking into account that Ui +
Uj = U0 and Ui ∩ Uj = 0 for i /= j ) exactly to the indecomposable quadruples of
type 0. Therefore in the Case A the classification problem is reduced to the Rational
Canonical Form problem.
Case B. Ui + Uj /= U0 or Ui ∩ Uj /= 0 for some i, j ∈ {1, . . . , 4}, i /= j . Up to
duality and permutations of Ui , one can assume U1 + U2 /= U0. We proceed by
induction on d0 = dimU0. The case d0 = 1 is in fact the case of the dyad (U0, U3, U4)
(see Lemma 2).
Let d0 > 1. Using suitable elementary row transformations, place at the bottom
of M the horizontal stripe corresponding to the subspace V0 = U1 + U2. Above this
stripe:
(a) we have zeroes in the blocks M1 and M2 and
(b) we have in fact the matrix problem on representations of a dyad in the blocks M3
and M4.
Since U is indecomposable and d0 > 1, for this dyad problem in accordance
with Lemma 2 we get2 only indecomposable matrix direct summands of the form
2 Besides of possible zero-columns and up to equivalence.
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1 1 corresponding to representations of type (k, k, k). Otherwise, as the reader
may understand easily by writing down the matrix, a trivial direct summand splits
off from U . Therefore, M is reduced to the following form
(1)
where n  1 and the empty blocks are zero-blocks (below one of the blocks In the
elements were annihilated using row additions from the top to the bottom).
Analyzing now, which transformations do not change both the blocks In and the
zero-blocks, we conclude that there exist not only obvious additions of columns from
the block N4 to the block Nb, but in fact also from N3 to Nb (one can add any column
of N3 to any column of the zero-block to the right of it, and then restore zeroes again
by suitable row additions from the top to the bottom).
Therefore, in the lower part we obtain a matrix presentation N =
N1 . . . N4 Nb of some representation V of a poset Q ∪ {b} of the form
, where V0 = U1 + U2, Vi = Ui ∩ V0 and evidently Vb = (U3 + U4) ∩ V0 =
(U1 + U2) ∩ (U3 + U4) (recall that Q = {1, 2, 3, 4}).
Now place at the bottom of M the horizontal stripe corresponding to the subspace
W0 = Vb. Above this stripe (but inside the stripe of the subspace V0) we have:
(a′) zeroes in the blocks M3,M4 and
(b′) the problem on representations of a dyad in the blocks M1,M2.
This situation is completely symmetric to the previous one (a), (b). Thus, applying
completely analogous considerations, we reduce M to the form
(2)
where m  0, n  1 and the empty blocks are zero-blocks. Here, in fact, inside
the bottom stripe the additions of columns indicated by the arrows are admitted.
Hence, the blockL = L1 L2 La L3 L4 Lb is nothing else but a matrix
presentation of some representation W of a poset Q ∪ {a, b} of the form ,
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where W0 = Vb, Wi = Ui ∩W0 for i ∈ {1, . . . , 4} and Wa = (U1 + U2) ∩W0,
Wb = (U3 + U4) ∩W0. It is important to note that due to the construction Wa = Wb
= W0. We have come to the key statement of our proof.
Proposition 1. Let U be an arbitrary quadruple without trivial direct summands,
and U ′ be the quadruple defined by the conditions
U ′0 = (U1 + U2) ∩ (U3 + U4) and U ′i = Ui ∩ U ′0 for i ∈ {1, . . . , 4}.
Then U is indecomposable if and only if U ′ is indecomposable.
Proof. Assume that U is indecomposable. If U1 + U2 = U3 + U4 = U0, then U ′ =
U is indecomposable. If, for example, U1 + U2 /= U0, then we have for U the matrix
form (2) which implies that the representation W of the shown six-point set Q ∪
{a, b}, defined above, is indecomposable (see how the blocks Im, In are “glued” with
L). But Wa = Wb = W0, hence by Lemma 1 the restriction U ′ = W |Q is indecom-
posable.
Assume, on the contrary, that U ′ is indecomposable. Then U must be indecom-
posable since for U = X ⊕ Y it holds U ′ = X′ ⊕ Y ′ and obviously (see the form
(2)), X′ /= 0 for each quadruple X without trivial direct summands. 
Now the proof of Theorem 1 is being finished in the following way. By Propo-
sition 1 the representation U ′ = W |Q is indecomposable, and since dimU ′0 = dim
W0 < d0, the induction hypothesis implies that its matrix presentation L′ =
L1 . . . L4 is equivalent (up to permutations of the blocks Li) to one of the
forms shown in the appendix. One has to put instead of L′ each of the forms from
this list and verify that all their possible extensions M of the form (2) again belong to
the same list. We will demonstrate that this verification is very simple. Two variants
are possible.
(i) Assume W0 = V0. Then m = 0 and the form (2) turns into (1) with W = V and
N = L (here La = Ø). Since n  1 and Lb /= Ø, it holds W3 +W4 /= W0. At
the same time W1 +W2 = V1 + V2 = V0 = W0. Thus the types 0, V and III∗,
IV∗, V∗ must be excluded, and it remains for U ′ = W |Q to be of type I, . . . , IV
only.
(ii) Assume W0 /= V0. Then m, n  1, i.e. La,Lb /= Ø and W1 +W2 /= W0, W3 +
W4 /= W0. Hence here U ′ can be of type V only.
Therefore, one has to make in both cases (i) and (ii) together only five direct
matrix restorations U ′ −→ U . Note that for all quadruples U ′ from the appendix it
holds codim(U ′i + U ′j )  1 for i /= j , i.e. each of the blocks La,Lb (if not empty)
consists of one column only. In other words, n = 1 always (in the considered Case
B) and m = 0 (m = 1) for the situation (i) (resp. (ii)).
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It means that the restoration of U from U ′ is an easy task. Namely, in each case
you have to place 1 in that row of La (resp. Lb) which corresponds to the common
zero-row of L1 and L2 (resp. L3 and L4) and place zeroes in all other entries of La
and Lb, together with “gluing” the shown in (2) identity blocks of order one: In = 1
and Im = 1 (if not empty).
Additionally you have to make only some permutations of rows (and of vertical
stripes) to obtain again exactly one of the standard forms I, . . . ,V (these permuta-
tions are defined uniquely since each matrix in the appendix contains two vertical
stripes with exactly one non-zero element in each column).
A diagram of transforming the types I, . . . ,V by the correspondence U ′ −→ U
looks as follows
where each arrow is equipped with the order i1, . . . , i4 in which the initial vertical
stripes 1, . . . , 4 of the corresponding matrix from the appendix have to be placed
instead of the blocks L1, . . . , L4 respectively into the matrix (2) (for more details
see Remark 2 below). This ends the proof of Theorem 1. 
Remark 1. One can check directly that a permutation of vertical stripes Li and
Lj of the matrix L′ gives an equivalent matrix presentation of U ′ if i, j ∈ {1, 2}
or i, j ∈ {3, 4} for the types I and II, i, j ∈ {2, 3, 4} for the type III, i, j ∈ {1, 2, 3}
for the type IV and i, j ∈ {1, 2, 3, 4} for the type V (naturally, such permuta-
tions correspond to automorphisms of the graphical diagrams shown in the appen-
dix). On the other hand, the fact follows easily (inductively) from the described
construction.
Remark 2. The exhaustive details of the matrix restoration U ′ −→ U are as fol-
lows. Let αi (resp. βi) denote an additional last row (resp. last column) joined to the
ith horizontal (resp. ith vertical) stripe of some matrix L′ of type I, . . . ,V from the
appendix. In the cases (a)–(e) below we specify precisely which elements of the new
rows or columns are equal to 1 (supposing that automatically all other entries of that
rows or columns are zeroes). Under this convention, the restoration of M from L′,
corresponding to the described procedure and to the shown above diagrams, is the
following.
(a) Join to the type (I)n matrix L′ the row α2 and the columns β3, β4 and put 1 at
the places (α2, β3), (α2, β4) and (n, β4). You get the type (II)n matrix M (up to
permutations of its horizontal and vertical stripes).
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(b) Join to the type (II)n matrix L′ the row α2 and the columns β3, β4 and put 1 at
the places (α2, β3), (α2, β4) and (n+ 1, β3). You get the type (I)n+1 matrix M
(up to permutations of its horizontal and vertical stripes).
(c) Join to the type (III)n matrix L′ the row α2 and the columns β2, β4 and put 1 at
the places (α2, β2), (α2, β4) and (n+ 1, β4). You get the type (IV)n matrix M
(up to permutations of its vertical stripes).
(d) Join to the type (IV)n matrix L′ the row α1 and the columns β1, β4 and put 1 at
the places (α1, β1), (α1, β4) and (2n+ 3, β4). You get the type (III)n+1 matrix
M (up to permutations of its vertical stripes).
(e) Join to the type (V)n matrix L′ the rows α1, α2 and the columns β1, β2, β3, β4
and put 1 at the places (α1, β1), (α1, β4), (2n+ 1, β4) and (α2, β2), (α2, β3),
(n, β3). You get the type (V)n+1 matrix M .
3. Endomorphism rings
We say that an indecomposable quadruple is of type 0, I, II, . . . if its matrix pre-
sentation is equivalent to the matrix of the corresponding type presented in the appen-
dix. Quadruples of types 0, I and II (having zero defect) are called regular, and all
the others non-regular.
An endomorphism of a quadruple U is any k-linear map ϕ : U0 −→ U0 such
that ϕ(Ui) ⊂ Ui for all i. The endomorphism rings of all indecomposable quadruples
were described originally by Brenner in [2,3]. Her result is as follows.
Theorem 2. Let U be an indecomposable quadruple over an arbitrary field k, d0 =
dimU0 and E = EndU be the endomorphism ring of U. Then it holds the following:
(a) If U is regular of type 0 with d0 = 2n (n  1), then E  k[t]/(ps(t)) where
ps(t) is the minimal polynomial of the indecomposable Frobenius cellX of order
n (shown in the appendix) with p(t) being monic irreducible and different from
t and t − 1(clearly n = s · degp(t)).
(b) If U is regular of type I with d0 = 2n (n  1), then E  k[t]/(tn).
(c) If U is regular of type II with d0 = 2n+ 1 (n  0), then E  k[t]/(tn+1).
(d) If U is non-regular, then E  k.
We will give now an alternative short proof of this result based on the following
statement.
Proposition 2. Let U and U ′ be the same quadruples as in Proposition 1, and
assume that U ′i ∩ U ′j = 0 or U ′i + U ′j = U ′0 for (i, j) = (1, 2) and (i, j) = (3, 4).
Then EndU  EndU ′.
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Proof. Using the procedure of the Case B of the proof of Theorem 1 (and omitting
now the inessential restriction U1 + U2 /= U0), reduce the matrix M of U to the form
(2) with m, n  0. Take a direct decomposition U0 = U ′0 ⊕ E ⊕ F where E (resp.
F ) is the canonical subspace in U0 corresponding to the rows of the second (resp.
first) horizontal stripes of M . Denote by A (B) the subspace in U0 generated by the
columns of the second vertical stripe of the block M2 (M4) containing Im and La (In
and Lb).
Obviously, we have a ring homomorphism λ : EndU −→ EndU ′ given by the
restriction ϕ −→ ϕ|U ′0. We have to show that λ is an isomorphism.
Assume ϕ|U ′0 = 0 for some ϕ ∈ EndU . If m > 0, then U ′1 + U ′2 /= U ′0 and by
our assumption U ′1 ∩ U ′2 = 0, hence U1 ∩ U2 = 0 and ϕ(E) = ϕ(A) ⊂ U1 ∩ U2 =
0 (symmetrically, if n > 0, then ϕ(F ) = 0). It means ϕ = 0, i.e. λ is a monomor-
phism.
Assume ϕ′ ∈ EndU ′ and consider (in case m > 0) a natural basis {ei + ai}, i =
1, . . . , m, of A identifying ei(ai) with the corresponding vector-column of the block
Im(La). Since for m > 0 U ′1 ∩ U ′2 = 0, it holds U ′0 = U ′1 ⊕ U ′2 ⊕ k{a1, . . . , am}.
Hence, if ϕ′(ai) = u3 + u4 +∑j βij aj , where ut ∈ U ′t (t = 1, 2), one can define a
k-endomorphism ψ on U ′0 ⊕ E such that ψ |U ′0 = ϕ′ and ψ(ei) = −u3 +
∑
j βij ej .
Then ψ(ei + ai) = ψ(ei)+ ϕ′(ai) = u4 +∑j βij (ej + aj ) ∈ U4, i.e. ϕ(Ui) ⊂ Ui
for i = 1, 2 and ϕ(U ′i ) ⊂ U ′i for i = 3, 4. Further, if also n > 0, then one can define
completely analogously (extending ψ) a k-endomorphism ϕ on U0 = U ′0 ⊕ E ⊕ F
with the properties ϕ| (U ′0 ⊕ E) = ψ and ϕ(Ui) ⊂ Ui for all i = 1, . . . , 4. Then
ϕ ∈ EndU and ϕ|U ′0 = ϕ′, hence λ is an epimorphism and consequently an iso-
morphism. 
Proof of Theorem 2. Let U be an indecomposable quadruple, d0 = dimU0.
(a) If U is of type 0 and d0 = 2n, then (taking into account the special form of its
matrix M shown in the appendix) one can identify U0 with a direct sum U0 =
E ⊕ E, where E is some n-dimensional k-space in which a linear operator given
by the matrix X is acting, and identify EndU with the endomorphism ring of a
k[X]-module E. But it is well known from the standard theory of linear operators
that Endk[X]E  k[t]/(ps(t)).
(b) If U is of type I and d0 = 2n, then in fact we have (up to permutation of stripes of
the matrix) the same situation, as in (a), for X = J+n (0), hence here ps(t) = tn.
(c) IfU is of type II and d0 = 2n+ 1, then (due to the procedure described in Section
2) U = V ′ for some quadruple V of type I with dimV0 = 2n+ 2. And since
obviously V ′ satisfies the conditions of Proposition 2, it holds EndU  EndV 
k[t]/(tn+1).
(d) If, at last, U is of type III, IV or V and non-trivial, then always U ′ satisfies the
conditions of Proposition 2, so EndU  EndU ′. But the quadruples of types
III, IV, V of minimal dimensions (with n = 0) have only trivial endomorphisms,
hence EndU  k. This finishes the proof of Theorem 2. 
G. Medina, A. Zavadskij / Linear Algebra and its Applications 392 (2004) 11–23 21
4. Notations for the appendix
If some identity matrix In is equipped with an arrow of type ←−,−→,↑ or ↓,
it means that one additional zero-column or zero-row is joined to In from the left,
right, above or below respectively.
By Fn(ps(t)) we denote the Rational Canonical Form cell (which is also called
the Frobenius cell) of order n having the minimal polynomial ps(t), where p(t) is
monic and irreducible. In other words, Fn(ps(t)) is the companion matrix of ps(t)
(in particular, n = s · degp(t)).
Denote by J+n (0) (J−n (0)) the Jordan block of order n with eigenvalue 0 and
entries 1 on the diagonal above (below) the main one.
Each type of indecomposable quadruples is attached with a useful characteristic
diagram consisting of exactly four vertices (representing the subspaces U1, . . . , U4)
together with the additional symbol-peaks of the form . This means that the
corresponding subspaces Ui and Uj satisfy the relation dim(Ui ∩ Uj ) = 1
(codim(Ui + Uj) = 1). Otherwise (in case of absence of a peak) Ui ∩ Uj = 0 (Ui +
Uj = U0). The diagrams are equipped also with the coordinates of the dimension-
vector d = dimU .
The values  = (d) =∑4i=1 di − 2d0 of the defect  and f = f (d) = d20 +∑4
i=1 d2i − d0
∑4
i=1 di of the Tits quadratic form f on the dimension-vector d =
dimU are shown in the table as well.
For a type T the dual type is denoted by T ∗ (it consists of the dual quadruples U∗
where U are of type T ).
We remark that in the case of matrices of type V or V ∗, the last horizontal stripe
consists of one row only.
By E it is denoted the endomorphism ring of a quadruple.
It is of worth to notice the following.
Remark 3. It follows trivially from our construction, described in Section 2 (see in
particular Proposition 1), that all the quadruples listed in the appendix are indecom-
posable and pair-wise non-isomorphic. Moreover, each quadruple U of one of the
types II, . . . ,V (or of the dual types) is determined uniquely, up to isomorphism, by
its dimension-vector d = dimU (which is a root of the form f in the sense f (d) =
1). And each quadruple of type 0 or I is determined by the pair (d, p(t)) or (d, t)
respectively (where p(t) and t are the polynomials as above, and the dimension d is
an imaginary root of f in the sense f (d) = 0).
Remark 4. If to take p(t) = t or p(t) = t − 1 for the type 0, you receive the type I.
And the type I quadruples, given by matrices with J+n (0) and J−n (0), are isomorphic.
Remark 5. If you substitute J−n (0) for J+n (0) in the type V form, you must substi-
tute at the same time (0 . . . 01) for (10 . . . 0) in the last rows of the stripes M3,M4
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(the last rows in M1,M2 are zero-rows, this is not a misprint).3 Respectively, in
the form V∗ you may change the direction of each arrow for the inverse one, and
at the same time substitute (0 . . . 01) for (10 . . . 0) in the last row of each stripe
Mi, i ∈ {1, . . . , 4}.
Remark 6. In the categorical language, quadruples are objects of the category of
representations R of a poset Q = {1, 2, 3, 4} over k, and the classification of inde-
composable quadruples implies the classification of all objects inR. As for the mor-
phisms of the category R (which are defined naturally), they also can be classified,
at present by methods of the theory of representations of algebras (see, for instance,
[1], Exercise 3 in Chapter VIII). This gives an opportunity to group indecomposables
in such a way that the categorical structure becomes more visual. In particular, due to
some categorical reasonings, the quadruples of type 0 are called homogeneous, those
of type I and II non-homogeneous regular, those of negative defect (III–V) postpro-
jective (or, more traditionally, preprojective) and those of positive defect (III∗–V∗)
preinjective. An important graphical invariant of the category R, called the Aus-
lander–Reiten quiver (which is an oriented graph with some additional structure),
consists of the connected components formed by the quadruples of the mentioned
types (see [1] for more details).
Appendix
Indecomposable quadruples
(up to permutations of subspaces, i.e. of vertical stripes of matrices)
3 If n = 0, all the blocks in the type V matrix M are empty, though formally M consists of one row
and zero columns and corresponds to the quadruple (k, 0, 0, 0, 0).
G. Medina, A. Zavadskij / Linear Algebra and its Applications 392 (2004) 11–23 23
References
[1] M. Auslander, I. Reiten, Sv. Smalo, Representation Theory of Artin Algebras, Cambridge Univ. Press,
1995, 423p.
[2] S. Brenner, Endomorphism algebras of vector spaces with distinguished sets of subspaces, J. Algebra
6 (1967) 100–114.
[3] S. Brenner, On four subspaces of a vector space, J. Algebra 29 (1974) 587–599.
[4] P. Gabriel, Représentations indécomposables des ensembles ordonnés, Semin. P. Dubreil, 26 annee
1972/73, Algebre, Expose 13 (1973) 301–304.
[5] I.M. Gel’fand, V.A. Ponomarev, Problems of linear algebra and classification of quadruples of sub-
spaces in a finite dimensional vector space, Colloq. Math. Soc. János Bolyai, vol. 5, Hilbert Space
Operators, Tihany, 1970, pp. 163–237.
[6] L.A. Nazarova, Representations of a tetrad, Izv. AN SSSR Ser. Mat. 31 (6) (1967) 1361–1378 (in
Russian); English transl. in: Math. USSR Izvestija 1 (1967) 1305–1321, 1969.
[7] L.A. Nazarova, Representations of quivers of infinite type, Izv. AN SSSR, Ser. Mat. 37 (1973) 752–
791 (in Russian); English transl. in: Math. USSR Izvestija 7 (1973) 749–792.
[8] L.A. Nazarova, A.V. Roiter, Representations of partially ordered sets, Zap. Nauchn. Semin. LOMI 28
(1972) 5–31 (in Russian); English transl. in: J. Sov. Math. 3 (1975) 585–606.
