The last two decades have seen tremendous progress in the application of two-dimensional correlation spectroscopy (2D-COS) as a versatile analysis method for data series obtained using a large variety of different spectroscopic modalities, including infrared (IR) and Raman spectroscopy. The analysis technique is applicable to a series of spectra recorded under the influence of an external sample perturbation. Two-dimensional COS analysis is not only helpful to decipher correlations, which may exist between distinct spectral features, but can also be utilized to obtain the sequence of individual spectral changes. The focus of this review article is on the application of 2D-COS for analyzing spatially resolved data with special emphasis on hyperspectral imaging (HSI) study. In this review, we briefly introduce the fundamentals of the generalized 2D-COS analysis approach, discuss specific points of 2D-COS application to spatially resolved spectra and demonstrate essential aspects of data pre-processing for 2D-COS analysis of spatially resolved spectra. Based on illustrative examples, we show that 2D-COS is useful for spectral band assignment in HSI applications and demonstrate its utility for detecting subtle correlations between spectra features, or between features from different imaging modalities in the case of heterospectral (multimodal) HSI. Furthermore, a short overview on existing 2D-COS software tools is provided. It is hoped that this article represents not only a useful guideline for 2D-COS analyses of spatially resolved hyperspectral data but supports also further dissemination of the 2D-COS analysis method as a whole.
Introduction
Two-dimensional correlation spectroscopy (2D-COS) has emerged since its earlier introduction in 1989 1 into an invaluable analysis tool for spectroscopic characterization in various fields of application, including protein science, pharmacy, biomedical applications, and polymer or nanomaterial research. 2, 3 The 2D-COS analysis technique was developed to study dynamic processes in which a spectroscopic probe is applied to monitor the effect of an external perturbation on a given system. The system responds to the perturbation through characteristic changes that are monitored spectroscopically, for example through continuous acquisition of a spectral time series. The main subject of investigations with 2D-COS is to explore correlations that may exist between perturbation-induced spectral responses. In some situations, the 2D-COS analysis technique is not only useful to detect and visualize such correlations, but also to decipher the sequence of these spectral changes. Sources of perturbation can be, among others, changes in temperature, pH, pressure, concentration, or as the focus of this study, in spatial measurement coordinates when investigating spatially heterogeneous samples. [4] [5] [6] Today, the 2D correlation concept has proven to be extremely useful in a large variety of molecular spectroscopy applications relying on infrared (IR), near-infrared (NIR), Raman, nuclear magnetic resonance (NMR), fluorescence, and ultraviolet visible (UV-Vis) spectroscopy. 2, 3 A particularly intriguing application of 2D-COS of spatially resolved hyperspectral data is heterospectral 2D-COS. 1 This particular type of analysis investigates variations of spectral signals recorded through different spectroscopic probes. An essential prerequisite for the applicability of heterospectral 2D-COS is that the spectral variations must be the result of one and the same perturbation. The second condition to be met consists in a precise pair-wise assignment of spectra from the individual measurement series, whereby each pair should be measured under the same values of the perturbing variable, ideally from an identical sample at the same time, the same temperature, and at an identical sample position. These requirements are both satisfied in the increasingly popular field of correlative multimodal imaging, in which different hyperspectral imaging (HSI) techniques are applied to obtain comprehensive information from complex heterogeneous samples. The scientific literature contains numerous reports in which different multimodal HSI techniques were used to obtain complementary structural and compositional information. [7] [8] [9] [10] [11] [12] [13] [14] It is believed that heterospectral 2D-COS could be useful to facilitate the interpretation of multimodal imaging information and to obtain new insights into the complex biochemistry of spatially heterogeneous samples. An important goal of the present work is therefore to document through illustrative examples the applicability of 2D-COS in heterospectral HSI.
Within the scope of this review article, it will be shown that spectral data recorded by means of spatially resolved hyperspectral spectroscopies are as suitable for 2D-COS analyses as other commonly used data sets, e.g., spectral time series. For this purpose, we will demonstrate that (x,y) spatial coordinates of hyperspectral IR or Raman image data can be directly converted by a simple coordinate transformation into a single mixed spatial variable. This new mixed spatial variable corresponds to the standard perturbing variable commonly used in 2D-COS. Of course, when characterizing spatially heterogeneous samples, one should keep in mind that location-dependent spectral variations are ultimately based on different concentrations of the analytes, on different optical path lengths (sample thickness), or a combination of both. Therefore, investigation of spatially dependent spectral variations basically interprets concentration differences, or different path lengths, which may exist in the studied samples at different spatial coordinates.
Interpretation of the spatial coordinates, or the analyte's concentration as the perturbing variable, respectively permits straightforward application of the wellestablished 2D correlation spectroscopy framework. This premise offers the inestimable advantage that not only a mature theoretical basis is readily available, it furthermore allows it to benefit from the existing experience of a scientific community and to utilize specifically developed 2D-COS software and computational tools. These factors reduce the difficulties of application, especially for beginners in the field, and thus promote a better understanding of structure and molecular composition from hyperspectral image data as a whole. In this context, it is also important to understand that 2D-COS of spatially resolved hyperspectral data is not restricted to IR or Raman spectroscopy: the analysis technique is applicable to many other HSI methods, or combinations thereof, such as other optical methods, or imaging mass spectrometries. This versatility of probes opens up new opportunities for the interpretation of structure-spectra and composition-spectra relationships, permits decrypting homo-and heterospectral correlations, facilitates spectral band assignment, and thus leads to a better understanding of the sample's molecular composition in general.
In this focal point article, we will first give an introduction to the extent necessary for understanding the fundamentals of generalized 2D-COS. In the next section, specific aspects of 2D-COS analysis of spatially resolved hyperspectral data will be presented. In particular, we will discuss key points of data pre-processing specific for 2D-COS analysis of spatially resolved data, such as normalization, image registration, and unfolding. The potentials and pitfalls of 2D-COS analyses of spatially resolved hyperspectral data are subsequently presented by several illustrative examples in which we not only demonstrate the standard application of 2D-COS, homospectral 2D-COS, but discuss also the advantages and disadvantages of 2D-COS analysis of heterospectral imaging data. Last but not least, the last section presents a short overview on existing 2D-COS software tools.
Generalized Two-Dimensional Correlation Spectroscopy
The basic concept of generalized 2D-COS has been outlined several times before, 5, 6, [15] [16] [17] [18] so this section will be focused on aspects with relevance for 2D-COS applications of spatially resolved spectroscopy. Generalized 2D-COS has been introduced by Noda 5 and is now considered an accepted and widely used technique for analyzing a large variety of spectroscopic data. In the generalized 2D correlation scheme, an external perturbation is applied to a given system while a perturbation-induced experimental spectrum A(n,s) is acquired from the system (see Fig. 1 , n and s denote the spectral and perturbation variables, respectively). Source of perturbation can be the variation of a physical quantity, which denotes parameters like temperature, time, pressure, pH, concentration, or changes of the spatial coordinates, among many others. Furthermore, the method of 2D-COS is not limited to a specific spectroscopic technique and can therefore be used for analyzing dynamic spectra obtained by a large variety of different spectroscopic modalities, including IR, Raman, or fluorescence spectroscopy, as well as mass spectrometry (MS) and some other techniques.
In the theory of 2D-COS, the dynamic spectrum Ã (n, s) contains a series of m spectra and is formally defined in the following way:
A n k ð Þ denotes the reference spectrum, often an average spectrum, 5 but another chosen spectrum, such as the first or the last spectrum of a given spectral series, may also be suitable. 19 In generalized 2D-COS, the perturbation-induced variations of spectral features Ã (n, s) are systematically examined by a cross-correlation analysis. 6, 15 According to the theory of 2D-COS, the synchronous and asynchronous 2D correlation spectra U(n 1 , n 2 ) and W(n 1 , n 2 ) are given by the following equations: 5, 6, 15, 16 
In Eq. 3, the term N i,j denotes an element of the Hilbert-Noda transformation matrix, which is given as follows:
The intensity of the synchronous 2D correlation spectrum U(n 1 , n 2 ) in Eq. 2 can be considered a comparative measure of the similarity of spectral intensity variations at spectral variable positions n 1 and n 2 . It can be shown that the intensities in synchronous 2D correlation spectra correspond to the covariance of spectral variations. [20] [21] [22] [23] The intensity of the asynchronous 2D correlation spectrum W(n 1 , n 2 ) represents the dissimilarity or, more specifically, a phase difference of these changes and is thus useful when analyzing the sequential order of spectral events. 16 Properties of 2D correlation spectra: auto-correlation portions of synchronous spectrum U(n 1 , n 2 ) obtained in the same frequency intervals are located at the diagonal, i.e., in cases where n 1 ¼ n 2 . Correlation peaks observed at these diagonal positions correspond to autocorrelations and are therefore referred to as autopeaks. 6 Autopeaks of synchronous 2D correlation spectra are always positive; the amplitude of autopeaks reflects the extent of variations of the spectral intensities at a given frequency position for the given perturbation. Cross peaks, by contrast, are located at off-diagonal positions, where n 1 6 ¼ n 2 , and represent either coincidental or causally conditioned simultaneous changes of spectral intensities at two different frequencies n 1 and n 2 . 6 Cross peaks reflect synchronized spectral changes of distinct spectral features and can be either positive or negative. Positive cross peaks at v 1 and v 2 are indicative of intensity changes that vary in the same direction, i.e., bands increase or decrease together. Intensity variations in opposite directions result in negative amplitudes of cross peaks.
It has been previously outlined that the functional values of the synchronous 2D-COS function U(n 1 , n 2 ) can be interpreted as statistical covariance describing the degree to which two random variables vary together. Furthermore, in the strict sense, the concept of statistical covariance utilized in 2D-COS theory requires that the simultaneous variations can be described by reasonably linear or moderately nonlinear response functions. This precondition is not always satisfied as some experimentally determined dependencies can be of a nonlinear, e.g., harmonic, or more complex nature. Without discussing further details on this specific topic, it should be only noted at this place that the synchronous correlation spectrum should be considered an indicator for reasonably linear dependencies between spectral features. Further information and some illustrative examples can be found in the supplemental information of Lasch and Noda. The fact that the synchronous 2D correlation spectrum U(n 1 , n 2 ) can be interpreted as a statistical quantity that describes the degree of correlation opens up a wide range of possibilities for spectrum interpretation. For example, high values of U(n 1 , n 2 ) can indicate a causal relationship between the changes found at n 1 and n 2 , for example if the different functional groups originate from the same molecule exposed to the external perturbation. Two-dimensional COS can therefore be helpful for the interpretation of spectral bands. However, it should be clear that the 2D-COS analysis technique cannot provide final evidence for causal relationships, since only statistical correlations are detected and visualized. It should be furthermore noted that perfectly synchronous changes at n 1 and n 2 may suggest a common cause, which means that the phenomenon associated with the spectral response observed at one wavenumber cannot be the cause of the phenomenon observed at the other wavenumber. Ultimately, evidence can only be provided by additional analyses such isotopic labeling or quantum chemical calculations.
Asynchronous correlation spectra W(n 1 , n 2 ) represent out of phase responses, i.e., sequential or unsynchronized spectral intensities changes at frequency positions n 1 and n 2 . 5 The asynchronous spectrum is antisymmetric with respect to the diagonal with its amplitudes equaling zero at this line (cf. Eq. 4). Asynchronous spectra thus do not exhibit autopeaks; only off-diagonal cross peaks are observed. A positive cross peak at the position n 1 and n 2 indicates a positive phase shift, which means that spectral intensity variations at n 1 occur before the changes at n 2 . Vice versa, negative cross peaks in asynchronous correlation spectra indicate that the spectral changes occur at n 1 after respective changes at n 2 . It should be noted, however, that the latter rules are valid only in cases where the corresponding cross peak in the synchronous 2D correlation spectrum is positive; the sequential order of spectral changes is reversed in cases where U(n 1 , n 2 ) < 0. 5 Two-dimensional correlation spectra from biomedical, pharmaceutical, or microbiological samples can be very complex so their interpretation is not always an easy and straightforward task. Two-dimensional correlation spectra from real experimental data often include a plethora of auto and cross peaks with different amplitudes and signs so that a comprehensive consideration of the 2D correlation spectra is not always possible. In earlier studies, we therefore proposed alternative ways of presenting 2D-COS results with selectively reduced information content. 20, 21 So-called correlation slices represent the 2D correlation functions either at a fixed value of n 1 or of n 2 . Such slices will be in the following referred to as correlation spectra and denote reduced one-dimensional (1D) representations of U or W. From a traditional spectroscopist's point of view, 1D correlation spectra are much easier to interpret than the contour map representation of 2D data: compared with the full 2D matrix of synchronous or asynchronous correlation intensities the complexity of 1D correlation slices is significantly reduced. Furthermore, it has been noted that 1D correlation spectra often resemble typical features of experimental spectra. 21 One-dimensional slices may exhibit band-like features at frequency positions that are characteristic for the given vibrational mode, a fact that sometimes permits classical spectroscopic band assignment. For this reason, 1D correlation spectra will be widely employed in the present work to illustrate and visualize the results of 2D-COS analyses of spatially resolved hyperspectral data.
Within the scope of the present work, we will focus on studies in which 2D-COS has been used to analyze spatially resolved data obtained by vibrational spectroscopies, i.e., IR and Raman spectroscopy. Both modalities can be easily coupled to microscopy and are thus suitable methods for collecting spectral line scans, imaging data, or even volume data in cases where confocal Raman microspectroscopy, or IR tomography are utilized. The basic idea of applying 2D-COS to a series of spatially resolved vibrational spectra is quite simple: different spatial [x, y, z] positions of line scan, imaging or volume measurements can be considered a special type of the perturbing variable, which allows straightforward application of the 2D correlation spectroscopy framework to the analysis of spatially resolved vibrational spectroscopic data. It is discussed later that the variation of the spatial coordinates of Raman, or IR point measurements ultimately reflects the variation of path length and concentration in inhomogeneous samples (see the Spatially Resolved Vibrational Spectroscopy section).
Heterospectral 2D-COS: In the model presented so far, it has been implicitly assumed that dynamic spectra are recorded by one single analytical technique. Indeed, most of the 2D-COS studies systematically investigate correlations between spectral features of one measurement series. Nevertheless, there are also many examples in the scientific literature where dynamic spectra obtained by two or more different spectroscopic modalities are scrutinized. [24] [25] [26] In these heterospectral 2D correlation studies, it was always noted that the systems are examined under the same perturbation. If this condition is met, the synchronous and asynchronous 2D heterocorrelation spectra can be defined in analogy to the correlation functions given by Eqs. 2 and 3:
In these equations,Ã A ðn A , sÞ andÃ B ðn B , sÞ denote dynamic spectra obtained by two different spectroscopic modalities A and B, respectively. Examples of such modalities are IR and Raman spectroscopy. The dynamic spectra are functionally dependent on the respective (IR and Raman) spectral variables n A and n B and the joint perturbation variable s, which in our case is the spatial variable. È n A , n B ð Þ is the synchronous 2D correlation spectrum which indicates the amplitude of covariation of the spectral features at n A,j and n B,j whereas É n A , n B ð Þ denotes the asynchronous 2D correlation spectrum that is useful to describe the dissimilarity of spectral changes (see above). In heterospectral 2D-COS, it is mandatory to collect the experimental spectra A A (n A ,s) and A B (n B ,s) at exactly identical values of the perturbation variable s.
Disrelation 2D-COS: To obtain meaningful information from the asynchronous spectrum, one needs to sample spectral data in a specific monotonic order. This requirement is not satisfied if the sampling order is either not known or scrambled. 22 Similar difficulty arises if more than one trend or directions of the sampling order are involved, as in the case for spectral imaging situations. Under such conditions, the disrelation spectrum may be used as a useful substitute for the asynchronous spectrum. The concept of disrelation spectrum was first introduced along with the original generalized 2D-COS development in 1993. 5 The absolute value of the disrelation spectrum Ã n 1 , n 2 ð Þ is given by Eq. 7:
The absolute value of the disrelation spectrum can be constructed from the data set even if the sampling order is completely scrambled, for example by the unfolding pretreatment of spectral imaging data set (see below). The attractive feature of the disrelation spectrum Ã(n 1 , n 2 ) is that it still retains some features of the asynchronous spectrum W(n 1 , n 2 ), such as spectral resolution enhancement and discrimination of band intensity contributions from different moieties, even though the sequential order information may no longer be extractable.
For example, Shinzawa et al. 27, 28 have introduced a technique called disrelation mapping to spectral imaging analysis to detect the subtle compositional and spatial distributions of constituents. The disrelation spectrum highlights the dissimilarity among spectra selected from the localized sampling space. As disrelation intensity becomes significant only in the regions with spectral feature changes, it can be used as a sensitive convolution filter to detect compositional transitions within a confined sampling space. Disrelation mapping technique utilizes both the enhanced spectral resolution and discrimination of band origins in spectral imaging analysis applications.
Spatially Resolved Vibrational Spectroscopy
Biomedical, pharmaceutical, and microbiological applications of spatially resolved IR and Raman spectroscopy are today predominantly micro-and nanospectroscopic applications. In vibrational microspectroscopy, IR or Raman spectrometers are coupled with dedicated microscope optics that allows recording vibrational spectral data at a high signal-to-noise (S/N) ratio within a reasonable amount of time. The present review article does not aim to extensively discuss the many facets and technical details of data acquisition in spatially resolved vibrational spectroscopy; for this we refer the reader to excellent and comprehensive review articles. [29] [30] [31] [32] [33] [34] In the context of the present study, we will, however, place special emphasis on important aspects of pre-processing spatially resolved vibrational data. In particular, prerequisites for 2D-COS analyses, such as hyperspectral image registration and refolding of the hyperspectral data from the A(x,y,z, n) format into 2D data matrices Ã(n,s), i.e., the dynamic spectra, will be illustrated and discussed.
Types of spatially resolved hyperspectral data suitable for analysis by 2D-COS: Because of the availability of dedicated instrumentation and of specifically adapted data acquisition and data analysis software, most applications of spatially resolved vibrational spectroscopy are HSI applications. The term HSI, in contrast to multispectral imaging, refers to an acquisition mode by which individual images are collected at different frequency positions over a broad and continuous spectral range. While in multispectral imaging chemical maps are recorded at typically 3-15 discrete spectral positions, HSI measures image data over contiguous spectral bands that often contain hundreds to thousands of wavelengths. 35, 36 In vibrational spectroscopy, HSI thus contains IR absorbance/transmittance, or Raman intensity values as a function of two spatial [x,y] variables and one spectral variable n, whereas an individual point, or pixel spectrum carries the complete spectral information from a continuous spectral range.
Different acquisition modes of HSI data are known. Raster scanning involves techniques, in which spectra are recorded point by point consecutively from a usually rectangular area. Line scan systems equipped with push broom detectors allow collection of HSI line-wise by movement of the sample, or the scanner, along a second spatial dimension. Contrary to this approach, non-scanning HSI devices do not necessarily require moveable parts and can be utilized to collect a complete HSI at once. Popular Fourier transform infrared (FT-IR) non-scanning imaging systems are equipped with 2D multichannel detectors, so-called focal plane array detectors, which permit for the rapid and parallel acquisition of complete HSI. [37] [38] [39] Hyperspectrial imaging obtained by the different acquisition modes can be considered three-dimensional (3D) data cubes. Infrared absorbance/transmittance, or Raman intensity values, are arranged as functions of two spatial and one spectral coordinate with a point spacing that is often, but not necessarily, equidistant. The main focus of the present work is to demonstrate the applicability of the 2D-COS technique for HSI analysis and to illustrate on the basis of selected examples the requirements, potentials, and pitfalls of the proposed analysis pipeline.
Aside from 3D hyperspectral images, hyperspectral 2D line scans (HSL) and four-dimensional (4D) hyperspectral tomography data (HSV-hyperspectral volumes) are also of potential relevance for 2D-COS analyses. Twodimensional HSL data can be thought of as special, reduced forms of HSI in which one of the spatial variables can only take one constant value. Line scan data are often easier to interpret, which is due to the less complex concentration profiles of relevant sample constituents (see discussion below).
Recent technological advancements in detector technologies, new types of powerful radiation sources and adapted data analysis strategies allow today collection of 4D confocal Raman microspectroscopy (CRM) and IR spectrotomography data sets. While CRM, as a confocal technique, enables confocal depth profiling which involves consecutive acquisition of Raman HSI at varying z-positions, [40] [41] [42] [43] IR spectro-microtomography records HSI as a function of a sample's rotational angle. [44] [45] [46] Tomographic reconstruction of tilt series of HSIs by different projection methods permits computation of voxel spectra for each spatial [x,y,z] coordinate of a given volume. Hyperspectral imaging from serial sample sections represents the third approach to produce HSV. [47] [48] [49] Although no application examples of the 2D-COS technique for HSV are known to date, the pre-processing routines described in the next sections would be applicable also for these data types.
Registration, an essential precondition for heterospectral 2D-COS: Regular homospectral 2D-COS can be regarded a special case of heterospectral 2D correlation in which the two spectral data sets are absolutely identical. This fact illustrates that registration of spatially resolved hyperspectral data is required only in the heterospectral case: In any conventional 2D correlation analysis, two spectral signals arising from an identical data set are already intrinsically perfectly registered. In contrast, for heterospectral 2D-COS of multimodal imaging data, accurate [x,y] pixel correspondence is mandatory. This has to be achieved either by means of a strict data acquisition regime that guarantees accurate pixel-to-pixel correspondence, or by computational means. The latter procedure employed for obtaining such a correspondence is commonly referred to as registration. The definition of registration involves the process of overlaying images of the same scene taken at different times, from different viewpoints, or by different sensors. 50, 51 Registration aims at achieving a geometrical alignment between a reference (template) and a sensed (target) image, which is in multimodal image analysis a requirement for integrating information from different sensors.
The process of registering target images usually includes four distinct steps: (1) feature detection; (2) feature matching; (3) transform model estimation; and (4) image resampling/transformation. 50, 51 Feature detection and feature matching describe manual or automated procedures in which distinctive landmarks are defined and verified in the reference and in the target images. 50, 52 Steps 3 and 4 for the estimation of the transform model and image resampling involve determining a mapping or transformation function. The latter functions include cropping operations, rotation of the target HSI, and adaptation of the pixel resolution (binning or 2D interpolation), to mention only the most relevant and most basic steps. However, more complex algorithms such as correlation optimized warping were also suggested. 53, 54 It is worth noting that registration of HSI requires effective processing of HSI data with hundreds of wavelength images (vibrational, UV, fluorescence spectroscopy) 55 or thousands of distinct mass-charge (m/z) ratio images in case of mass spectrometry imaging (MSI) applications.
Transformation of spatial [x,y,z] coordinates into a mixed spatial variable s: Eqs. 2, 3, 5, and 6 for obtaining the homospectral and heterospectral 2D correlation spectra, respectively, indicate a dependence of the synchronous and asynchronous amplitudes U and W on spectral variables n and the joint perturbation variable s. In spatially resolved spectroscopy, however, the perturbation variable is initially somewhat ambiguous-except in case of line scan data-so that values of s must be derived for each image pixel or voxel spectrum from the [x,y] or [x,y,z] coordinates, respectively. It has been established that a method commonly referred to as refolding or reshaping is suitable for this purpose. 21 The example of reshaping IR/Raman imaging data for subsequent heterospectral 2D-COS analysis (Fig. 2) illustrates the unfolding procedure: IR and a Raman HSI are both taken from the same specimen and are first registered. Upon subsequent unfolding of the spatial [x,y] dimensions, the spectral variables n A in the example of Fig. 2 the IR wavenumber position and n B , the Raman shift position, remain unchanged, whereas the [x,y] spatial variables are combined to form the new mixed spatial variable, the perturbation variable s. In the simplest case the indices t of the mixed spatial variable s can be calculated by means of the following formula:
In Eq. 8, i and j are the positional indices of the x-and y-spatial variable x i and y j whereas n x and n y denote the number of pixel spectra in x-and y-direction, respectively. Spectra A(n) in the resulting 2D data matrices are represented as column vectors whereas rows A(s) denote the spectral features vectors (cf. Fig. 2 ). The data matrices A A (n A ,s) and A B (n B ,s) can be further pre-processed, e.g., by mean-centering according to Eq. 1; the resulting matrices Ã A (n A ,s) and Ã B (n B ,s) can be formally regarded as the dynamic spectra required for calculation of the synchronous U(n 1 , n 2 ), asynchronous W(n 1 , n 2 ) or disrelation Ã(n 1 , n 2 ) IR/Raman 2D correlation intensities (cf. Eqs. 5-7). Both dynamic spectra are of dimensions m Â k I , with k I indicating the number of spectral features and m denoting the length of the vector s which is equivalent to the total number of spectra (m ¼ t max ¼ n x Án y ). There is no requirement for equal numbers of IR or Raman spectral features in Ã A and Ã B (i.e., the case k A 6 ¼ k B is allowed) but heterospectral 2D-COS analysis requires dynamic spectra Ã A and Ã B containing the same number of spectra.
In case of HSL data, the perturbation variable s simply corresponds to the single spatial coordinate, so no unfolding is required. Conversely, pre-processing of 4D HSV for 2D-COS analysis requires unfolding of all three spatial coordinates [x,y,z]. In these instances, the principle of coordinate transformation from [x,y,z] ! s (see Eq. 8) does not fundamentally differ from the procedure of unfolding 3D HSI. This illustrates that any kind of spatially resolved hyperspectral data can be pre-processed by unfolding, or related techniques, for subsequent analysis by 2D-COS.
Spectral pre-processing: Types and sequence of data preprocessing steps carried out before 2D-COS can significantly influence the results of the actual analysis. 21, 56, 57 Input data of 2D-COS, the dynamic spectra, are in the standard case obtained according to Eq. 1, i.e., by subtracting the mean spectrum from all spectra of the measurement series. There are, however, further possibilities for calculating dynamic spectra, e.g., by subtracting the first, last, or any other suitable spectrum from the data. 19 Furthermore, the latter methods can be combined with different techniques of normalization (Min-Max norm, 1-norm, 2-norm, n-norm) 58 or so-called spectral resolution enhancement techniques which involve Fourier-self deconvolution (FSD), [59] [60] [61] derivatives, [61] [62] [63] and node attenuation. 16, 21 It is beyond the scope of this article to extensively discuss the advantages and disadvantages of particular pre-processing techniques. For this, we refer to the existing literature. 15, 16, 56, 58, 64, 65 However, it should be emphasized at this point that the 2D-COS technique itself can be also regarded as a resolution enhancement method: in combination with spectra resolution enhancement, undesired effects such as artificial side lobes in FSD spectra, or of second derivative spectra, may be significantly amplified which may have a negative impact on the interpretability of the resulting 2D correlation spectrum. 16 For this reason, when performing 2D-COS it is recommended to use spectral pre-processing methods cautiously.
The problem of irregular sampling order in spatially resolved spectra interpretation of asynchronous 2D correlation spectra: The proposed way of calculating the perturbation variable s has some important consequences when interpreting the results of the 2D-COS analyses, especially of the asynchronous spectrum. First of all, it should be remembered that in the classical version of 2D-COS, spectra are collected in some meaningful order along the perturbation variable axis, ideally with the perturbation variable s representing a monotonously increasing or monotonously decreasing quantity. 22 Examples for a monotonically perturbation variable are a constantly increasing pressure or a continuously changing temperature when heating or cooling a sample. Monotonicity of the perturbation variable s is considered an essential precondition for the interpretability of the asynchronous 2D correlation spectrum: this spectrum can be meaningfully interpreted when the condition of monotonicity is satisfied. 21, 22 In turn, the synchronous 2D correlation spectrum will be not affected, so 2D-COS provides purely correlational information in case of an irregular sampling order.
Even though in spatially resolved spectroscopy and imaging there is usually a regular order of spectra collection, the underlying perturbation effects (concentration, sample thickness) that cause the changes of the spectral features show only in exceptional cases a monotonic behavior. While in HSI, the data are often recorded in a regular manner, i.e., point by point and line by line, the courses of the concentration profiles are mostly unknown and fulfill only in selected cases the above-mentioned condition. In addition to that, the unfolding operation eliminates the spatial associations originally present in the image plane: in the new hyperspectral line scan, originally adjacent pixel spectra may be located after unfolding at very different positions (cf. Eq. 8). This rearrangement means that the original spatial associations are lost, even in cases where monotonic concentration profiles are initially present. In order to address the just mentioned limitations associated with unfolding, we are currently developing strategies that we would like to present in future studies.
At the present stage, however, asynchronous 2D correlation spectra obtained from unfolded spatially resolved data can be meaningfully interpreted only in cases where the perturbing variable is monotonically changing, i.e., the underlying concentration profiles are represented by continuous functions. In a real-world scenario, this is sometimes the case in selected types of HSL data; see the examples in the next section.
Two-Dimensional Correlation Spectroscopy of Spatially Resolved Hyperspectral Data-Selected Examples
An early attempt to analyze hyperspectral FT-IR image data with 2D-COS was published by Jiang and Rieppo in 2006. 66 In this study, human patellar cartilage was examined by FT-IR HSI which allowed direct characterization of the concentration gradients of collagen and proteoglycans. The authors of this study found that strong overlap of bands from the latter two tissue components makes interpretation of the molecular composition particularly difficult. Two-dimensional COS in its generalized form was therefore applied in this pioneering study to complex HSI data. Analysis of the synchronous 2D correlation spectrum from FT-IR HSI data, and of the asynchronous correlation spectrum from an extracted line scan, made it possible to increase the molecular resolution of FT-IR HSI and to detect compositional changes in human articular cartilage that cannot be extracted by means of conventional analysis approaches. 66 In a later study, Marcott et al. employed 2D-COS analysis to examine position-sensitive spectral variations in data sets obtained by the atomic force microscopy-infrared spectroscopy (AFM-IR) technique. 67 Atomic force microscopy-infrared spectroscopy 68, 69 enabled collecting IR spectra at nanoscale spatial resolution. The higher spatial resolution resulted in sharper spectral features compared with data obtained by conventional far-field IR spectroscopy, where a wider range of molecular environments are co-averaged by the larger sample cross-section being probed. Line scan data were collected using AFM-IR through a nucleation site generated by remelting a small spot of a polyhydroxyalkanoate (PHA) copolymer and bone thin section outward from an osteon center of bone growth. Analysis of the synchronous and asynchronous 2D correlation spectra of the highly spatially resolved AFM-IR spectra revealed that the PHA copolymer exhibited three separate carbonyl band components that change sequentially. Furthermore, 2D-COS of the bone line scan data suggested a large variety of complex spectral changes in the amide I and phosphate band contours occurring as the bone matures. 67 Examples of synchronous and asynchronous 2D-COS of HSI data from brain: A further example with application of 2D correlation spectroscopy to spatially resolved hyperspectral data has been published in 2017 21 (cf. Fig. 3 ). In Fig. 3 , FT-IR HSI data from a mid-sagittal thin section through a complete hamster brain were analyzed (see Lasch and Noda 21 for details). Figure 3a shows a chemical image reconstructed from the spectral information contained in the C-H stretching region of 2800-3050 cm À1 . This spectral range is dominated by contributions from lipids, including cholesterol, various classes of phospholipids, sphingomyelin, cerebrosides, and a few other types of lipids.
Very pronounced spectral contrasts can be found in the cerebellar region, especially at the transition from gray to white matter structures of the cerebellum (see red box in Fig. 3a) . Cerebellar gray matter, which is depicted by the blue color in Fig. 3b contains numerous neuronal cell bodies (neural cells and glia cells) and relatively few myelinated axons, whereas white matter indicated by yellow and red colors contains less cells but much more myelinated axons with a relatively high content of myelin with cholesterol and galactocerebrosides. 70 Figure 3b-e depicts enlarged chemical images of the quadratic region marked in Fig. 3a . To reassemble the images of Fig. 3b and 3d , the information from the C-H stretching region and the ester carbonyl band (dominated by phospholipid contributions) was used. The image of Fig. 3c is a frequency image, in which the position of the symmetric > CH 2 -bending (scissoring) band has been color scaled. Finally, second derivatives in the amide I region at 1683 cm À1 (proteins, b-pleated sheet structures) were employed for creating the chemical image given in Fig. 3e .
The large spectral contrast between cerebellar gray and white matter structures is also evident in the IR spectra of Fig. 3f . These spectra were extracted from the HSI along a horizontal line shown in Fig. 3c . The topmost spectra of Fig. 3f, spectra 1-11 , originate from the lipid-rich white matter structure (arbor vitae, the tree of life) in the center. The pixel positions of spectra 12 and 13 indicate the transition zone between white and gray matter, whereas spectra 14-25 can be assigned to gray matter structures such as the granular and the molecular layer (right, center).
In the illustrated example, the raw pixel spectra 1-25 extracted from the HSI constitute the data basis for subsequent 2D-COS analysis. The gray matter is not a uniform morphological structure; one can distinguish distinct layers with cells of different type and function (e.g., molecular layer, Purkinje cell layer, granular layer). Nevertheless, the gross-molecular composition of cerebellar white and gray matter can be regarded in the first approximation as homogeneous. The concentration profiles of lipids and proteins resemble sigmoidal curve progression, whereby the concentration maximum of lipids is found in the white matter and the minimum in gray matter. An inverse concentration profile was observed for proteins. The turning point of both concentration curves was found in the transition zone between spectrum 12 and 13 (see Fig. 3f ).
The symmetric synchronous 2D correlation spectrum of Fig. 3g illustrates intense autopeaks in the CH 2 stretching region (2800-3050 cm À1 ). Negative off-diagonal peaks are evident at spectral coordinates n ¼ 1500-1700 cm À1 and n ¼ 2927 cm À1 . It has been previously noted that 1D correlation slices at a fixed wavelength position display reduced information content but are more easily to interpret: in the example of Fig. 3h , the correlation slices at n 2 ¼ 2927 cm and spectra interpretation. Negative correlations are observable between the band at 2927 cm À1 and IR bands in the spectral region of 1500-1700 cm À1 (amide I and II bands, proteins). This observation suggests reduced relative protein content in lipid-rich areas of the cerebellum, i.e., of white matter structures.
We have noted earlier that meaningful interpretation of the asynchronous 2D-COS spectra will be possible only in case where the underlying perturbing variable (concentration) is changing monotonically. This condition is met in the example of Fig. 4 , which shows the results of asynchronous 2D-COS analysis using the extracted HSL data of Fig. 3f .
The asynchronous 2D correlation spectrum of Fig. 4a demonstrates the absence of autopeaks at positions n 1 ¼ n 2 . Furthermore, a series of cross peaks is evident between the amide I band (1620-1695 cm À1 ) and bands in the C-H stretching region (2800-3000 cm À1 ). Cross peaks generally indicate that spectral changes develop out of phase, which implies in the present example that lipid and protein concentration profiles do not change simultaneously. Asynchronous 1D correlation slices extracted at n 2 ¼ 2927 cm À1 (anti-symmetric C-H stretching vibration of > CH 2 groups, see Fig. 4b ) and at n 2 ¼ 1662 cm
À1
(amide I band, cf. Fig. 4c ) depict a number of interesting details: for example, the positive cross peak at n 1 ¼ 1659 cm À1 (amide I) and v 2 ¼ 2927 cm À1 found the in the asynchronous 2D spectrum W and the negative cross peak in the synchronous 2D spectrum U indicate that protein changes at n 1 occur after lipid changes at n 2 when moving from position 1 to 25 in the HSL of Fig. 3c . The negative cross peaks in both the synchronous and asynchronous 2D spectrum at n 1 ¼ 2851 cm À1 and n 2 ¼ 1662 cm À1 suggest further that changes at n 1 (lipids) occur before the changes at n 2 (proteins). The latter two conclusions represent two sides of the same coin and are also supported by the experimentally observed concentration profiles derived from the amide I band (proteins) for and the bands in the CH-stretching region (lipids, data not shown). At this point, it should be once again emphasized that asynchronous 2D-COS analysis of spatially resolved data requires that the concentration profiles are represented by monotonous functions. In a practical application this requirement is only rarely fulfilled. This requirement and the fact that the information gain is limited to the absence/presence of simultaneous changes, may be regarded as a restriction of the application possibilities of asynchronous 2D-COS analysis of spatially resolved data. The problems associated with unknown, irregular, or scrambled sampling order can be bypassed in a simple and elegant way by applying an approach suggested by Shinzawa et al. 27, 28 The authors of these studies suggested disrelation mapping as a method in which the disrelation intensity Ã(n 1 , n 2 ) is systematically obtained from so-called convolution windows, each defined by a set of neighboring pixels. Chemical image data at n 1 and n 2 of the convolution window serve as inputs to calculate the disrelation intensity of a central pixel. The window is systematically moved across the entire image so that a false color image based on the disrelation intensity can be generated. It is noteworthy that disrelation intensity develops only if spectral absorbance measured at two wavelengths n 1 and n 2 are disrelated, i.e., vary out of phase with each other. Disrelation maps, suggested by Shinzawa et al. 28 thus illustrate local variations of the phase between two vibrational bands studied.
In the example of Fig. 5 , disrelation mapping has been applied to investigate an example system of polymer blends consisting of poly(methyl methacrylate) (PMMA) and low and high-molecular polyethylene glycol (PEG) using attenuated total reflection (ATR) FT-IR HSI. The two chemical images given in Fig. 5a and b were extracted at wavelengths of 2882 cm À1 (anti-symmetrical C-H stretch of > CH 2 groups, PEG) and 1728 cm À1 ( > C ¼ O stretch of esters, PMMA) and reflect the spatial distribution of the latter two polymers. The authors noted that the demarcation between PMMA and PEG is somewhat unclear, possibly because of overlapping contributions from PMMA and PEG in the IR region around 2882 cm À1 . It was furthermore noted that specific pairs of spectral variables (n 1 , n 2 ) can be identified by doubly 2D correlation analysis. 71, 72 For example, a cross peak at coordinates (1730 cm À1 , 1714 cm À1 ) has been detected in the 2D disrelation spectrum obtained and it was suggested that different trends in the change at this variables indicate the presence of different PMMA species: the wavenumber band at 1714 cm À1 most likely represents the > C¼OÁÁÁH-O-stretching mode due to the intermolecular hydrogen bonding between PMMA and PEG. As the band at 1714 cm À1 is indicative of the interaction between PMMA and PEG, disrelation intensity develops preferentially in regions where both polymers were brought together, i.e., at the boundary of PMMA and PEG. Disrelation mapping can be thus considered a spatial filter based on the 2D correlation function suitable for detecting and visualizing molecular interactions. 28 Application examples of heterospectral 2D-COS: A first example of heterospectral 2D-COS analysis is given by Fig. 6 . In this instance, HSI was obtained by FT-IR and confocal Raman hyperspectral imaging from a mid-sagittal hamster cerebellum cryo-section (see Lasch and Noda 21 for experimental and pre-processing details). The 2D heterospectral correlation spectrum of Fig. 6a depicts the global maximum of the synchronous correlation function at the IR feature coordinate n A ¼ 2922 cm À1 and the Raman coordinate n B ¼ 2886 cm À1 . These wavenumber positions in both the IR and the Raman spectra are indicative of anti-symmetric C-H stretching vibrations of methylene groups ( > CH 2 ), i.e., of the same molecular vibration. This finding highlights the applicability of 2D-COS for identifying correlations in HSI data and its usefulness for spectral band assignment.
We have previously noted that 1D correlation slices are often helpful when interpreting complex 2D correlation spectra. The slices given in Fig. 6b illustrate details of the IR response at Raman spectra positions at 1588 cm À1 (heme) and at 1674 cm À1 (C¼C stretch, dominated from contributions of unsaturated fatty acyl chains, cholesterol). While the blue colored slice-depicting correlations with a Raman heme band at 1588 cm À1 -suggests positive correlations with protein bands in the IR (amide II/amide I/amide A at 1543, 1655, and 3293 cm À1 , respectively), the red curve (Raman at 1674 cm À1 ) indicates the absence of such dependencies. Contrary to this result, the blue curve (Raman at 1588 cm À1 ) illustrates clear negative correlations with lipid bands in the IR 2800-3050 cm À1 region (C-H stretching region) and at 1470 cm À1 (symmetric bending of CH 2 groups, scissoring). Positive correlations between the Raman C¼C stretching band with IR features at 1063, 1232, 1377, 1470, 1736, 2853, and 2924 cm À1 are evident in the red-colored 1D correlation slice. The latter wavelengths correspond to vibrational bands dominated by contributions from a variety of lipid classes, including cholesterol, sphingomyelin, and phospholipids with unsaturated fatty acid chains (see above and Lasch and Noda 21 and Krafft et al. 70 for details). In the next example of heterospectral 2D-COS analysis, Matrix-assisted laser desorption/ionization time-of-flight (MALDI-TOF) mass spectrometry and Raman HSI recorded from the cerebellum region shown in Fig. 3a were scrutinized (see black rectangle in Fig. 3a) . For comparison purposes, Fig. 7a shows a microphotograph from the unstained hamster brain sample. In this figure, the arbor vitae, a white matter structure, is dark colored (see red arrows), whereas the lighter areas indicate gray matter structures with the granular (G) and the molecular layer (M). Figure 7b and 7c depict the chemical images from the (b) CRM and the (c) MALDI-TOF MS HSI measurements after registration. The Raman HSI was obtained from a 4000 Â 4000 mm 2 sample area by means of a confocal WITec Alpha 300R Raman imaging system (see Lasch and Noda 21 for technical details of the optical configuration). MALDI-TOF mass spectrometry imaging spectra were acquired by an AutoFlex mass spectrometer (Bruker Daltonics, cf. Lasch and Noda 21 ) from a consecutive tissue slice. Registration of the MALDI-TOF MS target HSI involved cropping to fit the size of the Raman HSI and 2D bilinear interpolation for each image plane of the mass MS HSI to achieve a proper pixel-to-pixel correspondence.
The synchronous 2D spectrum of 
. Both findings, the character of the co-variations of the different molecular adducts, as well as the observed difference in spatial distribution patterns for saturated and unsaturated PC, illustrate the application possibilities of the proposed 2D-COS-based analysis method: 2D-COS of spatially resolved data is particularly useful when investigating complex structural and compositional information present in hyperspectral data sets of various origins. Although 2D-COS analysis deals only with co-variations or correlations, which cannot be used to prove causal relationships, the 2D-COS technique can be regarded as excellently suited for checking the plausibility of spectral feature assignments.
Statistical heterospectroscopy (SHY): The synchronous 2D correlation spectrum can be statistically interpreted in both the standard application of 2D-COS as well as in the heterospectral form. It is well established that the mathematical expression of the synchronous 2D correlation spectrum is identical to a 2D matrix of statistical covariance values. 20, 21, 23 A 2D covariance matrix can be obtained by calculation of the statistical covariance between all combinations of spectral feature vectors at spectral variables n 1 and n 2 . By color-coding the covariance values versus the spectral variables n 1 and n 2 , a 2D covariance map is generated, which enjoys some popularity in the NMR community, and which is identical to the plots of the synchronous 2D correlation spectrum U (see Noda 20 for details and Ali et al. 23 for an example). Furthermore, the current scientific Figure 9 . Screenshot of the Matlab-based toolbox for 2D-COS, Mat2Dcorr. The source code of the Mat2Dcorr toolbox is available free of charge and can be downloaded from the principal author's website (see text for details). 95 literature on multimodal HSI contains a modification of such covariance maps, which is sometimes termed statistical 2D-COS, statistical total correlation spectroscopy (STOCSY), or in the case of heterospectral correlation, SHY. [73] [74] [75] [76] [77] [78] In these applications, not covariance values, but Pearson's product-moment correlation coefficients are systematically determined between combinations of feature vectors. These 2D methods have in common that correlation coefficients are color-coded and plotted against the spectral axes. Since Pearson's product momentum correlation coefficient corresponds to the covariance value normalized by the standard deviations of the spectral feature vectors at n 1 and n 2 , STOCSY, or SHY analyses can be also understood as a special (normalized) form of 2D correlation analysis. A fundamental difference between these methods and 2D-COS is that the concepts of asynchronous and disrelation correlation are unknown in statistical 2D-COS. 15, 20, 79 Statistical total correlation spectroscopy or SHY data contain in consequence purely correlational information, since only modified synchronous 2D correlation spectra are interpreted, but not their asynchronous or disrelation counterparts.
In the case of HSI analyses, however, the latter restriction is not always of special importance, since the underlying perturbation variable s is in most of the cases not a continuous quantity (see requirements for asynchronous correlation above). In contrast, though, normalization of the covariance by the respective standard deviations of the spectral feature vectors has an important consequence: correlation values vary within the range of -1 r 1, so that variations of very small signals can be significantly amplified. In numerous situations, this has the drawback in that noise is amplified and the 2D spectra may exhibit a characteristic plaid or patched tile like appearance without distinct local maxima or minima. 15 On the other hand, since it can be advantageous to analyze co-variations of very small signals, the generalized form of 2D-COS offers the possibility of combining the advantages of covariance-based analysis with the advantages of Pearson-based 2D-COS. 15 The so-called Pareto-scaling is an integral part of the 2D-COS framework. Pareto scaling allows varying the extent to which the covariance is normalized by the respective standard deviations by a Pareto scaling factor. In this way, co-variations of small signals can be amplified without overemphasizing the noise. For details, please refer to the respective literature. 15 Statistical heterospectroscopy is popular in the field of NMR-and MS-based metabolic profiling and is frequently used for combined analysis of such spectra. Besides of this there are also two recent applications of SHY to heterospectral HSI data. In a combined multimodal FT-IR/confocal Raman imaging approach, Perez-Guaita et al. recently employed SHY for studying the distribution of proteins, carbohydrates, and chlorophyll in the individual cells of Micrasterias, a desmid microalgal species. 78 It was summarized that SHY helped to confirm band assignments and assisted in the identification of molecules that constitute Micrasterias cells. 78 Bergholt et al. conducted another recent multimodal imaging study in which SHY was used to characterize the composition and distribution of lipids-and of myelin, in particular-in an induced focal demyelination mouse model. 80 In their study, co-registered Raman spectroscopy, desorption electrospray ionization mass spectrometry (DESI-MS), and immunofluorescence imaging data were combined for structural and compositional lipid profiling of demyelination and remyelination. The correlated heterospectral lipidomic approach revealed the temporal dynamics of remyelination in affected brain regions and suggested a different lipid composition of newly formed myelin compared to normal myelin. 80 Figure 8 illustrates the process of hyperspectral DESI/Raman image registration (top row) and the results of SHY analysis (bottom panel). The study authors described a high degree of correlation seen by SHY between Raman vibrational peaks associated with lipids and specific peaks detected by DESI-MS. For example, strong positive correlations are suggested in Raman bands of 1440-1650 cm À1 assigned as a CH 2 deformation and C¼C stretching bands, respectively, and a mass peak at m/z 855.52 attributed as indicative for PC(38:6). 80 In turn, no correlations were found between protein Raman peaks (e.g., amide III, Phe) and any of the DESI-MS peaks, while negative co-variations were described for resonance Raman peaks of cytochrome in mitochondria (near 748 and 1585 cm À1 ) and some unspecified MS signals. 80 An overview of studies dealing with application of 2D-COS or SHY on spatially resolved spectral data sets is given in Table 1 .
Software for Two-Dimensional Correlation Spectroscopy
For performing 2D-COS analyses, a variety of different software packages are available. To give an example, some manufacturers of IR and Raman spectrometers, such as Bruker and Agilent Technologies, have implemented 2D-COS functionality in their data acquisition and spectra analysis software packages: OPUS (Bruker) and ResolutionPro (Agilent). Both programs are, however, distributed as commercial closed-source software and can only be used to analyze data in a manufacturer-specific format which may limit the applicability in some cases, for example, in the heterospectral case.
Since its release in 2005, the freeware program 2Dshige, 81 written by Shigeaki Morita and promoted especially by Yukihiro Ozaki, has gained great popularity in the 2D-COS community. 24, [82] [83] [84] 2Dshige is a free-of-charge, easy-to-install, and easy-to-use stand-alone program for Windows operating systems. The program is available from the author's website and allows data import via the popular comma-separated values (CSV) format. Calculation of synchronous and asynchronous 2D correlation spectra is possible, whereby dynamic spectra can be generated on the basis of mean spectra or without pre-processing. 2Dshige allows heterospectral 2D-COS, moving window analysis, 85, 86 as well as the calculation of 1D correlation slices. Due to its simplicity and clarity, the program is widely used until today. The main disadvantages of 2Dshige are that the program is no longer updated by the authors and, as with any other closed-source program, cannot be adapted or modified by others.
In contrast to this case, open source projects principally allow adaptation and further development by a community. In the instance of 2D-COS applications, some Matlab-based open source programs are available. Matlab is a commercial product of The Mathworks Inc. (Natick, MA, USA) and is primarily intended for numerical computing. The software is popular in university as well as in industrial environments (physics, engineering, science, and economics). Numerous authors have developed 2D-COS routines for their specific applications; 76, [87] [88] [89] in selected cases, these routines have been made publicly available. For example, MIDAS 2010 is a further development of MIDAS, or Mid-Infrared Data Analysis Software. This software tool has been written by Elise Normand at the Canadian Light Source (CLS) and is available for download at the Matlab central website. 90 MIDAS 2010 was created to ease data analysis at the CLS and offers, among others, functions for frequency filtering in the Fourier domain and a 2D-COS implementation based on the fast Fourier transformation approach. The program features an excellent manual but-as 2Dshige-will obviously not be developed further. Nevertheless, the principal author of this article found it a well-suited tool for performing 2D correlation analysis and checking own 2D-COS implementations. For the sake of completeness, a study by Pazderka and Kopecki in 2008 should also be mentioned at this point. 89 In this paper, both authors describe another Matlab-based software and present central sections of the source code. The complete Matlab source code of this project is, however, not available.
Geitner et al. recently presented the open source program corr2d which implements 2D correlation in the increasingly popular R language. 91 R represents a free programming language and software environment for statistical computing that is available for various 32-bit and 64-bit operating systems. The corr2d library can be obtained from the Comprehensive R Archive Network (CRAN).
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According to the authors, corr2d combines transparency, comprehensibility, and convenience of application and is suitable to pre-process, correlate, post-process, and visualize spectroscopic data using exclusively the R language. The software calculates a complex correlation matrix by means of a parallelized fast Fourier transformation (FFT) approach and features a short tutorial as well as a data test set. 92 To date, the corr2D program has only been used in studies of the first author, but this is certainly due to the fact that the tool has been released only recently. 93, 94 Another open source and free-of-charge product for 2D-COS, Mat2Dcorr was designed by the first author of this review article. The Mat2Dcorr toolbox has been specifically developed for analyzing HSI data sets and is available for download from the first author's personal website. 95 The software has so far been used for in-house 2D-COS analyses and was also applied within the present study and research activities published in Lasch and Noda. 21 The functionality of Mat2Dcorr includes computation of synchronous, asynchronous, and disrelation 2D spectra by different scaling methods (covariance, Pareto, and Pearson scaling 15 ), whereby both of the statistical and the FFT computational 2D-COS approaches are implemented. Mat2Dcorr is based on Matlab and can therefore be employed in combination with a large variety of existing visualization and pre-or post-processing routines. Figure 9 shows a screenshot of Mat2Dcorr and illustrates its current functionality. The authors of this study hope that the publication of Mat2Dcorr's source code will motivate other authors to analyze their HSI data by means of 2D-COS. This, as well as possible new ideas, methods, and algorithms, could not only contribute to improve the software, but could be helpful also to promote further development of the 2D-COS methodology as a whole.
