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Abstract
A new magnetic field generation mechanism in electrostatic shocks is found, which can produce
fields with magnetic energy density as high as 0.01 of the kinetic energy density of the flows on
time scales ∼ 104 ω−1pe . Electron trapping during the shock formation process creates a strong
temperature anisotropy in the distribution function, giving rise to the pure Weibel instability. The
generated magnetic field is well-confined to the downstream region of the electrostatic shock. The
shock formation process is not modified and the features of the shock front responsible for ion
acceleration, which are currently probed in laser-plasma laboratory experiments, are maintained.
However, such a strong magnetic field determines the particle trajectories downstream and has the
potential to modify the signatures of the collisionless shock.
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Collisionless shocks have been studied for many decades, mainly in the context of space-
and astrophysics [1–4]. Recently, shock acceleration raised significant interest in the quest
for a laser-based ion acceleration scheme due to an experimentally demonstrated high beam
quality [5–8]. Interpenetrating plasma slabs of hot electrons and cold ions are acting to set
up the electrostatic fields via longitudinal plasma instabilities. The lighter electrons leaving
the denser regions are held back by the electric fields, which pull the ions. Particles are
trapped in the associated electrostatic potential, which steepens and eventually reaches a
quasi-steady state collisionless electrostatic shock. Most of the theoretical work dates back
to the 70’s [9–13] relying on the pseudo Sagdeev potential [14] and progress has been mainly
triggered by kinetic simulations [15–18].
The short formation time scales and the one-dimensionality of the problem make it eas-
ily accessible with theory and computer simulations. However, long time shock evolution
were often one-dimensional or electrostatic codes were used, and the role of electromagnetic
modes was mostly neglected. More advanced multidimensional simulations have shown the
importance of electromagnetic modes also in this context, due to transverse modes which are
excited on the ion time scale [19, 20]. We show that in the case of very high electron tem-
peratures associated with the formation of electrostatic shocks [21], electromagnetic modes
become important on electron time scales, creating strong magnetic fields in the downstream
of the shock.
With the increase in laser energy and intensity, the possibility to drive electrostatic
shocks has become important for laboratory experiments of electrostatic shocks. Recent
laser-driven shock experiments showed the appearance of an electromagnetic field structure
[22–24], which was attributed to the ion-filamentation instability [25] that evolves on time
scales of ten thousands of the inverse electron plasma frequency, ω−1pe . As a main outcome
of this paper, we show that these structures can already be seeded and produced on tens
of ω−1pe and remain in a quasi-steady state over thousands of ω
−1
pe . In fact, on electron time
scales, the magnetic field is driven by the pure Weibel instability [26–28] due to a strong
temperature anisotropy [29] which is caused by electron trapping in the downstream region
of electrostatic shocks.
We will start by considering shock formation in a system of symmetric charge and current
neutral counterstreaming beams, each consisting of a population of hot electrons and cold
ions. The fluid velocities are chosen low enough and the electron temperature sufficiently
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high, so that the electron filamentation instability associated with the counterflows evolves
only on time scales orders of magnitude larger than the shock formation time scale, according
to the analysis in ref. [21]. In this case, and for non-relativistic flow velocities, the shock
formation process is dominated by electrostatic modes.
The initial stage of the shock formation process is studied in particle-in-cell simulations
with the fully relativistic code OSIRIS [30, 31]. We use a 3D simulation box with the length
in each direction being Lx = Ly = Lz = 60 c/ωpe, periodic boundaries in the transverse
directions and a spatial resolution ∆x = 0.1 c/ωpe in all three directions. The temporal
resolution is ∆tωpe = 0.057 and a cubic interpolation scheme was used with 4 particles
per cell and per species. Test runs with a higher number of particles per cell were also
performed, yielding similar results. The full shock formation for a fluid of hot electrons and
cold ions with proper velocities u0 = β0γ0 = ±0.015, where β0 = v0/c and upstream Lorentz
factor γ0 = (1− v0/c)−1/2 happens on time scales t >∼ 10ω−1pi , which we followed in 3D for a
reduced mass ratio mp/me = 100. Long-term simulations with a realistic proton to electron
mass ratio mp/me = 1836 were performed in two spatial dimensions up to t ≈ 104 ω−1pe with
Lx = 10
3 c/ωpe, Ly = 450 c/ωpe, ∆x = ∆y = 0.1 c/ωpe and ∆tωpe = 0.07. In the 2D setup
the thermal parameter is ∆γ = kBTe/mec
2 = 20, whereas it could be reduced to ∆γ = 0.015
in the 3D case due to the lower mass ratio, guaranteeing the electrostatic character of the
shock [21].
In this configuration similar to the configuration employed in recent experiments [6, 7],
two symmetric shocks moving in opposite directions (along x) are launched from the contact
discontinuity at the centre of the simulation box, where the two plasma shells initially come
in contact. The region between the two shocks defines the downstream of the two nonlinear
structures. Early in the shock formation process, we observe the generation of a magnetic
field in the downstream region between the two shock fronts. This is illustrated in Fig. 1,
where the field structure is presented after the electrostatic shocks have reached a quasi-
steady state. A strong longitudinal electric field has already formed at the shock front. At
the same time, a strong perpendicular magnetic field has been generated, which is well-
confined to the downstream region of the shock. Unlike Weibel mediated shocks [4], the
magnetic field in the shock front and in the upstream region is very small. The filamentary
field structure in the downstream region indicates the Weibel instability as the driving
mechanism, reinforced by the time scales of the process (∼ tens of ω−1pe ) and the transverse
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length scale of the filaments early in time (∼ a few c/ωpe).
Several 2D simulations with proper velocities u0 = 0.005 − 0.1 and ∆γ = 0.01 − 20,
corresponding to electron thermal energies kBTe in the range ∼ 5 keV to 10 MeV, were
performed in order to study the magnetic field formation process in electrostatic shocks
in more detail. This parameter range covers astrophysical conditions, e. g. with estimated
quasar temperatures of ∼ 107 K [32], or laser-plasma interactions, where hot electrons can
easily be generated with Te,hot up to several MeV.
The 2D simulations reproduce the same magnetic field generation mechanism with the
field confined to the downstream region of the shock. The magnetic field energy averaged
over x2 in the centre of the shock downstream region is represented in figure 2a for u0 = 0.1
and ∆γ = 10. After a linear increase, at t ≈ 300ω−1pe the field growth saturates and a
quasisteady value ǫB ≈ 0.01ǫ0 ≈ 0.002(ǫ0 + ǫth) is reached, where ǫ0 = n0mp(γ0 − 1)c2
represents the kinetic energy density of the ions, ǫth ≈ 3∆γ/2 is the thermal energy density
of the electrons, and ǫB is the magnetic field energy density. This field structure can then
seed the filamentation on the longer ion time scale, and thus sustain a high level of ǫB
covering the full downstream region for times at least as long as t ≈ 104 ω−1pe .
We now analyse the different instabilities that can arise in initially unmagnetised counter-
streaming electron-ion flows. For our range of parameters, the electron current filamentation
instability is suppressed since the flows are hot [33, 34]. Moreover, the cold ion-ion filamen-
tation instability, which has been considered in connection with recent experiments, has a
maximum theoretical growth rate σi =
√
2
γ0
β0ωpi = 3.3 × 10−3 ωpe, and a saturation field
B ≃ mγ2
0
σ2i /qkiux0 with γ0 the Lorentz factor of the counterpropagating flows, proper ve-
locity in x direction ux0 = βx0γ0 and wave number ki at the maximum growth rate σi [34],
yielding a saturated magnetic field of only B = 1.5 × 10−3mecωpe/e clearly below the field
values, up to B ≈ 2mecωpe/e, observed in the simulations. It is then clear that only an
instability associated with the shock formation process can lead to magnetic field generation
on the relevant time scales.
We attribute the magnetic field growth and saturation level to the temperature anisotropy
that is generated during the electrostatic shock formation process. This is illustrated by
Figure 2b showing the parallel and perpendicular thermal velocities of the downstream
electron distribution, vth,‖ and vth,⊥ respectively with vth,α =
√
kBTα/me, together with
the anisotropy parameter A = (vth,‖/vth,⊥)2 − 1. In fact, the nonlinear evolution of the
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longitudinal modes associated with shock formation increase the electron temperature in
the shock propagation direction due to wave breaking and electron trapping, while the
transverse profile of the distribution function stays almost unchanged. At the time when
the anisotropy reaches its maximum A = 0.048, the magnetic field grows exponentially at
its maximum growth rate, according to the theory for the Weibel instability [26]. Unlike
previous works, which have addressed current filamentation scenarios (with free energy for
the instability associated with non zero fluid velocities of the flows), in this region the
electron fluid velocity is zero, and the magnetic field originates only from the temperature
anisotropy associated with preferential heating along the shock formation direction x and
the distortion of the distribution function due to electron trapping in the shock downstream.
We now quantify the main features of the instability driven by the electrons in the
downstream of the electrostatic shock. In our model we assume only the initial con-
ditions of the flows and that an electrostatic shock is formed [15, 35]. The growth
rate can be calculated theoretically from first principles. Starting from the Sagdeev
description for electrostatic shocks, the electron distribution function along the entire
shock structure is calculated by considering a free, streaming population of electrons
fe± = n0 exp{−[γ0(γ − ϕ) − 1 ± u0
√
(
√
1 + u2x − ϕ)2 − 1]/∆γ}, as well as a trapped
population in the electrostatic potential ϕ, represented by a plateau in phase space for
|ux| ≤
√
(1 + ϕ)2 − 1, fe,t = n0 exp{−[γ0γ⊥ − 1]}/∆γ} with normalisation factor n0 [35].
This distribution function is then used to evaluate the dispersion relation for electromagnetic
waves k2c2 − ω2 − ω2pe(Ue + Ve) = 0 with
Ue =
∫ ∞
−∞
d3u
ux
γ
∂f
∂ux
, Ve =
∫ ∞
−∞
d3u
u2x
γ(γω/kc− ux)
∂f
∂uz
. (1)
In the non-relativistic limit we obtain [21]
k2c2 + σ2 + ω2pe
[
1− V (φ)
[
1 +
ıσ√
2vthkc
Z
(
ıσ√
2vthkc
)]]
= 0 (2)
where σ is the imaginary part of the wave frequency, k is wave number
along the perpendicular direction, the plasma dispersion function is Z [36],
and φ = eϕ/mec
2 is the normalised electrostatic potential with V (φ) =
n0
{
e
√
φ/vtherfc[
√
φ/vth] + 2
√
φ/πv2th +
4
3
√
φ3/πv−3th exp [−v20/2v2th]
}
the Sagdeev potential
and n0 =
[
e
√
φ/vtherfc[
√
φ/vth] + 2
√
φ/πv2th exp [−v20/2v2th]
]−1
the electron density along the
shock front. At the time when the magnetic field starts to grow, the electrostatic potential
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in the downstream region is approximately of the order of the initial ion kinetic energy [37],
which leads to a maximum growth rate σm = 0.053ωpe from equation (2) and matches well
the simulation result in figure 2a. The dominant wave number km = 0.14ωpe/c corresponds
to the wave length λm = 2π/km = 45 c/ωpe, which matches with the transverse spatial scale
of the magnetic filaments at tωpe ≤ 450.
The analysis of the electron distribution function explains the origin of the anisotropy,
which gives rise to the generation of the (electro)magnetic modes. The expansion of the
hot electrons relative to the slower ions creates the strong space charge fields at the shock
front. Particles are trapped in the field potential, leading to the formation of a vortex
structure in phase space as seen in figure 3a, which resembles the electron holes observed in
previous simulations [38–41]. Along the parallel (≡ shock propagation) direction, the two
populations of initially thermal counterstreaming beams have broadened and start mixing,
while the distribution in the perpendicular direction stays almost unchanged (fig. 3c). This
structure, with a flat distribution profile around u1 = 0 and peaks at ±uc, remains unaltered
over hundreds of ω−1pe (figs. 3b, d). At t ≈ 1000ω−1pe the electron distribution functions are
close to thermalization (fig. 2b, 3d) and the magnetic field energy has reached its quasi-
steady state (fig. 2a).
To understand the dependence of the magnetic field generation on the properties of
the flow, we have explored the dependence of the distribution function anisotropy A after
shock formation on the flow parameters ∆γ and u0. Figure 4 shows the scaling of the
electrostatic potential and the anisotropy with the upstream plasma parameters ∆γ (or
cs =
√
∆γme/mp) and u0 ≈
√
2(γ0 − 1) in the non-relativistic limit. Here, the parameters
have been extended beyond the electrostatic shock formation condition v0/cs <∼ 3, for which
the electrostatic potential is not strong enough to form a steady-state electrostatic shock.
It can be observed from Figure 4a that the electrostatic potential increases with the
electron temperature and with the bulk velocity of the upstream, eϕ ∝ cs/u0 ∝
√
∆γ(γ0 − 1)
[21]. Since the ion kinetic energy is a function of the initial Lorentz factor (∝ (γ0− 1)), the
normalisation with the initial ion energy provides a scaling eϕ/ǫ0 ∝
√
∆γ/(γ0 − 1), meaning
that the ability of ion reflection from the electrostatic potential decreases with the initial
upstream velocity. The anisotropy in figure 4b shows an opposite trend; it increases with
the fluid velocity and decreases with the electron temperature with a linear dependence
on
√
u0/∆γ. Although the electrostatic potential increases drastically with the electron
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temperature in the case of electrostatic shocks, particle trapping is apparently less efficient.
The above simulations were performed for the scenario when the two beams are initially
in contact and penetrate as soon as the simulation starts. We also considered the case
where the flows are separated by a vacuum region of 200 c/ωpe to model the collision of
two initially separated flows, as occurring in experimental setups, taking into account the
plasma expansion into vacuum. In this case, a shock is also formed due to an electrostatic
field between the hot electrons and cold ions, and the generation of a magnetic field in
the downstream is observed with the same driving mechanism. In the case of beams in
contact the anisotropy is higher; the amplification level after saturation is the same, but the
separation leads to a decrease of the magnetic field growth rate by a factor 15.
We note that the generation mechanism for magnetic fields in the case of electrostatic
shocks is fundamentally different from the current-filamentation-driven amplification in the
case of electromagnetic shocks. In the first case, it is actually the original Weibel instability,
which is powered by a temperature anisotropy closely tied to the shock formation process
and the steady state shock structure. Therefore, the magnetic field appears in the hotter
downstream region of the electrostatic shock (see figure 5). While on the other hand, in the
electromagnetic case, it is the fresh, cold upstream plasma that drives the instability and
the magnetic field appears close to the shock front, as illustrated in figure 5 which shows
a Weibel-mediated electromagnetic shock for γ0 = 20 and ∆γ = 10
−3 (parameters for both
cases determined from ref. [21]).
In conclusion, we showed that strong magnetic fields are generated in the downstream
region of electrostatic shocks. Due to strong particle trapping in the downstream region a
temperature anisotropy is generated in the electron distribution function which gives rise
to electromagnetic Weibel modes. The field clearly forms on electron time scales, and the
growth rates captured in the simulations match the theoretical predictions, and with the
generated field amplitude orders of magnitude higher than it would be expected from the
ion-ion filamentation instability. This field can then seed other electromagnetic instabili-
ties occurring on longer time scales. We have followed the field evolution in 2D and 3D
simulations and showed that a quasi-steady state value is reached, with the magnetic field
being generated only in the downstream region, in contrary to electromagnetic shocks where
the filamentation instability creates a magnetic field across the shock front. We observe
that since the field is generated in the downstream region, the effect of the self-generated
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magnetic field on the formation process is negligible, and the properties of the electrostatic
shock e. g. in terms of ion reflection are preserved [7, 8, 42]. On the other hand, the strong
field in the downstream region influences the dynamics of the particles in this region and it
can lead to distinct signatures of the shock. On the quest for the generation of collisionless
shocks in the laboratory mediated by magnetic fields, we conjecture that the identification
of the structures cannot rely only on the measurement of the self-generated magnetic fields.
Experiments will have to take into account also the dynamics of the magnetic field generated
by this mechanism in electrostatic shocks. Thus, identification of electromagnetic shocks, in
opposition to electrostatic shocks, should rely instead on a different approach based on the
direct measurement of the relative importance of the longitudinal electric field in comparison
with the the magnetic fields along the shock front.
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FIG. 1: Shock formation in the 3D simulation for mass ratio mp/me = 100, u0 = ±0.015 and
∆γ = 0.015: (a) Perpendicular electromagnetic field, (b) box-averaged electrostatic field < E1 >
(black) and 2D-slice of magnetic field in (a) at z = 30 c/ωpe showing the extension of the filaments.
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FIG. 2: Temporal evolution of (a) normalised magnetic energy density and (b) thermal velocities
vth,‖ (dash-dotted), vth,⊥ (dotted) and anisotropy A (solid), in a 2D simulation withmp/me = 1836,
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FIG. 3: Electron phase spaces (ux, x) of left beam with u0 = 0.1 (blue) and right beam with u0 =
−0.1 (grey) (a, b) and electron distribution functions measured at x = 500 c/ωpe for momentum
ux (solid lines) for left and right beams in blue and grey (c, d), respectively, for the 2D simulations
shown in Fig. 2 and for tωpe = 100 (a, c) and 1000 (b, d). The dashed lines indicate the distribution
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