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Abstract
A Γ-gain graph is a graph whose oriented edges are labeled invertibly from a group Γ.
Zaslavsky proposed two matroids of Γ-gain graphs, called frame matroids and lift matroids, and
investigated linear representations of them. Each matroid has a canonical representation over a
field F if Γ is isomorphic to a subgroup of F× in the case of frame matroids or Γ is isomorphic
to an additive subgroup of F in the case of lift matroids. The canonical representation of
the frame matroid of a complete graph is also known as a Dowling geometry, as it was first
introduced by Dowling for finite groups Γ.
In this paper, we extend these matroids in two ways. The first one is extending the rank
function of each matroid, based on submodular functions over Γ. The resulting rank function
generalizes that of the union of frame matroids or lift matroids. Another one is extending the
canonical linear representation of the union of d copies of a frame matroid or a lift matroid,
based on linear representations of Γ on a d-dimensional vector space. We show that linear
matroids of the latter extension are indeed special cases of the first extensions, as in the
relation between Dowling geometries and frame matroids. We also discuss an attempt to unify
the extension of frame matroids and that of lift matroids.
This work is motivated from recent research on the combinatorial rigidity of symmetric
graphs. As special cases, we give several new results on this topic, including combinatorial
characterizations of the symmetry-forced rigidity of generic body-bar frameworks with point
group symmetries or crystallographic symmetries and the symmetric parallel redrawability of
generic bar-joint frameworks with point group symmetries or crystallographic symmetries.
1 Introduction
A Γ-gain graph (G,ψ) is a pair of a graph G = (V,E) and an assignment ψ of an element of a
group Γ with each oriented edge such that reversing the direction inverts the assigned element.
Gain graphs are also known as group-labeled graphs and appear in wide range of combinatorial
problems and applications. Zaslavsky [45, 46, 47] studied a class of matroids of graphs, called frame
matroids (formerly known as bias matroids), and as a principal subcase he considered a matroid
of a Γ-gain graph (G,ψ), called the frame matroid F(G,ψ) of (G,ψ). Frame matroids include
several known matroids, such as graphic matroids, bicircular matroids, Dowling geometries, and
matroids on signed graphs. Zaslavsky [46] also proposed another matroid on a Γ-gain graph
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(G,ψ), called the lift matroid L(G,ψ), which can be constructed from the graphic matroid of G
by an elementary lift.
Each matroid has a canonical representation over a field F if Γ is isomorphic to a subgroup of
the multiplicative group F× of F in the case of F(G,ψ) or Γ is isomorphic to an additive subgroup
of F in the case of L(G,ψ). The canonical representation of the frame matroid of a dense graph
is also known as a Dowling geometry, as it was first introduced by Dowling [8].
As a further extension, Whittle [44] discussed a counterpart of frame matroids in general
matroids, by extending the construction of frame matroids from graphic matroids.
In this paper, we shall consider extensions, sticking to gain graphs. We propose matroids
of gain graphs, extending the constructions of frame matroids or lift matroids in the following
two ways. The first one is extending the rank function of each matroid, based on submodular
functions over Γ. The resulting rank function generalizes that of the union of frame matroids
or lift matroids. Another one is extending the canonical linear representation of the union of d
copies of a frame matroid or a lift matroid, based on linear representations of Γ on a d-dimensional
vector space. We show that linear matroids of the latter extension are indeed special cases of the
first extensions, as in the relation between Dowling geometries and frame matroids.
1.1 Applications to rigidity theory
This work is motivated from recent research on the combinatorial rigidity of symmetric graphs
and most parts of this paper are devoted to this application.
Characterizing generic rigidity of graphs is one of central problems in rigidity theory, where a
graph is identified with a bar-joint framework by regarding each vertex as a joint and each edge
as a bar in the Euclidean space (see e.g. [43]). In this context, a bar-joint framework is denoted
by a pair (G, p) of a graph G = (V,E) and p : V → Rd. For 2-dimensional rigidity, Laman’s
theorem [19] (along with a result by Asimov and Roth [1] or Gluck [14]) asserts that (G, p) is
minimally rigid on any generic p : V → R2 if and only if |E| = 2|V | − 3 and |F | ≤ 2|V (F )| − 3
hold for any nonempty F ⊆ E, where V (F ) denotes the set of vertices incident to edges in F .
However, despite exhausting efforts so far, the 3-dimensional counterpart has not been obtained
yet.
Although characterizing generic 3-dimensional rigidity of graphs is recognized as one of the
most difficult open problems in this field, there are solvable structural models even in higher
dimension. The most important case is a body-bar framework introduced by Tay [40]. A body-bar
framework is a structural model consisting of disjoint rigid bodies articulated by bars, and the
underlying graph is extracted by associating each body with a vertex and each bar with an edge.
Tay [40] proved that a generic body-bar framework (i.e., relative positions of bars are generic) is
rigid if only if the underlying graph has rank
(d+1
2
)
(|V | − 1) in the union of
(d+1
2
)
copies of the
graphic matroid.
Building up mathematical models of oscillations of chemical compounds or phase transitions of
crystal materials is one of main issues in theoretical physics, and toward understanding topological
impacts in such phenomena there are attempts to extend those theorems for generic rigidity to
symmetric frameworks in the past few years. Here, symmetric frameworks are those which are
invariant with an action of a point group in finite case or of a space group in infinite case. The
papers by Borcea and Streinu [3], Power [29], or Schulze et al. [36] demonstrate applications of
the theory to specific ideal crystals or proteins and discuss possible extensions.
For a finite case, initiated by a combinatorial necessary condition [11, 7], Schulze [33, 34]
showed an extension of Laman’s theorem of minimal 2-dimensional rigidity subject to certain
point group symmetries.
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Characterizing symmetry-forced rigidity, proposed for finite frameworks in [37] and for infinite
periodic frameworks in [3, 4], is now recognized as an important initial step to understand the
rigidity of symmetric frameworks, where in this model each motion is also subject to the underlying
symmetry. (For other attempts to capture the flexibility of periodic frameworks, see, e.g., [26, 27].)
It was proved that the symmetry-forced generic rigidity (i.e., symmetry-forced rigidity on generic
configurations subject to the symmetry) can be checked by computing the rank of linear matroids
defined on the edge sets of the underlying quotient gain graphs, and thus can be analyzed as
in a conventional manner. After this concept has been emerged, characterizing in terms of the
underlying quotient gain graphs were proved by Ross [30, 31] for periodic 2-dimensional bar-
joint frameworks and periodic 3-dimensional body-bar frameworks with fixed lattice metric and
by Malestein and Theran [23, 22] for crystallographic 2-dimensional bar-joint frameworks with
flexible lattice metric.
The result of this paper is indeed inspired by these previous results. As shown by Lova´sz and
Yemini [21], Tay [40] and Whiteley [41, 43], the union of copies of graphic matroids plays a central
role in combinatorial rigidity theory, that is, most combinatorial characterizations are written in
terms of the union of copies of graphic matroids or its variants, called count matroids (see e.g.,
[12] for count matroids). It is thus natural to investigate the union of copies of frame matroids or
lift matroids to derive the symmetric analogues on gain graphs. However, when compared with
the canonical linear representation of the union of frame matroids (cf. §3), linear matroids of gain
graphs proposed in the context of rigidity [37, 31, 22, 5, 4, 5] much rely on algebraic structures of
the underlying groups. The primary motivation of this paper is to propose a new class of matroids
of gain graphs, which forms the foundation in the study of symmetry-forced rigidity, as does the
union of graphic matroids in classical rigidity problem.
As another application, we shall also consider the symmetric version of the parallel redrawing
problem of graphs. In the parallel redrawing problem, we are asked whether a given straight-
line drawing of a graph admits a parallel redrawing, that is, another straight-line drawing such
that each edge is parallel to the corresponding one in the original drawing. Since any drawing
admits a parallel redrawing by a translation or a dilation, we are asked whether all possible parallel
redrawing are obtained in these trivial ways. Whiteley [43] proved a combinatorial characterization
for parallel redrawability of generic drawings. Here, we shall discuss the symmetric counterpart,
called the symmetric parallel redrawing problem, where both drawing and its redrawing are subject
to symmetry.
Whiteley [43] also gave similar matroids arose in scene analysis, which can be characterized
by count matroids. Replacing the union of graphic matroids with our new matroids, it is possible
to extend the characterizations to the symmetric version.
We list applications addressed in this papers: the d-dimensional symmetric parallel redrawing
problem with point group symmetry (§6.3); the 2-dimensional symmetry-forced rigidity of bar-
joint frameworks with rotational symmetry (§6.4); the d-dimensional symmetry-forced rigidity of
body-bar frameworks with point group symmetry or crystallographic symmetry with fixed lat-
tice metric (§7.2); the d-dimensional symmetric parallel redrawing problem with crystallographic
symmetry with flexible lattice metric (§10.2); the 2-dimensional symmetry-forced rigidity of bar-
joints frameworks with crystallographic symmetry whose linear part is a group of rotations (§10.2).
The results provide alternative proofs of existing works as well as new statements, which solve
questions (explicitly/implicitly) posed in [30, 31, 22, 37].
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1.2 Organization
The paper is organized as follows. In §2 and §3, we briefly review fundamental facts on gain graphs
and (poly)matroids, respectively. In particular, we shall explain details of matroids induced by
monotone submodular functions in §3, as our extensions belong to this class.
Extensions of frame matroids and lift matroids are described in §4, §5, §8 and §9, and the
remaining sections are devoted to applications. In §4, we give an extension of rank functions of
frame matroids via submodular functions over groups, while in §5 we give an extension of Dowling
geometries via group representations. We give a combinatorial characterization (Theorem 5.4)
of the proposed linear matroids, which implies that these linear matroids are special cases of
matroids combinatorially defined in §4. Proving such a characterization does not look an easy
task at a glance, but it turns out, by using the polymatroid theory discussed in §3, that the
problem is as easy as the case of frame matroids.
As applications, we will discuss the parallel redrawing problem and the symmetry-forced rigid-
ity of bar-joint frameworks with point group symmetry in §6. In §7, we also discuss an application
to the symmetry-forced rigidity of body-bar frameworks with crystallographic symmetry.
In §8 we give counterparts of those results for lift matroids. In §9, we attempt to unify
the extension of frame matroids and that of lift matroids, based on the representation theory
obtained so far. In §10, we give further applications to the parallel redrawing problem or the
rigidity problem of bar-joint frameworks with crystallographic symmetry.
1.3 Notations
We conclude introduction by listing notations used throughout the paper. A partition P of a
finite set E is a set of nonempty subsets of E such that each element of E belongs to exactly one
subset of P. If E = ∅, the partition of E is defined as the empty set. A subpartition of E is a
partition of a subset of E.
For an undirected graph G, V (G) and E(G) denotes the vertex set and the edge set of G,
respectively. For F ⊆ E(G), V (F ) denotes the set of endvertices of edges in F , and let G[F ] =
(V (F ), F ), that is, the graph edge-induced by F .
For simplicity of description, we shall use some terminologies for referring edge subsets, which
are conventionally used for subgraphs, as follows. Let F ⊆ E. F is called connected if G[F ] is
connected. A connected component of F is the edge set of a connected component of G[F ]. C(F )
denotes the partition of F into connected components of F , and let c(F ) = |C(F )|. F is called a
forest if it contains no cycle and called a tree if it is connected and forest. F is called a spanning
tree of a graph G = (V,E) if F is a tree with F ⊆ E and V (F ) = V .
A graph is called simple if it contains neither a loop nor parallel edges. In a simple undirected
graph, an edge between i and j is denoted by {i, j}. Similarly, in a simple directed graph, an
edge oriented from i to j is denoted by (i, j). Even though the graph is not simple, we sometimes
denote e = (i, j) to means that an edge e is oriented from i to j, if it is clear from the context.
Throughout the paper, K denotes a field, which may be finite, and F a subfield of K such that
K has transcendentals α1, . . . , αk that form an algebraically independent set over F, where k is
finite and will become clear from the context (i.e., it depends on the size of ground sets). Then
we assume that vector space Fd is contained in Kd by extension of scalars. For a set X ⊆ Fd,
dimFX denotes the dimension of the linear subspace spanned by X in F
d.
For a finite set E and a vector space W , the set of linear maps from E to W is denoted by
WE, i.e., WE = {ψ | ψ : E →W}.
For a group Γ and X ⊆ Γ, 〈X〉 denotes the subgroup of Γ generated by X.
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2 Fundamentals on Gain Graphs
In this section we shall review properties of gain graphs. See e.g., [15, 45, 46] for concrete
explanations on this topic. Propositions given in this section are rather straightforward, and can
be found in [18].
2.1 Gain graphs
Let G = (V,E) be a directed graph which may contain multiple edges and loops, and let Γ be a
group. A pair is called a Γ-gain graph (G,ψ), in which each edge is associated with an element
of Γ by a gain function ψ : E → Γ. G is a directed graph, but its orientation is used only for
the reference of the gain labeling. Namely, we can change orientation of each edge as we like, by
imposing a property to ψ such that, if an edge in one direction has label g, then it has g−1 in the
other direction. Thus, we often do not distinguish G and the underlying undirected graph and
use notations in the introduction, which were introduced for undirected graphs, if it is clear from
the context.
A walk is a sequence W = v0, e1, v1, e2, v2, . . . , vk−1, ek, vk of vertices and edges such that vi−1
and vi are endvertices of ei for 1 ≤ i ≤ k. For two walks W andW
′ for which the end vertex of W
and the starting vertex of W ′ coincide, the concatenation of W andW ′ is the walk W followed by
W ′. A walk is called closed if the starting vertex and the end vertex coincide. The gain of a walk
W is defined as ψ(W ) = ψ(e1) · ψ(e2) · · ·ψ(ek) if each edge is oriented in the forward direction
through W , and for a backward edge ei we replace ψ(ei) with ψ(ei)
−1 in the formulation.
Let (G,ψ) be a gain graph. For v ∈ V (G), we denote by π1(G, v) the set of closed walks
starting at v. Similarly, for X ⊆ E(G) and v ∈ V (G), π1(X, v) denotes the set of closed walks
starting at v and using only edges of X, where π1(X, v) = ∅ if v /∈ V (X). For X ⊆ E(G), the
subgroup induced by X relative to v is defined as 〈X〉ψ,v = {ψ(W ) | W ∈ π1(X, v)}.
Proposition 2.1. For any connected X ⊆ E(G) and two vertices u, v ∈ V (X), 〈X〉ψ,u is conju-
gate to 〈X〉ψ,v.
2.2 Switching operations
For v ∈ V (G) and g ∈ Γ, a switching at v with g changes the gain function ψ on E(G) as follows:
ψ′(e) =


g · ψ(e) if e is directed from v
ψ(e) · g−1 if e is directed to v
ψ(e) otherwise.
By definition, ψ′(e) = g ·ψ(e) · g−1 if e is a loop attached at v. We say that a gain function ψ′ on
E(G) is equivalent to another gain function ψ on E(G) if ψ′ is obtained from ψ by a sequence of
switchings.
Proposition 2.2. Let (G,ψ) be a gain graph. Let ψ′ be a gain function equivalent to ψ. Then,
for any X ⊆ E(G) and any v ∈ V (G), 〈X〉ψ′,v is conjugate to 〈X〉ψ,v.
Proposition 2.3. Let (G,ψ) be a gain graph. Then, for any forest F ⊆ E(G), there is an
equivalent gain function ψ′ on E(G) such that ψ′(e) is identity for every e ∈ F .
Proposition 2.3 suggests a simple way to compute 〈F 〉ψ,v up to congruence, in analogy with the
fact that a cycle space of a graph is spanned by fundamental cycles. For a connected X ⊆ E(G),
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take a spanning tree T of the edge induced graph G[X]. By Proposition 2.3 we can convert the
gain function to an equivalent gain function such that φ(e) = id for all e ∈ T . Then, observe that
any closed walkW ∈ π1(X, v) can be considered as concatenations of closed walksW1,W2, . . . ,Wk
such that Wi is a closed walk in π1(X, v) that passes through only one edge of X \T . Since φ(e) is
identity for all e ∈ T , it follows that φ(W ) is a product of elements in {φ(e) : e ∈ X \T}, implying
that 〈X〉φ,v ⊆ 〈φ(e) : e ∈ X \ T 〉. Conversely, φ(e) is contained in 〈X〉φ,v for all e ∈ X \ T . Thus,
〈X〉φ,v = 〈φ(e) : e ∈ X \ T 〉. In particular, we proved the following.
Proposition 2.4. For a connected X ⊆ E(G) and a spanning tree T of graph (V (X),X), suppose
that ψ(e) is identity for all e ∈ T . Then, 〈X〉ψ,v = 〈ψ(e) : e ∈ X \ T 〉.
A connected edge subset F in a gain graph (G,ψ) is called balanced if 〈F 〉ψ,v is the identity
group for some v ∈ V (F ). F is called unbalanced if it is not balanced. By Proposition 2.1, this
property is invariant under the choice of the base vertex v ∈ V (F ), and F is unbalanced if and
only if F contains an unbalanced cycle. Thus, we can extend this notion to any F ⊆ E(G)
(possibly disconnected sets) such that F is unbalanced if and only if F contains an unbalanced
cycle.
3 Matroids and Polymatroids
3.1 Polymatroids
Let E be a finite set. A function µ : 2E → R is called submodular if µ(X) + µ(Y ) ≥ µ(X ∪ Y ) +
µ(X ∩ Y ) for every X,Y ⊆ E. It is well known that µ : 2E → R is submodular if and only if
µ(X ∪{e})−µ(X) ≥ µ(Y ∪{e})−µ(Y ) for any X ⊆ Y ⊆ E and e ∈ E \Y . µ is called monotone
if µ(X) ≤ µ(Y ) for any X ⊆ Y . µ is called normalized if µ(∅) = 0.
Suppose that µ : 2E → Z is a normalized integer-valued function on E. The pair (E,µ) is
called an integer polymatroid if µ is monotone and submodular, and µ is called the rank function
of (E,µ). Throughout the paper, we shall refer to integer polymatroids as polymatroids. (E,µ)
is called a matroid if µ further satisfies µ(e) ≤ 1 for every e ∈ E.
3.2 Matroids induced by submodular functions
Let E be a finite set. An integer-valued monotone submodular function µ : 2E → Z induces a
matroid on E, denoted byM(µ), where F ⊆ E is independent if and only if |X| ≤ µ(X) for every
nonempty X ⊆ F [10]. This matroid can be understood through the following two polymatroid
constructions, Dilworth truncation and restriction.
3.2.1 Dilworth truncation
Let µ : 2E → Z be monotone submodular. Let us first assume that µ(e) ≥ 0 for every e ∈ E, and
consider
µˆ(F ) = max{
∑
e∈F
x(e) | x ∈ RF+ : ∅ 6= ∀X ⊆ F,
∑
e∈X
x(e) ≤ µ(X)} (1)
for F ⊆ E. It is know that µˆ : 2E → R is a monotone submodular function, written by
µˆ(F ) = min{
∑
1≤i≤k
µ(Fi) | a partition {F1, . . . , Fk} of F} (F ⊆ E), (2)
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where µˆ(∅) = 0 (see, e.g., [32, Section 48.2] or [13, Theorem 2.6]). It is easy to check that, even
if µ(e) < 0 holds, µˆ can be extended to be monotone submodular as follows:
µˆ(F ) = min{
∑
1≤i≤k
µ(Fi) | a partition {F1, . . . , Fk} of F+} (F ⊆ E) (3)
where F+ = {e ∈ F | µ(e) ≥ 0}, and µˆ(F ) = 0 if F+ = ∅. Since µˆ is nonnegative and normalized,
(E, µˆ) is a polymatroid, which is called a polymatroid induced by µ, denoted by P(µ). µˆ is called
the Dilworth truncation (or the lower truncation) of µ in the literature. See, e.g., [32, 12, 13] for
more detail on Dilworth truncations and applications.
3.2.2 Restriction
Another important operation we will use is the restriction of µ (to the hypercube). For a poly-
matroid (E,µ) (where µ(∅) = 0 by definition), let µ1 : 2E → Z be
µ1(F ) = min{|F \X|+ µ(X) | X ⊆ F} (F ⊆ E). (4)
Then, it can be seen that µ1 is a monotone submodular function with µ1(F ) ≤ |F | (see e.g.,[13,
Section 3.1(b)]). In particular, µ1(e) ≤ 1 for every e ∈ E, which implies that (E,µ1) is a matroid.
It is easy to see that F ⊆ E is independent in (E,µ1) if and only if |X| ≤ µ(X) holds for any
X ⊆ F .
3.2.3 Rank formula of induced matroids
Combining these two operations, we now check that µˆ1 (i.e., (µˆ)1) is the rank of the matroid
induced by an integer-valued monotone submodular function µ. Note that, by (3) and (4),
µˆ1(F ) = min
{
|F+ \
k⋃
i=1
Fi|+
k∑
i=1
µ(Fi) | a subpartition {F1, . . . , Fk} of F+
}
, (5)
and (E, µˆ1) is a matroid. Since (E, µˆ1) is obtained from (E, µˆ) by a restriction, F ⊆ E is
independent in (E, µˆ1) if and only if |X| ≤ µˆ(X) holds for any X ⊆ F . The latter condition is
equivalent to |X| ≤ µ(X) for any nonempty X ⊆ F by (1). We thus have M(µ) = (E, µˆ1).
3.3 Matroid union
Let us consider two monotone submodular functions µ1 and µ2 on a finite set E. Since the
monotonicity and the submodularity are preserved by taking summation, µ1 + µ2 is monotone
and submodular. Thus, for two polymatroids P1 = (E,µ1) and P2 = (E,µ2), (E,µ1 + µ2) forms
a polymatroid, which is called the sum of P1 and P2.
In a similar manner, suppose that we have two matroids M1 = (E, r1) and M2 = (E, r2)
with the rank functions r1 and r2. Their union M1 ∨M2 is defined by (E, (r1 + r2)
1), i.e.,
(r1 + r2)
1(F ) = min{|F \ X| + r1(X) + r2(X) | X ⊆ F} for F ⊆ E. It is well known that F
is independent in M1 ∨M2 if and only if F can be partitioned into F1 and F2 such that Fi is
independent in Mi for i = 1, 2 [9].
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3.4 Linear Polymatroids
Let K be a field and F be a subfield of K as defined in introduction. For a finite set E, let
us associate a linear subspace Ae of F
d with each e ∈ E by Φ : e ∈ E 7→ Ae ⊆ F
d. Then,
dimΦ : 2
E → Z, defined by dimΦ(F ) = dimF{Ae | e ∈ F}, is a set function on E, and (E,dimΦ)
forms a polymatroid, denoted by LP(E,Φ). If a polymatroid (E,µ) is isomorphic to LP(E,Φ)
for some Φ (i.e., µ(F ) = dimΦ(F ) for any F ⊆ E), (E,µ) is said to be a linear polymatroid, and
Φ is called a linear representation of (E,µ).
If (E,µ) is a matroid, a linear representation Φ is sometimes referred to as an assignment of
a vector, rather than a 1-dimensional linear space, with each element in E.
3.4.1 Generic linear matroids
In §3.2, we have reviewed two polymatroid operations, restrictions and Dilworth truncations.
Below, we shall take a look at geometric interpretations of these operations for linear polymatroids.
Let LP(E,Φ) be a linear polymatroid with a linear representation Φ : e ∈ E 7→ Ae ⊆ F
d. For
each e ∈ E, we shall pick a basis v1, . . . , vke of Ae, where ke = dimFAe, and define a representative
vector by xe =
∑
i α
i
evi, where α
i
e is a number in K such that {α
i
e : e ∈ E, 1 ≤ i ≤ ke} is
algebraically independent over F. That is, by extension of the underlying field from F to K, we
have generically chosen a representative vector xe from each Ae.
This gives us a linear matroid with a linear representation e 7→ xe over K. Lova´sz [20] gave
its rank formula.
Theorem 3.1 (Lova´sz [20]). Let K be a field and F be a subfield of K. Let LP(E,Φ) be a linear
polymatroid with a linear representation Φ : e ∈ E 7→ Ae ⊆ F
d, and suppose that a representative
vector xe is generically chosen from each Ae over K. Then,
dimK{xe | e ∈ E} = min{|E \ F |+ dimF{Ae | e ∈ F} | F ⊆ E}. (6)
Note that the right hand side of (6) does not rely on the choice of representative vectors,
and hence this motivates us to define the generic matroid. The generic matroid obtained from
LP(E,Φ), denoted by LM(E,Φ), is defined to be a matroid with a linear representation e 7→ xe
over K. Notice the coincidence of two formula (4) and (6). Namely, taking the generic matroid is
the same meaning as the restriction for linear polymatroids.
Lova´sz actually proved Theorem 3.1 under a much weaker assumption. For a family {Ae |
e ∈ E} of linear subspaces in Kd, a set of vectors xe taken from each Ae is said to be in generic
position if
xf ∈ span{xe | e ∈ X} ⇒ Af ⊆ span{xe | e ∈ X} ∀X ⊆ E,∀f ∈ E \X (7)
If {xe | e ∈ E} is in generic position, (6) holds (see [20]).
3.4.2 Dilworth truncation
We also have a geometric interpretation of Dilworth truncation. For a linear polymatroid LP(E,Φ)
with Φ : e 7→ Ae, let A = {Ae | e ∈ E}. We now consider restricting A to a generic hyperplane
(i.e., a d − 1 dimensional linear subspace) by extending the underlying field F to K, again. A
hyperplane H is called generic if it is expressed by H = {x ∈ Kd |
∑
1≤i≤d αix(i) = 0} for
some algebraically independent numbers {α1, . . . , αd} over F. Lova´sz [20] observed the following
formula.
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Theorem 3.2 (Lova´sz [20]). Let K be a field and F be a subfield of K. Let LP(E,Φ) be a linear
polymatroid with a linear representation Φ : e ∈ E 7→ Ae ⊆ F
d, and H be a generic hyperplane of
Kd. Then,
dimK{Ae ∩H | e ∈ E} = min{
∑k
i=1(dimF{Ae | e ∈ Ei} − 1)}, (8)
where the minimum is taken over all partitions {E1, . . . , Ek} of E into nonempty subsets.
The same result was also obtained by Mason [25, 24] from the view point of combinatorial
geometry (projective matroids), see also [6].
Setting µ(F ) = dimK{Ae | e ∈ F} − 1 for F ⊆ E, we see that the polymatroid induced by µ,
that is (E, µˆ), has linear representation e 7→ Ae ∩H from the coincidence of (2) and (8).
3.4.3 Linear matroid union
A linear representation of the sum of two polymatroids can be easily obtained in the following
manner. Suppose that we have two linear polymatroids (E,µ) and (E,µ′) with linear repre-
sentations Φ : e ∈ E 7→ Ae ⊆ F
s and Φ′ : e ∈ E 7→ A′e ⊆ F
t, respectively. By definition,
(µ + µ′)(F ) = µ(F ) + µ′(F ) = dimF{Ae | e ∈ F}+ dimF{A
′
e | e ∈ F}. Hence, if we prepare F
s+t
as the underlying vector space, the polymatroid (E,µ + µ′) is represented by e 7→ Ae ⊕A
′
e.
Combining this with the discussions of §3.3 and §3.4.1, it is now straightforward to see the
following.
Proposition 3.3. Let Mi be a matroid on a finite set E with a linear representation e 7→ x
i
e in
a vector space Wi for each i = 1, 2. Then, M1 ∨M2 is represented by e 7→ xe, where xe is a
representative vector taken from span{x1e} ⊕ span{x
2
e} ∈W1 ⊕W2 in generic position.
This fact is at least known from [24]. More detailed descriptions with examples can be found
in [24, 25, 6].
4 Matroids Induced by Submodular Functions over Groups
4.1 Frame matroids
Let Θ be the graph with two vertices u and v and three parallel edges. A subdivision of Θ is
called a theta graph. Hence, a theta graph consists of three openly disjoint paths between u and
v and contains three cycles.
Consider an undirected multigraph, which may contain loops and parallel edges. A family C
of cycles is called a linear class if it satisfies the following property. If two cycles in C form a
theta subgraph, then the third cycle of the theta subgraph is also contained in C. For a graph
G = (V,E) and a linear class C of cycles, the frame matroid F(G, C) is defined such that F ⊆ E
is independent if and only if each connected component of F contains no cycle or just one cycle,
which is not included in the linear class C [45, 46]. Therefore, the rank of F ⊆ E in F(G, C) is
equal to
gC(F ) := |V (F )| − c(F ) +
∑
X∈C(F )
αC(X) (F ⊆ E)
where
αC(X) =
{
1 if X contains a cycle not included in C
0 otherwise.
This also implies that gC is monotone and submodular.
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In this paper we are interested in frame matroids on gain graphs. Let (G = (V,E), ψ) be a
Γ-gain graph for a group Γ. Let C be the set of balanced cycles in (G,ψ). Then, C forms a linear
class, and the associated frame matroid is defined. This matroid is called the frame matroid of
(G,ψ), denoted by F(G,ψ). If we define gΓ : 2
E → Z by
gΓ(F ) = |V (F )| − c(F ) +
∑
X∈C(F )
αΓ(X) (F ⊆ E) (9)
where
αΓ(X) =
{
1 if X is unbalanced
0 otherwise,
(10)
then we have F(G,ψ) = (E, gΓ).
For a positive integer d, the union of d copies of F(G,ψ) is (E, (dgΓ)
1) by definition. That is,
it is the matroid induced by dgΓ(F ) = d|V (F )| − dc(F ) +
∑
X∈C(F ) dαΓ(X) for F ⊆ E.
4.2 Lifting based on submodular functions on groups
We now extend the construction of the union of frame matroids by using structures of the under-
lying group. The idea is to replace the term αΓ by a function taking fractional values.
For a group Γ, we consider a function µ : 2Γ → R+ satisfying the following properties:
(Normalized) µ(∅) = 0;
(Monotonicity) µ(X) ≤ µ(Y ) for any X ⊆ Y ⊆ Γ;
(Submodularity) µ(X) + µ(Y ) ≥ µ(X ∪ Y ) + µ(X ∩ Y ) for any X,Y ⊆ Γ;
(Invariance under closure) µ(X) = µ(〈X〉) for any nonempty X ⊆ Γ;
(Invariance under conjugate) µ(X) = µ(γXγ−1) for any nonempty X ⊆ Γ and γ ∈ Γ.
We say that µ : 2Γ → R+ is a symmetric polymatroidal function over Γ if µ satisfies these five
conditions. The submodularity implies that, for any X ⊆ Y ⊆ Γ and e ∈ Γ,
µ(X ∪ {e})− µ(X) ≥ µ(Y ∪ {e})− µ(Y ). (11)
Extending the rank function (9) of frame matroids, we now propose a submodular function
based on a symmetric polymatroidal function µ. Let (G = (V,E), ψ) be a Γ-gain graph. We
consider µ(〈F 〉ψ,v) for a connected F ⊆ E and v ∈ V (F ). By Proposition 2.1, 〈F 〉ψ,v is conjugate
to 〈F 〉ψ,u for any u, v ∈ V (F ) for F ⊆ E, and hence µ(〈F 〉ψ,u) = µ(〈F 〉ψ,v) for any u, v ∈ V (F ).
Also, by Proposition 2.2, µ(〈F 〉ψ,v) is invariant with respect to the choice of equivalent gain
functions ψ. We hence simply denote µ(〈F 〉ψ,v) by µ〈F 〉, implicitly assuming the gain function
and the base vertex among V (F ). We can then define a set function gµ : 2
E → R by
gµ(F ) = |V (F )| − c(F ) +
∑
X∈C(F )
µ〈X〉 (F ⊆ E). (12)
Notice that, if X and Y are connected with X ⊆ Y ⊆ E, we have µ〈X〉 ≤ µ〈Y 〉 by the
monotonicity of µ over Γ. However, the monotonicity and the submodularity of µ do not hold
over E in general. The next theorem ensures these properties for gµ.
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Theorem 4.1. Let µ : 2Γ → [0, 1] be a symmetric polymatroidal function over a group Γ (with
the upper bound 1), and (G = (V,E), ψ) a Γ-gain graph. Then, gµ is a monotone submodular
function over E.
Proof. For each X ⊆ E and e = (i, j) ∈ E \X, let ∆(X, e) = gµ(X ∪ {e}) − gµ(X). We denote
by Xi the connected component of X for which i ∈ V (Xi). If such a component does not exist,
let Xi = ∅. Similarly, we denote by Xj the component of X for which j ∈ V (Xj).
By a simple calculation, we have the following relation:
∆(X, e) =
{
µ〈Xi ∪ {e}〉 − µ〈Xi〉 if e is a loop or Xi = Xj 6= ∅
µ〈Xi ∪Xj ∪ {e}〉 + 1− µ〈Xi〉 − µ〈Xj〉 otherwise.
(13)
Let us check the monotonicity. Suppose that e is a loop or Xi = Xj 6= ∅. Due to the
monotonicity of µ over Γ, µ〈Xi ∪ {e}〉 − µ〈Xi〉 ≥ 0. On the other hand, suppose not. Since Xi
and Xi ∪ Xj ∪ {e} are connected, we have µ〈Xi〉 ≤ µ〈Xi ∪ Xj ∪ {e}〉 by the monotonicity of µ
over Γ. Also, by the upper bound of µ, µ〈Xj〉 ≤ 1. We thus have ∆(X, e) = µ〈Xi ∪Xj ∪ {e}〉 +
1− (µ〈Xi〉+ µ〈Xj〉) ≥ 0. This completes the proof of the monotonicity.
For the submodularity, we check
∆(X, e) ≥ ∆(Y, e) (14)
for any X ⊆ Y ⊆ E and e ∈ E \ Y . We split the proof into two cases.
Case 1: Suppose that e is a loop or Xi = Xj 6= ∅. We then have Xi ⊆ Yi = Yj . We take a
tree T ⊆ Yi spanning V (Yi) such that T ∩Xi forms a tree spanning V (Xi). By using switching
operations, we may assume by Proposition 2.3 that ψ(f) = id for every f ∈ T . Observe then that
〈Yi ∪ {e}〉ψ,i = 〈〈Yi〉ψ,i ∪ {ψ(e)}〉 and 〈Xi ∪ {e}〉ψ,i = 〈〈Xi〉ψ,i ∪ {ψ(e)}〉 by Proposition 2.4. We
thus have
∆(X, e) = µ〈Xi ∪ {e}〉 − µ〈Xi〉
= µ(〈〈Xi〉ψ,i ∪ {ψ(e)}〉) − µ(〈Xi〉ψ,i)
= µ(〈Xi〉ψ,i ∪ {ψ(e)}) − µ(〈Xi〉ψ,i)
≥ µ(〈Yi〉ψ,i ∪ {ψ(e)}) − µ(〈Yi〉ψ,i)
= µ(〈〈Yi〉ψ,i ∪ {ψ(e)}〉) − µ(〈Yi〉ψ,i)
= µ〈Yi ∪ {e}〉 − µ〈Yi〉 = ∆(Y, e),
where we used (11)(13) and the invariance of µ under closures.
Case 2. Suppose that e is a non-loop edge and at least one of Xi 6= Xj or Xi = Xj = ∅ holds.
We further split the proof into subcases.
(2-i) If Yi = Yj 6= ∅, then, by (13), we have ∆(X, e)−∆(Y, e) = µ〈Xi ∪Xj ∪{e}〉+1+µ〈Yi〉−
µ〈Xi〉−µ〈Xj〉−µ〈Yi∪{e}〉. Since all these sets are connected or empty, µ〈Xi∪Xj∪{e}〉 ≥ µ〈Xj〉,
µ〈Yi〉 ≥ µ〈Xi〉, and 1 ≥ µ〈Yi∪{e}〉. Thus, µ〈Xi∪Xj∪{e}〉+µ〈Yi〉+1 ≥ µ〈Xi〉+µ〈Xj〉+µ〈Yi∪{e}〉,
implying (14).
(2-ii) If Yi 6= Yj or Yi = Yj = ∅ holds, then e is a bridge connecting Xi and Xj in Xi∪Xj ∪{e}
and is also a bridge connecting Yi and Yj in Yi ∪ Yj ∪ {e}. By a switch operation, we may
assume that ψ(e) is identity. Then, 〈Xi ∪ Xj ∪ {e}〉ψ,i = 〈〈Xi〉ψ,i ∪ 〈Xj〉ψ,j〉. This implies
µ〈Xi ∪Xj ∪ {e}〉 = µ(〈Xi〉ψ,i ∪ 〈Xj〉ψ,j) by the invariance under closure. Symmetrically, we have
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µ〈Yi ∪ Yj ∪ {e}〉 = µ(〈Yi〉ψ,i ∪ 〈Yj〉ψ,j). By using the submodularity and the monotonicity of µ
over Γ, along with Xk ⊆ Yk for k = 1, 2, we have
µ〈Xi ∪Xj ∪ {e}〉 + µ〈Yi〉+ µ〈Yj〉
= µ(〈Xi〉ψ,i ∪ 〈Xj〉ψ,j) + µ(〈Yi〉ψ,i) + µ(〈Yj〉ψ,j)
≥ µ(〈Xi〉ψ,i ∪ 〈Xj〉ψ,j ∪ 〈Yi〉ψ,i) + µ((〈Xi〉ψ,i ∪ 〈Xj〉ψ,j) ∩ 〈Yi〉ψ,i) + µ(〈Yj〉ψ,j)
≥ µ(〈Yi〉ψ,i ∪ 〈Xj〉ψ,j) + µ(〈Xi〉ψ,i) + µ(〈Yj〉ψ,j)
≥ µ(〈Yi〉ψ,i ∪ 〈Xj〉ψ,j ∪ 〈Yj〉ψ,j) + µ((〈Yi〉ψ,i ∪ 〈Xj〉ψ,j) ∩ 〈Yj〉ψ,j) + µ(〈Xi〉ψ,i)
≥ µ(〈Yi〉ψ,i ∪ 〈Yj〉ψ,j) + µ(〈Xj〉ψ,j) + µ(〈Xi〉ψ,i)
= µ〈Yi ∪ Yj ∪ {e}〉 + µ〈Xj〉+ µ〈Xi〉.
This implies (14) by (13).
The aim of this paper is to extend the concept of the union of frame matroids. We shall thus
concentrate on a function µ taking fractional values, that is, µ : 2Γ → {0, 1d , . . . ,
d−1
d , 1} for some
finite positive integer d. As it is not integer-valued, gµ does not induce a matroid in general, but
if we define fµ : 2
E → Z by
fµ(F ) = dgµ(F ) (F ⊆ E), (15)
fµ is a normalized integer-valued monotone submodular function by Theorem 4.1. Thus fµ induces
a polymatroid P(fµ) = (E, fµ) and a matroid M(fµ) = (E, f
1
µ ) on E.
Example 4.1. The frame matroid (or the union of copies) is a special case of M(fµ), where µ is
defined by µ(X) = 0 for X = ∅ or X = id, and otherwise µ(X) = 1. In this case, (15) is equal to
(9).
Example 4.2. Let us consider a group Γ equipped with a linear representation ρ : Γ → GL(Fd)
over a field F. Let dρ : 2
Γ → Z be a function defined by
dρ(X) = dimF{image(Id − ρ(γ)) | γ ∈ X} (X ⊆ Γ),
where dρ(∅) = 0, Id denotes the identity matrix of size d×d, and image(Id−ρ(γ)) = {(Id−ρ(γ))x |
x ∈ Fd}
It is easy to see that dρ is monotone submodular and is invariant under conjugate. Also,
for any γ1, γ2 ∈ Γ, we have image(Id − ρ(γ1γ2)) ⊆ image(Id − ρ(γ1)) + image(Id − ρ(γ2)) since
(Id−ρ(γ1γ2)) = −(Id−ρ(γ1))(Id−ρ(γ2))+(Id−ρ(γ1))+(Id−ρ(γ2)) and image((Id−ρ(γ1))(Id−
ρ(γ2))) ⊆ image(Id−ρ(γ1)). This implies the invariance of dρ under closure. Therefore, by setting
µ = dρ/d, we have another example of a symmetric polymatroidal function µ. The corresponding
matroid will be extensively discussed in the next section.
5 Matroids Induced by Group Representations
Dowling geometries [8] are special cases of frame matroids for finite groups, which admit linear
representations over finite fields F. In this section, we shall extend the union of Dowling geometries
based on group representations.
5.1 Dowling Geometries
Suppose that Γ is a nontrivial finite group and n is a positive integer. Define a Γ-gain graph
(K•n(Γ), ψ
•) on V (K•n(Γ)) = {1, 2, . . . , n} such that (i) for every i, j with 1 ≤ i < j ≤ n and every
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γ ∈ Γ, it has an edge from i to j with the gain γ and (ii) for each vertex i, it has a loop attached
to i with a gain γi, where γi is any non-identity element of Γ. The Dowling geometry Dn(Γ) is
defined by F(K•n(Γ), ψ
•), the frame matroid of (K•n(Γ), ψ
•).
A remarkable property of Dn(Γ) is that, for n ≥ 3, Dn(Γ) is representable over F if and only if
Γ is isomorphic to a subgroup of F× (see, e.g., [28, Theorem 6.10.10]). The proof of one direction
indicates the following explicit construction of representations.
Suppose that Γ is isomorphic to a subgroup of F×. For a simpler description, we assume that
Γ is itself a subgroup of F×. With each e = (i, j) ∈ E(K•n(Γ)), we associate a vector xe ∈ F
V
defined by
xe(v) =


−ψ(e) if v = i
1 if v = j
0 otherwise
if e is not a loop attached at i, and
xe(v) =
{
1 if v = i
0 otherwise
if e is a loop. These give us a linear representation of Dn(Γ) over F (see e.g., [28, Lemma 6.10.11]),
which is called the canonical representation [48]. As each Γ-gain graph (G,ψ) can be considered
as a subgraph of (K•n(Γ), ψ
•), the restriction to E(G) leads to the canonical representation of
F(G,ψ).
Equivalently, instead of a vector assignment, we may associate a 1-dimensional linear space
De =
{
x ∈ FV
∣∣∣ x(i) + ψ(e)x(j) = 0,
x(V \ {i, j}) = 0
}
(16)
with each non-loop edge e = (i, j), and
De = {x ∈ F
V | x(V \ {i}) = 0} (17)
with a loop e attached to i, where, for W ⊆ V , x(W ) = 0 implies x(k) = 0 for all k ∈ W . Then,
the union of d copies of Dn(Γ) can be obtained in a systematic manner, by just following the
technique mentioned in §3.4.3.
To see more detail, let us consider the direct sum of d copies of FV , which results in (Fd)V .
Then, the associated vector space with each edge e = (i, j) becomes a d-dimensional space in
(Fd)V written by
Dde =
{
x ∈ (Fd)V
∣∣∣ x(i) + ψ(e)x(j) = 0,
x(V \ {i, j}) = 0
}
(18)
and
Dde = {x ∈ (F
d)V | x(V \ {i}) = 0}. (19)
By extension of scalars for the underlying vector space from F to K, Dde is contained in K
d and
we can take a representative vector xde from each D
d
e in generic position. By Proposition 3.3,
we obtain a linear representation e = (i, j) 7→ xde ∈ (K
d)V of the union of d copies of Dowling
geometry Dn(Γ), where each vector written by
xde(v) =


−ψ(e)αe if v = i
αe if v = j
0 otherwise
(20)
13
xde(v) =
{
αe if v = i
0 otherwise,
(21)
depending on whether e = (i, j) is a non-loop or a loop, where αe = (α
1
e, . . . , α
d
e)
⊤ ∈ Kd such
that {αie : 1 ≤ i ≤ d, e ∈ E(K
•
n(Γ))} is algebraically independent over F. We shall extend this
construction in the next subsection.
In the subsequent discussion, we will frequently us the following (more or less) known fact
about graphic matroids. Consider a Γ-gain graph (G = (V,E), ψ) such that ψ(e) is identity
for every e ∈ E. Then, F(G,ψ) is just the graphic matroid of G. The above result on linear
representations of frame matroids implicitly implies the following fact on the linear representation
of the sum of d copies of the graphic matroid, which will be frequently used in the subsequent
discussion.
Lemma 5.1. Let (G = (V,E), ψ) be a gain graph such that ψ(e) is identity for every e ∈ E.
Suppose that E is connected. Then, the following holds.
• dimF{D
d
e | e ∈ E} = d|V | − d;
• For any x ∈ (Fd)V with x(V \{i, j}) = 0, x ∈ span{Dde | e ∈ E} if and only if x(i)+x(j) = 0.
Proof. We may assume that Γ is a subgroup of F×. The first part directly follows from the
above discussion on frame matroids and the canonical linear representation. Indeed, since Dde
is the direct sum of d copies of De, we have dimF{D
d
e | e ∈ E} = ddimF{De | e ∈ E} =
d(|V | − c(E) + αΓ(E)) = d|V | − d.
The second part also follows from the above discussion. We first consider the case of d = 1.
Let e∗ = (i, j) be a new edge from i to j with the gain ψ(e∗) = g for some g ∈ F \ {0}, and let
(G∗, ψ) be the gain graph obtained from (G,ψ) by adding e∗. In the canonical representation
of F(G∗, ψ), e∗ is associated with a vector xe∗ ∈ F
V with xe∗(V \ {i, j}) = 0, xe∗(j) = 1 and
xe∗(i) = −g.
Since E is connected, E∪{e∗} has a cycle passing through e∗. We thus have 〈E∪{e∗}〉ψ,v = 〈g〉
for any v ∈ V by Proposition 2.4. This implies that
dimF{De | e ∈ E ∪ {e
∗}} = gΓ(E ∪ {e
∗}) =
{
|V | − 1 if g = 1
|V | otherwise.
Therefore, span{De | e ∈ E} contains x ∈ F
V \ {0} with x(V \ {i, j}) = 0 and x(i) + gx(j) = 0 if
and only if g = 1. Equivalently, span{De | e ∈ E} contains x ∈ F
V \ {0} with x(V \ {i, j}) = 0 if
and only if x(i) + x(j) = 0.
Thus, if we consider the direct sum of d copies of Fd, we conclude that span{Dde | e ∈ E}
contains x ∈ (Fd)V \ {0} with x(V \ {i, j}) = 0 if and only if x(i) + x(j) = 0.
5.2 Linear matroids induced by group representations
In this section, we shall extend the representation theory of the union of Dowling geometries. The
idea of our construction is that, instead of coefficients ψ(e) ∈ F× of αe in (20), we shall make use
of linear representations of groups. We then have a linear matroid induced by a group Γ, where Γ
is not restricted to finite abelian groups. We show that resulting linear matroids are special cases
of matroids given in §4.
Let Γ be a group equipped with a linear representation ρ : Γ → GL(Fd) on a vector space of
finite dimension d over a field F. Let (G = (V,E), ψ) be a finite Γ-gain graph.
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As in the previous subsection, let K be an extension of F that contains an algebraically
independent set {αie | i = 1, . . . , d, e ∈ E} over F, and let αe = (α
1
e, . . . , α
d
e)
⊤ ∈ Kd.
With each e = (i, j) ∈ E, we assign a vector xe,ψ ∈ (K
d)V defined by
xe,ψ(v) =


−ρ(ψ(e))αe if v = i
αe if v = j
0 otherwise
(22)
if e = (i, j) is not a loop, and
xe,ψ(v) =
{
(Id − ρ(ψ(e)))αe if v = i
0 otherwise,
(23)
if e is a loop. The linear matroid induced on {xe,ψ | e ∈ E} is denoted by Dρ(G,ψ).
Note that Dρ(G,ψ) is the generic matroid obtained from a linear polymatroid with a linear
representation e 7→ Ae,ψ defined by
Ae,ψ =
{
x ∈ (Fd)V
∣∣∣ x(i) + ρ(ψ(e))x(j) = 0,
x(V \ {i, j}) = 0
}
(24)
for each non-loop edge e ∈ E, and
Ae,ψ =
{
x ∈ (Fd)V
∣∣∣∃α ∈ Fd : x(i) = (Id − ρ(ψ(e)))α,
x(V \ {i}) = 0
}
(25)
for a loop e, by extending the underlying field from F to K. Note also that Ae,ψ is invariant with
the choice of orientation of each edge, as each ρ(ψ(e)) is invertible.
Let DPρ(G,ψ) be the linear polymatroid on E represented by e 7→ Ae,ψ. Clearly, each Ae,ψ
depends on the gain function ψ, but, as shown below, the associated polymatroid is actually
invariant up to equivalence.
Lemma 5.2. Let ψ and ψ′ be equivalent gain functions. Then,
dimF{Ae,ψ | e ∈ E} = dimF{Ae,ψ′ | e ∈ E}.
Proof. Let us simply denote dψ = dimF{Ae,ψ | e ∈ E}. It is sufficient to show that dψ is invariant
from any switch operation.
Suppose that ψ′ is obtained from ψ by a switch operation at v ∈ V with γ ∈ Γ. Since Ae,ψ
is invariant with the choice of the edge orientation, we may assume that all of edges are oriented
from v. Then, ψ′(e) = γψ(e) if e is incident to v, ψ′(e) = γψ(e)γ−1 if e is a loop at v, and
otherwise ψ′(e) = ψ(e).
Consider a bijective linear transformation T : (Fd)V → (Fd)V defined by, for each x ∈ (Fd)V ,
T (x)(w) =
{
x(w) if w ∈ V \ {v}
ρ(γ)x(v) if w = v.
We then have x(v) = ρ(γ)−1T (x)(v) and x(w) = T (x)(w) for w ∈ V \ {v}. Therefore, if e is a
non-loop edge oriented from v to a vertex j ∈ V ,
TAe,ψ = {T (x) ∈ (F
d)V | x(v) + ρ(ψ(e))x(j) = 0, x(V \ {v, j}) = 0}
= {y ∈ (Fd)V | y(v) + ρ(γψ(e))y(j) = 0, y(V \ {v, j}) = 0}.
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As ψ′(e) = γψ(e), we obtain that TAe,ψ = Ae,ψ′ . Similarly, if e is a loop attached to v,
TAe,ψ = {y ∈ (K
d)V | ∃α ∈ Kd : ρ(γ−1)y(v) = (Id − ρ(ψ(e)))α, y(V \ {v}) = 0}
= {y ∈ (Kd)V | ∃α ∈ Kd : y(v) = (Id − ρ(γψ(e)γ
−1))α, y(V \ {v}) = 0}
= Ae,ψ′ ,
where ψ′(e) = γψ(e)γ−1.
If e is not incident to v, then we clearly have TAe,ψ = Ae,ψ = Ae,ψ′ . Thus dψ is invariant from
any switch operation.
5.3 Combinatorial characterization
We now show that the linear matroid Dρ(G,ψ) is indeed equal to a special case of matroids given
in §4.2. Recall that, in §4.2 (Example 4.2), dρ : 2
Γ → Z is given by
dρ(X) = dimF{image(Id − ρ(γ)) | γ ∈ X} (X ⊆ Γ). (26)
Let (G = (V,E), ψ) be a Γ-gain graph. As a special case of fµ given in (15), we shall define a set
function fρ on E by
fρ(F ) = d|V (F )| − dc(F ) +
∑
X∈C(F )
dρ〈X〉 (F ⊆ E). (27)
By Theorem 4.1, fρ is a normalized integer-valued monotone submodular function, and thus
P(fρ) = (E, fρ) is a polymatroid and M(fρ) = (E, f
1
ρ ) is a matroid on E.
We are now ready to state our main theorems. The first theorem asserts the equivalence of
P(fρ) and DPρ(G,ψ), while the second implies the equivalence of M(fρ) and Dρ(G,ψ).
Theorem 5.3. Let Γ be a group equipped with a linear representation ρ : Γ → GL(Fd). Let
(G = (V,E), ψ) be a Γ-gain graph. Then,
fρ(E) = dimF{Ae,ψ | e ∈ E}. (28)
Proof. For any F ⊆ E, let AF = span{Ae,ψ | e ∈ F}. By definition, it is easy to check that
AE =
⊕
X∈C(E)AX . Moreover, fρ(E) =
∑
X∈C(E) fρ(X). Hence, it suffices to show the statement
when G is connected.
Let T be a spanning tree in E. By Proposition 2.3 and Lemma 5.2, we may assume that ψ(e)
is identity for e ∈ T . By Proposition 2.4, 〈E〉ψ,v = 〈ψ(e) | e ∈ E \ T 〉 for any v ∈ V . Hence, as µ
is invariant under taking closure, µ〈E〉 = µ({ψ(e) | e ∈ E \ T}). Thus,
fρ(E) = d|V | − d+ dimF{image(Id − ρ(ψ(e))) | e ∈ E \ T}.
By Lemma 5.1, we have that (i) dimFAT = d|V |−d and (ii) for any i, j ∈ V and any x ∈ (F
d)V
with x(V \ {i, j}) = 0, x ∈ AT if and only if x(i)+x(j) = 0. This means that each quotient space
Ae,ψ/AT for e = (i, j) ∈ E \ T is written by
Ae,ψ/AT = {x+AT | ∃α ∈ F
d : x(j) = (Id − ρ(ψ(e)))α, x(V \ {j}) = 0}
= {x+AT | ∃α ∈ F
d : x(1) = (Id − ρ(ψ(e)))α, x(V \ {1}) = 0}
where 1 denotes one specific vertex in V . Therefore, span{Ae,ψ/AT | e ∈ E \ T} is isomorphic to
span{x ∈ (Fd)V | ∃e ∈ E \ F,∃α ∈ Fd : x(1) = (Id − ρ(ψ(e)))α, x(V \ {1}) = 0}
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which is isomorphic to span{image(Id − ρ(ψ(e))) | e ∈ E \ T}. Thus, we obtain dimF{Ae,ψ | e ∈
E} = dimFAT +dimF{Ae,ψ/AT | e ∈ E \T} = d|V |−d+dimF{image(Id−ρ(ψ(e))) | e ∈ E \T} =
fρ(E), completing the proof of Theorem 5.3.
Theorem 5.4. Let Γ be a group equipped with a linear representation ρ : Γ → GL(Fd). Let
(G = (V,E), ψ) be a Γ-gain graph. Then, f1ρ is the rank function of Dρ(G,ψ).
Proof. By Theorem 5.3, we have fρ(F ) = dimK span{Ae,ψ | e ∈ F} for any F ⊆ E (by restricting
the statement to the graph (V, F )). Since xe,ψ of (22)(23) is taken from Ae,ψ so that {xe,ψ |
e ∈ E} is in generic position, Theorem 3.1 implies that the rank of F ⊆ E in Dρ(G) is equal to
min{|X|+ dimK{Ae,ψ | e ∈ F \X} | X ⊆ F}, which is equal to f
1
ρ (F ) by definition (4).
Corollary 5.5. Let Γ be a group equipped with a linear representation ρ : Γ → GL(Fd). Let
(G = (V,E), ψ) be a Γ-gain graph. Then, {xe,ψ | e ∈ E}) is linearly independent if and only if
|F | ≤ d|V (F )| − dc(F ) +
∑
X∈C(F ) dρ〈X〉 for any F ⊆ E.
6 Applications
As applications, we shall address two problems from discrete geometry. In the first problem we
discuss the symmetric redrawing problem of symmetrically embedding graphs, called symmetric
frameworks. We shall extend Whiteley’s parallel redrawing theorem to symmetric setting. In
the second problem we discuss the symmetry-forced rigidity of symmetric frameworks and extend
Laman’s theorem concerning the rigidity of graphs.
The section is organized as follows. We shall first introduce notions of symmetric graphs and
symmetric frameworks in §6.1 and §6.2, respectively. Then, we will discuss the symmetric parallel
redrawing problem in §6.3 and the symmetry-forced rigidity in §6.4.
6.1 Symmetric graphs
Let H be a simple graph, which may not be finite. An automorphism of H is a permutation
π : V (H) → V (H) such that {u, v} ∈ E(H) if and only if {π(u), π(v)} ∈ E(H). The set
of all automorphisms of H forms a subgroup of the symmetric group of V (H), known as the
automorphism group Aut(H) of H. An action of a group Γ on H is a group homomorphism
θ : Γ → Aut(H). An action θ is called free if θ(γ)(v) 6= v for any v ∈ V and any non-identity
γ ∈ Γ. We say that a graph H is (Γ, θ)-symmetric (or simply Γ-symmetric) if Γ acts on H by θ.
In the subsequent discussion, we only consider free actions, and we omit to specify the action θ,
if it is clear from the context. We then denote θ(γ)(v) by γv.
For a Γ-symmetric graph H, the quotient graph H/Γ is a multigraph on the set V (H)/Γ of
vertex orbits, together with the set E(H)/Γ of edge orbits as the edge set (with respect to θ). An
edge orbit may be represented by a loop in H/Γ. Figure 1 illustrates an example when Γ is the
dihedral group of order 4.
Several distinct graphs may have the same quotient graph. However, if we assume that the
underlying action is free, then a gain labeling makes the relation one-to-one. To see this, we
arbitrary choose a vertex v as a representative vertex from each vertex orbit. Then, each orbit is
written by Γv = {gv | g ∈ Γ}. If the action is free, an edge orbit connecting Γu and Γv in H/Γ
can be written by {{gu, ghv} | g ∈ Γ} for a unique h ∈ Γ. We then orient the edge orbit from Γu
to Γv in H/Γ and assign to it gain h. In this way, we obtain the quotient Γ-gain graph, denoted
by (H/Γ, ψ).
17
Conversely, let (G,ψ) be a finite Γ-gain graph for a group Γ. We simply denote the pair (g, v)
of g ∈ Γ and v ∈ V (G) by gv. The covering graph (also known as the derived graph) of (G,ψ)
is the simple graph with the vertex set Γ × V (G) = {gv | g ∈ Γ, v ∈ V (G)} and the edge set
{{gu, gψ(e)v} | e = (u, v) ∈ E(G), g ∈ Γ}.
Clearly, Γ freely acts on the covering graph with the action θ defined by θ(g) : v 7→ gv for
g ∈ Γ, under which the quotient graph comes back to (G,ψ). In this way, there is a one-to-
one correspondence between Γ-gain graphs and Γ-symmetric graphs with free actions. For more
properties of covering graphs, see e.g., [2, 15].
id
r
Cpi
id
r
Figure 1: A symmetric graph and the quotient gain graph with dihedral group symmetry of order
4.
6.2 Finite Symmetric frameworks
A d-dimensional framework (or, simply, a framework) is a pair (H, p) of a simple undirected
graph H and a mapping p : V (H) → Rd, called a point-configuration, which may be regarded as
a straight-line realization of G in Rd. In this paper, we are interested in symmetrically embedded
symmetric graphs in the Euclidean space. Thus, throughout applications in §6, Γ denotes a
subgroup of matrix group GL(Rd).
Let H be a (Γ, θ)-symmetric graph, where Γ freely acts on H through θ. A function f :
V (H)→ Rd is called (Γ, θ)-symmetric (or simply Γ-symmetric) if
γf(v) = f(γv) ∀γ ∈ Γ and ∀v ∈ V (H). (29)
The pair (H, p) is said to be a (Γ, θ)-symmetric framework (or simply Γ-symmetric framework) if
H and p are (Γ, θ)-symmetric.
It is convenient to fix a representative vertex v of each vertex orbit Γv, and define the quotient
f/Γ : V/Γ→ Rd of f to be f(v) = f/Γ(Γv) for each representative vertex v.
In the subsequent discussion, we shall only consider finite frameworks, where H is a finite
graph. (In §10, we will discuss infinite frameworks with crystallographic symmetry.) Namely, we
shall restrict our attention to discrete point groups P, which are finite discrete subgroups of the
orthogonal group O(Rd), i.e., the set of d× d orthogonal matrices.
For a discrete point group Γ, let QΓ be the field generated by Q and the entries of matrices
contained in Γ. For a Γ-gain graph (G,ψ), a mapping f : V (G)→ Rd is said to be Γ-generic if the
set of coordinates of the image of f is algebraically independent over QΓ. Also, for a Γ-symmetric
graph H, a Γ-symmetric function f : V (H)→ Rd is said to be Γ-generic if f/Γ is Γ-generic.
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6.3 Symmetric parallel redrawing problem
6.3.1 Parallel redrawing
Let (H, p) be a finite d-dimensional framework. We shall consider (H, p) as a drawing of the graph
H in Rd with straight-line edges.
A framework (H, q) is called a parallel redrawing of (H, p) if q(i)−q(j) is parallel to p(i)−p(j)
for all {i, j} ∈ E(H). No matter how the underlying graph is dense, any framework admits
parallel redrawings, since a translation of (H, p) or a dilation of (H, p) is always a redrawing. A
drawing (H, p) is said to be robust if any redrawing of (H, p) is a consequence of translations and
dilation of (H, p). In the parallel redrawing problem, we are asked whether (H, p) is robust or
not.
In the context of rigidity theory, this concept is known as the direction-rigidity of d-dimensional
bar-joint frameworks (H, p), where we are interested in direction-constraint, rather than conven-
tional length-constraint (which we will discuss in the next subsection), or the mixture of length
and direction constraints (see, e.g., [43, 17, 38]).
Let us take a look at the formal definition. We define a relocation of (H, p) by m : V (H)→ Rd
such that
m(i)−m(j) is parallel to p(i)− p(j) ∀{i, j} ∈ E(H),
or, equivalently,
〈m(i)−m(j), α〉 = 0 ∀α ∈ Rd such that 〈p(i)− p(j), α〉 = 0 (30)
for all {i, j} ∈ E(H), where 〈·, ·〉 denotes the standard inner product in the Euclidean space.
For t ∈ Rd, let us define a constant map mt : V (H)→ R
d by mt(v) = t for v ∈ V (H). Then,
mt is a relocation of (H, p), known as a translation. On the other hand, let mdi(v) = p(v) for
v ∈ V (H). Then, mdi is also a relocation of (H, p), known as a dilation. In general, a relocation
is called trivial if it is a linear combination of mdi and mt for t ∈ R
d, and (H, p) is called robust if
all possible relocations are trivial. The set of trivial relocations of (H, p) forms a linear subspace
of (Rd)V , denoted by tri(H, p), which has dimension d+ 1 unless {p(v) | v ∈ V (H)} is a point.
In [42, 43], Whiteley showed a combinatorial characterization of robust frameworks on generic
point-configurations, as a corollary of a combinatorial characterization of reconstructivity of pic-
tures appeared in scene analysis. The goal of this section is to extend this result to the symmetric
parallel redrawing problem of symmetric frameworks.
Let Γ be a discrete point group in d-dimensional Euclidean space Rd, and suppose that (H, p)
is Γ-symmetric. It is then natural to ask whether there is a redrawing preserving the symmetry.
Namely, we shall take into account only Γ-symmetric relocations. It is straightforward from
(29)(30) to see the following:
Proposition 6.1. Let (H, p) be a Γ-symmetric framework, and let m : V → Rd be a Γ-symmetric
relocation of (H, p). Then, (H, p +m) is Γ-symmetric and a parallel redrawing of (H, p). Con-
versely, if (H, q) is a Γ-symmetric parallel redrawing of (H, p), then q − p is a Γ-symmetric
relocation of (H, p).
We thus say that (H, p) is symmetrically robust if any Γ-symmetric relocation of (H, p) is
trivial. The set of Γ-symmetric trivial relocations forms a linear subspace of tri(H, p), which is
denoted by triΓ(H, p).
Recall that dimR(tri(H, p)) = d + 1. However, not every translation mt is Γ-symmetric; mt
is Γ-symmetric if and only if γt = t for all γ ∈ Γ, or equivalently t ∈
⋂
γ∈Γ ker(γ − Id). Thus, if
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{p(v) | v ∈ V (H)} is not the orbit of single point, (H, p) is symmetrically robust if and only if
the dimension of the space of Γ-symmetric relocations is equal to
dimR triΓ(H, p) = 1 + dimR
⋂
γ∈Γ
ker(γ − Id). (31)
Note that the dilation is always Γ-symmetric, which is indeed crucial in the proof of our main
claim below.
6.3.2 Symmetric parallel redrawing polymatroids
For a symmetric relocation of Γ-symmetric framework (H, p), the system (30) is apparently re-
dundant due to the Γ-symmetry of p and m, and the redundancy can be eliminated by using the
quotient Γ-gain graph (H/Γ, ψ).
To see this, let us take a representative vertex v ∈ V (H) from each vertex orbit Γv ∈ V (H/Γ),
as mentioned in §6.2. Then, there is a natural one-to-one correspondence between p and its
quotient p/Γ (resp., m and m/Γ) through p(v) = p/Γ(Γv) (resp., m(v) = m/Γ(Γv)). Recall also
that each edge orbit connecting from Γi to Γj is written by Γe = {{γi, γψej} : γ ∈ Γ}, where ψe
is the gain of Γe in the quotient gain graph. Hence, (30) is written by
〈m(γi)−m(γψej), α〉 = 0 ∀α ∈ R
d such that 〈p(γi)− p(γψej), α〉 = 0
for each edge {γi, γψej} in each edge orbit Γe. Since Γ consists of orthogonal matrices, the
conditions over edges in Γe can be reduced to one condition,
〈m(i) −m(ψej), α〉 = 0 ∀α ∈ R
d such that 〈p(i) − p(ψej), α〉 = 0.
By the Γ-symmetry of p and m, this is further converted to
〈m/Γ(Γi) − ψem/Γ(Γj), α〉 = 0 ∀α ∈ R
d such that 〈p/Γ(Γi) − ψep/Γ(Γj), α〉 = 0. (32)
Therefore, to analyze the space of relocations m, it suffices to analyze the dimension of m/Γ
satisfying (32) for all edge orbit Γe = (Γi,Γj).
Thus, by simplifying notations, the problem can be considered in a general Γ-gain graph
(G,ψ), and our goal is to understand the space of m ∈ (Rd)V (G) satisfying
〈m(i),−ψem(j), α〉 = 0 ∀α ∈ R
d such that 〈p(i)− ψep(j), α〉 = 0 (33)
for every e = (i, j) ∈ E(G) with ψ(e) = ψe. To do that, we associate a (d− 1)-dimensional linear
subspace Pe,ψ(p) with each edge orbit e = (i, j) ∈ E(G) defined by
Pe,ψ(p) = Ae,ψ ∩ {x ∈ (R
d)V (G) | 〈p(i)− ψep(j), x(i)〉 = 0} (34)
where Ae,ψ is, as defined in (24)(25),
Ae,ψ =
{
x ∈ (Rd)V (G)
∣∣∣ x(i) + ψex(j) = 0,
x(V \ {i, j}) = 0
}
(35)
or
Ae,ψ =
{
x ∈ (Rd)V (G)
∣∣∣∃α ∈ Rd : x(i) = (Id − ψe)α,
x(V \ {i}) = 0
}
(36)
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depending on whether e is a non-loop or a loop, respectively. Observe then that m ∈ (Rd)V (G)
satisfies (33) for all e ∈ E(G) if and only if m is in the orthogonal complement of span{Pe,ψ(p) |
e ∈ E(G)}, because, for any x ∈ Pe,ψ(p), we have
〈m,x〉 = 〈m(i), x(i)〉 + 〈m(j), x(j)〉
= 〈m(i), x(i)〉 − 〈m(j), ψ−1e x(i)〉
= 〈m(i) − ψem(j), x(i)〉
with 〈p(i)− ψep(j), x(i)〉 = 0. In total, we proved the following.
Theorem 6.2. Let (H, p) be a Γ-symmetric framework, and (H/Γ, ψ) the quotient Γ-gain graph
of H. Then, (H, p) is symmetrically robust if and only if
dimR{Pe,ψ(p/Γ) | e ∈ E(H/Γ)} = d|V/Γ| − 1− dimR
⋂
γ∈Γ
(ker(Id − γ).
6.3.3 Combinatorial characterization
By Theorem 6.2, it now suffices to analyze the polymatroid of Γ-gain graphs (G,ψ) with linear
representation e 7→ Pe,ψ(p) for p : V (G) → R
d, which we call the Γ-symmetric parallel redraw-
ing polymatroid of (G,ψ) (with respect to p). The following theorem provides a combinatorial
characterization of this polymatroid.
Theorem 6.3. Let Γ be a discrete point group with the natural representation ρ : γ ∈ Γ 7→ γ ∈
GL(Rd), (G = (V,E), ψ) a Γ-gain graph, and p : V → Rd a Γ-generic mapping. Define fρ as in
(27) by
fρ(F ) = d|V (F )| − dc(F ) +
∑
X∈C(F )
dimR{image(Id − ρ(γ)) | γ ∈ X} (F ⊆ E)
and hρ : 2
E → Z by
hρ(F ) = fρ(F )− 1 (F ⊆ E). (37)
Then,
dimR{Pe,ψ(p) | e ∈ E} = hˆρ(E).
In other words, for almost all p, the Γ-symmetric parallel redrawing polymatroid is equal to the
polymatroid induced by hρ.
Proof. The proof idea is from the alternative proof of Laman’s theorem by Lova´sz and Yemini[21].
Applying Theorem 5.3 with fρ, the polymatroid P(fρ) = (E, fρ) is equal to the linear poly-
matroid DPρ(G,ψ) with the linear representation e 7→ Ae,ψ (given in (35)(36)).
We define a hyperplane H of (Rd)V (i.e., a (d|V | − 1)-dimensional subspace) by
H = {x ∈ (Rd)V | 〈p, x〉 = 0}.
Then, observe that Pe,ψ(p) = Ae,ψ ∩ H for every e ∈ E. Indeed, for any e = (i, j) ∈ E and
any x ∈ Ae,ψ, we have 〈p, x〉 = 〈p(i), x(i)〉 + 〈p(j), x(j)〉 = 〈p(i), x(i)〉 + 〈p(j),−ψ
−1
e x(i)〉 =
〈p(i) − ψep(j), x(i)〉, which implies that x ∈ H if and only if 〈p(i)− ψep(j), x(i)〉 = 0. Therefore,
as p is Γ-generic, we conclude that the Γ-symmetric parallel redrawing polymatroid of (G,ψ)
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is obtained from DPρ(G,ψ) by a Dilworth truncation, given in §3.4.2. By Theorem 3.2 and
Theorem 5.3, we obtain
dimR{Pe,ψ(p) | e ∈ E}
= min{
∑
i
(dimR{Ae,ψ | e ∈ Ei} − 1) | a partition{E1, . . . , Ek} of E} (by Theorem 3.2)
= min{
∑
i
(fρ(Ei)− 1) | a partition {E1, . . . , Ek} of E} (by Theorem 5.3)
= min{
∑
i
hρ(Ei) | a partition {E1, . . . , Ek} of E} (by (37))
= hˆρ(E). (by (2)).
The following extends the result of Whiteley [43] to the symmetric parallel redrawing problem,
which directly follows from Theorem 6.2 and Theorem 6.3.
Corollary 6.4. Let H be a Γ-symmetric graph for a discrete point group Γ and (H/Γ, ψ) be the
quotient Γ-gain graph. For almost all Γ-symmetric p : V (H)→ Rd, (H, p) is symmetrically robust
if and only if the graph obtained from H/Γ by replacing each edge e ∈ E(H/Γ) by d − 1 parallel
copies contains an edge subset I satisfying the following counting conditions:
• |I| = d|V | − 1− dimR
⋂
γ∈Γ ker(γ − Id);
• |F | ≤ d|V (F )| − dc(F ) − 1 +
∑
X∈C(F ) dimR{image(Id − γ) | γ ∈ 〈X〉} for any nonempty
F ⊆ I.
6.4 Symmetry-forced rigidity of symmetric frameworks
We then move to another application of Theorem 5.3, the infinitesimal rigidity of symmetric
frameworks. The papers by Schulze and Whiteley [37] and Jorda´n et al. [18] contain a more
detailed explanation on this topic.
6.4.1 Symmetry-forced infinitesimal rigidity
The infinitesimal rigidity concerns with the dimension of the space of infinitesimal motions. An
infinitesimal motion of a framework (H, p) is defined as an assignment m : V (H)→ Rd such that
〈m(i)−m(j), p(i) − p(j)〉 = 0 ∀{i, j} ∈ E(H). (38)
The set of infinitesimal motions forms a linear space, denoted L(H, p).
In general, for a set P ⊆ Rd of points, an infinitesimal isometry of P is defined by m : P → Rd
such that
〈m(x)−m(y), x− y〉 = 0 ∀x, y ∈ P.
The set of infinitesimal isometries forms a linear space, denoted by iso(P ). Notice that, for a
skew-symmetric matrix S and t ∈ Rd, a mapping m : P → Rd defined by
m(x) = Sx+ t (x ∈ P )
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is an infinitesimal isometry of P . Indeed, it is well-known that any infinitesimal isometry can be
described in this form, and
dimR iso(P ) = d(k + 1)−
(
k + 1
2
)
, (39)
where k denotes the affine dimension of P . For example, for d = 2, an infinitesimal isometry is a
linear combination of translations and the infinitesimal rotation around the origin.
An infinitesimal motion m : V (H) → Rd of a framework (H, p) is said to be trivial if m can
be expressed by
m(v) = Sp(v) + t (v ∈ V (H)) (40)
for some skew-symmetric matrix S and t ∈ Rd. The set of all trivial motions forms a linear
subspace of L(H, p), denoted by tri(H, p). By definition, tri(H, p) is isomorphic to iso({p(v) | v ∈
V (H)}), and hence (39) gives the exact dimension of tri(H, p). (H, p) is called infinitesimally
rigid if L(H, p) = tri(H, p).
As in the parallel redrawing problem, we are interested in Γ-symmetric infinitesimal motions
of symmetric frameworks. For a discrete point group Γ, a Γ-symmetric framework (H, p) is said
to be symmetry-forced rigid if any Γ-symmetric infinitesimal motion of (H, p) is trivial. We should
remark that, as in the case of the parallel redrawing problem, not every trivial infinitesimal motion
is Γ-symmetric.
The following result of Schulze [35] motivates us to look at symmetry-forced infinitesimal
rigidity. (The precise definition of some terminologies are omitted here.)
Theorem 6.5 (Schulze [35]). Let Γ be a discrete point group, and H be a Γ-symmetric graph.
Then, for any Γ-generic p, (H, p) has a nontrivial continuous motion that preserves the Γ-
symmetry if and only if (H, p) has a nontrivial Γ-symmetric infinitesimal motion.
6.4.2 Orbit rigidity matrix
Let (H, p) be a Γ-symmetric framework. Due to Γ-symmetry, the system (38) of linear equations
(with respect to m) is redundant. Schulze and Whiteley [37] pointed out that the system can be
reduced to |E(H)/Γ| linear equations.
In fact, by the same manner as §6.3.2, it follows that m : V (H) → Rd is a Γ-symmetric
infinitesimal motion of (H, p) if and only if
〈m/Γ(Γi), p/Γ(Γi) − ψe · p/Γ(Γj)〉+ 〈m/Γ(Γj), p/Γ(Γj) − ψ
−1
e · p/Γ(Γi)〉 = 0 (41)
for every oriented edge orbit Γe = (Γi,Γj) in the quotient gain graph (H/Γ, ψ). By regarding
(41) as a system of linear equations of m/Γ, the corresponding |E(H)/Γ| × d|V (H)/Γ|-matrix is
called the orbit rigidity matrix by Schulze and Whiteley [37].
In general, for a Γ-gain graph (G,ψ) and p : V (G) → Rd, we are interested in the system of
linear equations on m ∈ (Rd)V (G) defined by
〈m(i), p(i) − ψep(j)〉 + 〈m(j), p(j) − ψ
−1
e p(i)〉 = 0 ∀e = (i, j) ∈ E(G). (42)
To analyze the solution space of (42), we then associate a 1-dimensional linear space Re,ψ with
each e = (i, j) ∈ E(G),
Re,ψ(p) =

x ∈ (Rd)V (G)
∣∣∣∣∣∃t ∈ R :
x(i) = t(p(i) − ψep(j)),
x(j) = t(p(j)− ψ−1e p(i)),
x(V \ {i, j}) = 0

 (43)
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if e is a non-loop edge, and
Re,ψ(p) =
{
x ∈ (Rd)V (G)
∣∣∣∃t ∈ R : x(i) = t(2Id − ψe − ψ−1e )p(i),
x(V \ {i}) = 0
}
(44)
if e is a loop attached to i. Observe then that m satisfies (42) if and only if m is in the orthogonal
complement of span{Re,ψ(p) | e ∈ E(G)}. This implies the following.
Proposition 6.6 (Schulze and Whiteley [37]). Let (H, p) be a Γ-symmetric framework and
(H/Γ, ψ) be the quotient Γ-gain graph. Then, the dimension of the space of Γ-symmetric in-
finitesimal motions of (H, p) is equal to
d|V (H)/Γ| − dimR{Re,ψ(p/Γ) | e ∈ E(H/Γ)}.
The detailed description and examples can be found in [35, 37]. A combinatorial necessity
condition of symmetry-forced rigidity can be found in [18].
6.4.3 Combinatorial characterization
The following theorem provides a combinatorial characterization of the linear matroid induced on
{Re,ψ(p) | e ∈ E(G)} for the spacial case of d = 2 and rotation groups Ck.
Theorem 6.7. Let Ck be the group of k-fold rotations around the origin in the plane. Let (G =
(V,E), ψ) be a Ck-gain graph and p : V → R
2 be a Ck-generic mapping. Then,
dimR{Re,ψ(p) | e ∈ E} = hˆρ(E),
where hρ is as defined in (37) with Γ = Ck.
Proof. The proof technique is exactly the same as the proof of Theorem 6.3.
Let Cπ/2 be the matrix of size 2× 2, representing the 4-fold rotation around the origin in the
Euclidean plane. We define a hyperplane H′ of (R2)V by
H′ = {x ∈ (R2)V |
∑
v∈V
〈Cπ/2p(v), x(v)〉 = 0}
where p ∈ (R2)V is Ck-generic as defined in the statement.
Let Ae,ψ be the 2-dimensional linear subspace defined in (35)(36) with d = 2. Then, observe
that, for each non-loop e = (i, j) ∈ E and for any x ∈ Ae,ψ,∑
v∈V
〈Cπ/2p(v), x(v)〉 = 〈Cπ/2p(i), x(i)〉 + 〈Cπ/2p(j), x(j)〉
= 〈Cπ/2p(i), x(i)〉 + 〈Cπ/2p(j),−ψ
−1
e x(i)〉
= 〈Cπ/2(p(i)− ψep(j)), x(i)〉
where we used the fact that Cπ/2 commutes with any element of Ck. This implies that x ∈ H
′ if
and only if x(i) ∈ span{p(i)−ψep(j)} for every e = (i, j) ∈ E. In other words, Re,ψ(p) = Ae,ψ∩H
′.
The same analysis works in case of loops e.
Since p is Ck-generic, we conclude that the linear matroid induced on {Re,ψ(p) | e ∈ E} is
obtained from DPρ(G,ψ) by a Dilworth truncation. Since DPρ(G,ψ) = P(fρ) by Theorem 5.3,
Theorem 3.2 implies the statement.
Combining Proposition 6.6 and Theorem 6.7, we conclude that the row matroid of an orbit
rigidity matrix is the matroid induced by hρ, if d = 2 and the underlying symmetry is a group of
rotations. The same characterization was obtained in [22, 18] by different approaches.
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7 Matroids Induced by Group Actions on Exterior Product Spaces
In this section, we give another application to rigidity theory, where we extend Tay’s theorem [40]
on generic rigidity of body-bar frameworks to a symmetric setting. The result solves a conjecture
given in [30]. For this extension, we shall first investigate the case when a group is represented in
the exterior product of vector spaces.
7.1 Restriction to decomposable k-vectors
In the subsequent discussion of this section, the underlying group Γ is equipped with a linear
representation ρ : Γ→ GL(Fd) over a filed F. As before, we denote by K the field obtained from
F by transcendental extensions.
Let
∧k
Fd be the k-th exterior power of Fd. Recall that
∧k
Fd is a
(
d
k
)
-dimensional linear
space, and so each entry of an element of
∧k
Fd can be naturally indexed by a k-tuple (i1, . . . , ik)
with 1 ≤ i1 < · · · < ik ≤ d. An element of
∧k
Fd is called a k-vector, and a k-vector is said to be
decomposable if it can be written of the form v1 ∧ · · · ∧ vk for some v1, . . . , vk ∈ F
d.
Let us consider a natural action of Γ on
∧k
Fd, that is, γ ∈ Γ acts on a decomposable element
v1∧· · ·∧vk by ρ(γ)v1∧· · ·∧ρ(γ)vk and extends linearly to the other elements. This leads to a linear
mapping from
∧k
Fd to
∧k
Fd. It is known that this action is a well-defined group representation
of Γ over GL(
∧k
Fd). In other words, there is a unique representation ρ(k) : Γ→ GL(
∧k
Fd) such
that ρ(k)(γ)(v1∧· · ·∧vk) = ρ(γ)v1∧· · ·∧ρ(γ)vk for each γ ∈ Γ and each v1∧· · ·∧vk (see, e.g.,[16,
Chapter 7]).
Note that ρ(k)(γ) is a matrix of size
(d
k
)
×
(d
k
)
. To see a specific expression of the entries, let
us simply denote N = ρ(γ). For 1 ≤ i1 < · · · < ik ≤ d and 1 ≤ j1 < · · · < jk ≤ d, let N
j1...jk
i1...ik
be
the submatrix of N induced by the i1-th, . . . , ik-th rows and the j1-th . . . , jk-th columns. If we
index each column and each row of N (k) by a k-tuple (i1, . . . , ik) according to the index ordering
of elements in
∧k
Fd, we have
N (k)[(j1, . . . , jk), (i1, . . . , ik)] = det n
j1...jk
i1...ik
,
where N (k)[(j1, . . . , jk), (i1, . . . , ik)] denotes the entry at (j1, . . . , jk)-th row and (i1, . . . , ik)-th
column.
Using representation ρ(k), we now consider a special case of matroids given in §5.2. Let
(G = (V,E), ψ) be a Γ-gain graph with a gain function ψ : e 7→ ψe. For each e = (i, j) ∈ E, let us
assign x
(k)
e,ψ ∈ (
∧k
Kd)V as follows:
x
(k)
e,ψ(v) =


−ρ(k)(ψe)αe if v = i
αe if v = j
0 otherwise
(45)
x
(k)
e,ψ(v) =
{
(ρ(k)(ψe)− I(d
k
))αe if v = i
0 otherwise
(46)
depending on whether e is a non-loop edge or a loop, where αe = (α
1
e, . . . , α
(d
k
)
e )⊤ ∈
∧k
Kd such
that {αie | 1 ≤ i ≤
(d
k
)
, e ∈ E} is algebraically independent over F. Then, by Corollary 5.5,
25
{x
(k)
e,ψ | e ∈ E} is linearly independent if and only if |F | ≤ fρ(k)(F ) for any F ⊆ E where
fρ(k)(F ) =
(
d
k
)
|V (F )| −
(
d
k
)
c(F ) +
∑
X∈C(F )
dρ(k)〈X〉 (F ⊆ E) (47)
dρ(k)(X) = dimR{image(ρ
(k)(γ)− I(d
k
)) | γ ∈ X} (X ⊆ Γ). (48)
Note that, for any γ ∈ Γ, we have
image(ρ(k)(γ)− I(d
k
)) = span{ρ(γ)p1 ∧ · · · ∧ ρ(γ)pk − p1 ∧ · · · ∧ pk | p1, . . . , pk ∈ F
d},
and hence dρ(k) can be rewritten in terms of decomposable k-vectors by putting this into (48).
It is hence natural to ask whether the matroid M(fρ(k)) has a linear representation in terms of
decomposable k-vectors, that is, a representation given by
xˆ
(k)
e,ψ(v) =


−ρ(ψe)pe,1 ∧ · · · ∧ ρ(ψe)pe,k if v = i
pe,1 ∧ · · · ∧ pe,k if v = j
0 otherwise
(49)
and
xˆ
(k)
e,ψ(v) =
{
ρ(ψe)pe,1 ∧ · · · ∧ ρ(ψe)pe,k − pe,1 ∧ · · · ∧ pe,k if v = i
0 otherwise
(50)
for some pe,1, . . . , pe,k ∈ K
d. The next theorem asserts that (49)(50) indeed define a linear repre-
sentation of M(fρ(k)).
Theorem 7.1. For some {pe,i ∈ K
d | e ∈ E, 1 ≤ i ≤ k}, the linear matroid induced on {xˆ
(k)
e,ψ |
e ∈ E} is equal to the matroid M(fρ(k)).
Proof. Let
A
(k)
e,ψ =
{
x ∈ (
∧k
Kd)V
∣∣∣ x(i) + ρ(k)(ψe)x(j) = 0,
x(V \ {i, j}) = 0
}
for a non-loop edge e ∈ E, and
A
(k)
e,ψ =
{
x ∈ (
∧k
Kd)V
∣∣∣∃α ∈ (∧k Kd)V : x(i) = (Id − ρ(k)(ψe))α,
x(V \ {i, j}) = 0
}
for a loop e ∈ E.
Let Gr(d, k) be the set of all decomposable k-vectors in
∧k
Kd. Gr(d, k) is known as the
Grassmannian in the literature and is an irreducible rational variety spanning
∧k
Kd. We shall
define a subset Aˆe,ψ of Ae,ψ by
Aˆ
(k)
e,ψ = A
(k)
e,ψ ∩ {x ∈ (
∧k
Kd)V | x(j) ∈ Gr(d, k)}.
for a non-loop edge e = (i, j), and
Aˆ
(k)
e,ψ =
{
x ∈ (
∧k
Kd)V
∣∣∣∃α ∈ Gr(d, k) : x(i) = (Id − ρ(k)(ψe))α,
x(V \ {i, j}) = 0
}
for a loop e. By Theorem 5.3, we know that fρ(k)(E) = dimR{A
(k)
e,ψ | e ∈ E}, and each linear
representation ofMρ(k) is obtained by taking a representative vector x
(k)
e,ψ from each A
(k)
e,ψ in generic
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position. Thus, to show the statement, it suffices to show that a representative vector x
(k)
e,ψ can
be taken from Aˆ
(k)
e,ψ so that {x
(k)
e,ψ | e ∈ E} is in generic position in the sense of (7).
Suppose that E has no loop. Then, each Aˆ
(k)
e,ψ is (linearly) isomorphic to Gr(d, k) by a projec-
tion to x(j). Notice that the condition (7) of genericity is written in terms of linear dependencies.
Since Gr(k, d) is an irreducible rational variety, the linear isomorphism between Aˆ
(k)
e,ψ and Gr(d, k)
implies that a representative vertex can be taken from Aˆ
(k)
e,ψ in generic position. (A more detailed
description for a special case can be found in [39, Theorem 3.1], and the exactly same argument
can be applied here.)
If e is a loop, then A
(k)
e,ψ and Aˆ
(k)
e,ψ are linearly isomorphic to (ρ
(k)(ψe) − Id)(
∧k
Kd) and
(ρ(k)(ψe) − Id)Gr(d, k), respectively. Since ρ
(k)(ψe) − Id is a linear operator, we can apply the
same argument.
7.2 Symmetry-forced Rigidity of Body-bar Frameworks
As an application, we consider matroids arose in the rigidity of symmetric body-bar frameworks,
which are structures consisting of rigid bodies linked by bars in Rd.
Let Aff(Rd) be the group of invertible affine transformations. It is well-known that Aff(Rd) =
GL(Rd)⋉Rd, that is, the semidirect product of GL(Rd) and Rd, and each element γ = (Aγ , tγ) ∈
Aff(Rd) acts on Rd by γ · q = Aγq + tγ for q ∈ R
d.
The d-dimensional Euclidean group E(d) is a subgroup of Aff(Rd), where (Aγ , tγ) ∈ Aff(R
d)
is in E(d) if and only if Aγ ∈ O(R
d). A space group (or crystallographic group) Γ is a discrete
cocompact subgroup of E(d), i.e., Rd/Γ is compact. Throughout this subsection, Γ denotes either
a space group or a discrete point group, where t = 0 in case of a point group.
We now briefly take a look at how the linear matroid given in the last subsection §7.1 arises
in the context of rigidity of body-bar frameworks. The following modeling is based on [5]. A
body-bar framework is a structure consisting of rigid bodies connected by bars, and it can be
represented by a triple (H,B, q), where
• H is an undirected graph whose vertex is corresponding to a body and whose edge is
corresponding to a bar liking the corresponding two bodies;
• B indicates the location of each body corresponding to each vertex v ∈ V by B(v) =
(Av , pv) ∈ O(R
d) ⋉ Rd (i.e., each body is identified with a Cartesian (local) coordinate
system);
• q indicates the location of each bar in each local coordinate system as follows; for each
e ∈ E(H) and an endvertex v of e, q(e, v) ∈ Rd denotes the coordinate of the endpoint of
the bar corresponding to e in the coordinate system of the body v. Thus, the coordinate in
the global system is equal to Avq(e, v) + pv, denoted by q˜(e, v).
B and q are called a body-configuration and a bar-configuration, respectively.
When bodies are moving, each bar constraints the distance between the endpoints. Such a
length constraint can be written by
〈q˜(e, i) − q˜(e, j), q˜(e, i) − q˜(e, j)〉 = ℓe ∀e = {i, j} ∈ E(H) (51)
by some specific bar-length ℓe.
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We consider a symmetric version of body-bar frameworks, where a body-bar framework
(H,B, q) is Γ-symmetric if H is a Γ-symmetric graph (with a specific free action θ) and B and q
are subject to Γ-symmetry; for any v ∈ V (H), e ∈ E(H), and γ = (Aγ , tγ) ∈ Γ.
B(γv) = γB(v) = (AγAv, Aγpv + tγ)
q(γe, γv) = q(e, v).
Indeed, in the global coordinate system, we have q˜(γe, γv) = AγAvq(γe, γv) + Aγpv + t =
AγAvq(e, v) + Aγpv + t = γq˜(e, v), and thus the definition implies the Γ-symmetry of q˜ in the
global system.
By using Γ-symmetry of q and B, the system (51) can be reduced to the following system of
equations,
〈q˜(e, i) − ψeq˜(e, j), q˜(e, i) − ψeq˜(e, j)〉 = ℓe ∀Γe = (Γi,Γj) ∈ E(H/Γ), (52)
where ψ(Γe) = ψe denotes the gain of Γe in the quotient Γ-gain graph.
Thus, the analysis can be accomplished on the quotient graph, and we may consider the
problem even in a general Γ-gain graph (G = (V,E), ψ). Namely, given a Γ-gain graph (G,ψ),
B(v) = (Av, pv) for v ∈ V , and qe,i, qe,j ∈ R
d for e = (i, j) ∈ E, we consider the system
〈q˜e,i − ψe · q˜e,j, q˜e,i − ψe · q˜e,j〉 = ℓe ∀e = (i, j) ∈ E. (53)
By taking the derivative with respect to B, we shall again investigate the infinitesimal rigidity.
To see this, let us focus on the equation for e = (i, j) ∈ E and simply denote qe,i by qi. Also, we
denote ψe = (Aψe , tψe). Then (53) is rewritten as
〈Aiqi + pi − (AψeAjqj +Aψepj + tψe), Aiqi + pi − (AψeAjqj +Aψepj + tψe)〉 = ℓe.
To analyze infinitesimal motions of bodies under bar-constraints, we take the derivative with
respect to (Av , pv) for v ∈ V , leading to
〈Aiqi + pi − (AψeAjqj +Aψepj + tψe), A˙iqi + p˙i − (AψeA˙jqj +Aψe p˙j)〉 = 0. (54)
Without loss of generality, we may take (Av , pv) = (Id, 0) for all v ∈ V . Then, A˙v is a d × d
skew-symmetric matrix over Rd since the tangent space of O(Rd) at the identity consists of skew-
symmetric matrices. Therefore, (54) is a linear equation of variables (A˙i, p˙i) and (A˙j , p˙j) written
by
〈qi − (Aψeqj + tψe), A˙iqi + p˙i − (AψeA˙jqj +Aψe p˙j)〉 = 0. (55)
Since the set Sd of skew-symmetric matrices is isomorphic to R
(d2), we can represent each A˙ ∈ Sd
by a vector ω ∈ R(
d
2). It is known that, by choosing a one-to-one correspondence between Sd and
R(
d
2) in an appropriate manner, we have
〈h, A˙q〉 = 〈h ∧ q, ω〉
for any h, q ∈ Rd and any A˙ ∈ Sd corresponding to ω. Therefore, replacing A˙i and A˙j with the
corresponding ωi ∈ R
(d2) and ωj ∈ R
(d2), we have the following two relations to simplify (55),
〈qi −Aψeqj − tψe , A˙iqi〉 = 〈(qi −Aψeqj − tψe) ∧ qi, ωi〉 = −〈(Aψeqj + tψe) ∧ qi, ωi〉
〈qi −Aψeqj − tψe , AψeA˙iqj〉 = 〈(A
−1
ψe
(qi −Aψeqj − tψe)) ∧ qj, ωj〉 = 〈(A
−1
ψe
(qi − tψe)) ∧ qj, ωj〉.
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Thus, (55) can be written by
〈qi − ψeqj, p˙i〉 − 〈ψ
−1
e qi − qj, p˙j〉 − 〈(ψeqj) ∧ qi, ωi〉 − 〈(ψ
−1
e qi) ∧ qj , ωj〉 = 0. (56)
The pair (ωi, p˙i) is conventionally called an infinitesimal motion (or a screw motion) of body i,
and the set of all infinitesimal motions of each body forms a
(d+1
2
)
-dimensional linear space, which
can be identified with
∧2
Rd+1.
Thus, our problem is formulated as follows. For a Γ-gain graph (G,ψ) and qe,i, qe,j ∈ R
d for
each e = (i, j) ∈ E, an infinitesimal motion is defined by s : i ∈ V 7→ si = (ωi, p˙i) ∈
∧2
Rd+1
satisfying
〈qe,i − ψeqe,j, p˙i〉 − 〈ψ
−1
e qe,i − qe,j, p˙j〉 − 〈(ψeqe,j) ∧ qe,i, ωi〉 − 〈(ψ
−1
e qe,i) ∧ qe,j, ωj〉 = 0. (57)
over all e = (i, j) ∈ E, and we are asked to compute the dimension of the space of infinitesimal
motions.
(57) can be further simplified. To see this, let ρ : Γ→ GL(Rd) be the linear representation of
Γ by augmented (d+ 1)× (d+ 1)-matrices, i.e., ρ(γ) =
(
Aγ tγ
0 1
)
for γ = (Aγ , tγ) ∈ Γ. Also, for
q ∈ Rd, denote q¯ =
(
q
1
)
∈ Rd+1. Since q¯1 ∧ q¯2 = (q1 ∧ q2, q1− q2) for any q1, q2 ∈ R
d, if we denote
the pair (ωj, p˙j) by sj ∈
∧2
Rd+1, (57) becomes
〈q¯e,i ∧ ρ(ψe)q¯e,j, si〉 − 〈ρ(ψe)
−1q¯e,i ∧ q¯e,j, sj〉 = 0.
We may also replace q¯e,i by ρ(ψe)q¯e,i, leading to a system of linear equations of s : i ∈ V 7→ si ∈∧2
Rd+1,
〈ρ(ψe)q¯e,i ∧ ρ(ψe)q¯e,j, si〉 − 〈q¯e,i ∧ q¯e,j, sj〉 = 0 ∀e = (i, j) ∈ E. (58)
Define xˆ
(2)
e,ψ by
xˆ
(2)
e,ψ(v) =


−ρ(ψe)q¯e,i ∧ ρ(ψe)q¯e,j if v = i
q¯e,i ∧ q¯e,j if v = j
0 otherwise
for a non-loop edge e = (i, j), and for each loop attached to a vertex i
xˆ
(2)
e,ψ(v) =
{
ρ(ψe)q¯e,i ∧ ρ(ψe)q¯e,j − q¯e,i ∧ q¯e,j if v = i
0 otherwise.
Observe that s is a solution of (58) if and only if s is in the orthogonal complement of span{xˆ
(2)
e,ψ |
e ∈ E}. However, since xˆ
(2)
e,ψ is a special case of (49)(50) given in the last subsection, we can apply
Theorem 7.1 to compute the exact value of dimR{xˆ
(2)
e,ψ | e ∈ E} if a bar-configuration q is generic.
(Although the last coordinate is restricted to 1 in each q¯e,i, we can still apply Theorem 7.1, as
dimR{xˆ
(2)
e,ψ | e ∈ E} is invariant up to scalar multiples of q¯e,i.) In terms of the infinitesimal rigidity
of Γ-symmetric body-bar frameworks, we proved the following.
Theorem 7.2. Let Γ be a discrete point group or a space group, and H a Γ-symmetric graph.
Then, for almost all body-configurations B and bar-configurations q, the Γ-symmetric body-bar
framework (H,B, q) is symmetry-forced infinitesimally rigid if and only if the quotient Γ-gain
graph contains an edge subset I satisfying the following,
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• |I| = D|V | −D + dimR{image(ID − ρ
(2)(γ)) | γ ∈ Γ};
• for any F ⊆ I, |F | ≤ D|V (F )| −Dc(F ) +
∑
X∈C(F ) dimR{image(ID − ρ
(2)(γ)) | γ ∈ 〈X〉})
where D =
(
d+1
2
)
, ρ is a linear representation of Γ by augmented (d+1)× (d+1)-matrices ρ(γ) =(
Aγ tγ
0 1
)
, and ρ(2) : Γ→ GL(
∧2
Rd+1) is a linear representation of Γ defined by ρ(2)(γ)(v1∧v2) =
ρ(γ)v1 ∧ ρ(γ)v2 for v1, v2 ∈ R
d+1 and γ ∈ Γ.
As a special case when Γ is a group of translations, Theorem 7.2 verifies a conjecture by
Ross [31].
8 Generalization of Lift Matroids
In [46], Zaslavsky also introduced another matroid of gain graphs, called lift matroids. This
matroid is a special case of elementary lifts of graphic matroids, (see e.g., [28] for elementary
lifts). It was shown by Zaslavsky [48] that a lift matroid is representable over F if the underlying
group is isomorphic to an additive subgroup of F. In this section, we shall propose an extension
of lift matroids.
8.1 Lift matroids
Let (G = (V,E), ψ) be a Γ-gain graph. In the lift matroid L(G,ψ) of (G,ψ), F ⊆ E is independent
if and only if there is at most one cycle, which is unbalanced if exists [46]. Therefore, if we define
ℓΓ : 2
E → Z by
ℓΓ(F ) = |V (F )| − c(F ) + αΓ(F ) (F ⊆ E), (59)
where αΓ is as defined in (10), then ℓΓ is the rank function of L(G,ψ).
Suppose that Γ is an additive subgroup of F. We shall add a special new element ∗ to V , and
consider a linear representation given by e ∈ E 7→ Le ⊆ FV ∪{∗} with
Le =

x ∈ FV ∪{∗}
∣∣∣∣∣
x(i) + x(j) = 0,
ψ(e)x(i) + x(∗) = 0,
x(V \ {i, j}) = 0

 .
This gives a linear representation of L(G,ψ), called the canonical representation of L(G,ψ) [48,
Theorem 4.1]. It is also known that any representation of L(K•n, ψ
•) is of this form (see [48, §4]
for more detail).
8.2 Generalized lift matroids
The idea of our extension of lift matroids is the same as the case of frame matroids; instead of
αΓ(F ), we consider a submodular function over Γ.
Suppose that (G = (V,E), ψ) is a Γ-gain graph with an abelian group Γ. We consider a
symmetric polymatroidal function µ : 2Γ → R+ over Γ (see §4.2 for definition).
For F ⊆ E, we define 〈〈F 〉〉 by
〈〈F 〉〉 = 〈ψ(W ) | W ∈ π1(F, v), v ∈ V 〉,
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i.e., the group generated by gains of all closed walks in F . Since Γ is abelian, if F is connected,
〈〈F 〉〉 = 〈F 〉v for any v ∈ V (F ) by Proposition 2.1. We then define ℓµ : 2
E → R by
ℓµ(F ) = |V (F )| − c(F ) + µ〈〈F 〉〉 (F ⊆ E), (60)
where µ〈〈F 〉〉 is an abbreviation of µ(〈〈F 〉〉). As in Theorem 4.1, we have the following.
Theorem 8.1. Let (G = (V,E), ψ) be a Γ-gain graph with an abelian group Γ, and µ be a
symmetric polymatroidal function over Γ. If µ(γ) ≤ 1 for every γ ∈ Γ, then ℓµ is monotone
submodular.
Proof. For each X ⊆ E and e = (i, j) ∈ E \X, let ∆(X, e) = ℓµ(X ∪{e})− ℓµ(X), and denote by
Xi and Xj the connected components of X for which i ∈ V (Xi) and j ∈ V (Xj), each of which is
an empty set if such a component does not exist. By a simple calculation, we have the following
relation:
∆(X, e) =
{
µ〈〈X ∪ {e}〉〉 − µ〈〈X〉〉 if e is a loop or Xi = Xj 6= ∅
µ〈〈X ∪ {e}〉〉 + 1− µ〈〈X〉〉 otherwise.
(61)
However, since Γ is abelian, it can be easily checked that 〈〈X ∪{e}〉〉 = 〈〈X〉〉 if the later condition
holds in (61). Therefore, we actually have
∆(X, e) =
{
µ〈〈X ∪ {e}〉〉 − µ〈〈X〉〉 if e is a loop or Xi = Xj 6= ∅
1 otherwise.
(62)
By (62), the monotonicity of µ over Γ implies that ∆(X, e) ≥ 0. Thus, ℓµ is monotone.
To see the submodularity, we claim the following.
Claim 8.2. Let X ⊆ E, e = (i, j) ∈ E \X, and F a maximal forest in X. Suppose that ψ(e) is
identity for e ∈ F . Then,
∆(X, e) =
{
µ({ψ(f) | f ∈ X ∪ {e}}) − µ({ψ(f) | f ∈ X}) if e is a loop or Xi = Xj 6= ∅
1 otherwise.
Moreover, ∆(X, e) ≤ 1.
Proof. By Proposition 2.4,
〈〈X〉〉 = 〈ψ(f) | f ∈ X〉 and 〈〈X ∪ {e}〉〉 = 〈ψ(f) | f ∈ X ∪ {e}〉. (63)
By the invariance of µ under taking closure, putting (63) into (62), we obtain the former relation
of the statement.
To see the latter claim, observe that, if e is a loop or Xi = Xj 6= ∅ holds, then ∆(X, e) =
µ({ψ(f) | f ∈ X ∪ {e}}) − µ({ψ(f) | f ∈ X}) ≤ µ(ψ(e)) − µ(∅) ≤ 1, where the second inequality
follows from the submodularity of µ over Γ and the third one follows from µ(ψ(e)) ≤ 1 and
µ(∅) = 0.
To see the submodularity of ℓµ, let us check ∆(X, e) ≥ ∆(Y, e) for any X ⊆ Y ⊆ E and
e ∈ E \ Y . Since ∆(Y, e) ≤ 1 by Claim 8.2, it suffices to consider the case when ∆(X, e) < 1, i.e.,
e is a loop or Xi = Xj 6= ∅. If Xi = Xj 6= ∅, then Yi = Yj 6= ∅ as well. Hence, ∆(X, e) ≥ ∆(Y, e)
directly follows from Claim 8.2 and the submodularity (11) of µ over Γ.
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As in the case of gain matroids, let us focus on rational functions µ, i.e., µ : 2Γ → {0, kd , . . . ,
d−1
d k, k}
for some positive integers d and k. Then, dℓµ is a normalized integer-valued monotone submodular
function, and hence (E, dℓµ) is a polymatroid.
Example 8.1. Let us consider Zd-gain graph (G = (V,E), ψ). If we define µ by µ(X) = dimRX
for X ⊆ Zd, then µ is a symmetric polymatroidal function. Hence, ℓµ(F ) = |V (F )|−c(F )+µ〈〈F 〉〉
is monotone submodular. Since ℓµ(e) ≤ 1 for e ∈ E, ℓµ is indeed a rank function of a matroid on
E.
Example 8.2. Let us consider Zd-gain graph (G = (V,E), ψ), again. Define µ by µ(X) = dimR{α⊗
γ | α ∈ Rd, γ ∈ X}/d for X ⊆ Zd, where α⊗ γ denotes the tensor product of α and γ. Then, µ is
a symmetric polymatroidal function with µ(γ) ≤ 1 for every γ ∈ Γ. Therefore, dℓµ is monotone
submodular. Actually, the resulting polymatroid is just the sum of d copies of the matroid given
in Example 8.1.
Remark 8.3. Note that lifting matroids can be defined on Γ-gain graphs with any group Γ, whereas
we assumed in the above extension that Γ is abelian. In fact, Theorem 8.1 holds even for non-
abelian group Γ, if µ〈〈·〉〉 is invariant under switchings, which is the case of lifting matroids.
8.3 Linear representations of generalized lift matroids
We now give an extension of the canonical representation of L(G,ψ). Let (G,ψ) be a Γ-gain
graph, and suppose that Γ is an additive subgroup of a vector space Ft over F.
For a bilinear map b : Fd × Ft → Fk, we define µb : 2
Γ → Z as follows:
µb(X) = dimF{b(α, γ) | α ∈ F
d, γ ∈ X} (X ⊆ Γ). (64)
Then, it is easy to check that µb is a symmetric polymatroid function over Γ. Also, for any γ ∈ Γ,
we have µb(γ) ≤ d. Therefore, by Theorem 8.1, the following function fb induces a polymatroid
of a Γ-gain graph (G = (V,E), φ),
fb(F ) = d|V (F )| − dc(F ) + µb〈〈F 〉〉 (F ⊆ E). (65)
For example, if setting b : F× Fd → Fd to be b : (α, γ) 7→ αγ, we have the case of Example 8.1.
We now show a linear representation of the (poly)matroid induced by fb. With each edge
e = (i, j) ∈ E, we associate a linear space
Le,ψ =

x ∈ (Fd)V ⊕ Fk
∣∣∣∣∣
x(i) + x(j) = 0,
b(x(i), ψ(e)) + x(∗) = 0,
x(V \ {i, j}) = 0


if e is not a loop, and
Le,ψ =
{
x ∈ (Fd)V ⊕ Fk
∣∣∣∃α ∈ Fd : x(∗) = −b(α,ψ(e)),
x(V ) = 0
}
.
if e is a loop, where (Fd)V ⊕Fk is an abbreviation of (Fd)V ⊕ (Fk){∗} used throughout subsequent
discussions.
We consider a linear polymatroid induced on {Le,ψ | e ∈ E}. Clearly, it depends on ψ, but as
in Lemma 5.2 the rank of the polymatroid is invariant up to equivalence.
Lemma 8.3. Let ψ and ψ′ be equivalent gain functions. Then, dimF{Le,ψ | e ∈ E}) = dimF{Le,ψ′ |
e ∈ E}.
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Proof. It is sufficient to show that the dimension is invariant from any switch operation.
Suppose that ψ′ is obtained from ψ by a switch operation at v with γ ∈ Γ. We may assume
that all of edges incident to v is oriented to v. Then, ψ′(e) = ψ(e) − γ if e is incident to v;
otherwise ψ′(e) = ψ(e). Note that, since Γ is abelian, ψ′(e) = ψ(e) for any loop e.
Consider a bijective linear transformation T : (Fd)V ⊕Fk → (Fd)V ⊕Fk defined by T (x)(w) =
x(w) for w ∈ V and T (x)(∗) = b(x(v), γ) + x(∗) for the special vertex ∗. We then have
TLe,ψ =

T (x) ∈ (Fd)V ⊕ Fk
∣∣∣∣∣
b(x(i), ψ(e)) + x(∗) = 0,
x(i) + x(j) = 0,
x(V \ {i, j}) = 0


=

y ∈ (Fd)V ⊕ Fk
∣∣∣∣∣
b(y(i), ψ(e)) − b(y(v), γ) + y(∗) = 0,
y(i) + y(j) = 0,
y(V \ {i, j}) = 0

 .
Since b(y(v), γ) = 0 if v 6= i, j, we have b(y(i), ψ(e))−b(y(v), γ) = b(y(i), ψ′(e)) for any e = (i, j) ∈
E. Thus, TLe,ψ = Le,ψ′ , implying the lemma.
The following theorem is a counterpart of Theorem 5.3, whose proof is almost identical.
Theorem 8.4. Let (G = (V,E), ψ) be a Γ-gain graph with an additive subgroup Γ of Ft. Define
fb and Le,ψ as above. Then,
fb(E) = dimF{Le,ψ | e ∈ E}.
Proof. Let T be a maximal forest in E. By Proposition 2.3 and Lemma 8.3, we may assume
that ψ(e) = 0 for e ∈ T . Since Γ is abelian, Proposition 2.1 and Proposition 2.4 imply that
〈〈E〉〉 = 〈ψ(e) | e ∈ E \ T 〉, and hence
fb(E) = d|V (E)| − dc(E) + dimF{b(α,ψ(e)) | α ∈ F
d, e ∈ E \ T}.
Let LT = span{Le,ψ | e ∈ T}. By Lemma 5.1, it follows that (i) dimF LT = d|V (E)| − dc(E)
and (ii) each quotient space Le,ψ/LT for e ∈ E \ T is written by
{x+ LT | ∃α ∈ F
d : b(α,ψ(e)) + x(∗) = 0, x(V ) = 0},
which is isomorphic to {b(α,ψ(e)) | α ∈ Fd}. Therefore, dimF{Le,ψ | e ∈ E} = dimF LT +
dimF{Le,ψ/LT | e ∈ E \T} = d|V (E)|−dc(E)+dimF{b(α,ψ(e)) | α ∈ F
d, e ∈ E \T} = fb(E).
Let (G,ψ) be a Γ-gain graph. With each e = (i, j) ∈ E(G), we associate a vector ye,ψ from
Le,ψ so that {ye,ψ | e ∈ E(G)} is in generic position, by extending the underlying field to K
d. The
following is an immediate consequence of Theorem 3.1 and Theorem 8.4.
Corollary 8.5. Let (G,ψ) be a Γ-gain graph with an additive subgroup Γ of Ft. Let b : Fd×Ft →
Fk be a bilinear map. Then, {ye,ψ | e ∈ E(G)} is linearly independent in K
d if and only if for any
F ⊆ E
|F | ≤ d|V (F )| − dc(F ) + dimF{b(α, γ) | α ∈ F
d, γ ∈ 〈〈F 〉〉}.
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8.4 Applications
Let (G,ψ) be a Zd-gain graph, and let us define a bilinear map b : Rd×Rd → Rd
2
by b(α, γ) = α⊗γ.
For each e = (i, j) ∈ E(G), we shall associate a vector ye,ψ ∈ (R
d)V ⊕ Rd
2
with
ye,ψ(v) =


αe if v = i
−αe if v = j
−αe ⊗ ψ(e) if v = ∗
0 otherwise
such that the set of all coordinates of αe (e ∈ E(G)) is algebraically independent over Q. By
Corollary 8.5, {ye,ψ | e ∈ E(G)} is linearly independent if and only if for any F ⊆ E
|F | ≤ d|V (F )| − dc(F ) + ddimR{γ | γ ∈ 〈〈F 〉〉}.
As in § 6, it is easy to check that the restriction of {Le,ψ | e ∈ E} to a generic hyperplane
gives rise to the orbit rigidity matrix of a Z2-symmetric framework (called a periodic framework)
when d = 2 or to the linear representation of the Zd-symmetric parallel redrawing polymatroid
of a Zd-symmetric framework for general dimension d. This implies that the independence in
the associated linear (poly)matroid is characterized by the following counting condition; For any
nonempty F ⊆ E(G)
|F | ≤ d|V (F )| − dc(F ) + ddimR{γ | γ ∈ 〈〈F 〉〉} − 1.
This is an alternative proof of results by Malestein and Theran [23] for d = 2.
9 Toward unified matroids
Although we have no clear idea on how to unify the extension of frame matroids and that of lift
matroids via their rank functions, the canonical representations tell us a natural approach to unify
representation theory obtained so far. To see this, in this section, we shall focus on subgroups
of GL(Fd)⋉ Fd, that is, the semidirect product of GL(Fd) and Fd with product (g, z) · (g′, z′) =
(gg′, gz′ + z).
Let Γ be a subgroup ofGL(Fd)⋉Fd. The projection of Γ to the first component, i.e., (g, z) 7→ g,
is a group homomorphism, and hence the image {g | (g, z) ∈ Γ} forms a subgroup of GL(Fd),
called the linear part of Γ and denoted by Γ1.
Let (G = (V,E), ψ) be a Γ-gain graph with a gain function ψ = (ψ1, ψ2), and let b : F
d×Fd →
Fk be a bilinear map such that Γ1 is unitary with respect to b, i.e., b(gx, y) = b(x, g
−1y) for any
g ∈ Γ1 and any x, y. Combining the idea of §5 and §8, we now associate a linear subspace with
each edge e = (i, j) ∈ E as follows:
Ue,ψ =

x ∈ (Fd)V ⊕ Fk

x(i) + ψ1(e)x(j) = 0,
x(∗) = −b(x(i), ψ2(e)),
x(V \ {i, j}) = 0

 (66)
if e is not a loop, and
Ue,ψ =

x ∈ (Fd)V ⊕ Fk
∃α ∈ Fd :
x(i) = (Id − ψ1(e))α,
x(∗) = −b(α,ψ2(e)),
x(V \ {i}) = 0

 (67)
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if e is a loop attached to i.
Note that Ue,ψ is invariant from the reorientation of e, as
Ue,ψ = {x | x(i) + ψ1(e)x(j) = 0, b(x(i), ψ2(e)) + x(∗) = 0, x(V \ {i, j}) = 0}
= {x | ψ1(e)
−1x(i) + x(j) = 0, b(−ψ1(e)x(j), ψ2(e)) + x(∗) = 0, x(V \ {i, j}) = 0}
= {x | ψ1(e)
−1x(i) + x(j) = 0, b(x(j),−ψ1(e)
−1ψ2(e)) + x(∗) = 0, x(V \ {i, j}) = 0}
where ψ(e)−1 = (ψ1(e)
−1,−ψ1(e)
−1ψ2(e)). Although Ue,ψ depends on the choice of gain functions
ψ, as in the previous cases, the rank of the polymatroid induced on {Ue,ψ | e ∈ E} is invariant up
to equivalence.
Lemma 9.1. Let ψ and ψ′ be equivalent gain functions. Then, dimF{Ue,ψ | e ∈ E} = dimF{Ue,ψ′ |
e ∈ E}.
Proof. Suppose that ψ′ is obtained from ψ by a switch operation at v with γ = (g, z) ∈ Γ. Since
Ue,ψ is invariant from reorientation of e, we may assume that all of the edges incident to v are
oriented from v. Then, ψ′(e) = γψ(e) if e is a non-loop edge incident to v; ψ′(e) = γψ(e)γ−1 if e
is a loop incident to v; otherwise ψ′(e) = ψ(e).
Consider a bijective linear transformation T : (Fd)V ⊕ Fk → (Fd)V ⊕ Fk defined by, for each
x ∈ (Fd)V ⊕ Fk,
T (x)(w) =


x(w) if w ∈ V \ {v}
gx(v) if w = v
−b(x(v), g−1z) + x(∗) if w = ∗.
We then have
x(w) = T (x)(w) for w ∈ V \ {v},
x(v) = g−1T (x)(v),
x(∗) = T (x)(∗) + b(x(v), g−1z) = T (x)(∗) + b(T (x)(v), z).
Therefore, if e is a non-loop edge oriented from v to j ∈ V ,
TUe,ψ =

y ∈ (Fd)V ⊕ Fk
∣∣∣∣∣
y(v) + gψ1(e)y(j) = 0,
b(y(v), gψ2(e) + z) + y(∗) = 0,
y(V \ {v, j}) = 0

 .
As ψ′(e) = (gψ1(e), gψ2(e) + z), we obtain that TUe,ψ = Ue,ψ′ . Similarly, for a loop e attached to
v,
TUe,ψ =

y ∈ (Fd)V ⊕ Fk
∣∣∣∣∣∃α ∈ Rd :
y(v) = g(Id − ψ1(e))α,
y(∗) = −b(α,−ψ1(e)
−1g−1z + g−1z + ψ2(e)),
y(V \ {v, j}) = 0


=

y ∈ (Fd)V ⊕ Fk
∣∣∣∣∣∃α ∈ Rd :
y(v) = (Id − gψ1(e)g
−1)α,
y(∗) = −b(α,−gψ1(e)
−1g−1z + gψ2(e) + z),
y(V \ {v, j}) = 0


= Ue,ψ′ .
If e = (i, j) is not incident to v, then we have T (x)(i) = x(i), T (x)(j) = x(j), and T (x)(∗) =
x(∗) by x(v) = 0 for any x ∈ Ue,ψ, and hence TUe,ψ = Ue,ψ = Ue,ψ′ . Thus, we obtain the
lemma.
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By using Lemma 9.1, we can now apply the same proof as Theorem 5.3 to show a combinatorial
characterization of the polymatroid induced on {Ue,ψ | e ∈ E}. To see this, we need a new
terminology. Consider F ⊆ E. Recall that G[F ] denotes the edge-induced subgraph (V (F ), F ).
By Proposition 2.3, for a maximal forest T of F , there is an equivalent gain function ψ◦F to ψ
such that ψ◦F (e) is identity for all e ∈ T . A compressed graph by F is defined as a Γ-gain graph
(G◦F , ψ
◦
F ), where G
◦
F is obtained from G[F ] by contracting each connected component to a single
vertex, where each edge e of F remains in G◦F as a loop with the gain ψ
◦
F (e). By Proposition 2.3
and Proposition 2.4, (G◦F , ψ
◦
F ) is invariant from the choice of T up to the equivalence of gain
functions ψ◦F .
Applying the same proof as Theorem 8.4, we now have the following result. We omit the
proof, which is identical to those of Theorem 5.3 and Theorem 8.4.
Theorem 9.2. Let Γ be a subgroup of GL(Fd)⋉ Fd, and Γ1 the projection of Γ to GL(F
d). Let
(G,ψ) be a Γ-gain graph, and b : Fd×Fd → Fk a bilinear map such that Γ1 is unitary with respect
to b. Then, for any F ⊆ E(G),
dimF{Ue,ψ | e ∈ F} = d|V (F )| − dc(F ) + dimF{Ue,ψ◦
F
| e ∈ E(G◦F )}.
Remark 9.1. Theorem 9.2 gives a good characterization of the dimension of span{Ue,ψ | e ∈ F},
since computing dimF{Ue,ψ◦
F
| e ∈ E(G◦F )} can be reduced to the computation of the rank of
a matrix of size (dc(F ) + k) × d|F |. Hence, it is possible to compute dimF{Ue,ψ | e ∈ F})
deterministically in polynomial time.
10 Further applications
As applications of Theorem 9.2, we shall extend the result of §6 to symmetric frameworks with
crystallographic symmetry. For detailed analysis, we first review basic facts on space groups in
§10.1. In §10.2 and §10.3, we discuss the parallel redrawing problem and the symmetry-forced
rigidity, respectively.
10.1 Space groups
Recall that a space group (or crystallographic group) Γ is a discrete cocompact subgroup of the
Euclidean group E(d), and each element (A, t) ∈ Γ acts on Rd by (A, t) ·q = Aq+ t for q ∈ Rd. An
element of the form (Id, t) is called a translation, and is simply denoted by t. As in the previous
section, let Γ1 = {Aγ | γ ∈ Γ}, the projection to the first component.
The subgroup LΓ consisting of all translations in Γ is called the lattice group of Γ, and it
is known by Bieberbach’s theorem that LΓ is a normal subgroup of Γ generated by d linearly
independent translations t1, . . . , td ∈ R
d. The d × d-matrix BΓ of the base transformation from
the standard basis of Rd to {t1, . . . , td} is called a lattice basis of Γ here. (Conventionally, a lattice
basis of LΓ means {t1, . . . , td}, rather than BΓ.) Then, LΓ = {BΓz | z ∈ Z
d}.
The quotient subgroup KΓ = Γ/LΓ is known as the point group of Γ. Since K acts on LΓ and
LΓ is isomorphic to Z
d, KΓ can be represented as integral matrices. Therefore, in the subsequent
discussion, KΓ is regarded as a finite subgroup of GL(Z
d). Note then that BΓKΓB
−1
Γ = Γ1 ⊆
O(Rd). Indeed, using the lattice basis BΓ, each element γ = (Aγ , tγ) of Γ can be uniquely written
by a triple (Kγ , zγ , cγ) ∈ GL(Z
d) × Zd × [0, 1)d, where Aγ = BΓKγB
−1
Γ and tγ = BΓ(zγ + cγ).
The representation in GL(Zd)× Zd × [0, 1)d is sometimes called the standard form. Note that a
space group Γ is determined by the standard form of each element and the lattice basis.
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By Bieberbach’s theorem, two space groups Γ and Γ′ are isomorphic if and only if they are
conjugate by an affine transformation in Aff(Rd). Eliminating trivial motions, we focus on affine
motions that change the lattice basis BΓ without changing the linear part. We hence define the
space of lattices by
Lat(Γ) = {B ∈ GL(Rd) | ∀Kγ ∈ KΓ : BKγB
−1 = BΓKγB
−1
Γ (= Aγ)}, (68)
and here we say that Γ and Γ′ are equivalent if BΓ′ ∈ Lat(Γ). It is convenient to consider a slightly
larger set
Lat(Γ) = {B ∈ Rd×d | ∀Kγ ∈ KΓ : BKγ = AγB}. (69)
Then, Lat(Γ) is a linear space and Lat(Γ) is a dense open subset of Lat(Γ).
10.2 Parallel redrawing with space group symmetry
Let us move to the Γ-symmetric parallel redrawing problem for a space group Γ with linear part
Γ1. Let LΓ be the lattice group of Γ with a basis BΓ ∈ GL(R
d). Each element γ ∈ Γ is denoted
by (Aγ , tγ) ∈ O(R
d)⋉Rd, but we also use the standard form (Kγ , zγ , cγ) ∈ GL(Z
d)×Zd× [0, 1)d,
where Aγ = BΓKγB
−1
Γ and tγ = BΓ(zγ + cγ).
We consider a Γ-symmetric framework (H, p), where H is a Γ-symmetric graph and p is a
Γ-symmetric point-configuration. We say that (H, q) is a symmetric parallel redrawing of (H, p)
if (H, q) is a parallel redrawing of (H, p) and it is Γ′-symmetric for some equivalent space group
Γ′ to Γ.
A relocation of (H, p) is m : V (H)→ Rd such that
m(i)−m(j) is parallel to p(i)− p(j) for any {i, j} ∈ E(H). (70)
Regarding the Γ-symmetry of m, we have two remarks. (1) Since m is a vector, rather than a
point in the Euclidean space, only Γ1 acts on the space of relocations. (2) A framework can be also
relocated by deforming the underlying lattice. Thus, we say that a relocation m is Γ-symmetric
if there is M ∈ Lat(Γ) such that M +BΓ ∈ Lat(Γ) and
m(γv) = Aγm(v) +M(zγ + cγ) ∀v ∈ V (H),∀γ ∈ Γ. (71)
The definition is justified by the following proposition.
Proposition 10.1. Let (H, p) be a Γ-symmetric framework with a space group Γ. If m is a
Γ-symmetric relocation of (H, p), then (H, p + m) is a symmetric parallel redrawing of (H, p).
Conversely, if (H, q) is a symmetric parallel redrawing, then q − p is a Γ-symmetric relocation.
Proof. Suppose that m is a Γ-symmetric relocation. Define q by q(v) = p(v)+m(v) for v ∈ V (H).
Since m is a relocation, (H, q) is a parallel redrawing of (H, p) by (70). Also, since m is Γ-
symmetric, there exists M ∈ Lat(Γ) for which M + BΓ ∈ Lat(Γ) and (71) is satisfied. Let
B =M +BΓ. Then, for any v ∈ V (H) and γ ∈ Γ,
q(γv) = p(γv) +m(γv) = Aγp(v) +BΓ(zγ + cγ) +Aγm(v) +M(zγ + cγ)
= Aγ(p(v) +m(v)) +B(zγ + cγ) = Aγq(v) +B(zγ + cγ).
Since B ∈ Lat(Γ), this implies that (H, q) is Γ′-symmetric for an equivalent Γ′ to Γ.
Conversely, suppose that (H, q) is a symmetric parallel redrawing of (H, p). Then, (H, q) is
Γ′-symmetric for some equivalent Γ′ to Γ. This means that there is B ∈ Lat(Γ) such that B is
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a lattice basis of Γ′. Setting m = q − p and M = B − BΓ, we see that M ∈ Lat(Γ) and for any
v ∈ V (H) and γ ∈ Γ,
m(γv) = q(γv)− p(γv) = BKγB
−1q(v) +B(zγ + cγ)− (BΓKγB
−1
Γ p(v) +BΓ(zγ + cγ))
= BΓKγB
−1
Γ (q(v)− p(v)) + (B −BΓ)(zγ + cγ)
= Aγm(v) +M(zγ + cγ),
implying that m is a Γ-symmetric relocation of (H, p).
As in the case of point group symmetry, a relocation m is said to be trivial if m is a linear
combination of translations mt and a dilation mdi. Indeed, for any t ∈
⋂
γ∈Γ(Aγ − Id), translation
mt defined by mt(v) = t for v ∈ V (H) is a Γ-symmetric relocation with M = 0; on the other
hand, a dilation mdi defined by mdi(v) = p(v) for v ∈ V (H) is also a Γ-symmetric relocation with
M = BΓ.
Motivated by Proposition 10.1 a Γ-symmetric (H, p) is said to be symmetrically robust if all
possible Γ-symmetric relocations are trivial. Let us then show that checking the robustness can
be reduced to computing the rank of linear polymatroids of quotient gain graphs. We first remark
that the condition for M to be M +BΓ ∈ Lat(Γ) can be ignored in the analysis.
Lemma 10.2. A Γ-symmetric (H, p) is not symmetrically robust if and only if there are m :
V (H) → Rd and M ∈ Lat(Γ) for which (70) and (71) are satisfied and m is not a linear combi-
nation of trivial relocations.
Proof. The sufficiency is trivial from the definition. To see the necessity, suppose there are such
m and M . Then, for any ǫ ∈ R, ǫm and ǫM satisfy (70) and (71). Moreover, if we take ǫ enough
small, BΓ + ǫM ∈ Lat(Γ) holds as BΓ is nonsingular. Therefore ǫm is a nontrivial Γ-symmetric
relocation, and hence (H, p) is not symmetrically robust.
As in the finite case, we now simplify the system (70). Recall that each edge orbit is written
by Γe = {(γi, γψej) | γ ∈ Γ} with ψ(e) = ψe = (Aψe , zψe + cψe). Thus, for each edge (γi, γψej) in
an edge orbit Γe, (70) is written by
〈m(γi) −m(γψej), α〉 = 0 ∀α ∈ R
d such that 〈p(γi) − p(γψej), α〉 = 0.
These are indeed equivalent to one equation,
〈m(i) −m(ψej), α〉 = 0 ∀α ∈ R
d such that 〈p(i) − p(ψej), α〉 = 0,
which is further converted to, by (71),
〈m(i)− (Aψem(j) +M(zψe + cψe)), α〉 = 0 ∀α ∈ R
d such that 〈p(i) − (Aψep(j) + tψe), α〉 = 0.
for some M ∈ Lat(Γ).
Therefore, by Lemma 10.2, the problem can be considered in a general Γ-gain graph (G =
(V,E), ψ), and we are interested in the space of (m,M) ∈ (Rd)V ⊕ Lat(Γ) satisfying
〈m(i)−(Aψem(j)+M(zψe+cψe)), α〉 = 0 ∀α ∈ R
d such that 〈p(i)−(Aψep(j)+tψe), α〉 = 0 (72)
for every e = (i, j) ∈ E. For further analysis, we shall take a basis B1, . . . , Bk ∈ R
d×d of Lat(Γ),
where k = dimR Lat(Γ). We then define a bilinear function bi : R
d × Rd → R by
bi(α, t) = 〈α,BiB
−1
Γ t〉 ((α, t) ∈ R
d × Rd). (73)
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Then, a bilinear map b : Rd × Rd → Rk is defined by b(α, t) = (b1(α, t), . . . , bk(α, t))
⊤.
Observe that Γ1 is unitary with respect to bi. Indeed, for each γ ∈ Γ, we have AγBΓ = BΓKγ
and AγBi = BiKγ asBΓ, Bi ∈ Lat(Γ), and hence bi(Aγα, t) = 〈Aγα,BiB
−1
Γ t〉 = 〈α,A
−1
γ BiB
−1
Γ t〉 =
〈α,BiK
−1
γ B
−1
Γ t〉 = 〈α,BiB
−1
Γ A
−1
γ t〉 = bi(α,A
−1
γ t). Hence, Γ1 is also unitary with respect to b.
We shall associate a (d−1)-dimensional linear subspace P ′e,ψ(p) with each edge e = (i, j) ∈ E,
defined by
P ′e,ψ(p) = Ue,ψ ∩ {x ∈ (R
d)V ⊕Rk | 〈p(i)− (Aψep(j) + tψe), x(i)〉 = 0} (74)
where Ue,ψ is, as defined in (66)(67),
Ue,ψ =

x ∈ (Rd)V ⊕ Rk
∣∣∣∣∣
x(i) +Aψex(j) = 0,
b(x(i), tψe ) + x(∗) = 0,
x(V \ {i, j}) = 0

 (75)
or
Ue,ψ =

x ∈ (Rd)V ⊕ Rk
∣∣∣∣∣∃α ∈ Rd :
x(i) = (Id −Aψe)α,
x(∗) = −b(α, tψe),
x(V \ {i, j}) = 0

 (76)
depending on whether e is a non-loop or a loop, respectively.
Lemma 10.3. Let (G = (V,E), ψ) be a Γ-gain graph with a space group Γ. Then, the dimension
of the space of (m,M) ∈ (Rd)V ⊕ Lat(Γ) satisfying (72) is equal to
d|V |+ k − dimR{P
′
e,ψ(p) | e ∈ E}
where k = dimR Lat(Γ).
Proof. Since {B1, . . . , Bk} is a basis of Lat(Γ), Lat(Γ) is parameterized by k parameters a =
(a1, . . . , ak)
⊤ ∈ Rk such that Lat(Γ) = {
∑
1≤ℓ≤k aℓBℓ | a ∈ R
k}. In other words, the space of
(m,M) satisfying (72) is isomorphic to the space of (m,a) ∈ (Rd)V ⊕ Rk satisfying
〈m(i)−(Aψem(j)+
∑
1≤ℓ≤k
aℓBℓ(zψe+cψe)), α〉 = 0 ∀α ∈ R
d such that 〈p(i)−(Aψep(j)+tψe), α〉 = 0
(77)
for every e = (i, j) ∈ E. Observe then that (m,a) ∈ (Rd)V ⊕Rk satisfies (77) if and only if (m,a)
is in the orthogonal complement of span{P ′e,ψ(p) | e ∈ E}, because, for any x ∈ P
′
e,ψ(p), we have
〈(m,a), x〉 = 〈m(i), x(i)〉 + 〈m(j), x(j)〉 + 〈a, x(∗)〉
= 〈m(i), x(i)〉 − 〈m(j), A−1ψe x(i)〉 − 〈a, b(x(i), tψe )〉
= 〈m(i)−Aψem(j), x(i)〉 −
∑
ℓ
aℓbℓ(x(i), tψe),
= 〈m(i)−Aψem(j), x(i)〉 −
∑
ℓ
aℓ〈Bℓ(zψe + cψe), x(i)〉
= 〈m(i)−Aψem(j)−
∑
ℓ
aℓBℓ(zψe + cψe), x(i)〉
with 〈p(i)− (Aψep(j) + tψe), x(i)〉 = 0
Since the set of trivial relocations forms a linear space of dimension (dimR
⋂
γ∈Γ ker(Aγ−Id))+
1, Lemmas 10.2 and 10.3 imply the following.
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Corollary 10.4. Let (H, p) be a Γ-symmetric framework with a space group Γ, and (H/Γ, ψ) be
the quotient Γ-gain graph of H. Then, (H, p) is symmetrically robust if and only if
dimR{P
′
e,ψ(p/Γ) | e ∈ E(H/Γ)} = d|V/Γ|+ k − 1− dimR
⋂
γ∈Γ
ker(Aγ − Id).
10.2.1 Combinatorial characterization
By Corollary 10.4, it now suffices to analyze the Γ-symmetric parallel redrawing polymatroid of a Γ-
gain graph (G = (V,E), ψ), that is, the linear polymatroid with linear representation e 7→ P ′e,ψ(p).
The following theorem provides a combinatorial characterization of this polymatroid.
We say that the lattice of Γ is generic if BΓ is expressed by BΓ =
∑k
i=1 siBi such that
{s1, . . . , sk} is algebraically independent over QΓ1 . For a discrete point group P, almost all space
groups Γ with Γ1 = P have generic lattices.
Theorem 10.5. Let (G = (V,E), ψ) be a Γ-gain graph for a space group Γ with a generic lattice,
and k = dimR Lat(Γ). Define hΓ by
hΓ(F ) = d|V (F )| − dc(F ) + dimR{Ue,ψ◦
F
| e ∈ E(G◦F )}) − 1,
where (G◦F , ψ
◦
F ) is the compressed graph of (G,ψ) by F (defined in §9). Then, for almost all
p : V → Rd,
dimR{P
′
e,ψ(p) | e ∈ E} = hˆΓ(E).
In other words, the Γ-symmetric parallel redrawing polymatroid is equal to the polymatroid induced
by hΓ.
Proof. Let h′Γ = hΓ + 1. Note that that the linear polymatroid LP(E,Ψ) of the linear represen-
tation Ψ : e 7→ Ue,ψ is a special case of those given in §9, and hence Theorem 9.2 implies that
h′Γ(F ) = dimR{Ue,ψ | e ∈ F} for all F ⊆ E.
Since the lattice of Γ is generic, a lattice basis BΓ is written by BΓ =
∑k
i=1 siBi, where
{s1, . . . , sk} is algebraically independent over QΓ1 . Let us take any p : V → R
d such that the
coordinates of the image and s1, . . . , sk are algebraically independent over QΓ1 . We define a
hyperplane H of (Rd)V ⊕ Rk by
H = {x ∈ (Rd)V ⊕ Rk |
∑
v∈V
〈p(v), x(v)〉 + 〈s, x(∗)〉 = 0}.
Then, observe that P ′e,ψ(p) = Ue,ψ ∩ H for every e ∈ E, since, for any e = (i, j) ∈ E and any
x ∈ Ue,ψ, we have∑
v∈V
〈p(v), x(v)〉 + 〈s, x(∗)〉 = 〈p(i), x(i)〉 + 〈p(j), x(j)〉 + 〈s, x(∗)〉
= 〈p(i), x(i)〉 + 〈p(j),−A−1ψe x(i)〉 + 〈s,−b(x(i), tψe)〉
= 〈p(i), x(i)〉 − 〈Aψep(j), x(i)〉 −
∑
ℓ
sℓ〈Bℓ(zψe + cψe), x(i)〉
= 〈p(i)− (Aψep(j) + tψe), x(i)〉,
by tψe = B(zψe + cψe) = (
∑
i siBi)(zψe + cψe). Therefore, as the coordinates of the image of p
and s1, . . . , sk are algebraically independent over QΓ1 , we conclude that the Γ-symmetric parallel
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redrawing polymatroid of (G,ψ) is obtained from LP(E,Ψ) by a Dilworth truncation, given in
§3.4.2. By Theorem 3.2, we finally obtain
dimR{P
′
e,ψ(p) | e ∈ E}
= min{
∑
i
(dimR{Ue,ψ | e ∈ Ei})− 1) | a partition{E1, . . . , Ek} of E}
= min{
∑
i
(h′Γ(Ei)− 1) | a partition {E1, . . . , Ek} of E}
= min{
∑
i
hΓ(Ei) | a partition {E1, . . . , Ek} of E}
= hˆΓ(E).
Combining Corollary 10.4 and Theorem 10.5, we complete characterizing the symmetric ro-
bustness of drawings with crystallographic symmetry.
Corollary 10.6. Let H be a Γ-symmetric graph for a space group Γ with a generic lattice, and
(G,ψ) be the quotient Γ-gain graph of H. For almost all Γ-symmetric p : V (H) → Rd, (H, p)
is symmetrically robust if and only if the Γ-gain graph obtained from G by replacing each edge
e ∈ E(G) by d − 1 parallel copies contains an edge subset I satisfying the following counting
conditions;
• |I| = d|V |+ k − 1− dimR
⋂
γ∈Γ ker(Aγ − Id);
• |F | ≤ d|V (F )| − dc(F ) − 1 + dimR{Ue,ψ◦
F
| e ∈ E(G◦F )} for any nonempty F ⊆ I,
where (G◦F , ψ
◦
F ) is the compressed graph of G by F and k = dimR Lat(Γ).
Remark 10.1. As we have remarked, dimR{Ue,ψ◦
F
| e ∈ E(G◦F )} can be deterministically computed
in polynomial time. Thus, Corollary 10.6 gives a good characterization of the symmetric robust-
ness. Checking the counting condition can be reduced to a mathematical programming given in
(1), which can be deterministically done in polynomial time (see e.g. [32, Theorem 48.4]).
10.3 Symmetry-forced rigidity with space group symmetry
Let Cπ/2 be the 2 × 2-matrix representing the 4-fold rotation about the origin in R
2. In §6.4,
we have seen that the idea of characterizing robust drawings with point group symmetry can
be directly applied to characterizing the symmetry-forced infinitesimal rigidity of symmetric 2-
dimensional frameworks, if the underlying point group commutes with Cπ/2. Here, we show an
analogous fact in space groups.
The space group Γ we can cope with here is the case when the linear part Γ1 is a group of
rotations about the origin. More specifically, Γ falls into five crystallographic group types, called
p1, p2, p3, p4, p6 in terms of Crystallographic notation. In the subsequent discussion, Γ is assumed
to be one of p1, p2, p3, p4, p6.
Let (H, p) be a Γ-symmetric framework with a Γ-symmetric graph H (with a specific free
action θ) and a Γ-symmetric point-configuration p. Recall that an infinitesimal motion of (H, p)
is defined as m : V (H)→ R2 satisfying
〈m(i) −m(j), p(i) − p(j)〉 = 0 {i, j} ∈ E(H). (78)
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As in the previous subsection, we are interested in Γ-symmetric motions, where we say that an
infinitesimal motion m is Γ-symmetric if there is M ∈ Lat(Γ) such that
m(γv) = Aγm(v) +Mzγ ∀v ∈ V (H),∀γ ∈ Γ (79)
(where cγ = 0 for any γ ∈ Γ if Γ ∈ {p1, p2, p3, p4, p6}). Note that the space of infinitesimal lattice
motions with fixed origin is now equal to Lat(Γ).
It can be observed that the infinitesimal rotation mr : V (H) → R
2 defined by mr(v) =
Cπ/2p(v) is always a Γ-symmetric infinitesimal motion of (H, p). To see this, let M = Cπ/2BΓ.
Then, since Cπ/2 commutes with Aγ = BΓKγB
−1
Γ for any γ ∈ Γ, we have Cπ/2BΓKγB
−1
Γ C
−1
π/2 =
BΓKγB
−1
Γ , implying that M = Cπ/2BΓ ∈ Lat(Γ). Moreover, for any γ ∈ Γ and v ∈ V (H), we
have
mr(γv) = Cπ/2p(γv) = Cπ/2(Aγp(v) +BΓzγ) = Aγmr(v) +Mzγ ,
which implies that mr satisfies (79) and is indeed a Γ-symmetric motion.
Also it is easy to see that, for any t ∈
⋂
γ∈Γ(Aγ − Id), translation mt defined by mt(v) = t for
v ∈ V (H) is a Γ-symmetric motion with M = 0.
We say that (H, p) is infinitesimally rigid if every possible Γ-symmetric infinitesimal motion
is a linear combination of such translations mt and mr.
As usual, taking a representative vertex v from each vertex orbit Γv, (78) is reduced to the
system,
〈m(i)−m(ψej), p(i) − p(ψej)〉 = 0 (80)
over all edge orbits from Γi to Γj with the gain ψe. Thus, the problem can be considered in
a general Γ-gain graph (G = (V,E), ψ) with p : V → R2, and we are asked to compute the
dimension of the linear space of (m,M) ∈ (R2)V ⊕ Lat(Γ) satisfying
〈m(i) − (Aψem(j) +Mzψe), p(i) − (Aψep(j) + tψe)〉 = 0 ∀(i, j) ∈ E. (81)
Let B1, . . . , Bk ∈ R
d×d be a basis of Lat(Γ). As in (73), we shall define a bilinear function
bi : R
d × Rd → R by bi(α, t) = 〈α,BiB
−1
Γ t〉 for (α, t) ∈ R
d × Rd, and define b : Rd × Rd → Rk by
b = (b1, . . . , bk)
⊤.
To analyze the system (81), we shall associate a 1-dimensional linear space with each e =
(i, j) ∈ E as follows:
R′e,ψ(p) = Ue,ψ ∩ {x ∈ (R
2)V ⊕ Rk | 〈Cπ/2(p(i)− (Aψep(j) + tψe)), x(i)〉 = 0}, (82)
where Ue,ψ is as defined in (75)(76). Then, applying the same proof as that of Lemma 10.3, it is
easy to check the following.
Lemma 10.7. Let Γ be a 2-dimensional space group whose linear part Γ1 is a group of rotations,
(G = (V,E), ψ) a Γ-gain graph, and p : V → R2. Then, the space of (m,M) ∈ (Rd)V ⊕ Lat(Γ)
satisfying (81) is equal to
2|V |+ k − dimR{R
′
e,ψ(p) | e ∈ E}.
where k = dimR Lat(Γ).
Theorem 10.8. Let Γ be a 2-dimensional space group whose point group Γ1 is a group of rotations
and which has generic lattice BΓ, and (G = (V,E), ψ) a Γ-gain graph. Then, for almost all
p : V → R2, dimR{R
′
e,ψ(p) | e ∈ E} = hˆΓ(E), where hΓ is
hΓ(F ) = 2|V (F )| − 2c(F ) + dimR{Ue,ψ◦
F
| e ∈ E(G◦F )} − 1 (F ⊆ E).
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Proof. Recall that Cπ/2BΓ ∈ Lat(Γ). Hence, there is s = (s1, . . . , sk)
⊤ ∈ Rk such that
∑
i siBi =
Cπ/2BΓ. Since the lattice is generic, we may assume that {s1, . . . , sk} is algebraically independent
over QΓ1 .
Let us take any p : V → R2 such that the coordinates of the image of p and s1, . . . , sk are
algebraically independent over QΓ1 . We define a hyperplane H
′ of (R2)V ⊕ Rk by
H′ = {x ∈ (R2)V ⊕ Rk |
∑
v∈V
〈Cπ/2p(v), x(v)〉 + 〈s, x(∗)〉 = 0}.
Then, it can be shown that R′e,ψ(p) = Ue,ψ∩H
′ in the same analysis as the proof of Theorem 10.5.
Also, by Theorem 9.2, dimR{Ue,ψ | e ∈ F} = (hΓ + 1)(F ) for any F ⊆ E. Since H
′ is generic, by
Theorem 3.2, we obtain dimR{R
′
e,ψ(p) | e ∈ F} = hˆΓ(F ).
Lemma 10.7 and Theorem 10.8 imply the following.
Corollary 10.9. Let Γ be a 2-dimensional space group whose linear part Γ1 is a group of rotations
and whose lattice is generic. Let H be a Γ-symmetric graph. Then, for almost all Γ-symmetric
p : V (H) → R2, (H, p) is symmetry-forced infinitesimally rigid if and only if the quotient Γ-gain
graph (G,ψ) contains an edge subset I satisfying the following counting conditions:
• |I| = 2|V |+ k − 1− dimR
⋂
γ∈Γ ker(Aγ − Id);
• |F | ≤ 2|V (F )| − 2c(F ) + dimR{Ue,ψ◦
F
| e ∈ E(G◦F )} − 1 for any nonempty F ⊆ I,
where (G◦F , ψ
◦
F ) is the compressed graph of G by F and k = dimR Lat(Γ).
For Γ = p1, p2, p3, p4, p6, k = 4, 4, 2, 2, 2, respectively.
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