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Introduction
Let (M, ) be a compact Riemannian manifold of dimension ≥ 2. We are interested in this paper in the construction of smooth domains Ω ⊂ M where there exists some ∈ 2 (Ω) such that −Δ = 1
in Ω, = 0 on Ω, (∇ , ) = − on Ω,
where is a positive constant, Δ = div(∇ ) is the Laplace-Beltrami operator, and is the unit outer normal of Ω. In the Euclidean space (at least in ℝ 2 ), if a function satis es the rst two equations of (1.1), then the quantity
is the torsional rigidity of the rod Ω × ℝ, namely the torque required for unit angle of twist per unit length. We refer to [25] for the precise derivation and its relation with bending a plane membrane and the motion of viscous uids. Still in Euclidean space, it was proved by Serrin in [41] that a 2 domain Ω in which (1.1) has a solution must be a ball. The argument of Serrin to prove his result relies on the moving plane method due to Alexandrov in [1] . In fact Alexandrov introduced the moving plane method while proving that an embedded constant mean curvature hyper-surface in ℝ must be a sphere. Serrin's result can also be derived from Alexandrov's. Namely if (1.1) has a solution, then Ω has constant mean curvature, see the work of Farina-Kawohl [20] and Choulli-Henrot [7] .
While CMC hyper-manifolds are stationary sets for the area functional under volume preserving deformations, an over-determined problems arises when looking for a stationary set (under volume preserving deformations as well) to some energy functional given by some functional inequalities. In our case this energy is proportional to the inverse of the torsional rigidity (Ω) := inf Ω |∇ | 2 dvol : Ω dvol = 1, ∈ 1 0 (Ω) .
(1.2)
In particular minimizing Ω → (Ω) is equivalent to maximizing the torsion rigidity and therefore Serrin's result states that balls maximize the torsion rigidity as it can be also derived from the Faber-Krahn inequality, see for instance [6] . A smooth bounded domain Ω is stationary (or a critical point) for the functional Ω → (Ω) under volume preserving deformations if and only if there exists some Ω ∈ 1 0 (Ω) such that −Δ Ω = (Ω) in Ω,
on Ω, (∇ Ω , ) = const on Ω.
(1.3)
We refer to Section 3 for more detailed explanations. In Euclidean space it is known from Serrin [41] and Weinberger's work [44] that stationary smooth domains are balls. In this paper, we will show that in a Riemannian manifold, geodesic balls can be perturbed to stationary sets for . Before stating our result, let us recall some known results in the constructions of CMC hyper-manifolds. In [47] , Ye proved that if 0 is a non-degenerate critical point of the scalar curvature of , then the geodesic ball ( 0 ) might be perturbed to a CMC sub-manifolds with mean curvature equal −1 , the mean curvature of Euclidean balls (0) with radius . By taking advantages on the variational properties of the problem, Pacard and Xu showed in [37] that CMC hyper-manifolds with mean curvature −1 always exist and the number is not less than the category of M. By direct computation, a solution to (1.1) in ℝ is given by (1.4)
The main results in this paper parallel those of Ye and Pacard-Xu. We rst prove the following: Here stands for the unit outer normal of Ω . Moreover we have
6)
where is the scalar curvature of M and > 0 is a constant independent on .
Let us denote by ( ) the geodesic ball centered at with radius . The domains Ω we construct are perturbations of geodesic balls in the sense that Ω = (1 + , ) ( ), with , : ( ) → ℝ satisfying ‖ , ‖ 2, ( ( )) ≤ 2 while the function satis es the estimates
where the constant is independent on . The fact that a solution to (1.5) exists is guaranteed by the existence of F. Indeed the number of critical points of → F( , ) is greater than the Lusternik-Shnirelman category of M, see [3] . However (1.6) implies that near a topologically stable critical point of , there exists a critical point of F( ⋅ , ). In particular if is a non-degenerate critical point of , then the Implicit Function Theorem implies that there exists a curve of critical points of F( ⋅ , ). It is known from the work of Micheletti and Pistoia in [33] that for a generic metric on a manifold, all critical points of the scalar curvature are non-degenerate. This implies that for a generic metric ὔ , a neighborhood of any critical point of ὔ can be foliated by CMC hyper-manifolds, similar to geodesic spheres, thanks to Ye's result. The analogous to this result is contained in the following: Theorem 1.2. Assume that 0 is a non-degenerate critical point of the scalar curvature function of (M, ). Then, there exists some 0 > 0 such that ( Ω ) ∈(0, 0 ) constitutes a smooth foliation of a neighborhood of 0 , where Ω is a domain in which Serrin's over-determined problem (1.5) possesses a solution.
In fact we obtain a precise form of the boundary of the domains constructed in Theorem 1.2. Indeed, we proved that there exists a function
and moreover the map → satis es | =0 = 1. In particular, we can see that the domains Ω ⊂ ( 0 ), for some function = + ( 2 ). Our next result can be merely seen as the converse of Theorem 1.2. Theorem 1.3. Suppose that for every > 0 there exist some > 0, a smooth domain Ω ⊂ ( 0 ) and a function ∈ 2 (Ω ) such that
for some > 0 independent on . Then 0 is a critical point of the scalar curvature .
Another question of interest we study in this paper is the expansion of the isochoric pro le corresponding to the torsion problem. We de ne the pro le T M by
In particular, thanks to the Faber-Krahn inequality,
This result suggests that torsion rigidity is maximized by sets located where scalar curvature is maximal. Let be a metric of constant sectional curvature on a manifold M ὔ with dimension . Suppose that max M < ( − 1) . Then Theorem 1.4 implies that
where is a geodesic ball with volume in (M, ). We quote [21] and [46] for some recent geometric comparisons of the energy torsional rigidity. Remark 1.5. The result in this paper provides critical domains that concentrate at points. In a forthcoming work, we will be interested in concentrations at minimal submanifolds, namely letting be a non-degenerate minimal submanifold of M. Let be the geodesic neighborhood of with radius > 0. We will perturb the tube to a domain Ω such that there exists a function which satis es
In the CMC theory, minimal submanifolds play as well an important role. In comparison to Ye's result, non-degeneracy of critical point of the scalar curvature is replaced by the fact is non-degenerate: the Jacobi operator about does not have zero eigenvalues. We might not expect existence for all > 0 small but a sequence of some will do. This is motivated by the work of Malchiodi and Montenegro in [30] and related works on CMCs concentrating along submanifolds, [16, 29, 31] .
Construction of solutions to over-determined problems on Riemannian manifolds was rst studied by Pacard and Sicbaldi in [36] , where they study an over-determined problem for the rst Dirichlet eigenvalue 1 (Ω ):
(1.11)
Pacard and Sicbaldi in [36] proved that when the Riemannian manifolds has a non-degenerate critical point 0 of the scalar curvature, then it is possible to build extremal domains for any given volume small enough, and such domains are close to geodesic balls centered at 0 . This result has been improved by Delay and Sicbaldi [8] eliminating the hypothesis of non-degenerate critical point of the scalar curvature. In particular they showed the existence of extremal domain of small volume in any compact Riemannian manifold. Some other results and works on construction of solutions to over-determined problems on Riemannian manifolds can be found in [8, 9, 34, 39, 42] .
We shall now explain our argument of proof which is based on geometric variational arguments, see the work of [24] , see [15, 17, 18, 37] for the construction of constant mean curvature hyper-surfaces and see Delay-Sicbaldi [8] for the construction of extremal domains for the rst eigenvalue of the Laplace-Beltrami operator. See also [2] and [3] for related abstract perturbative methods.
The idea is to perturbed a geodesic ball ( ). For any function ∈ 2 ( −1 ), we will consider the decomposition = 0 +̄ where ∫ −1̄ dvol −1 = 0. We de ne the scaled metric̄ = −2 . For ( 0 ,̄ ) ∈ ℝ × 2, ( −1 ) we consider the nearby sets of the rescaled ball ̄ ( ) given by
where is a radial cuto function identically equal to 0 for | | ≤ 1 4 and 1 for | | ≥ 1 2 .
The main idea is to nd , 0 ,̄ such that Serrin's over-determined problem (1.1) is solvable. The rst step consists in constructing a rst approximate solution by solving only the Dirichlet problem: given a point ∈ M, there exists some 0 > 0 such that for all ∈ (0, 0 ) and for all ( 0 ,̄ ) ∈ ℝ × 2, ( −1 ) satisfying Once we nd 0 ,̄ so that (1.13) holds for all ∈ M, we compute the normal derivative of̂ . Denote bŷ the unit outward normal to 1 with respect to the metriĉ . We have obtained
The second step is to nd , 0 ,̄ such that
Direct computations then give
Note that the map̄ → ̄ | 1 is the classical Dirichlet-to-Neumann operator. Its spectrum is known and the eigenvalues are the spherical harmonics. It is then easy to verify that Ker ( 0 ,̄ ) (0, , 0, 0) = { : = 1, . . . , }.
This allows us to solve (1.15) modulo its kernel. Namely there exist , = , 0 + ⟨ , , ⟩ +̄ , such that ( , , , 0 ,̄ , ) = −⟨ , , ⟩ for all ∈ −1 .
(
1.16)
Gathering what we have so far, we may say that we have found a function̄ , satisfying
where for all ∈ −1 , we de ne , ( , , ( )) := , , ( )[ , ] and similarly V , := , , ( )[ ]. This program is detailed in Section 3.1.
Let us remind that the domains we are looking for are critical points of the energy functional (Ω) under volume constraints and thus by the Lagrange multiplier rule, they are critical points of (Ω) + |Ω|̄ , for some ∈ ℝ. We will take this advantage in the third step to annihilate , for some special points . Indeed by de ning
, ( )|̄ , we will show that if is a critical points of this functional, then , = 0. Rescaling back, we get the desired result: there exists a function such that
(1.18)
We refer to Section 3.2 for more details. In addition the functional Φ has a Taylor expansion for which the main term is given by the scalar curvature, see Lemma 4.1. Next, in Section 5, we will prove that we have a smooth foliation near non-degenerate critical points of the scalar curvature. Here we take advantages of the expansion of Φ ( ) = + 2 ( ) + ( 4 ) to see that provided 0 is a non-degenerate critical point of the scalar curvature there exists a curve of critical points of Φ such that dist ( , 0 ) ≤ 2 . This fact allows us to re-parameterize (1+ , ) ( ) by perturbed sphere with increasing radius . Indeed there exists a nonnegative function such that
It is worth noticing that from our argument to prove local foliation, the sets Ω in (1.11) constructed by Pacard and Sicbaldi in [36] enjoys such a local foliation, see Remark 5.2. Finally in Section 6, we prove Theorem 1.3. The proof is based on the regularity result of nearly minimizing sets for the perimeter functional. Indeed, just integrating (1.8), we see that the domains Ω satisfy | Ω | = |Ω | while (1.9) shows that they are contained in the ball ( + ( )) 1 . This implies that
is the isoperimetric constant of ℝ . Therefore up to a scaling they nearly minimize the area functional among domains with volume | 1 |. Using some simple arguments, we deduce that they have bounded boundary mean curvatures. This leads to smooth convergence to the unit ball. We note that even if our argument works also when considering CMCs instead of critical domains, we choose not to expose it here. Among others we quote [12, 26, 31, 35, 43] , where the authors characterized the sets where a sequence of CMC hyper-surfaces converges as their mean curvature tends to in nity. From the work of [43] and [26] , it is also natural to expect that the assumption (1.9) can be relaxed.
Preliminaries and notations
Given a point ∈ M, we let 1 , . . . , be an orthonormal basis of the tangent plane M. We consider the geodesic coordinate system
where we use here and in the following the notation
The map induces coordinate vector elds
We denote by
the Riemannian curvature tensor at and by
the Ricci curvature tensor at . The scalar curvature of (M, ) at is de ned by
At a point = exp ( ), we de ne ( ) := ( , ).
The proof of the expansion of the metric near in normal coordinates is classical and can be found in [45] or [40] .
as | | → 0.
Let : −1 → (0, ∞) be a continuous function whose ∞ norm is small. We can decompose into = 0 +̄ , where 0 is a constant and̄ has mean value equal to 0. We de ne
where is a radial cuto function identically equal to 0 for | | ≤ 1 4 and 1 for | | ≥ 1 2 . In particular if 0 ≡ is a positive constant and̄ = 0, then ( ) is nothing but the geodesic ball centered at with radius .
Similarly, we denote by |Ω| the volume in the metric of a smooth domain Ω ⊂ M, by dvol the volume element in the metric to integrate over the domain and d denotes the volume element in the induce metric to integrate over the boundary of a domain; Δ and ∇ denote, respectively, the Laplace-Beltrami and the gradient operator with respect to the metric . It will be understood that when we do not indicate the metric as a superscript, we understand that we are using the Euclidian one.
Our aim is to show that, for > 0 small enough, we can nd a point and a (small) function
has a solution, where is the unit outer normal vector about (1+ ) ( ). We consider the dilated metric̄ = −2 and rewrite (2.1) on (M,̄ ) as
The Taylor expansion of the scaled metric̄ can be easily derived from Proposition 2.1. Indeed we havē
The perturbed geodesic ball ̄ 1+ ( ) can be parameterized by the map , : 1 → ̄ 1+ ( ) given by
In the following, we will put := 1 + and denote by (resp. ) the partial derivative of with respect to (resp. the partial derivatives with respect to and ).
The parametrization (2.3) induces a metriĉ on ℝ . Our next task is to derive the Taylor expansion of the metriĉ . To this end, we will need to x some notations.
Notations. Any expression of the form ( ) denotes a linear combination of the function together with its partial derivatives with respect to up to order = 0, 1, 2. The coe cient of might depend on and but, for all ∈ ℕ, there exists a constant > 0 independent of and such that
Similarly, any expression of the form ( ) denotes a nonlinear operator in the function together with its derivatives with respect to up to order . The coe cient of the Taylor expansion of ( ) in power of and its partial derivatives might depend on and and, given ∈ ℕ, there exists a constant > 0 such that (0) = 0 and
Terms of the form ( ) are smooth functions on −1 that might depend on but which are bounded by a constant (independent of ) times in the topology, for all ∈ ℕ. Finally the function ( ) stands for
We recall that the map , parameterizes ̄ 1+ ( ) and we denote bŷ the pull-back metric on 1 via , . At the point = , ( ), we de nê 
Proof. We have
We nd using the expansion (2.2) that
These equalities then yield
The rst expansion in the lemma then follows. The expansion of Laplace-Beltrami operator of the metriĉ is obtained using the formula
We start with the last term. Thanks to (2.5), it is not di cult to see that
We also have
and by a computation, we get
This together with (2.7) gives
We compute the partial derivative of̂ with respect to and get
.
Therefore
we conclude that
as desired.
Construction of solutions to Serrin's over-determined problem
As explained in the previous section, our aim is to nd a point and a (small) function : −1 → ℝ such that the over-determined problem
has a solution provided is small. In ℝ a solution is given by
which clearly satis es
The next result provides a rst approximate solution to (3.1) by solving only the Dirichlet problem in (3.1).
The function̄ depends smoothly on 0 ,̄ , . In addition̄ = 0 when = 0, 0 = 0 and̄ ≡ 0.
Proof. By change of variables, (3.3) is equivalent to
wherê is the induced metric de ned in Lemma 2.2.
Observe that, when = 0, 0 = 0 and̄ ≡ 0,̂ is the Euclidean metric 0 and the solution of (3.4) is given bŷ = 0 . In fact the solution of (3.4) is the pull-back of the solution of (3.3) via the parametrization , . We mean by this,̂ = * , ̄ . De ne the Banach spaces 2,
and N is a smooth map in a neighborhood of (0, 0,
is invertible, the Implicit Function Theorem gives the desired result.
Our next task is to prove that it is possible to nd ( , , 0 ,̄ ) such that
We compute the Taylor expansion of̄ (∇̄ ̄ ,̄ ). To this end, we need an accurate approximation̄ which is given by Proposition 3.1. We de nê =̂ ( , , ) : 1 → ℝ bŷ
where we recall that = 1 + ( 0 + ). By (3.4), the function Ψ , satis es −Δ̂ Ψ , = 1 + Δ̂ 0 ( ) in 1 ,
(3.7)
The expansion of 0 ( ) is given by 
(3.9)
Proof. By straightforward computations using (3.8) and the expansion of Δ̂ in Lemma 2.2, we get for all ∈ 1 ,
Similarly, using Lemma 2.2, we have
From the two previous equalities and (3.7), we deduce the rst equality of (3.9). Finally using (3.6), (3.8) and the fact that̂ and 0 are equal to 0 on 1 , we obtain
where the functions , and Γ , are respectively (unique) solutions to
12)
Proof. Sincê = 0 on 1 , the unit outward vector̂ about 1 is given bŷ
and thuŝ (∇̂ ̂ ,̂ ) = −|∇̂ ̂ |̂ .
From the expansion of̂ in Lemma 2.2, we have
( )
We also havê = 0 ( ) + Ψ , and 0 ( ) = − 1 (| | 2 + 2 ), = 1, . . . , .
This implieŝ
where the functions ̄ , and Γ , are respectively (unique) solution of
Ric ( , ) − 
The proof is complete.
We de ne ( , , 0 ,̄ ) :
and thus our objective (3.5) then becomes to nd ( , , 0 ,̄ ) such that ( , , 0 ,̄ ) = 0.
To solve this, we will use variational perturbative methods keeping in mind that the sets we are looking for are stationary sets for some energy functional. The main strategy consists rst in using a local inversion argument to reduce the problem to nite-dimensional critical point problem. This is due to the fact that the problem under study is invariant by translations on ℝ and so the energy has a "kernel" at least of dimension . This phenomenon brings some di culties to invert the map̄ → ̄ ( , 0, 0, 0) as it might have zero eigenvalues. However, as we shall see, Ker ̄ ( , 0, 0, 0) = { : = 1, . . . , }. Therefore we will solve (3.5) modulo this set by local inversion theorems. This is the aim of the next section.
. Local inversion argument
Let us consider the Dirichlet-to-Neumann operator
It is well known, see for instance [38] , that this map has a discrete spectrum in 2 ( −1 ) given by respectively. We denote by Π 0 and Π 1 the 2 projections onto these spaces respectively and we de ne Π := Id − Π 1 − Π 0 and Π ⊥ 1 := Π 0 + Π.
Combining these with elliptic regularity theory, we have the following: Proposition 3.4. We de ne the operator ( ) := ( )| 1 − . Then
is a self-adjoint, rst order elliptic operator. In addition Ker = { : = 1, . . . , }.
Moreover there exists a constant > 0 such that
for every ∈ Π ⊥ 1 2, ( −1 ) .
We are now able to prove that, for small enough, it is possible to solve the equation ( , , 0 ,̄ ) = 0 modulo the kernel of = ( , 0, 0, 0). Indeed we have the following proposition. Proposition 3.5. There exists some 0 > 0 such that, for all ∈ (0, 0 ) and for all ∈ M, there exists a unique function , ∈ 2,
where , 0 = Π 0 , , ⟨ , , ⟩ = Π 1 , and̄ , = Π , . In addition the mapping ( , , ) → , ( ) is smooth and
for all ∈ ℕ.
Proof. We consider the map
given by G( , , ) := ( , , Π 0 , Π ) + Π 1 .
Direct computations show that
We de ne
Thanks to Proposition 3.4, the operator
is an isomorphism and for all ∈ 2, ( −1 ) we have
Hence the Implicit Function Theorem ensures that there exists an 0 > 0 such that, for all ∈ (0, 0 ) and for all ∈ M, the existence of a unique , ∈ 2, ( −1 ) with
Recalling (3.14) , this is clearly equivalent to
By elliptic regularity theory
Decreasing 0 if necessary, we deduce from (3.20) and (3.21) that
The smooth dependence on , is a consequence of the Implicit Function Theorem. Also (3.19 ) is a consequence of the fact that , solves the di erential equation (3.21) (which can be di erentiated times with respect to ) and the smooth dependence of the metriĉ with respect to and .
. Geometric variational argument
Let Ω ⊂ M be a smooth bounded domain of M. It is very well known that the minimization problem
has a unique solution Ω ∈ 1 0 (Ω) where (Ω) is achieved and we have
We can now consider the functional Ω → (Ω), for every bounded and smooth domain Ω ⊂ M.
De nition 3.6. We call {Ω } ∈[0, 0 ) a deformation of Ω 0 if there exists a vector eld Ξ such that Ω = ( , Ω 0 ), where ( , ⋅ ) is the ow associated to Ξ, namely (0, ⋅ ) = and ( , ) = Ξ( ( , )).
The deformation is volume preserving if |Ω | = |Ω 0 | for all ∈ [0, 0 ).
Let {Ω } ∈[0, 0 ) be a deformation of a domain Ω 0 generated by the vector eld Ξ. We denote by = (Ω ) Dirichlet's energy de ned in (3.22) , by the corresponding minimizer on Ω and by the outward unit vector eld about Ω . We have the following lemma.
Lemma 3.7. The derivative of → at = 0 is given by
where d is the volume element on Ω 0 for the metric induced by and 0 the normal vector eld about Ω 0 . The domain Ω 0 is said to be a stationary set for if
with respect to and evaluate the result at = 0 to obtain
We also know that Ω dvol = 1 for all ∈ [0, 0 ). We multiply (3.25) by 0 and (3.24), evaluated at = 0, by 0 , subtract the two results and integrate over Ω 0 to get ὔ 0
where we have used the fact that 0 = 0 on Ω 0 to obtain the last equality. We conclude with (3.26) and (3.27 ) that
Now, let be the ow generated by Ξ, by de nition ( ( , )) = 0 for ∈ Ω . But, 0 = 0 on Ω 0 , and hence only the normal component of Ξ plays a role in this formula. Therefore, we have 0 = − (∇ 0 , 0 ) (Ξ, 0 ) on Ω 0 and replacing this in (3.28), we nally get that
The following proposition gives a necessary and su cient condition for a domain Ω being a stationary set of .
Proposition 3.8. A domain Ω is a stationary set for under volume preserving deformations if and only if there exists a function
for some ∈ ℝ.
The proof of this proposition is similar to the one of [36, Proposition 2.2], so we skip it. We also remark that instead of considering volume preserving deformations, a smooth bounded stationary set Ω 0 for the total energy Ω → (Ω) + 2 |Ω| implies the existence of Ω 0 such that (3.30) holds. This can be seen from Lemma 3.7 and the variation of volume which is given by
See for instance [22, Theorem 1.11] .
. . The reduced functional
Let us recall what we have obtained so far. Thanks to Proposition 3.5 and the usual , , -change of variable, we have: for all ∈ M and for all > 0 small we havē , =̂ , ∘ −1 , , satis es
31)
where for all ∈ −1 , we de ne , ( , , ( )) := , , ( )[ , ] and similarly V , := , , ( )[ ]. It follows that the inverse of the torsion rigidity for̄ , is given by
The domains Ω we are looking for are critical points of the total energy functional
This allows to de ne for ∈ M the reduced functional
Proposition 3.9. Let̄ , satisfy (3.31) . If is a critical point of Φ , then , = 0 provided is small. In particular
Proof. Given Ξ ∈ M, we consider the geodesic curve = exp ( Ξ). Let be the parallel transport of to along the curve [0, 1] ∋ → exp̄ ( ). Provided is xed and small, we can consider the perturbed ball ̄ 1+ , ( ) so that (3.31) holds. Recall that ̄ 1+ , ( ) = , , ( 1 ).
De ne the vector eld
( , , ( )) = (1 + , ( )) =1 for all ∈ 1 .
We now de ne the deformation of ̄ 1+ , ( ) by ( , ) = exp ( ( )) for all ∈ , , ( 1 ).
Next we observe that (0, ) = (1), where ( ) = exp ( ( ))| =0 is the Jacobi eld along the geodesic ( ) = exp ( 0 ( )) with (0) = Ξ and ὔ (0) :
Note that for = , , ( ), we have
and thus by (3.19) , we get | ὔ (0)| ≤ 2 |Ξ| . It is plain that at any point = , , ( ) ∈ ̄ 1+ , ( ) we havē ( (1),̄ ( )) =̄ ( (1),̄ ( ) − ὔ (1)) +̄ ( (1), ὔ (1)), which implies̄
where we have used the fact that ὔ (0) = 0 ( ) = (1 + , ( )) . We also have (see for instance [37] for the expansion of −̄ ( ) and recall (2.4))
By using this, (3.19) , (3.33) and (3.34) , we then deduce that, at any point = , , ( ) ∈ ̄ 1+ , ( ),
We now recall that Φ ( ) := ( ( , ̄ 1+ , ( ))) +
Assume now that is a critical point of Φ . Then by Lemma 3.7 and the last equation of (3.31), we have From Lemma 2.2, we get
We now choose Ξ = ∑ =1 , ∈ M and use the fact that | , | ≤ 2 to get
for some positive constant provided is small. We then conclude that
provided is small enough. This shows that , = 0. Proof. Under the hypothesis of Lemma 3.10, we have with Proposition 3.5 that
. Expansion of volumes of the perturbed geodesic ball
Using (3.15), we get equivalently ( , , , 0 ,̄ , ) + ⟨ , , ⟩ = 0 on 1 . Equation (3.13) together with the estimate in Proposition 3.5 yield
where is a solution of (3.11). Because the integrals of the maps (̄ , ) and ⟨ , , ⟩ over −1 are equal to 0, we get by integrating (3.37) that ,
where we have used (3.11), the notation = ( ( , ) , ) and , = (∇ ( , ) , ) and the fact that the integral of a spherical harmonic of odd degree over the unit sphere −1 is equal to 0. Now, using the identity 38) we deduce that The proof is complete.
Proposition 3.11. Assume that , 0 and̄ , are as in Proposition 3.5. Then as → 0, we have
and
Proof. Recall that̄ = −2 and this implies
We get from the expansion in Lemma 2.2 that
The expansion of | 1 |̂ then follows integrating (3.40) over the unit sphere −1 , where we use the value of , 0 in Lemma 3.10, the identity (3.38) and the fact that the integral over the unit sphere −1 of a spherical harmonic of odd degree is equal to 0 and the function̄ , has mean value equal to 0. Similarly we get | 1 |̂ by integrating (3.40) over the unit ball 1 .
Proof of Theorem 1.1
In the following result, we characterize critical points of the function Φ leading to the location of the extremal domains we have constructed in the previous sections. We recall the reduced functional de ned in (3.32) by In addition ̸ = 0 for every ≥ 2.
Proof. After change of variable, we can write Φ in the form
From the estimate of̄ , in Proposition 3.5,̂ , is now written aŝ
where Ψ , , is given by Lemma 3.2 with = 1 + , 0 + ̄ , . We integrate the function̂ , over the unit ball 1 using the volume element of̂ .
We get, using (3.40) and the fact that̄ , has zero mean value, In other to compute the integral of Ψ , , over 1 , we use the formula
Recall that 0 = − 1 , 0 = 0 on 1 and −Δ 0 = 1 in 1 . Using this, we get from (4.7) that 
We now use the expansion of | 1 |̂ in Proposition 3.11 which we plug in (4.2) to get (4.1). Next we prove that ̸ = 0. Suppose on the contrary that for some integer ≥ 2 we have = 0. Then
We now recall the volume of the unit ball | 1 | in ℝ . For = 2 , i.e. an even integer, it is given by
and for = 2 + 1 we have
These imply that
The above equalities contradict the fact that is a transcendental number, see [27] .
We now complete the proof of Theorem 1.1 by de ning Now we recall that̄ = −2 and so we put := 2̄ , and Ω := (1+ , ) ( ). It is also clear from the construction that ‖ ‖ 2 (Ω ) ≤ .
We therefore nish the proof of Theorem 1.1.
Local foliation by boundaries of extremal domains
Let be the parallel transport of along the geodesic exp 0 ( ) for all = 1, . . . , . For ∈ ℝ , we let = exp 0 ( ) and consider as usual
Then there exists some , such that ̄ 1+ , ( ) = , , ( 1 ) satis es (3.31) . Let us now assume that 0 is a non-degenerate critical point of the scalar curvature function . Then by the Implicit Function Theorem, Proposition 3.9 and Lemma 4.1 there exists a regular curve ( ) ∈ ℝ with | ( )| ≤ 2 and such that ∇ F( , ) = 0,
where
Therefore by Proposition 3.9 and a scaling argument we have a smooth function = , such that
We will prove in our next result that the family of hyper-manifolds { (1+ , ) ( ) : ∈ (0, 0 )} constitutes a foliation. This is an immediate consequence of Proposition 5.1 below. The main ingredients of the proof is contained in Ye [47] . However we will write a more applicable result. :
where is the parallel transport to ( ) of along the geodesic → exp 0 ( ). In addition (0, ⋅ ) = 1.
In particular setting
then the family of perturbed spheres { (1+ ) ( ( )) : ∈ (0, 1 )} constitutes a smooth foliation of a neighborhood of 0 .
Proof. To alleviate the notations, we put := ( , ⋅ ) and := ( ). Let now consider the (well de ned) map Ψ := exp −1 0 ∘ exp : M → 0 M and de ne
Claim. There exists a smooth function
For a ( xed) 0 ∈ −1 , we have (0, 0 , 0) = 0 and (0, 0 , 0) = −Id 0 M . By the compactness of −1 , the Implicit Function Theorem implies that there exists some 1 > 0 such that, for all ∈ (0, 1 ) and for all ∈ −1 , there exists a unique ( ) ∈ 0 M such that ( , , ( )) = 0. That is, for all ∈ −1 ,
In particular, we have (0, ) = 0 for all ∈ −1 . Di erentiating (5.2) with respect to , we get
By assumption, we have | =0 = 0 and since
and hence
for all ∈ (0, 1 ) and all ∈ −1 . This proves the claim.
Observe that | ( )| ̸ = 0 for > 0 small enough and thus we can consider the map
given by
It is clear from (5.4) that
The function extends smoothly to = 0 with (0, ⋅ ) = Id −1 and for small enough ( , ⋅ ) is a di eomorphism from −1 into itself. It is plain that
and thus
for all ∈ −1 . We have | −1 ( , )| 2 = 1 for all ∈ (0, 1 ) and ∈ −1 (5.7)
so that ⟨ −1 ( , ), −1 ( , )⟩ = 0.
It then follows that
where we have used (5.8) to get the last line. Keeping in mind that (0, .) is the identity map, we obtain (| ( −1 ( , ) )| )| =0 = 1.
We conclude that the map → | ( −1 ( , ))| is strictly increasing with respect to ∈ (0, 1 ) by decreasing Remark 5.2. An application of Proposition 5.1 shows that the critical domains Ω (in (1.11)) for the rst eigenvalue of the Laplace-Beltrami operator constructed by Pacard and Sicbaldi [36] constitutes also a local foliation of a neighborhood of the non-degenerate critical point 0 of the scalar curvature. Indeed the improvement of the distance between the center of their extremal domains and 0 was estimated by Sicbaldi and Dilay [8] which is of order 2 .
Proof of Theorem 1.3
Via the exponential map, we pull back the problem to ℝ . For this we consider the pull-back metric of under the map
, rescaled with the factor 1 2 . Denoting this metric on 1 by , we then have, in Euclidean coordinates, ( ) := | |( ) = 1 − ( 2 ). (6.1)
Call Σ := Ω ⊂ ℝ . Then it can be easily veri ed that |Σ | = |Σ |(1 + ( 2 )) and |Ω | = |Ω |(1 + ( 2 )).
Integrate the rst equality in ( By compactness Σ ὔ converges weakly to + −1 (see [28] ) and also we have that the symmetric distance |Ω ὔ Δ( + 1 )| → 0 as → 0, for some point ∈ ℝ . Note that by (6.6), = 0. Letting ( ) = −2 ( ), we have
wherẽ ( ) = ( ). It is also easy to see from (1.10) that
We let ( ) = dist( Ω ὔ , ) be the distance function of Σ ὔ . Given ∈ Ω ὔ near Ω ὔ , then it can be written uniquely as = − ( ) ὔ ( ), where is the projection of on Σ ὔ . This de nes coordinates ( , ) → = − ὔ ( ). Recall the decomposition of the Laplace-Beltrami operator in the coordinates ( , ):
where is the mean curvature of the hyper-surface Σ = { ∈ Ω ὔ : = } with respect to the metric̃ and Δ Σ is the Laplace-Beltrami on Σ . We also observe that
Thanks to (6.8) and the second equation in (1.8), we conclude that
Sincẽ is nearly Euclidean, the mean curvature of Ω ὔ , with respect to the Euclidean metric, is uniformly bounded with respect to . Hence by [35] (see also [23] ) the hyper-surface Σ ὔ converges smoothly to −1 and there exists a functioñ ∈ 2, ( −1 ) with ‖̃ ‖ 2, ( −1 ) → 0 as → 0 and such that
We therefore conclude from (6.5) that
and of course ‖ ‖ 2, ( −1 ) → 0 as → 0. Hence we get
so that the uniqueness of Proposition 3.1 and a scaling argument yield = 2̄ ( , , 0 ,̄ ).
Since, by assumption,
the uniqueness of Proposition 3.5 implies that Π 1 = 0 (6.10)
provided is small. We now compute the normal derivative of by using similar arguments as in the proof of Lemma 3.3. (∇ 0 ( , ) , ) + 0 ( 4 ) in 1 , = 0 on 1 .
It follows that
Thanks to (6.9), we have
From (3.12), we see immediately from elliptic regularity theory that
Recalling (6.10), we then apply Proposition 3.4 in (6.12) to have
This implies that ‖ ‖ 2, ( −1 ) ≤ 2 .
We then conclude that ( ) = − ( )| 1 + ( 4 ). Now we multiply this equation by , integrate by parts over 1 , use (6.11) together with Bianchi's identity to get ∇ ( 0 ) = 0.
Similarly in the space of constant sectional curvatures, balls minimize , see [32] . Isochoric comparison for T has been studied recently in the papers [21] and [46] . Here we deal with local asymptotics of this pro le as → 0. This also leads to isochoric comparison in terms of scalar curvature.
In recent years, several works have been devoted to the Taylor expansion of isoperimetric and isochoric pro le for some geometric quantities such as the (relative) perimeter functional, Cheeger constants, Dirichlet eigenvalue, second Neumann eigenvalue, etc. We refer to the papers [4-6, 11, 12, 14, 15, 19, 35] . We should mention that the argument in this section will follow closely Druet [12] where he studied the expansion of the Faber-Krahn pro le. The main result of this section is contained in the following: where is the scalar curvature of (M, ).
Proof. The rst step of the proof is to derive the expansion of ( ( )) as → 0. Once this is done we then obtain an upper bound for T M ( , ) as → 0. The second step consists in using the asymptotic pro le of the isoperimetric pro le for the perimeter functional obtained by Druet in [12] together with the Faber-Krahn inequality on the space of constant sectional curvatures. This later step follows exactly Druet [11] . Therefore we will only give the proof of the rst step. To see this we determine the Taylor expansion of ( ( )) as → 0. Recall that ( ( )) is the Dirichlet energy in the ball ( ) and is the corresponding minimizer, that is, Via the exponential map, we pull back the problem to the unit ball 1 ⊂ ℝ . For this we consider the pullback metric of under the map 1 → M, → exp ( ), rescaled with the factor 1 2 . Denoting this metric on 1 by , we then have, in Euclidean coordinates, The functions are positive in 1 and equal to 0 on the boundary. Thank to (A.5), we obtain
for all ∈ 1 0 ( 1 ) such that 1 dvol = 1.
Since the metric → 0 as → 0, this immediately implies lim sup →0 ( ( )) +2 ≤ 1 , where 1 = ( 1 ). Using (A.7) and regularity results, the sequence ( ) is uniformly bounded in 2 ( 1 ), and we can write This implies that lim inf →0 +2 ( ( )) ≥ 1 .
So we have proved that ( ( )) +2 → 1 as → 0.
Since ( ) is uniformly bounded in 2 ( 1 ) and any subsequence has to converge to the (unique) solution of the limit equation −Δ = 1 in 1 with ∫ 1 = 1 and ≥ 0, we deduce that → in 1 ( 1 ) as → 0. We multiply (A.7) by and we get after integrating by parts Thanks to (A.7) and the convergence of to , a straightforward computation using also (4.6) yields , , , =1 where is given by = 0 /‖ 0 ‖ 1 ( 1 ) and 0 is the unique solution of (3.2). Next recall the expansion of volume of geodesic balls which can be deduced from (A.6):
| ( )| = | 1 | 1 − 1 6( + 2) 2 ( ) + ( 3 ) .
