Every organization requires a business continuity plan (BCP) or disaster recovery plan (DRP) which falls within cost constraints while achieving the target recovery requirements in terms of recovery time objective (RTO) and recovery point objective (RPO). The organizations must identify the likely events that can cause disasters and evaluate their impact. They need to set the objectives clearly, evaluate feasible disaster recovery plans to choose the DRP that would be optimal. The paper examines tradeoffs involved and presents guidelines for choosing among the disaster recovery options. The optimal disaster recovery planning should take into consideration the key parameters including the initial cost, the cost of data transfers, and the cost of data storage. The organization data needs and its disaster recovery objectives need to be considered. To evaluate the risk, the types of disaster (natural or human-caused) need to be identified. The probability of a disaster occurrence needs to be assessed along with the costs of corresponding failures. An appropriate approach for the cost evaluation needs to be determined to allow a quantitative assessment of currently active disaster recovery plans (DRP) in terms of the time need to restore the service (associated with RTO) and possible loss of data (associated with RPO). This can guide future development of the plan and maintenance of the DRP. Such a quantitative approach would also allow CIOs to compare applicable DRP solutions.
INTRODUCTION
Many large and small businesses today rely on an internet presence.
Continuity is a vital requirement of most businesses, as a sudden service disruption can directly impact business objectives causing significant losses in terms of revenue, business reputation and losses of market share. Indeed, some organizations may find it difficult to survive a serious disaster [1] . The causes of disasters can either be unintended events such as power failure or intentional such as a denial of service attack (DoS).
Consequently, an organization must have a business continuity plan (BCP) or disaster recovery plan (DRP) which is executable, testable, scalable and maintainable. Such a plan must satisfy cost constraints while achieving the target recovery objectives; that is, recovery time objective (RTO) and recovery point objective (RPO) [2] . The organizations involved must identify likely events that can cause disasters and evaluate their impact. Organizations need to set the objectives clearly, and evaluate feasible disaster recovery plans to choose the DRP that would be optimal.
Many smaller organizations may find it difficult to afford a desirable disaster recovery plans. Hence, some may choose to have only periodic data backups. This is due to the fact that traditional disaster recovery plans often depend on having two identical sites: a primary and a secondary site, which may be located at some distance. Unfortunately, having two sites will add significantly to IT cost for a disaster that is likely to occur only rarely and therefore may seem like unjustified overhead. This may explain why around 40-50% of small businesses have no DRP and no current future plans to have one [3] .
Fortunately, the cloud computing technology that has emerged recently which provide an affordable alternative to traditional DRPs for small or medium sized businesses, with minimal startup cost and with no significant addition to staffing and office space costs [4, 5] . Public cloud services generally employ a "pay-for-what is used" model which can make the secondary site on the cloud very cost effective. Much of the cost is divided among the many users of public cloud services, who may actually use these services only occasionally.
The paper examines tradeoffs involved in choosing among various disaster recovery options. Optimal disaster recovery planning should take into consideration the key parameters including the initial cost, the cost of data transfers, the cost of data storage and software licensing fees. The organization's data needs and its disaster recovery objectives also need to be considered.
To evaluate the risk, the types of disaster (natural or manmade) need to be identified. The probability of a disaster occurrence needs to be assessed together with the cost of concomitant failures. An appropriate cost function needs to be defined to allow a quantitative assessment of currently active disaster recovery plans (DRP) in terms of time needed to restore service (associated with RTO) and possible loss of data (associated with RPO). This work presents guidelines for cost analysis of backup options using cost functions which can be used for the development of the plan and maintenance of the DRP. Such a quantitative approach will allow CIOs to compare applicable DRP solutions. For example, CIOs can decide whether a cloud based DRP will be more cost effective than a traditional DRP and what other choices need to be made to meet operational objectives.
Cloud solution can range from Infrastructure as a service (IaaS) which provides a remote infrastructure, to Platform as a service (PaaS) and up to Software as a service (SaaS) which provides the highest service level. There are multiple degrees of readiness that can be implemented in a backup system. They are often termed cold, warm or hot. The hot backups allow the quickest failover switching, but are the most expensive. RTO values achievable range is from a few minutes to a few days. RPO values range from a few minutes to several hours, again depending on specific implementation [5] .
Wiboonratr and Kosavisutte have worked on optimizing DRPs as they suggest dividing systems into small components with various criticality levels and by prioritizing critical parts of a system over less critical components [5] . At this point, there is enough field insight to permit formulation of analytical models. However, precise determination of the parameter values may not always be possible because the available data is limited and is sometimes merely anecdotal [8, 9] . The paper will examine issues related to the estimation of parameter values. However, even in the absence of precise parameter values, it is possible to develop quantitative methods to evaluate, enhance and optimize DRPs.
The issue of cloud security is quite controversial. It has been suggested that the fact of not having full control over data, and having the data stored on some public servers shared with others can compromise and degrade security [6] . However, there is evidence to suggest that when the right measures and policies are in place, cloud computing can be fairly secure especially when small and medium organizations lack the appropriate security experience [7] . This paper will also address the question of incorporating security risks into the cost model.
In the next section we consider background information concerning the DRP problem. In section 3 we consider quantitative evaluation of possible DRP schemes. In the next section, we consider use of a cloud based site as a backup or secondary, followed by some observations.
BACKGROUND
A key concept in a DRP is the geographical separation of the primary and backup sites. A significant fraction of disasters, including those caused by outages are geographical in nature as shown in Table 1 , which gives the fraction of organizations that have faced disasters during the past five years [12] .
When active processing of incoming transactions is switched from the failed primary to the backup site, the switch is termed a failover. When the causes of the primary failure have been addressed and the switch is made back to the primary, the switch is termed a failback.
A number of options arise depending on the nature of the backup site and how it links to the process at the primary site. The backup site is often described as follows.
Cold standby: Recovery in such a case requires hardware, operating system and application installation. Thus recovery can take multiple days. Hot standby: This requires a second data center that can provide availability within seconds or minutes. A hot site can take over processing while the primary site is down. A complete copy of the primary process may sometimes exist at the backup, with no need to install either the OS or the application.
Warm standby: A compromise between a hot and a cold site. It should be noted that the terms "hot" and "warm" are sometimes defined differently. IBM Tivoli documentation refers to highest standby level as "mirrored" [11] .
Cause

Architectural options
The available range of data recovery options is often described in terms of tiers. Table 2 gives the tiers as described by Wiboonratr and Kosavisutte [5] . Unfortunately the tier levels are not standard, they can be defined differently [11, 13] and are likely to get redefined as technology progresses. At the highest tier, the backup site can take over almost immediately. This is achieved by having a mirror of the process data at the backup and a high degree of automation for failover.
In Table 2 , Tier levels 1 and 2 represent cold standby and levels 5 to 7 represent hot standby implementations [5] .
Recovery time objective (RTO) and recovery point objective (RPO) are the main objectives that need to be satisfied criteria when evaluating the optimal solution with a given overall cost.
RTO: The time during which business functions is unavailable and must be restored (includes time before disaster is declared and time to perform tasks). RTO depends on the tasks needed to restore the transaction handling capabilities at the backup server. While a few days may be required when tape backups are used, the time may be less than a minute in advanced implementations. Mirrored data with failover 0-60 min 0-5 min Table 2 : Recovery levels [5] RPO: The duration between two successive backups, and hence the maximum amount of data that can be lost when restoration is successful. Historically the maximum value has been 24 hours. If the backup is a synchronous mirrored system, RPO is effectively zero.
EVALUATION OF DRP SCHEMES
Here we examine the factors that need to be considered to evaluate the system cost, assuming that the year is used as the period for computing costs. The total annual system cost C T is the sum of the initial cost C i (amortized annually), ongoing cost C o plus the expected annual cost of potential disasters C d_
The ongoing cost C o is the sum of ongoing storage cost C os , data transfer cost C ot , and processing cost C op :
The annual disaster cost is the total expected cost of disaster recoveries plus the cost of unrecoverable disasters. For a disaster type i, let the probably of disaster occurrence be p i , and the let two costs be C ri and C ui . Then ( )
Note that the recovery cost includes the cost of using the backup after the failover and the cost of lost transactions. The cost of lost transactions is proportional to the RTO duration. The loss of reputation also should be considered.
Some disaster frequency related data (such as in that Table 1 ) is available. However, it needs to be analyzed to develop a model. The geographical correlation factor needs to be modeled to determine potential statistical correlation between primary and backup failures. Table 3 below gives some revenue loss values obtained in 2000 as an illustration [15] . Actual values would need to be estimated for a specific organization.
RPO is the time between two successive backups. It is an implementation dependent variable. Its optimal value would depend on the overhead represented by a data backup [15] , however it may be determined based on scheme used.
RTO determines the length of the period during which the system is not available for incoming transactions. It depends on the factors that impact the DRP tier level used. Let the delays for the backup be as follows. T1 = hardware set-up/initiation time T2 = OS initiation time T3 = Application initiation time T4 = data/process state restoration time T5 = readiness verification time + IP switching time RTO would depend mainly on the readiness the backup site. At the minimum, it would include T5. For a site that starts out completely cold, all of T1 to T5 would be required. 
Where jmin depends on the service readiness of the backup. The fraction of RPO represents computation lost since the last backup.
Industry Sector
Revenue In a cloud-based backup a virtual hardware and a specific OS may become available in a minimal amount of time when needed.
A dedicated backup must possess the processing capability that will be needed during a disaster. On a shared cloud, the reserve processing capability is cost shared by multiple applications belonging to diverse organizations.
Having a backup storage/server will address some security issues such as a denial-of-service attack (since a backup server may be available), and compromised integrity of data (restoring data using backup). Appropriate security mechanisms, as dictated by the specifications, need to deploy to protect the servers from confidentiality breaches resulting from intrusions. Potentially public clouds can achieve a significant degree of security at a lower cost because of the economy of scale. Public cloud service providers can afford more personnel having expertise in security who can monitor vulnerability discovery trends and apply patches or wraps more quickly. However, the impact of any potential cloudspecific vulnerability remains to be determined. Consequently, a quantitative modeling will have to wait until there is sufficient data.
Optimization
Some of the key variables that impact the cost and performance, and hence the optimality of a system are the following.
Geographical separation: Wider separation would ensure that the backup is relatively immune to a disaster impacting the primary. However separation would add delays, increase transmission costs and render the implementation more complex.
Tier level: A higher tier level would exponentially reduce RTO. However, the cost would increase than linearly as RTO drops.
Architecture and technology: Using more efficient architectures and technologies that permit faster information transfer and process establishment would reduce RTO.
Server reliability: If the primary system has higher reliability, disaster recovery will be invoked less frequently, thereby altering the degree of usage of the backup.
To evaluate performance we can look at the main metrics of disaster recovery RPO (Recovery Point Objective) and RTO (Recovery Time Objective). The ultimate aim would be to minimize the overall cost which include the cost of recovery and lost data.
Recovery Time is the time required for the system to recover to an acceptable level. While, RTO is a widely accepted measurement for a required disaster recovery solution, it is essentially based on business requirements. These requirements may vary significantly because some businesses can tolerate hours of lost operations while others limits may be far less. Hence, for any DRP an appropriate RTO must be set and the system must be designed to meet this requirement. However, surveying the seven tiers of disaster recovery (see Table 2 ); if the desired RTO is low as in tier 1 which is DRP with tape backup: the tapes would have to be brought, operating systems and their applications installed, data restored, tested and the new recovered system should operate normally. Alternatively, if tier 7 is the objective then the system already have a duplicate real time mirrored system running in parallel; therefore, only switching time can be considered as an RTO. Therefore, RTO relies on the readiness of the alternative system to take over safely.
We can look abstractly at this factor as frequency of backup (f B ) in a period of time. Therefore: 1
Hence, RPO can be defined by using the frequency of backups. Also, the frequency of backups can depend on factors such as bandwidth and the size of data. Here, also for simplicity we can assume that backup reliability is 1.
The feasibility of choosing the right RPO and RTO is basically determined by estimating the cost of a disaster. If we assume that a disaster will cost (C d ); then we should estimate the number of disasters in the lifetime of the system and compare it with the cost of the disaster plan using Equation 4 . Therefore, the optimal RTO and RPO can be estimated and put as requirement of the DRP.
Comparing cloud-based DRP with alternatives
Cloud computing has been suggested as the new disaster recovery solution, with low startup cost and dynamic scalability using the pay-for-what-you-use model; and it is clear that cloud computing can be a very cost effective option for disaster recovery, [10] . At the same time, the control and security of a cloud-based server can be a concern if critical data is stored outside the organization jurisdiction.
The backup system can be on-site, at a remote colocation site (colo), or implemented using the cloud services of a vendor, such as amazon web services.
An exact comparison among the options available is not possible because there is a range of prices that can apply to each option depending on various factors. For example, Amazon web services offer processes for different instances (depending on memory, CPU/GPU or I/O requirements) and whether the resource is pre-reserved or on-demand. However, it is easy to see that if the disaster frequency is low (as given in p i in Equation 3); the backup would rarely be needed. Hence, for a cloud server which is rarely fully deployed, the cost would be very low based on use-based pricing. The cloud service provider can host a number of clients as long as they only require significant computing and I/O power randomly, allowing for efficient multiplexing [2, 17] .
A colo or cloud server may also enjoy significant economy of scale. Not only are the physical site and infrastructure shared, but the maintenance/personnel cost may be significantly lower on a per customer basis. A backup server at the same location would allow a high degree of synchronization because the speed-of-light limitation would not arise as long as the distance is only a few miles. On the other hand, such a server would have a high probability of being impacted by a geographical-type of disaster. The on-going costs C o may be lower for colo and cloud options but in general may depend on various factors.
A cloud has potential limitations that may be encountered in rare situations. It is possible that a cloud site may serve as a disaster recovery site for a number of customers from the same region. Thus, it may be overwhelmed if it encounters a sudden high demand from many customers. While a cloud service provider guarantees its capacity for reserved usage, it does not guarantee that sufficient computational resources will be available for all on-demand usage. Another potential limitation is that a cloud may be subject to some unknown cloud-specific vulnerabilities or attack/sabotage.
While several examples of cloud outage are known, there is not enough data to judge if cloud servers are less reliable. It is likely that economy of scale would permit cloud vendors to invest more aggressively in achieving higher reliability.
Above we have considered the alternatives for a backup server, assuming that the primary server is a locally owned system. Actually, the three alternatives apply to the primary server.
Cloud-based primary server may be cost effective in many cases, especially when the commitment is for a relatively short term. For disaster recovery, such a server also needs to be backed up. Consequently, it would make sense to ensure that the backup server is located in a different region.
The cloud-based computing has a limited history. It remains to be seen whether cloud based systems are susceptible to threats that are applicable specifically to clouds in certain rare situations. If any such threats are eventually identified, it would make sense to use a more conventional server that is under the exclusive control of an organization as a backup. Such a choice would perhaps not be justifiable in terms of costs, when the normal operation and failover in the case of relatively more common disasters is considered.
DISCUSSION
At this point in time there is not enough data to completely construct analytical models to determine optimal implementation. However, the discussions in this paper can serve as a guide for evaluating available alternatives. Initially, an application needs to be studied to develop specifications in terms of computational requirements (processing, memory, I/O) and RTO. Both common as well as relatively rare disasters need to be considered in order to estimate their impact. RPO may depend on the nature of the arriving transactions.
Some cloud service providers provide calculators or pricing guides that permit estimation of costs. There exists some literature that provides examples of such computations [2, 17] . Several feasible alternatives should be identified and evaluated.
There is need to collect enough data to permit the development of construction models that can eventually allow the problem to be set up as a mathematical optimization. These include the relationship between geographical distance and statistical correlation between failures in the primary and secondary servers. A model relating RTO and cost can potentially be developed. Some of the literature speculates that there may be a non-linear relationship between cost and RTO [6] .
