This paper describes a novel quantum computation based multiuser detection (QMUD) scheme in static and also in dynamical changing environment. The well known Grover database search based quantum counting algorithm is implemented in our proposed detector. Furthermore the exact error probability calculation referring to the static one and an upper bound for the dynamic model was shown.
I. INTRODUCTION
The subscribers of next generation wireless systems will communicate simultaneously, sharing the same frequency band. DS-CDMA is promising high capacity and inherent resistance to interference, hence it comes into the limelight in many communication systems. Nevertheless due to the frequency selective property of the channel, the orthogonality between user codes at the receiver is lost, which leads to performance degradation.
Verdli has proven that the optimal MUD solution is consistent with the optimization of a quadratic function, which yields in MLSE receiver. However, to find the optimum is an NP-hard problem as the number of users grows. Many authors proposed sub-optimal solutions providing quite good performance, however, only asymptotically. Quantum computation based algorithms seem to be able to fill this long-felt gap.
QUANTUM MULTIUSER DETECTION
For the optimal decision it would be necessary a fully comprehensive knowledge about the symbols sent by all the subscribers in the coverage area of base station, a realization of the delay and noise, which is typical for a particular communication channel and all the user specific codes. All this information cannot be stored in a single database, which should be build just one time at all. In pursuance of detection one compares the quantized received signal with the content of the database. This task can be done efficiently, employing the Grover database search algorithm.
In the case of quantum detection, however, it is not required to know the exact position of the representative of the received signal in the qregister, only whether is it contained in the database or not. For this purpose, the so called Quantum Counting based on Quantum Fourier Transformation (QFT) designed for phase estimation is well suited.
The required number of qubits 1 = m + [ld (2 + &) + 1dTl in quantum counting qregister It), and hereby the required number of Grover blocks can be calculated in function of desired accuracy 2-" of normalized phase S and the probability E of false detection. A direct connection between the detection error probability and the required length of register It) can be given by sup{m} = 1--11. However, the inverse discrete QFT in the counting algorithm adds additional states beside our database with all the possible received data Ip) with a given probability, if the angle between initial and the rotated states 6 ' is not an integer power of two, that could lead to false detection in the receiver. Hence, the expression p = [ld (2 + & ) I is just an approximation. In general, p is needed to represent 0 more precisely, and thus to decrease the probability of false detection, but the accuracy of the estimated angle 0 is 2-" in the future, too. This means, that p only influences the probability amplitudes, which leads to be enough measuring the first m most significant bits! The state of the examined It) qregister before measurement is given as -& xi xk e amplitude of the state li) is a geometrical series 32rb ( 6 -; 7 li), where the probability (11.1)
Assuming an unknown a-priori probability the total error probability is denoted by P,,,,,
For the numerator of (11.1) in was shown an unambiguous upper bound le32T(62'-1) < 2, which is simple the diagonal of unit circle ( e j a ( . We show now, that under certain conditions a tighter bound can be given.
For a fixed S the numerator of the sum of the prob-T -T (2m+c+1S -fl0or(2"+"+~))}. Employing the Grover search algorithm in quantum counting the denominator of (11.1) becomes q.
To verify our results we performed a computer simulation of our new probability of error upper bounds and compared them with them of the model given in, which is denoted by Method 1 in Fig. 1 . For a static environment we propose Method 3, where an exact calculation of P,,,,, is done, whereas Method 2 refers to our upper bound for dynamically changing system. In Fig. 1 the probability of errors of the outcomes of the three methods are depicted against the number of additional bits C. 
