Feature reduction is an important stage in pattern recogni tion. This paper deals with the feature reduction methods for a time-shift invariant feature, power spectrum, in radar automatic target recognition using high-resolution range profiles (HRRPs) . Several existing feature reduction meth ods in pattern recognition are analyzed, and a weighted fea ture reduction method based on Fisher's discriminant ratio (FDR) is proposed. According to the characteristics of radar HRRP target recognition, the proposed weighted feature reduction method uses an iterative algorithm to search for the optimal weight vector for power spectra of HRRPs, and thus reduces feature dimensionality. Compared with the method of using the raw power spectra and some existing feature reduction methods, the weighted feature reduction method can not only reduce feature dimensionality, but also improve recognition performance with low computation complexity. In the recognition experiments based on meas ured data, the proposed method is robust to different test data and achieves good recognition results.
INTRODUCTION
Statistical pattern recognition may be subdivided into four phases, namely, data acquisition, data preprocessing, feature reduction and classification. Usually raw features obtained in the first two phases are in a higher dimensional feature space. Some salient features are extracted from the raw fea tures in the feature reduction phase. Thereby feature reduc tion is an important approach to delete redundancy and de crease computation. High-resolution range profiles (HRRPs) contain the target structure signatures, such as target size, scatterer distribution, etc., thereby radar HRRP target recognition has received intensive attention from the radar automatic target recogni tion community [Hl . However, HRRPs are sensitive to tar get-aspect, amplitude-scale and time-shift [Hl . The refer ence [31 discussed a set of time-shift invariant features, higher-order spectra, of HRRP in detail, which showed that power spectrum (the 1 sl-order spectrum) has the best recog nition performance among the higher-order spectra. This paper deals with the feature reduction methods for the power spectra of HRRPs. Several existing feature reduction methods are analyzed, and a weighted feature reduction method based on Fisher's discriminant ratio (FDR) is proposed. Compared with the method of using the raw power spectra and some existing feature reduction methods, the proposed feature reduction method not only is robust to dif ferent test data, but also improves the recognition perform ance with low computation complexity in the recognition experiments based on measured data.
SOME EXISTING FEATURE REDUCTION

METHODS
Fisher's linear discriminant is a class separability measure, which has two forms, FDR [41 and Fisher's optimal projection subspace [2 . 41 . FDR is applied to independent feature compo nents, and Fisher's optimal projection subspace is applied to correlated feature components.
Direct Feature Reduction Method based on Fisher's Discriminant Ratio (FOR)
Let there be c targets, and let {X ik I k = 1,2, . ··, K} represent all N -dimensional features of target O J I (i = 1,2"", c ), where k denotes the sample number. FDR of the n th feature component is defined as
where Jli (n ) and O" i 2 (n) represent the mean and the variance of the n Ih feature component of target OJ i ' respectively.
The weights can be defined as 
Thus the reduced feature vector is acquired from linear change of the raw feature.
A WEIGHTED FEATURE REDUCTION METHOD BASED ON FISHER'S LINEAR DISCRIMINANT
Compared with ordinary pattern recognition, several issues must be considered for radar HRRP target recognition. Firstly, time-shift invariant features should be extracted as the raw features due to the time-shift sensitivity of HRRP. Secondly, time-shift invariant features (such as higher-order spectra, central moments and so on) of HRRP are also sensi tive to target-aspect variation. Thereby, the HRRPs' features of every target can be divided into many subsets according to different angular sectors, which are defined as feature sets of HRRP frames. Although every target has many feature sets in radar HRRP target recognition, the recognition result mainly depends on comparison between the between-class nearest patterns. Therefore, when computing weight vector or optimal projection subspace by means of various feature reduction methods, we need to use the between-class nearest sample sets to calculate the related weight vector or optimal projection subspace, and then average them to get the final result.
The direct feature reduction method in Section 2.1 is to se lect the feature components with larger FORs to reduce fea ture dimensionality. In other words, the weights used in this method are 1 or O. Considering that most classification algo rithms use the similarity measure based on Euclidean dis tances, the Euclidean distances between samples will change, if raw feature components are multiplied by different weights. Therefore, a weighted feature reduction method based on FOR is proposed in this paper, in which feature components are multiplied by weights w( n) E [0,1]
( n = 1,2, . . . , N )to increase rationality of the contribution of feature components to Euclidean distance calculation. The optimal weight vector is sought by an iterative algorithm to make the FORs of feature components converge. The algo rithm is as follows. A fact worth emphasizing is that the FDR remains un changed whether the feature components are weighted or not, according to Eq. (1). However, the between-class nearest sets will change when the features are weighted, which leads to different FOR. This is one of the reasons that why the feature reduction method proposed in this paper has better recogni tion performance.
RECOGNITION EXPERIMENTS BASED ON MEASURED DATA
The recognition experiments performed here are based on airplane data measured by radar with the center frequency of 5520 MHz and the bandwidth of 400 MHz . Training data cover almost all of the target-aspect angles of test data, but their elevation angles are different. When p = 3 , the weight vector W(3) converges in the experiment. Fig. 1 shows the corresponding wlO) -w ( 3) and the optimal weight vector w * , and they include all of the weights corresponding to positive and negative frequency components of power spectra. Actually only a half of feature components and weights, namely, the ones corresponding to positive or negative frequency components, are applied to recognition. The weight vectors of the direct feature reduc tion method based on FOR and of the proposed weighted feature reduction method are shown in Figs. I (a) and (e) , respectively. From the waveforms of weight vectors, we can see the feature components corresponding to lower fre quency components have larger class separability than those corresponding to higher frequency components. For a com parison in recognition performance between the feature re duction methods, 18-dimensional feature vectors (reduced from the 128-dimensional power spectra) are used in the recognition experiments. Template matching method under the maximum correlation coefficient criterion (MCC-TMMi l , 3] is used to compare the recognition performances of the feature reduction methods. The recognition rates of the raw power spectra and the three kinds of reduced feature vectors are shown in Table I . Obvi ously, the weighted feature reduction method has the advan tage over the method of directly using FDR to reduce fea ture dimensionality of better recognition performance with the same computation complexity. The recognition rate of An-26 by reduced feature vectors based on Fisher's optimal projection subspace is lower than that by raw power spectra. The reason is that An-26 is a propeller-driven aircraft and its HRRPs which are modulated by propellers scatter widely in the feature space. It is difficult to seek an optimal projection subspace which can divide all features of Yark-42, Cessna Citation Sf II and An-26 well. The result is that the recogni tion performance on An-26 is not as good as on the other two, and the average recognition rate by the subspace method is lower than that by the weighted method. There fore, the weighted feature reduction method proposed in this paper is robust to different test data. Moreover, the computa tion burden of the subspace method is larger than that of the weighted method. According to Eq. (11), for a Ndimensional raw power spectrum (for our measured N = 128), the computation of the subspace method is 128 times larger than that of the weighted method. A new feature reduction method, the weighted feature re duction method based on FOR is presented in this paper. Compared with the method of using the raw power spectra and some existing feature reduction methods, the weighted feature reduction method can not only reduce the feature dimensionality, but also improve the recognition perfonn ance with low computation complexity. In the recognition experiments based on measured data, the proposed method is robust to different test data and achieves good recognition results.
