Recently the author introduced a semidefinite upper bound on the square of the stability number of a graph, the inverse theta number, which is proved here to be multiplicative with respect to the strong graph product, hence to be an upper bound for the square of the Shannon capacity of the graph. We also describe a heuristic algorithm for the stable set problem based on semidefinite programming, Cholesky factorization, and eigenvector computation.
Introduction
An algorithm for the stable set problem is useful in many ways, e.g. it can be used for colouring a graph: find a stable set, remove it from the graph, and iterate the algorithm. (See [2] for further applications and approximation algorithms for the stable set problem.) The strength of the semidefinite programming approach for the stable set and colouring problems is shown by the algorithms of Grötschel-Lovász-Schrijver, Karger-Motwani-Sudan, and Alon-Kahale, see [4] for a summary of these results. In this paper we will describe a heuristic algorithm for the stable set problem based on semidefinite optimization. In contrast with the Karger-Motwani-Sudan and Alon-Kahale algorithms our algorithm does not use random vectors and its detailed analysis is lacking.
We start the paper with stating the main results. First we fix some notation.
Let n ∈ N , and let G = (V (G), E(G)) be an undirected graph, with vertex set V (G) = {1, . . . , n}, and with edge set E(G) ⊆ {{i, j} : i = j}. Let A(G) n×n , where a ij := 0, if {i, j} ∈ E(G), 1, if {i, j} ∈ E(G).
The complementer graph G is the graph with adjacency matrix A(G) := J − I − A(G), where I is the identity matrix, and J denotes the matrix with all elements equal to one. The disjoint union of the graphs G 1 and G 2 is the graph G 1 + G 2 with adjacency matrix
We will use the notation K n for the clique graph (defined by A(K n ) = J − I), and K s1,...,s k for the complete multipartite graph K s1 + . . . + K s k . Also, we will denote by C n the n-cycle, the polygon graph with n vertices. By Rayleigh's Theorem (see [8] ) for a symmetric matrix M = M T ∈ R n×n the minimum and maximum eigenvalue, λ M , resp. Λ M can be expressed as
Attainment occurs if and only if u ∈ R n is a unit eigenvector corresponding to λ M and Λ M , respectively.
The set of the n by n real symmetric positive semidefinite matrices will be denoted by S n + , that is
It is well-known (see [8] ), that the following statements are equivalent for a
. . , n) for some vectors v 1 , . . . , v n . Furthermore, by Lemma 2.1 in [11] , the set S n + can be described as
The stability number, α(G), is the maximum cardinality of the (so-called stable) sets S ⊆ V (G) such that {i, j} ⊆ S implies {i, j} ∈ E(G). The chromatic number, χ(G), is the minimum number of stable sets covering the vertex set V (G).
In the seminal paper [5] L. Lovász proved the following result, now popularly called sandwich theorem:
where ϑ(G) is the Lovász number of the graph G, defined as
The feasible solutions (a i ) of the program defining ϑ(G) are called the orthonormal representations of the graph G.
The Lovász number has several equivalent descriptions, see [5] . For example, by (1) and standard semidefinite duality theory (see e.g. [10] ), it is the common optimal value of the Slater-regular primal-dual semidefinite programs 
An important application of the theory of the theta number is described in Theorem 1 of [5] , where it is proved that
with Θ(G) denoting the Shannon capacity of the graph, that is
(Here G · H denotes the strong graph product of the graphs G, H, the graph with vertex set
Also, G k denotes the strong graph product of k copies of the graph G.) Analogously, the inverse theta number, ι(G) of a graph G, defined in [12] as
equals the common optimal value of the Slater-regular primal-dual semidefinite programs
For the inverse theta number the inequality
holds (see [12] , Theorem 2.2) as an analogue of Lovász's sandwich theorem. In Section 2 we will prove also the stronger relation
It is known (see Proposition 2.2 in [12] ) that e.g. for the cycle graphs C n , ι(C n ) > ϑ(C n ) holds. Hence, the inverse theta number does not help in determining the Shannon capacity of the odd cycles C 7 , C 9 , . . ., which is still an open problem, though, using the theta number, Lovász determined the Shannon capacity of the 5-cycle and other graphs in [5] . However, we will see in Section 3, that orthonormal representations of the complementer graph G of high value in the dual description (2) of the inverse theta number, can be of use in a heuristic algorithm calculating large stable sets in any graph G.
Shannon capacity
In this section we will prove that the inverse theta function has the same multiplicativity properties as the theta function, consequently its square root is an upper bound for the Shannon capacity of the graph.
First, we will verify the submultiplicativity of the inverse theta function, an analogue of Lemma 2 in [5] .
Proof. Let (a [7] for the definition.) Thus,
and, taking infimum in (a G i ) and (a H j ), we have the statement. Now, we will prove the skew-supermultiplicativity of the inverse theta function.
LEMMA 2.2. For any graphs G, H, ι(G · H) ≥ ι(G) · ι(H).
Proof. Let (b 
and, taking supremum in (b 
Proof. It is enough to notice that the graph
Applying Lemmas 2.1 and 2.2, the proof is completed.
A submultiplicative upper bound for the stability number of a graph is also an upper bound for the Shannon capacity of the graph, see Theorem 1 in [5] . Consequently,
Proof. By Theorem 2.2 in [12] , for any graph G, α(G) ≤ ι(G). Hence, from Lemma 2.1,
follows for k ∈ N ; the proof is finished.
Summarizing Theorem 1 in [5] and Theorem 2.2 we obtain
Can ι(G) be less than ϑ(G) for some graph G? Juhász's Theorem (see [3] ) states that ϑ(G) is typically "around" n 1/2 in the following sense: THEOREM 2.3. (Juhász) Let G be a random graph with edge probability p = 1/2. Then, with probability 1 − o(1) for n → ∞,
Hence, the value ι(G) (which is between n ϑ(G) and nϑ(G) by Proposition 2.2 in [12] ) is typically "around" n 3/4 . Thus, the graphs G, with ι(G) < ϑ(G), if they exist at all, are rare. However, we will see in the following section, that the fact that ι(G) with high probability is large, can be an advance, too.
We conclude this section with an open problem: With minor modification of the proof of Theorem 2.2 in [12] it can be proved that
From this inequality we obtain the bound
which is tighter than α(G) ≤ ι(G).
It is an open problem, whether the bound in (3) is submultiplicative (and, thus, is an upper bound for the Shannon capacity Θ(G)), or not.
Heuristic algorithm
In this section we will describe a heuristic algorithm for the stable set problem.
The key observation for the algorithm is the following simple 
is a stable set in the graph G.
Proof. Let us suppose indirectly that for some i, j ∈ S, {i, j} ∈ E(G). Then, as (b 1 , . . . , b n ) is an orthonormal representation of G, so b T i b j = 0, and
Let us consider for example the case when u
which is a contradiction. The cases, when u T b i < − √ 2/2 or u T b j < − √ 2/2 can be dealt with similarly. This completes the proof.
Taking into account Lemma 3.1 we could search for large stable sets as follows: We compute an orthonormal representation (b i ) of the complementer graph G and a unit vector u so that i (u T b i ) 2 is maximal. The output stable set S will be the one in (4) .
Proof. The first inequality is the immediate consequence of Theorem 5 in [5] . Let us prove the second inequality. Obviously,
On the other hand, by Rayleigh's Theorem,
where 1 denotes the n-vector with all elements equal to one. This way we have verified the inequality i (u T b i ) 2 ≥ ι(G)/n. Finally, the last inequality follows from Proposition 2.2 in [12] .
Note that the following corollary of Theorem 3.1 implies the relation
COROLLARY 3.1. The algorithm finds a stable set S with cardinality |S| ≥ (2ι(G)/n) − n.
Proof. The statement is an easy consequence of the inequality
as for i ∈ S we have (u T b i ) 2 ≤ 1/2 by the definition of the stable set S in (4).
We conclude this section with a simple example. Let us consider the graph G = K s1,...,s k . Then, the output matrix M * (the optimal solution of the program (T D − )) is the block-diagonal matrix made up of the matrices J ∈ R s1×s1 , . . . , J ∈ R s k ×s k as diagonal blocks, zero otherwise. The matrix
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Miklós Ujvári B ∈ R k×n such that M * = B T B is made up of the column vectors of the identity matrix I ∈ R k×k with multiplicity s 1 , . . . , s k , respectively. Then, BB T ∈ R k×k is the diagonal matrix with diagonal elements s 1 , . . . , s k . Let us suppose that s 1 ≥ s 2 , . . . , s k . Then, the vector u ∈ R k equals the first column vector of the identity matrix I ∈ R k×k ; and S = {1, . . . , s 1 } is the output stable set.
We can see that our heuristic algorithm in the case of the graph G = K s1,...,s k finds a maximum stable set (and, iterating the algorithm, we obtain a minimum colouring). Generally, estimating from below the factor of the algorithm, the infimum ratio of the cardinality of the output stable set and the stability number for a graph with n vertices, is an unsolved problem.
Conclusion. In this paper we studied the multiplicativity properties of the inverse theta function, and as a consequence we proved that the square root of this function is an upper bound for the Shannon capacity of the graph. Though the square root of the inverse theta number, as compared to Lovász's theta number, is typically a weak upper bound, this fact could be exploited in a heuristic algorithm for the stable set problem.
