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Abstract
An uncorrelatedness set of two random variables shows which powers of random variables are
uncorrelated. These sets provide a measure of independence: the wider an uncorrelatedness set is,
the more independent random variables are. Conditions for a subset of N2 to be an uncorrelatedness
set of bounded random variables are studied. Applications to the theory of copulas are given.
 2004 Elsevier Inc. All rights reserved.
Keywords: Uncorrelatedness set; Measure of independence; Copula; Completeness
1. Introduction
Since the notion of independence is a fundamental one in probability theory and math-
ematical statistics, generalizations of independence from various points of view have been
studied by a great number of authors. The mostly known generalizations are uncorre-
latedness of two random variables and convolutional independence. Uncorrelatedness of
random variables ξ1 and ξ2 is defined by the condition
E(ξ1ξ2) = Eξ1 Eξ2,
provided that all of the mathematical expectations above are finite. Convolutional indepen-
dence of random variables ξ1 and ξ2 with distribution functions Fξ1 and Fξ2 is defined by
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Fξ1+ξ2(x) = (Fξ1  Fξ2)(x) =
∞∫
−∞
Fξ1(x − s) dFξ2(s), x ∈ R.
It is commonly known (cf. [4, v.II, Chapter II.4, p. 51]) that convolutional independence is
a less restrictive condition than independence but a more restrictive one than uncorrelated-
ness. Comparison of different generalizations of independence leads naturally to the idea
of constructing measures of independence. As examples of some widely used measures we
should mention Spearman’s ρ, Kendall’s τ , Kolmogorov’s K measures (cf., e.g., [10]).
In [8] new measures of independence were introduced. In distinction to the measures
mentioned above these new ones are based on properties of moments of random variables.
Other developments on measures of independence and their connection with moments of
random variables can be found in, e.g., [1] and [3].
We will use the following definition.
Definition. Let ξ1 and ξ2 be random variables with finite moments of all orders. The set
U = U(ξ1, ξ2) :=
{
(j, l) ∈ N2: E(ξj1 ξ l2)= E(ξj1 )E(ξ l2)}
is called an uncorrelatedness set of ξ1 and ξ2.
In other words, U is the uncorrelatedness set for ξ1 and ξ2 if
E
(
ξ
j
1 ξ
l
2
)= E(ξj1 )E(ξ l2) for (j, l) ∈ U
and
E
(
ξ
j
1 ξ
l
2
) = E(ξj1 )E(ξ l2) for (j, l) ∈ N2 \ U.
An uncorrelatedness set shows which powers of random variables are uncorrelated.
Obviously, if ξ1 and ξ2 are independent, their uncorrelatedness set equals N2. Uncorre-
latedness sets provide a measure of independence: the wider an uncorrelatedness set is, the
more independent random variables are.
It was proved in [9] that in general an uncorrelatedness set may be an arbitrary subset
of N2. This means that uncorrelatedness of any set of powers does not imply uncorrelated-
ness of any other powers. The fact does not remain true if we prescribe distributions of the
random variables ξ1 and ξ2. For example, if discrete random variables taking 2 values are
uncorrelated, they are independent and thus N2-uncorrelated.
In this paper we discuss admissible uncorrelatedness sets of two bounded random vari-
ables. Our results show that for such random variables an uncorrelatedness set is by no
means arbitrary. We will present conditions for a subset of N2 to be an uncorrelatedness
set of bounded random variables and give some applications of these results.
2. Statement of results
In the sequel we will use the following notations.
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elements having at least one zero coordinate:
K0 :=
{
(j, l) ∈ Z2+: j l = 0
}
. (1)
For U ⊆ N2, U◦ denotes
U◦ = U ∪ K0, (2)
and S(U) denotes the system of monomials
S(U) := {xjyl}(j,l)∈U◦. (3)
Note that S(U) contains the elements {1, xj , yl} for all j, l ∈ N.
Our first theorem is rather simple. It is of interest because it implies that for bounded
random variables an uncorrelatedness set cannot be arbitrary (this is illustrated by Propo-
sition 1 in Section 3).
Theorem 1. Let ξ1 and ξ2 be bounded random with distributions P1 and P2 such that
suppP1 ⊆ [a, b], suppP2 ⊆ [c, d].
Let U ⊆ N2 be a set such that the system S(U) is complete in the space C([a, b]× [c, d]).
If an uncorrelatedness set of ξ1 and ξ2 contains U , then the random variables are indepen-
dent.
Therefore each condition of completeness of S(U) in C([a, b]× [c, d]) can be regarded
as a condition of independence for random variables with an uncorrelatedness set U . We
must notice that the problem of completeness of a power system for spaces of continuous
functions of several variables is very difficult and it has not been solved completely. Some
sufficient conditions of completeness may be found in [5–7].
It was proved in [8] that, in general, random variables whose uncorrelatedness set equals
N2 must not be independent. However, Theorem 1 implies immediately that this is not true
for bounded random variables.
Corollary 1. For bounded random variables ξ1 and ξ2 uncorrelatedness of all powers
implies independence of the random variables.
The following statement contains a sufficient condition for a set U ⊆ N2 to be an un-
correlatedness set of bounded random variables.
Theorem 2. Let P1 and P2 be probability distributions with bounded supports,
suppP1 ⊆ [a, b], suppP2 ⊆ [c, d].
Denote by µ := P1 × P2. Let U ⊆ N2. Denote by HL(U) the closed subspace generated
by S(U) in Lµ1 ([a, b] × [c, d]). Set
PL(U) :=
{
(j, l) ∈ N2: xjyl ∈ HL(U)
}
.
If PL(U) = U , then U is an uncorrelatedness set of random variables with distributions
P1 and P2.
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In this section we apply Theorems 1 and 2 to get some effective conditions concerning
uncorrelatedness sets of random variables with uniform distributions on [0,1]. A joint
distribution function of such random variables is called a copula. Copulas were introduced
by A. Sklar [14] in 1959. Their history and role are described by B. Schweitzer in his
survey “Thirty years of copulas” [13]. Methods to construct distributions with uniform
marginals on [0,1] were studied by L. Rüschendorf in [11].
The results below describe properties of copulas related to their admissible uncorrelat-
edness sets.
Proposition 1. Let ξ1 and ξ2 be random variables uniformly distributed on [0,1]. Let A
and B be subsets of N2 such that both series
∑
j∈A
1
j
and
∑
l∈B
1
l
are divergent. If an uncorrelatedness set of ξ1 and ξ2 contains (A × B), then the random
variables are independent.
Proposition 1 follows immediately from Theorem 1 and the Müntz theorem on com-
pleteness of a power system in C[0,1] (cf. [2, p. 197]).
The theorem below provides a sufficient condition for a subset of N2 to be an uncorre-
latedness set of random variables with uniform distributions on [0,1].
Theorem 3. Let U ⊆ N2. Consider the projections of the set U on the coordinate axes:
A := {m}, B := {n}.
(Clearly, U ⊆ A × B .) If both series
∑
m∈A
1
m
and
∑
n∈B
1
n
are convergent, then U is an uncorrelatedness set of random variables with uniform distri-
butions on [0,1].
Corollary 2. Any finite set U is an uncorrelatedness set of random variables with uniform
distributions on [0,1].
4. Proofs of the theorems
Proof of Theorem 1. Let P be a distribution of a random vector ξ = (ξ1, ξ2). Set
τ := P − P1 × P2. (4)
S. Ostrovska / J. Math. Anal. Appl. 297 (2004) 257–266 261Clearly, τ is a charge (signed measure) defined on the σ -algebra of Borel sets of [a, b] ×
[c, d]. Consider a continuous linear functional on C([a, b] × [c, d]) defined by
ϕ(f ) :=
∫
[a,b]×[c,d]
f (x, y) τ (dx dy).
Then for f = xjyl we get
ϕ(xjyl) =
∫
[a,b]×[c,d]
xjyl P (dx dy)−
∫
[a,b]
xj P1(dx)
∫
[c,d]
yl P2(dy)
= E(ξj1 ξ l2)− E(ξj1 )E(ξ l2).
Hence ϕ(xjyl) = 0 for all xjyl ∈ S(U). Since the system S(U) is complete in C([a, b] ×
[c, d]), it follows that ϕ = 0, or, equivalently, that τ = 0.
Thus, P = P1 × P2, that is the random variables ξ1 and ξ2 are independent. 
Proof of Theorem 2. If U = N2, the statement is obviously true for independent random
variables. Suppose U = N2.
First, we prove the following lemma.
Lemma 1. There exists a continuous linear functional ϕ on Lµ1 ([a, b] × [c, d]) such that
ϕ(xjyl) = 0 for (j, l) ∈ Z2+ ⇔ xjyl ∈ HL(U).
Proof. Consider the quotient space Q = Lµ1 ([a, b] × [c, d])/HL(U). Let {zi}i∈I be im-
ages in Q of all monomials {xjyl}(j,l)/∈HL(U) under the natural quotient homomorphism
L
µ
1 ([a, b]× [c, d]) → Q. Clearly, all zi = 0, and the set of indexes I is countable or finite.
It suffices to prove that there exists a continuous linear functional ψ0 ∈ Q∗, where Q∗
is the dual space of Q, such that ψ0(zi) = 0 for all {zi}i∈I . Indeed, the composition of ψ0
and the natural quotient homomorphism gives a functional with the required property.
Set
Q∗i =
{
ψ ∈ Q∗: ψ(zi) = 0
}
, i ∈ I.
Clearly, Q∗i (i ∈ I) are proper subspaces of the space Q∗. Therefore they are nowhere
dense in Q∗. Hence their countable union⋃
i∈I
Q∗i
is a set of the first category in Q∗. By the Baire category theorem the set
⋃
i∈I Q∗i cannot
coincide with the whole space Q∗. So, any functional from the complement
Q∗
∖(⋃
i∈I
Q∗i
)
can serve as ϕ. 
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theorem
ϕ(f ) =
∫
[a,b]×[c,d]
f (x, y)ρ(x, y)µ(dx dy),
where ρ ∈ Lµ∞([a, b] × [c, d]). In particular we have∫
[a,b]×[c,d]
xjylρ(x, y)µ(dx dy) = 0 ⇔ xjyl ∈ HL(U). (5)
Hence∫
[a,b]
xjρ(x, y)µ(dx)= 0 for all j ∈ Z+ (6)
and ∫
[c,d]
ylρ(x, y)µ(dy)= 0 for all l ∈ Z+. (7)
Consider a function defined on Borel subsets of [a, b] × [c, d] as follows:
Pε(E) :=
∫
E
[
1 + ερ(x, y)]µ(dx dy), ε ∈ R.
Clearly, Pε is a charge on [a, b] × [c, d] for any ε. We chose ε = 0 in such a way that
1+ερ(x, y) 0 µ-almost everywhere on [a, b]×[c, d]. Such a choice is possible because
ρ(x, y) ∈ Lµ∞([a, b] × [c, d]). For this choice of ε, the function Pε(E) is a probability
measure on [a, b] × [c, d], because∫
[a,b]×[c,d]
ρ(x, y)µ(dx dy) = 0
due to (5).
We must show that the projections of the measure Pε on the coordinate axes coincide
with P1 and P2. Equivalently, we are to prove that the charge
σ(E) :=
∫
E
ρ(x, y)µ(dx dy)
has zero projections on the coordinate axes. Denote by σ1 the projection of σ on the x-axis.
Consider the Fourier transform
F1(t) =
b∫
a
eitx σ1(dx). (8)
The function F1(t) is entire. Consider
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(j)
1 (0) = ij
b∫
a
xj σ1(dx) = ij
∫
[a,b]×[c,d]
xj σ (dx dy)
= ij
∫
[a,b]×[c,d]
xjρ(x, y)µ(dx dy) = 0 for all j ∈ Z+
by (6).
Hence F1(t) ≡ 0 and it follows from the uniqueness theorem for Fourier transform that
σ1 = 0.
Likewise we prove that the projection of σ on the y-axis is zero. Thus, Pε is a probability
distribution with the given marginals P1 and P2.
Let ξ = (ξ1, ξ2) be a random vector with the distribution Pε .
Consider
E
(
ξ
j
1 ξ
l
2
)=
∫
[a,b]×[c,d]
xjyl Pε(dx dy)
=
∫
[a,b]×[c,d]
xjyl µ(dx dy)+ ε
∫
[a,b]×[c,d]
xjylρ(x, y)µ(dx dy)
= E(ξj1 )E(ξ l2)+ ε
∫
[a,b]×[c,d]
xjylρ(x, y)µ(dx dy).
The statement of the theorem now follows from (5). 
The proof of Theorem 3 is based upon the following statement which is contained in a
known theorem of L. Schwartz’s (cf. [12, p. 23]).
Theorem. Let {nk} be a sequence ( finite or infinite) satisfying the following conditions:
(a) nk > −1 for all k ∈ bfN ;
(b) ∑nk>0(1/nk) < ∞.
Then the system {tnk } is not complete in L1[0,1] and
tn ∈ Span{tnk } ⇔ n ∈ {nk}.
Proof of Theorem 3. We will use the following notation. For f,g ∈ L1([a, b] × [c, d])
we denote
〈f,g〉 =
∫
f (x, y)g(x, y) dx dy.[a,b]×[c,d]
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exists a function f (x, y) ∈ L∞([0,1]2) such that
1∫
0
f (x, y) dx =
1∫
0
f (x, y) dy = 0 for all x, y ∈ [0,1], (9)
and
〈xjyl, f 〉 = 0 for (j, l) ∈ N2 ⇔ (j, l) ∈ U. (10)
Denote by Z the set of functions in L∞([0,1]2) satisfying the condition (9). Obviously,
Z = {0}, and it is a closed subspace of L∞([0,1]2).
We need the following lemma.
Lemma 2. Let (j0, l0) /∈ U . There exists a function f (x, y) = f(j0,l0)(x, y) ∈ Z such that
〈xjyl, f 〉 = 0 for all (j, l) ∈ U,
and
〈xj0yl0, f 〉 = 0.
Proof. By the Schwartz theorem there exist functions g,h ∈ L∞([0,1]) such that
1∫
0
xjg(x) dx = 0 ⇔ j ∈ {0} ∪ (A \ j0),
1∫
0
ylh(y) dy = 0 ⇔ l ∈ {0} ∪ (B \ l0).
Set f (x, y) := g(x)h(y).
For (j, l) ∈ U we have either j ∈ A \ j0 or l ∈ B \ l0 (or both). Therefore,
〈xjyl, f 〉 =
1∫
0
xjg(x) dx ·
1∫
0
ylh(y) dy = 0,
because at least one of the factors equals 0. At the same time 〈xj0yl0, f (x, y)〉 = 0. 
Let ZU ⊂ Z be the set of functions f (x, y) satisfying the condition
〈xjyl, f 〉 = 0 for all (j, l) ∈ U.
Note that ZU is a closed proper subspace of Z.
For any (j0, l0) /∈ U we set
H(j0, l0) :=
{
f (x, y) ∈ ZU :
〈
xj0yl0, f (x, y)
〉= 0}.
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in ZU . So, the union⋃
(j0,l0)/∈U
H(j0, l0)
is a set of the first category in ZU . By the Baire category theorem⋃
(j0,l0)/∈U
H(j0, l0) = ZU.
Clearly, any function from the complement
ZU
∖ ⋃
(j0,l0)/∈U
H(j0, l0)
satisfies conditions (9) and (10).
Now we can finish the proof of Theorem 3.
Set
ρε(x, y) := 1 + εf (x, y),
where f (x, y) ∈ L∞([0,1]2) is a function satisfying the conditions (9) and (10), and ε = 0
is chosen in such a way that 1 + εf (x, y) 0 almost everywhere in [0,1]2. Then ρε(x, y)
is a probability density.
Let Pε be a probability distribution with the density ρε(x, y). The marginals of Pε on
the coordinate axes are uniform distributions on [0,1] due to (9). Let ξ = (ξ1, ξ2) be a
random vector with the distribution Pε .
We have
E
(
ξ
j
1 ξ
l
2
)= E(ξj1 )E(ξ l2)+ ε〈xjyl, f 〉.
Using (10), we get
E
(
ξ
j
1 ξ
l
2
)= E(ξj1 )E(ξ l2) for (j, l) ∈ N2 ⇔ (j, l) ∈ U.
Thus, U is an uncorrelatedness set for the random variables ξ1 and ξ2 with uniform distri-
butions on [0,1]. 
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