Abstract-The problem of ambiguity in the phase-difference of a signal received by widely spaced receivers is considered. It is shown that a collinear receiver triplet with a specific configuration combined with a proposed algorithm can be utilized for phase-difference disambiguation. The identifiability condition is that the difference of the two smaller inter-receiver spacings is not greater than a half-wavelength of the impinging signal and is greater than zero. The effect of the emitter location relative to the receiver array and the effect of noise are studied. Analytic formulae for the mean-square error (MSE) under Gaussian white noise are obtained and are used to directly determine performance versus signal-to-noise ratio (SNR) given the emitter location and the receiver configuration. Performance is found to exhibit an SNR threshold effect that depends on the emitter location and the sensor configuration. The analytic performance predictions are found to be close to the performance obtained in simulation.
I. INTRODUCTION
Estimation of the direction-of-arrival (DOA) of a signal by estimating the time delay (also known as the time-difference of arrival) of the signal as received at two or more spatially separated receivers is an important signal processing problem in many fields including sonar [1] , radar [2] , speech and acoustic localization [3] , [4] and wireless communications [5] .
In many cases, it is convenient to estimate time delay from the phase-difference of the received signals, e.g., the phase-difference obtained from the cross-power spectra (CPS) of the received signals [4] , [7] - [11] . The main advantage of phase-difference based time-delay estimation is that sub-sample time-delay estimates can be obtained without resorting to computationally intensive intra-sample interpolation [7] , as is the case when the generalized cross-correlation [6] is used to estimate the time delay. Other advantages, including optimality, are discussed in [8] and [9] . However, since observable phase-difference is naturally confined to the interval [0; ] radians, estimating the time delay of a signal directly from its CPS imposes the requirement that the inter-receiver separation must not exceed =2, where is the wavelength of the signal. The penalty for violating this condition is that the phase-difference will be ambiguous with an uncertainty of an integer number of phase cycles [10] , [12] . For some multi-frequency signals, when the =2 condition is satisfied by a proportion of the available frequencies (the lower frequencies), estimates from those frequencies satisfying the condition can be exploited to resolve the ambiguities associated with the estimates from the other frequencies. However, in some degenerate cases, the identifiability condition is violated by all frequencies (e.g., [13] ). For example, the signal might only consist of a single high frequency (e.g., [14] ). In some cases, wide spacing of the receivers may be forced by physical constraints stemming from physical placement of the receivers due to, for example, their size [13] - [15] . In other cases, increasing the receiver separation over the =2 limit might be desirable to reduce the mutual coupling between the receivers (e.g., [16] ) or to improve angular resolution since angular variance is inversely proportional to the square of the receiver separation [17] . The phase-difference ambiguity problem has received much attention in the GPS community. Various solutions have been proposed in the context of vehicle attitude determination (e.g., [12] and [18] - [22] ). In most cases, more than one received frequency is utilized and the ambiguity is resolved using data recorded over a long period of time. In some cases, receiver movement is required (e.g., [20] ). In all cases, the solutions require computationally complex iterative search.
In [14] , the problem of phase-difference ambiguity resolution for a single-frequency signal was discussed. The proposed solution exploits the spatial diversity provided by a third (auxiliary) collinear receiver. The approach restricts the inter-receiver spacing in such a way that the triplet is only suitable for a single predefined frequency, which makes it unusable for other frequencies, for example, a Doppler-shifted version of the operational frequency, or original frequencies as in the wideband signal case.
This correspondence discusses the problem for the single-frequency case. This is extendable to the multi-frequency case, without requiring the presence of low frequencies that satisfy the identifiability condition. The approach used in this correspondence, is similar to that reported in [14] in principle. However, in this correspondence, the identifiability condition is flexible such that the proposed solution tolerates detectable frequency shifts and can easily be extended to the multi-frequency case. The proposed disambiguation method is simple and does not require iterative search. A version of the proposed method first appeared in [23] and was applied to DOA estimation of multi-frequency signals in [13] . In [13] and [23] a far-field model is assumed. Based on the far-field assumption, the identifiability condition that allows the true time delay-and hence phase-difference-to be uniquely identifiable is derived. In [23] , it is claimed that the proposed disambiguation method allows for increasing the receiver baseline arbitrary. It has, however, been revealed in [13] that the claim is untrue for the near-field.
The goal of this correspondence is to extend and characterize the performance of the method proposed in [23] for the near-field case. We define the near-field as any situation where deviations from the far-field model exist that introduce significant errors in the signal parameter estimation problem of interest. The performance of the proposed method is evaluated both in simulation and by deriving analytic formulae for predicting performance versus signal-to-noise ratio (SNR) for the case of time-delay estimation of a sinusoid.
This correspondence is organized as follows. Section II is the problem statement. Section III presents a general formulation for solving the ambiguity problem. Section IV considers the disambiguation problem in the near-field. Section V is devoted to error analysis. In Section VI, the proposed method is applied to the problem of time-delay estimation of a sinusoid. Results are presented in Section VII and conclusions are given in Section VIII.
II. PROBLEM STATEMENT
Consider two receivers, receiver-1 and receiver-2, when the emitter is in the far-field, as depicted in Fig. 1 . The goal is to estimate the phase-difference of an impinging signal as observed over the two receivers. Receiver-3 is not required in the general case but is required by 1053-587X/$26.00 © 2010 IEEE the proposed disambiguation method, as will be discussed later. For a frequency component f associated with a wavelength , the following relationship holds: 12 = f12 = D12 sin() (1) where D12 = d12=; 12 2 [0D12;D12] is the phase-difference observed between the two receivers, 12 is the corresponding time delay and is the DOA. To avoid phase wrapping in all cases, 12 must be confined to the interval [01=2; 1=2] by restricting the inter-receiver spacing such that D 12 1=2. A system that does not satisfy the latter condition may undergo phase wrapping at least for some values of .
Consider the same receivers, receiver-1 and receiver-2, in the nearfield, as in Fig. 2 . It is found that (1) is reasonably accurate when = 1, where 1 is the angle viewed from the center of the baseline of the receiver pair (angle is different depending on the point of view on the receiver baseline in the near-field). When D 12 > 1=2, (1) 
where bxe; x 2 is the nearest integer to x, with the tie-breaking rule defined as rounding to the nearest integer towards zero; and hxi = x 0 bxe is denoted as the differential fractional complement (DFC) of x. On estimating phase-difference, only the principal component of phase, ' 12 will be available. Hence, as is clear from (2), different phase-differences corresponding to different values of may result in the same principal component, each for a different value of the integer n 12 . This results in ambiguities since the mapping from principal phase to the true phase is a one-to-many mapping. The goal of phase-difference disambiguation is to find the correct mapping for each particular case.
III. GENERAL FORMULATION OF THE DISAMBIGUATION METHOD
In this section, we show how a triplet of collinear receivers can be exploited for disambiguation of the phase-difference pertaining to a single frequency component. The near-field model depicted in Fig. 2 will be the model of interest. Based on (2), the phase-difference over the two smaller receiver baselines can be written as 12 = D 12 sin( 1 ) = ' 12 + n 12 ; n 12 2 23 = D23 sin(2) = '23 + n23; n23 2 :
Given '12 and '23, we seek to find the true phase-difference, 12.
Consider the DFC ' d = h' 23 0 ' 12 i. From the definition of the DFC operation, it can directly be established that hkhxi 0 mhyii = hx 0 yi; x; y 2 ; k; m 2 , which can be used to show that h23 012i = h' 23 0 ' 12 i. Hence, ' d can be written as
where sin ( 2 )=sin ( 1 ) parameterizes the near-field effect. Since the DFC is a many-to-one operation, ' d as in (4) 
When (5) or (6) is satisfied, we obtain 
It is clear that for the near-field, both the disambiguation condition (6) and the disambiguation (8) depend on the location of the emitter as reflected in the parameter . This is impractical since the emitter location is unknown. In the far-field, = 1 and = 1 = D12=1, therefore, (6) and (8) 
which coincide with the condition and the disambiguation algorithm for the far-field case discussed in [23] .
IV. DISAMBIGUATION IN THE NEAR-FIELD
In this section, it is shown that an approximate solution in the nearfield case can be obtained and refined without knowledge of , when only the condition in (10) is satisfied. Fig. 3(a) plots the values of for different locations in a 12 m 2 12 m space for an example receiver configuration that satisfies (10). Fig. 3(b) shows a zoom-in around 0 with the y-coordinate of the emitter fixed at 5 m. It can be seen that for large areas of the space considered, even close to the receivers, remains close to unity. Nevertheless, can take values that are extremely far from unity close to the 0 region.
The direct result of these deviations in the values of is that the necessary condition for disambiguation given in (5) may not hold when only (10) is satisfied. Based on the success/failure of the disambiguation condition given by (5), the following definitions are introduced:
Definition 1: In the near-field, for a triplet of collinear receivers that satisfies (10), the approximate far-field (AFF) is defined as the portion of space for which (5) holds.
Definition 2: In the near-field, for a triplet of collinear receivers that satisfies (10), the effective near-field (ENF) is defined as the portion of space for which (5) does not hold.
Note that the satisfaction of (5) in the AFF is attributed to the redundancy in (10) , while in the ENF, this redundancy is still insufficient for (5) to hold. Fig. 4 plots the AFF and the ENF for the same receiver configurations as in Fig. 3. Comparing Figs. 3 and 4 , the correlation between the success/failure of the disambiguation condition and the value of is obvious.
A. Disambiguation in the AFF
Since the disambiguation condition is satisfied and the values of are generally close to unity in the AFF, an approximate value of the true phase-difference can be obtained by setting = 1:
12;a = 1 h' 23 0 ' 12 i: To remove the bias in 12;a , the coincidence of the ambiguity with an integer value can be exploited. The integer n 12 is estimated from (3) after substituting12;a for 12: n 12 = b 12;a 0 ' 12 e (13) where the same rounding operator defined above has been used for the sake of simplicity. However, a standard operator, with the tie-breaking rule defined as rounding to the nearest integer away from zero, may be more appropriate. Next,n 12 is substituted in (3) to obtain the final estimate for the true phase-difference: 12 = ' 12 +n 12 :
B. Disambiguation in the ENF
The ENF coincides with the failure of the disambiguation condition, which implies failure of the disambiguation in this portion of space. However, the size of the failure region can be reduced by applying the same algorithm used in the AFF case. The rationale is explained as follows. In a large portion of the ENF, the integer n 12 is zero since the ENF concentrates around 1 = 0 . Due to the deviation of the values of from unity, the values of may have magnitudes that are larger or smaller than j 1 j ( and 1 can be positive or negative). Noting that the true phase-difference has the form 12 = (23012) in the general case, and that j 23 0 12 j > jh' 23 0 ' 12 ij in the ENF, the output of (12) will coincide with one of two cases. First, if 1 < , then j12;aj < j12j and (13) is capable of restoring the correct value of the integer n 12 (zero). Second, if 1 > then j 12;a j > j 12 j and (13) produces the correct integer only when j 12;a 0' 12 j 1=2; otherwise, an erroneous integer will be obtained. The latter case results in a portion of the ENF that remains inadequate for the proposed disambiguation method to be applied in, as will be demonstrated subsequently.
C. Summary of the Disambiguation Method
The disambiguation method for both the near-field and the far-field cases is summarized as follows. For three collinear receivers that satisfy the condition 1 1=2, given the principal phase-differences, ' 12 and '23, the true phase-difference, 12, can be identified using the following algorithm.
1) Obtain the first estimate ( 12;a ) for the true phase-difference using (12). 2) Use 12;a to obtain an estimate for n 12 using (13).
3) Obtain the final estimate of 12 from (14).
V. ERROR ANALYSIS
In the noisy case, only the estimates' 12 = ' 12 
where a k k 0 h' 23 0 ' 12 i, and 8 1 is the cumulative distribution function (CDF) pertaining to 1 .
Now, it will be assumed that disambiguation will succeed in retrieving the correct integer n 12 only when k = 0 (or X = b(' 23 0 '12)e). Hence, by substituting (15) in (13), the probability of success of the disambiguation method (P (n12 = n12)) can be expressed as Finally, the mean-square error (MSE) associated with the final phase-difference estimate obtained from (14) for the noisy case is given by MSE 0 s + 0 f (18) where 0 s = P s 2 12 , and 0 f is the contribution of the disambiguation failure cases to the MSE and is derived in Appendix A.
VI. APPLICATION: SINUSOID TIME-DELAY ESTIMATION
In this section the proposed disambiguation method is applied to time-delay estimation for a sinusoid using the CPS method. where each frame is multiplied by an appropriate window function; and "*" denotes the complex conjugate operation.
The principal component of the phase-difference at any frequency can be estimated according to [7] , [9] 'uv [F ] 
A. Analytical Performance Versus SNR
According to [7] and [9] , for sufficiently large N and Gaussian noise, uv [F ] are Gaussian and have zero mean and variance given by where Gss and Gnn are, respectively, the signal (s[t]) and the noise power spectra. Equations (20) and (21) rely on the assumption that the signal power is equal at both receivers and so is the noise power. If the same assumption is true for the sensor triplet case, the variances of 12 [F ] and 23 [F ] , for each value of F , will be equal. It should be noted that herein, the effect of phase error in introducing cycle slips has been ignored. This has a minor effect on the statistics of the estimates, except in very limited cases.
To obtain a practical formula for P s and the MSE in (17) and (18), 
where [F ] is the ratio of the power of the received signal at the frequency of interest to the total signal power, L is the length of the DFT, and 3 is the linear SNR. For a deterministic signal, [F ] is fixed for a fixed DFT length and does not depend on the signal amplitude, hence it can be calculated directly from any signal realization. Using (22) to calculate the variances pertaining to the frequency of interest, full analytical performance prediction is obtained. Performance can be predicted for any receiver configuration and any source location.
VII. RESULTS
The proposed disambiguation method was tested using the example application discussed in the previous section. In all of the tests, the emitter and the receivers were confined to a plane, with the origin of the assumed coordinate system coinciding with the midpoint between receiver-1 and receiver-2. The test signal was an acoustic sinusoid with a frequency of 40 kHz and speed of 343 m/s. To estimate the CPS, 640 samples divided into 20 non-overlapping frames with 32-point DFT were used. All of the results presented in this section were obtained from the frequency bin that corresponds to the peak of the CPS.
First, simulation results were compared to the analytical predictions. It can be seen that the analytical performance prediction closely approximates the performance obtained from simulation, yet is slightly optimistic in some cases, which can be attributed to the approximations in the derivation of the MSE. The MSE is seen to consistently increase with decrease in SNR up to a certain point where a threshold effect can be seen. The MSE increases significantly beyond the threshold point. The threshold effect can be explained as being a manifestation of the effect of outliers due to the increased rate of disambiguation failure below a certain SNR. This threshold is similar to that reported for the maximum likelihood estimator (e.g., see [26] and [27] ). However, establishing a relationship with the maximum likelihood estimator is beyond the scope of this correspondence. The dotted line (labeled "optimal") is the variance 2 12 . This emphasizes the preservation of the (same level of) error of the principal estimate' 12 in the output in the success case. Due to the accuracy of the analytic performance predictions compared to the simulation results, subsequently only the analytic formulae are used for the purpose of comparison. (17) . Consequently, the effect of outliers starts to dominate at a relatively higher SNR. Therefore, it is recommended that 1 be set to its maximum value. case. Fig. 8 shows the probability of success, Ps, for selected values of D 12 , when the noise approaches zero. Due to the effect of the nearfield, there exists a failure region whose size is proportional to D 12 . For D12 = 10, the failure region extends largely around the origin to include the emitter location corresponding to Fig. 7 . This emphasizes the fact that for a fixed emitter location, there exists an upper limit on the inter-receiver spacing that can be used.
In Fig. 9 , it is shown that complete failure can be avoided if the emitter is sufficiently far from the receivers, regardless of the inter-receiver spacings. With fixed D12 = 10 and 1 = 1, the emitter lo-cation was varied. The locations were selected such that the DOA, as viewed from the midpoint between receiver-1 and receiver-2, was fixed at 1 = 45 . The first location was [583, 583, 0] . The other locations were obtained by multiplying the coordinates of the first location by a constant. It can be seen that by increasing the emitter distance, complete failure is avoided and performance improved consistently as the distance increases. Performance tends to saturate when the distance is sufficiently large. This can be attributed to the convergence of the scenario to the far-field model, and hence the effect of the approximation in the disambiguation algorithm is minimized.
VIII. CONCLUSION
In this correspondence, a method for phase-difference ambiguity resolution was presented. A receiver configuration consisting of a triplet of collinear receivers, where the difference of the two smaller inter-receiver spacings is not greater than =2 of the received signal, coupled with a proposed algorithm, was demonstrated to resolve the ambiguity problem in most cases. The correspondence focused on the situation where the emitter is not sufficiently far from the receiver array for the far-field assumption to hold. In such a near-field scenario, performance was found to be dependent on the emitter location and the sensor configuration. Formulae were proposed that can be used to analytically determine performance in the case of a deterministic signal and white Gaussian noise. Analytic performance was found to be close to that obtained in simulation. The MSE was seen to exhibit a threshold phenomenon with respect to SNR. This threshold was the main performance feature used for comparing different scenarios. Asymptotic performance was found to be identical in all cases.
Various receiver configurations were tested. The effect of various parameter values was assessed. It was found that, in the near-field, the inter-receiver spacing can be increased up to a certain point, above which complete failure results. On the other hand, for a fixed receiver configuration and a fixed DOA, performance tends to improve as the distance between the emitter and the receiver array increases. where b k 1h'23 0 '12i 0 '12 0 1k. Again, it will be assumed that noise has the effect of changing bb k e by an integer i that is confined to the set f01; 0; 1g. The probabilities associated with each value of i are given by 
Based on P f ;i , the MSE contribution corresponding to each k, due to error in estimating n12, is approximated as 
For white noise, the total power, Pn, is equally divided among the frequency bins. Noise power at any frequency, assuming a single-sided spectrum, is usually given by 2 = P n =L, where L is the DFT length. Therefore, the ratio Gn (27) , and inserting the result back into (20) and manipulating, (21) is obtained.
