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Abstract—Most video processing applications require object
tracking as it is the base operation for real-time implementa-
tions such as surveillance, monitoring and video compression.
Therefore, accurate tracking of an object under varying scene
conditions is crucial for robustness. It is well known that
illumination variations on the observed scene and target are
an obstacle against robust object tracking causing the tracker
lose the target. In this paper, a 2D-cepstrum based approach is
proposed to overcome this problem. Cepstral domain features
extracted from the target region are introduced into the covari-
ance tracking algorithm and it is experimentally observed that
2D-cepstrum analysis of the target object provides robustness
to varying illumination conditions. Another contribution of the
paper is the development of the co-difference matrix based object
tracking instead of the recently introduced covariance matrix
based method.
I. INTRODUCTION
Visual object tracking is defined as the process of estimating
the location of the moving object in the current image frame
given all previous frames of a video sequence. Tracking
of moving objects is one of the most important tasks in
computer vision as object tracking algorithms are used in many
applications such as security surveillance, traffic flow analysis,
and content-based video compression.
Robustness to varying illumination conditions is crucial for
visual tracking algorithms because illumination variations are
unavoidable in real-world environments. Globally or locally
changing illumination conditions of the observed scene con-
stitutes an important challenge for many video processing
applications including object tracking algorithms. Illumination
variations may cause misclassification of some background
objects as moving objects or lost targets due to changes in
the target model parameters.
There has been many algorithms proposed for object track-
ing in the past. Covariance matrix based object tracking
method proposed by Porikli et al. [1] is used as the base line
tracker in this study. Covariance tracking uses a covariance
matrix based object description measure. Since the target
model is represented as the covariance matrix of features
covering the target region, the method is applicable to non-
stationary camera sequences and less susceptible to noise than
other methods mainly based on background subtraction. In
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addition, computationally efficient co-difference matrix based
object tracking method [2] introducing a new operator to
replace the multiplication operator of the covariance matrix
is also examined. Co-difference tracking method differs from
the covariance tracking method in the formation of the matrix
describing the object region. Co-difference method can be
implemented without performing any multiplication leading
to a computationally efficient tracking method.
Ideally, the color and texture information of objects are
retained in images under changing light intensities. Therefore,
for robustness to varying illumination conditions, measures
independent of the light intensity that uses color and texture
information to represent the target are required. In this study,
two-dimensional (2D) cepstrum analysis of the target is used
because the cepstrum is an amplitude invariant feature extrac-
tion method widely used in speech processing.
In this paper, a novel object tracking algorithm increasing
the robustness of both covariance and co-difference tracking
methods under varying illumination conditions is proposed.
The proposed object tracking algorithm introduces the 2D-
cepstrum analysis of the target region to the covariance and co-
difference tracking methods. The light intensity-independent
2D-cepstrum coefficients of the target region are used to
increase the robustness of the object tracking algorithms to
varying illumination conditions.
The next section underlines some related work on ob-
ject tracking under varying illumination conditions. Section
III gives an overview of the covariance and co-difference
based object tracking methods and presents the proposed
2D-cepstrum based object tracking method. Results of the
proposed method implementation and comparisons with co-
variance and co-difference tracking methods are presented in
Section IV. The final section presents conclusions.
II. RELATED WORK
In recent years, many algorithms have been proposed to
deal with robust object tracking under varying illumination
conditions.
Background subtraction approaches are widely used to
detect moving objects [3][4]. However, these approaches are
susceptible to illumination variations of the background.
Some work in the literature discards the illumination-
sensitive color information by using other features which are
less-sensitive to illumination variations such as edges and
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textures. In [6], a model-based method where edge information
is used to capture hand articulation by learning hand natural
constraints is implemented. In [7], the head is modeled as
a texture mapped cylinder and tracking is formulated as an
image registration problem for the cylinder’s texture map
image.
Other methods using only the color information to represent
targets and their background are existing. In [9], a color
modeling approach including intensity information in HSI
color space using B-spline curves is used. Yang and Waibel
[10] detected human faces by using a normalized RG plane
and proposed a color-model adaptation algorithm based on
the observation that shape of the histograms remain similar
under illumination change. In [11], Gaussian mixture models
are used to estimate probability densities of color for target and
background objects. In their work, a technique for dynamically
updating the models to accommodate changes in color due to
varying illumination conditions is also introduced.
Methods combining both the color and texture information
for robust object tracking are also available in the literature.
The fusion of appearance and structural information in [12]
is done using the condensation algorithm. In [5], illumina-
tion insensitive features are extracted from both target and
background objects using the Bayesian framework for robust
tracking. A method for moving object detection based on
the background modeling and subtraction which uses both
color and edge information is proposed in [8]. In this study,
confidence maps are introduced to fuse intermediate results
and represent the results of the background subtraction. Li and
Leung [13] proposed a method which uses texture information
by calculating the quotient between the cross-correlation and
auto-correlation of a gradient vector to eliminate brightness
variations.
III. MOVING OBJECT TRACKING METHOD
The proposed tracking method introduces 2D-cepstral do-
main coefficients of the target region into the covariance and
co-difference matrices that are used to describe the target
characteristics. The tracking algorithms become more reliable
under changing illumination conditions because cepstrum is
an amplitude invariant feature extraction method.
In this section, first the covariance and co-difference track-
ing algorithms are introduced. In the second subsection, the
2D-cepstrum analysis of the target region and its incorporation
to the tracking algorithms are presented.
A. Covariance and Co-difference Tracking Algorithms
Both covariance and co-difference tracking algorithms re-
quire the computation of a matrix representing the given target
region by using the feature images formed for each frame to
construct the target model. The covariance of feature vectors
describing the target is called covariance matrix in the covari-
ance tracking method. Similarly, the co-difference matrix is
computed from feature vectors in the co-difference tracking
method to model the moving target. In both covariance and
co-difference methods, the aim is to find the region in a given
image frame having the minimum distance from the target
model matrix and assign this region as the estimated location
of the moving target at that frame. The first step of tracking
algorithms is feature vector construction from a given image
or image region.
1) Feature Images and Vectors: Let the observed 𝑚-
dimensional image denoted as I. Then, the corresponding 𝑚-
dimensional feature image, F, can be written as:
F(𝑥, 𝑦) = 𝛾(I, 𝑥, 𝑦)
where 𝛾(.) can be any mapping feature such as color, filter
responses, image gradients I𝑥, I𝑦 , I𝑥𝑥, ..., temporal frame
differences, edge magnitudes, etc.
For a given window region R ⊂ F, let {f𝑘}𝑘=1,...,𝑛 be the
𝑑-dimensional feature vectors inside R. Feature vector {f𝑘}
is constructed using two types of mappings; spatial mappings
using the pixel coordinates and appearance mappings using
color and gradient values. The feature vector used in this work
is:
f𝑘 = [𝑥 𝑦 I(𝑥, 𝑦) I𝑥(𝑥, 𝑦) I𝑦(𝑥, 𝑦) I𝑥𝑥(𝑥, 𝑦) I𝑦𝑦(𝑥, 𝑦) ]
𝑇
where 𝑥 and 𝑦 are the pixel coordinates, I(𝑥, 𝑦) is the
color value and I𝑥(𝑥, 𝑦), I𝑦(𝑥, 𝑦), I𝑥𝑥(𝑥, 𝑦), I𝑦𝑦(𝑥, 𝑦) are the
gradients along the x and y directions.
2) The Covariance Matrix: The second step of the tracking
algorithms is the computation of the covariance matrix which
is formed by using the feature vectors constructed in the
previous step. To represent an 𝑀 ×𝑁 rectangular region R,






(f𝑘 − 𝜇R)(f𝑘 − 𝜇R)𝑇
where 𝜇R is the mean of the feature vectors belonging to
region R.
3) The Co-difference Matrix: In the co-difference tracking
method the co-difference matrix is computed from the feature
vectors described in III-A1. To represent an 𝑀×𝑁 rectangular







(f𝑘 − 𝜇R)⊙ (f𝑘 − 𝜇R)𝑇
The operator ⊙ acts like a matrix multiplication operator,
however, the scalar multiplication is replaced by an additive
operator ⊕ which is defined as follows
𝑎⊕ 𝑏 = sign(𝑎× 𝑏)(∣𝑎∣+ ∣𝑏∣)
Since 𝑎 ⊕ 𝑏 = 𝑏 ⊕ 𝑎, the co-difference matrix is also
symmetric. The new operator decreases the computational cost
of tracking by replacing the multiplication operator by the
addition operator in some processors.
For 𝑑-dimensional feature vector sets, the corresponding
covariance and co-difference matrices of features has size
𝑑×𝑑. These matrices of the feature points inside R are used to
represent region R. Initially, the covariance and co-difference
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matrices are used to model the target and in the following
image frames of the video they are used to find the estimated
target locations.
4) Distance Metric and Target Location Estimation: In both
covariance and co-difference tracking methods, to obtain the
most similar region to the given target window, distances
between matrices corresponding to the target window and the
candidate regions are calculated. Since the space of covariance
and co-difference matrices are not vector spaces, subtraction
of two matrices would not be a valid measure. Therefore, a
distance metric needs to be introduced for finding the best
candidate region match and estimating that region as the target
location. The distance metric used in both tracking algorithms





where {𝜆𝑘(C𝑖,C𝑗)} is the set of generalized eigenvalues of
matrices C𝑖 and C𝑗 .
At each frame, neighboring regions of the previously es-
timated location of the target are defined as the candidate
regions. The descriptive matrix of these candidate regions are
computed and the region with the smallest distance to the
matrix representing the target is assigned as the estimated
target location in that image frame. This operation is repeated
for each frame.
B. Two-dimensional (2D) Cepstrum Analysis of the Target
The proposed cepstrum analysis method includes the com-
putation of the 2D-cepstrum of the initial target window
and the candidate regions at each frame. The 2D-cepstrum
analysis is used as cepstrum is an amplitude invariant feature
extraction method, therefore, cepstral domain coefficients of
a region remains unchanged under light intensity variations.
This property of cepstrum provides robustness to illumination
variations at the target region.
Cepstral domain feature extraction is widely used in speech
processing applications [14]. The cepstrum operator was first
introduced by Tukey [15]. The real cepstrum ?̂?[𝑛] of a signal
𝑥 is defined as the inverse Fourier transform of the log-
magnitude Fourier spectrum of 𝑥.
Let 𝑥[𝑛] be a discrete signal. Its cepstrum ?̂?[𝑛] is defined
as follows:
?̂?[𝑛] = 𝐹−1{ln(∣𝐹{𝑥[𝑛]}∣)}
where 𝐹{.} represents the discrete-time Fourier Transform, ∣.∣
is the magnitude, ln(.) is the natural logarithm and 𝐹−1{.}
is the inverse discrete-time Fourier Transform operator. In our
approach, 2D-cepstrum is used. For a region R, 2D-cepstrum
of R, R̂ is defined as follows:
R̂ = 𝐹−12D {ln(∣𝐹2D{R}∣)}
where 𝐹2D{.} is the 2D discrete-time Fourier Transform and
𝐹−12D {.} is the inverse 2D discrete-time Fourier Transform
operator.
Let the initial 𝑀 ×𝑁 target window denoted as W and the
shadowed version of the target window be represented as Ws.
According to [16], when the region of interest is shadowed, its
intensity is scaled by a constant factor throughout that region.
In our case, this statement corresponds to:
Ws = 𝛼W (1)
where 𝛼 is a positive real number less than 1 for the target
window W. When we compute the 2D-cepstrum of both sides
in Eq. 1 we obtain:
Ŵs = 𝐾𝛼𝛿(𝑥, 𝑦) + Ŵ (2)
where 𝛿 is the dirac delta function, 𝐾𝛼 is a constant, Ŵs and
Ŵ are the 2D-cepstrums of Ws and Ws, respectively. In the
proposed 2D-cepstrum analysis, Eqn. 2 reveals the fact that
the output 2D-cepstrum coefficients except the (0,0)-indexed
(magnitude) coefficient remains unchanged under intensity
variations for the analyzed region. That is:
Ŵs(𝑖, 𝑗) = Ŵ(𝑖, 𝑗), ∀(𝑖, 𝑗) ∕= (0, 0)
Therefore, to obtain additional target characteristics robust to
illumination variations, the output 2D-cepstrum coefficients
except the magnitude coefficient should be used as cepstral
domain feature parameters.
Cepstral domain feature parameters of the target region
are incorporated to the covariance and co-difference matrix
as additional features. The approach introduced in this paper
is to increase the size of the matrices and add the 2D-
cepstrum coefficients except the magnitude coefficient found
by analyzing the target region to the matrix.
For a 𝑑-dimensional feature vector set, the corresponding
covariance or co-difference matrix of features has size 𝑑× 𝑑.
Let the matrix be denoted as C. The modified covariance or
co-difference matrix Cm including the output 2D-cepstrum






where V is 𝑑×𝑧 matrix containing output 2D-cepstrum coeffi-
cients and V𝑇 is the transpose of V. Therefore, additional 𝑑.𝑧
values are included in the matrix for robustness. Notice that
the modification is done in such a way that the symmetrical
property of covariance and co-difference matrices is preserved.
IV. EXPERIMENTAL RESULTS
In this section, outcomes of the proposed algorithms are pre-
sented and comparisons with the covariance tracking approach
are presented.
The experimental results are obtained for V selected as
V =
[
Ŵ(1, 2)Ŵ(2, 1)Ŵ(2, 2)Ŵ(2, 3)...Ŵ(3, 4)
]𝑇
where Ŵ is the output 2D-cepstrum matrix of the target
window W. In this case, 𝑑 = 7 and 𝑧 = 1 and the
corresponding modified covariance matrix has a size of 8× 8.
The performance of the covariance, cepstrum-based co-
variance and cepstrum-based co-difference tracking methods
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are measured using 10 video sequences adding up to more
than 2000 frames. The video sequences are composed of
moving and stationary camera recordings. In order to compare
the performance of the tracking algorithms quantitatively, the
approach taken in [17] is used. The detection rate is defined
as the ratio of the number of frames the object location is
accurately estimated to the total number of frames in the
sequence. The estimated location is considered accurate if the
estimate window center is within the 10×10 neighborhood of
the tracked object center. Some of the resultant performances
of the tracking methods are given in Table 1, 2 and 3. It is
observed that the proposed algorithms increase the detection
rates of the covariance tracking method and the cepstrum-
based covariance tracking method performs slightly better than
the cepstrum-based co-difference tracking method in most of
the video sequences.
TABLE I: Performance of the Covariance Tracking Method
Total Frames Missed Detection Rate
Shadowed Street 225 27 88.0
Woman walking 341 25 92.7
Dog running 156 11 92.9
Two friends 571 54 90.5
People group 125 7 94.4
Talking man 401 62 84.5
Pink shirt 364 22 93.9
TABLE II: Performance of the Cepstrum-based Covariance
Tracking Method
Total Frames Missed Detection Rate
Shadowed Street 225 12 94.6
Woman walking 341 7 97.9
Dog running 156 3 98.1
Two friends 571 21 96.3
People group 125 2 98.4
Talking man 401 17 95.8
Pink shirt 364 10 97.3
TABLE III: Performance of the Cepstrum-based Co-difference
Tracking Method
Total Frames Missed Detection Rate
Shadowed Street 225 16 92.9
Woman walking 341 12 96.5
Dog running 156 8 94.9
Two friends 571 16 97.2
People group 125 5 96.0
Talking man 401 22 94.5
Pink shirt 364 16 95.6
Some tracking algorithm outcomes are presented in figures.
In Fig. 1, the man talking on the phone is walking into
the building. When the man approaches to entrance of the
building, the light intensity on him decreases. The covariance
tracking method loses the target before he enters the building.
However, the modified covariance and co-difference tracking
methods track the man accurately until he enters the building.
In Fig. 2, two men are walking into a shadowed area. Initially,
the man wearing a pink shirt is introduced as target to all
tracking methods. It is observed in Fig. 2a that as illumination
changes, the co-difference tracking method starts to lose the
target and eventually the tracker completely loses the track
of the target whereas in Fig. 2b and Fig. 2c, the modified
covariance and co-difference tracking methods track the target
successfully even there are abrupt light intensity changes in
the scene. Two men walking into a darker region is tracked in
Fig. 3 using the covariance tracking, the proposed modified
covariance and co-difference tracking methods. The video
sequence introduces a continuously decreasing target light
intensity as the frames advances. The proposed object tracking
algorithm manages to track the targets at each frame. However,
the covariance tracking algorithm loses one of the targets at
some point (Fig. 3a). In Fig. 4, a woman is walking into a
darker region with her friends. In this case, Fig. 4a shows
that although the co-difference tracker does not lose the target
completely, the tracking is not robust due to the changes
in the target model caused by illumination variations. It is
observed from figures Fig. 4b and Fig. 4c that the proposed
object tracking methods perform well by using the introduced
additional cepstral domain target features. Fig. 5 can be seen in
web-page [18]. The covariance tracking method differentiates
the moving target from the clutter (other man) under sunlight
successfully. However, when the target model changes due
to illumination variation, the tracker fails and starts to track
the clutter. In contrast, the proposed tracking methods are
successful throughout the video sequence and even though the
target gets into the shadowed region, they manage to track the
target until it gets out of the video frame.
Fig. 1, 2, 3, 4 and 5 shows that the proposed object
tracking methods perform better than the ordinary covariance
and co-difference tracking methods under varying illumination
conditions. The proposed methods are tested under abrupt
illumination changes, continuously varying light intensity con-
ditions and in the presence of a clutter. It is clear from our
comparisons that there is need to adapt the changes in the
target model under varying illumination conditions for robust
object detection and accurate object recognition. It is observed
that the introduction of the output 2D-cepstrum values of
the target region to the covariance and co-difference matrices
increases the robustness of the tracking algorithms to light
intensity changes.
V. CONCLUSION
In this paper, an object tracking method based on cep-
strum analysis is proposed for robust object tracking under
varying illumination conditions. The proposed object tracking
method combines the covariance tracking method and the
2D-cepstral features of the target region. The 2D-cepstrum
is used because the cepstrum retains the underlying color
and texture information under light-intensity variations. The
method is applied to video sequences in which the intensity of
the target region varies and it is experimentally observed that
the proposed method produces better results than the ordinary
covariance tracking method. Co-difference method provides a





Fig. 1: A man walking into a building. (a) Covariance Tracker (b) Cepstrum-based Covariance Tracker (c) Cepstrum-based
Co-difference Tracker
method because it does not require any multiplications during
tracking.
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Fig. 4: A woman walking into a darker region. (a) Co-difference Tracker (b) Cepstrum-based Covariance Tracker (c) Cepstrum-
based Co-difference Tracker
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