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Abstract
The framework of this thesis is the backhaul of radio access networks (RANs). We
refer to backhaul as the infrastructure connecting the base stations of a cellular
networks to either the radio network controller (RNCs) nodes or the core network
nodes. In particular, this thesis addresses the issues associated to the congestion
of the backhaul and the control algorithms that manage the resources of this
infrastructure.
The potential problems caused in the RAN by the backhaul congestion are of
different nature depending on the RAN technology. We will provide a historical
overview of the evolution of the RAN technologies over the last two decades, focus-
ing on the functionalities relying on the backhaul, and how each generation imposes
different and somewhat more stringent demands on the backhaul infrastructure.
Along this work we focus chronologically on a specific RAN generation, starting
with 3G, in particular Universal Mobile Telecommunication System (UMTS), then
3.5, High Speed Data Access (HSPA) and 4G Long Term Evolution (LTE). On each
one, we study the impact of backhaul congestion on the RAN performance and
propose a strategy to optimally control and manage the resources of the system.
The objectives of this thesis can be formulated as follows:
1. To develop and evaluate effective control schemes to improve the performance
of the transport channel synchronization functionality under backhaul con-
gestion. The technological framework of this first objective is 3G (UMTS).
2. To develop and evaluate flow control mechanisms that jointly consider the
radio interface and the backhaul. The technological framework of this second
objective is 3.5G (HSPA).
3. To study the impact of backhaul congestion on downlink scheduling over the
radio interface. The technological framework of this second objective is 3.5G
(HSPA).
4. To develop and evaluate mechanisms for coordinate resource allocation at
both the radio interface and the backhaul.
5. To address previous objective with proposals that are compliant with the
technical specifications of the involved protocols.
With regard to this last objective, we consider that it is not fully realistic to
come up with algorithms implying changes in systems that are already standard-
ized and widely deployed. However, 3GPP standards do not pretend to define
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every algorithm involved, since the 3GPP’s main objective is to clearly specify the
interfaces to allow the interoperability between operators and different vendors’
devices. The internal mechanisms contained in different layers of the protocol
stack to accomplish each task are generally left open to operator or vendor choice.
Especially resource management functions (such as scheduling or congestion con-
trol). This approach leverages innovation and research within the industry and
the academia, and allows that mechanisms as the ones presented in this thesis be
feasible within existing standardized cellular networks.
The main objective of transport channel synchronization in UMTS is to make
sure that the frames sent by the RNC arrive on time to the Nodes B (NBs) to be
transmitted over the radio interface. For this task, the 3GPP specifies an algorithm
known as timing adjustment (TA) that controls the delay suffered by the frames
over the interface (Iub) connecting each NB with its corresponding RNC. The
TA can add or subtract a certain quantity to the transmission delay. We show
that the typical mechanism reacts too slowly in situations where the Iub delay
increases abruptly, e.g. under transient congestion of the Iub. Besides, this classic
algorithm shows potential instability issues in scenarios of very high delay. We
address this problem using the tools of discrete-time control theory, which allows
us to propose a new scheme that assures stability under any circumstances and
improves the classical mechanism. The performance evaluation is carried out by
means of simulation and considering realistic traffic scenarios for the Iub.
With the introduction of HSPA (3.5G) in UMTS, the scheduling function was
moved from the RNC to the Node B, imposing the inclusion of new data buffers at
the NBs. Additionally, this redistribution of the data storage function between the
RNCs and the NBs created the need of a flow control mechanism regulating the
data transfers on the Iub. We model and analyze this mechanism as a quadratic
optimization problem, and exploit this approach to propose a new flow control
scheme that minimizes the end-to-end delay over the RAN by considering no only
the situation of the NB buffer, but also of the RNC buffers. Our approach is a
backhaul-aware optimal flow control system for RAN.
Finally, in LTE (4G) systems, the peak transmission rates achievable by a user
over the radio interface have boosted compared to previous generations. For the
first time operators, vendors and the academic community agree on the need to
optimize the backhaul resources, not only the radio resources. In fact, our point
is that backhaul congestion impacts the performance of radio resource allocation
and this function should be redesigned taking into consideration the capacity lim-
vitation of the backhaul. We use network utility maximization (NUM) techniques
to address the problem of joint radio-backhaul scheduling. We use a dual decom-
position approach to propose a low-complexity, distributed mechanism, that can
make resource allocation decisions in a subframe basis. Finally, we incorporate the
optimal control policy for tande queues in our mechanism, improving even more
the performance compared to non-coordinated schedulers.
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Resumen
Esta tesis se enmarca en el estudio de la red de transporte de las redes de acceso ra-
dio (radio access networks, RANs), tambien denominado backhaul. En particular
esta tesis aborda los problemas asociados a la congestio´n en el backhaul mediante
una aproximacio´n basada en teor´ıa de control y la optimizacio´n matematica. los
problemas causados por la congestio´n en el backhaul son de distinta naturaleza
dependiendo de la tecnolog´ıa RAN a la que da soporte. En esta tesis elaboramos
un recorrido histo´rico por la evolucio´n de las tecnolog´ıas RAN durante las dos
u´ltimas de´cadas, en el que nos centramos en las funcionalidades que dependen del
backhaul, y en las diferentes y en general, ma´s exigentes, demandas que e´stas im-
ponen en la infraestructura de backhaul. Iniciamos nuestro recorrido en las redes
3G (Universal Mobile Telecommunication System, UMTS), proseguimos con 3.5G
(High Speed Data Access, HSDA) y finalizamos con 4G (Long Term Evolution,
LTE). Describimos el impacto que la congestio´n del backhaul tiene en cada una de
ellas y se proponen mecanismos de control para contrarrestar sus efectos negativos.
Los objetivos de esta tesis son los siguentes:
1. Proponer y evaluar mecanismos de control que mejoren el rendimiento de la
sincronizacio´n de canal de transporte en FP en situaciones de congestio´n del
backhaul. El marco tecnolo´gico de este objetivo son las redes 3G (UMTS).
2. Proponer y evaluar mecanismos de control de flujo que consideren conjun-
tamente el interfaz radio y en el backhaul. El marco tecnolo´gico de este
objetivo es 3.5G (HSPA).
3. Proponer y evaluar un scheduling radio que considere conjuntamente los
recursos del interfaz radio y del backhaul. El marco tecnolo´gico de este
objetivo es 4G (LTE).
4. Proponer y evaluar mecanismos de asignacio´n coordinada de recursos en el
interfaz radio y el backhaul. El marco tecnolo´gico de este objetivo es 4G
(LTE).
5. Abordar los objetivos anteriores dentro de la compatibilidad con las especi-
ficaciones te´cnicas de los protocolos implicados.
Con respecto al u´ltimo objetivo, consideramos que no resulta realista plantear
algoritmos que impliquen un cambio en sistemas ya estandarizados y de amplio
despliegue. Sin embargo, las especificaciones del 3GPP no tienen vocacio´n de
definir el funcionamiento de todos los algoritmos involucrados ya que su obje-
tivo u´ltimo es determinar claramente las interfaces para facilitar la interconexio´n
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entre dispositivos y equipos de distintos fabricantes y operadores. Los mecanis-
mos que internamente emplean muchos protocolos para realizar ciertas tareas, en
particular algoritmos de gestio´n de recursos o scheduling, se dejan abiertos a la
implementacio´n de los fabricantes, de forma que e´stos pueden diferenciarse tec-
nolo´gicamente unos de otros en un entorno de competencia. Esto permite que
nuevos mecanismos como los propuestos en este trabajo tengan cabida en los sis-
temas considerados.
El objetivo principal de la Sincronizacio´n de Canal de Transporte en redes
UMTS es que las tramas enviadas por la RNC lleguen a tiempo a los Nodos B
para su transmisio´n a trave´s del interfaz radio. Para ello, el 3GPP especifica
un algoritmo conocido como Timing Adjustment que se encarga de controlar el
retraso que experimentan las tramas en el interfaz Iub sumando o restando una
cantidad constante. Este algoritmo reacciona con demasiada lentitud ante varia-
ciones abruptas del retardo del interfaz Iub y, adema´s, se puede volver inestable
en escenarios de alta demora. Son situaciones que pueden estar propiciadas, entre
otros motivos, por la congestio´n en el backhaul. Aplicando teor´ıa de control en
tiempo discreto, proponemos un nuevo mecanismo que garantiza la estabilidad en
cualquier situacio´n y mejora el rendimiento del algoritmo cla´sico. Las medidas de
rendimiento se realizan mediante un simulador de la red UTRAN (UMTS RAN)
teniendo en cuenta condiciones reales de tra´fico en el interfaz Iub.
Con la incorporacio´n de HSPA en las redes UMTS la funcio´n de scheduling se ha
desplazado desde la RNC hasta el Nodo B, generando la necesidad de unos buffers
en el Nodo B. A su vez, esta nueva distribucio´n de la capacidad de almacenamiento
entre la RNC y el Nodo B requiere de un mecanismo de control de flujo que regule
la transferencia de datos entre ambos. En esta tesis realizamos un detallado estudio
anal´ıtico de este control de flujo aborda´ndolo como un problema de optimizacio´n
cuadra´tica. Partiendo de este ana´lisis desarramos un nuevo algoritmo de control de
flujo que consigue minimizar el retardo extremo a extremo gracias a que incorpora
como para´metro la ocupacio´n de los buffers de la RNC (adema´s de la ocupacio´n en
el Nodo B), algo que no se hab´ıa considerado en algoritmos anteriores. Se trata,
por tanto, de un control de flujo consciente del backhaul (backhaul-aware).
Desde la implantacio´n de LTE (4G), la tasas ma´ximas de transmisio´n alcan-
zables en el interfaz radio se han disparado con respecto a las anteriores genera-
ciones de sistemas mo´viles. Por primera vez operadores, fabricantes y comunidad
acade´mica coinciden en la necesidad de optimizar el uso los recursos del back-
haul adema´s de los recursos radio. En esta tesis estudiamos el impacto que tiene
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el backhaul en el algorimo de gestio´n de recursos radio, o scheduling. Para ello
consideramos un escenario sencillo compuesto por una sola celda y una infreastruc-
tura backhaul consistente en un enlace punto-a-punto de capacidad C. Mostramos
que cuando el backhaul es el cuello de botella, el rendimiento del scheduler radio
con consideraciones de backhaul es claramente superior al scheduler convencional.
Haciendo uso de te´cnicas de optimizacio´n de la utilidad de la red (NUM), abor-
damos de forma conjunta la gestio´n de recursos radio y del backhaul. Empleando
descomposicio´n dual, proponemos un mecanismo distribuido y de baja carga com-
putacional que permite generar decisiones de asignacio´n de recursos en el backhaul
y en el interfaz radio, de forma coordinada y subtrama a subtrama. Finalmente,
incorporamos en nuestro algoritmo el control o´ptimo de colas tandem, mejorando
au´n ma´s el rendimiento respecto a los schedulers no coordinados.
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CHAPTER 1
Introduccio´n
1.1 Introduccio´n
Esta tesis aborda los problemas asociados a la congestio´n en la infraestructura
de transmisio´n que da soporte a la red de acceso radio (RAN) de las redes celu-
lares. En el a´mbito de los operadores y fabricantes de equipos, esta infraestructura
se ha venido denominando red de transporte, aunque recientemente se ha adop-
tado ampliamente el te´rmino backhaul tanto en la industria como en el mundo
acade´mico. Como veremos, los problemas causados por la congestio´n en el back-
haul son de distinta naturaleza dependiendo de la tecnolog´ıa RAN a la que da
soporte. Por ejemplo, en los esta´ndares del Third Generation Partnership Project
(3GPP) para redes Universal Mobile Telecommunication System (UMTS), a las
que nos referiremos como redes de tercera generacio´n o 3G, la congestio´n puede
dar lugar a incrementos abruptos del retardo que, a su vez, pueden causar proble-
mas de sincronizacio´n a nivel de trama entre las estaciones base (Nodos B o NBs)
y las estaciones de control (RNCs). Este problema, sin embargo, no existe en las
redes Long Term Evolution (LTE), que denominaremos 4G, ya que en ellas todas
las funcionalidades radio se concentran en las estaciones base (conocidas como
evolved Nodes B, o eNBs), y por tanto no implementan ningu´n mecanismo de sin-
cronizacio´n de trama entre RNC y eNBs. En esta tesis se ponen de manifiesto las
diferencias entre las redes 3G (UMTS), 3.5G (HSDPA) y 4G (LTE), se describen
los retos que la congestio´n del backhaul plantea en cada una de ellas y se proponen
mecanismos de control para contrarrestar sus efectos negativos.
Hasta cierto punto resulta sorprendente que la congestio´n en la red de back-
haul haya sido un aspecto de las redes celulares pra´cticamente ignorado por la
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comunidad cient´ıfica hasta la introduccio´n de 4G a principios de esta de´cada. So´lo
entonces han comenzado a aparecer ciertas contribuciones en las que la posible
escasez de recursos en el backhaul era tomada en cuenta. Histo´ricamente toda
la atencio´n acade´mica se dirig´ıa al interfaz radio. Posiblemente este cambio de
actitud ha sido propiciado porque los operadores han de destinar una proporcio´n
cada vez mayor de su inversio´n al backhaul para poder garantizar las tasas de
transmisio´n de las nuevas estaciones 4G. Al verse obligados a realizar un dimen-
sionamiento ma´s ajustado, resulta ma´s necesario un control eficaz de la congestio´n
para poder garantizar la calidad de servicio que los usuarios esperan de las nuevas
redes. La necesidad de desarrollar me´todos eficaces para controlar la congestio´n y
reducir sus efectos se ha trasladado a los fabricantes y, finalmente, a la comunidad
cient´ıfica. Esta tesis, no obstante, se inicio´ mucho antes de que el backhaul RAN
fuera considerado un asunto de intere´s cient´ıfico. Tal como siempre cre´ımos, el
tiempo nos ha dado la razo´n.
1.2 Motivacio´n
En las redes 3G uno de los efectos potenciales de la congestio´n en el backhaul
de la RAN es la variacio´n abrupta del retardo en el interfaz Iub, que conecta los
NBs con las RNCs. En dicho interfaz se define un protocolo de capa 2 denominado
Frame Protocol (FP), descrito en las especificaciones TS 25.427 [1] y TS 25.402 [2].
Estas fluctuaciones de retardo afectan directamente a una de las funcionalidades
esenciales del FP, la sincronizacio´n de canal de transporte.
El protocolo FP encapsula en tramas los bloques de datos (Transport Blocks)
intercambiados entre la RNC y el usuario, que son de taman˜o variable. Una de
las funciones de FP es indicar al destino el formato que en el que se env´ıan los
bloques de transmisio´n enviados y recibidos. Este formato viene determinado por
el tipo de canal de transporte, el tipo y la cantidad de datos que se transmiten
y si el canal de transporte es dedicado o compartido. En sentido downlink, FP
desempen˜a otra funcio´n de gran importancia: regular el instante de env´ıo de las
tramas de forma que e´stas lleguen al Nodo B dentro de una ventana de recepcio´n.
Mediante este procedimiento, denominado sincronizacio´n de canal de transporte,
se pretende que las tramas lleguen al Nodo B a tiempo para ser transmitidas por el
interfaz radio y al mismo tiempo, que el tiempo de encolamiento en el Nodo B sea
pequen˜o. La transmisio´n por el interfaz radio se realiza con una temporizacio´n fija,
cada Transmisio´n Time Interval (TTI). La duracio´n de cada TTI (tTTI) puede
ser de 10, 20, 40 u 80 ms. El objetivo fundamental es que el encolamiento de las
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tramas se produzca en la RNC, puesto que es en este elemento donde se ubican los
algoritmos de scheduling y gestio´n de recursos, y no en el Nodo B. Adema´s, no es
conveniente que el Nodo B almacene muchas tramas, ya que e´stas sera´n enviadas
aunque el usuario abandone la celda, causando una interferencia innecesaria.
El u´nico me´todo documentado ([3], [4]) de sincronizacio´n de canal de transporte
en FP es un mecanismo de ajuste del instante de env´ıo de las tramas FP desde la
RNC basado en sumar o restar un valor constante al momento planificado de env´ıo.
Pese a su sencillez, este mecanismo basa su funcionamiento en varios para´metros
configurables que tienen un efecto directo en la tasa de pe´rdida de tramas y el
tra´fico de sen˜alizacio´n en el Iub y cuya configuracio´n tampoco se ha abordado de
manera rigurosa. Adema´s, la velocidad de respuesta del mecanismo cla´sico es muy
lenta ante situaciones de incremento brusco del retardo en el Iub.
Naturalmente, existen otros causas, aparte de la congestio´n del backhaul, para
que el Iub experimente una variacio´n abrupta de retardo, por ejemplo:
• Porque mecanismos de gestio´n de prioridades en la red de transporte retengan
durante un tiempo determinados flujos de datos FP de menor prioridad.
• Cuando los sistemas de ingenier´ıa de tra´fico o de restauracio´n de rutas en-
caminan los flujos Iub de un Nodo B por un trayecto f´ısico distinto.
• Si la fuente ha estado inactiva durante un tiempo suficiente para que el
retardo experimente una deriva considerable, incapaz de ser seguida por el
mecanismo de sincronizacio´n DCH.
Para dar una idea del orden de magnitud de las diferencias de retardo entre
diferentes “ramas” Iub, si consideramos los ejemplos proporcionados en TR 25.853,
una rama puede tener un retardo de 12 ms y otra de un retardo de 31 ms. En
estos ejemplos, el servicio considerado es el servicio de voz y la red de transporte
es ATM. Si se consideran servicios de datos y red de transporte IP, los retardos
pueden ser mayores.
El problema con el algoritmo cla´sico es, por un lado, que su reaccio´n es lenta
en relacio´n a la magnitud del incremento del retardo. Esto provoca que en una
situacio´n de incremento de retardo se pierdan muchas tramas FP consecutivas,
afectando al rendimiento de las capas superiores. Si la situacio´n es de reduccio´n
del retardo, se producira´ un encolamiento excesivo en el Nodo B, reduciendo la
efectividad de los algoritmos de scheduling y de gestio´n de recursos radio. Por
otro lado, dependiendo de la configuracio´n de para´metros y de la magnitud del
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retardo en el Iub, el algoritmo de ajuste temporal puede sufrir un comportamiento
no estable.
En 3.5G y 4G desaparece el mecanismo de sincronizacio´n de canal de trans-
porte, pero el incremento de tra´fico por usuario y de la capacidad de transmisio´n
del interfaz radio hacen que el backhaul se convierta en el cuello de botella con
ma´s frecuencia. De hecho, ha sido el aumento de capacidad del interfaz radio de
las estaciones la causa de que tanto la industria como el mundo acade´mico comien-
zan a prestar una atencio´n creciente al backhaul. En el caso de 4G, el aumento
de capacidad viene acompan˜ado por la creciente densificacio´n de la red, con el
despliegue de celdas pequen˜as o small-cells, que permiten reducir la distancia del
enlace radio aumentando as´ı su capacidad. Adema´s, las small-cells dan servicio
a un nu´mero reducido de usuarios, por lo que cada usuario puede alcanzar tasas
medias mayores. En resumen, el aumento de capacidad de las redes conlleva un
aumento de capacidad y capilaridad en el backhaul y por tanto, el coste del mismo
comienza a convertirse en una parte cada vez mayor del gasto en inversio´n (Capital
Expenditure, CAPEX), y en el caso de los despliegues de small-cells, superando el
coste de las propias estaciones.
Como el propio 3GPP indica en TR 36.932 [5], coexisten dos tipos de in-
fraestructura en el backhaul: el tipo 1, considerado el caso ideal, y basado en fibra
o´ptica y el tipo 2, no ideal, y compuesto por l´ıneas DSL, y enlaces microondas.
Para este segundo caso la gestio´n eficiente del ancho de banda en el backhaul es
un aspecto cr´ıtico. Este problema enlaza directamente con uno de los temas recur-
rentes en investigacio´n de redes inala´mbricas: el scheduling o gestio´n de recursos
en el interfaz radio. Existe una extens´ısima bibliograf´ıa en relacio´n al scheduling
en el interfaz radio, pero hasta el momento, la gestio´n de recursos en el backhaul y
el scheduling radio se han considerado temas disjuntos. Sin embargo, puesto que
el cuello de botella del sistema puede estar ubicado indistintamente en el interfaz
radio o en el backhaul, una de las principales motivaciones de este trabajo es que
se deben proponer y analizar mecanismos de asignacio´n de recursos que consideren
conjuntamente los recursos de interfaz radio y del backhaul.
1.3 Objetivos
Dados los precedentes y motivaciones expuestas en el anterior apartado, los obje-
tivos de esta tesis son los siguientes:
1. Proponer y evaluar mecanismos de control que mejoren el rendimiento de la
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sincronizacio´n de canal de transporte en FP en situaciones de congestio´n del
backhaul.
2. Proponer y evaluar mecanismos de control de flujo que consideren conjunta-
mente el interfaz radio y el backhaul.
3. Estudiar el impacto de la congestio´n del backhaul en el scheduling radio.
4. Proponer y evaluar mecanismos de asignacio´n coordinada de recursos en el
interfaz radio y el backhaul.
5. Abordar los objetivos anteriores dentro de la compatibilidad con las especi-
ficaciones te´cnicas de los protocolos implicados.
Con respecto al u´ltimo objetivo, consideramos que no resulta realista plantear
algoritmos que impliquen un cambio en sistemas ya estandarizados y desplega-
dos. Sin embargo, las especificaciones del 3GPP no tienen vocacio´n de definir el
funcionamiento de todos los algoritmos involucrados ya que su objetivo u´ltimo
es determinar claramente las interfaces para facilitar la interconexio´n entre dis-
positivos de distintos fabricantes y operadores. Los mecanismos que internamente
emplean muchos protocolos para realizar ciertas tareas, en particular algoritmos de
gestio´n de recursos o scheduling, se dejan abiertos a la implementacio´n de los fab-
ricantes, de forma que estos pueden diferenciarse tecnolo´gicamente unos de otros
en un entorno de competencia. Esto permite que nuevos mecanismos, como los
propuestos en este trabajo, tengan cabida en los sistemas considerados.
1.4 Metodolog´ıa
La metodolog´ıa general empleada para abordar cada objetivo consta de las sigu-
ientes fases:
1. Planteamiento del problema. Incluye documentacio´n y revisio´n del es-
tado de la te´cnica (gestio´n de recursos backhaul y herramientas matema´ticas).
2. Construccio´n de la hipo´tesis. La hipo´tesis es el mecanismo propuesto.
El planteamiento se lleva cabo en dos fases.
a) Formulacio´n matema´tica del problema en el marco de la herramienta
matema´tica empleada.
b) Resolucio´n del problema mediante un algoritmo de control.
3. Experimentacio´n.
a) Desarrollo de software de simulacio´n. En esta fase se tendra´n en cuenta
las especificaciones del 3GPP en cada a´mbito considerado.
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b) Evaluacio´n nume´rica de las propuestas. Esta fase se compone a su vez de
tres etapas: i) Implementacio´n de los mecanismos a evaluar, incluyendo
los benchmark; ii) simulacio´n y obtencio´n de resultados nume´ricos es-
tad´ısticamente significativos; iii) revisio´n de la hipo´tesis de partida en
base a los resultados (vuelta al punto 2) o finalizacio´n del proceso.
Dada la naturaleza del mecanismo de sincronizacio´n del canal de transporte,
resulta posible modelarlo como un sistema de control en tiempo discreto con ciertas
asunciones que, como se vera´, tienen poco impacto en la veracidad de los resul-
tados. Este tipo de modelado es novedoso en este a´mbito y permite plantear y
analizar de una forma meto´dica y rigurosa nuevos algoritmos para FP empleando
te´cnicas cla´sicas de sistemas de control en tiempo discreto. Para la validacio´n de
los resultados derivados del ana´lisis nume´rico, se ha desarrollado un simulador que
implementa el protocolo FP de acuerdo a las especificaciones del 3GPP, empleando
el lenguaje C++ y haciendo uso de la librer´ıa de simulacio´n por eventos discretos
OMNeT++.
Para el disen˜o de mecanismos de control de flujo que contemplen conjuntamente
el interfaz radio y el backhaul se empleara´n tambie´n herramientas matema´ticas de
control, en este caso basadas en programacio´n dina´mica y optimizacio´n convexa.
Uno de los retos que plantea el uso de estas herramientas es encontrar la formu-
lacio´n adecuada que permita que el algoritmo resultante tenga una baja carga
computacional.
El estudio de la influencia de los recursos de backhaul en el scheduling radio
esta´ fundamentado en la te´cnica de maximizacio´n de la utilidad de red (network
utility maximization, NUM), que emplea conceptos de la teor´ıa de utilidad para
un reparto justo de los recursos y te´cnicas de optimizacio´n convexa. En particular
empleamos el me´todo basado en las condiciones Karush-Kunh-Tucker (KKT) para
encontrar, en ciertos casos, expresiones cerradas para la asignacio´n de recursos.
Finalmente, para el disen˜o de un mecanismo scheduling coordinado para radio
y backhaul, volvemos a hacer uso de la metodolog´ıa NUM. Su implementacio´n
distribuida se apoya en te´cnicas de descomposicio´n dual. Usamos te´cnicas de
control o´ptimo de redes de colas para mejorar el algoritmo obtenido con NUM. En
particular, adaptamos la pol´ıtica de control o´ptima de colas en ta´ndem, basada en
un modelo fluido de colas, para incorporarla en el mecanismo distribuido.
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1.5 Contenido de la Tesis
El resto de esta memoria se organiza en los siguientes cap´ıtulos:
Cap´ıtulo 2, en el que se repasa la evolucio´n del backhaul desde las primeras
fases de 3G hasta las actuales redes LTE-Advanced, dedicando especial atencio´n
a los problemas asociados a la congestio´n en el backhaul.
Cap´ıtulo 3. En este cap´ıtulo se presenta nuestra propuesta de mecanismo de
ajuste temporal mediante te´cnicas de control en tiempo discreto, tal como estipula
el objetivo 1. El escenario de aplicacio´n de este cap´ıtulo son las redes 3G (UMTS).
Cap´ıtulo 4. Este cap´ıtulo desarrolla una nueva metodolog´ıa de control de
flujo en el backhaul que tiene en cuenta el estado de los buffers tanto del backhaul
como del interfaz radio. El escenario de aplicacio´n son las redes 3.5G (HSPA).
Cap´ıtulo 5. En este cap´ıtulo se estudia el efecto de considerar la limitacio´n
de recursos del backhaul en el scheduling radio. El escenario de aplicacio´n son las
redes 4G (LTE).
Cap´ıtulo 6. En este cap´ıtulo se desarrollan y evalu´an mecanismos para la
asignacio´n coordinada de recursos radio y backhaul. El escenario de aplicacio´n
son las redes 4G (LTE).
Cap´ıtulo 7, donde se resumen las conclusiones de esta tesis.
1.6 Contribuciones de esta Tesis
Esta tesis ha dado lugar, hasta el momento de su redaccio´n, a dos art´ıculos pub-
licados en revistas litadas en el Journal Citation Reports (JCR) [6], [7], a tres
contribuciones en congresos internacionales [8], [9], [10] y tres contribuciones en
congresos nacionales [11], [12], [13].

CHAPTER 2
El Backhaul de las Redes
Celulares
Resumen: En este cap´ıtulo realizamos un recorrido histo´rico a trave´s de
la evolucio´n que ha experimentado, durante las dos u´ltimas de´cadas, la in-
fraestructura de interconexio´n de las estaciones radio. Esta infraestructura,
conocida actualmente como backhaul, es una parte fundamental de la red
de acceso radio (RAN), y su evolucio´n ha sido paralela a la de las redes
celulares. Iniciamos el recorrido en las redes de tercera generacio´n (3G), en
particular Universal Mobile Telecommunications System (UMTS), continu-
amos con 3.5G, High Speed Data Access (HSPA) y acabamos en 4G, Long
Term Evolution (LTE) y LTE-Advanced, tecnolog´ıa a la que prestamos una
especial atencio´n por ser la ma´s actual y la que ha propiciado que tando la
industria de las telecomunicaciones como el mundo acade´mico dirijan una
mayor atencio´n al backhaul. En este cap´ıtulo repasamos las principales
funcionalidades a las que el backhaul da soporte en cada una de las gen-
eraciones mencionadas, y los requerimentos que la red mo´vil impone en el
backhaul. Discutimos por que´ el disen˜o del backhaul y de los mecanismos
de control que lo gestionan son tareas cada vez ma´s relevantes y suponen
un reto te´cnico de mayor nivel.
2.1 Introduccio´n
Todas las redes de acceso radio necesitan, en general, algu´n tipo de infraestructura
de cable o inala´mbrica para conectar sus estaciones radio con los nodos de control
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y conmutacio´n. A esta infraestructura se la ha denominado historicamente como
red de transporte, aunque actualmente se emplea ma´s habitualmente el te´rmino
backhaul. El conjunto formado por las estaciones radio y el backhaul que las inter-
conecta se conoce como RAN (radio access network). En este cap´ıtulo realizamos
un recorrido histo´rico por la evolucio´n del backhaul desde las redes 2G (GSM)
hasta las actuales redes 4G (LTE), detenie´ndonos en los aspectos de intere´s en
esta tesis: funcionalidad del backhaul, especificaciones de sus interfaces, requer-
imientos de ancho de banda y mecanismos de control de calidad de servicio.
Durante las u´ltimas dos de´cadas, las redes backhaul han evolucionado desde
un red de capa f´ısica de conmutacio´n de circuitos basada en tecnolog´ıas de multi-
plexacio´n por divisio´n en el tiempo (TDM), a una red de conmutacio´n de paquetes
en donde los servicios y aplicaciones de datos consumen ya la mayor parte de los
recursos. Esta evolucio´n tecnolo´gica ha estado siempre acompan˜ada de un incre-
mento constante en los requerimientos de ancho de banda, especialmente con las
redes LTE recientemente desplegadas. Puesto que la capacidad y complejidad de
los enlaces del backhaul determinan una parte cada vez mayor del coste operativo
y de capital (OPEX y CAPEX), los operadores mo´viles esta´n poniendo un e´nfasis
cada vez mayor en optimizar el backhaul RAN. El disen˜o de la red de backhaul se
ha convertido en una parte importante del proceso de planificacio´n de red en las
etapas de despliegue y optimizacio´n de las redes mo´viles. Este mayor intere´s por
parte de los operadores ha propiciado una mayor atencio´n al backhaul tambie´n
por parte de los fabricantes de equipos, que han aumentado sus inversiones en el
desarrollo de tecnolog´ıas que dan respuesta a una mayor variedad de requerimien-
tos y de modelos de negocio. Este esfuerzo conjunto de la industra ha encontrado,
por fin, respuesta por parte de la comunidad acade´mica, que tradicionalmente ha
estado centrada casi en exclusiva en el interfaz radio de las redes mo´viles y que en
los u´ltimos cinco an˜os ha comenzado a incrementar el nu´mero de contribuciones
en las que se tiene en cuenta el backhaul y los retos que e´ste plantea.
2.2 Evolucio´n del Backhaul
Tradicionalmente, ha sido el tra´fico de voz el que ha establecido los requerimientos
de disen˜o de las redes backhaul. Sin embargo, la evolucio´n de los terminales
de usuario y las aplicaciones durante la u´ltima de´cada ha impulsado un mayor
e´nfasis en los servicios de datos. En particular, las redes backhaul tuvieron que
adaptarse para satisfacer los mayores requerimientos de ancho de banda asociados a
la introduccio´n de la tecnolog´ıa high speed packet access (HSPA) y posteriormente,
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a unos requerimientos au´n mayores de long term evolution (LTE) de ma´s reciente
implantacio´n, y su futura actualizacio´n LTE-Advanced.
Cada una de estas evoluciones tecnolo´gicas ha venido acompan˜ada de un in-
cremento en las tasas ma´ximas de transmisio´n de al menos un orden de magnitud
con respecto a la tecnolog´ıa anterior. Estos incrementos implican un aumento del
gasto dedicado al transporte de datos, especialmente si e´ste continu´a basado en las
tecnolog´ıas convencionales de time division multiplexing (TDM) y conmutacio´n de
circuitos. Por tanto, cada vez existe un mayor intere´s en reducir estos costes por
parte de la industria, introduciendo agregacio´n a nivel de paquetes en distintos
puntos intermedios de la RAN. Este mayor intere´s en el backhaul en general ha
encontrado tambie´n su respuesta en el a´mbito acade´mico, en el que la problema´tica
asociada al backhaul ha pasado de ser un tema marginal a convertirse en un hot
topic.
En la tecnolog´ıa 2G el tra´fico originado en una estacio´n base (BTS) era del
orden de unos pocos Mbps, por lo que, aunque se empleaban dispositivos de agre-
gacio´n de tra´fico (basados siempre en conmutacio´n de circuitos), no se sol´ıa plan-
ificar un emplazamiento espec´ıfico para ubicarlos. Fue con la llegada de la tec-
nolog´ıa 3G cuando las funciones de concentracio´n de tra´fico (traffic grooming) y
de optimizacio´n de la carga (payload) comenzaron a convertirse en esenciales y la
red de acceso empezo´ a incorporar nodos espec´ıficos para estas funciones.
La evolucio´n del backhaul se ha producido en varios niveles: requerimientos
de ancho de banda por estacio´n, interfaz f´ısico y protocolos de enlace y/o red.
El consorcio 3GPP aposto´ por la tecnolog´ıa asynchronoous transfer mode (ATM)
como nivel de enlace entre los Nodos B y la radio network controller (RNC).
En las primeras fases de desarrollo de los esta´ndares 3G au´n no se consideraba
IP (Internet Protocol) como una tecnolog´ıa capaz de proporcionar la fiabilidad
y calidad de servicio que TDM era capaz de garantizar en las redes GSM. No
obstante, esta consideracio´n fue´ evolucionando de esa percepcio´n incial de servicio
best effort no orientado a conexio´n, para ser considerado cada vez ma´s como un
tecnolog´ıa asociada a la calidad de servicio. Por ello, los esta´ndares ma´s recientes
del 3GPP especifican IP como la tecnolog´ıa de referencia en redes de acceso.
Los interfaces f´ısicos, por su parte, no esta´n especificados en los esta´ndares, y
su eleccio´n se considera una decisio´n de disen˜o. Debido a la amplia disponibilidad
de redes de acceso de ultima milla basada en tecnolog´ıa PDH (plesiochronous dig-
ital hierarchy) y SDH (synchronous digital hierarchy), los interfaces ma´s comunes
en 2G, y en gran medida tambie´n en 3G, son los E1 (T1 en ciertos pa´ıses). Sin
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Table 2.1: Evolucio´n de los interfaces de las estaciones.
GSM 3G 3G (HSDPA) 3G (HSPA) 4G (LTE)
Ancho de banda (Mbps) 2-4 4-6 9-12 18-24 100-300
Interfaz capas 2/3 N/A ATM ATM IP IP
Interfaz f´ısico PDH PDH PDH/SDH Ethernet Ethernet
embargo, las estaciones 4G demandan anchos de banda generalmente muy superi-
ores al proporcionado por los interfaces E1 y los interfaces de mayor capacidad que
SDH puede soportar se consideran economicamente menos efectivos que el trans-
porte basado en Ethernet. Por tanto, la percepcio´n comu´n es que, una vez que el
pico de tra´fico de una estacio´n supera la capacidad de una portadora E1, la opcio´n
ma´s viable es Ethernet. La tabla 2.1 resume la evolucio´n de los aspectos esenciales
del backhaul a trave´s de los distintos avances tecnolo´gicos experimentados por las
redes celulares en las u´ltimas dos de´cadas. Las estimaciones de ancho de banda
se realizan, como en [14], para una estacion de volumen intermedio de tra´fico. En
todos los casos se consideran estaciones con tres sectories. Para cada sector, en el
caso de GSM, se consideran 5 portadoras de 200 KHz. En 3G se consideran una
portadora de 5 MHz con 60 co´digos, para HSDPA se consideran 2 portadoras con
tasa de pico de 1.8 Mbps, y en HSPA, dos portadoras por sector con tasa de pico
de 3.6 Mbps.
Se dan por tanto dos tendencias de cambio: 1) Los interfaces f´ısicos evolucionan
de E1 (PDH y SDH) hacia Ethernet y 2) Los interfaces de capas 2 y 3 convergen a
IP. La Figura 2.1 muestra distintas fases de cambio en el backhaul partiendo de la
arquitectura 3G hacia 4G. Estas dos tendencias esta´n relacionadas con un cambio
fundamental en la arquitectura RAN de las redes 4G con respecto a las redes 2G
y 3G: las redes 4G desplazan todas las funcionalidades del interfaz radio de las
RNC a las estaciones, como veremos en la siguiente seccio´n.
2.3 El Backhaul en LTE
Dependiendo de la categor´ıa del terminal de usuario, el interfaz radio de LTE
puede proporcionar, en una banda de 20 MHz, tasas ma´ximas de transmisio´n de
datos de entre 100 Mbps y 300 Mbps (de bajada), y una latencia en el plano
de usuario inferior a 5 ms. Desde una perspectiva de backhaul, LTE introduce
importantes cambios estructurales con respecto a UTRAN. Desde el punto de
vista de arquitectura de protocolos, todas las funciones del Radio Link Control
RLC se trasladan a los eNode N, es decir, el backhaul no proporciona transporte
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the change-over day, and some additional equipment may be required at the base station
sites to connect the older generation base stations (e.g. layer 2 or 3 devices supporting
pseudo-wire emulation for TDM and/or ATM interfaces). Replacement areas and dates
need to be carefully selected so that interface between the existing technology MBH
network and the new MBH network can be managed without too high costs. A possible
network evolution scenario is shown in Figure 2.11.
2.5.1.5 Leased Lines and Out-Sourced Transport Services
In all transition strategies temporary or more permanent use of leased connections and out-
sourced transport services need to be considered, as it may help in managing the transition
phase. Conventional TDM leased linesmay be used to keep the TDMpart of theMBHnetwork
as a working entity during a transition period. And new leased packet-based connections (or
out-sourced transport services) can be used to create a full coverage for the packet-basedMBH
network faster than would be possible by relying only on one’s own facilities.
As always, use of other operators’ services in the MBH network is more likely in the
backbone and the aggregation tiers where the availability of these services is much better than
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Figure 2.11 An example of the MBH development:
A. 3G WCDMA network with ATM over TDM (PDH/SDH) transport
B. Backbone fully packet based, access parallel TDM and packet transport
C. Fully packet based MBH for 3G WCDMA
D. Packet based MBH for the LTE architecture.
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Figure 2.1: Distintas fases del backhaul: (a) Red 3G con transporte
ATM sobre PDH/SDH: (b) red de transporte basada en conmutacio´n
de paquetes desplegada en paralelo con una red de tipo TDM; (c) todo la
red de transporte pasa a conmutacio´n de paquetes; (d) red de transporte
para LTE basada en conmutacio´n de paquetes.
a protocolos de capa radio ya que estos t rminan en el eNode B. La Figura 2.2
resume las entidades e interfaces ma´s relevantes de la red de acceso LTE. Los eNode
B se conectan, a trave´s del interfaz S1-u, a los Serving Gateways (S-GW) que le
dan acceso a la red nucleo (core) en el plano de usuario. Se introduce un nuevo
interfaz, el X2, que permite la conexio´n directa entre eNBs. Este nuevo interfaz
permite, po ejemplo, realizar un han off entre eNBs, traspasa do el tra´fico del
plano de usuario a trave´s del interfaz X2, mientras que los mensajes asociados de
gesti´n de movilidad (plano de control) se enviar´ıan a la entidad de control de
movilidad (MME) por el interfaz S1-c.
A diferencia de 3G, el backhaul de LTE esta´ concebido con una arquitectura
todo IP, o flat IP. Junto con la adopcio´n de interfaces IP abiertos, Ethernet se ha
convertido en el esta´ndar de facto para capa 2 tanto en el backhaul de la red de
acceso como en la red core. Esto tambie´n es aplicable en la infraestructura 3G de
ma´s reciente implantacio´n, HSPA (tambie´n denominada 3.5G), pero no en la gen-
eracio´n previa de esta´ndares 3G, en los que el soporte de interfaces IP se especifico´
como opcional. Este aspecto es importante, ya que el ritmo de adopcio´n de nuevas
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The Mobility Management Entity (MME) is the control-plane node of the EPC. Its responsibili-
ties include connection/release of bearers to a terminal, handling of IDLE to ACTIVE transitions, and 
handling of security keys. The functionality operating between the EPC and the terminal is some-
times referred to as the Non-Access Stratum (NAS), to separate it from the Access Stratum (AS) 
which handles functionality operating between the terminal and the radio-access network.
The Serving Gateway (S-GW) is the user-plane node connecting the EPC to the LTE RAN. The 
S-GW acts as a mobility anchor when terminals move between eNodeBs (see next section), as well 
as a mobility anchor for other 3GPP technologies (GSM/GPRS and HSPA). Collection of information 
and statistics necessary for charging is also handled by the S-GW.
The Packet Data Network Gateway (PDN Gateway, P-GW) connects the EPC to the internet. 
Allocation of the IP address for a specific terminal is handled by the P-GW, as well as quality-of-
service enforcement according to the policy controlled by the PCRF (see below). The P-GW is also 
the mobility anchor for non-3GPP radio-access technologies, such as CDMA2000, connected to the 
EPC.
In addition, the EPC also contains other types of nodes such as Policy and Charging Rules 
Function (PCRF) responsible for quality-of-service (QoS) handling and charging, and the Home 
Subscriber Service (HSS) node, a database containing subscriber information. There are also some 
additional nodes present as regards network support of Multimedia Broadcast Multicast Services 
(MBMS) (see Chapter 15 for a more detailed description of MBMS, including the related architecture 
aspects).
It should be noted that the nodes discussed above are logical nodes. In an actual physical imple-
mentation, several of them may very well be combined. For example, the MME, P-GW, and S-GW 
could very well be combined into a single physical node.
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FIGURE 8.1
Core-network (EPC) architecture.
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FIGURE 8.2
Radio-access-network interfaces.
Figure 2.2: Resumen de las entidades e interfaces definidos en la red
de acceso LTE.
tecnolog´ıas por parte de los usuarios es ma´s lento que el ritmo de implantacio´n de
las nuevas redes. Por tanto, el despliegue de redes mo´viles de cuarta generacio´n no
implica el desmantelamiento de las redes de tercera generacio´n, al igual que el de-
spliegue 3G no im lico´ en su momento el apag do de las edes 2G. L s operadores
han garantizar la coexistencia de varias redes tambie´n en el b ckhaul, lo que im-
pone un requerimiento adicional al equipamiento de red: el soporte de interfaces
para legacy networks, en particular ATM y PDH. Existen fundamentalmente dos
opciones para facilitar la coexistencia: disen˜o integrado o disen˜o overlay. En el
primer caso, una red de transporte de nueva generacio´n (IP/Ethernet) constituye
la infraestructura backhaul subyacente, y los routers en los extr mos de la red ofre-
cen las estaciones radio y los nodos d l core network, interfaces TDM, ATM o
Ethernet, en funcio´n de sus especificaciones. Los routers transportan estos flujos
heterogeneos mediante el servicio pseudowire emulation de IP/multi protocol label
switching (MPLS). En el disen˜o overlay el backhaul LTE se disen˜a como una red
overlay sobre la infraestructura backhaul existente para 2G/3G, por ejemplo SDH.
La eleccio´n entre las dos opciones de coexistencia es esencialmente una decisio´n
estrate´gica de los operadores, deter inada por factores como la inv sio´n realizada
en infraestructura backhaul y el grado de penetracio´n de LTE respecto a las redes
de generaciones anteriores.
El interfaz radio de LTE esta´ concebido para operar con diversos anchos de
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banda espectrales, configuraciones de antena y modulaciones. Todo ello influye
en los requerimientos de ancho de banda del backhaul. Por ejemplo, considerando
una estacio´n con 3 sectores, operando en un canal de 10 MHz y con una efi-
ciencia espectral de hasta 8.64 b/s/Hz, da como resultado una tasa de pico de
8.64 × 10 × 3 = 259 Mbps. No obstante el factor de reutilizacio´n de frecuencia
en LTE (que puede llegar a ser tan bajo como 1) hace que sea muy improbable
que se alcance la ma´xima eficiencia espectral en todas las subportadoras de to-
das las celdas simulta´neamente, por lo que desde una perspectiva pra´ctica resulta
ma´s realista asumir una tasa de pico de 200 Mbps para la estacio´n considerada.
Naturalmente, el dimensionamiento de los enlaces donde se agrupa tra´fico se ha
de aplicar un factor de multiplexacio´n estad´ıstica para optimizar el coste de la
red. El disen˜o de este factor ha de tener en cuenta que gran parte del tra´fico
LTE es de datos y por tanto del tipo non-real-time. Los requerimientos del tra´fico
real-time debera´n ser garantizados por los mecanismos de calidad de servicio pro-
porcionados por DiffServ o te´cnicas similares. La consecuencia conocida de un
disen˜o ajustado por un factor de multiplexacio´n estad´ıstica es la probabilidad no
nula de congestio´n en la red, asociado a incrementos abruptos del retardo (jitter)
y a la pe´rdida de paquetes en el backhaul. Estos efectos ya se daban en las redes
3G, pero la introduccio´n de LTE y LTE-A ha dirigido la atencio´n de la industria
en esta problema´tica, posiblemente porque la inversio´n en backhaul supone un
porcentaje mucho mayor que en el pasado.
El impacto de las Small Cells
Para poder garantizar la cobertura y la calidad de servicio deseada a todos los
terminales, incluyendo los que esta´n en los l´ımites de alcance de las macro cells,
las redes ma´s avanzadas adoptan una estructura ma´s flexible y escalable caracteri-
zada por la introduccio´n de las celdas pequen˜as (small cells). El te´rmino small cell
se refiere a estaciones con un alcance de transmisio´n inferior al de las estaciones
macro (300-2000m), y que en funcio´n de su alcance se pueden denominar femto-
celdas (10-30m), pico-celdas (30-100m), micro-celdas (100-200m). La cobertura
de las small cells se solapa con la de las macro cell (y potencialmente con otras
small cells) creando una arquitectura con distintos niveles (multi-tier) denominada
gene´ricamente red heterogenea (HetNet). La Figura 2.3 ilustra la evolucio´n hacia
redes heteroge´neas, en un proceso denominado densificacio´n de la red. Son varias
las ventajas que aporta esta arquitectura: 1) una mayor reutilizacio´n espacial del
espectro radioele´ctrico, aumentando as´ı su eficiencia, 2) aumenta la probabilidad
de que un terminal encuentre una estacio´n cercana, mejorando su calidad de ser-
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294 CHAPTER 13 Power Control, Scheduling, and Interference Handling
A home-eNodeB is often associated with a so-called Closed Subscriber Group (CSG), with only 
users that are members of the CSG being allowed to access the home-eNodeB. Thus, users not being 
members of the CSG have to access the radio-access network via the overlaid macro-cell layer even 
when in close proximity to a home-eNodeB. As discussed further below, this causes additional inter-
ference problems with home-eNodeB deployments, beyond those of ordinary heterogeneous network 
deployments.
13.4.1 Interference Handling in a Heterogeneous Deployment
In itself, the use of heterogeneous network deployments in mobile-communication systems – that is, 
complementing a macro layer with lower-power pico nodes to increase traffic capacity and/or achiev-
able data rates in specific areas – is nothing new and has been used for a relatively long time in, for 
example, GSM networks. Different sets of carrier frequencies have then typically been used in the 
different cell layers, thereby avoiding strong interference between the layers.
However, for a wideband radio-access technology such as LTE, using different carrier frequencies 
for different cell layers may lead to an undesirable spectrum fragmentation. As an example, for an 
operator having access to 20 MHz of spectrum, a static frequency separation between two cell layers 
would imply that the total available spectrum had to be divided, with less than 20 MHz of spectrum 
being available in each layer. This could obviously reduce the maximum achievable data rates within 
each cell layer. Also, assigning a substantial part of the overall available spectrum to a cell layer with 
relatively low traffic may lead to inefficient spectrum utilization. Thus, with a wideband high-data-
rate system such as LTE, it should preferably be possible to deploy a multi-layer network structure 
with the same spectrum being available in the different cell layers.
However, the simultaneous use of the same spectrum in different cell layers will obviously imply 
interference between the layers. Due to the difference in transmit power between the nodes of a 
Densifying the macro layer
Macro celda
Pico celda 
Se complementa la capa macro con celdas pequeñas de menor 
potencia (red heterogenea)
FIGURE 13.12
Network densification to enhance system capacity and support higher data rates.
Figure 2.3: Ejemplo de densificacio´n de la red para aumentar la ca-
pacidad del sistema y proporcionar mayores tasas de transmisio´n.
vicio y reduciendo el consumo de bater´ıa, 3) libera recursos de la macro cells.
Al contrario de lo que sucede con las macro cells, el despliegue de small cells
(especialmente al nivel de pico y femto-celda), no esta´ planificado, pudiendo ser
los pro ios usuarios los que instalan de forma auto´noma pico o femto-celdas en
su propiedad. Por ejemplo, el organismo de estandarizacio´n 3GPP, integrado por
fabricantes y operadores, denomina Home e-Node B (HeNB) a las femto-celdas
dome´sticas en su informe TR 36.932. Para dotar de conectividad a estas small
cells existen diversas opciones, que podr´ıamos clasificar en tres tipos: el tipo 1,
considerado el caso ideal, y basado en fibra o´ptica; el tipo 2, no ideal, y compuesto
por l´ıneas DSL, y enlaces microondas; y el tip 3, para casos en los que no existe
conectividad cableada ni tampoco linea de vista (LOS) para implementar un enlace
de microondas. En este caso se contempla la posiblidad de dotar de un enlace
backhaul NLOS mediante el propio interfaz radio LTE.
2.4 Funcionalidades del Backhaul
Redes 3G
En redes 3G se emplea el Frame Protocol para encapsular otros protocolos a trave´s
del interfaz Iub, como muestra la Figura 2.4, y tambie´n en el Iur. Este protocolo
tambie´n se encarga de la sen˜alizacio´n del control de potencia en lazo abierto (outer
loop power control), y del alineamiento temporal. Esta u´ltima funcionalidad es
objeto de estudio en esta tesis. El alineamiento temporal permite ajustar el tiempo
de recepcio´n de una trama FP downlink a la temporizacio´n del interfaz radio.
Mediante este procedimiento, el Nodo B puede indicar a la RNC que adelante o
retrase el env´ıo de tramas FP. En el Nodo B se define una ventana temporal dentro
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protocol (GTP-U) to the SGSN.Between SGSNandGGSNGTP tunneling is again used.GGSN
assigns an IP address to the terminal, and also provides an access point (APN) for the terminal.
Two significant improvements on the PS domain are one tunnel (also often called Direct
tunnel) and HSPA.With the one tunnel concept, SGSN can be omitted in the user plane. In this
case, the GTP-U tunnel extends between the RNC and the GGSN. In the control plane, SGSN
is still needed. This removes one mobile network element (SGSN) completely from the user
plane traffic flow.
Another change is in the radio network with the introduction of HSDPA and HSUPA. MAC
high speed scheduling entities are added to the NodeB. NodeB is also responsible for fast
scheduling of the air interface.
Control plane protocol stack is shown in Figure 3.13.
RRC messages (radio network L3 control) are transported over the Iub with FP/UDP/IP
protocol stack. RLC/MAC layer entities are in the UE and in the RNC. RANAP conveys Non-
access stratum signalling to the SGSN in PS core. GTP-C is the control plane protocol between
the SGSN and the GGSN.
In the IP protocol option of Iu, RANAP is mapped over SIGTRAN protocol stack; SCCP/
M3UA/SCTP/IP. This is identical to the Iu-cs.
3.3.3 3G Air Interface Channels
Air interface is divided into three protocol layers: the physical layer (L1), the data link layer
(L2), and the network layer (L3). L2 protocols includeMediumAccess Control (MAC), Radio
Link Control (RLC), Packet Data Convergence Protocol (PDCP) and Broadcast/Multicast
Control (BMC).
Transport channels depend on the L1 technology, i.e. FDD (Frequency division duplex) or
TDD (Time division duplex). The FDD channels are described in the subsequent text.
There are multiple options in how the user traffic is mapped into the channels. DCHs are
used e.g. for circuit-switched voice, but DCHs can also carry data. HS-DSCH and E-DCHs
support higher data rates than DCHs. HS-DSCH is a shared resource, but can support also
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Figure 3.13 3G PS domain control plane [27].
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Figure 2.4: Pila de protocolos para servici s de conmutacio´n de paque-
tes en redes 3G UMTS.
de la cual se espera que ll guen las tramas FP proced ntes de la RNC. Las tramas
que lleguen ma´s tarde son descartadas.
En HSDPA, la capa FP incorpora la funcionalidad de peticio´n y asignacio´n de
capacidad (control de flujo HSDPA). El Nodo B determina la cantidad de datos
que la RNC puede enviar a trave´s del Iub. Esta capacidad se especifica en los
siguientes te´rminos: cantidad de datos o nu´mero de PDUs, intervalo de tiempo
durante el cual se ha de transmitir esta cantidad de datos, y taman˜o ma´ximo de
las PDUs. La Figura 2.5 resume la pila de protocolos y las novedades introducidas
en HSDPA con respec a las versiones 3G anteriores.
Redes 4G
En LTE se simplifican las funcionalidades asociadas al backhaul en comparacio´n
a los sistemas 3G. El servicio extremo a extremo consiste en una portadora EPS
(establecida entre el terminal de usuario y el PGW) y una portadora externa (por
ejemplo Internet). A su vez, la po tad ra EPS se compone d la por adora E-RAB
y el interfaz S5/S8. La portadora E-RAB se establece entre el terminal de usuario
el SGW, y comprende la portadora radio y el interfaz S1, y es el a´mbito de estudio
en esta tesis. El diagrama de la Figura 2.6 muestra los nodos y los niveles en los
que se establece cada portadora en LTE.
Cada po tadora EPS esta´ caracterizada por unos para´met os de calidad de ser-
vicio. Estos para´metros son el Quality of sevice Class Indicator (QCI), el Alloca-
tion and Retention Priority (ARP), el Guaranteed Bit Rate (GBR) y el Maximum
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of 10ms) where scheduling is done in the RNC. Channel quality indication (CQI) is received
from the terminal to the mac-hs scheduling entity in the NodeB. The scheduler of the NodeB is
now able to rapidly adjust to the varying air interface channel conditions, using link adaptation.
HSDPA supports a shared channel in the downlink. With HSDPA, a single user may get
instantaneous high capacity for her data, after which another user is served. This approach fits
packet switched services much better than the use of dedicated channels. Reading a web page
may take 30 seconds, after which another page is requested. During the reading time, resources
are given to transmit data to other users.
Scheduling algorithms include round robin, best C/I (Carrier/Interference), and weighted
fair scheduling. Round robin is fair, since all users get a share of the bandwidth. However,
simple round robin does not take into account channel conditions, and air interface capacity is
not necessarily well utilized. Scheduling according to the best Carrier/Interference uses air
interface capacity efficiently, but fairness among users may suffer. Weighted fair scheduling
aims at combining efficiency and fairness.
HSDPA supports both non-guaranteed bit rate and guaranteed bit rate bearers. Guaranteed
bit rate service allows streaming and conversational service. Background traffic use non-
guaranteed bit rate. With non-guaranteed bit-rate, a nominal bit-rate is still defined.
MAC-hs in the NodeB includes the H-ARQ (Hybrid Automatic Repeat Request) function.
NodeB is able to retransmit packets that are lost on the air interface. This leads to faster
retransmissions and subsequently better performance. For the Iub backhaul the requirements
originating from the RNC are now somewhat relaxed compared to Rel-99 DCHs. For the end
user experience on HSPA based services, low latency at the Iub however remains essential.
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Figure 3.17 HSDPA introduced.
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Figure 2.5: Novedades introducidas por HSDPA en la pila de protocolos
3G.
S5/S8 bearer from the SGW to the PGW. The end-to-end service, UE connectivity to the
Internet server (or equivalent), takes place via the external bearer over the SGi interface.
As an analogy to the 3G system, the PDP context of 3G is equivalent to the EPS bearer. 3G
Radio access bearer would map to the radio bearer and the S1 bearer.
EPS bearer is identified by an ID given by the MME. The S1 bearer is set up by the MME,
and is a GTP tunnel, identified by the GTP tunnel endpoint identifiers (TEIDs). The radio
bearer is set up by the eNodeB. Due to inactivity, S1 bearer and related resources may be
released (S1 release request).
For the S5/S8 bearer there are two options: GTP option, identified by the TEID, or IETF
based Proxy Mobile IPv6 tunnel. S5/S8 bearer is established by the SGW and the PGW.
The need to set up the bearer may come either from the UE or from the PDN. If data arrives
for the UE from the PDN, EPS bearer establishment is initiated by the PGW. This happens via
the PCRF (Policy and Charging Rules Function). According to the QoS requirements, the EPS
bearer may be a dedicated bearer. As already described, a default bearer is set up by the MME,
when the UE attaches to the network.
The concept of EPS bearers is related to the Quality of Service in LTE. Each bearer is
associated with a Quality of Service class. This class is identified by the Quality of Service
identifier (QCI). QoS is discussed further in a dedicated chapter in Part II of this book.
3.4.7 Mobility Management
Simplified,MMEmanages the mobility when the UE is in the ECM (EPS ConnectionManage-
ment) idle state. In the ECM connected state, mobility is managed by handovers using eNodeB.
MME keeps track of the location of the UE in the network. When the UE is in the EMM
(EPS Mobility Management) deregistered state, there is no information of the location of the
UE. For UE to send or receive data (data arriving to PDN GW), a state change to EMM
registered is required.
eNodeB SGW PGW
S1-U SGi
UE
S5/S8Uu
Red
Externa
Servicio Extremo a Extremo
Portadora EPS Portadora Externa
Portadora S5/S8 E-RAB
Portadora S1 Portadora Radio
Figure 3.33 LTE bearers [72].
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Figure 2.6: Esquema resumen de las portadoras de 4G LTE.
Bit Rate (MBR). Estos para´metros determinan la pol´ıtica de scheduling, gestio´n
de colas y configuraci´n de RLC que expe ime tara´ el tr´fico mapeado en dicha
portadora EPS. De acuerdo a estas caracter´ısticas de QoS, el establecimiento de
portadoras sta´ sujeto a control de admisio´n en todos los nodos (eNode B, SGW,
PGW). En el plano de usuario del E-RAB, u´nicamente es obligatorio garantizar
los para´metros QCI y ARP.
Las distintas clases de QCI esta´n estandarizadas por el 3GPP en TS23.203 [15],
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As a difference to 2G or 3G, now the air interface channels all terminate in the eNodeB.
These channels do not need to be carried over the backhaul. This simplifies the backhaul
considerably, since the air interface performance is not as directly coupled to the backhaul as is
the case with Abis or Iub.
Note that S5/S8 interface has two options, 3GPP protocol stack option (GTP based), as
shown in the figure above, and IETF Mobile Ipv6 (Proxy Mobile IP) as another option.
Control plane protocol stack is shown in Figure 3.30, for both Uu (air interface) and for the
S1-MME interface.
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Figure 3.29 LTE user plane [73].
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Figure 2.7: Pila de protocolos en LTE (4G).
y esta´n asociadas, entre otros spectos a toleranc as ma´ximas d retardo, niveles
de prioridad y tasas ma´ximas de pe´rdidas de paquete, o Packet Error Loss Rate
(PELR). El valor de PELR asume que las pe´rdidas de paquetes en backhaul (en
el interfaz S1) son despreciables. Por tanto, para que el sistema no supere este
l´ımite, el backhaul debe perder una cantidad pra´cticamente nula de paquetes, lo
que implica que el backhaul este´ bien dimensionado y libre de congestio´n. No
obstante, la congestio´n en la red de backhaul puede causar pe´rdidas por descarte
de paquetes en las colas de salida de los nodos RAN o en los routers intermedios.
Tambie´n pueden producirse pe´rdidas de paquetes si se pierde temporalmente la
conectividad backhaul, por ejemplo, debido a ca´ıdas de enlaces o reconfiguracio´n
de la red.
Al contrario que los interfaces de acceso de las redes 2G y 3G, el interfaz
S1 no transporta informacio´n de protocolos de capas radio, ya que todos ellos
terminan en el eNode B, como se muestra en la Figura 2.7 Los requerimentos de
retardo, variacio´n de retardo, y pe´rdidas de paquetes en dicho interfaz derivan de
los objetivos de calidad extremo a extremo comprometidos con el usuario, y no de
restricciones impuestas por la propia arquitectura del sistema mo´vil, como era el
caso de las generaciones anteriores.
Debido a lo anterior, ante la pe´rdida de un paquete del plano de usuario, el
interfaz S1 reacciona de forma muy distinta al interfaz Iub (asumiendo un Iub
en el que la capa RLC opera con reconocimiento). Los paquetes perdidos en el
interfaz Iub son retransmitidos por la capa RLC mientras que, en LTE, la capa
RLC termina en el eNode B. Esto implica que una pe´rdida de paquete en S1 es
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backhaul network, and the practical solution is a compromise between ‘traditional’ tree and
chain topology (often already built topology) and a more meshed topology (more direct
physical links).
2.3.2.5 More Urban (Hot Spot) Cell Sites
In addition to increasing capacities of individual cells, there is a need to increase the number of
cells to accommodate the fast growing traffic, especially in city centers, business districts and
other high traffic areas (hot spots). These smaller urban cells with high traffic potential need
high capacity short distance transport links. Also lower backhaul costs than for earlier ‘big
cells’ are required.
2.3.2.6 Connecting Temporary Cells
Special events, like mass sport competitions or big outdoor music events, are likely to
concentrate a lot of people into a small area and many of them expect to have their normal net
connections during the event, especially during pauses. This may require arrangement of
additional cells to increase the mobile network capacity for the duration of the event.
Temporary cells may also be required after different kinds of catastrophes (e.g. earthquakes
and floods).
These temporary cells need to have a connection into the regular network, i.e. to be
connected to the permanent MBH network at a suitable node point. This in turn means that the
backhaul network needs to have enough flexibility to make such connections possible and also
that it must be capable of carrying the additional traffic offered.
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Figure 2.7 An example of mobile network architecture change, 3GWCDMA architecture vs. new LTE
architecture (Note: new X2 interfaces between the base stations).
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Figure 2.8: Esquemas de las arquitecturas de red de acceso en 3G y en
4G.
visible a la capas superiores, ya que no hay ningu´n protocolo que enmascare estas
pe´rdidas mediante retransmisiones. En este aspecto el interfaz S1 es comparable
al interfaz Iu de 3G. Si la aplicacio´n emplea una capa de transmisio´n fiable como
TCP, una pe´rdida en S1 causar´ıa una retransmisio´n TCP. Las diferencias en la
arquitectura de las redes de acceso 3G y 4G se observan de forma esquema´tica la
Figura 2.8
2.5 Problemas Abiertos
LTE ha simplificado notablemente la arquitectura RAN al concentrar todas las
funcionalidades radio en los eNBs y al imponer interfaces IP abiertos. Los inter-
faces S1 transportan datos de usuario mediante tu´neles GTP (GPRS Tunneling
Protocol) individuales, por lo que la gestio´n del ancho de banda y la QoS en el
backh ul s puede realizar a n vel de flujo de datos de usuario. Este grado tan alto
de granularidad permite mejorar la experiencia de usuario, aunque desde la indus-
tria au´n es necesario estudiar el compromiso entre complejidad computacional y
calidad de se vicio para decidir sobr su viabilidad comercial. Debid a esto, esta
tesis pone un e´nfasis especial en el desarrollo de mecanismos de control con una
baja carga computacional.
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La nueva evolucio´n de 4G, LTE-Advanced introduce novedades que debera´n
tenerse en cuenta en el disen˜o del backhaul: 1) Tasas de pico de hasta 1 Gbps
en el downlink y 500 Mbps en el uplink, 2) transmisio´n y recepcio´n empleando
Coordinated Multipoint (CoMP), y 3) relays de capa 3 denomidados relays de
auto-backhauling. El aumento de la tasa de pico afectara´ al dimensionamiento
y la densidad de despliegue de los nodos que componen la RAN y su backhaul.
Dependiendo del tipo de funcionalidad CoMP que se implemente, puede ser nece-
sario que el procesamiento de la sen˜al en banda base esta´ separado f´ısicamente de
las antenas, por lo que habr´ıa que proporcionar tambie´n conectividad backhaul
desde las antenas al Nodo B donde se realiza el procesado en banda base. El con-
cepto de relay de capa 3 se introduce en la especificacio´n TR 36.806. En contraste
con los repetidores pasivos empleados en las redes mo´viles actuales, los relays de
capa 3 operan de manera coordinada con los eNb solo cuando es necesario para
aumentar la tasa disponible en el terminal. Estos relays operan con un principio
de auto-backhaul, en el que el interfaz radio LTE se emplea para transportar el
trafico entre el relay y el eNb. Esta estrategia tiene la ventaja de que no requiere
ningu´n medio de backhaul adicional, pero consume los recursos espectrales de la
red.

CHAPTER 3
Sincronizacio´n de Canal de
Transporte
Resumen:
El objetivo principal de la Sincronizacio´n de Canal de Transporte en
redes UMTS es que las tramas enviadas por la RNC lleguen a tiempo a
los Nodos B para su transmisio´n a trave´s del interfaz radio. Para ello,
el 3GPP especifica un algoritmo conocido como Timing Adjustment que se
encarga de controlar el retraso que experimentan las tramas en el interfaz Iub
sumando o restando una cantidad constante. Como se demostrara´ en este
cap´ıtulo, este algoritmo reacciona con demasiada lentitud ante variaciones
abruptas del retardo del interfaz Iub y, adema´s, se puede volver inestable en
escenarios de alta demora. Aplicando teor´ıa de control en tiempo discreto a
este problema, se propone un nuevo mecanismo que garantiza la estabilidad
en cualquier situacio´n y mejora el rendimiento del algoritmo cla´sico. Las
medidas de rendimiento se realizan mediante un simulador de la red UTRAN
teniendo en cuenta condiciones realistas de tra´fico en el interfaz Iub.
3.1 Introduccio´n
Arquitectura de la red UMTS
En esta seccio´n se pretende dar una visio´n general de la red de acceso radio de
UMTS, UTRAN, puesto que es el escenario concreto donde se aplicara´n las te´cnicas
de control discreto estudiadas en este trabajo. A continuacio´n se explicara´n las
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Figure 3.1: Arquitectura Global de una red UMTS.
caracter´ısticas principales de UTRAN las cuales se describen en las especificaciones
del 3GPP, organismo internacional de estandarizacio´n que aglutina a numerosos
fabricantes y operadores.
La infraestructura de una red de telefon´ıa mo´vil de tercera generacio´n UMTS
consta de tres partes principales, tal y como se puede observar en la figura 3.1:
1. El equipo de usuario UE, constituido por el terminal mo´vil de usuario.
2. La red de acceso UTRAN, que es la parte de la red que permite la conexio´n
de los usuarios al sistema a trave´s del interfaz radio, denominado Uu, y
donde se ubican las entidades que gestionan los mecanismos que permiten a
los usuarios acceder a los servicios.
3. La red troncal CN, donde se realiza la conmutacio´n y enrutado de las lla-
madas y conexiones de datos desde y hacia redes externas. Adema´s, se
gestionan los servicios y funcionalidades de la red, como la tarificacio´n, la
autentificacio´n y la movilidad.
En la figura 3.1 se observa que la red de acceso esta´ formada por un conjunto
de subsistemas RNS conectados al CN a trave´s del interfaz Iu. Cada subsistema
RNS esta´ formado a su vez por un controlador RNC y una serie de Nodos B, que
dan soporte al interfaz radio, Uu, a trave´s del cual se conectan los terminales de
usuario, UE. La RNC es responsable de todas las funciones relacionadas con la
asignacio´n y gestio´n de recursos radio y del mantenimiento de las condiciones de
calidad de servicio, QoS. El Nodo B, por su parte, realiza los procedimientos de la
capa f´ısica, tales como la sincronizacio´n y el control de potencia.
Los Nodos B y las RNC se conectan mediante el interfaz Iub, por el que in-
tercambian informacio´n de control y transportan el tra´fico de los usuarios. Los
subsistemas RNS esta´n conectados entre s´ı mediante los interfaces Iur, que per-
miten la movilidad del usuario entre distintos subsistemas. Los interfaces Iu, Iub
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Figure 3.2: Pila de protocolos del plano de usuario involucrados en
UTRAN y el terminal.
e Iur son interfaces lo´gicos, lo cual quiere decir que pueden estar soportados tanto
por un enlac f´ısico directo mo por una red de transporte adecuada. En las
primeras versiones de la estandarizacio´n del sistema, la tecnolog´ıa subyacente de
esta red de transporte se especifico´ como ATM pero a partir de las especificaciones
Release 5 se introduce IP como alternativa de transporte, de cara a una futura
evolucio´n hacia una red todo IP.
Respecto a los protocolos, en UMTS se defin n dos pilas de protocolos en
paralelo, una para el plano de usuario y otra para el plano de control. En el
plano de usuario se definen todos los protocolos involucrados en la transferencia
de tra´fico, y en el plano de control los protocolos involucrados con la gestio´n de
recursos, sen˜alizacio´n, etc. El plano de usuario se puede presentar, a su vez, en
dos versiones, una correspondient los servicios conmutacio´n de circuitos (por
ejemplo servicio de voz) y otra para los servicios de conmutacio´n de paquetes. En la
Figura 3.2 puede observarse la pila de protocolos del plano de usuario para servicios
de conmutacio´n de paquetes que constituye el a´mbito en el que se desarrolla el
estudio realizado en este trabajo.
En la Figura 3.2 centraremos nuestra atencio´n en la pila de protocolos ubicada
en la RNC para la comunicacio´n con el terminal de usuario y el Nodo B. Con
el terminal de usuario se establecen tres niveles de protocolos: PDCP, RLC y
MAC. Por su parte, la comunicacio´n entre RNC y Nodo B se realiza mediante un
protocolo propio de UTRAN: FP, por debajo del cual se ubican los protocolos de
la red de transporte que, para este ejemplo concreto, se ha supuesto de tecnolog´ıa
ATM. En este caso, los flujos de tramas FP con tra´fico de usuario se encapsulan
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en celdas ATM con adaptacio´n AAL2. Los protocolos PDCP, RLC, MAC y FP se
definen a continuacio´n:
• PDCP multiplexa flujos de tra´fico de un usuario, procedentes de protocolos
de nivel de red, para ser transmitidos de forma transparente sobre la red
de acceso UTRAN. Adema´s, el protocolo PDCP puede mejorar la eficiencia
de la transmisio´n mediante la aplicacio´n de mecanismos de compresio´n de
cabeceras. Este protocolo esta´ especificado en [16].
• RLC realiza la transferencia de paquetes procedentes de la capa superior a
trave´s del enlace radio. El tipo de servicio ofrecido es configurable, dando
lugar a tres modos de operacio´n de RLC: 1) RLC TM, correspondiente al
Modo Transparente (Transparent Mode), en el que la informacio´n de la capa
superior es transmitida sin an˜adir ninguna cabecera del protocolo RLC, 2)
RLC UM, Modo No Reconocido (Unacknowledged Mode) en el que las tra-
mas contienen informacio´n adicional que permite la deteccio´n de errores,
pero dichos errores no se recuperan, y 3) RLC AM, Modo Reconocido (Ac-
knowledged Mode) donde se implementa un mecanismo de recuperacio´n de
errores de tipo SR ARQ. Los tres modos de operacio´n esta´n descritos en la
especificacio´n [17].
• MAC se encarga de controlar la cantidad de informacio´n que puede trans-
mitir la entidad RLC en cada instante de transmisio´n del canal radio, TTI.
Este control se realiza a partir de las indicaciones de un protocolo de nivel
superior ubicado en el plano de control, el protocolo RRC encargado del
control de los recursos de UTRAN. El protocolo RRC recoge medidas de
carga de tra´fico y calidad del canal radio para cada usuario, y a partir de
esas medidas especifica la tasa de transferencia ma´xima permitida para cada
usuario en cada TTI. A partir de estas medidas y teniendo en cuenta la can-
tidad de datos a transmitir por el usuario y los mecanismos de planificacio´n
o scheduling establecidos, se escoge una cantidad concreta de tramas RLC
transferibles a la subcapa MAC. Esta cantidad de tramas, junto con la in-
formacio´n de sen˜alizacio´n disponible, determina el conjunto de bloques de
transporte, TBS, que la subcapa MAC intercambia con el nivel f´ısico cada
TTI (10ms). Es importante resaltar que las transferencias entre la subcapa
MAC y la capa f´ısica, se realizan a trave´s de lo que se conoce como canal
de transporte. Hay dos grandes grupos de canales de transporte: los canales
dedicados, de los que so´lo hay un tipo, DCH, que transportan informacio´n a
un so´lo usuario, y los canales compartidos, de los que hay varios tipos, como
3.1. Introduccio´n 27
por ejemplo el canal compartido ascendente, el canal compartido descendente
y el canal de acceso aleatorio, entre otros.
• FP es el protocolo encargado, entre otras funciones, de transferir los TBS
entre la RNC y el Nodo B a trave´s del interfaz Iub. Debe tenerse en cuenta
que la trama radio existe u´nicamente entre el terminal de usuario y el Nodo B.
Por tanto, en sentido downlink, los TBS deben transferirse entre la subcapa
MAC de la RNC y la capa f´ısica del Nodo B (canal radio). En sentido uplink,
el Nodo B decodifica la trama radio del usuario y extrae el TBS que debe
llegar a la subcapa MAC de la RNC. El protocolo FP se describe en las
especificaciones [1] y [2].
En el a´mbito de este trabajo se asume un servicio de transferencia de datos den-
tro del dominio de conmutacio´n de paquetes, ofrecido sobre un canal de transporte
dedicado DCH.
Problema analizado: Sincronizacio´n de Canal de
Transporte
Debido al jitter de la red de transporte del interfaz Iub, ya sea ATM o IP, los flujos
de tramas a trave´s de canales dedicados DCH entre RNC y Nodos B encuentran
retardos aleatorios que hacen necesaria una sincronizacio´n entre ambos para que
las tramas lleguen al Nodo B a tiempo de ser enviadas en su correspondiente TTI.
Este proceso se conoce como Sincronizacio´n de Canal de Transporte (Transport
Channel Synchronization), se aplica so´lo en sentido downlink (de la RNC al Nodo
B) y de e´l se encarga el protocolo FP (especificado por el 3GPP en [1] y [2])
que controla la comunicacio´n a nivel de enlace entre la RNC y los Nodos B. Este
protocolo trabaja de forma independiente para cada canal de transporte DCH,
encapsulando los bloques de transporte TB generados por la capa MAC en tramas
FP y enviando e´stas a trave´s de la red de transporte del Iub.
El procedimiento para conseguir la Sincronizacio´n de Canal de Transporte se
denomina Timing Adjustment y consiste en ajustar el instante de env´ıo de las tra-
mas de datos desde la RNC al Nodo B con el fin de hacerlas llegar dentro de una
ventana de recepcio´n predefinida. Como se puede observar en la figura 3.3, esta
ventana de recepcio´n se define independientemente por cada canal de transporte
DCH mediante dos para´metros: TOAWS y TOAWE. La duracio´n temporal de
esta ventana debe ser suficientemente pequen˜a con el fin de minimizar el tiempo
de almacenamiento de las tramas en los buffers del Nodo B ya que este almace-
namiento debe realizarse en la RNC, donde esta´n localizados los mecanismos de
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Figure 3.3: Instantes de recepcio´n de tramas en el Nodo B.
scheduling y de gestio´n de los recursos radio. Por otra parte, reducir el taman˜o
de la ventana incrementa el tra´fico de senalizacio´n. Por tanto, la configuracio´n de
estos dos para´metros influye en el rendimiento del sistema.
La figura 3.3 muestra los posibles instantes de llegada de tramas y las referen-
cias temporales. Cuando una trama llega fuera de su ventana, el Nodo B responde
con una trama de ajuste de tiempo TA que contiene el TOA de la trama recibida.
La RNC utiliza esta informacio´n como realimentacio´n para ajustar el instante de
env´ıo de las siguientes tramas, tratando de ajustar el tiempo de llegada de las
futuras tramas dentro de la ventana. Por lo tanto, por cada trama TA, la RNC
modifica la estimacio´n del retardo (offset) del correspondiente canal DCH. Si una
trama llega despue´s del instante LTOA, el Nodo B no sera´ capaz de procesarla
antes del TTI de dicha trama y, por tanto, sera´ descartada. Se puede encontrar
una explicacio´n ma´s detallada de este proceso de sen˜alizacio´n en [2].
El algoritmo original especificado por el 3GPP para realizar este procedimiento
de Timing Adjustment consiste en sumar o restar una cantidad constante a la
estimacio´n del retardo (offset) que hace la RNC en funcio´n del valor del para´metro
TOA que recibe en las tramas TA:
tn+1 = tn + tTTI −K if TOA < 0 (3.1)
tn+1 = tn + tTTI +K if TOA > 0
donde tTTI es la duracio´n de un TTI y tn es el instante de transmisio´n de la trama
n. En el resto del cap´ıtulo, nos referiremos a este algoritmo como algoritmo cla´sico.
En [4], se evalu´a el efecto de los para´metros de la ventana sobre la capacidad del
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enlace Iub para tra´fico de voz considerando este algoritmo pero no se propone
ninguna mejora sobre el mismo. En cambio, el trabajo presentado en [3] ofrece un
me´todo alternativo de ajuste considerando una modificacio´n del algoritmo cla´sico
segu´n el cual el offset se decrementa lentamente en ausencia de tramas TA pero
cuando llega una de ellas el offset se incrementa de forma pronunciada (principio
decremento-aditivo, incremento-multiplicativo). Sin embargo, en un escenario con
cambios bruscos de retardo, su funcionamiento es ana´logo al algoritmo cla´sico.
En este cap´ıtulo, se propone como mecanismo de Timing Adjustment, un al-
goritmo de seguimiento proporcional, PTA. Esta propuesta se fundamenta en la
correccio´n del offset proporcionalmente a la distancia entre el TOA y el centro de
la ventana. Como se mostrara´ a lo largo de este cap´ıtulo, PTA mejora sensible-
mente el rendimiento (bajos niveles en los buffers de los Nodos B, menos pe´rdidas
y menos tramas de sen˜alizacio´n), an˜ade robustez y simplifica la configuracio´n en
comparacio´n con el algoritmo cla´sico. Esta nueva propuesta no requiere ningu´n
cambio en las especificaciones 3GPP.
El resto del cap´ıtulo se organiza de la siguiente forma:
La seccio´n 3.2 describe el algoritmo PTA como un sistema de control en tiempo
discreto realizando su correspondiente ana´lisis de estabilidad. La seccio´n 3.3 mues-
tra los resultados del estudio de simulacio´n realizado sobre la configuracio´n y
evalucacio´n de ambos algoritmos. Finalmente, en la seccio´n 3.4 se resumen las
aportaciones y conclusiones de este trabajo.
3.2 Modelo de Control en Tiempo Discreto
En esta seccio´n se presenta un algoritmo alternativo basado en un modelo de
control cla´sico para llevar a cabo la Sincronizacio´n de canal de transporte: el
algoritmo de seguimiento proporcional PTA.
Como se explica en la Seccio´n 3.1, cuando llega una trama de datos fuera de
la ventana de recepcio´n, el nodo B env´ıa una trama de sen˜alizacio´n TA que indica
el TOA de esa trama de datos. Hasta ahora ningu´n algoritmo hac´ıa uso de esta
informacio´n. El algoritmo PTA utiliza este TOA para programar la transmisio´n
de las siguientes tramas de datos desde la RNC. El objetivo de PTA es ajustar
el tiempo de llegada de las tramas al centro de la ventana. Se elige este instante
porque minimiza la sen˜alizacio´n y reduce el tiempo de almacenamiento en el Nodo
B. De acuerdo a este principio, tras la llegada de una trama TA, la RNC realiza
la siguiente correccio´n en el instante de env´ıo de la siguiente trama:
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tn+1 = tn + tTTI +K · (TOA− TOAWS/2) (3.2)
es decir, el env´ıo de la siguiente trama se adelantara o se atrasara K veces
la diferencia entre el centro de la ventana y el instante de llegada de la anterior
trama. Si la trama llega despue´s del final de la ventana, TOA − TOAWS/2 es
negativo y, por tanto, el env´ıo de la siguiente trama se adelantara´. Este avance
implica un incremento similar en la estimacio´n del desplazamiento realizado en la
RNC. Por otro lado, si la trama llega antes del inicio de la ventana, el env´ıo de la
siguiente trama sera´ retrasado. Mientras las tramas lleguen dentro de la ventana,
no se env´ıa sen˜alizacio´n y, por tanto, la RNC continuara´ transmitiendo con la
misma sincronizacio´n.
La figura 3.4 ilustra el funcionamiento de PTA con los retardos que participan
en el proceso. Se define el RTT del sistema de control de FP como el tiempo
que transcurre entre el instante de env´ıo de una trama y el momento en el que su
correspondiente trama de correccio´n TA se aplica al env´ıo de otra trama. Repre-
sentando el nu´mero de TTIs que ocurren dentro de un RTT como r = dRTT/tTTIe
y definiendo j y m como los retardos de bajada y de subida respectivamente me-
didos en TTIs, r = j +m, se puede expresar 3.2 como:
offsetn+1 = offsetn +K · en (3.3)
donde en es el error entre el retardo (offset) aplicado a la trama n−r (offsetn−r)
y el retardo medido en el slot temporal n−m (delayn−m), as´ı
en = delayn−m − offsetn−r. (3.4)
El valor de r tiene un fuerte impacto sobre la estabilidad y las prestaciones del
sistema, como veremos ma´s adelante.
Ana´lisis de la estabilidad del algoritmo
En esta seccio´n se hace uso de la teor´ıa de de control en tiempo discreto para
estudiar la estabilidad del algoritmo propuesto PTA as´ı como para ajustar la
ganancia K de acuerdo con el rendimiento deseado a la respuesta escalo´n (que
modela un aumento brusco del retardo). Los resultados de la simulacio´n mostrados
en la seccio´n 3.3 confirman las mejoras de PTA en comparacio´n con el algoritmo
cla´sico.
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Figure 3.4: Diagrama de tiempos del mecanismo de ajuste temporal.
Tanto PTA como el algoritmo cla´sico son sistemas donde las sen˜ales involu-
cradas, el retardo, el error y el desplazamiento, toman un valor por trama. Por
lo tanto, podemos modelar este algoritmo como un sistema de control en tiempo
discreto realizando las siguientes asunciones:
1. La RNC transmite una trama por TTI, es decir, no hay momentos sin tra´fico
de datos en el periodo de tiempo bajo estudio.
2. La RNC dispone de la informacio´n sobre el TOA en cada slot temporal. Esto
implica que el taman˜o de la ventana (TOAWS) es w = 0 (ver figura 3.4).
3. El tiempo entre env´ıos de tramas desde la RNC es constante e igual a tTTI .
Por tanto, el modelo omite la variacio´n de la duracio´n del TTI provocada
por la correccio´n del offset en cada slot temporal.
La figura 3.5 muestra un diagrama del sistema de control del algoritmo PTA,
donde la frecuencia de muestreo es 1/tTTI y los bloques 1/z
j y 1/zm representan
respectivamente los retardos de bajada y subida. La sen˜al u(n), se corresponde
con delayn y actu´a como la sen˜al de control, mientras que x(n) es el offsetn.
Expresando 3.3 en terminos de las sen˜ales de la figura 3.5 obtenemos:
x(n) = x(n− 1) +K(u(n−m)− x(n− r)) (3.5)
Tomando la transformada Z en 3.5 conseguimos:
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Figure 3.5: Modelo de control en tiempo discreto del algoritmo PTA.
X(z) = z−1X(z) +K · z−mU(z)−K · z−rX(z) (3.6)
Resultando la siguiente funcio´n de transferencia:
X(z)
U(z)
=
K · zj
zr − zr−1 +K (3.7)
Con el fin de ajustar la ganancia K, usamos un para´metro habitual en teor´ıa
de control [18], el porcentaje de overshoot del primer pico de la respuesta, Mp.
Considerando una entrada escalo´n de la forma u(n) = C para n > 0, y una salida
cuyo primer pico es igual a Amax, la definicio´n es:
Mp(%) =
Amax
C
· 100 (3.8)
La ecuacio´n anterior esta´ relacionado con el ratio de amortiguacio´n (ζ) por-
centaje
Amax
C
= e−ζpi/
√
1−ζ2 (3.9)
Usando 3.9 obtenemos el ratio (ζ) para un overshoot dado. La ganancia K se
obtiene resolviendo la ecuacio´n caracter´ıstica 1 +G(z) ·H(z) = 0, la cual se puede
expresar como F (z) = −1, donde F (z) = G(z) ·H(z). Identificando G(z) y H(z)
con el sistema de la figura 3.5 se obtiene:
F (z) =
K · z
zr(z − 1) = −1 (3.10)
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Table 3.1: Valores de la ganancia K para diferentes porcentajes de
overshoot.
r 2% 5% 10% 15% 20% ζ →∞
2 0.313 0.346 0.389 0.428 0.464 1
3 0.186 0.207 0.233 0.257 0.280 0.618
4 0.133 0.140 0.167 0.184 0.200 0.445
5 0.103 0.114 0.129 0.143 0.156 0.347
6 0.084 0.094 0.106 0.117 0.127 0.285
7 0.071 0.079 0.089 0.099 0.108 0.241
Si ζ < 0, los polos del sistema se pueden escribir como
z = exp(−2piζω/√1− ζ2) de acuerdo a [18], donde ω = ωd/ωs y ωs es la frecuencia
de muestreo en rad/s. En nuestro caso ωs = 2pi/tTTI , donde tTTI esta´ fijado a 10
ms en los canales considerados. Dado que F (z) es una magnitud compleja, 3.10
se puede dividir en dos ecuaciones, una para la fase de F (z), igual a pi radianes,
y la otra para el mo´dulo que debe ser igual a 1. La condicio´n establecida para la
fase conduce a la ecuacio´n:
(r − 1)2piω + arg(Cωej2piω − 1) = pi (3.11)
Donde C = e−2piζ/
√
1−ζ2 . A partir de 3.11 se obtiene ω y aplicando este resul-
tado a la condicio´n del mo´dulo se obtiene K:
K = Cω(r−1)
∣∣Cωej2piω − 1∣∣ (3.12)
Para el caso particular de ζ = 0, se obtiene el valor cr´ıtico de K, es decir,
la ganancia por encima de la cual el sistema se vuelve inestable. Estos valores
se pueden comprobar mediante el test de estabilidad de Jury [18] para sistemas
de tiempo discreto. En la tabla 3.1 se resumen los valores de K para distintos
porcentajes de overshoot y distintos valores de retardo (r, expresado en nu´mero
de TTIs).
A partir de este ana´lisis teo´rico se deduce que la ganancia K debe ajustarse
en funcio´n del offset medido en la RNC para que el algoritmo se mantenga es-
table. Por tanto, es necesario que K se actualice automa´ticamente de acuerdo a la
estimacio´n del retardo del Iub en sentido downlink realizado en la RNC. Esta op-
eracio´n requiere que el protocolo FP guarde un conjunto de valores precalculados
34 Chapter 3. Sincronizacio´n de Canal de Transporte
Figure 3.6: Topolog´ıa de la red simulada.
de K. En la implementacio´n final se opta por el conjunto de valores correspon-
dientes al 10% de overshoot. El valor de K es seleccionado automa´ticamente de
este conjunto en funcio´n del retardo estimado para el Iub por la RNC (offset),
resultando de esta forma en un ajuste dina´mico.
3.3 Resultados de simulacio´n
Con el fin de evaluar las prestaciones de ambos algoritmos sobre canales dedica-
dos DCH, se ha desarrollado una detallada implementacio´n del protocolo FP, de
acuerdo a las especificaciones del 3GPP [2] y [1], usando OMNeT++, una librer´ıa
de simulacio´n en C++ orientada a eventos [19].
En la figura 3.6 se puede observar la topolog´ıa de la red que se ha simulado.
Se trata de un enlace punto a punto simulando el interfaz Iub entre RNC y Nodo
B cuyo ancho de banda es de 1.7 Mbit/s, aproximadamente la tasa de un enlace
E1 PDH restando un 10% para tra´fico de control y sen˜alizacio´n.
Las simulaciones se han realizado teniendo en cuenta tanto tra´fico de voz como
de datos. Las fuentes de voz esta´n basadas en codecs AMR mientras que cada
fuente de datos representa el tra´fico de una aplicacio´n web. Se puede encontrar
una descripcio´n detallada de las caracter´ısticas de ambos tipos de fuentes en la
recomendacio´n del 3GPP TR 25.933 [20]. Cada una de estas fuentes utiliza un
canal DCH a una tasa constante de 384 Kbps.
Respuesta a cambios abruptos de retardo
En este apartado se estudia el comportamiento de ambos algoritmos en una situacio´n
de incremento abrupto del retardo del Iub. En este escenario, los resultados de
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simulacio´n muestran que PTA reacciona ma´s ra´pido que el algoritmo cla´sico evi-
tanto pe´rdidas excesivas, reduciendo la sen˜alizacio´n y al mismo tiempo mante-
niendo los niveles de los buffers del Nodo B suficientemente bajos. Adema´s, el
algoritmo cla´sico puede presentar problemas de estabilidad dependiendo del valor
de la ganancia K, requiriendo una configuracio´n muy precisa. Estos cambios br-
uscos en el retardo del Iub se corresponden con situaciones reales que pueden ser
causadas por varias razones:
• Una conexio´n/desconexio´n simulta´nea de varias fuentes en un mismo Nodo
B provocando un fuerte incremento/decremento de tra´fico hacia ese Nodo B.
• Un nodo intermedio de la red de transporte UTRAN que este´ manejando
una gran cantidad de tra´fico.
• Cuando se produce un re-encaminamiento de las conexiones que circulan por
el Iub. Ver [21] y sus referencias.
En los ejemplos expuestos en [22], el retardo en un solo sentido de diferentes
caminos/ramas del interfaz Iub var´ıan desde 12 hasta 31 ms considerando tra´fico
de voz y transporte ATM. Esto nos da una idea de las diferencias de retardo que
se pueden alcanzar en la red que conecta los nodos de acceso 3G. Si se consideran
servicios de datos y transporte IP, estos retardos pueden ser mucho mayores. En
este trabajo, se han considerado cambios de retardo entre 10 ms y 60 ms.
En esta seccio´n, se evalu´an dos escenarios donde el retardo de la interfaz Iub
experimenta un cambio brusco: un incremento y un decremento. En estos experi-
mentos se considera una fuente de voz activa y los para´metros TOAWS y TOAWE
se han fijado a sus valores t´ıpicos [4], 10 ms y 5 ms respectivamente.
En la figura 3.7 se observa la reaccio´n de PTA y del algoritmo cla´sico con
K = 1 ms y K = 3 ms en un escenario de incremento del retardo. Tambie´n se
muestra la variacio´n del para´metro TOA de la conexio´n FP. La interfaz Iub se
configura inicialmente con un retardo de propagacio´n de 10 ms. En el instante de
simulacio´n t = 50 ms, dicho retardo del Iub cambia a 50 ms. Este cambio implica
que las tramas empiezan a llegar al Nodo B despue´s de la ventana de recepcio´n
provocando la generacio´n de tramas TA (signaling events) y el descarte de las
tramas que llegan demasiado tarde (loss events), como se muestra en la figura 3.7.
En consecuencia, el buffer del Nodo B permanece vac´ıo hasta que el instante de
env´ıo de nuevas tramas se ajusta en la RNC para que lleguen a tiempo de ser
transmitidas a trave´s de la interfaz radio.
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Figure 3.7: Reaccio´n de ambos algoritmos ante un incremento del re-
tardo.
Estas gra´ficas muestran que PTA se comporta claramente mejor y se estabiliza
mucho ma´s ra´pido que el algoritmo cla´sico para cualquiera de sus configuraciones.
Con K = 3 ms (apropiado para un retardo de 10 ms en el Iub) el mecanismo cla´sico
pierde la estabilidad tras el aumento del retardo y, con K = 1 ms (apropiado para
un retardo del Iub de 50 ms), la respuesta del algoritmo cla´sico es considerable-
mente ma´s lenta si se compara con la de PTA.
Los resultados del experimento de disminuir el retardo se ilustran en la figura
3.8. El interfaz Iub se configura inicialmente con un retardo de propagacio´n de
50 ms y, en el instante de simulacio´n t = 50 ms, se reduce a 10 ms. Despue´s
de este cambio, las tramas comienzan a llegar antes de la ventana de recepcio´n
y, por tanto, generan sen˜alizacio´n aunque no se descartan. Sin embargo, una
disminucio´n del retardo tiene un efecto negativo: el llenado de los buffers del
Nodo B. Por esta razo´n, el algoritmo de ajuste de tiempo debe reaccionar lo ma´s
ra´pido posible para evitar un almacenamiento excesivo, pero, al mismo tiempo,
asegurando una respuesta estable del sistema. Como se aprecia en la figura 3.8, el
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Figure 3.8: Reaccio´n de ambos algoritmos ante un decremento del re-
tardo.
algoritmo cla´sico con K = 3 ms es el ma´s ra´pido a la hora de vaciar el buffer, pero
se vuelve inestable. Por otro lado, el algoritmo cla´sico con K = 1 ms se mantiene
estable pero su respuesta es demasiado lenta. PTA presenta el comportamiento
ma´s equilibrado puesto que es capaz de seguir la variacio´n del retardo de forma
ra´pida gracias a la estrategia proporcional mientras que la variacio´n dina´mica
de K (basado en los valores de la tabla 3.1 para un overshoot del 10%) asegura
la estabilidad. En comparacio´n con el algoritmo cla´sico, PTA muestra un mejor
comportamiento para cualquier situacio´n de cambio en el retardo del Iub: mantiene
bajos los niveles de los buffers del Nodo B, reduce las pe´rdidas y genera menos
tramas de la sen˜alizacio´n.
Comparacio´n de prestaciones en condiciones de tra´fico
realista
En esta seccio´n, ambos algoritmos son evaluados en condiciones de tra´fico que
reflejen un escenario pra´ctico (30 fuentes de voz y 6 fuentes de datos). Con el
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Figure 3.9: Evaluacio´n de prestaciones para distintos valores de retardo
constante en el Iub.
fin de comparar su rendimiento se miden el ratio de tramas perdidas, el ratio de
tramas de sen˜alizacio´n y el nivel ma´ximo del buffer en el Nodo B. El ratio de
sen˜alizacio´n es el cociente entre el nu´mero de tramas TA enviadas por el Nodo B
y el nu´mero total de tramas de datos recibidas en el nodo B. El ratio de perdidas
es la relacio´n entre el nu´mero de tramas que son descartadas (llegan ”demasiado
tarde”) y el nu´mero total de tramas recibidas en el nodo B. Ambos ratios esta´n
expresadas en porcentaje, mientras que los niveles del buffer se expresan en nu´mero
de tramas.
En la primera prueba se comparan ambos algoritmos dados diferentes retardos
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de propagacio´n en el Iub. Cada valor de retardo permanece constante durante el
tiempo que dura cada simulacio´n. Los para´metros TOAWS y TOAWE se han
establecido a 20 ms y ms 5, respectivamente. Los resultados de la simulacio´n se
muestran en la figura 3.9. Cada uno de estos valores se obtienen promediando los
resultados de diez ejecuciones de la simulacio´n y se representan con un intervalo
de confianza del 95%.
En la figura 3.9, se puede observar que el algoritmo cla´sico con altos valores
de K se comporta de manera similar a PTA para bajos retardos del Iub (10 o 20
ms), pero se vuelve inestable con retardos mayores. No´tese que aunque el retardo
de propagacio´n permanezca constante, los distintos lujos de datos experimentan
variaciones de retardo por el hecho de compartir recursos de transmisio´n. Por otro
lado, el algoritmo cla´sico con K = 1 ms se mantiene estable para un amplio rango
de retardos en el Iub pero su rendimiento es menor que el de PTA en todos los
escenarios, debido a su lenta respuesta. La u´nica forma de acelerar esta respuesta
en el algoritmo cla´sico es aumentar K, lo cual provoca inestabilidad en situaciones
de altos retardos. Este hecho pone de manifiesto el principal inconveniente del
algoritmo cla´sico: el compromiso entre una ra´pida respuesta y la robustez frente
a las oscilaciones.
En el siguiente escenario el retardo del Iub experimenta un cambio repentino
en una situacio´n de tra´fico ide´ntica al escenario anterior. La figura 3.10 ilustra
las prestaciones de ambos algoritmos para distintos aumentos (signo positivo) y
decrementos (signo negativo) del retardo del Iub, que van desde 10 ms a 40 ms.
El TOAWS se establece a 10 ms y TOAWE a 5 ms. Cada valor de rendimiento se
mide durante los 60 segundos posteriores al cambio de retardo. Los valores medios
y los intervalos de confianza (95%) se obtienen a partir de 10 ejecuciones de cada
simulacio´n.
Las prestaciones recogidas en la figura 3.10 confirman los resultados observados
en la seccio´n 3.3, donde se consideraba una sola fuente de voz y, por tanto, un u´nico
flujo FP. Se demuestra que bajo condiciones realistas tra´fico, PTA tambie´n obtiene
mejores resultados de rendimiento que el algoritmo cla´sico bajo incrementos y
decrementos del retardo en el Iub. Se observa que la ocupacio´n de los buffers del
Nodo B en algunas ocasiones es mayor para PTA que para el algoritmo cla´sico.
Esto es debido a la menor tasa de perdida de tramas de PTA, por lo que el nodo
B tiene que almacenar tramas que con el algoritmo cla´sico se habr´ıan perdido.
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Figure 3.10: Evaluacio´n de prestaciones ante un cambio brusco del
retardo en el Iub.
3.4 Conclusiones
En este cap´ıtulo se ha propuesto un nuevo algoritmo de timing adjustment para el
mecanismo de sincronizacio´n de canal de transporte en la red de acceso radio de
UMTS. La estabilidad de este algoritmo, conocido como PTA, ha sido analizada
mediante teor´ıa de control en tiempo discreto y sus prestaciones se han evaluado
a trave´s de simulaciones en condiciones realistas de tra´fico donde ha demostrado
un mejor rendimiento que el algoritmo cla´sico. A nivel de resultados, las conclu-
siones ma´s importantes son que PTA tiene una respuesta ma´s ra´pida a los cambios
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abruptos en el retardo del Iub que el algoritmo cla´sico y que su funcionamiento es
estable independientemente del retardo del Iub.
Un algoritmo como el aqu´ı presentado supone una mejora de la QoS experi-
mentada por el usuario ya que consigue una sincronizacio´n ma´s ra´pida y eficiente
en la comunicacio´n entre RNC y Nodos B, mejora que sera´ au´n ma´s notable con
la sustitucio´n gradual de la red de transporte ATM a una red todo IP.

CHAPTER 4
Control de Flujo en el Backhaul
Resumen: Con la incorporacio´n de HSDPA en las redes UMTS la funcio´n
de scheduling se ha desplazado desde la RNC hasta el Nodo B, generando
la necesidad de unos nuevos buffers en el Nodo B. A su vez, esta nueva
distribucio´n de la capacidad de almacenamiento entre la RNC y el Nodo B
requiere de un mecanismo de control de flujo que regule la transferencia de
datos entre ambos. En este cap´ıtulo se realiza un detallado estudio anal´ıtico
de este control de flujo aborda´ndolo como un problema de optimizacio´n
cuadra´tica. Partiendo de este ana´lisis se propone un nuevo algoritmo de
control de flujo que consigue minimizar el retardo extremo a extremo gracias
a que este algoritmo tiene en cuenta un para´metro como la ocupacio´n de los
buffers de la RNC que hasta ahora no se hab´ıa considerado en algoritmos
anteriores.
4.1 Introduccio´n
HSDPA
La evolucio´n del mercado de la telefon´ıa mo´vil ha supuesto una fuerte demanda
de sistemas de mayor capacidad as´ı como de tasas de transferencia ma´s altas. En
este contexto, el 3GPP extendio´ la especificacio´n de WCDMA en la Release 5 con
el concepto HSDPA [23]. HSDPA, disen˜ado espec´ıficamente para tra´fico a ra´fagas
(servicios de tipo interactive, streaming y background), tiene como principales ob-
jetivos aumentar la velocidad de transmisio´n de datos en sentido downlink, mejorar
la QoS percibida por el usuario y lograr un menor coste por bit entregado.
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Figure 4.1: Estructura de protocolos para la interfaz radio de HSDPA.
El concepto HSDPA se basa en la implementacio´n de un nuevo canal de trans-
porte compartido en sentido downlink, denominado HS-DSCH [23], y en la trans-
ferencia de algunas funcionalidades de la capa MAC desde la RNC hasta el Nodo
B. HSDPA presenta mu´ltiples novedades con respecto a WCDMA, entre las que
destacan la codificacio´n y modulacio´n adaptativas (fast link adaptation), HARQ,
planificacio´n ra´pida de paquetes (fast packet scheduling) y una reduccio´n del in-
tervalo de tiempo de transmisio´n (TTI) a 2 ms [24]. Estas caracter´ısticas son
soportadas en una nueva sub-capa MAC que se introduce en el Nodo B y que
se conoce como MAC-hs (Medium Access Control-high speed). El resto de ca-
pas/protocolos de la red de acceso radio que se encuentran por encima de la capa
MAC son los mismos que en la arquitectura que se presento´ en Release 99 para
UMTS (ver figura 3.2), sin modificacio´n alguna. No obstante, el protocolo RLC
(Radio Link Control) so´lo puede operar en modo con o sin reconocimiento, pero
no en modo transparente debido al cifrado. La figura 4.1 ilustra la estructura de
protocolos de la interfaz radio para una red UMTS con funcionalidad HSDPA.
En comparacio´n con la arquitectura de Release 99, el desplazamiento del pla-
nificador de paquetes (scheduler) desde la RNC hasta el Nodo B es el cambio ma´s
notable. La motivacio´n de este cambio es la necesidad de informacio´n reciente
sobre el estado del canal radio por parte de los mecanismos de adaptacio´n al canal
(link adaptation) y del propio scheduler, a fin de poder realizar un seguimiento
instanta´neo de las condiciones radio de cada usuario. Ahora, al tomarse las deci-
siones de scheduling en la capa MAC-hs del Nodo B, se requieren nuevos buffers en
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el Nodo B para almacenar los datos de cada usuario que esperan ser transmitidos
a trave´s de la interfaz radio. Estos buffers se denominan colas de prioridad y cada
uno recibe informacio´n de un solo flujo de datos desde la RNC. Puede haber hasta
8 colas de prioridad para cada usuario (UE) [23].
Motivacio´n
La distribucio´n de la capacidad de almacenamiento entre la RNC y el Nodo B
implica la necesidad de un mecanismo de control de flujo que regule la transferencia
de datos (tramas RLC) desde la RNC al Nodo B. El objetivo de este mecanismo
es mantener los buffers del Nodo B a un nivel tal que, por un lado, la capacidad
del canal radio no sea malgastada y, por otro, el retardo de encolamiento en el
Nodo B no sea demasiado alto. Es decir, el buffer debe estar lo suficientemente
lleno como para que nunca falten datos a la hora de transmitir por la interfaz radio
(starvation). Por otro lado, dichos buffers no deben estar demasiado llenos ya que,
en caso de producirse un handover (cambio de celda/Nodo B por parte del terminal
mo´vil), los datos que estaban almacenados en el Nodo B inicial son eliminados y
la RNC debe volver a transmitirlos hacia el nuevo Nodo B que controle ahora al
usuario.
El mecanismo de control de flujo recogido en las especificaciones del 3GPP
para el canal HS-DSCH [25] es el mismo que se propuso para los canales dedicados
(Dedicated Channels, DCH) en la Release ’99 y se conoce como un sistema basado
en cre´ditos. Sin embargo, las especificaciones ba´sicamente se limitan a definir los
formatos de las tramas de sen˜alizacio´n HS-DSCH Capacity Request y HS-DSCH
Capacity Allocation, y de datos HS-DSCH Data Frames que se utilizan durante el
proceso [25]. Por u´ltimo, tambie´n se especifica que dicho control de flujo se debe
realizar de forma independiente para cada flujo de datos con el fin de proporcionar
un trato equitativo a todos los flujos.
Partiendo de estas premisas son varios los controles de flujo para HSDPA apare-
cidos durante los u´ltimos an˜os en la literatura cient´ıfica. Un esquema que se utiliza
habitualmente consiste en observar y controlar directamente el nivel del buffer en
el Nodo B para cada flujo de datos de forma que el tiempo de encolamiento no
supere un valor previamente definido [26, 27]. Este esquema sera´ descrito y anal-
izado en detalle en la siguiente seccio´n desde un punto de vista de optimizacio´n
matema´tica. En [28] los autores proponen un algoritmo de asignacio´n de recursos
para la interfaz Iub basado en una estimacio´n del throughput de HSDPA a trave´s
de la interfaz aire mediante una cadena de Markov. Otro esquema de control de
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flujo para HSDPA es mostrado en [29]. Este esquema previene el desbordamiento
de los buffers del Node B fijando un para´metro de control que determina el nivel
ma´ximo de ocupacio´n en dichos buffers.
En este trabajo se realiza un estudio anal´ıtico del control de flujo de HSDPA.
Dicho control se plantea como un problema de optimizacio´n cuadra´tica que se
resuelve mediante te´cnicas de programacio´n dina´mica DP [30]. Adema´s, se pro-
pone un nuevo algoritmo de control de flujo basado en estas mismas te´cnicas
que minimiza el retardo extremo a extremo. Esto se consigue gracias a que el
nuevo algoritmo tiene en cuenta tambie´n la ocupacio´n de los buffers de la RNC
que hasta ahora no se hab´ıa considerado en algoritmos anteriores. Por u´ltimo,
dicho algoritmo es puesto a prueba en distintas situaciones mediante simulacio´n
computacional.
El resto del cap´ıtulo esta´ organizado de la siguiente forma:
En la seccio´n 4.2 se describira´ el modelo matema´tico utilizado para caracteri-
zar el sistema de control de flujo de HSDPA y se resolvera´ el problema de opti-
mizacio´n derivado de dicho modelo matema´tico. Partiendo del estudio anterior,
en el apartado 4.3 se presentara´ un nuevo algoritmo que consigue minimizar el re-
tardo extremo a extremo. En la seccio´n 4.4, se muestran los resultados obtenidos
mediante simulacio´n para ambos algoritmos. Por u´ltimo, la seccio´n 4.5 recoge las
conclusiones de este trabajo.
4.2 Control de Flujo en HSDPA
Modelo del sistema
El escenario considerado para realizar nuestro estudio es una celda 3G con fun-
cionalidad HSDPA (ver figura 4.2), donde varios usuarios (User Equipments, UEs)
se conectan al Nodo B a trave´s del canal High Speed Downlink Shared Channel
(HS-DSCH) en sentido downlink y mediante un canal dedicado (DCH) en sentido
uplink. La interfaz Iub, la cual conecta el Nodo B y la RNC, se supone de ca-
pacidad constante para el tra´fico HSDPA. Asimismo, se considera que la RNC se
conecta directamente a Internet a trave´s de un enlace de capacidad constante.
Consideramos un flujo MAC-d por usuario, es decir, una so´la conexio´n de
datos por usuario. Cada uno de estos flujos esta´ asociado a una cola de prioridad
del Nodo B, que almacena los datos que esta´n a punto de ser transmitidos por la
interfaz radio, y a un buffer en la RNC donde llegan nuevos paquetes de dicho flujo
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Figure 4.2: Arquitectura de la red HSDPA considerada.
desde Internet. Por tanto, la funcio´n del control de flujo consistira´ en determinar
la cantidad de informacio´n a transmitir para cada conexio´n de datos desde la RNC
al Nodo B en un periodo de tiempo de longitud fija (cada conexio´n de datos tiene
su propio proceso de control de flujo independiente del resto, tal y como describe
el 3GPP en [25]). Dicho periodo es lo que comu´nmente llamamos time-slot. Con
el fin de obtener matema´ticamente una pol´ıtica que determine las decisiones del
control de flujo de HSDPA, cada conexio´n de datos entre la RNC y el Nodo B se
modela como un sistema lineal en tiempo discreto. Cada time-slot se corresponde
con la unidad de tiempo mı´nima en nuestro sistema en tiempo discreto, Tu.
Denotaremos por qi[n] la longitud en tramas RLC de la cola del Nodo B para
el usuario i al inicio del time-slot n, y por ri[n] la tasa de transferencia de tramas
RLC que son transmitidas por primera vez a trave´s del canal radio para el usuario
i durante el time-slot n (tasa efectiva). La variable vi[n] denota el nu´mero de
cre´ditos/tramas RLC concedidas por la RNC al usuario i para el time-slot n. La
evolucio´n de la cola en el Nodo B para cada usuario i viene dada por la ecuacio´n
lineal:
qi[n+ 1] = qi[n] + vi[n]− ri[n] · Tu (4.1)
Dada la variabilidad de la calidad del canal radio, la tasa de transmisio´n efectiva
ri[n] puede cambiar de manera impredecible siendo desconocido su valor al inicio
del time-slot n. En nuestro modelo matema´tico la representaremos como:
ri[n] = ri[n] + ξi[n] (4.2)
do´nde ri[n] es el valor esperado de ri[n] y ξi[n] es una variable aleatoria de media
cero y varianza finita que consideraremos como un error en la estimacio´n de ri[n].
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Ana´lisis Matema´tico
Gene´ricamente, la mayor parte de algoritmos disen˜ados para llevar a cabo el control
de flujo en HSDPA regulan la transferencia de datos desde la RNC hasta el Nodo
B con el objetivo de conseguir un tiempo de encolamiento predefinido Tw para
los buffer del Nodo B qi[n] [26, 27]. En consecuencia, el control de flujo trata de
mantener el nivel del buffer para cada flujo a un valor objetivo Qi[n]:
Qi[n] = ri[n] · Tw (4.3)
Para cada usuario i, cada time-slot el control de flujo trata de compensar la difer-
encia entre el nivel deseado Qi[n] y el nivel real qi[n]. En este trabajo se formula
el problema de control de flujo en HSDPA como un problema de optimizacio´n
cuadra´tica. As´ı, la funcio´n objetivo a minimizar para cada usuario es:
E{∑Kn=0[(qi[n]−Qi[n])2 + (vi[n]− ri[n] · Tu)2]} (4.4)
do´nde el primer te´rmino representa la penalizacio´n por desviarse del valor objetivo
de la cola del Nodo B y el segundo te´rmino es una medida de la calidad con la que
la tasa de transferencia de la RNC (cre´ditos) sigue la tasa efectiva del canal. K es
el nu´mero de etapas o time-slots sobre los que se minimiza.
Introduciendo los siguientes cambios de variable:
xi[n] := qi[n]−Qi[n]
ui[n] := vi[n]− ri[n] · Tu
(4.5)
y usando notacio´n vectorial
xn = (x1[n], . . . , xM [n])
′
un = (u1[n], . . . , uM [n])
′
wn = (ξ1[n] · Tu, ..., ξM [n] · Tu)′
(4.6)
la ecuacio´n del sistema (4.1) con M usuarios en la celda se puede expresar como:
xn+1 = Anxn + Bnun + wn = xn + un + wn (4.7)
donde xn es el vector de estados, un es el vector de control y wn es el vector de
perturbaciones. En nuestro caso, tanto An como Bn son matrices identidad de
orden M ×M .
Por su parte la funcio´n de coste o funcio´n objetivo (4.4) se puede expresar
ahora de la siguiente forma:
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donde las matrices Qn y Rn son matrices identidad de orden M × M . Las
primeras representan el coste asociado a la ocupacio´n de los buffers y las segundas
el coste asociado a los vectores de control. K es el nu´mero de etapas sobre las que
se desea optimizar el sistema. En nuestro caso, estamos interesados en reducir los
niveles de los buffers al final de cada time-slot y, por tanto, minimizaremos sobre
una sola etapa aplicando, por tanto, una pol´ıtica one-step lookahead [30].
La minimizacio´n de la funcio´n de coste se llevara´ a cabo mediante programacio´n
dina´mica. Ba´sicamente lo que haremos es ir calculando etapa a etapa cua´l es la
combinacio´n de controles que consigue minimizar el estado siguiente (nivel buffers),
empezando en orden inverso desde la u´ltima etapa (n+1 en nuestro caso) hasta
llegar a la etapa inicial. As´ı, en la etapa n, nuestro objetivo sera´ minimizar el
coste del control un y del estado xn+1. El coste de la u´ltima etapa ser´ıa:
Jn+1(xn+1) = xn+1
2 (4.9)
El objetivo es encontrar el vector de control un con el que se obtenga el mı´nimo
coste desde la etapa n hasta la n+ 1. En la etapa n, el coste vendr´ıa dado por:
Jn(xn) = min
un
E {xn2 + un2 + Jn+1(xn+1)} (4.10)
aplicando (4.9) y sustituyendo xn+1 por su valor en (4.7) obtenemos:
Jn(xn) = 2xn
2 + E {wn2 + 2x′nwn}
+min
un
{2x′nun + 2un2 + E {2w′nun}}
(4.11)
Teniendo en cuenta que la esperanza de wn es cero (sus componentes ξi[n] son
variables aleatorias de media cero) el u´ltimo te´rmino de la expresio´n anterior de-
saparece. El vector de control que minimiza Jn(xn) puede obtenerse directamente
derivando (4.11) con respecto a un e igualando el resultado a cero, obteniendo la
siguiente ley de control:
un = −1
2
xn (4.12)
Deshaciendo los cambios de variable realizados en (4.5), obtenemos el nu´mero
de cre´ditos o´ptimo que debe enviar la RNC para cada flujo i:
vi[n] = −12 (qi[n]−Qi[n]) + ri[n] · Tu (4.13)
Curiosamente, en [26] se propone esta misma expresio´n desde un planteamiento
intuitivo.
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4.3 Algoritmo Propuesto
Con el objetivo de mejorar las prestaciones del algoritmo anterior, proponemos
un nuevo esquema de control de flujo que no so´lo tiene en cuenta el estado de los
buffers del Nodo B a la hora de tomar sus decisiones sino tambie´n el de los buffers
de la RNC. Con este nuevo algoritmo se consigue minimizar el retardo extremo
a extremo de cada conexio´n de datos, pero con la contrapartida de aumentar
ligeramente la ocupacio´n de los buffers del Nodo B.
Denotaremos por yi[n] la ocupacio´n del buffer de la RNC para el usuario i al
inicio del time-slot n, y λi[n] la tasa de llegada de tramas RLC para el usuario i a
la RNC durante el time-slot n. La evolucio´n de las colas en el Nodo B y la RNC
para cada usuario i viene dado por el siguiente sistema de ecuaciones lineales:
qi[n+ 1] = qi[n] + vi[n]− ri[n] · Tu
yi[n+ 1] = yi[n]− vi[n] + λi[n] · Tu
(4.14)
Tanto ri[n] como λi[n] son variables aleatorias cuyo valor es desconocido al inicio
del time-slot n y, por tanto, tenemos que aproximarlas por sus valores esperados,
r¯i[n] y λ¯i[n] respectivamente. El sistema se reescribe ahora como:
qi[n+ 1] = qi[n] + vi[n]− (r¯i[n] + ξi[n]) · Tu
yi[n+ 1] = yi[n]− vi[n] + (λ¯i[n] + δi[n]) · Tu
(4.15)
do´nde ξi y δi son variables aleatorias de media cero que representan los errores
asociados a las predicciones de ri y λi respectivamente.
Al igual que en el anterior algoritmo, introducimos el cambio de variable
xi[n] := qi[n] − Qi[n] siendo Qi[n] = ri[n]Tw el valor objetivo para la longi-
tud del buffer (Tw tiempo de encolamiento predefinido). Con este cambio el nuevo
sistema queda de la siguiente forma:
xi[n+ 1] = xi[n] + vi[n]− (r¯i[n] + ξi[n]) · Tu
yi[n+ 1] = yi[n]− vi[n] + (λ¯i[n] + δi[n]) · Tu
(4.16)
Por simplicidad expresaremos el sistema en notacio´n matricial considerando M
usuarios activos en la celda HSDPA. As´ı, definimos los siguientes vectores:
zn = (x1[n], ..., xM [n], y1[n], ..., yM [n])
′
vn = (v1[n], ..., vM [n], v1[n], ..., vM [n])
′
wn = (−r¯1[n]− ξ1[n], ...,−r¯M [n]− ξM [n],
λ¯1[n] + δ1[n], ..., λ¯M [n] + δM [n])
′
(4.17)
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donde zn es el vector de estados, vn es el vector de control y wn es el vector
de perturbaciones. El sistema lineal (4.16) puede expresarse ahora en notacio´n
matricial como:
zn+1 = Anzn + Bnvn + Tu ·wn (4.18)
do´nde An es una matriz identidad de dimensio´n 2M × 2M y Bn tiene la sigu-
iente forma:
B =
(
IN
−IN
)
(4.19)
con IN matriz identidad de dimensio´n M ×M .
El objetivo de nuestro algoritmo es minimizar la ocupacio´n total del sistema
y, por tanto, minimizar el retardo extremo a extremo. Para ello formularemos
este problema de minimizacio´n como un problema de programacio´n dina´mica [30],
asociando una funcio´n de coste al sistema anteriormente descrito, la cual debere-
mos minimizar. Asumiendo un coste cuadra´tico, dicha funcio´n de coste presenta
el siguiente aspecto:
E
{
z′KQKzK +
K−1∑
n=0
(z′nQnzn + v
′
nRnvn)
}
(4.20)
donde las matrices Qn son sime´tricas semidefinidas positivas y las matrices Rn
son sime´tricas definidas positivas. K es el nu´mero de etapas sobre las que se desea
optimizar el sistema. Al igual que en el algoritmo anterior, nos interesa reducir
los buffers al final de cada slot y, por tanto, minimizaremos sobre una sola etapa.
Como vemos, minimizar la funcio´n de coste supone minimizar dos factores
cuadra´ticos: por un lado, la ocupacio´n de los buffers del Nodo B y RNC (zn) y,
por otro, los vectores de control o cre´ditos (vn). El primer factor se corresponde
con nuestro objetivo inicial mientras que el segundo impone una restriccio´n sobre
los cre´ditos que evita que obtengamos como solucio´n al problema la solucio´n trivial,
es decir, asignar infinitos recursos.
Las matrices Qn representan el coste asociado a la longitud de los buffers y
pueden ser expresadas como:
Qn =
(
Q00n 0
0 Q11n
)
(4.21)
con todas las submatrices de dimensio´n M ×M y valor:
Q00n = αx[n]I
Q11n = αy[n]I
(4.22)
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donde I es las matriz identidad. αx[n] y αy[n] son los factores de ponderacio´n
aplicados a los buffers de Nodo B y RNC respectivamente, es decir, el coste o
penalizacio´n asociada a la ocupacio´n de dichos buffers. El ajuste de estos pesos se
comentara´ ma´s adelante.
Por su parte, Rn es una matriz identidad de orden 2M × 2M y puede inter-
pretarse como el coste asociado a los vectores de control vn (cre´ditos).
En general, las matrices Qn y Rn pueden depender del ı´ndice pero como vamos
a minimizar etapa a etapa nos referiremos a ellas como Q y R. En la etapa n,
nuestro objetivo sera´ minimizar el coste del control vn y del estado zn+1. El coste
de esta u´ltima etapa ser´ıa:
Jn+1(zn+1) = z
′
n+1Qzn+1 (4.23)
El objetivo es encontrar el vector de control vn con el que se obtenga el mı´nimo
coste desde la etapa n hasta la u´ltima etapa (n+ 1 en nuestro caso). En la etapa
n, el coste vendr´ıa dado por:
Jn(zn) = min
vn
E {z′nQzn + v′nRvn + Jn+1(zn+1)} (4.24)
aplicando (4.23) y sustituyendo zn+1 por su valor en (4.18) obtenemos:
Jn(zn) = z
′
n(A
′QA + Q)zn + E {w′nQwn + 2z′nA′Qwn}
+min
vn
{2z′nA′QBvn + v′n(B′QB + R)vn + E {2w′nQBvn}}
(4.25)
Teniendo en cuenta la linealidad del operador esperanza, el u´ltimo te´rmino de la
expresio´n anterior se puede escribir como 2w′nQBvn, donde
wn = (−r1[n], ..., rM [n], λ1[n], ..., λM [n]). (4.26)
El vector de control que minimiza Jn(zn) puede obtenerse directamente derivando
(4.25) con respecto a vn e igualando el resultado a cero
(B′QB + R)vn + (z′nA
′QB + w′nQB)
′ = 0 (4.27)
Despejando el valor de vn, obtenemos que la ley de control resultante es:
vn = − (R + B′QB)−1 B′QA
(
zn + A
−1w¯n
)
(4.28)
Sustituyendo en (4.28) las matrices por sus valores correspondientes obtenemos
que el control aplicado para cada flujo de datos i deber´ıa ser:
vi[n] =
1
αx[n]+αy [n]
(αy[n] (yi[n] + λi[n] · Tu)− αx[n] (xi[n]− ri[n] · Tu)) (4.29)
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y deshaciendo el cambio de variable:
vi[n] =
αy [n]
αx[n]+αy [n]
(yi[n] + λi[n] · Tu)− αx[n]αx[n]+αy [n] (qi[n]−Qi[n]− ri[n] · Tu)
(4.30)
Como vemos los cre´ditos concedidos dependen de dos factores, el primero rela-
cionado con el estado de las colas de la RNC yi[n], y el segundo con las colas
del Nodo B qi[n]. La configuracio´n de los factores αx[n] y αy[n] se ha de ajustar
de acuerdo al objetivo buscado. El ajuste puede llevarse a cabo oﬄine, mediante
te´cnicas de simulacio´n combinadas con aprendizaje automa´tico, o puede llevarse
a cabo online mediante tecnicas de aprendizaje o´ptimo como multi-armed-bandits
[31], o response surface methodology [32]. En nuestro caso, se han empleado sim-
ulaciones para el ajuste de los valores, y se ha obtenido el siguiente heur´ıstico:
0 < qi[n]
Qi[n]
< 1 ⇒ αx[n] = 1, αy[n] = 1
1 ≤ qi[n]
Qi[n]
< 2 ⇒ αx[n] = qi[n]Qi[n] + 1, αy[n] = 1
qi[n]
Qi[n]
≥ 2 ⇒ αx[n] = 1, αy[n] = 0
(4.31)
Si el nivel del buffer del Nodo B au´n no ha llegado al nivel objetivo (0 < qi[n]
Qi[n]
< 1)
se ponderan por igual ambos factores (0.5), tanto el que depende del Nodo B
como el de la RNC. De esta forma, se incrementa la tasa de trasnmisio´n de la
RNC para que el buffer del Nodo B alcance lo antes posible el valor objetivo. Una
vez alcanzado/superado el nivel objetivo (1 ≤ qi[n]
Qi[n]
< 2), se toma αx[n] mayor que
αy[n] de forma que se reduzca la importancia del factor relativo a los buffers de la
RNC para frenar el env´ıo de cre´ditos. En caso de superar el umbral de 2Qi[n] se
reduce dra´sticamente la tasa, dejando de considerar la ocupacio´n de la RNC.
4.4 Evaluacio´n de Prestaciones
Modelo de Simulacio´n
Para la evaluacio´n de prestaciones de los algoritmos presentados se ha implemen-
tado un modelo detallado de celda HSDPA que incluye los protocolos RLC, MAC-d
y MAC-hs. El simulador ha sido desarrollado en OMNeT++, herramienta de sim-
ulacio´n en C++ orientada a eventos [19].
Para la implementacio´n de la capa f´ısica (canal radio) se ha optado por un
modelo basado en curvas BLER, el cual esta´ completamente descrito en [33]. El
modelo elegido es un ITU-T Pedestrian A con velocidad de 3 km/h. Los equipos
de usuario (UE’s) informan al Nodo B del estado del canal radio por medio del
CQI con un retardo constante de 6 ms [33]. Los formatos de transporte (TF) son
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elegidos en la capa MAC-hs a partir de estos informes de forma que el BLER sea
inferior al 10%. El Nodo B se conecta a la RNC a trave´s de un enlace punto a
punto de ancho de banda constante e igual a 6 Mbps. Por otra parte, se supone
que Internet y el core network introducen un retardo constante de 20 ms en cada
direccio´n.
Todos los experimentos se realizan con tra´fico streaming video. Dicho tra´fico
se modela mediante unas fuentes de tasa constante que transmiten a 312 Kbps
con un taman˜o de paquete de 576 bytes, similares a las utilizadas en [34]. En
consecuencia, al tratarse de tra´fico en tiempo real la capa RLC funciona en modo
sin reconocimiento (UM). El nu´mero ma´ximo de retransmisiones en la capa MAC-
hs es de 3 y el taman˜o de la ventana de MAC-hs se fija en 12. Se considera que
los terminales mo´viles son de categor´ıa 6, lo que implica que la ma´xima velocidad
a la que pueden recibir datos desde el canal HSDPA (HS-DSCH) es 3.6 Mbps. No
se implementa multiplexacio´n en co´digo. Los enlaces ascendentes DCHs operan a
64 Kbit/s. El taman˜o de las tramas RLC se ajusta a su valor t´ıpico, 320bits.
El tiempo de espera deseado en los buffers del Nodo B para cada flujo de
datos se establece en Tw = 100 ms. El tiempo de actualizacio´n Tu tiene que ser lo
suficientemente pequen˜o como para permitir al flujo de control seguir con precisio´n
las variaciones del canal de radio pero a su vez tiene que ser lo suficientemente
grande como para mantener la carga de sen˜alizacio´n entre RNC y Nodo B a un
nivel razonable. Teniendo en cuenta este compromiso se ha fijado Tu = 100 ms.
Resultados
En primer lugar se ha realizado un experimento para comparar las prestaciones de
los dos algoritmos expuestos en este trabajo frente a la situacio´n sin control de flujo
bajo tres schedulers radio diferentes: Round Robin, Maximum C/I y Proportional
Fair. El primero de ellos elige el usuario que debe transmitir de forma equitativa
siguiendo un orden secuencial. Con Maximum C/I, en cada TTI trasmite siempre
el usuario que experimenta las mejores condiciones radio (mayor ratio portadora
a interferencia), siendo el esquema ma´s injusto. Por u´ltimo, Proportional Fair es
una combinacio´n de los dos anteriores pues, pretende ser equitativo pero tiene en
cuenta tambie´n el estado del canal radio a la hora de seleccionar al usuario. En [35]
se describe detalladamente este scheduler. Los resultados mostrados en la Fig. 4.3
corresponden al promedio de diez re´plicas de cien segundos de duracio´n, usando
un intervalo de confianza del 95%. Se considera que hay doce usuarios activos en
la celda.
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Figure 4.3: Prestaciones frente a distintos schedulers
Como es lo´gico, en ausencia de control de flujo se consiguen los mejores resul-
tados en cuanto a retardo para cualquier scheduler puesto que los datos atraviesan
la RNC sin espera alguna, siendo transmitidos directamente hacia el Nodo B. Sin
embargo, esta situacio´n no es deseable puesto que los buffers del Nodo B no esta´n
controlados. En ausencia de control los buffers pueden desbordarse o, en el caso de
que ocurra un handover, todos los datos que estuvieran almacenados en el Nodo
B original ser´ıan eliminados y la RNC debe volver a transmitirlos hacia el nuevo
Nodo B que controlase la celda donde se hubiera desplazado el usuario. En lo
que a los controles de flujo se refiere, se observa como nuestro algoritmo consigue
mejorar significativamente el retardo extremo a extremo con respecto al algoritmo
gene´nico.
Por u´ltimo se comparan los algoritmos frente al nu´mero de usuarios activos en el
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Figure 4.4: Prestaciones en funcio´n del nu´mero de usuarios
sistema con un scheduler Maximum C/I. En la Fig. 4.4 se muestran los resultados
de este experimento. Al igual que en la anterior gra´fica, los datos corresponden
al promedio de diez re´plicas de cien segundos de duracio´n usando un intervalo de
confianza del 95%.
Como vemos, los resultados de este experimento esta´n en l´ınea con los ante-
riores. El algoritmo propuesto consigue mejores figuras de retardo (a costa de
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una mayor ocupacio´n del buffer del Nodo B) que el algoritmo gene´rico. Por otro
lado, cua´nto mayor es el nu´mero de usuarios mayores diferencias se aprecian entre
el rendimiento de los algoritmos. En el caso de los doce usuarios vemos como el
throughput del Nodo B se acerca ya a los 3.6Mbit/s que, para usuarios de categor´ıa
6, ser´ıa la tasa ma´xima a la que podr´ıa transmitir.
4.5 Conclusiones
En este cap´ıtulo se ha abordado el problema del control de flujo de HSDPA desde
una perspectiva diferente a los trabajos realizados hasta la fecha. Se ha planteado
el mecanismo de control de flujo como un problema de optimizacio´n cuadra´tica,
cuya solucio´n se puede obtener de forma directa y relativamente sencilla emple-
ando programacio´n dina´mica. El resultado coincide con una pol´ıtica de control
previamente recogida en la literatura, pero cuya obtencio´n se basaba en criterios
intuitivos, por lo que el resultado obtenido permite dotar de base teo´rica un mecan-
ismo ya existente. Empleando la metodolog´ıa propuesta, hemos podido desarrollar
un nuevo algoritmo de control de flujo que minimiza el retardo extremo a extremo
desde la RNC hasta el UE.

CHAPTER 5
Asignacio´n de Recursos Radio
Considerando el Backhaul
Resumen: Desde la implantacio´n de LTE (4G), la tasas ma´ximas de trans-
misio´n alcanzables para el usuario en el interfaz radio se han disparado con
respecto a las anteriores generaciones de sistemas mo´viles. Por primera vez
operadores, fabricantes y comunidad acade´mica coinciden en la necesidad
de optimizar los recursos del backhaul adema´s de los recursos radio. En
este cap´ıtulo estudiamos el impacto que tiene el backhaul en el algorimo
de gestio´n de recursos radio, o scheduling. Para ello consideramos un esce-
nario sencillo compuesto por una sola celda y una infraestructura backhaul
consistente en un enlace punto a punto de capacidad C. En este esce-
nario planteamos el problema de optimizacio´n correspondiente a un sched-
uler proportional fair, incluyendo la restriccio´n impuesta por los l´ımites de
capacidad del backhaul. Aplicando las condiciones Karush-Kunh-Tucker se
ha obtenido la solucio´n, en algunos casos cerrada, del problema de opti-
mizacio´n. Las evaluaciones nume´ricas muestran que cuando el backhaul es
el cuello de botella el rendimiento del scheduler radio con consideraciones
de backhaul es claramente superior al scheduler convencional.
5.1 Introduccio´n
Dependiendo del ancho de banda espectral asignado a una celda radio LTE (4G),
las tasas ma´ximas de transmisio´n en el interfaz radio pueden llegar a superar los
300 Mbps. En comparacio´n con los sistemas anteriores (3G y 3.5G), estas tasas
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suponen un notable aumento de velocidad de transmisio´n. Este hecho, junto con
una mayor demanda de datos por parte de los usuarios, ha incrementado sustan-
cialmente la carga de tra´fico que ha de soportar la infraestructura de interconexio´n
entre las estaciones base y el nu´cleo de la red, infraestructura a la que denominamos
backhaul.
El aumento de tra´fico en el backhaul conlleva la necesidad de realizar mayores
inversiones para adecuar esta infraestructura de red a las nuevas necesidades. No
obstante, el upgrade del backhaul se enfrenta a a una dificultad fundamental:
dotar a todas las celdas de una conectividad sin limitaciones de ancho de banda
puede ser te´cnicamente inabordable en un tiempo razonable o economicamente
inviable. Pensemos por ejemplo en llevar cable de fibra o´ptica a zonas rurales
o espacios tur´ısticos a decenas de kilo´metros de distancia del nodo o´ptico ma´s
cercano. Por tanto, como el propio 3GPP indica TR36.932 [5], coexisten dos tipos
de infraestructura en el backhaul: el tipo 1, considerado el caso ideal, y basado en
fibra o´ptica y el tipo 2, no ideal, compuesto por l´ıneas DSL y enlaces microondas.
Para este segundo caso la gestio´n eficiente del ancho de banda es un aspecto cr´ıtico.
Histo´ricamente, la investigacio´n en comunicaciones inala´mbricas y en particular
en redes celulares ha prestado una gran atencio´n a la gestio´n de recursos del
interfaz radio, el scheduling, pero so´lo recientemente se empieza a apreciar un
cierto intere´s en el backhaul. En este cap´ıtulo estudiamos el impacto que un
backhaul con ancho de banda limitado tiene en el rendimiento del scheduling, y
mostramos co´mo un scheduler radio que tenga en cuenta estas limitaciones puede
mejorar este rendimiento. Ha habido algunos trabajos previos como [36], donde
se estudia el impacto en LTE del backhaul limitado en relacio´n a la reduccio´n
de la capacidad de cooperacio´n de las estaciones a trave´s del interfaz X2. Otros
trabajos [37] y [38] se centran en el impacto del ancho de banda backhaul en
la formacio´n de clusters de estaciones para reducir la comunicacio´n a trave´s del
backhaul. Otro funcionalidad ba´sica del interfaz radio que se puede ver afectada
por las limitaciones del backhaul es la asociacio´n usuario-estacio´n. Este tema esta´
presente en [39] y [40].
A continuacio´n explicamos los detalles te´cnicos de LTE relevantes en el prob-
lema estudiado y describimos la estrategia que planteamos para abordarlo.
Scheduling Radio en LTE
La trama radio en LTE tiene una duracio´n de 10 ms, y esta´ dividida a su vez,
en 10 subtramas de 1 ms, como vemos en la Figura 5.1. La tecnolog´ıa radio
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9.5.1 Frequency-Division Duplex (FDD)
In the case of FDD operation (upper part of Figure 9.9), there are two carrier frequencies, one for 
uplink transmission ( fUL) and one for downlink transmission ( fDL). During each frame, there are thus 
ten uplink subframes and ten downlink subframes, and uplink and downlink transmission can occur 
simultaneously within a cell. Isolation between downlink and uplink transmissions is achieved by 
transmission/reception filters, known as duplex filters, and a sufficiently large duplex separation in 
the frequency domain.
Even if uplink and downlink transmission can occur simultaneously within a cell in the case of 
FDD operation, a terminal may be capable of full-duplex operation or only half-duplex operation for 
a certain frequency band, depending on whether or not it is capable of simultaneous transmission/
reception. In the case of full-duplex capability, transmission and reception may also occur simultane-
ously at a terminal, whereas a terminal capable of only half-duplex operation cannot transmit and 
receive simultaneously. As mentioned in Chapter 7, supporting only half-duplex operation allows for 
simplified terminal implementation due to relaxed duplex-filter requirements. This applies especially 
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LTE carrier raster and carrier aggregation.
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Uplink/downlink time–frequency structure for FDD and TDD.
Figure 5.1: Diagrama de la trama radio LTE FDD. 1319.2 Normal Subframes and MBSFN Subframes
inputs of th  OFDM modulator, so ething that is needed to retain the low-cubic-metric property of 
the DFTS-OFDM modulation used for uplink data transmission.
9.2 NORMAL SUBFRAMES AND MBSFN SUBFRAMES
In LTE, each downlink subframe (and the DwPTS in the case of TDD; see Section 9.5.2 for a discus-
sion of the TDD frame structure) is normally divided into a control region, consisting of the first few 
OFDM symbols, and a data region, consisting of the remaining part of the subframe. The detailed 
usage of the resource elements in the two regions will be discussed in detail in Chapter 10; at this 
stage all we need to know is that the control region carries L1/L2 signaling necessary to control 
uplink and downlink data transmissions.
Additionally, already from the first release of LTE, so-called MBSFN subframes have also been 
defined. The original intention with MBSFN subframes was, as indicated by the name, to support 
MBSFN transmission, as described in Chapter 15. However, MBSFN subframes have also been found 
to be useful in other contexts, for example as part of relaying functionality, as discussed in Chapter 
16. Hence, MBSFN subframes are therefore better seen as a generic tool and not related only to 
MBSFN transmission.
An MBSFN subframe, illustrated in Figure 9.4, consists of a control region of length one or two 
OFDM symbols, which is in essence identical to its counterpart in a normal subframe, followed by an 
MBSFN region whose contents depend on the usage of the MBSFN subframe. The reason for keeping 
the control region also in MBSFN subframes is, for example, to transmit control signaling necessary 
for uplink transmissions. All terminals, from LTE release 8 and onwards, are capable of receiving the 
control region of an MBSFN subframe. This is the reason why MBSFN subframes have been found 
useful as a generic tool to introduce, in a backwards-compatible way, new types of signaling and 
transmission not part of an earlier release of the LTE radio-access specification. Terminals not capa-
ble of receiving transmissions in the MBSFN region will simply ignore those transmissions.
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FIGURE 9.3
Frequency-domain structure for LTE.
Figure 5.2: Subportadoras y Resource Blocks.
es Orthogonal Frequency Division Multiplexing (OFDM). En el dominio de la
frec cia, la subtrama esta´ dividida en subportadoras de 15 MHz. A su vez, estas
sub ortadoras se agrupan en conjuntos de 12, c stituyend lo que se denomina
resource blocks (RBs), como se muestra en la Figura 5.2. Dentro de la trama
OFDM, un RB ocupa 180 KHz en frecuencia y 0.5 ms en tie po (correspondiente
a la duracio´n de media subtrama, tambie´n denominado slot).
En cada subtrama, los terminales de usuario informan de la calidad del canal
radio, especificando la tasa de transmisio´n ma´xim por RB que permi ir´ıa al r cep-
tor decodificar correctamente (o con una tasa de errores aceptable, generalmente
inferior al 10 %) la sen˜al proced nte de la estacio´n base. Esta informacio´n se de-
nomina channel quality information (CQI) y puede realizarse de forma perio´dica
o aperio´dica. El CQI puede estar referido a un conjunto de subportadoras (sub-
banda) o a todas las subportadoras en su conjunto. En este cap´ıtulo asumiremos
que el transmisor conoce en todo momento el CQI de cada receptor, y que este
CQI esta´ referid a todas las subportadoras de la banda en la que se transmite la
trama.
El problema del scheduling radio consiste en determinar en cada subtrama, y
teniendo en cuenta el CQI de c da usuario, cua´ntos RB de la ubtram se asignara´n
a cada usuario activo en la celda. Esta decisio´n puede tener tambie´n en cuenta los
d tos almacenados en los buffers de cada usuario en el eNB o la tasa de tra smisio´n
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alcanzada hasta el momento por cada usuario. Generalmente se define un criterio
global como maximizar la tasa de transmisio´n total de la celda, la tasa media
por usuario, el retardo medio, etc. Un criterio ampliamente adoptado es el de
maximizacio´n de la funcio´n de utilidad de la red (Network Utility Maximization,
NUM), definida a su vez como la suma de las funciones de utilidad de los usuarios,
que veremos a continuacio´n. El criterio NUM permite introducir el concepto de
justicia (fairness) en el reparto de recursos cuando se maximiza un criterio global
como la tasa de transmisio´n de la celda.
No´tese que la tasa de transmisio´n de cada RB es variable en funcio´n del CQI
de cada usuario, por lo que cada decisio´n de asignacio´n en el canal radio implica,
en general, una carga distinta en el interfaz S1. Este aspecto es crucial en cuanto
a la carga del backhaul si e´ste tiene recursos limitados y por tanto debe tenerse en
cuenta en la formulacio´n del problema. En este cap´ıtulo la asignacio´n de recursos
en el canal radio se aborda a una escala temporal mayor que la trama radio, lo que
permite considerar la tasa media que cada usuario puede obtener en dicho interfaz
durante un periodo en el que la potencia media recibida se mantiene estable. En
funcio´n del modelo de movilidad y de fading lento, este periodo puede oscilar entre
unos pocos segundos y varios minutos. El resultado sera´ por tanto una asignacio´n
a alto nivel de los recursos radio, interpretable como el porcentaje de recursos radio
(RBs) que debera´n asignarse a cada usuario durante el periodo considerado. Estos
porcentajes podr´ıan aplicarse subtrama a subtrama, trama a trama o a escalas
mayores, en funcio´n de los objetivos de retardo establecidos, empleando para ello
otro algoritmo que funcione a una escala temporal menor. Los motivos por los
que abordamos el problema a una escala temporal superior a la duracio´n de una
trama son:
• Porque dota de sentido a las funciones de utilidad de los usuarios, ya que
estos perciben el throughput a escalas mayores a la trama, al menos, del
orden de segundos.
• Porque permite considerar un sistema esta´tico en el que el problema de
optimizacio´n NUM es ma´s factible de analizar que en un sistema estoca´stico,
en el que habr´ıa que recurrir a procesos de decisio´n de Markov mucho ma´s
complejos de abordar tanto anal´ıtica como nume´ricamente (maldicio´n de la
dimensionalidad).
• Porque au´n a alto nivel esperamos obtener resultados que demuestren que
el scheduling radio debe tener en cuenta las limitaciones de recursos en el
backhaul.
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5.2 Modelo del Sistema
El modelo considerado consiste en una u´nica celda LTE, en la que nos centramos
u´nicamente en la direccio´n downlink de transmisio´n. Como recursos radio (en
downlink), la celda dispone de M subportadoras OFDM por las que transmite con
una potencia fija. Como se ha explicado anteriormente, se considera un periodo
de tiempo (del orden de unos pocos segundos) que denominaremos periodo de
scheduling, durante el cual se realizan las siguientes asunciones:
1. El nu´mero de usuarios N en la celda permance fijo. El conjunto de usuarios
en la celda es N = {1, 2, . . . , N}.
2. En cada subtrama en la que la estacio´n transmite hacia un usuario, le asigna
a este usuario todas las subportadoras.
3. Se emplea el modelo de tra´fico full buffer, uno de los recomendados por el
3GPP en TR 36.814 [41], y que consiste en asumir que los usuarios activos
en la celda siempre tienen datos disponibles en el buffer downlink.
4. La potencia media recibida por los usuarios permance constante, as´ı como
la interferencia media recibida de otras celdas. Como consecuencia, durante
el periodo de scheduling a cada usuario puede alcanzar una tasa media de
transmisio´n Ri > 0 en el canal radio, y este valor es conocido por la estacio´n
transmisora al principio del periodo.
En el backhaul consideramos u´nicamente el interfaz S1, y asumimos que du-
rante el periodo de scheduling los recursos disponibles para el interfaz S1 de la
celda estudiada esta´n caracterizados por una tasa de transmisio´n C, conocida por
la estacio´n. Para garantizar los objetivos de calidad de servicio comprometidos,
este valor C no podra´ superarse durante el periodo de scheduling. El diagrama de
la Figura 5.3 ilustra el sistema considerado.
El objetivo es determinar la proporcio´n de recursos radio que se asignara´ a cada
usuario durante el periodo de scheduling. Considerando que en cada subtrama se
asignan todas las subportadoras a un solo usuario, el scheduling determina, para
cada usuario i ∈ N la fraccio´n de tiempo βi que la estacio´n transmite a ese usuario.
Dado que se esta´ considerando que el periodo de scheduling es varios o´rdenes de
magnitud ma´s largo que la duracio´n de una subtrama, podemos asumir que la
fracciones de tiempo {βi}i∈N son nu´meros reales no negativos.
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Core network
Estación Base 
Usuario
Backhaul: enlace punto-a-punto
Capacidad: C Mbps 
Figure 5.3: Diagrama del sistema modelado.
5.3 Ana´lisis del Problema
Partimos de la nocio´n de α-fairness, introducida en [42], y que se ha empleado
extensamente para maximizacio´n de throughput con formulaciones NUM [43], [44].
Si x es el throughput ofrecido a un usuario en concreto, la utilidad obtenida por
este usuario viene dada por Uα (x) =
x1−α
1−α si α > 1 y α 6= 1, y viene dada
por Uα (x) = log (x) si α = 1. Este u´ltimo caso es de especial intere´s, ya que
corresponde al scheduling proportional fair (PF), que es el que se asumira´ en el
ana´lisis que desarrollamos a continuacio´n.
Es un resultado conocido [42] que maximizar la suma de las funciones de utili-
dad proportional fair es equivalente a maximizar la media geome´trica del through-
put de los usuarios:
T ({xi}i∈N ) =
(∏
i∈N
xi
) 1
N
(5.1)
El scheduling debe determinar {βi}i∈N , donde βi es la fraccio´n de tiempo que la
estacio´n base transmite al usuario i. Como datos de entrada, la estacio´n dispone de
la tasa de transmisio´n media Ri de cada usuario al inicio del periodo de scheduling.
En el caso de scheduling α-fair, los valores de {βi}i∈N maximizan
∑
i∈N Uα (βiRi),
donde βiRi es el throughput obtenido por el usuario i durante el periodo de schedul-
ing. Por tanto, el scheduling α-fair con recursos limitados en backhaul se obtiene
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resolviendo el siguiente problema de optimizacio´n:
max
{βi}i∈N
∑
i∈N
Uα (βiRi)
s.t.∑
i∈N
βi ≤ 1 (5.2)∑
i∈N
βiRi ≤ C (5.3)
βi ≥ 0 ∀i ∈ N (5.4)
El siguiente resultado nos da una propiedad importante de la solucio´n para el
caso de scheduling PF.
Proposicio´n 1. Dadas unas tasas Ri > 0 para todo i ∈ N , el scheduling PF
(α = 1) con backhaul limitado C > 0 tiene una solucio´n o´ptima u´nica con βi > 0
para todo i ∈ N .
Prueba. Dado que, para α = 1, Uα (βiRi) = log (βiRi), si existe una solucio´n
al problema, e´sta debe satisfacer βiRi > 0 para todo i, y por tanto βi > 0 para
todo i. El conjunto de soluciones factibles (que cumplen todas las restricciones)
y adema´s cumplen βi > 0 es no vac´ıo, ya que todas las restricciones (5.2), (5.3) y
(5.4) pueden cumplirse con todas las βi estrictamente positivas. En consecuencia
sabemos que existe al menos una solucio´n o´ptima al problema con βi > 0, y puesto
que la funcio´n objetivo es estrictamente co´ncava y las restricciones son convexas,
sabemos que hay una u´nica solucio´n. 
Planteamos el lagrangiano del problema de optimizacio´n:
L(β;λ, µ, ν) = −
∑
i∈N
Uα (βiRi) + λ
(∑
i∈N
βi − 1
)
+ µ
(∑
i∈N
βiRi − C
)
−
∑
i∈N
νiβi
(5.5)
Donde β = (β1, . . . , βN) y ν = (ν1, . . . , νN). Empleando el lagrangiano, L,
podemos obtener las condiciones Karush-Kuhn-Tucker (KKT), necesarias para la
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optimalidad [45]:
∂L
∂βi
= 0 =⇒ βi = 1
µRi + λ− νi ∀i ∈ N (5.6)
λ
(∑
i∈N
βi − 1
)
= 0 (5.7)
µ
(∑
i∈N
βiRi − C
)
= 0 (5.8)
νiβi = 0 ∀i ∈ N (5.9)
λ ≥ 0; µ ≥ 0; νi ≥ 0 ∀i ∈ N (5.10)
Puesto que el problema primal consiste en optimizar una funcio´n co´ncava
definida en un conjunto convexo, sabemos que cualquier tupla de variables pri-
males y duales (β, λ, µ, ν) que cumplan las condiciones KKT, contiene el o´ptimo
primal β y el o´ptimo dual (λ, µ, ν), y el duality gap es cero [45]. Adema´s, sabe-
mos por la proposicio´n 1, que el o´ptimo primal existe y es u´nico, y que βi > 0
para todo i. Por tanto, por la condicio´n (5.9), νi = 0 para todo i, por lo que en
adelante prescindiremos de las variables duales νi. La condicio´n de primer orden
(5.6) queda as´ı
βi =
1
µRi + λ
∀i ∈ N (5.11)
que adema´s impone la condicio´n µRi + λ 6= 0, por lo que (µ = 0, λ = 0) no es una
combinacio´n posible. Por tanto quedan tres posibles combinaciones de variables
duales (µ = 0, λ > 0), (µ > 0, λ = 0) y (µ > 0, λ > 0).
El sistema resultante de las condiciones KKT podr´ıa resolverse nume´ricamente
para obtener la solucio´n PF o´ptima. Sin embargo, como veremos, el sistema se
puede simplificar y, en ciertos casos, obtener soluciones cerradas.
Abordaremos las soluciones para cada posible combinacio´n de variables duales.
Caso 1 (µ = 0, λ > 0). Aplicando las condiciones KKT, esta hipo´tesis implica
βi =
1
λ
y
∑
i∈N
βi = 1⇒ βi = 1
N
∀i ∈ N ⇒ λ = N (5.12)
Para que la solucio´n primal sea factible, debe cumplir las restricciones del problema
primal. En particular, la restriccio´n (5.3), implica que
∑
i∈N βiRi ≤ C. Es decir,
la capacidad del backhaul debe ser C ≥ 1
N
∑
i∈N Ri. En este caso, la tupla (βi =
1
N
∀i, µ = 0, λ = N) cumple las condiciones KKT, y nos dan la solucio´n primal que
por la proposicio´n 1 sabemos que es u´nica.
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Caso 2 (µ > 0, λ = 0). Aplicando nuevamente las condiciones KKT tenemos
que
βi =
1
µRi
y
∑
i∈N
βiRi = C ⇒ µ = N
C
⇒ βi = C
NRi
∀i ∈ N (5.13)
Al realizar la comprobacio´n de las restricciones del problema primal, observamos
que para cumplir la restriccio´n (5.2),
∑
i∈N
C
NRi
≤ 1, y por tanto la capacidad del
backhaul debe cumplir C ≤ N∑
i∈N
1
Ri
. En este caso, la tupla (βi =
C
NRi
∀i, µ = N
C
,
λ = 0) cumple las condiciones KKT, y hemos obtenido la solucio´n primal u´nica.
Caso 3 (µ > 0, λ > 0). En este caso las condiciones (5.7) y (5.8) imponen que
las restricciones primales (5.2) y (5.3) se cumplan con igualdad:∑
i∈N
βi = 1 y
∑
i∈N
βiRi = C (5.14)
Sustituyendo βi en estas igualdades por su expresio´n (5.11), obtenemos el siguiente
sistema de ecuaciones no lineales∑
i∈N
Ri
µRi + λ
= C (5.15)
∑
i∈N
1
µRi + λ
= 1 (5.16)
Que han de resolverse para µ > 0 y λ > 0.
En conclusio´n, hemos encontrado dos valores cr´ıticos de la capacidad del back-
haul:
c∗ =
N∑
i∈N
1
Ri
(5.17)
C∗ =
1
N
∑
i∈N
Ri (5.18)
A partir de los cuales se pueden identificar tres casos en el sistema, cada uno de
ellos caracterizado por una expresio´n para el scheduling PF o´ptimo:
• Caso 1 (C ≥ C∗). Scheduling PF o´ptimo: βi = 1N ∀i.
• Caso 2 (C ≤ c∗). Scheduling PF o´ptimo: βi = CNRi ∀i.
• Caso 3 (c∗ < C < C∗). Scheduling PF o´ptimo: βi = 1µRi+λ ∀i, donde µ > 0
y λ > 0 son las soluciones de∑
i∈N
Ri
µRi + λ
= C (5.19)
∑
i∈N
1
µRi + λ
= 1 (5.20)
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Benchmark: Scheduling PF sin Considerar el Backhaul
Uno de los objetivos de este cap´ıtulo es poner de manifiesto la necesidad de con-
siderar los recursos del backhaul en el disen˜o de algoritmos de scheduling en el
interfaz radio. Por tanto consideraremos como benchmark el scheduling PF en el
que no se consideran restricciones en el backhaul, o lo que es lo mismo, asumiendo
que C = ∞. Todos las propuestas existentes de scheduling en el interfaz radio
que no consideran las limitaciones de backhaul esta´n haciendo impl´ıcitamente esta
asuncio´n. En el modelo empleado, la solucio´n del scheduling PF para C = ∞ es
la del caso 1: βi =
1
N
∀i. Es decir, se obtiene un scheduler que reparte por igual el
tiempo de transmisio´n de la trama entre todos los usuarios. Por este motivo, este
scheduler se denomina equal time, y si la capacidad del backhaul es lo bastante
grande, es un scheduler PF o´ptimo.
Sin embargo, si C < C∗, cuando el scheduler equal time trata de darles a
todos los usuarios el mismo tiempo en el periodo de scheduling (βi = βj para
todo i, j ∈ N ), el backhaul se satura provocando un efecto de starvation en el
interfaz radio. Matema´ticamente, la congestio´n en el backhaul implica igualdad
en la restriccio´n (5.2)
∑
i∈N βiRi = C, ya que el interfaz radio no puede transmitir
ma´s datos que los que se entregan por el backhaul. Si βi = β
∗ para todo i ∈ N ,
tenemos que β∗ = C∑
i∈N Ri
. Por tanto, podemos formalizar el scheduler equal time
de la siguiente forma:
β = min
{
1
N
,
C∑
i∈N Ri
}
(5.21)
En el siguiente apartado compararemos el scheduler equal time con el scheduler
PF que considera el backhaul. Los resultados nos permitira´n valorar la relevancia
del backhaul en el scheduling radio.
5.4 Resultados Nume´ricos
En este apartado evaluaremos nume´ricamente el rendimiento del scheduler PF
consciente del backhaul descrito en el apartado anterior, y lo compararemos con
el benchmark, el scheduler equal-time, o lo que es lo mismo, un scheduler PF
no-consciente del backhaul. Para las simulaciones consideramos un sistema LTE
FDD, es decir basado en OFDMA, en el que cada resource block (RB) consiste en
12 subportadoras OFDM de 15 KHz, y 0.5 milisegundos en los que se transmiten
7 s´ımbolos. La duracio´n de un RB se denomina time-slot, y un periodo de 2 time-
slots se denomina subtrama. La trama radio contiene 10 subtramas. Por tanto,
en una trama cada subportadora puede transmitir 7 × 2 × 10 = 140 s´ımbolos.
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1299.1 Overall Time–Frequency Structure
● As already discussed in Chapter 3, in the case of MBSFN-based multicast/broadcast transmission, 
the cyclic prefix should not only cover the main part of the actual channel time dispersion, but also 
the timing difference between the transmissions received from the cells involved in the MBSFN 
transmission. In the case of MBSFN operation, the extended cyclic prefix is therefore used.
It should be noted that different cyclic-prefix lengths may be used for different subframes within 
a frame. As an example, to be discussed further in Chapter 15, MBSFN-based multicast/broadcast 
transmission is always confined to a limited set of subframes, in which case the use of the extended 
cyclic prefix, with its associated additional cyclic-prefix overhead, may only be applied to these 
subframes.2
A resource element, consisting of one subcarrier during one OFDM symbol, is the smallest physi-
cal resource in LTE. Furthermore, as illustrated in Figure 9.2, resource elements are grouped into 
resource blocks, where each resource block consists of 12 consecutive subcarriers in the frequency 
domain and one 0.5 ms slot in the time domain. Each resource block thus consists of 7 ! 12 " 84 
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FIGURE 9.1
LTE time-domain structure.
2 The extended cyclic prefix is then actually applied only to the so-called MBSFN part of the MBSFN subframes (see 
Section 9.2).
Figure 5.4: Desglose de la trama radio LTE.
La Figura 5.4 muestra un desglose en tiempo de la trama radio hasta el nivel de
s´ımbolo. El ancho de banda asignado a la celda determina el nu´mero de RBs
por time-slot. Existen anchos de banda preestablecidos, por ejemplo 3 MHz, que
corresponden a 15 RBs, 5 MHz son 25 RBs, 10 MHz son 50 RBs, etc. Consideramos
dos casos: 10 MHz y 20 MHz, que reflejan dos situaciones en cuanto a los recursos
disponibles en l interfaz radio. Las diferencias entr mbos esc narios e sen˜alan
en la Tabla 5.1.
Las tasas ma´xima y mı´nima que un usuario puede alcanza se d termin n de
acuerdo a la especificacio´n 3GPP 36.213 [46]. No´tese que dichas tasas correspon-
den a la asignacio´n de todos los recursos de la celda a un solo usuario. Segu´n
este documento, en funcio´n de la calidad del canal downlink se selecciona el mod-
ulation and coding scheme MCS que, junto con el nu´mero de RBs asignadas por
subtrama, permiten d termina l taman˜o, en bits, del transport block ize (TBS)
correspondiente a datos de usuario. De acuerdo a la recomendacio´n del 3GPP
36.814 [41], en ambos escenarios el nu´mero de usuarios activos durante el periodo
de scheduling es 30, y el modelo de tra´fico considerado es full buffer.
El para´metro de rendimiento evaluado es la media geome´trica del through-
put de los usuarios de la celda T , de acuerdo a la expresio´n (5.1), ya que es la
medida optimizada por el scheduling PF. Para estimar el valor de T se han pro-
mediado los resultados de 5000 simulaciones para cada valor de C, donde cada
simulacio´n corresponder´ıa a un periodo de scheduling. En cada simulacio´n se han
generado aleatoriamente las tasas de transmisio´n de cada usuario, empleando una
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Table 5.1: Diferencias entre los escenarios considerados.
Escenario 1 Escenario 2
Ancho de banda 10 MHz 20 MHz
RBs por time-slot 50 100
Transmisio´n 2x2 MIMO 4x4 MIMO
Tasa mı´nima (Mbps) 2.7 11.2
Tasa ma´xima (Mbps) 73.4 301.4
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Figure 5.5: Media geome´trica del throughput para el escenario 1.
distribucio´n normal truncada a los valores de tasa mı´nima y ma´xima de cada es-
cenario, y se ha empleado una desviacio´n t´ıpica de 20 en el escenario 1 y de 50 en
el escenario 2. Los resultados obtenidos en cada escenario se pueden observar en
la Figura 5.5 y 5.6 respectivamente.
Como era de esperar, el throughput medio es mayor en el escenario 2 que en
el 1, ya que el interfaz radio dispone de ma´s recursos en el 2 que en el 1 para un
mismo nu´mero de usuarios. No obstante, en ambos escenarios se observa la misma
tendencia: por debajo de un cierto ancho de banda en el backhaul, el scheculer
PF que no considera el backhaul es claramente subo´ptimo. Por ejemplo, en el
escenario 1, con un ancho de banda C de 20 Mbps, el scheduler PF consciente
del backhaul alcanza un throughput por usuario de 660 Kbps en el periodo de
scheduling, mientras que el scheduler PF que no considera el backhaul quedar´ıa
en 533 Kbps. Es decir, no considerar el backhaul implicar´ıa una pe´rdida del 20%
de throughput por usuario. En el escenario 2, por ejemplo, si C = 40 Mbps el
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Figure 5.6: Media geome´trica del throughput para el escenario 2.
scheduler consciente del backhaul alcanza 1.33 Mbps por usuairo, y el no consciente
se queda en 1.06 Mbps. La pe´rdida de rendimiento en este caso es superior al 25%.
En ambos escenarios, una vez superado un cierto valor de C, el backhaul ya no
supone el cuello de botella del sistema y por tanto no se observan diferencias entre
considerar o no el backhaul en el scheduler PF. Estos resultados prueban nuestra
hipo´tesis de que es necesario replantear los algoritmos de asignacio´n de recursos
radio en redes en las que el backhaul puede convertirse eventualmente en el cuello
de botella.
5.5 Conclusiones
En este cap´ıtulo hemos estudiado la influencia de los recursos del backhaul en el
disen˜o de algoritmos de scheduling para el interfaz radio. Para ello planteamos
un scheduling downlink a alto nivel, en el que se determina el porcentaje de re-
cursos radio asignados a cada usuario en un periodo superior a la duracio´n de
una trama (t´ıpicamente del orden de segundos). Consideramos una sola celda
conectada con un enlace backhaul punto-a-punto de capacidad limitada C. En la
formulacio´n del problema de optimizacio´n hemos incluido la restriccio´n impuesta
por los l´ımites de capacidad del backhaul. El objetivo del problema es la maxi-
mizacio´n de la utilidad de la red, NUM, particularizando a una funcio´n de utilidad
del tipo proportional fair, PF, para la que hemos obtenido la solucio´n, en algunos
casos cerrada, aplicando las condiciones Karush-Kunh-Tucker. Finalmente, hemos
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llevado a cabo evaluaciones nume´ricas en dos escenarios realistas de LTE, emple-
ando para ello las especificaciones 3GPP para capa f´ısica (interfaz radio). Los
resultados obtenidos muestran que cuando el backhaul es el cuello de botella, si
el scheduler radio no es consciente de la capacidad C, los usuarios pueden sufrir
unas pe´rdidas de throughput superiores al 20 %.
CHAPTER 6
Asignacio´n Coordinada de
Recursos Radio y Backhaul
Resumen: En este u´ltimo cap´ıtulo abordamos de forma conjunta la gestio´n
de recursos radio y del backhaul, formula´ndola como un unico problema de
maximizacio´n de la utilidad de red (NUM) en el que incorporamos tambie´n el
control de tasa de las fuentes de datos. El problema ha de resolverse de forma
distribuida en el eNB, el S-GW y las fuentes, para lo que empleamos una
estrategia de descomposicio´n dual. La estructura de la solucio´n se traslada
a un mecanismo basado en ca´lculo de ı´ndices de baja carga computacional,
lo que permite generar decisiones de asignacio´n de recursos subtrama a sub-
trama. A igualdad de throughput, evaluamos la eficiencia de los algoritmos
por el retardo medio obtenido. Para mejorar este aspecto, aplicamos la
estructura de la pol´ıtica de control o´ptima para dos colas en ta´ndem. La
estrategia de ca´lculo de ı´ndices permite generalizar el control o´ptimo a N
parejas de colas en ta´ndem y encajarlo de forma natural en la estructura dis-
tribuida del mecanismo. Los resultados nume´ricos verifican que aplicando el
control o´ptimo de colas ta´ndem, se obtiene el mı´nimo retardo tanto cuando
las fuentes de datos ajustan su tasa como cuando transmiten a una tasa fija.
6.1 Introduccio´n
En este u´ltimo cap´ıtulo abordamos de forma conjunta la gestio´n de recursos ra-
dio y del backhaul. Los resultados de los cap´ıtulos anteriores nos han mostrado
la ventaja de contar con informacio´n relativa al interfaz radio para el disen˜o de
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of an extended cyclic prefix.
Although resource blocks are defined over one slot, the basic time-domain unit for dynamic 
scheduling in LTE is one subframe, consisting of two consecutive slots. The reason for defining the 
resource blocks over one slot is that distributed downlink transmission, as described in Chapter 10 
and uplink frequency hopping (described in Chapter 11) are defined on a slot or resource-block basis. 
The minimum scheduling unit, consisting of two time-consecutive resource blocks within one sub-
frame (one resource block per slot), can be referred to as a resource-block pair.
The LTE physical-layer specification allows for a carrier to consist of any number of resource 
blocks in the frequency domain, ranging from a minimum of six resource blocks up to a maximum 
of 110 resource blocks. This corresponds to an overall transmission bandwidth ranging from roughly 
1 MHz up to in the order of 20 MHz with very fine granularity and thus allows for a very high degree 
of LTE bandwidth flexibility, at least from a physical-layer-specification point of view. However, as 
mentioned in Chapter 7, LTE radio-frequency requirements are, at least initially, only specified for 
a limited set of transmission bandwidths, corresponding to a limited set of possible values for the 
number of resource blocks within a carrier. Also note that, in LTE release 10, the total bandwidth of 
the transmitted signal can be as large as 100 MHz by aggregating multiple carriers, as mentioned in 
Chapter 7 and further described in Section 9.3.
The resource-block definition above applies to both the downlink and uplink transmission direc-
tions. However, there is a minor difference between the downlink and uplink in terms of where the 
carrier center frequency is located in relation to the subcarriers.
In the downlink (upper part of Figure 9.3), there is an unused DC-subcarrier that coincides with the 
carrier center frequency. The reason why the DC-subcarrier is not used for downlink transmission is that 
it may be subject to disproportionately high interference due, for example, to local-oscillator leakage.
On the other hand, in the uplink (lower part of Figure 9.3), no unused DC-subcarrier is defined 
and the center frequency of an uplink carrier is located between two uplink subcarriers. The presence 
of an unused DC-carrier in the center of the spectrum would have prevented the assignment of the 
entire cell bandwidth to a single terminal and still retain the assumption of mapping to consecutive 
Resource Block (RB)
Un símbolo OFDM
Un slot
Doce Subportadoras
FIGURE 9.2
The LTE physical time–frequency resource.
Figure 6.1: Resource Block (RB) del interfaz radio LTE.
algoritmos de control de flujo en el backhaul (Cap´ıtulo 4), de la misma forma
que tambie´n es beneficioso consid rar las limi acio es del backhaul para dise˜ar
el scheduling radio (Cap´ıtulo 5). Esto nos lleva a plantear en un u´nico problema
la asignacio´n de todos los resursos del sistema, incluyendo tambie´n el control de
la tasa de transmisio´n de las fu ntes de datos. Este u´l imo aspecto, que supone
una novedad con respecto a los cap´ıtulos anteriores, hace que el modelo sea ma´s
general y comple o, y aporta nuevos resultados.
El escenario estudiado es similar al del Cap´ıtulo 5, y consta de una estacio´n
base radio (enhanced Node B, eNB), un Service Gateway (S-GW) y N ermi ales.
Se considera u´nicamente la transmisio´n en sentido downlink, y a cada terminal
le corresponde un flujo de datos downlink. En el eNB consideramos una u´nica
celda LTE FDD, cuyo interfaz radio emplea tecnolog´ıa OFDM. El interfaz S1, que
conecta el eNB con el S-GW, esta´ soportado por una red de transporte (backhaul)
con ancho de banda limitad . El sistema de control debe determinar, en cada tapa
de decisio´n, cua´ntos recursos del interfaz radio y del backhaul se debe asignar a
cada uno de los N flujos. Como se vi´ en el ap´ıtulo anterior, la unid d mı´nima
de asignacio´n de recursos en LTE es el resource block (RB), representado en la
Figura 6.1. Como en cap´ıtulos anteriores, cuando nos referimos al backhaul, los
te´rminos asignacio´n de recursos, scheduling y control de flujo son sino´nimos en
este cap´ıtulo.
El objetivo es disen˜ar un algoritmo capaz de tomar decisiones en tiempo real,
en el sentido en que las etapas de decisio´n coinciden con las subtramas dentro
de la trama OFDM, de 1 ms de duracio´n, tal como estipula el 3GPP [47]. Por
tanto, a diferencia del Cap´ıtulo 5, la solucio´n obtenida no es una asignacio´n de
los recursos en promedio a una escala temporal superior la subtrama, sino que se
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The possibility of channel-dependent scheduling in the frequency domain is particularly useful 
at low terminal speeds – in other words, when the channel is varying slowly in time. As discussed in 
Chapter 6, channel-dependent scheduling relies on channel-quality variations between users to obtain 
a gain in system capacity. For delay-sensitive services, a time-domain-only scheduler may, due to 
the delay constraints, be forced to schedule a particular user, despite the channel quality not being at 
its peak. In such situations, exploiting channel-quality variations also in the frequency domain will 
help to improve the overall performance of the system. For LTE, scheduling decisions can be taken 
as often as once every 1 ms and the granularity in the frequency domain is 180 kHz. This allows for 
relatively rapid channel variations in both the time and frequency domains to be tracked and utilized 
by the scheduler.
To support downlink scheduling, a terminal may provide the network with channel-state reports 
indicating the instantaneous downlink channel quality in both the time and frequency domains. The 
channel state is typically obtained by measuring on reference signals transmitted in the downlink. 
Based on the channel-state reports, also referred to as channel-state information (CSI), the downlink 
scheduler can assign resources for downlink transmission to different terminals, taking the channel 
quality into account in the scheduling decision. In principle, a scheduled terminal can be assigned an 
arbitrary combination of 180 kHz wide resource blocks in each 1ms scheduling interval.
Time–frequency fading, user #1
Time–frequency fading, user #2
Transmite Usuario #1 
Transmite 
Usuario #2 
FIGURE 7.2
Downlink channel-dependent scheduling in the time and frequency domains.
Frecuen
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Figure 6.2: Ejemplo de asignacio´n de recursos radio en OFDM para
dos usuarios.
propone un mecanismo que decide en cada subtrama cua´ntos recursos se asignan a
cada flujo en funcio´n d l estado del sist ma al inicio de la ubtrama. L Figura 6.2
muestra un ejemplo de asignacio´n de recursos radio. El estado del sistema var´ıa
aleatoriamente de una subtrama a la siguiente, y esta´ compuesto por la longitud
de las N colas de datos en el eNB, las N co s del S-GW, la calidad del canal
radio para cada terminal y la tasa de transmisio´n de cada fuente, consituyendo un
complejo proceso estoca´stico.
Partimos de la formulacio´n de un pro le a de maximizacio´n de l u ilidad de
la red (NUM). En este cap´ıtulo no consideramos una funcio´n de utilidad espec´ıfica,
sino gene´rica. Dado que la formulacio´n engloba a todo el sistema, el problema no
puede resolverse en un solo odo, sino de forma distribuida ntre el eNB, e S-GW
y las fuentes de datos. Para ello, la estrategia de bu´squeda de soluciones hace
uso de la descomposicio´n dual del problema. El ana´lisis matema´tico basado en
descomposicio´n del problema NUM nos proporciona la estructura de la solucio´n,
que trasladamos a un mecanismo basado en ı´ndices, y de baja complejidad (lineal
en N).
Dado que cualquier algoritmo capaz de estabilizar el tra´fico entrante de datos
alcanza el mismo throughput, para discriminar la eficiencia de los algoritmos em-
pleamos el retardo medio por usuario. Con esta perspectiva proponemos una
mejora adicional que consiste en incorporar, en el mecanismo obtenido mediante
NUM, la estructura de la pol´ıtica de control o´ptimo para dos colas en ta´ndem. El
objetivo de esta pol´ıtica es minimizar el retardo, y se obtiene mediante el ana´lisis
de un modelo fluido de colas [48]. Como veremos, la estrategia de ca´lculo de ı´ndices
permite generalizar el control o´ptimo a N parejas de colas en ta´ndem, y encajarlo
de forma natural en la estructura distribuida del mecanismo.
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Resumiendo, las contribuciones de este cap´ıtulo son:
1. Disen˜amos un mecanismo que asigna en cada subtrama los recursos radio
y backhaul. Este mecanismo es distribuido, de baja carga computacional y
orientado a la maximizacio´n de la utilidad de la red.
2. Incorporamos en dicho mecanismo la pol´ıtica de control o´ptimo de dos colas
en ta´ndem, generaliza´ndola a N parejas de colas. La evaluacio´n nume´rica
verifica que esta modificacio´n consigue minimizar el retardo, manteniendo el
throughput.
3. Para ilustrar la importancia de que el scheduling radio y backhaul este´ co-
ordinado, comparamos las dos propuestas con otras soluciones o´ptimas en
throughput pero que operan localmente en cada nodo.
El resto del cap´ıtulo se organiza de la siguiente forma: El apartado 6.2 detalla el
modelo del sistema. En el apartado 6.3 se plantea el problema NUM y se desarrolla
el algoritmo de asignacio´n distribuido. En el apartado 6.4 se modifica el algoritmo
incorporando la pol´ıtica de control o´ptima de dos colas ta´ndem. Los resultados
nume´ricos se muestran en el apartado 6.5 para fuentes de tasa de transmisio´n fija
y variable. Finalmente el apartado 6.6 resume las conclusiones de este cap´ıtulo.
6.2 Modelo del Sistema
El escenario estudiado consiste en una celda LTE de un eNB, un S-GW, y N ter-
minales. Entre el eNB y el S-GW se define el interfaz S1, que asumimos soportado
por una red de transporte (backhaul) con un ancho de banda C limitado. La di-
reccio´n de la transmisio´n es downlink, de forma que a cada terminal le corresponde
un flujo de datos. Cada fuente de datos i transmite a una tasa xi. Para cada flujo
i hay una cola de datos q
(1)
i en el S-GW y una cola q
(2)
i en el eNB. La Figura 6.3
ilustra el sistema considerado, donde ri denota la tasa de transmisio´n radio entre
la estacio´n y el terminal i.
El modelo empleado implica las siguientes suposiciones:
• La tasa de transmisio´n ri se selecciona de un conjunto de posibles valores
para los cuales la tasa de error en recepcio´n se puede asumir igual a 0.
Esta suposicio´n se apoya en el mecanismo existente en LTE por el que los
terminales informan al eNB de la calidad de su enlace radio.
• El nu´mero de usuarios N en la celda permance fijo. El conjunto de usuarios
en la celda es N = {1, 2, . . . , N}.
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Figure 6.3: Esquema del sistema estudiado.
• La calidad del enlace radio para cada terminal i, var´ıa de una subtrama a
otra, pero en cada subtrama la calidad es la misma para todas las subpor-
tadoras radio.
• El retardo de propagacio´n en el backhaul es inferior a la duracio´n de una
subtrama.
En cada subtrama t, el estado de las colas de cada flujo de datos i se rep-
resenta como q
(1)
i (t) y q
(2)
i (t). Ana´logamente, xi(t) denota los bits que llegan al
S-GW procedentes de la fuente i. El algoritmo de asignacio´n debe decidir, en cada
subtrama t, cuantos bits b
(1)
i (t) y b
(2)
i (t) se deben transmitir del S-GW y del eNB,
para todo i ∈ N . Las ecuaciones que caracterizan la evolucio´n de las colas de i
son:
q
(1)
i (t+ 1) = q
(1)
i (t) + xi(t)− b(1)i (t) (6.1)
q
(2)
i (t+ 1) = q
(2)
i (t) + b
(1)
i (t)− b(2)i (t) (6.2)
Los conjuntos de valores
{
b
(1)
i (t)
}
i∈N
y
{
b
(2)
i (t)
}
i∈N
esta´n sujetos a restric-
ciones. En primer lugar, b
(j)
i (t) ≤ q(j)i (t) para j = 1, 2. En el caso del S-GW∑
i∈N b
(1)
i (t) ≤ Cτ , donde τ es la duracio´n en segundos de una subtrama (1 ms
para LTE). En el caso del eNB, determinar b
(2)
i (t) es equivalente a seleccionar
la tasa de transmision ri(t) para el terminal i durante la subtrama t. A su vez,
{ri(t)}i∈N debe estar dentro del conjunto de valores admitidos en el interfaz radio,
como se explica en la siguiente subseccio´n.
Regio´n de Capacidad del Interfaz Radio
La calidad de la sen˜al recibida en los terminales depende del fading y la interferen-
cia, y por tanto var´ıa de una subtrama a otra. T´ıpicamente, la calidad de la sen˜al
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es su SINR (Signal to Interference and Noise Ratio). Para cada terminal, denomi-
namos calidad del enlace a la calidad de la sen˜al recibida en dicho terminal. La
calidad de un enlace en una subtrama puede tomar, en principio, cualquier valor
continuo no negativo. Sin embargo, desde un punto de vista pra´ctico, se emplea
una variable discreta, denominada estado del enlace, para representar la calidad
del enlace. El estado del enlace esta´ expresado en te´rminos de tasa ma´xima a la
que el terminal puede recibir datos de la estacio´n con una baja tasa de error.
En cada subtrama, el estado de cada enlace toma valores, aleatoriamente, de
un conjunto discreto de M ′ estados, y cada terminal informa a la estacio´n del
valor de dicho estado mediante el mecanismo CQI (Channel Quality Information).
Denominamos estado del interfaz radio al vector (en RN) que contiene los
estados de todos los N usuarios conectados a la estacio´n. El estado del interfaz
radio toma, por tanto, valores de un conjunto discreto con M = M ′N posibles
estados. Gracias al mecanismo CQI, la estacio´n conoce, en cada subtrama, el
estado del interfaz radio.
Denominamos r al vector de posibles tasas de transmisio´n de datos, donde ri
es la tasa de transmisio´n de la estacio´n al terminal i ∈ N . Los recursos del interfaz
radio se han de repartir en fracciones discretas (RBs, Resource Blocks). El CQI
de cada usuario determina la tasa de transmisio´n asociada a cada RB asignado a
dicho usuario. Por tanto, dado que las posibles asignaciones de RBs a usuarios es
un conjunto discreto, el vector r toma valores de un conjunto discreto Rm cuando
el canal esta´ en el estado m (que determina los CQIs de cada usuario). No´tese que
a un usuario se le pueden asignar 0 RBs, por lo que dado un r ∈ Rm, cualquier
vector r′ en el que algunos elementos r′i sean iguales a ri y otros sean iguales 0
tambie´n pertenece a Rm.
Consideremos un elemento r del conjunto Rm. Definimos αm,r como la fraccio´n
de tiempo que la estacio´n emplea el vector r cuando el intefaz radio esta´ en el estado
m. El conjunto de posibles tasas medias de transmisio´n alcanzables en el estado
m viene dado por la envolvente convexa de Rm:
Co(Rm) =
{
µ : µ =
∑
r∈Rm
αm,rr, tal que αm,r ≥ 0 y
∑
r∈Rm
αm,r = 1
}
. (6.3)
El estado del interfaz radio varia de una subtrama a otra. Denominamos pim a
la fraccio´n de tiempo que el interfaz se encuentra en el estado m. Dado que hay
M posibles estados, tenemos que
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∑
1≤m≤M
pim = 1. (6.4)
Definimos la regio´n de capacidad C del interfaz radio como
C =
{
µ : µ =
∑
1≤m≤M
pimrm, tal que rm ∈ Co(Rm)
}
. (6.5)
Una asignacio´n de recursos radio es factible o realizable si el vector de tasas medias
se encuentra contenido en la regio´n de capacidad, µ ∈ C. Dada una pol´ıtica de
asignacio´n de recursos α, la tasa media de un usuario i viene dada por
µi =
∑
1≤m≤M
pim
∑
r∈Rm
αm,rri. (6.6)
Dado un vector de tasas de llegada λ, se dice que es sostenible, o tambie´n
estable en estado estacionario, si existe un algoritmo de scheduling bajo el que
lim
Q→∞
lim
t→∞
P (|q(t)| ≥ Q) = 0, (6.7)
donde |q(t)| es la suma de las longitudes de todas las colas de la red en el instante
t.
Es importante recordar que es imposible encotrar un algoritmo de scheduling
para el que λ /∈ C sea sostenible. E´ste es un resultado cla´sico y fundamental en el
disen˜o de algoritmos de asignacio´n de recursos. Vease por ejemplo [[49], Teorema
5.3.1].
6.3 Algoritmo Basado en NUM
En esta seccio´n planteamos el problema NUM (maximizacio´n de la utilidad de la
red) espec´ıfico para el escenario descrito en el apartado anterior, que incluye las
fuentes de datos, el reparto de recursos en el backhaul y el reparto de recursos radio.
Para cada terminal i ∈ N , denominamos xi a la tasa media a la que transmite su
fuente de datos, y denotamos por µ
(1)
i y µ
(2)
i a las tasas medias obtenidas por i en
el backhaul y en el interfaz radio respectivamente. Estas variables deben cumplir
las siguientes restricciones:
xi ≤ µ(1)i (6.8)
µ
(1)
i ≤ µ(2)i (6.9)
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Estas restricciones nos indican que la tasa de transmisio´n de datos de la fuente
i no puede superar la tasa de transmisio´n hacia el usuario i en el backhaul, y a
su vez, la tasa de llegada de datos a la estacio´n radio procedentes de i, no puede
superar a la tasa de transmisio´n entre la estacio´n y el terminal i. Como vemos,
esencialmente se trata de restricciones de estabilidad.
Para hacer el sistema ma´s general consideramos que las fuentes pueden ajustar
su tasa de transmisio´n, y por tanto xi, i ∈ N tambie´n son variables del problema.
Asociando a cada fuente una funcio´n de utilidad co´ncava Ui(xi), podemos formular
el problema NUM de la siguiente forma:
max
x,α(1),α(2)≥0
∑
i∈N
Ui (xi)
s.t.
xi ≤ µ(1)i para i ∈ N (6.10)
µ
(1)
i ≤ µ(2)i ∀i ∈ N (6.11)
µ
(1)
i = α
(1)
i C ∀i ∈ N (6.12)∑
i∈N
α
(1)
i ≤ 1 (6.13)
α
(1)
i ≥ 0;∀i ∈ N (6.14)
µ
(2)
i =
∑
1≤m≤M
pim
∑
r∈Rm
α(2)m,rri ∀i ∈ N (6.15)∑
r∈Rm
α(2)m,r = 1 ∀m (6.16)
α(1)m,r ≥ 0 ∀m, y ∀r ∈ Rm (6.17)
Observamos que las restricciones (6.15), (6.16) y (6.17) nos indican esenciale-
mente que el vector de tasas medias de transmisio´n en el interfaz radio µ(2) debe
encontrarse en la regio´n de capacidad de dicho interfaz, que denominaremos C(2).
Por tanto, podemos expresar estas restricciones de forma ma´s compacta:
µ(2) ∈ C(2), (6.18)
donde C(2) se define como en 6.5.
La regio´n de capacidad del interfaz S1 (backhaul) se define directamente como
C(1) =
{
µ(1) :
∑
i∈N
µ
(1)
i ≤ C, siendo µ(1)i ≥ 0,∀i
}
. (6.19)
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Y permite expresar las restricciones (6.12), (6.13) y (6.14) como
µ(1) ∈ C(1), (6.20)
El problema NUM inicial podemos plantearlo as´ı:
max
x,µ(1),µ(2)≥0
∑
i∈N
Ui (xi)
s.t.
xi ≤ µ(1)i para i ∈ N (6.21)
µ
(1)
i ≤ µ(2)i ∀i ∈ N (6.22)
µ(1) ∈ C(1) (6.23)
µ(2) ∈ C(2). (6.24)
A continuacio´n desarrollamos la estrategia de resolucio´n del problema. Para
cada i definimos dos multiplicadores de Lagrange, φ
(1)
i y φ
(2)
i , asociados a las restric-
ciones (6.21) y (6.22) respectivamente. An˜adimos estas restricciones al objetivo
con sus respectivos multiplicadores y obtenemos
max
x,µ(1),µ(2)≥0
∑
i∈N
Ui (xi)−
∑
i∈N
φ
(1)
i
(
xi − µ(1)i
)
−
∑
i∈N
φ
(2)
i
(
µ
(1)
i − µ(2)i
)
(6.25)
s.t.
µ(1) ∈ C(1) (6.26)
µ(2) ∈ C(2). (6.27)
Para valores fijos de φ
(1)
i y φ
(2)
i , la maximizacio´n se puede realizar de forma
independiente para cada una de las variables x, µ(1) y µ(2), quedando el problema
descompuesto en los siguientes tres problemas de optimizacio´n:
sub-problema 1:
∑
i∈N
max
xi≥0
(
Ui (xi)− φ(1)i xi
)
, (6.28)
sub-problema 2: max
µ(1)∈C(1)
∑
i∈N
(
φ
(1)
i − φ(2)i
)
µ
(1)
i , (6.29)
sub-problema 3: max
µ(2)∈C(2)
∑
i∈N
φ
(2)
i µ
(2)
i , (6.30)
Si se conocen los multiplicadores, cada uno de estos problemas se pueden re-
solver localmente en cada uno de los nodos implicados:
• Subproblema 1: Cada fuente i ∈ N resuelve localmente max
xi≥0
(
Ui (xi)− φ(1)i xi
)
,
para lo que debe conocer el multiplicador correspondiente φ
(1)
i .
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• Subproblema 2: Se resuelve en el nodo que gestiona la direccio´n downlink
del interfaz S1 (el S-GW). Este nodo debe conocer todos los multiplicadores
φ(1) y φ(2).
• Subproblema 3: Se resuelve en la estacio´n radio (el eNB), que solo debe
conocer los multiplicadores φ(2).
En este punto, asumiendo que disponemos de un mecanismo para estimar φ(1) y
φ(2) y distribuirlos convenientemente entre las fuentes de datos, el S-GW y el eNB,
el algoritmo de asignacio´n conjunta de recursos radio y backhaul queda definido
con la resolucio´n de los subproblemas 1, 2 y 3 en las entidades correspondientes.
No obstante, para llegar a un algoritmo de intere´s pra´ctico, au´n quedan por re-
solver dos aspectos no triviales: Primero, debemos encontrar un mecanismo para
computar o estimar adecuadamente φ(1) y φ(2), y distribuirlos conforme a los re-
querimientos de cada subproblema. Segundo, al igual que en cap´ıtulo 5, la solucio´n
del problema NUM nos proporciona los valores o´ptimos en cuanto al reparto de
recursos en promedio. Por ese motivo en dicho cap´ıtulo considerabamos un periodo
de scheduling largo en relacio´n a la duracio´n de una subtrama. Sin embargo, para
que el algoritmo tenga un valor pra´ctico, debemos ofrecer un mecanismo que tome
decisiones de asignacio´n subtrama a subtrama, tal como especifica el 3GPP.
Abordemos en primer lugar la estimacio´n de los multiplicadores de Lagrange
φ(1) y φ(2). Para ello, comenzaremos considerando el problema de optimizacio´n
(6.25),(6.26),(6.27), en el que an˜ad´ıamos las restricciones a la funcio´n objetivo
(relajacio´n lagrangiana), y al que aplicaremos descomposicio´n dual. La funcio´n
dual se define como
D(φ(1), φ(2)) = sup
x≥0,µ(1)∈C(1),µ(2)∈C(2)
L
(
x, µ(1), µ(2), φ(1), φ(2)
)
(6.31)
donde
L
(
x, µ(1), µ(2), φ(1), φ(2)
)
=
∑
i∈N
Ui (xi)−
∑
i∈N
φ
(1)
i
(
xi − µ(1)i
)
−
∑
i∈N
φ
(2)
i
(
µ
(1)
i − µ(2)i
)
es la funcio´n objetivo(6.25), denominada lagrangiano, o de forma ma´s precisa
lagrangiano parcial, ya que (6.26),(6.27) quedan fuera del mismo. El problema
dual consiste en minimizar D(φ(1), φ(2)) con respecto a φ(1) y φ(2). El algoritmo de
descomposicio´n dual consiste, en este caso, en repetir la siguiente secuencia:
1. Resolver los subproblemas 1, 2 y 3 (en paralelo), obteniendo los valores de x,
µ(1) y µ(2) que maximizan L
(
x, µ(1), µ(2)φ(1), φ(2)
)
y por tanto proporcionan
la funcio´n dual D(φ(1), φ(2)).
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2. Actualizar el valor de las variables duales φ(1) y φ(2), mediante un mecanismo
de descenso del gradiente:
φ(1)(t+ 1) = φ(1)(t)− ∇φ(1)D(φ(1)(t), φ(2)(t)) (6.32)
φ(2)(t+ 1) = φ(2)(t)− ∇φ(2)D(φ(1)(t), φ(2)(t)) (6.33)
donde  es un factor de ajuste para garantizar la convergencia.
Considerando los valores x(t), µ(1)(t) y µ(2)(t) que optimizan (6.31) en la it-
eracio´n t, obtenemos
∇φ(1)D(φ(1)(t), φ(2)(t)) = −(x(t)− µ(1)(t)) (6.34)
∇φ(2)D(φ(1)(t), φ(2)(t)) = −(µ(1)(t)− µ(2)(t)) (6.35)
Por lo que la iteracio´n de descenso del gradiente, para cada i ∈ N queda como
sigue:
φ
(1)
i (t+ 1) = φ
(1)
i (t) + (xi(t)− µ(1)i (t)) (6.36)
φ
(2)
i (t+ 1) = φ
(2)
i (t) + (µ
(1)
i (t)− µ(2)i (t)) (6.37)
Los valores µ(1)(t) y µ(2)(t) esta´n definidos como tasas promedio. Sin embargo
buscamos las asignaciones para cada subtrama t. Como explica´bamos en la seccio´n
6.2, el algoritmo debe determinar los bits transmitidos de cada flujo i en el back-
haul y en el interfaz radio, durante la subtrama t (b
(1)
i (t) y b
(2)
i (t) para i ∈ N ).
Recordemos las ecuaciones (6.1) (6.2) que caracterizan la evolucio´n de las colas.
Para la cola i-e´sima en el S-GW tenemos
q
(1)
i (t+ 1) = q
(1)
i (t) + xi(t)− b(1)i (t) (6.38)
y en el eNB
q
(2)
i (t+ 1) = q
(2)
i (t) + b
(1)
i (t)− b(2)i (t) (6.39)
Como vemos, la evolucio´n de las colas q
(1)
i y q
(2)
i es muy similar a la de los mul-
tiplicadores de Lagrange. Una aproximacio´n habitual ([49]) y conveniente en este
caso es sustituir los multiplicadores de Lagrange por la longitud de las colas.
Veamos a continuacio´n co´mo determinar los valores de b(1)(t) y b(2)(t) en cada
subtrama. Comencemos por el interfaz radio. En cada subtrama t, el eNB conoce
el estado de todas las colas downlink q(2)(t), y el CQI de cada usuario. El CQI
permite al eNB saber cua´ntos bits de i puede transmitir por el RB k, r
(k)
i (t), si
k se asigna a i. Supongamos que so´lo se pudiera seleccionar un usuario en cada
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subtrama. En este caso, si se selecciona i, los bits transmitidos ser´ıan b
(2)
i (t) =∑
1≤k≤K r
(k)
i (t), y b
(2)
j (t) = 0 para j 6= i. El problema se reducir´ıa a seleccionar, en
cada subtrama, el usuario al que asignar todo el interfaz radio. Consideremos por
tanto el subproblema 3, sustituyendo φ(2) por q(2)(t) y µ(2) por b
(2)
i (t). La pol´ıtica
greedy (la que busca maximizar la funcio´n de utilidad en cada etapa t) para este
problema es la siguiente:
En cada t, el eNB selecciona el usuario i tal que
i ∈ arg max
j
q
(2)
j (t)b
(2)
j (t), (6.40)
escogiendo aleatoriamente en caso de empate.
Esta pol´ıtica es conocida como MaxWeight. Fue´ estudiada por primera vez en
[50], y generalizada en mu´ltiples art´ıculos posteriores [51], [52], [53], [54]. Se sabe
que esta pol´ıtica es o´ptima en throughput (vease por ejemplo [49], Teorema 5.3.2).
Esencialmente es una pol´ıtica que resuelve de forma sencilla (complejidad O(N))
un problema de programacio´n dina´mica estoca´stica, sorteando la maldicio´n de la
dimensionalidad que afecta a este tipo de problemas. La estructura de la solucio´n
es una estructura tipo ı´ndice (muy similar la regla c-µ, o ı´ndices de Klimov [48]).
No obstante, en nuestro caso no estamos asumiendo que todos los RBs hayan
de ir a un solo usuario en cada subtrama. Por el contrario, la decisio´n de asig-
nacio´n consiste precisamente en decidir cua´ntos RBs se asignan a cada usuario en
cada subtrama, por lo que debemos decidir co´mo adaptar MaxWeight a este caso.
Contemplamos dos opciones:
Primera opcio´n: En cada t aplicar MaxWeight directamente, seleccionando el
i obtenido en (6.40). Si este usuario tuviera menos datos en cola que los que se
pueden transmitir por el interfaz radio, se le asignan los resursos necesarios de
acuerdo a
ki ∈ arg min
k′
∑
1≤k≤k′
r
(k)
i (t) (6.41)
s.t.∑
1≤k≤k′
r
(k)
i (t) ≥ q(2)i (t). (6.42)
Tras asignar los ki RBs resultantes de (6.41) al usuario i, se selecciona el siguiente
usuario j con mayor ı´ndice MaxWeight, al que se le pueden asignar, como ma´ximo,
K − ki RBs, y as´ı sucesivamente. El proceso se repite hasta asignar los K RBs.
Segunda opcio´n: Dividimos cada etapa de decisio´n t en K rondas de asignacio´n
(una por RB en la subtrama). En cada ronda k se selecciona el usuario i con mayor
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ı´ndice MaxWeight de la siguiente forma
i ∈ arg max
j
q
(2)
j (t)r
(k)
j (t), (6.43)
y actualizamos su cola de acuerdo a
q
(2)
i (t) =
(
q
(2)
i (t)− r(k)i (t)
)+
. (6.44)
De esta forma los ı´ndices van cambiando cada vez que se asigna un RB.
Estas dos opciones fueron estudiadas en [55], donde los autores muestran que
la segunda opcio´n (a la que denominan server side greedy, SSG), es superior a la
primera ya que es o´ptima en throughput (ver Teorema 5 de [55]) y garantiza una
menor longitud media de las colas. La complejidad de este algoritmo es O(KN).
Para la asignacio´n de recursos en el backhaul, nos centramos en el subproblema
2. Al sustituir φ(1) por q(1) y φ(2) por q(2), obtenemos un problema ana´logo al
subproblema 3, por lo que podemos adoptar una estrategia ana´loga a SSG para
resolverlo. Dividimos en H bloques de c bits (c = Cτ/H), la cantidad de datos
que el backhaul puede transmitir durante un intervalo t. Estos H bloques pueden
ser considerados como una unidad de datos encapsulable en los paquetes o tramas
de la red de transporte que da soporte al backhaul. Por tanto, en cada t, tenemos
H rondas de decisio´n en las que el S-GW selecciona la cola i con mayor ı´ndice
i ∈ arg max
j
(q
(1)
j (t)− q(2)j (t)), (6.45)
y actualizamos su cola de acuerdo a
q
(1)
i (t) =
(
q
(1)
i (t)− c
)+
. (6.46)
Es decir, como en el caso anterior aplicamos una pol´ıtica de tipo ı´ndice en
cada ronda de decisio´n. En este caso los ı´ndices son (q
(1)
i (t) − q(2)i (t)) para cada
i ∈ N . A esta pol´ıtica se la conoce como Backpressure, [49], y ha sido ampliamente
estudiada e incluso llevada a la pra´ctica en redes inala´mbricas malladas [56], [57],
[58].
Por tanto, aplicar la formulacio´n NUM al problema de la asignacio´n conjunta de
recursos radio y backhaul da como resultado un algoritmo en el que el eNB emplea
MaxWeight y el S-GW emplea Backpressure. La tabla 6.1 resume el algoritmo
resultante.
Resulta de especial intere´s resaltar cua´l es el intercambio de informacio´n re-
querido para el funcionamiento de este algoritmo. Al final de cada etapa t:
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Table 6.1: Algoritmo basado en NUM
En cada etapa t los siguientes algoritmos se ejecutan en paralelo
en las entidades indicadas.
Fuente i-e´sima
Input: q
(1)
i (t).
La tasa de transmisio´n xi(t) de la fuente i se obtiene resolviendo
el siguiente problema:
xi(t) ∈ arg max
0≤xi≤xmax
(Ui(xi)− q(1)i (t)xi),
y a continuacio´n genera ai(t) paquetes, donde ai(t) es una v.a.
entera tal que la tasa media de datos generados sea xi(t).
S-GW
Input: q(1)(t), q(2)(t), a(t).
1) Para cada h ∈ {1, . . . , H}:
• selecciona i ∈ arg max
j
(
q
(1)
j (t)− q(2)j (t)
)
,
• actualiza cola i: q(1)i (t) =
(
q
(1)
i (t)− c
)+
,
• actualiza los datos enviados: b(1)i (t) = min
(
q
(1)
i (t), b
(1)
i (t) + c
)
.
2) Actualiza las colas: q(1)(t+ 1) = q(1)(t) + a(t).
eNB
Input: q(2)(t), b(1)(t), y r
(k)
i (t) para todo i ∈ N y 0 ≤ k ≤ K.
1) Para cada k ∈ {1, . . . , K}:
• selecciona i ∈ arg max
j
q
(2)
j (t)r
(k)
j (t),
• actualiza cola i: q(2)i (t) =
(
q
(2)
i (t)− r(k)i (t)
)+
,
• actualiza los datos enviados:
b
(2)
i (t) = min
(
q
(2)
i (t), b
(2)
i (t) + r
(k)
i (t)
)
.
2) Actualiza las colas: q(2)(t+ 1) = q(2)(t) + b(1)(t).
• El eNB debe enviar al S-GW el estado de las colas q(2)(t).
• El S-GW debe enviar a las fuentes el estado de las colas q(1)(t).
El primer intercambio implica usar un mecanismo de sen˜alizacio´n similar al
empleado en HSDPA para que el NB asigne cre´ditos a la RNC. Lo que este modelo
nos dice, en contraposicio´n al modelo del cap´ıtulo 5, es que para maximizar el
throughput no es imprescindible que el interfaz radio sea consciente del backhaul,
ya que este objetivo puede alcanzarse haciendo que el backhaul sea consciente del
interfaz radio, es decir, con un adecuado control de flujo en el interfaz S1.
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6.4 Algoritmo Basado en el Control O´ptimo de
Colas Ta´ndem
Sabemos que MaxWeight y Backpressure son algoritmos o´ptimos en throughput
[49]. No obstante, esto no quiere decir que sean tambie´n o´ptimos en cuanto a
retardo. Por ejemplo, consideremos de nuevo las dos opciones de implementacio´n
de MaxWeight en el interfaz radio (subproblema 3 del apartado anterior). La
primera opcio´n consist´ıa en aplicar MaxWeight a todos los RBs como si fueran
un so´lo recurso radio, y el segundo aplicaba iterativamente MaxWeight en cada
RB. Ambas opciones son o´ptimas en throughput, pero se ha comprobado que la
segunda opcio´n tiene un retardo medio inferior a la primera [55]. Por este motivo
se ha adoptado la versio´n iterativa tanto para MaxWeight en el eNB como para
Backpressure en el S-GW. No obstante, para el segundo caso, los resultados de
[55] no son directamente extrapolables, y se plantea la cuestio´n de si es posible
mejorar la pol´ıtica empleada en el S-GW en te´rminos de retardo. El objetivo
de este apartado es encontrar un algoritmo de baja complejidad para el S-GW,
orientado a minimizar el retardo.
En el apartado anterior planteamos el problema NUM conjunto y los descom-
pon´ıamos en tres subproblemas (fuentes, S-GW y eNB). En este apartado optamos
por una estrategia de descomposicio´n distinta: considerar por separado cada pareja
de colas q
(1)
i y q
(2)
i , para un flujo i ∈ N . El sistema de dos colas en ta´ndem es
bien conocido y ha sido estudiado ampliamente en [59], [60], [61], [48].
Se sabe que la estructura de la pol´ıtica o´ptima, en te´rminos de retardo medio
o longitud media de las colas, es del tipo funcio´n de conmutacio´n (o switching
curve) [59]. Definiendo el coste instanta´neo como una funcio´n lineal de q
(1)
i y
q
(2)
i , la pol´ıtica o´ptima consiste en transmitir con la tasa ma´xima en la cola 1 si
q
(2)
i < S(q
(1)
i ), y no transmitir en la cola 1 si q
(2)
i ≥ S(q(1)i ), donde la funcio´n S es lo
que se denomina switching curve. En este apartado adoptamos la metodolog´ıa de
S. Meyn [48] para computar la switching curve, basada en modelos fluidos de colas,
y esta funcio´n nos servira´ de base para redefinir unos nuevos ı´ndices alternativos
a (6.45). El motivo de emplear esta metodolog´ıa en vez de MDPs (procesos de
decisio´n de Markov), es que los modelos fluidos no requieren una caracterizacio´n
estoca´stica de los procesos de llegadas y servicio en las colas, sino tan solo una
estimacio´n de los valores medios, simplificando enormemente la obtencio´n de unas
pol´ıticas que, para el caso de las colas ta´ndem, se aproximan en gran medida a las
pol´ıticas MDP [48].
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El modelo fluido de colas consiste en una ecuacio´n diferencial ordinaria (ODE)
que puede entenderse como una descripcio´n del comportamiento de los valores
medios del proceso estoca´stico. Con un cierto abuso de notacio´n, consideremos
que q
(1)
i y q
(2)
i representan las longitudes de dos colas en ta´ndem en una rep-
resentacio´n determinista, correspondientes a un flujo i. Su comportamiento
determinista responde a la siguiente ecuacio´n:[
q
(1)
i (t)
q
(2)
i (t)
]
=
[
y
(1)
i
y
(2)
i
]
+
[
−µ(1)i 0
µ
(1)
i −µ(2)i
][
z
(1)
i (t)
z
(2)
i (t)
]
+
[
λ
(1)
i
0
]
t (6.47)
donde y
(1)
i y y
(2)
i representan el estado inicial de las colas en t = 0 (y
(1)
i = q
(1)
i (0)
y y
(2)
i = q
(2)
i (0)), los valores de µ
(1)
i y µ
(2)
i indican las tasas medias de servicio de
cada cola, y λ
(1)
i representa la tasa de llegada de datos al sistema (en particular
a la cola 1). Las variables z
(1)
i (t) y z
(2)
i (t) representan el tiempo total que se
han servido las colas 1 y 2 respectivamente hasta el instante t. Estas variables
representan el proceso acumulativo de asignacio´n. Si una cola j se sirve
durante un periodo de tiempo (t1 − t0) entonces
(
z
(j)
i (t1)− z(j)i (t0)
)
= (t1 − t0).
Para cualquier periodo de tiempo y cualquier asignacio´n siempre se cumple que(
z
(j)
i (t1)− z(j)i (t0)
)
≤ (t1 − t0). La ecuacio´n (6.47) se puede expresar de forma
ma´s compacta:
qi(t) = yi +Bizi(t) + λit (6.48)
Se define el vector de tasa de asignacio´n como
ζi(t) =
d
dt
zi(t), para t ≥ 0. (6.49)
Usando esta notacio´n, el modelo fluido se puede expresar como una ODE
d
dt
qi(t) = Biζi(t) + λi (6.50)
No´tese que una cola puede atenderse a una tasa ma´xima de una unidad de tiempo
por unidad de tiempo, y por tanto 0 ≤ ζ(j)i (t) ≤ 1.
El objetivo es definir una regla de control que a partir del estado qi(t) propor-
cione el vector de tasa de asignacio´n ζi(t). Existen diversos criterios de control
(non-idling, o´ptimo en tiempo, coste o´ptimo con horizonte infinito con o sin des-
cuento, greedy, y greedy o´ptima en tiempo [48]). En nuestro caso, optamos por el
control de coste o´ptimo con horizonte infinito, que se define como aque´l que, dada
una condicio´n inicial q(0) = y, minimiza la siguiente funcio´n de coste total
J(x) =
∫ ∞
0
g(q(t))dt (6.51)
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donde g(q(t)) es una funcio´n de coste, y q(t) esta´ descrita por una ODE del tipo
(6.48). Puesto que nuestro control o´ptimo debe minimizar el retardo, la funcio´n
de coste empleada es
g(x) = |x| =
∑
xi, (6.52)
denominada funcio´n de inventario total.
Para un vector de tasa de asignacio´n ζ y un vector de longitudes de cola
y, se define el tiempo de drenaje T (y) como el mı´nimo valor de T tal que y +
(Bζ + λ)T = 0, es decir T (y) representa el tiempo que tarda el sistema descrito
por (6.48) en llegar al estado en el que todas las colas son iguales a 0. Consideremos
el sistema de colas ta´ndem. Dado y = qi(t), cuando el cuello de botella es la cola
1, el tiempo de drenaje es
T (1) (qi(t)) =
q
(1)
i (t)
µ
(1)
i − λ(1)i
, (6.53)
y si el cuello de botella es la cola 2 el tiempo de drenaje es
T (2)(qi(t)) =
q
(1)
i (t) + q
(2)
i (t)
µ
(2)
i − λ(1)i
. (6.54)
Para la funcio´n de coste (6.52), el control o´ptimo para horizonte finito de colas
ta´ndem coincide con el control o´ptimo en tiempo (que minimiza el tiempo de
drenaje) [48]. En particular, la estructura de dicho control o´ptimo es la siguiente:
ζ
(1)
i (t) = 1, si y solo si T
(2)(qi(t)) ≤ T (1) (qi(t)) y qi(t) 6= 0, (6.55)
y ζ
(2)
i (t) = 1 siempre que q
(2)
i (t) 6= 0. Es decir, el control o´ptimo tiende a equilibrar
el tiempo de drenaje de las dos colas. Aplicando (6.53) y (6.54), podemos expresar
el control (6.55) como sigue
ζ
(1)
i (t) = 1, si y solo si q
(2)
i (t) ≤
µ
(2)
i − µ(1)i
µ
(1)
i − λ(1)i
q
(1)
i (t) y qi(t) 6= 0, (6.56)
Como vemos, la switching curve es una funcio´n lineal de q
(1)
i (t).
A continuacio´n extendemos este control o´ptimo a un conjunto de colas ta´ndem
que comparten recursos. En primer lugar observamos que, para una cola del
interfaz radio q
(2)
i (t), el control o´ptimo prescribe ζ
(2)
i (t) = 1 siempre que dicha cola
no este´ vac´ıa. Asumimos por tanto que las colas de este interfaz esta´n siempre
atendidas, a la tasa µ
(2)
i que les garantice el algoritmo MaxWeight iterativo visto
en el apartado anterior.
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Para las colas del backhaul, empleamos la misma metodolog´ıa iterativa basada
en ı´ndices del apartado anterior. En cada iteracio´n, el control (6.56) se puede
reformular como un ı´ndice que indique el grado de prioridad con el que se debe
asignar a cada cola i ∈ N el bloque de c bits (ζ(1)i (t) = 1 sobre dicho recurso), de
tal forma que el recurso se asigne a
i ∈ arg max
j
(
µ
(2)
j − µ(1)j
µ
(1)
j − λ(1)j
q
(1)
j (t)− q(2)j (t)
)
(6.57)
que puede expresarse tambie´n como
i ∈ arg max
j
(
T (1) (qi(t))− T (2)(qi(t))
)
. (6.58)
La interpretacio´n de este ı´ndice es que, de todas las colas del S1, se comienza a
drenar con ma´s prioridad aquella con mayor diferencia entre el tiempo de drenaje
de la cola del S1 y el de la cola del interfaz radio. Puesto que el control o´ptimo trata
de igualar estos dos valores, el control conjunto trata de acercar las colas ta´ndem
a este punto de funcionamiento. En comparacio´n con el algoritmo Backpressure,
(6.57) emplea mucha ma´s informacio´n. Los valores de µ
(1)
i , µ
(2)
i y λ
(1)
j deben ser
estimados por el S-GW. Nos referiremos a las estimaciones de estos para´metros en
cada estapa de decisio´n t como µ˜
(1)
i (t), µ˜
(2)
i (t) y λ˜
(1)
j (t). Empleando estas estima-
ciones, el algoritmo de asignacio´n coordinada de recursos radio y backhaul queda
como se muestra en la tabla 6.2. Con respecto al algoritmo NUM, u´nicamente ha
cambiado la parte correspondiente al S-GW, aunque para una mayor claridad se
muestra tambie´n la parte ejecutada por las fuentes y el eNB.
Como en el algoritmo NUM, resumimos a continuacio´n el intercambio de in-
formacio´n requerido para el funcionamiento de este algorimo.
• El eNB debe enviar al S-GW el estado de las colas q(2)(t) y la estimacio´n
µ˜
(2)
i (t).
• El S-GW debe enviar a las fuentes el estado de las colas q(1)(t).
Adema´s, el S-GW debe realizar las estimaciones µ˜
(1)
i (t) y λ˜
(1)
i (t). Como se vera´
en siguiente apartado, unas estimaciones sencillas de estos para´metros, con bajo o
nulo coste computacional, resultan igualmente efectivas.
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Table 6.2: Algoritmo basado en control o´ptimo de colas ta´ndem
En cada etapa t los siguientes algoritmos se ejecutan en paralelo
en las entidades indicadas.
Fuente i-e´sima
Input: q
(1)
i (t).
La tasa de transmisio´n xi(t) de la fuente i se obtiene resolviendo
el siguiente problema:
xi(t) ∈ arg max
0≤xi≤xmax
(Ui(xi)− q(1)i (t)xi),
y a continuacio´n genera ai(t) paquetes, donde ai(t) es una v.a.
entera tal que la tasa media de datos generados sea xi(t).
S-GW
Input: q(1)(t), q(2)(t), a(t), µ˜
(1)
j (t), µ˜
(2)
j (t), λ˜
(1)
j (t).
1) Para cada h ∈ {1, . . . , H}:
• selecciona i ∈ arg max
j
(
µ˜
(2)
j (t)− µ˜(1)j (t)
µ˜
(1)
j (t)− λ˜(1)j (t)
q
(1)
j (t)− q(2)j (t)
)
,
• actualiza cola i: q(1)i (t) =
(
q
(1)
i (t)− c
)+
,
• actualiza los datos enviados: b(1)i (t) = min
(
q
(1)
i (t), b
(1)
i (t) + c
)
.
2) Actualiza las colas: q(1)(t+ 1) = q(1)(t) + a(t).
eNB
Input: q(2)(t), b(1)(t), y r
(k)
i (t) para todo i ∈ N y 0 ≤ k ≤ K.
1) Para cada k ∈ {1, . . . , K}:
• selecciona i ∈ arg max
j
q
(2)
j (t)r
(k)
j (t),
• actualiza cola i: q(2)i (t) =
(
q
(2)
i (t)− r(k)i (t)
)+
,
• actualiza los datos enviados:
b
(2)
i (t) = min
(
q
(2)
i (t), b
(2)
i (t) + r
(k)
i (t)
)
.
2) Actualiza las colas: q(2)(t+ 1) = q(2)(t) + b(1)(t).
6.5 Evaluacio´n de Rendimiento
Metodolog´ıa
En este apartado evaluamos nume´ricamente el rendimiento de los algoritmos mostra-
dos en los dos apartados anteriores. Para distinguirlos, nos referiremos a ellos por
el mecanismo de scheduling empleado en el S-GW, que es donde se diferencian.
Nos referiremos al primero como Backpressure y al segundo como Switching Curve.
Adema´s los comparamos con dos benchmarks:
• Benchmark 1: El eNB y el S-GW aplican cada uno, por separado, un
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Figure 3.1 LTE frame structure in FDD mode
of duplexing mode by an operator depends on spectrum availability in a region and also
government regulations.
The detailed structure of a radio frame in FDD mode is shown in Figure 3.1. Each subframe
can support multiple spatial MIMO layers. Each 0.5ms slot in a subframe has seven OFDM
symbols if OFDMwith normal control plane (CP) length (5 μs) is used and six OFDM symbols
if extended CP (17 μs) is used. For purposes of resource allocation, the LTE signal is divided
in time and frequency into units called Physical Resource Block (PRB). In frequency, a PRB
spans 12 subcarriers each with spacing 15 kHz; in time, it is of the duration of a slot. A PRB
is further divided into Resource Elements (REs). One RE is one OFDM subcarrier for the
duration of one OFDM symbol and is the smallest indivisible unit in the LTE time frequency
grid. A PRB therefore comprises 84 REs in the case of the normal CP and 72 REs in the case
of the extended CP. Different sets of REs, which are mutually exclusive of each other, are
reserved for different physical channels and RSs. These physical channels and RSs will be
explained in detail in the next few sections.
LTE supports a variety of bandwidths up to 20MHz. The number of PRBs for different LTE
bandwidths is listed in Table 3.1. The minimum LTE bandwidth is 1.4MHz (6 PRBs) and this
is shown in Figure 3.1.
The detailed structure of a radio frame in TDD mode is shown in Figure 3.2. The subframes
with ‘D’ and ‘U’ are reserved for downlink and uplink transmissions, respectively. These sub-
frames have the same structure as the corresponding downlink and uplink subframes in FDD
mode. The subframes with ‘S’ are special subframes with three fields: the Downlink Pilot Time
Slot (DwPTS), Guard Period (GP) and Uplink Pilot Time Slot (UpPTS). The DwPTS can be
treated as a normal downlink subframe with reduced length, and thus the amount of data which
can be transmitted in the DwPTS is less. The field GP is used to protect switching between
downlink to uplink transmissions. The UpPTS has a very short duration and is not used for
Figure 6.4: Desglos de la tram radio LTE para un interfaz radio de
1.4 MHz de ancho de banda (6 RBs), el mı´nimo especificado por el
3GPP.
scheduling Proportional Fair, en sus respectivos interfaces.
• Benchmark 2: El eNB y el S-GW aplican cada uno, por separado, un
scheduling MaxWeight, en sus respectiv s interfaces.
Como en el cap´ıtulo 5, las simulaciones consideran una celda LTE FDD, cuyo
interfaz radio emplea tecnolog´ıa OFDM. Cada resource block (RB) consiste en 12
subportadoras OF M de 15 KHz, y 0.5 milisegundos en los qu se transmiten 7
s´ımbolos. Cada etapa de decisio´n t corresponde a una subtrama, cuya duracio´n
temporal es de 1 ms. Cada subtrama se divide en 2 slots de 0.5 ms, que coinciden
con la duracio´n de 2 RBs. La trama radio contiene 10 subtramas. or tanto, en
una trama cada subportadora puede transmitir 7 × 2 × 10 = 140 s´ımbolos. La
Figura 6.4 muestra un ejemplo de trama radio desglosada en frecuencia y tiempo
p ra un ancho de banda de 6 RBs. El escenario simula o co sidera un interfaz
radio con ancho de banda igual a 10 MHz, correspondiente a 50 RBs, por lo que
en cada subtrama el algoritmo de scheduling debe asignar 50 × 2 = 100 RBs. El
nu´m ro de usuar os activos en la celda s N = 30.
Las tasas ma´xima y mı´nima que un usuario puede alcanzar se determinan de
acuerdo a la especificacio´n 3GPP 36.213 [46]. No´tese que dichas tasas correspon-
den a la asignacio´n de todos los recursos de la celda a un solo usuario. Segu´n
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Table 6.3: Configuracio´n de los para´metros radio en las simulaciones.
Para´metro Configuracio´n
Ancho de banda 10 MHz
RBs por subtrama 100
Transmisio´n 2x2 MIMO
Tasa mı´nima (Mbps) 2.7
Tasa ma´xima (Mbps) 73.4
este documento, en funcio´n de la calidad del canal downlink se selecciona el mod-
ulation and coding scheme MCS que, junto con el nu´mero de RBs asignadas por
subtrama, permiten determinar el taman˜o, en bits, del transport block size (TBS)
correspondiente a datos de usuario. Existen 27 posibles combinaciones de MCS,
correspondientes a los 27 niveles de CQI que puede sen˜alizar el terminal. Estos
niveles var´ıan aleatoriamente de una subtrama a otra. En el simulador se emplea
un modelo de Markov para la generacio´n de niveles similar a [62]: Para cada ter-
minal i, si en t el estado del canal es ei(t) ∈ {1, . . . , 27}, el estado siguiente ei(t+1)
se determina generando una v.a. discreta δi(t) con distribucio´n uniforme entre −2
y 2, de forma que
e+i (t+ 1) = max (ei(t) + δi(t), 1) (6.59)
ei(t+ 1) = min
(
e+i (t+ 1), 27
)
(6.60)
Ante la previsible igualdad en throughput de los algoritmos propuestos, el
para´metro de rendimiento que centra nuestro intere´s es el retardo medio desde
el S-GW hasta el terminal de usuario. Para el co´mputo de este retardo se asume
que un paquete enviado por el S-GW en t estara´ disponible en el eNB para su
env´ıo por el interfaz radio en t+ 1, es decir, el backhaul introduce un retardo de 1
ms (la duracio´n de subtrama). El retardo medio D¯ se compone por tanto de tres
factores:
D¯ = D¯(1) + 1 + D¯(2), (6.61)
donde D¯(1) es el retardo medio en las colas del S-GW, y D¯(2) es el retardo medio
en las colas del eNB.
Fuentes de Tasa de Transmisio´n Constante
El primer escenario de simulacio´n incorpora fuentes que transmiten datos con
una tasa fija de 800 Kbps. Esto supone una tasa agregada de 24 Mbps, que
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Figure 6.5: Retardo medio obtenido con cada algoritmo considerando
fuentes de tasa constante.
esta´ dentro del margen que puede transmitirse de forma estable por el interfaz
radio (dado que su capacidad media ronda los 38 Mbps). Se asume que el S-
GW conoce la tasa de cada fuente (λ˜
(1)
i (t) = 800 Kbps para todo t). Como
estimacio´n µ˜
(2)
i (t) se emplea la tasa instanta´nea anunciada por el terminal mediante
el CQI, y la estimacio´n µ˜
(1)
i (t) es igual a la capacidad del interfaz S1 (C) repartida
proporcionalmente entre las colas q(1)(t) no vac´ıas. Variando la capacidad C del
backhaul desde el mı´nimo valor aceptable (24 Mbps) hasta 30 Mbps, obtenemos,
para cada algoritmo (Proportional Fair, MaxWeight, Backpressure y Switching
Curve) los retardos mostrados en la Figura 6.5. En todos los casos el backhaul es,
en promedio, el cuello de botella del sistema. Para cada valor de C, los resultados
se han obtenido promediando 100 ejecuciones de 20 segundos cada una, siendo el
intervalo de confianza inferior al 3% con un grado de confianza del 95%.
En esta figura se observa que el algoritmo Switching Curve es el que alcanza sis-
tema´ticamente un menor retardo. Las medidas de throughput no son informativas
ya que todos los algoritmos alcanzan el mismo valor (800 Kbps por usuario como
cabr´ıa esperar). Es sorprendente hasta cierto punto que emplear Backpressure en
el S-GW no mejore el retardo con respecto a MaxWeight. No obstante, recordemos
que Backpressure se enmarcaba en una formulacio´n NUM que inclu´ıa fuentes que
ajustaban su tasa de transmisio´n. En el segundo escenario consideramos fuentes
de este tipo para mostrar la mejora que aporta este algoritmo.
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Fuentes Ela´sticas
En el segundo escenario se consideran fuentes ela´sticas, es decir, fuentes de tasa
de transmisio´n variable y que ajustan su tasa de transmisio´n xi con el objetivo de
maximizar su funcio´n de utilidad Ui(xi), tal como se consideran en el apartado 6.3
y cuyo algoritmo (incluido en en las tablas 6.1 y 6.2) reproducimos a continuacio´n:
La tasa de transmisio´n xi(t) de la fuente i se obtiene resolviendo el siguiente
problema:
xi(t) ∈ arg max
0≤xi≤xmax
(Ui(xi)− q(1)i (t)xi), (6.62)
y a continuacio´n genera ai(t) paquetes, donde ai(t) es una v.a. entera tal que la
tasa media de datos generados sea xi(t).
La funcio´n de utilidad empleada por la fuentes es
Ui(xi) = − 2
T 2i xi
, (6.63)
donde Ti representa el retardo de ida y vuelta o Round Trip Time (RTT). Esta
funcio´n de utilidad modela el control de tasa empleado por TCP-Reno [49].
La Figura 6.6 muestra el retardo obtenido con cada algoritmo para distintos
valores de C. En este caso la diferencia entre emplear Backpressure o Switching
Curve en el S-GW y emplear los otros dos algoritmos de benchmark si que es
muy significativa: los algorimos propuestos mantienen el retardo constante en
valores muy bajos mientras que el retardo de los algoritmos de benchmark aumenta
conforme aumenta la capacidad del backhaul.
Este comportamiento se debe a que las fuentes aumentan su tasa proporcional-
mente a
(
Ti
√
q
(1)
i
)−1
. Por tanto, si no se controla adecuadamente el flujo en el
S-GW, cuanto mayor es C, ma´s se acerca q
(1)
i a 0, lo que produce un aumento
de carga en el sistema y en consecuencia un mayor retardo para los algoritmos de
benchmark. Para ilustrar este hecho, la Figura 6.7 muestra el thrughput alcanzado
en cada caso. Como vemos, los algoritmos propuestos tambie´n obtienen valores de
throughput similares entre s´ı.
Volviendo por un momento a la Figura 6.6 vemos que el retardo de Backpressure
y Switching Curve se mantiene constante, y en un valor que mejora los resultados
obtenidos con fuentes de tasa constante (Figura 6.5). La conclusio´n es que el
algoritmo Backpressure trabaja para optimizar la suma de las utilidades de las
fuentes, por lo que cuando estas utilidades se orientan a minimizar el retardo,
el resultado es que Backpressure alcanza el retardo mı´nimo. Por su parte, el
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Figure 6.6: Retardo medio obtenido con cada algoritmo considerando
fuentes ela´sticas.
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Figure 6.7: Throughput medio obtenido con cada algoritmo con-
siderando fuentes ela´sticas.
algoritmo Switching Curve busca minimizar el retardo independientemente de cua´l
sea el objetivo de las fuentes y, por tanto, obtiene el retardo mı´nimo tanto para
fuentes fijas como para fuentes ela´sticas.
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6.6 Conclusiones
En este cap´ıtulo hemos abordado la asignacio´n de recursos radio y backhaul de
forma conjunta. Se ha formulado el problema NUM incluyendo tambie´n el control
de tasa de las fuentes, y se ha aplicado descomposicio´n dual para resolverlo de
forma distribuida. El eNB, el S-GW y las fuentes ejecutan parte del algoritmo e
intercambian la informacio´n necesaria para que el mecanismo global sea efectivo.
Pero adema´s se emplea otro nivel de descomposicio´n del problema, al dividir los
recusos de cada interfaz en bloques discretos. Para asignar cada bloque se aplica
una la pol´ıtica basada en el ca´lculo de ı´ndices, lo que reduce enormemente el coste
computacional y facilita que las decisiones se tomen en cada subtrama. Los ı´ndices
empleados son MaxWeight en el eNB y Backpressure en el S-GW. En contraste
con el Cap´ıtulo 5, ahora es el S-GW el que es consciente del interfaz radio, ya
que Backpressure requiere conocer el estado de las colas de eNB. Con el objetivo
de minimizar el retardo medio, proponemos unos nuevos ı´ndices para el S-GW
basados en la pol´ıtica de control o´ptima para redes en ta´ndem, que es del tipo
switching curve (SC). Los resultados muestran que con los ı´ndices SC se alcanza
menor retardo (e igual throughput) que con Backpressure tanto para fuentes de
tasa fija como fuentes de tasa variable. Esta mejora se logra en parte porque el
control o´ptimo de colas en ta´ndem explota ma´s informacio´n que Backpressure, pero
conlleva el inconveniente de que hay que incluir ma´s informacio´n en la sen˜alizacio´n
del eNB hacia el S-GW. Un problema au´n abierto es la robustez de los algoritmos
frente a errores o retardos en la informacio´n intercambiada entre los nodos.

Conclusiones
Mecanismos de control para sincronizacio´n de
canal de transporte
El objetivo 1 fijado en este trabajo era proponer y evaluar mecanismos de control
que mejoren el rendimiento de la sincronizacio´n de canal de transporte en FP.
Los resultados de este objetivo los presentamos en el cap´ıtulo 3 de esta tesis. El
mecanismo propuesto se encarga de adaptar el env´ıo de tramas FP a los cambios de
retardo en el Iub. Hemos mostrado co´mo esta funcionalidad tiene una influencia
directa en las pe´rdidas de tramas FP, la carga de sen˜alizacio´n uplink en el Iub
y el overbuffering en el Nodo B. Tambie´n hemos estudiado la estabilidad y la
reaccio´n del algoritmo ante cambios bruscos de retardo. Para ello optamos por una
metodolog´ıa novedosa en este a´mbito: modelar el procedimiento de sincronizacio´n
como un sistema de control en tiempo discreto. El estudio del mecanismo cla´sico
(CA) ha mostrado que se trata de un algoritmo inherentemente metaestable, que se
estabiliza gracias al uso de la ventana de recepcio´n. Para mejorar el rendimiento del
timing adjustment proponemos un algoritmo sencillo (PTA) basado en un sistema
de seguimiento proporcional, y analizamos el impacto del retardo en la estabilidad
del sistema y en los para´metros de calidad de la respuesta a los incrementos del
retardo como el incremento de la carga sen˜alizacio´n y las pe´rdidas de paquetes de
datos.
Mecanismos de control de flujo en backhaul
El objetivo 2 de este trabajo era proponer y evaluar mecanismos de control de
flujo en el backhaul que consideren tanto el interfaz radio como el backhaul. Este
objetivo lo llevamos a cabo en el cap´ıtulo 4, en el que abordamos el problema
del control de flujo en HSDPA. La metodolog´ıa que empleamos es novedosa con
respecto a los trabajos realizados hasta la fecha, y se basa en la formulacio´n de
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un problema de optimizacio´n cuadra´tica que resolvemos mediante programacio´n
dina´mica. Por un lado, esta aproximacio´n dota de una base teo´rica a mecanismos
ya existentes y por otro lado, nos permite plantear una mejora consistente en
considerar la informacio´n tanto de los buffers del interfaz radio (NB) como de
los del Iub (RNC) en el algoritmo de control. Esta nueva estrategia consigue
minimizar el retardo extremo a extremo desde la RNC hasta el UE.
Mecanismos de scheduling radio conscientes del
backhaul
El objetivo 3 de este trabajo era estudiar el impacto de la congestio´n del backhaul
en el scheduling radio. El cap´ıtulo 5 de esta tesis contiene los resultados rela-
tivos a este objetivo, centrado en la tecnolog´ıa LTE. En dicho cap´ıtulo analizamos
un scheduler proportional fair, PF, incluyendo en su formulacio´n la restriccio´n
impuesta por los l´ımites de capacidad del backhaul. Aplicando las condiciones
Karush-Kunh-Tucker obtenemos la solucio´n, en algunos casos cerrada, del prob-
lema de optimizacio´n. Hemos llevado a cabo evaluaciones nume´ricas en dos es-
cenarios realistas de LTE, empleando las especificaciones 3GPP para caracterizar
la capa f´ısica (interfaz radio). Los resultados obtenidos nos muestran que cuando
el backhaul es el cuello de botella, si el scheduler radio no es consciente de la
capacidad del backhaul, los usuarios pueden sufrir unas pe´rdidas de throughput
superiores al 20 %.
Mecanismos coordinados de scheduling radio y
control de flujo backhaul
El objetivo 4 de este trabajo era proponer y evaluar mecanismos que asignasen de
forma coordinada los recursos del interfaz radio y del backhaul. Este objetivo se
ha desarrollado en el cap´ıtulo 5 de esta tesis, centrado en la tecnolog´ıa LTE. La
asignacio´n de recursos del interfaz radio y del backhaul se plantea como un unico
problema de maximizacio´n de la utilidad de red (NUM) en el que incorporamos
tambie´n el control de tasa de las fuentes de datos. Para resolverlo de forma dis-
tribuida en el eNB, el S-GW y las fuentes, empleamos una estrategia de descom-
posicio´n dual. El mecanismo resultante aplica iterativamente MaxWeight en el
eNB, y Backpressure en el S-GW. Su sencilla estructura basada en ı´ndices permite
tomar decisiones de asignacio´n en cada subtrama, como estipula el 3GPP. Como
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mejorar adicional, proponemos sustituir Backpressure por una pol´ıtica basada en
el control o´ptimo de colas en tandem, lo que permite reducir el retardo medio
tanto con fuentes de tasa fija como con fuentes ela´sticas (tipo TCP).
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