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(i) 
P R E F A C E 
This dissertation entitled "NONLINEAR INTEGER 
PROGRAMMING," is submitted to the Aligarh Muslim 
University, Aligarh, for the partial fulfilment of the 
degree of Master of Philosophy in Operations Research. 
The dissertation consists of four chapters. The 
first Chapter which is introductory in nature gives a 
brief historical background on the development of the 
Nonlinear Integer programming techniques, examples of 
formulation of Nonlinear Integer Programming Problem and 
brief: summary of methods for solving Nonlinear Integer 
Programming Problems. 
The second Chapter deals with Quadratic Integer 
Programming. Here methods for solving All Integer Convex 
quadratic programming, Mixed Integer Convex quadratic 
Programming and few examples are discussed. 
In the third Chapter methods of solving Nonlinear 
Integer Programming (NLIPP) are discussed. 
(ii) 
The fourth Chapter deals with the Branch and bound 
approach for solving Mixed Integer Nonlinear Programming 
Problem (MINLPP). 
Fairly comprehensive references ref:;erred to in 
this dissertation has been given at the end of this 
manuscript, which are arranged alphabetically according to 
the author's name. 
GStO£ N- t :< i r NkT S 
PAGE NO. 
PREFACE ( i) to (ii ) 
CHAPTER # 1 INTRODUCTION 
1.1 Definitions : Nonlinear Integer 1 
Programming Problem (NLIPP)• 
1.2. Examples of Formulation of Non- 2 
linear Integer Programming .Problem. 
1.2.1 Scheduling (Time-Table) 3 
1.2.2 Fixed Charge Problem 5 
1.2.3 Portfolio Selection Problem. H 
1.3 Conversion of Nonlinear Integer 12 
Programming Problem (NLIPP) 
into Zero-one (0-1) Linear 
Programming Problem (LPP). 
1.3.1 Stage (I) : Representation of 13 
an Integer Variable by an 
equivalent system of Binary 
Variables. 
1.3.2 Stage (II) : Conversion of Zero- 16 
one Polynomial Programming 
Problem into a linear 
Programming Problem (LPP). 
1.4 Brief Historical Development. 18 
1.5 Summary of Methods for Solving 20 
Nonlinear Integer Programming 
Problem (NLIPP). 
1.5.1 Penalty Function Approach. 20 
1.5.2 Dynamic Programming Approach. 2I 
1.5.3 Branch and Bound Approach. 2 2 
CHAPTER # 2 QUADRATIC INTEGER PROGRAMMING 23 
2.1 Introduction 2 4 
2.1.1 All Integer Quadratic Programming. 25 
2.1.2 Mixed Quadratic Integer 25 
Programming. 
2.2 Method for solving All Integer 26 
Convex Quadratic Programming 
Problem. 
2.3 Method for solving Mixed 29 
Integer Convex Quadratic 
Programming Problem. 
2.4 Bari & Arshad's Branch & Bound 32 
Method for Quadratic Integer 
Programming. 
2.5 Numerical Examples on Quadratic 35 
Integer Programming Problem 
(QIPP). 
CHAPTER # 3 METHODS FOR SOLVING NON - 42 
LINEAR INTEGER PROGRAMMING 
PROBLEM (NLIPP) 
3.1 Introduction 43 
3.2 Penalty Function Method 4 4 
3.3. Dynamic Programming Approach. 4 7 
CHAPTER # 4 BRANCH AND BOUND METHOD FOR 5 3 
SOL.VING MIXED INTEGER NON-
LINEAR PROGRAMMING PROBLEM 
(MINLPP) 
4.1 Branch and Bound Method 54 
4.1.1 Selection of Branchina Variables 57 
4.1.2 Selection of Branching Nodes. 60 
<^ff;-ftt P -T-. EmAh:itn. 
I N T R O D U C T I O N 
1.1 DEFINITION: NON-LINEAR INTEGER PROGRAMMING PROBLEM (NLIPP) 
Like Linear Integer progranuning problem. 
Non-linear integer programming is a mathematical technique 
for determining the optional solutions to many business 
problems. The problem of linear integer programming is 
that of determining the integer values of decision 
variables which maximize (or minimize) the value of the 
linear objective function, subject to linear side 
constraints. Thus, it is assumed that the unit profit 
contribution or the cost of production does not change at 
different levels of production. In actual business 
operations, however, purely linear relationship may not 
exist in the profit or cost function when the production 
cCtivities vary. The average price may decrease as sales 
volume increases. The average cost of production may 
change as production levels are varied because of the 
realization of economics or diseconomies of scale, or 
diminishing in original productivity or the productive 
factors. As a consequence of these factors, the objective 
function is non-linear, or one or more of the side 
constraint inequalities have non-linear relationships or 
both. 
The non-linear integer programming problem 
(NLIPP) can be defined as follows : 
Maximize f(x) 
Subject to gn(x) <: 0,j=l,2, , m (1.1) 
X integer 
OR 
Minimize f(x) 
subject to g,j(x) ^0, j=l,2, , m 
X integer 
Where f and g^ are real valued functions. 
If the integratity constraints of the 
equation (1.1) are dropped, the resulting problem 
Maximize f(x) 
subject to gj(x) 4: 0,j=l,2, ,m (1.1a) 
is known as a nonlinear programming problem (NLPP). 
1.2 FORMULATION OF NON-LINEAR INTEGER PROGRAMMING PROBLEMS 
(NLIPP) 
Few examples are considered in this section to 
formulate the nonlinear integer programming problem 
(NLIPP) : 
(1) SCHEDULING (TIME - TABLE) 
(2) FIXED CHARGE PROBLEM 
(3) PORTFOLIO SELECTION 
1.2.1 SCHEDULING (TIME - TABLE) 
Suppose in a given school it is desired to 
schedule C classes over a finite horizon of H (class) 
periods. (If the horizon is represented by a one week 
period, then period 1 is the first period on Monday, while 
period H is the last period on Friday). It is assumed that 
the total number of periods which teacher t can allocate 
to class c is equal to P . Define tht bin-av^  vavLabLes 
1, if teacher t i's assigned to 
class C in period h. \ch 
0, Otherwise 
The constraints of the model are specified as 
follov;s : 
(i) In a general period of time, only one teacher is 
assigned to a given class and .no one teacher is shared 
between two or more classes. 
Thus, 
T 
/> X^ ^= 1, for all c and h /_ tch 
(Z~_ 
1, for all t and h 
•'tch~ 
c=l 
The above (C + T)H restrictions may be replaced by 
one constraint yielding exactly the same result, namely. 
H 
tj_,t2=l h=l c=l 
X t^ch ^t2ch = 0 
^1 ^ ^2 
The reduction in the number of constraints is 
occomplished at the expense of creating nonlinearities, 
which is known to worsen the computational speed of the 
problem. Also, the number of crosproducts (X, , X, , ) 
1-pCh t~ch 
increases exponentially relative to the original number 
of variables. It must be asserted here that typically in 
integer programming, unlike continous programming 
problems, the computational efficiency is worsened by the 
increase in the number of variables (cross products) and 
that, indeed, the increase in the number of constraints 
may be computationally advantageous. This point should 
always be kept in mind when formulating integer 
programming models. 
(ii) Each teacher t must work exactly p period in 
class C, which is exDressed as 
^^ tch = Ptc' ^ ° ^ ^ ^1 ^ ^"^ = 
h=l 
other restrictions relating to the real situation 
may also be handled in a similar fashion. 
An objective criterion of the scheduling problem 
is to minimize the number of periods during which classes 
may be idle, expressed as 
Minimize 
H 
2 = ^ Xti,c,h-1 (l-Xt2,c,h)Xt3,c,h+l 
tl't2ft3=l 
This expression indicates that , if class C is 
occupied during periods h-1 and h+1, the associated term 
in the objective funtion is equal to Zero (minimum) only 
if period h is used ; otherwise, if h is not occupied, 
the term is equal to one. Although this objective 
criterion minimizes the number of one-period gaps, it 
says nothing about gaps v;ith two periods or more. A more 
complex objective function is required to account for this 
point. 
1.2.2 FIXED - CHARGE PROBLEM 
Suppose it is required to decide on the locations 
of production plants among m existing sites. All plants 
produce homogeneous products. Plant i has capacity of a. 
units and requires a fixed investment f.. The products are 
shipped to n customers, with the j'th customer demanding 
b-j units. If the cost of producing one unit at plant i & 
shipping it to customer j is Cij, it is required that we 
should determine the operating capacities of the plants so 
that the total production & investment costs are 
minimized. 
Let Xij be the amount manufactured at pla nt i for 
customer j; then the model becomes 
Minimize 
m 
Z ^ 
i-1 j=l 
^ij (-ij) 
m 
subject to J^ X-j_j > bj , j = 1,2,..., n 
i=l 
Where 
F. .(X. .) 
ID ID 
n 
j=l 
ii "^  ^"j/ 1 — JL/^f.»./rn 
C. .X. . + f. , i f ^ X. . > 0 
ID ID 1 ^ ^ ID 
0 , Otherwise 
X. . \ 0 
ID V' 
The above model is very similar to an ordinary linear 
program except for the fact that Z is a nonlinear 
function. However, there is no direct algorithm that can 
handle the model as it is stated . 
The model can be converted into a mixed (Zero-one) 
integer problem using a convenient substitution. 
Let 1, if -^ X. . > 0 
0, Otherwise 
The model then becomes 
m 
Minimize Z = 
i=l 
subject to 
m 
i=l 
Xj_ j > bj, j= 1,2, -. . . ,n 
j=l 
X ID 
Yi 
Xj_-i •$ ^ i^i' i ~ 1,2,..., m 
>. 0 
(0, 1), For all i 
If for a given i, X. . > 0, then Y. is forcd to be eaual 
^ ij 1 
to 1 and the corresponding capacity constraint remains 
unchanged. If, on the other hand, X. . = 0 for all i, then 
Y. = 0 since, with the capacity constraint being 
redundant, the minimum of Z can only be achieved with 
Y. = 0. We can notice that unlike the coded inteaer 
1 
models, the auxiliary variables y- are introduced 
primarily for analytic convenience and as such only yield 
redundant information about the solution to the problem. 
Although Y. = 1(0) can be interpreted as plant i being 
(not being)constructed, the same information is readily 
secured by observing whether ^'. X. . is positive or Zero. 
The above model can be generalized to include 
production cost function with breaks; that is, instead of 
assuming that each unit is produced at the same cost, 
the per unit cost assumes decreasing marginal values with 
the level of production. Moreover, the change from a given 
marginal cost to a smaller one is accomplished as the 
expense of incurring a given fixed charge. 
For plant i and level of production K, define 
a., = break point representing level of production; W., = 
number of units produced; 
0 ^ Wik ^ aik - ai,k-i ; 
Cj^ j^  = marginal cost; f^]^ = fixedcost. 
o a;. a;.,. ac-s 
PRODUCTION LEVEL 
Fig.l 
Further, let d. . be the per unit transportation 
ID 
cost from plant i to customer j. A typical production cost 
function is illustrated in figure 1. 
The model may be formulated as 
Mininze Z = dijXij+ > Cik Wik+ 
X fik Yik 
10 
subject to y Xj_j ^ bj, for all j 
Xij = 2 ^ Wj_j^ ,for aU i 
k 
_iliLi > Yik > 
i^k - ai,k_i ^i,k+l - aik 
Xij, Wik > 0 
Yik = 0'" 1-
It is seen that if W., > 0 , Y. = 1 since it 
must satisfy 0 < Y., ^ 1. If W., = 0, then 0 4 Y-^ ^ 1 ^ 
^ ik ^ ik ^ IK 
Y., = 0, as per the minimization of the objective ik ^ -^  
function. Notice that W. , _-, = aj_]<^  - a. j^ _^-|_ if Wj_]^  > 0, 
because Y., is a zero - one variable," for otherwise 0 < ik 
Y., < 1 would produce an infeasible solution. 
The fixed - charge problem is discussed by Hirsch 
and Dantzig [36]. Other applications are by Balinski [10] 
for transportation problems, and Balinski and Wolf [11] 
for plant location problems. 
11 
1.2.3 PORTFOLIO SELECTION PROBLEM 
Let X . represent the proportion of available funds 
to be allocated to security j. Suppose this is the end of 
planning horizon, a. is the actual (random) gain per 
rupee invested in security j, and °^j the associated 
expected gain. Further, suppose that we stipulate b to be 
the lowest acceptable expected gain per rupee invested in 
the entire portfolio. Then the constraints of the model 
are 
(1) V ^ X . = 1 & X . >y 0 for j = 1,2, ,n 
j = l 
(2) ^ - o < j Xj ^ b 
j = l 
Where the left hand side of (2) represents the 
expected gain per rupee invested, since the expected 
value of a su.'rvi equals the sum of expected values. 
The consideration of the risk is introduced by 
means of the objective funtion. Suppose the X. are to be 
selectd so as to minimize the variance of the actual gain, 
subject to (1) and (2). Then the objective function 
involves a quadratic form: 
12 
(3) n n Minimize \ \, "^j '^ i ^ j ' 
i=l j=l 
Where 
(4) c-T . = E [a. -«r. ][a . -cK. ] 
ID 1 I D D 
symbolizes the covariance of gain between securities i and 
D-
In more sophisticated versions of the model, there 
can be additional constraints on the composition of the 
portfolio, several time periods, and other measures of 
risk. 
1.3 CONVERSION OF NON-LINEAR INTEGER PROGRAMMING 
PROBLEM (NLIPP) INTO ZERO-ONE (0-1) LINEAR 
PROGRAMMING PROBLEM (LPP). 
Watters [ 53 ] developed a procedure for converting 
integer polynomial programming problems to Zero - one LP 
problems. The resulting Zero - one LP problem can be 
solved conveniently by the Balas [8] method. 
Consider the optimization problem 
Find X 
r 1 
^1 
^2 
1 
X 
' which minimize f(Xi (1) 
subject to the constraints 
gj(X),< 0, j = 1,2, • m 
and X^ integer, i = 1,2, 
,n 
13 
Where f and g. , j = 1,2, , m are polynomials in 
the variables x,, x„, , x . 
A typical term in the polynomials can be 
represented as 
n. 
(X^) 'ki (2) 
1=1 
Where C, is a constant, a, , is a nonnegative 
constant exponent, and n, is the number of variables 
appearing in the k th term. We shall convert the integer 
polynomial prgoramming problem stated in equation (I) 
into an equivalent Zero-one LP Problem into two stages. In 
the first stage, we shall see how an integer variable^ X., 
can be represented by an equivalent system of Zero-one 
(binary) variables. Then in the second stage we will 
consider the conversion of a Zero- one polynomial 
programming problem into a Zeor-one LP problem. 
1.3.1 STAGE (I) REPRESENTATION OF AN INTEGER VARIABLE BY 
AN EQUIVALENT SYSTEM OF BINARY VARIABLES; 
Let X. be an integer variable whose upper bound 
is aiven by U. so that 
^ 1 
X^ .< U^ ^ CO (3) 
14 
We assume that the value of the upper bound U. can be 
determined from the constraints of the given problem. 
We know that in the decimal number system, an 
integer p is represented as 
P = PQ + lO^L + 10^ 5^  + ' 0 « Pj_ ^  (10-1=9) for 
i = 0,1,2, 
and written as p = p p, p^ by neglecting the 
Zeros to the left. For example, we write the number 
p = 009086 as 9086 to represent 
p = 6 + (10^)8 + (10^)(0) + (10-^ )9 + (10^)0 + (10^)0, 
In a similar manner, the integer p can also be 
represented in binary number system as 
P = qg + 2^q^ + 2^q2 + 2^<l^ + 
Where 0 <^ q. ^ (2-1 = 1) for i = 0,1,2, 
In general, if Y / ° \ Y P ^ ,,(2) 
^ 1 1 , Y. , 
denote binary numbers (which can take value of either 0 or 
1), the variable X. can be expressed as 
Xi = ^ 2 Yj_ (4^ 
k=0 
15 
Where N. is the smallest integer such that 
(-i ) ^ 2 ^ (5) 
2 
Thus the value of N. can be selected for any integer 
variable X. once i-b upper bound U. is known. For example, 
for the number 97, we can take U. = 9 7 and hence the 
1 
relation 
"i + 1 98 Ni 
— = — = 49 4 2 
2 2 
is satisfied for N- >, 6. Hence by taking N. = 6, v/e can 
represent U. as 
97 = q^ + 2^ + 2 ^ + 2 ^ + 2 ^ + 2 ^ + 2^ 
0 % ^2 % ^ % % 
Where qg = 1, q^ = q2 = ^3 = °4 = 0 and q^ = q^ = 1 
A systematic method of finding the value of q^,q,,q„ ... 
is given belowt 
Let M be the given positive integer, To find the 
binary representation q q _i • • • • q-i ^n' we compute the 
following recursively : 
^0 
^ 1 
?2 
= M 
- ( ^ 0 
= ( ^ 1 
- qo) /2 
- q i ) / 2 
(5)a 
\ = ( \ - i - qk-i)/2 
16 
Where q, = 1 if b, is odd and q, = 0 if b, is even. The 
procedure terminates when b, = 0 . 
k 
1.3.2 STAGE II : CONVERSION OF A ZERO - ONE POLYNOMIAL 
PROGRAMMING PROBLEM INTO A ZERO-ONE LP PROBLEM. 
The conversion of a polynomial programming 
problem into a LP problem is based on the fact that 
a^^i = X^ (6) 
if X. is; a binary variable (0 or 1) and a, . is positive 
J- iC X 
exponent. If a, . = 0 , then obviously the variable X. will ki ^ 1 
not be present in the k term. We use equation (6J to 
w r i t e t h e k , , , ^ ^L. T • I • /ox 
t h t e r m of t h e p o l y n o m i a l , x . e . e q . ( 2 ) , as 
•^k a ^ ^ n ^ 
S T T (X^) = C ^ T T X i = Cj^  (X,. X^ . . .X^^) (7) 
1=1 1=1 
Since each of the variables X,/ X^, .... can take a value 
of either 0 or 1 , the product (X-, . X„ X , ) also 
1 2 nk 
w i l l t a k e a v a l u e of 0 or 1 . Hence by d e f i n i n g a b i n a r y 
v a r i a b l e Y, a s k 
r^ k 
\ = ^1 • ^2 • • • ^nk ^ r r X, (8) 
1=1 
17 
the k term of the polynomial simply becomes C, Y, . 
However/ we need to add the follov/ing constraints to 
ensure that Y, = 1 when all X. = 1 and zero otherwise: k 1 
(9) 
^k 
\ 
i = l 
1 
=<i) 
( : 
n. 
( k^ - l) 
xA (10) 
i^ 
nk 
It can be seen that if all X. = 1, 'Sr"^^ = ">' ^^^^ 
i=i 
equations (9) & (10) give 
Y^ > 1 (11) 
k ^ 
and Y, ^ 1 (12) 
Whxch can be satisfied only if Y, = 1. If atleast one 
k 
X. = 0, we have ^ ^~ X. < n, , and equations (9) & (10) 
i=l 
give 
\ >^  - (Hj^  - 1) (13) 
and Yj^  < 1 (14) 
Since n is a positive integer, the only v;ay to satisfy 
equation (13) & (14) under all circumstances is to have 
^k = 0-
18 
This procedure of converting an integer polynomial 
programming problem into an equivalent zero - one LP 
problem can always be applied in theory atleast. 
1.4 BRIEF HISTORICAL DEVELOPMENT; 
The development of simplex method by Dantzig in 
1947 for linear programming paved the way for development 
of methods of Non-linear programming. In 1951, H.w. Kuhn and 
A.W. TUCKER [37] published an important paper, "Non linear 
Programming" dealing with necessary and sufficient 
conditions for optional solutions to programming problems, 
which laid the foundation for a great deal of latter work 
in nonlinear programming. Some generalizations of their 
theoritical work by other authors appeared later in the 
book. Studies in linear and non-linear progamming' [6], 
edited by K.J. Arrow, L. Hurwicz, and H. Uzawa, and 
published in 1958. 
Begining in 1955, a number of papers by different 
authors began to appear. These include the works of E. 
Barankin and R. Dorfman [12] 1955, E.M.L. Beale [16] 
1955, M. Frank and P. Wolfe [23] 1956, H. Markowtz [42] 
1956, C. Hildreth [34] 1957, H. Houthakker [35] 1957, and 
19 
P. Wolfe [52] 1959. All these techniques presents a 
computational technique for solving quadratic programming 
problems and differ slightly. The one suggested by Wolfe 
[52] is the best known and has a great advantage that it 
reduces the task of solving a quadratic programming 
problem to a form permitting application of the simplex 
method. 
Interest in integer solutions to linear 
programming problems arose early in the development ofthe 
field. One of the first papers to be concerned with the 
subject was that published by Dantzig , Fulkerson, and 
Johnson [22] in 1954. A later paper by Markowitz and 
Manne [43] discussed numerical techniques and, in 
addition, some types of nonlinear programming problems 
which could be solved by integer linear programming. 
Gomory [28,29] was the first to set forth a systematic 
computational technique for solving a Integer programming 
problem (IPP) in 1958 and in 1960 for Mixed - Integer 
Linear programming problem (MILPP). After developing 
successful algorithms for solving linear integer 
programming problems. Operations Researcher's started 
looking into cases of non-linear integer programming 
problems. It v/as soon discovered that the general non 
linear integer programs are much more difficult to solve. 
20 
The history of dynamic programming is intimately 
associated with the name of Bellman, who in fact made the 
major original contribution to the development of the 
subject and published his results in about hundred papers 
throughout the 1950's. 
This is the brief historical survey on nonlinear 
integer programming (NLIP), which still is in a state of 
flux. 
1.5. SUMMARY OF METHODS FOR SOLVING NON-LINEAR INTEGER 
PROGRAMMING PROBLEM (NLIPP) 
1.5.1 PENALTY FUNCTION APPROACH 
In the field of non-linear integer programming 
(NLIP) and mixed integer programming (MIP), relatively 
very little v/ork has been done. The penalty function 
approach was suggested by Gellatly and Marcal in 1967 
which v/as later applied by Gisvold and Moe [25] to solve 
some design problems which have been formulated as 
nonlinear mixed-integer prgramming problems. 
The penalty function approach has been 
successfully used in solving mahy nonlinear continous 
programming problems. This has encouraged the use of 
penalty functions in the solution of nonlinear integer 
21 
programming problems. This approach treats the discrete 
variables as continous variable, but introduces a large 
cost to penalize the objective function when a discrete 
variable assumes a non-discrete value. The penalty 
function method is discussed in detail in chapter # 3. 
1.5.2. DYNAMIC PROGRAMMING APPROACH : 
Dynamic programming is a mathematical technique 
well suufed for the optimization of multistage decesion 
problems. As applied to dynamic programming a multistage 
decision process is one in which a number of single stage 
processs are connected in series so that the output of one 
stage is the input of succeeding stage. This approach uses 
Bellman's principle of optimality to decompose a large 
multistage problem into a sequence of single stage 
problems which are recursively optimized. Unlike there 
programming techniques, dynamic programming has no 
, -for 
Standard mathematical formulfltLon x, optimization procedures. A 
number of solution methods, ranging from single 
enumeration to differential calculas and nonlinear 
programming, are available in dynamic programming. 
Depending on the conditions prescribed for the system, a 
dynamic programming problem can be solved as an initial or 
a final value problem. 
22 
1.5.3 BRANCH AND BOUND APPROACH 
Branch and bound is probably the most important 
optimization technique. The main advantage of branch and 
bound lies in its ability to solve a variety of problems 
such as ones with nonlinear, discontinous objective 
functions and constraints. When considered in its broader 
contest branch and bound, theoritically, can be 
constructed for any optimization problem. The branch and 
bound procedure consists of a systematic search of 
continous solutions in which integer variables are 
successively forced to take integeral values; the logical 
structure of the set of solutions is that of a tree. 
23 
mmmmmMm'j^-m:-2 
QUADRATIC INTEGER PROGRAMMING 
2.1 INTRODUCTION 
2.1.1 ALL INTEGER QUADRATIC PROGRAMMING 
2.1.2 MIXED QUADRATIC INTEGER PROGRAMMING 
2.2 METHOD FOR SOLVING ALL INTEGER CONVEX QUADRATIC 
PROGRAMMING PROBLEM 
2.3 METHOD FOR SOLVING MIXED INTEGER CONVEX QUADRATIC 
PRCGRajyiMING PROBLEM 
2.4 BARI AND ARSHAD'S BRANCH AND BOUND METHOD FOR 
QUADRATIC INTEGER PROGRAMMING. 
2.5 NUMERICAL EXAMPLES ON QUADRATIC INTEGER 
PROGRAMMING PROBLEM (QIPP) 
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C H A P T E R # II 
QUADRATIC INTEGER PROGRAMMING 
2.1 INTRODUCTION 
A problem concerned with optimizing a quadratic 
objective function having the sum of linear plus quadratic 
forms, subject to a set of linear constraints is called 
quadratic programming problem (QPP). A quadratic 
progamming problem (QPP) is a special type of non-linear 
programming problem (NLPP). 
A QPP in which all or some of the variables are 
restricted to be integer is called a quadratic integer 
programming problem (QIPP). The mathematical model of QIPP 
can be given as follows : 
MAXIMIZE (OR MINIMIZE) Q (X) = p-'^x + x^cx 
Subject to ^ 2S = JS 
2S - £ (2,1) 
and X • is an integer if j €• J 
25 
Where J = [J/X . is required to be integer] 
A is an m X n matrix, 
b is an m vector, 
p and X are n components row vectors in R and 
C is a symetric matrii^ - of order n x n. 
X'CX represents a qadratic form which is said to 
be positve definite (or negative definite) 
according as X''"CX ^ 0, (or < 0) for X 7^  0. 
It is said to be positive semidefinite (or 
negative semidefinite) if X CX >. 0, (or < 0) for all x 
such that there is one X 7^  0 satisfying X CX = 0. 
2.1.1 ALL INTEGER QUADRATIC PROGRAMMING 
If X = (X,, X_, , X ), then we v/ill have an 
— i z n 
A l l I n t e g e r q u a d r a t i c programming 
J = [ 1 , 2 , , n] = I ( s ay ) ( 2 . 2 ) 
2.1.1 MIXED QUADRATIC INTEGER PROGRAMMING 
If J C I, that is , J is some proper subset of I 
then v;e will have a mixed Quadratic Integer programming 
problem. 
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2.2 METHOD FOR SOLVING ALL INTEGER CONVEX (QPP) 
Aggarwal [4] used Seal's [16] method for solving 
the convex QPP, without Integer restriction and then he 
used the branch and bound technique for obtaining the 
Integer solution. Consider the following problem : 
Minimize Q(X) = P"''X + X^ C^X (2.3) 
Subject to AX = b . (2.4) 
X ^ £ (2.5) 
and X. is an Integer for all J€I = [1,2,...,n] (2.6) 
Assume that X CX is positive semidefinite so that 
Q(X) is a convex function of n variables X=(X,, X^,...X ). 
— — i 2 n 
It is also assumed that the con-straints equation i.e. 
(2.4) are feasible, the feasible set is bounded and 
degeneracy is absent. 
THE ALGORITHM : 
Using Seal's method the problem in (2.3) to (2.5) 
is first solved without restriction i.e. (2.6). Assume 
that X > 0 denote this solution and Q denote the value 
— — o 
of Q(X ): If all componets of X , that is , X,, X ^  . . . , X ., 
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are integer, X = 2i will be the required optinal 
solution. 
If some or all X ., j = 1,2,...,n are non-integers. 
Land and Doig's [41] (1960) method is used to obtain more 
restrictive lower bounds Q, , Q-, ... Q^ o"^  Q{X) • 
Let X denote any non-integer component of X . 
Then^ 
[ Xp] < X°p < [X°p] + 1 
v;here, [X°,] is the integral part in X . The two successive 
p z) c p 
integers nearest to X are [X ] and [X ] + 1 . 
^ P P P 
In order to have a solution of (2.3) to (2.5) 
with integer X , the following tv/o 
subproblems are solved again by Beal's method : 
(1) Solve (2.3) to (2.5) with X = [X^]and an additional 
constraint. 
(2} Solve (2.3) to (2.5) with X = [X°] + 1 as an 
ir ir 
additonal constraint. 
Let Q and Q be the two values of objective 
function obtained in (1) and (2). 
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X cannot have an integer value and the original 
problem has no solution if both the subproblems (1) and 
(2) have no solution. 
If the subproblem (1) has no solution this implies 
that for further consideration we must keep X ^ f^ n-l "^  •'" * 
P P 
Similarly, if subproblem (2) has no solution for further 
consideration, we have X 4 C^ n-'* •^ ^^ '^^ ^ Qi ~ ^^^ (Q'/Q") 
and X = h, where h is an integer. To find the second 
P 
best solution, solve the tv/o subproblem (2.3) to (2.5) 
with X = h-1 and X = h+1 separately. (One of these values 
P P 
has already been obtained as ( Q' or Q"). 
Let X be any non-integral variable at this stage. 
Sovle again the two subproblems with X = h and X = [x°] 
p q q 
and X = h and X = [X ] + 1 as additional constraints. 
p q q 
Let Q„ be the most .minimum value of Q(X) obtained 
till now. 
The procedure is then repeated with Q„ as the 
current lower bound on Q(X). 
Continuing in the above manner a tree can be 
formed whose every vertex represent a known set of integer 
constraints. A branch of this tree will terminate if it 
reaches a vertex having non - feasible solution. At last 
either all branches will terminate or a vertex having the 
most minimum value is reachd for all X. are integers. 
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2.3 METHOD FOR SOLVING MIXED INTEGER CONVEX QPP 
Aggarwal (1974) used the cutting plane method 
introduced by Gomory (1958) for solving mixed integer 
convex QPP. 
Consider the following problem : 
Minimize Q(X) = P'X + X'C X (2.7) 
Subject to ^^= h (2.8) 
X >^  £ (2.9) 
and X. is an integer for all j€J/ (2.10) 
Where, J = [J/X. is an integer ]. 
Assume that X'C X is positive semi-definite, that is, Q(X) 
is convex. A, h, p, X and C are as defined in introduction 
(2.1). It is also assumed that the constraints (2.8) and 
(2.9) are feasible, the feasible set is bounded and 
degeneracy is absent. 
THE ALGORITHM 
The problem (2.7) to (2.9) is first sovled by 
Seal's method. Let us call X-,, X^, , X as proper 
variables. During the application of Beal's method all 
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the free variables which have been made basic at any stage 
should not be considered further. During variations of 
the non-basic variables the equations of the proper 
variables ave used to keep these basic free veriables 
non-negative. Because, in order to introduce Gomory type 
cuts all the varialbes, proper and free, should be non 
negative. We will nov/ call a free variable as improper 
variable as it is no more free. 
Let X deonte the optimum solution to (2.7) to 
(2.9), 
Then we must have 
-7-r-^  > 0 for all non-basic X . and ~^^,— ~ 
for all free non-basic U, . 
k 
Where, U , k = 1,2, ..., h are the free variables at the 
final test point and the objective function Q(}C) is in 
terms of only non-basic variables. 
If all X., j € J are integers, X will be the 
optimum solution to equation (2.7) to (2.10). 
Let all X. for all j^J are not integers. Select any one 
I 
of these X.s say X , then X can be expressed as 
J P P 
P^ = ^ po ^  ^ pj (-^ j) ^ V ^-V (2.11) 
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Where the two summations are for all non-basic proper 
variables and non - basic improper variables. Clearly a 
is non-integral. 
Let us denote the integral and fractional parts 
°f V ^pj '^^ ^ V ^^  ^V^' %o' f^pj] %r f^^' V 
respectively.. Clearly we must have 
0 < Q < 1 , 0 ^ Q . < 1 and 0 .< Q i < 1-
^po pj ^ pk 
The Gomory cut can now be introduced as a basic 
variable £, 
Where, 
S = -V -^ (^-Spj) (-'<:) +X(-V>(-V 
+ Z (-a .} . ( -X. ) 
.-PD 3 
[j^d, a^.-O] 
+ Z (Q a . ) / (1 - Q ) (-X•) ^^po pj / ^po^ • ^  -^j' 
[j^j, apj- 0] 
+ 
"^V ^ -^"^ ^ 
[K=J, ap^ - 0] 
^ y (Qpo ^ pk/l-Qpo^ • -^"k^  2^.12) 
[K^J, ap^- 0] 
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The; problem (2.7) to (2.9) can now be solved with (2.12) 
as an additional contrained by "parameter 't' method" 
introduced by Beale (1959). 
Define S^ = S + t (2.13) 
Where t is the Beale's parameter. Clearly the value of t 
for which the present solution is feasible is Q 
'^ po 
The paramenter t method now gradually decreases 
the value of t to zero. It t < Q then S^ x 0 and S, will 
po t ^ t 
become non-basic. It S, contains any non-zero term in any 
improper variable, this should be made basic. If such 
improper variable, this should be basic. If such improper 
variable is not unique, any one of them could be chosen 
first. The process terminates when t = 0 without any basic 
proper variables or any partial derivative of Q becoming 
negative. If at this stage we still have some non-integer 
values of the variables v/hich are constrained to be 
integers, more cuts are added one by one and the process 
is repeated until we reach the required optional 
solution. 
2.4 BARI AND ARSHAD' S BRANCH AND BOUND METHOD FOR 
QUADRATIC INTEGER PROGRAMMING 
Consider the following QPP 
Maximize Q(X) = P' X + X'CX (i) (2.14) 
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Subject to AX = b (ii) 
X ^ 0 (iii) 
and X. is an integer for all J e i = (1,2, , n) 
Assume that X' CX is negative semidefinite^that is^ 
Q{X) is a concave function of X* A, b,p, C and X are as 
defined in introduction (2.1). If the integer resrictions 
(X. is an integer for all J €: I = (1,2, ...., n) are 
neglected then an equivalent prob^S-m to the quadratic 
program (i) to (iii) can be stated as follows : 
Find vectors (X, Y, _Z) >y 0_ (iv) 
that satisfy 2CX- AY+I_Z = -p (v) 
AX = b (vi)(2.15) 
and X'_Z = _0 .(vii) 
The first n - component of any basic feasible 
solution to (2.15) will be the optional solution for the 
QPP (i) to (iii). If this optional solution; X , is an 
integer solution the problem (2.14) is solved. 
Let the j component of X i.e. X. is not an 
integer. Deonoted by ( X.) the integer parts of X .°. Let 
("X°) = h. 
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Consider the following restriction on Xj. 
X. ^ h or h-X . :> 0 (2.15) 
and X. ^ h + 1 = K(say) or X . - k >, 0 (2.17) 
The two new subproblems are created as follows : 
(1) Solve (i) to (iii) with (2.16) as an additional 
constraint. 
The K-T Conditions for this problem are 
(X,Y,_Z) :>. _0 
2CX - A'Y + 1 ^ = -P , (2.18) 
AX = b ' 
and - X'l = 0/ 
Where the components of X _= 2i except that X-:= h-X., and 
1 = 1 except that the jth diagonal element is -1, because 
3Xj 3>Xj 
(2) Sovle (i) to (iii) with (2.17) as an additional 
constraint 
The K - T - Conditions for this oroblem are 
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(X, Y, _Z) >y 0 
2CX - A'Y + I_Z = -p (2.19) 
A X = b 
and X'A = 0' 
Where X = X except that now X. = X . - K. 
The subproblems (2.18) and (2.19) can be solved by 
simplex method. Dakin's approach is used in obtaining upper 
bounds on the solutions. The conditions for the convergence 
of the procedure are the same as those for the Wolfe's 
procedure. 
2.5. SOME NUMERICAL EXAMPLES ON QUADRATIC 
INTEGER PROGRAMMING PROBLEM (QIPP) 
EX.# 1. Aggarv/al solved the following numerical example to 
illustrate the computational details. 
Consider the follov/ing convex QPP: 
Minimize Q(X) = 6-6Xi_4-2X , - SX^X- + 2X2 
Subject to X-]_ -^  X2 >< 2 
'1' *"2 
X-)_ and X2 integers 
X, , X-, ^ 0 (2.20) 
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The constraint equation X-, + '^2 "^ ^ ^^" ^^ 
written as X, + X + X-, = 2, whereX^ is the 
slack variable. 
Now Beal's method is applied to solve (2.20) 
without integer restriction, we get 
X^ = 3/2, X^ = 1/2 and Q = 1/2 
Let us first consider X, in the above solution. 
The tvvo subproblems with X, = 1 and X» = 2 as 
additional restrictions yields 
X^ = 1, X2 = 1/2, X^ = 1/2 and Q = 3/2 (2.21) 
and X^ = 2, X^ = 0, X = 0 and Q = 2 (2.22) 
Clearly, the solution (2.21) will provide a 
better lower bound on Q(X). 
Further taking X, = 0 as an additional constraint 
gives be: • 
X^ = 0, X^ = 0, X^ = 2 and Q = 6 v/hich will be 
discarded because we have a better solution 
(2.21) . 
Thus, Q = 3/2. 
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The following subproblem is now solved: 
Minimize Q(X) = 6 - 6X-|^  + 2X^ - 2x^X2 + 2X2^ 
Subject to X, + X„ + X^ = 2, 
X^ = 1, 
X2 = 0, 
and X^, X^, X^ >. 0, 
The value of Q{X) comes out to be 2. 
Therefore X = (X^, X2 ) = (1,0) will be the 
required optimum integer solution to (2.20) with 2 
as the minimum value of the objective function. 
EX. # 2 (Based on Bari and Arshad) 
Consider the following All integer conve-x QPP: 
Maximize 
Q(X) = 6X^ - 2X^ + 2X1X2 - 2x2 (^^ 
Subject to X-[_ + X2 <: 2 (b) 
X-j^ , X2 >. 0 (c) (2.23) 
X-, and X2 are integers (d) 
The problem (a) to (c) is equivalent to : 
3« 
Find (X/ Y, Z_) >, _0 
Such that -4X^ + 2X2 - Y + Z = -6 (2.24) 
2X2 - 4X2 - Y + Z2 = 0 
and X-^ Z-L + X2Z2 = 0 
the solution to (2.24) obtained by artificial 
basis technique is 
X, = 3/2, X = 1/2 and Y = 1 
The value of the objective function is 5/2. 
Adding X ^ 1 and X, ^ 2 in the constraints 
of ( 2.11> ) , we can find two subproblems. 
The equivalent set of K-T conditions as given in 
topic 2.4, equation (2.17) and (2.18) are 
X-| / X^, Y, Z, Z„ > 0, 
-4X, -2X2 + Y + Z, = 2, (2.25) 
•2X^ -4X2 - Y + Z2 = -2, 
-X^ + X2 = 1 
and X^Zi = 0, X2Z2 = 0 
A solution to (2.16) is 
X^ = 0, X2 = 1/2 and Z^ = 3, 
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EX. #3.Based on Mixed QIPP Aggarwal's) 
Consider the following problem 
Minimize 
Q(X) = 183 - 44X, - 42X2 + 8X^^-12x^X2 + 17X2 
subject to 
(a) 
2X^ + X2 ^ 10 (b)(2.26: 
X-j_, X2 >. 0 (c) 
and X, is an integer (d) 
Introducing slack variable X_ " ^ 0 , constraint 
equations (b) and (c) can be written as 
2X^ + X2 + X3 = 1 0 
X-j I X _ , X ^ >^  0 
The solution to the above problem by Seal's method 
yield: 
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X^ = 19/5 + 1/5 U2 - 2/5 X^, 
X2 - 12/5 - 2/5 U^ - 1/5 X^, 
Q = 19 + 6X2 + 3X^ + 4 V^ 
That is ;, ^1 ^ 19/5, 
X2 = 12/5, 
and Q(X)= 19-
Since X-, is required to be integer, we thus have 
the Gomory's cut as 
S = 4/5 + ^/^^ - 1/5 (_u ) + 2/5X^ 
1-4/5 ^ -^  
Or, S = -4/5 + 4/5U2 + 2/5X2 (2.27) 
Addition of parameter t to (2.27) gives : 
S^ = -4/5 + t + 4/5U2 + 2/5X3 
S-. will now become non-basic in place of U», 
we have 
U2 = 1-5/4 t + 5/4 S^ - 1/2 X 
X^ = 4 - 1/4 t + 1/4 S^ - 1/2 X3 
X2 = 2 + 1/2 t + 1/2 S, and 
Q = 19 + 6X3 + 3X3^ + 4(1-5/4 t + 5/4 S^ - hX^)^ 
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t is now reduced to Zero without making X, and X„ 
or any partial derivatives of Q negative, which 
yields; 
and 
X^ = 4, 
X2 = 2, 
Q = 23 
This will be the required solution to the mixed 
QIPP in (2.26). The integer value of x„ = 2, 
here, is just by chance. 
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C H A P T E R 
METHODS FOR SOLVING NON-LINEAR INTEGER 
PROGRAMMING PROBLEM (NLIPP) 
3.1 INTRODUCTION 
The history on solution of integer programming 
problems is not very old. According to Beale, until 1958, 
it was believed that a general method for solving such 
problems may not exist. However, Gomory's [28,29] work in 
the late fifties brought nev/ advances in this area, and, 
with the help of developments in digital computers, this 
thinking became obsolete. The initial trend v/as towards 
solving only particular classes of integer programs. For 
example. Land and Doig [41] developed an algorithm for 
solving only linear integer programs, and Balas [8] 
presented a procedure for 0 - 1 type problems. 
After developing successful algorithms for solving 
linear integer programs, operations researchers started 
looking into the case of nonlinear integer programs. It 
was soon discovered that general non-linear integer 
programs are much more difficult to solve. In this chapter 
some important methods for solving non linear- integer 
programs (NLIP) are discussed. 
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3.1 PENALTY FUNCTION METHOD 
The penalty function method has been successfully 
used in solving many nonlinear continous programming 
problems. This has encouraged the use of penalty functions 
in the solution of nonlinear integer programm.ing (NLIP) 
problem^. This method treats the discrete variables as 
continous variables but introduces a large cost to 
penalize the objective function when a discrete variable 
assumes a nondiscrete Value. A generalized interior penalty 
function method is discussed for the solution of all or 
mixed integer nonlinear programming problem. 
Let the formulation of the problem be 
Find X =' X, 
t 
i n 
X 
- Which minimizes f(X) 
c •• 
Subject to the constraints 
gj{X) ^ 0, J = 1,2, m (3.1) 
and X £ S and X, ^  S.,, 
c c d ^  d' 
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Where the vector of variables (X) is composed of two 
vectors X, and X with X, representing the set of integer 
variables and X representing the set of continous 
variables. It can be seen that if all variables are 
constrained to take only integer values then X will not 
be there and X, will not be there is none of the 
d 
variables is restricted to take only integer values. The 
sets S and S, denote the feasible sets of continous and 
c d 
integer variablesrespectively. 
For the penalty function approach to solve the 
above problem in equation (3.1), we first define the 
follov;ing transformed problem 
Minimze 0 (X,rj^ ,S ) where 
m 
0j^  = 0^(X,r^,Sj^)=f(X) + r^ ^G.[g.(X)] + S^Q^(X^) (3.2) 
j=l 
In this equation, r, is a weighing factor 
(penalty parameter), G. is some function of the constraint 
g . and 
m 
j=l 
is the contribution of the constraints to the 0, function 
k 
(is also called the penalty term) and can be taken as 
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m m 
r 
j = l j = l ^ 
It can be noted that this term is positive for all 
X satisfying the relation g.(X) > 0, and tendstb + oo if 
any one particular constraint tends to have value of zero. 
This property ensures that once, the minimization of the 
0,-function is started from a feasible point, the point 
remains in the feasible region always- The term S, Q, (X-,) 
can be considered as a penalty term/S, playing the role of 
a weighing factor (penalty parameter). The function 
Q, (^ f^) will be so constructed as to give a penalty 
whenever some of the varialbles in X, take values other 
d 
than integer values. Thus the function Q, (X,) has the 
property that 
0 if X^ ^ S^ 
Qu (X^) = 1 , (3.4) 
-k '"d A > 0 if x^ ^  s^ 
The 0-function given in equation (3.2) is now 
minimized for a sequence of values of r, and S such that 
X K 
for K ^ -=0 J 
We obtain , 
Min. ^^ (X, r^, S^ )^ > Min. f(X)^ 
g• (X) > 0, j = 1,2, m (3.5) 
ar^ d Qv (X^) > 0 
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In most of the practical problems/ one can obtain 
a reasonably good solution by carrying out the 
minimization of 0, even for 5 to 10 values of k. 
The above procedure has a few weaknesses. First, 
it may occasionally be difficult to generate a feasible 
starting point. Secondly, due to the difficulties in 
selecting search parameters, evaluations may be usually 
large. Finally, the optimality cannot be guranteed. 
3.3. DYNAMIC PROGRAMMING APPROACH 
As defined previously in chapter # 1 the dynamic 
programming approach decomposes a large multi-stage 
problem into a sequence? of single-stage problems which are 
recursively optimized. The procedure is found to be 
effective in solving those nonlinear integer programming 
problems v;hich satisfy the sufficiency conditions of 
separability and monotonicity. 
Winstein and Yu [51] have considered a simple 
solution strategy using the dynamic programming approach. 
They have considered the simple problem of the form: 
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n 
Maximize Z = •^ f. (X.) 
n 
subject to "yT" X. = M 
i=l 
Where X. €1 I, I is a set of nonnegative integers. 
All functions f. (X.) are assumed to be concave, 
non-negative and non-decreasing so that the conditions of 
sufficiency are met. The solution procedure to the above 
problem is very simple. First, one unit of available 
resource M is allocated optimally. In other words, we 
select the first index i such that 
f^ (1) - f^  (0) - max {f .(1) - fj(0)} 
j = l,n 
Let X (M) - [X-|^(M), X2(M), ... X (M)] denote 
the optimal solution to the above given problem. 
Therefore, X*(l) = [0,0, ,0,1, 0, 0], 
Where the entry 1 is at the i th cell of the vector X (1). 
if if 
NOV7 assume that X (M-1) is known. Then X (M) is generated 
inductively from X (M-1) as follows: 
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X^ (M) = 
4 
X. (M-1) + 1 if i is the first index such that 
f^fx/'CM-l) + 1} - f .{x/'lM-l)} 
= .max fj {Xj*(M-l) + 1} - fj{X.*(M-l)} 
j = l/H 
X. (M-1) , otherwise 
1 ' 
It should, hov/ever, be noted that in case of a tie for the 
improved allocattion for each additional unit, the first 
maximizing index is selected for improvement. 
Mary cooper [20] have developed a procedure for 
solving the nonlinear integer programming problems where 
the objective function is required to be a separable 
function, and the contraints could be abitrary. The 
following problem is considered : 
Maximize Z = 2 ^. (X.) 
j=l 
Such that g.(X) ^ 0 , i = 1,2, , m 
X — \X,, X^, , X ) and each X. is a 
n 1 
nonnegative integer, 
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The functions f.(X) are assumed to be monotonia 
non-decreasing, and the feasible region is assumed to be 
bounded and non empty, and contains atleast one lactic 
point. The procedure can be given in the folowing steps : 
(1) Determine an upper bound U. for each variable X. 
(j = 1,2, . . .,n). 
(2) Compute an upper bound either by setting 
n 
Z° _ \ f . m .) nr otherwise. 
j=l 
(3) Set k = 0 
(4) Find all the vector x'^  = (X, , X_, , X ) such 
1 Z n 
n 
that ^ f .(X .) = Z° - k 
0 s< X . ^ U . 
X. are nonnegative integers for j=l,Q,,..,n, 
(5) If no vetor X^ i, ^ ^ ^ •, 
can be found , set k == k + 1 and go 
to step 4 . If one or more X are found go to 
step 6. 
51 
(6) If atleast one X is feasible, if becomes an 
optimal solution and so we stop. Otherwise set 
k = k + 1 and go to step 4. 
Since the feasible set is nonempty and 
bounded, the finiteness of the algorithm is 
guranteed. 
The most important step of this algorithm is 
involved in searching for vectors X in step 4. 
It should be noted that the constraints g.(X) ^ 0 
are used only to test the feasiblity of a 
candidate solution and therefore the algorithm 
offers a potential advantage over other methods in 
which the structure of the constraints is of some 
importance. Dynamic programming methodology is 
used in searching candidate solution in step 4. 
This step can be formulated as an optimization 
problem on its own as : 
n 
Maximize Z = 'N~- f . (x.) 
j=l 
subject to ^ f . (^ .^  = z° - k 
j=l 
0 ^ Xj $ Uj 
X . are nonegative integers for 
j = 1,2, , n 
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By solving this problem, essentially we are 
looking for feasible solutions. Since the above 
problem meets the requirement of sufficient 
condtions. Bellman's principle of optimality is 
invoked and the dynamic programming solution is 
easily obtained. 
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C H A P T E R # 4 
BRANCH AND BOUND METHOD FOR SOVING MIXED INTEGER 
NON-LINEAR PROGRAMMING PROBLEM (MINLPP) 
4.1 BRANCH AND BOUND METHOD 
4.1.1 SELCTION OF BRANCHING VARIABLES 
4.1.2 SELECTION OF BRANCHING NOpES 
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C H A P T E R 
BRANCH AND BOUND METHOD FOR SOLVING MIXED INTEGER 
NON-LINEAR PROGRAMMING PROBLEM (MINLPP) 
4.1 BRANCH AND BOUND METHOD 
The branch and bound procedure consists of a 
systematic search of continous solutions in which integer 
variables are successively forced to take integral 
values; the logical structure of the set of solution is 
that of a tree. The algorithm starts by finding a 
solution to the continous problem where the integrality 
requirements are relaxed. If this solution is integral, 
then it is the optimal solution to the given discrete 
optimization problem. If it is non-integral then atleast 
one integer variable, say X., is nonintegral, and takes 
the value, say, bj, in this solution. 
We nov/ divide b . into integral and franctional 
parts [b.] and f. respectively, defined by : 
b. 
3 [b.] + f., where [b.] is integral and f. is 3 3 J J 
fractional £.eO < f.-. < 1 
We now divide all the solutions to the given problem into 
two distinct groups viz: 
(1) All solutionsin which X. ^ [b.], 
(2) All solutionsin which X. ^ [b.] + 1. 
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It Is clear that neither of these relationships 
is satisfied by the current continous (non - integer) 
solution,, We now add each of these constraints in turn to 
the continous problems and then solve the two augmented 
problems. 
The above procedure of branching and solving a 
sequence of continous problems is continued until a 
feasible integer solution is found to one of the 
continous problems. v7hen we obtain one such feasible 
integer solution, the corresponding value of the 
objective function becomes an upper bound on the objective 
of the given programming problem. (It is assumed that 
objective function is of the minimization type). At this 
point, we can eliminate from further consideration all 
those nodes v/here values of the objective function are 
higher than the upper bound and we say that these nodes 
are fathomed. 
The above procedure of branching and fathoming 
is repeatead for each of the unfathomed nodes. As observed 
above, from each node atmost two new nodes may orginate. 
Whenever a feasible integer solution is found, and the 
value of the objective function is found to the less than 
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the upper bound, it becomes the new upper bound on the 
objective. A node can n&/i be fathomed in any of the 
following situations: 
(1) The continous solution is a feasible integer 
solution. 
(2) The continous problen isinfeasible. 
(3) The optimal value (of the continous problem) is 
higher than the current upper bound. 
The search for the optimal solution terminates v/hen 
all the nodes are fathomed. The current best integer 
solution gives the optimal solution to the given discrete 
optimization problem. 
The overall efficiency of branch and bound very 
much depends on the criterion of selecting the branching 
variable and the branching node. The algorithm would 
be iTiOre effective if a branching node is so selected that 
it leads to a good integer feasible solution and a 
branching variable is so selected that the number of 
nodes that would be generated is minimized. The 
procedured would be less effective if the continous 
subproblems cannot be fathomed at an early stage, and 
therefore it is important that an integer feasible 
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solution is obtained as quickly as possible. Once an 
integer feasible solution is found, a number of nodes can 
be fathomed and thus the storage limitation problems be 
minimized and the algorithm can be made more effecitve. 
Gupta [ 30 ] recently has completed a study in 
.which the feasiblity of the branch and bound procedures 
in sodding non-linear integer programming problems is 
throughly investigated. A detailed statistical 
experiment was carried out to determine the relative 
efficiency of different strategies for selecting the 
branching variables and branching nodes. A description of 
the branching variable and branching node selection 
strategies whose relative efficiency waa^ r^^ diyfeaSfflined, xs 
given below. ^v>^ '^ '^ y^  
4.1.1 SELECTION OF BRANCHING VARIABLES: \. ; V : x> 
Among the branching variable selection strategies, 
the following three options were considered : 
(1) LOWEST - INDEX - FIRST 
It is possible to have some information on the 
importance of some of the integer variables in a given 
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model. The integer variables are arranged in order of 
importance, the most important of these being processed 
first. This is accomplished by indexing the variables 
with the decreasing priorities of the integer variables 
and then applying the rule of selecting the variable with 
the lowest index first. 
(2) MOST FRACTIONAL INTEGER VARIABLE; 
Select the branching variable which is farthest 
from its nearest integer value. This choice is 
aimed at getting the largest degradation of the objective 
when branching is carried out so that more nodes can be 
fathomed at an early stage. This would make the algorithm 
more efficient as fewer intermediate continous problems 
would be solved. 
(3) USE OF PSEUDO - COSTS : 
The pseudo costs are used as a quantitative 
measure of the importance of the integer variables and 
this allows the assignment of some priority to the 
variables. For each integer variable X. two quantities are 
defined, lev/er pseudo cost (pel.) and upper pseudo cost 
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(pcu.). The values of the lower and upper pseudo costs 
are computed during tree search as follows : 
Suppose that at node k the variable X . is selected 
* 
for branching. Let X j denote the fractional part of the 
value of the variable X.. Let f, denote the value of the 
3 '^ 
objective at this node k. Let f, be the value of the 
objective when the continous problem is solved with 
additional lower bound constraint X. ^ [X.]. The lower 
pseudo cost of X. is defined by 
^ 3 
pel . 
(fl - f„) 
3 * 
X . 
3 
Let f be the value of the objective function when the 
continous problem is solved with additional upper bound 
constraint X. x [X.] + 1. The upper pseudo cost of x. 3 ^ 3 ff t- ^ 
cs defined by 
(f2 - f],) 
pcu . = 
( 1 - Xj) 
These pseudo costs appear to be the deterioration cf the 
functional value per unit change of the variable X^, one 
corresoondinq to the decrease of X . and the other 
3 
corresponding to the increase of X.. Although the values 
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of pseudo costs depend on the node where they are 
computed, they were computed only once and assumed to 
remain constant so that the computational effort of 
computing them every time could be saved. 
Option 3 was invoked in the following steps: 
(1) Calculate lower and upper pseudo costs for all 
integer variables v/hen possible. 
* • 
(2) Compute the quantity Q. = min. (pcl..X. , pcu. ) 
for each integer variable X .. 
(3) Select the index for which the value of Q . is 
maximum. 
The choice of the branching variable described 
above is such that the value of the fucntion is 
expected to increase the most. 
4.1.2 SELECTION OF BRANCHJ-NG NODES 
Among the branching node selection strategies, the 
relative efficiency of each of the following three 
different options is investigated: 
(1) BRANCH FROM THE LOWEST NODE: 
As the name suggests, in this scheme, the node 
which currently has the lowest bound on the objective is 
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selected for branching- Lawler and Wood [39] 
argued that if for any given problem the set of nev; 
bounding problems is uniquely determined, then this scheme 
has the advantage that the total amount of computation is 
minimized, in the sense that any branching operation 
performed under this scheme must also be performed under 
any other scheme. 
(2) BRANCH FROM THE NEWEST NODE; 
In this scheme, whenever a branching is carried 
out, the nodes corresponding to the new problems are given 
preference over the rest of the unfathomed nodes. The node 
which is newest in the list of unfathomed nodes is 
selected for branching. This strategy is known variously 
as depth - strategy, back - track, or last - in - first -
out strategy. 
This selection scheme has the advantage of saving 
storage space for most of the problems. It has been 
pointed out by Ibaraki that this type of scheme consumes 
an amount of memory that is only a linear function of the 
problem size and its implementation is relatively easy. 
(3) USE OF ESTIMATIONS : 
In the lowest bound selection scheme, a node with 
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the lov/est bound on the objective is selected. The 
rationale of this scheme is that the best integer 
solution obtained from this node would probably be better 
than the one obtained from any other node. This scheme 
does not take into account the quality of the continous 
optional solutions. This does not seem quite right as 
explained by the following example. 
Consider a case where there are currently two 
active nodes with the continous optional solution 
X = (1.2, 2.3, 5.1) and X^ = (1.0, 3.0, 5.1), 
respectively. Let the corresponding values of the 
objective function be Z =10.5, and Z = 10.6. Nov/ according to 
the lowest bound scheme, one would select the first node 
for branching (since Z, < Z_). But inspecting the 
solutions represented by these two nodes, this does not 
seem quite right since the solution X_ is much closer to 
an integer solution and may yield integer solution in 
the next branching if selected, while X, is quite 
fractional, and may require several branchings before the 
best integer solution can be found that may be generated 
from this node. Therefore , it is more likely the case 
that may be generated from this node. Therefore, it is 
more likelv the case that the second node and its 
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descendants may be fathomed quite rapidly while the first 
node and its descendants may have to go through several 
operations before they are all fathomed. Therefore, it is 
quite likely that the best integer solution obtained from 
the first node may not be as good as the one obtained 
from the second node. 
This leads to the conclusion that attempts should 
be made to modify the lowest bound selection scheme so 
that it takes into account the fact that the quality 
of the contains optional solutions is also quite 
important. This can be accomplished by using a new 
concept called estimations which uses pseudo costs 
discussed in the previous section. 
. At a node k, a quantity called the estimation of 
node k, denoted by E , is computed by: 
Ej^  = fj^  + ^  min [ pcljXj, pcu^ (1-X. )] 
The sum is taken over the set of integer variables. 
Where, 
• ; 
pel . = lower pseudo cost of the integer 
variable X . . 
3 
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pcu . = upper pseudo cost of the integer 
variable X.. 
* - the fractional part of the variable X. at 
X . D 
at the node k , 
f, = the value of the objective function at k 
the node k. 
The quantity E, is in some sense an estimate of 
the value of the objective function of the best integer 
solution which can be expected at a descendant of node k. 
Using the concept of estimations, this option is 
invokes in the following two steps : 
(1) Compute the estimates of all active nodes. 
(2) Select a node for the branching if its estimate is 
the minimum among all the estimates of the current 
list of active nodes. 
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