Abstract-Kernel methods have been extensively used in a variety of machine learning tasks such as classification, clustering, and dimensionality reduction. For complicated practical tasks, the traditional kernels, e.g., Gaussian kernel and sigmoid kernel, or their combinations are often not sufficiently flexible to fit the data. In this paper, we present a Data-Adaptive Nonparametric Kernel (DANK) learning framework in a data-driven manner. To be specific, in model formulation, we impose an adaptive matrix on the kernel/Gram matrix in an entry-wise strategy. Since we do not specify the formulation of the adaptive matrix, each entry in the adaptive matrix can be directly and flexibly learned from the data. Therefore, the solution space of the learned kernel is largely expanded, which makes our DANK model flexible to capture the data with different local statistical properties. Specifically, the proposed kernel learning framework can be seamlessly embedded to support vector machines (SVM) and support vector regression (SVR), which has the capability of enlarging the margin between classes and reducing the model generalization error. Theoretically, we demonstrate that the objective function of our DANK model embedded in SVM/SVR is gradient-Lipschitz continuous. Thereby, the training process for kernel and parameter learning in SVM/SVR can be efficiently optimized in a unified framework. Further, to address the scalability issue in nonparametric kernel learning framework, we decompose the entire optimization problem in DANK into several smaller easy-to-solve problems, so that our DANK model can be efficiently approximated by this partition. The effectiveness of this approximation is demonstrated by both empirical studies and theoretical guarantees. Experimentally, the proposed DANK model embedded in SVM/SVR achieves encouraging performance on various classification and regression benchmark datasets when compared with other representative kernel learning based algorithms.
INTRODUCTION
K ERNEL methods [1] , [2] such as support vector machines (SVM) [3] , support vector regression (SVR) [4] , and Gaussian process regression [5] have been shown effective in a variety of machine learning tasks. The rationale behind these kernel methods relies on an implicit mapping from the original input space to the (high-dimensional or infinite-dimensional) feature space. In practical use, there is no need to acquire the explicit formulation of such mapping. Instead, what we should obtain is only the inner product of two vectors in the feature space by introducing a kernel, which is the well-known "kernel trick".
Generally, the performance of kernel methods largely depends on the choice of the kernel. Traditional kernel methods often adopt a classical kernel, e.g., Gaussian kernel or sigmoid kernel for characterizing the relationship among data points. Empirical studies suggest that these traditional kernels are not sufficiently flexible to depict the domain-specific characteristics of data affinities or relationships. To address such limitation, several routes have been explored. One way is to design sophisticated kernels on specific tasks such as applying optimal assignment kernels [6] to graph classification, developing a kernel based on triplet comparisons [7] , or even breaking the restrict of positive definiteness on the traditional kernel [8] , [9] . Apart from these well-designed kernels, a bunch of research studies aim to automatically learn effective and flexible kernels from data, known as learning kernels. Algorithms n i=1 be the training set with n training examples, where x i ∈ X ⊆ R d and y i ∈ Y. Let k(·, ·) be a positive definite kernel function and K = [k(x i , x j )] n×n be the kernel/Gram matrix computed from D.
In parametric kernel learning, the learned kernel k(·, ·) is assumed to have a specific parametric form, of which the optimal parameters are learned on the given data. A representative approach is multiple kernel learning (MKL) [10] , which aims to learn a linear combination of a predefined parametric kernel set with base kernels {k t } s t=1 , namely
where µ = [µ 1 , µ 2 , . . . , µ s ] is the weight vector that can be restricted by the conic sum (i.e., µ t ≥ 0), the convex sum (i.e., µ t ≥ 0 and s t=1 µ t = 1), or various regularizers such as 1 norm, mixed norm, and entropy-based formulation (see a survey in [11] , [12] ). By doing so, MKL would generate a "broader" kernel to enhance the representation ability for data. Besides, hierarchical kernel learning (HKL) [13] and spectral mixture models [14] , [15] are also two typical techniques in parametric kernel learning for discovering flexible statistical representations in data.
Compared to parametric kernel learning, the algorithms belonging to nonparametric kernel learning are often more flexible as they directly learn a positive semi-definite (PSD) kernel matrix in a data-specific manner. For instance, a target label kernel (matrix) is defined by K = yy with the label vector y. It is an ideal kernel that directly recognises the training data with certainly 100% arXiv:1808.10724v1 [cs. LG] 31 Aug 2018 accuracy, and thus can be used to guide the kernel learning task. Kernel target alignment [16] is a typical method that measures the similarity between the learned Gram matrix and the ideal kernel. Such technique is subsequently incorporated into [17] for kernel learning through the optimized random features. Another line of nonparametric kernel learning attempts to directly learn the values in K [18] , [19] , [20] . The earliest work is proposed by Jordan et al. [18] , in which they aim to simultaneously optimize the kernel matrix K restricted in a solution space K and the parameters in SVM classifier. The formulation of this nonparametric kernel learning framework embedded in SVM is where α ∈ R n is the dual variable, 1 is the all-one vector, C is the balance parameter in SVM, and c controls the complexity of K. In [18] , the solution space is assumed to be K = { t i=1 µ i K i : 0 ≤ µ i ≤ 1, i = 1, 2, . . . , t} ∩ {K ∈ S n + }, which lies in the intersection of a low-dimensional linear subspace and the positive semi-definite cone S n + . In this case, optimizing K is transformed to optimize the weight vector µ by semi-definite programming. Such kernel learning framework is then applied to geometry-aware kernel learning [21] , [22] by fully exploiting all known geometry information about the given data.
Contributions
From the above discussions, we observe that, although most nonparametric kernel learning works recognize the significance of directly learning kernel values, they still assume that each entry in the Gram matrix K is learned by a combination of the values in predefined base kernel matrices. For example, in [16] , [18] , each entry in K is learned from a linear combination of some "guess" base kernel matrices. In [23] , base kernel matrices are constructed by principal eigenvectors of the observed data. These methods are still halfway in nonparametric kernel (value) learning. The model flexibility is significantly limited to the formulation of predefined base kernel matrices, as they may be not rich enough to contain the optimal kernel to fit the data.
To address this limitation, we propose a Data-Adaptive Nonparametric Kernel (DANK) learning framework, in which a data adaptive matrix is imposed on the pre-given kernel matrix. Since we do not specify the formulation of the adaptive matrix F , each entry in F can be directly and flexibly learned from the data. Such formulation-free strategy yields a quite flexible nonparametric kernel matrix F K where denotes the Hadamard product between two matrices. As a result, our DANK model provides adequate model flexibility to capture the data with different local statistical properties. Here we take a synthetic classification dataset clowns to illustrate its strong data adaptivity. The initial kernel matrix K is given by the classical Gaussian kernel k(x i , x j ) = exp(− x i − x j 2 /σ 2 ) with the width σ. Fig. 1 shows that, in the left panel, the baseline SVM with an improper σ = 1 cannot accurately adapt to the data. The generated classification boundary is inaccurate, resulting in unsatisfactory classification performance. However, based on the same K, by optimizing the adaptive matrix F , our DANK model shows good flexibility to fit the complex data distribution, leading to a desirable decision boundary. Comparably, in the right panel, even under the condition that σ is well tuned via cross validation, by learning F , our DANK model still yields an more accurate boundary than SVM to fit the data points.
The main contributions of this paper lie in the following three folds: 1) We propose a data-adaptive nonparametric kernel learning model termed "DANK" to enhance the model flexibility and data adaptivity of traditional nonparametric kernel learning framework, which can be seamlessly embedded to SVM and SVR for classification and regression tasks; 2) The DANK model and the induced classification/regression model can be formulated as a max-min optimization problem in a unified framework, of which the objective function is gradient-Lipschitz continuous, and can be directly solved by a projected gradient method with Nesterov's acceleration; 3) By decomposing the entire optimization problem into several smaller easy-to-solve subproblems, we propose an accelerated strategy to handle the scalability issue that appears in our nonparametric kernel learning framework. The effectiveness of our decomposition-based scalable approach is demonstrated by both theoretical and empirical studies. The experimental results on several classification and regression benchmark datasets demonstrate the superiority of the proposed DANK framework over other representative kernel based methods. This paper is an extension of our previous conference work [24] . The improvements of this paper are mainly in the following four aspects. First, in model formulation, we impose an additional low rank constraint and a bounded regularizer on F , which makes the original model easy to deal with out-of-sample extensions problem. Apart from SVM to which our DANK model is embedded for classification, the proposed DANK model is also extended to SVR for regression tasks. Second, in algorithmic aspect, we develop a Nesterov's smooth method to directly solve the designed optimization problem. Third, in large-scale situations, we conduct a decomposition-based scalable approach on DANK with theoretical guarantees and experimental validation. Lastly, we provide more experimental results on popular benchmarks.
The remainder of the paper is organized as follows. Section 2 introduces the proposed DANK model embedded in SVM, of which the model optimization is presented in Section 3. In Section 4, we extend our DANK model to SVR for regression. Kernel approximation on large-scale datasets is explained in Section 5. The experimental results on popular benchmark datasets are presented in Section 6. Section 7 concludes the entire paper.
THE DANK MODEL IN SVM
In this section, we briefly review the SVM formulation and then incorporate the proposed DANK model into SVM for classification.
We begin with the hard-margin SVM for linearly separable classification tasks. It aims to learn a linear classifier f (x; w, b) = sign(w x + b) ∈ {−1, +1} with w and b that determine the decision hyperplane. The underlying idea of SVM is to find the hyperplane (w, b) which yields the maximal distance between the nearest training examples of the two classes (a.k.a the margin γ = 1/ w ), as this way reduces the model generalization error [3] . While the data are not linearly separable in most practical settings, the hard-margin SVM is subsequently extended to softmargin SVM with an implicit mapping φ(·) for generating a nonlinear decision hyperplane. Mathematically, the soft-margin SVM aims to maximize the margin γ (or minimize w 2 ) and minimize the slack penalty n i=1 ξ i with the following formulation
where ξ = [ξ 1 , ξ 2 , · · · , ξ n ] is the slack variable, and C is the balance parameter. As mentioned in [3] , the dual form of problem (1) is given by
where Y = diag(y) is the label matrix and (2) is convex, strong duality holds by Slater's condition [25] . The optimal values of the primal and dual soft-margin SVM problems will be equal. Accordingly, by learning a flexible kernel matrix in the dual form of SVM in problem (2), the objective function value of the primal problem in problem (1) would decrease, which in turn increases the margin γ. Theoretically, with probability at least 1 − δ, the estimation error (namely the gap between empirical error and expected error) of a learned SVM classifier with a larger margin γ achieves a tighter bound O(1/γ 2 − log δ)/n [26] . Based on above analyses, we conduct the nonparametric kernel learning task in our DANK model by introducing an adaptive matrix F into problem (2) , that is
where F is the feasible region of F , and the constraint for the standard SVM is expressed as A = {α ∈ R n : α y = 0, 0 ≤ α ≤ C1}. Optimizing F yields a flexible kernel matrix F K, which is able to increase the margin, and further allows for greater model flexibility with a tighter estimation error as well as a lower model generalization error when compared to the original SVM classifier.
In our DANK model, since we do not specify the formulation of F , the solution space F is enlarged to boost the model flexibility and capacity of fitting diverse data patterns. However, arbitrarily enlarging the solution space F could bring about significant difficulty in out-of-sample extensions [27] , [28] , [29] . That is, the flexible kernel matrix F K is learned from the training data in a nonparametric manner, while the adaptive kernel matrix for test data is unknown. Such out-of-sample extension problem is a common issue in nonparametric kernel learning. To alleviate this problem, the learned F is expected to vary steadily and smoothly between any two neighboring data points in a suitable space, and thus can be easily extended to the adaptive matrix F for test data. Intuitively speaking, when F is chosen as the all-one matrix, the DANK model in Eq. (3) degenerates to a standard SVM problem. Such all-one matrix associated with its rank-one property guides us to design the suitable space F in two aspects. First, the adaptive matrix F is expected to vary around the all-one matrix in a bounded region for a trade-off between its complexity and flexibility. Second, F is desired to be endowed with the low rank structure enjoyed by the all-one matrix. Mathematically, our DANK model is
where R refers to the bounded region size, rank(F ) denotes the rank of F , and r ≤ n is a given integer. In our DANK model, F ∈ S n + is given to ensure that the learned kernel matrix F K is still a PSD one 1 . The bounded constraint also prevents F from dropping to a trivial solution F = 0 n×n . Further, we relax the constrained optimization problem in Eq. (4) to a unconstrained problem by absorbing the two original constraints to the objective function. Moreover, following the min-max approach [25] , problem (4) can be reformulated as
where η and τ are two regularization parameters. The nuclear norm · * is the convex approximation of the rank function. Imposing these two regularizers and the positive semi-definiteness on F , the solution to problem (5) can be restricted in a bounded set demonstrated by Lemma 2 (see the next page), so that we can seek for a good trade-off between the model flexibility and complexity. Specifically, in problem (5), the inner minimization problem with respect to F is a convex conic program, and the outer maximization problem is a point-wise minimum of concave quadratic functions of α. As a consequence, problem (5) is also convex to satisfy strong duality as discussed above.
The superiority of our DANK model is intuitively illustrated in Fig. 1 , which comprehensively demonstrates that learning F can provide adequate model flexibility for SVM. Here we show the effectiveness of the introduced constraints on F for a trade-off between the model flexibility and complexity. In Fig. 2 , we present the range of the optimal solution F * generated by our DANK model in Eq. (5) with σ = 1 (left panel) and σ = 0.1 (right panel), respectively. One can see that, in these two cases, the values in F range from 0.9 to 1.1, and we obtain rank(F * ) = 7 (left panel) and rank(F * ) = 9 (right panel), respectively. Thereby, such small fluctuation on F * and its low rank structure effectively control its complexity, and make it easy to extend to test data.
To sum up, we formulate the proposed DANK model embedded in SVM as a max-min optimization problem including learning the adaptive matrix F and standard SVM parameters in problem (5). In the next section, we develop a smooth optimization algorithm to directly solve the DANK model in SVM.
ALGORITHM FOR DANK MODEL IN SVM
This section firstly investigates the gradient-Lipschitz continuity of the objective function in problem (5) and then introduces the Nesterov's smooth optimization method to solve it.
Gradient-Lipschitz continuity of DANK in SVM
Here we denote the objective function in Eq. (5) as
of which the optimal solution (α * , F * ) is a saddle point of H(α, F ) due to the property of the max-min problem (5) . It is easy to check H(α,
for any feasible α and F . Further, we define the following function
which is concave since h is the minimum of a sequence of concave functions. Accordingly, the function H(α, F ) is the saddle representation of h(α).
The following lemma presents the differentiable property of the optimal value function, which would help to investigate the gradient-Lipschitz continuity of h(α).
Lemma 1. ( [31]
, [32] ) Given a function g(x, u) on a metric space X and a normed space U. Suppose that for any x ∈ X , the function g(x, ·) is differentiable, g(x, u) and ∇ u g(x, u) are continuous on X × U, and B is a compact subset of X . Then the optimal value function g(u) := inf x∈B g(x, u) is differentiable. When the minimizer x(u) of g(·, u) is unique, the gradient is given by ∇g(u) = ∇ u g(u, x(u)).
Before applying Lemma 1 to our proof, we need the following two useful lemmas.
Lemma 2. Problem (6) is equivalent to the following formulation
where
problem (6) can be reformulated as
where the regularization parameter η is implicitly included in Γ(α). The optimizer of problem (9) is
is the singular value softthresholding operator with the singular value decomposition A = U ΣV and the soft-thresholding operator is
where the first inequality uses the property of maximum eigenvalues, i.e., λ max (A + B) ≤ λ max (A) + λ max (B) for any A, B ∈ S n , and the last inequality admits by α 2 ≤ nC 2 .
Lemma 3. For any α 1 , α 2 ∈ A, we have
is non-expansive [33] , i.e., for any Ω 1 and
where Ω 1 = 11 + Γ(α 1 ) and Ω 2 = 11 + Γ(α 2 ). Thereby, we have
which yields the desired result.
Lemma 2 demonstrates that the optimal solution F * in Eq. (9) belongs to a bounded region in S n + . Formally, we present the following theorem.
, i.e., for any α 1 , α 2 ∈ A, the inequality ∇h(
Proof. The gradient of h(α) in Eq. (6) is computed as
It is obvious that F (α) is unique over the compact set B.
Hence, according to Lemma 1, for any α 1 , α 2 ∈ A, from the representation of ∇h(α) in Eq. (11), the function h(α) is proven to be gradient-Lipschitz continuous. More specifically, the Lipschitz constant is given by Eq. (12) (see the next page), which concludes the proof.
The above theoretical analyses provide a justification for utilizing a smooth optimization method to directly solve the DANK model embedded in SVM.
Algorithm 1: Projected gradient method with Nesterov's acceleration to solve problem (5) Input: The kernel matrix K, the label matrix Y , and the
Output: The optimal α * 1 Set the stopping criteria t max = 2000 and = 10 −4 .
Nesterov's Smooth Optimization Method
In this section, we introduce a projected gradient algorithm with Nesterov's acceleration to solve the optimization problem (5). Nesterov [34] proposes an optimal scheme for smooth optimization min
, where g is a convex gradient-Lipschitz continuous function over a closed convex set Q. Introducing a continuous and strongly convex function denoted as prox-function d(x) on Q, the first-order projected gradient method with Nesterov's acceleration can then be used to solve this problem. In our model, we aim to solve the following convex problem
where h(α) is concave gradient-Lipschitz continuous with the Lipschitz constant L = n + The key steps of Nesterov's acceleration are characterized by Lines 6, 7, and 8 in Algorithm 1. To be specific, according to [34] , we need to solve the following problem
which is equivalent to
of which the optimizer is
outlined in Line 7 in Algorithm 1. Specifically, when Lines 6, 7, and 8 in Algorithm 1 are replaced by
with the Lipschitz constant
4η λ max (K) derived from Lemma 2, the Nesterov's smooth method degenerates to a standard projected gradient method.
The convergence of the Nesterov smoothing optimization algorithm is pointed out by Theorem 2 in [34] , namely
where α * is the optimal solution of Eq. (13) . Note that, in general, Algorithm 1 cannot guarantee {h(α (t) ) : t ∈ N} and {h(β (t) ) : t ∈ N} to be monotone increasing during the maximization process. Nevertheless, such algorithm can be modified to obtain a monotone sequence with replacing Line 6 in Algorithm 1 by
Discussion
Here we briefly discuss the computational complexity of the developed algorithm and out-of-sample extension for the test data. The applied projected gradient algorithm with Nesterov's acceleration in Algorithm 1 contains the following steps. An eigenvalue decomposition in Line 4 is conducted with O(n 3 ) complexity, which can be further improved to O(n 2 ) by an Arnoldi process [35] . In Lines 6 and 7, the projection on a convex set A costs O(n log n) to compute θ (k) and β (k) . The Nesterov's smooth optimization method takes O( L/ ) to find an -optimal solution, which is better than the standard projected gradient method with the complexity O(L/ ). Finally, the overall complexity for solving the DANK model in SVM is O(n 2 L/ ). Besides, here we present how to address out-of-sample extensions in our DANK model. This problem is a common issue in nonparametric kernel learning [27] , [28] , [29] . In our model, the flexible kernel matrix F K is learned from the training data in a nonparametric manner, while the adaptive kernel matrix for test data is unknown. To be specific, given the optimal F * on training data, the test data X = {x i } m i=1 , and the initial kernel matrix for test data K = [k(x i , x j )] n×m , we aim to establish the adaptive matrix F for test data. To this end, we use a simple but effective technique, i.e., the nearest neighbor scheme to acquire F . Formally, F is set by
That is to say, if x j * is the nearest neighbor of x i among the training data set X , the j * -th column of F * is assigned to the i-th column of F . By doing so, F * is directly extended to F , resulting in the flexible kernel matrix F K for test data. Admittedly, there might leave over the inconsistency between the training kernel and the test kernel. Nevertheless, as mentioned in Eq. (5), F is designed to vary in a small range, and is expected to smoothly vary between any two neighboring data points in F, so the extension to F on test data by such scheme is reasonable.
DANK MODEL IN SVR
In this section, we incorporate the DANK model into SVR for regression and also develop the Nesterov's smooth optimization algorithm to solve it.
Similar to DANK in SVM revealed by problem (5), we incorporate the DANK model into SVR with the ε-insensitive loss, namely
where the dual variable is α =α −α. The objective function in problem (15) is denoted as H(α,α, F ). Further, we define the following function
where h(α,α) can be obtained by solving the following problem
with
We can easily check that Lemma 2 is also applicable to problem (16) h(α,α) = min
Similar to Lemma 3, in our DANK model embedded in SVR, for anyα 1 ,α 1 ,α 2 ,α 2 ∈ A, Γ(α 1 ,α 1 ) − Γ(α 2 ,α 2 ) 2 can be bounded by the following lemma.
Lemma 4. For anyα 1 ,α 1 ,α 2 ,α 2 ∈ A, we have
The
Proposition 1.
The objective function h(α,α) with two variables defined by Eq. (16) is differentiable and its partial derivatives are given by
Formally, h(α,α) is proven to be gradient-Lipschitz continuous by the following theorem.
Theorem
we have
Proof. For anyα 1 ,α 1 ,α 2 ,α 2 ∈ A, from the representation of ∇αh(α,α) in Proposition 1, we have ∂h(α,α1) ∂α
which is derived by Eq. (19) (see the next page). Similarly,
can also be bounded. Combining these two inequalities, we complete the proof demonstrated by Eq. (20) (see the next page).
Based on the gradient-Lipschitz continuity of h(α,α) demonstrated by Theorem 2, we are ready to present the first-order Nesterov's smooth optimization method for problem (15) . The smooth optimization algorithm is summarized in Algorithm 2.
DANK IN LARGE SCALE CASE
Scalability in kernel methods is a vital issue which often limits their applications in large datasets [36] , [37] , [38] . For example, the representative nonparametric kernel learning framework [18] is conducted by semi-definite programming with rough O(n 6.5 ) complexity [20] , which makes itself infeasible to large-scale datasets. Hence, in this section, we investigate kernel approximation in nonparametric kernel learning, and take our DANK model embedded in SVM as an example to illustrate this process. The presented theoretical results in this section are also suitable for the DANK model in SVR and other nonparametric kernel learning based algorithms.
To consider the scalability of our DANK model embedded in SVM, we reformulate problem (5) as
∂h(α,α 1 ) ∂α
Algorithm 2: Projected gradient method with Nesterov's acceleration to solve problem (15) Input: The kernel matrix K, the label matrix Y , and the Lipschitz constant L = 2 n +
Compute ∂h/∂α and ∂h/∂α by Eq. (18), and concentrate them as
Set α (t+1) =α (t+1) −α (t+1) and t := t + 1;
Here we omit the low rank regularizer on F due to its inseparable property, which is based on the rapid decaying spectra of the kernel matrix [39] . In Section 6.1.5, we will verify that this term can be directly dropped without sacrificing too much performance in large-scale situations. In our decomposition-based scalable approach, we divide the data into small subsets by k-means, and then solve each subset independently and efficiently. Such similar idea also exists in [40] , [41] , [42] . To be specific, we firstly partition the data into v subsets {V 1 , V 2 , . . . , V v }, and then solve the respective sub-problems independently with the following formulation
where |V c | denotes the number of data points in V c . Suppose that (ᾱ (c) ,F (c,c) ) is the optimal solution of the c-th subproblem, the approximation solution (ᾱ,F ) to the whole problem is concatenated byᾱ
, whereF is a blockdiagonal matrix.
The above kernel approximation scheme makes the nonparametric kernel learning framework feasible to large-scale situations. In the next, we theoretically demonstrate the decomposition-based scalable approach in three aspects. First, the objective function value H(ᾱ,F ) in Eq. (21) is close to H(α * , F * ). Second, the approximation solution (ᾱ,F ) is close to the optimal solution (α * , F * ). Third, if x i is not a support vector of the subproblem, it will also be a non-support vector of the whole problem under some conditions. To prove the above three propositions, we need the following lemma that links the subproblems to the whole problem.
Lemma 5. (ᾱ,F ) is the optimal solution of the following problem
with the kernelK defined bȳ
where π(x i ) is the cluster that x i belongs to, and I(a, b) = 1 iff a = b, and I(a, b) = 0 otherwise.
Proof. The quadratic term with respect to α in Eq. (21) can be decomposed into
and F − 11 2 F can be expressed as
where the constant is the sum of non-block-diagonal elements of F , and it does not affect the solution of Eq. (23) . Specifically, the positive semi-definiteness onF (c,c) with c = 1, 2, . . . , v still guarantees that the whole matrixF is PSD. Besides, the constraint in Eq. (23) is also decomposable, so the subproblems are separable and independent. As a result, the concatenation of their optimal solutions yields the optimal solution of Eq. (23).
Based on the above lemma, we are ready to investigate the difference between H(α * , F * ) and H(ᾱ,F ) as follows.
Theorem 3. Assuming that 0 < B 1 ≤ F ij ≤ B 2 , with B = B 2 − B 1 , and also introducing a partition indicator {π(x 1 ), π(x 2 ), . . . , π(x n )}, we have
with Q(π) = n i,j:π(xi) =π(xj ) |K(x i , x j )| and the balance parameter C.
Proof. We useH(α, F ) to denote the objective function in Eq. (23) with the Gram matrixK. Hence, the optimal solution (ᾱ,F ) is a saddle point for the functionH(α, F ) due to the max-min problem in Eq. (23) . It is easy to checkH(α,F ) ≤ H(ᾱ,F ) ≤H(ᾱ, F ) for any feasible α and F .
Defining H(α * , F * ) andH(α * , F * ), we can easily obtain
Therefore, combining above equations, the upper bound of
where the first inequality holds byH(α * , F * ) ≤H(ᾱ, F * ) and Eq. (24) . The second inequality admits by H(ᾱ,
Next we investigate the approximation error between the approximation solution (ᾱ,F ) and the optimal solution (α * , F * ) by the following theorem.
Theorem 4. Assuming thatᾱ = α * + ∆α, andF = F * + ∆F , we then have
Proof. We firstly derive the error bound with respect to α, and then bound F * −F F . Only considering α, we use an equivalent form of Eq. (21), that is
which is demonstrated by Eq. (4). The optimality condition of α in Eq. (25) is
Sinceᾱ is a feasible solution satisfying 0 ≤ᾱ i ≤ C, we have (∆α) i ≥ 0 if α * i = 0 and (∆α) i ≤ 0 if α * i = C. Accordingly, the following inequality holds
(27) Next, according to Eq. (27) , H(ᾱ,F ) in Eq. (25) can be decomposed into
Further, the above inequality indicates that
which concludes the bound
Next our target is to bound F * −F F . Defining
, we have
The first term in Eq. (29) can be bounded by Lemma 3. Combining it with the derived bound regarding to α * −ᾱ 2 in Eq. (28), we have
Next we bound the second term in Eq. (29) as
Combining Eqs. (29), (30) , and (31), we conclude the proof.
Remark: Compared with the exact bound α * −ᾱ 2 2 ≤ nC 2 , the derived approximation error about α by Theorem 4 is independent of n. Compared to the intuitive bound F * −F F ≤ nB, the obtained error bound regarding to F by Theorem 4 is O( √ n). The above theoretical results demonstrate the approximation performance of the subproblems to the whole problem, regarding to the difference of their respective objective function values in Theorem 3, and the difference of their respective optimization variables in Theorem 4. Besides, in SVM, we also concern about the relationship of support/non-support vectors between the subproblems and the whole problem. Accordingly, we present the following theorem to explain this issue.
Theorem 5.
Assuming that x i is not a support vector of the subproblem, i.e.,ᾱ i = 0, x i will also not be a support vector of the whole problem i.e., α i = 0, under the following condition
where K max satisfies K ij ≤ K max for any i, j = 1, 2, . . . , n.
As a result, we can conclude that α i = 0 from the optimality condition of problem (21) in Eq. (26).
EXPERIMENTAL RESULTS
This section evaluates the performance of our DANK model with several representative kernel learning algorithms on classification and regression benchmark datasets. All the experiments implemented in MATLAB are conducted on a workshop with an Intel Xeon E5-2695 CPU (2.30 GHz) and 64GB RAM.
Classification tasks
We conduct experiments on the UCI Machine Learning Repository 2 , and CIFAR-10 database 3 for image classification. Besides, we evaluate the kernel approximation performance on two large datasets including ijcnn1 and covtype 4 .
Classification Results on UCI database
Ten datasets from the UCI database are used to evaluate our DANK model embedded in SVM. Here we describe experimental settings and the compared algorithms as follows. Experimental Settings: Table 1 lists a brief description of these ten datasets including the number of training data n and the feature dimension d. After normalizing the data to [0, 1] d in advance, we randomly pick half of the data for training and the rest for test except for monks1, monks2, and monks3. In these three datasets, both training and test data have been provided. The Gaussian kernel k(
is chosen as the initial kernel in our model. The kernel width σ and the balance parameter C are tuned by 5-fold cross validation on a grid of points, i.e., σ = [2
. We experimentally set the penalty parameter τ to 0.01. The regularization parameter η is fixed to α 2 obtained by SVM. The experiments are conducted 10 times on these ten datasets. Compared Methods: We include the following kernel learning based algorithms:
• BMKL [44] : A multiple kernel learning algorithm uses Bayesian approach to ensemble the Gaussian kernels with ten different kernel widths and the polynomial kernels with three different degrees. 
The classification accuracy on the training data is presented by italic, and does not participate in ranking. • DMKL [43] : A three-layer kernel framework utilizes four unique base kernels including a linear kernel, a Gaussian kernel, a sigmoid kernel, and a polynomial kernel.
• RF [17] : A nonparametric kernel learning framework creates randomized features, and then solves a simple optimization problem to select a subset. Finally, the kernel is learned from the optimized features by target alignment.
• KNPL [24] : As the conference version of the proposed DANK model, it does not consider the bounded constraint and the low rank structure on F , and utilizes an alternating iterative algorithm to solve the corresponding problem.
• SVM-CV: The SVM classifier with cross validation is served as a baseline.
Experimental Results: Table 1 reports average classification accuracy and the standard deviation of each compared algorithm on the test data. Specifically, we also present the classification accuracy of our DANK model and SVM-CV on the training data to show their respective model flexibilities.
Compared with the baseline SVM-CV, the proposed DANK model significantly improves its flexibility on diabetic, heart, monks1, spect, and glass in terms of the training accuracy. Our DANK model is able to capture different local statistics of training data, and accordingly achieves noticeable improvements on test data. On the remaining datasets, the training accuracy yielded by SVM-CV indicates that the model flexibility is enough. In this case, our DANK method can hardly achieve a huge promotion on these datasets, and the performance margins are about 0%∼2%. Besides, compared with other representative kernel based algorithms including DMKL, BMKL, and RF, our methods including KNPL and DANK yield favorable performance.
In general, the improvements on the classification accuracy demonstrate the effectiveness of the learned adaptive matrix which conveys richer information than other kernel methods. Thereby, our model has good adaptivity to the training and test data.
Results on CIFAR-10 dataset
In this section, we test our model on a representative dataset CIFAR-10 [45] for natural image classification task. This dataset contains 60,000 color images with the size of 32 × 32 × 3 in 10 categories, of which 50,000 images are used for training and the rest are for testing. Specifically, each color image is represented by the feature extracted from a convolutional neural network. In our experiment, we use the features extracted by VGG16 with batch normalization [46] , which is trained with 240 epochs and a min-batch size of 64. The learning rate starts from 0.1 and then is divided by 10 at 120-th, 160-th, and 200-th epoch. After that, for each image, a 4096 dimensional feature vector is obtained according to the output of the first fully-connected layer in this neural network. The test accuracy of the compared algorithms is shown in Fig. 3 . We can see that, our two methods (KNPL and DANK) achieve promising classification accuracy with 91.72% and 92.11%, respectively. Specifically, our DANK model outperforms SVM-CV with an accuracy margin of 2.27%. Such improvement over SVM-CV on the test accuracy demonstrates that our methods equipped with the introduced kernel adjustment strategy are able to enhance the model flexibility, and thus achieving good performance.
Results on large-scale datasets
Two large datasets including ijcnn1 and covtype are used to evaluate the kernel approximation performance. Table 2 reports the dataset statistics (i.e., the feature dimension d, the number of training examples, and the number of test data) and parameter settings including the balance parameter C, the kernel width σ, and the number of clusters. Table 3 presents the test accuracy and training time of various compared algorithms including DMKL, BMKL, 1 These methods try to directly solve the optimization problem on covetype but fail due to the memory limit.
(a) (b) Fig. 4 . Comparison between projected gradient method and our Nesterov's acceleration on heart dataset. The X-axis is the number of iterations. The Y-axis is the objective function value H(α, F ) in (a) and the dual variable difference
our DANK method, SVM-SMO [47] (the cache is set to 5000) and RF conducted in the following two settings. In the first setting ("exact"), we attempt to directly test these algorithms over the entire training data. Experimental results indicate that, without the decomposition-based scalable approach, our DANK method achieves the best test accuracy with 98.84% on ijcnn. However, under this setting, DMKL, BMKL, and our method are infeasible to deal with a quite large dataset covetype due to the memory limit. Differently, SVM-SMO and RF can be directly used for large-scale datasets.
In the second setting ("scalable"), we incorporate the kernel approximation scheme into DMKL, BMKL, and DANK, and evaluate them on ijcnn1 and covtype. Experimental results show that, by such decomposition-based scalable approach, these three methods are scalable on ijcnn and covetype, respectively. When compared with the direct solution of the optimization problem in the "exact" setting, DMKL, BMKL, and DANK equipped with kernel approximation speed up about 100x, 50x, and 50x on ijcnn, respectively. Specifically, on these two datasets, our DANK method using the approximation scheme still performs better than SVM-SMO on the test accuracy, which demonstrates the effectiveness of the proposed flexible kernel learning framework.
From the results in above two settings, we see that our DANK method achieves promising test accuracy no matter whether the kernel approximation scheme is incorporated or not. What's more, such approximation scheme makes BMKL, DMKL, and our DANK method feasible to large datasets with huge promotion in terms of computational efficiency.
Convergence experiments
Here we investigate the convergence of the used first-order Nesterov's smooth optimization method on heart dataset. The standard projected gradient method is served as a baseline. In Fig. 4(a) , we plot the objective function value H(α, F ) versus iteration by the standard projected gradient method (in blue dashed line) and its Nesterov's acceleration (in red solid line), respectively. One can see that the developed first-order Nesterov's smooth optimization method converges faster than the projected gradient method, so the feasibility of employing Nesterov's acceleration for solving problem (5) is verified. Besides, to illustrate the convergence of {α
2 versus iteration in Fig. 4(b) . We find that the sequence {α (t) } ∞ t=0 yielded by the Nesterov's acceleration algorithm significantly decays in the first 500 iterations, which leads to quick convergence to an optimal solution. Hence, compared with projected gradient method, the Nesterov's smooth optimization method is able to efficiently solve the targeted convex optimization problem in this paper.
Ablation study on the low rank constraint
In large-scale case, we do not consider the low rank regularizer on F due to its inseparable property for efficient optimization. Here we experimentally specialize in the influence of F * on the test classification accuracy in both small and large-scale datasets.
For small-scale situations, we choose ten datasets from the UCI database appeared in Section 6.1.1 to verify the effectiveness of F * . Fig. 5 shows that, in terms of the test accuracy, apart from monks1, monks2 and wine datasets, our method without the low rank regularizer loses about 2% accuracy on the remaining datasets. It indicates that the low rank constraint is important in small datasets and here we attempt to explain this issue. Without the low rank constraint, each entry in the learned adaptive matrix F can arbitrarily vary in the solution space F. As a result, our model has the O(n 2 ) capability of "scattering" n training data, which would lead to over-fitting. Besides, the learned F might be sophisticated, therefore, it is not easily extended to F for test data by the simple nearest neighbor scheme.
For large-scale situations, Table 3 reports that the exact solution of our DANK model achieves the test accuracy with 98.84%. In contrast, after omitting the low rank regularizer F * and using the decomposition-based scalable approach, the test accuracy of our DANK method in "scalable" setting is 98.23%. Such slight decrease on the classification accuracy indicates that the dropping of F * in large datasets is reasonable and acceptable.
From above observations and analyses, we conclude that the low rank constraint in our model is important for small-scale cases, but can be dropped in large datasets due to the neglectable decrease on the test accuracy. The reason behind this might be that the kernel in large datasets often inherits the rapid decaying spectra [39] , so the explicit regularizer on F will not have significance influence on the final results.
Regression
This section focuses on the proposed DANK model embedded in SVR for regression tasks. We firstly conduct the experiments on several synthetic datasets, to examine the performance of our method on recovering 1-D and 2-D test functions. After that, eight regression datasets 5 are used to test our model and other representative regression algorithms. The used evaluation metric here is relative mean square error (RMSE) between the learned regression functionĝ(x) and the target label y over n data points where s is the step hight, w is the period, and a controls the smoothness of the function g. In our experiment, s, w and a are set to 3, 2 and 0.05, respectively. We plot the step function on [−5, 5] as shown in Fig. 6(a) . One can see that the approximation function generated by SVR-CV (blue dashed line) yields a larger deviation than that of our DANK model (red solid line). The quantitative analysis is also reported here, i.e., the RMSE of SVR is 0.013, while our DANK model achieves a promising approximation error with a value of 0.004. We uniformly sample 400 data points by g(u, v) as shown in Fig. 6(b) , and then use SVR-CV and DANK to learn a regression function from the sampled data. The regression results by SVR-CV and our DANK model are shown in Fig. 6 (c) and Fig. 6(d) , respectively. Intuitively, when we focus on the upwarp of the 5 . The compared datasets are available at http://www.csie.ntu.edu.tw/ ∼ cjlin/ libsvmtools/datasets/binary.html original function, our method is more similar to the test function than SVR-CV. In terms of RMSE, the error of our method for regressing the test function is 0.007, which is more precise than that of SVR-CV with 0.042.
Synthetic Data

Regression Results on UCI datasets
For real-world situations, we compare the proposed DANK model with other representative regression algorithms on eight datasets from the UCI database. In [44] , the authors extend BMKL to regression tasks, and then we include it for comparisons. Apart from SVR-CV and BMKL, the Nadaraya-Watson (NW) estimator with metric learning [48] is also taken into comparison. The remaining experimental settings follow with the classification tasks on the UCI database illustrated in Section 6.1.1. Table 4 lists a brief statistics of these eight datasets, and reports the average prediction accuracy and standard deviation of every compared algorithm. Specifically, we also present the regression performance of our DANK model and SVR-CV on the training data to show their respective model flexibilities. From the results on four datasets including bodyfat, pyrim, space, and mpg, we observe that our method statistically achieves the best prediction performance. On triazines, housing, and mg datasets, the prediction result of our method is not the best among all the comparators. However, the proposed DANK model still shows more encouraging performance than SVR-CV in terms of the RMSE on the training and test data.
CONCLUSION AND FUTURE WORK
In this work, an effective data-adaptive strategy is investigated to enhance the model flexibility for nonparametric kernel learning based algorithms. Each entry in the Gram matrix can be carefully and flexibly learned from the data, leading to an improved dataadaptive kernel. As a result of such data-driven scheme, the proposed DANK model embedded in SVM and SVR shows significant flexibility to adapt to data. The applicability of our DANK model for classification and regression tasks is demonstrated by the experiments on synthetic and real datasets. In addition, we develop a decomposed-based scalable approach to make our DANK model feasible to large datasets, of which the effectiveness has been verified by both experimental results and theoretical demonstration. However, there is an interesting question left unanswered regarding the out-of-sample extensions issue. Albeit effective, the used nearest neighbor scheme may lead to the inconsistency between training kernel and test kernel. Some sophisticated out-of-sample extension based algorithms [27] , [29] can be further exploited to nonparametric kernel learning.
