We present a method for converting tensors into tensor train format based on actions of the tensor as a vector-valued multilinear function. Existing methods for constructing tensor trains require access to "array entries" of the tensor and are therefore inefficient or computationally prohibitive if the tensor is accessible only through its action, especially for high order tensors. Our method permits efficient tensor train compression of large high order derivative tensors for nonlinear mappings that are implicitly defined through the solution of a system of equations. Array entries of these derivative tensors are not easily computable, but their actions can be computed efficiently via a procedure that we discuss. Such tensors are often amenable to tensor train compression in theory, but until now no practical algorithm existed to convert them into tensor train format. We demonstrate our method by compressing a Hilbert tensor of size 41 × 42 × 43 × 44 × 45, and by forming high order (up to 5 th order derivatives/6 th order tensors) Taylor series surrogates of the noise-whitened parameter-to-output map for a stochastic partial differential equation with boundary output.
1. Introduction. To understand this paper, the reader should be familiar with tensors and tensor decompositions [21, 27] , tensor trains [20, 34, 35] , and randomized linear algebra [22] . Existing tensor train construction methods, including TT-SVD [34] , TT-cross [33] , Tucker-2/PVD [15] , modified ALS [24] , and other related methods [3, 16] , view a d th order tensor as a multidimensional array,
and construct a tensor train representation of T via processes that involve accessing many array entries of T . This is inefficient in applications where the tensor is more naturally viewed as a multilinear function,
rather than as an array. We present an efficient method to construct tensor train representations of tensors that are accessible only through their vector-valued action. That is, through evaluation of the following multilinear functions which take d − 1 vectors as input, and return one vector as output:
. . .
Here T ( · , x 2 , x 3 , . . . , x d ) denotes the Riesz representation of the linear functional x 1 → T (x 1 , x 2 , x 3 , . . . , x d ) in the Euclidean inner product (and similar for the other multilinear functions).
Our method (Section 2) is based on a randomized algorithm, which has been used in [10, 25] for tensor train decomposition. While [10, 25] require the ability to perform array operations with the tensor, our method uses only the tensor action.
Our key innovation is a method for implicitly computing the action of the remainder of a partially constructed tensor train, even though we do not have access to the remainder directly. This allows us to use a "peeling process" to compute successive cores in the tensor train: we use a randomized range finder to compute the first core in the tensor train, then use information from the first core and a randomized range finder to compute the second core, then use information from the first and second cores and a randomized range finder to compute the third core, and so on. This "peeling process" continues until we have computed all cores in the tensor train. We were inspired by [29] , in which randomized linear algebra and a peeling process are used to construct hierarchical matrices using only matrix-vector products. With our method, constructing the tensor train requires (4) O( r/N dr 2 ) tensor actions, plus O(dN r 2 ) memory for storage and O(dN r 3 ) operations for linear algebra overhead, where r is the maximum rank of the cores in the tensor train, N = max(N 1 , . . . , N d ), and x is the smallest integer larger than x. In the typical case where r < N , we have r/N = 1, so the required number of tensor actions reduces to O(dr 2 ). The tensor actions are trivially parallelizable within each stage of the method. Once the tensor train has been constructed, the tensor may be manipulated efficiently using fast methods for tensor trains. Our work was motivated by a desire to compress high order derivatives (derivative order k > 2) of a quantity of interest F ∈ R Nq that depends on a parameter m ∈ R Nm implicitly through the solution of a large system of nonlinear equations. Typically computing a single entry of the quantity of interest, (F(m)) i , requires essentially the same amount of work as computing the entire vector F(m), because one must solve the same system of nonlinear equations in either case. Analogously, computing an individual entry of the (k + 1) th order tensor (5) d k F dm k ∈ R Nm × · · · × R Nm × R Nq requires essentially the same work as computing the vector output of a tensor action. Tensor compression algorithms that operate by accessing scattered tensor entries (such as TT-cross) are therefore inefficient here. We show how to compute tensor actions for these higher order derivative tensors in Section 3. These high order derivative tensors are often amenable to tensor train compression in principle, but until now no practical algorithm existed for converting them to tensor train format. We demonstrate our method numerically in Section 4. First, we compress a Hilbert tensor of size 41 × 42 × 43 × 44 × 45. We show that our method constructs nearly optimal tensor train approximations for this Hilbert tensor compared to TT-SVD and TT-cross. Second, we compress high order derivatives (up to 5 th order derivatives, or 6 th order tensors) of the noise-whitened parameter-to-output map for a stochastic partial differential equation (PDE) with boundary output. We show that high order derivatives can be compressed into tensor train format with a low tensor train rank, and that the number of tensor actions needed to compress the high order derivative tensors is independent of the mesh used to discretize the problem. As the mesh is refined (N m → ∞), the required number of tensor actions remains roughly the same. We use these compressed derivative tensors to build Taylor series surrogate models for the noise-whitened parameter-to-output map, and find that including high order terms in the Taylor series yields more accurate surrogate models.
1.1. Isomorphism between arrays and multilinear functions. Tensor contraction establishes an isomorphism between multidimensional arrays and multilinear functions. Given a multilinear function, we may form an array representation of it with respect to a set of bases by applying the function to all possible combinations of basis vectors. Given an array, we may define a corresponding multilinear function that acts on vectors by contracting those vectors against the modes of the array. This associates each multilinear function with a unique array, and each array with a unique multilinear function. We use the word tensor to refer to both multilinear functions, and multidimensional arrays. When a tensor is viewed as a multilinear function, we use parentheses to denote function arguments, and when a tensor is viewed as an array we use subscripts to denote array entries.
We illustrate by example on a 3-tensor with all input function spaces the same. Let G : R N × R N × R N → R be a multilinear function with three inputs, and define the array representation of G to be the 3-dimensional array with the following entries:
Here e l = (0, . . . , 0, 1, 0, . . . , 0) ∈ R N is the vector with all entries equal to 0 except the l th entry which is equal to 1. By multilinearity, it is straightforward to show that
The action of a multilinear function on vectors equals the contraction of the array representation of the multilinear function with those vectors; if
1.2. Tensor train from the multilinear function perspective. From the conventional array perspective, the cores of a tensor train representation of T are 2 and 3-dimensional arrays
From the multilinear function perspective, this is a factorization of T into the composition of functions,
where the output from the last mode of each core is used as an input for the first mode of the next core.
Method.
We construct the cores of the tensor train one at a time. Without loss of generality we assume d ≥ 5. If d < 5, one may proceed as described for cores 1 through d − 1, then skip to the method for computing the last core for core d.
The basic idea of the method is as follows. At each step (other than the first), we start with a factorization of T into a partially constructed tensor train, T k , composed with an unknown multilinear remainder function, R k . We construct vectors that, when input into T k , yield the standard basis vectors, e j , as output (e 1 = (1, 0, . . . , 0), e 2 = (0, 1, 0, . . . , 0), and so on). This allows us to apply R k to arbitrary vectors through an indirect process that involves computing actions of T . By using a randomized range finding procedure that involves applying R k to random vectors, we construct the next core in the tensor train. This process repeats until all cores are computed.
2.1. Multilinear randomized range finder. In the randomized singular value decomposition (randomized SVD) [22] , one constructs a basis for the range of a matrix by applying that matrix to random input vectors, then orthogonalizing the resulting output vectors. Here we use a multilinear generalization of this idea to construct a basis for the numerical range of a vector valued multilinear function. Similar multilinear randomized range finders have been used in [10, 25] .
Let F be a vector-valued multilinear function that takes n vectors as input and returns 1 vector as output. Let r be the dimension of the numerical range of F (or the desired dimension of an approximation to this range). First, we compute
where ω
n are random vectors of the appropriate sizes with independent normally distributed entries, and p is a small oversampling parameter (we use p = 5). Then we form an orthonormal basis for the span of the y (i) by computing the thin singular value decomposition (SVD) of the matrix that has y i as its columns. That is,
Finally, we set U r to be the matrix consisting of the first r columns of U . The span of these r columns approximates the range of F .
First core.
Define F 1 to be the following vector valued multilinear map:
We use the randomized range finding procedure from Section 2.1 to compute an orthonormal basis, U r , for the range of F 1 . Then we set C 1 := U r .
2.3. Second core. If the span of the columns of C 1 accurately captures the range of F 1 , then T factors into the composition (7) T (x 1 , x 2 , . . . ,
where
and the "remainder,"
is an unknown multilinear function. To construct the next core, we seek an orthonormal basis for the range of the multilinear function F 2 defined as
where the output is vectorized. Let e j be the j th standard basis vector in R r1 , that is, the length r 1 vector with all entries equal to zero, except for the j th entry which is equal to 1. Let (9) η j := (C 1 ) :,j be the j th column of C 1 (we use the colon subscript, ':', to denote all array entries in a given axis). By orthogonality of C 1 , we have C T 1 η j = e j , which implies
Combining (10) with (7), we have
Stacking these vectors yields
We may therefore construct an orthonormal basis, U r , for the range of F 2 by using the randomized range finding procedure described in Section 2.1. Whenever the randomized range finding procedure requires evaluating the function F 2 , we do so by forming the right hand side of (11). This, in turn, is done by computing r 1 actions of T . The second core, C 2 , is the r 1 × N 2 × r 2 third order tensor formed by reshaping the (r 1 N 2 ) × r 2 matrix U r . This process for constructing the second core is summarized in Algorithm 1.
Algorithm 1 Construction of the 2 nd core
Input: Core C 1 . Output: Core C 2 .
1: Form the vectors η 1 , η 2 , . . . , η r1 according to (9) . 2: Compute an orthonormal basis, U r ∈ R (r1N2)×r2 , for the range of F 2 using the randomized range finder in Section 2.1, in which (11) is used to evaluate F 2 as needed within the randomized range finding procedure. 3: Set C 2 to be the r 1 × N 2 × r 2 reshaped version of U r .
Third core.
Having computed the first and second cores, the tensor train now factors into the composition (12) T
· denotes the contraction of C 2 with C T 1 x 1 in the first mode and x 2 in the second mode.
We must now construct an orthonormal basis for the function F 3 defined as
where we view the vectorization of the first two modes of R 2 as the output and the remaining modes as the inputs. To that end, let e j now denote the j th standard basis vector on R r2 . We seek to find a small number, τ , of vectors
so that
because then (12) implies
which implies
Given ξ i , η i,j satisfying (14), we compute an (r 2 N 3 ) × r 3 orthonormal basis, U r , for the range of F 3 using the randomized range finder from Section 2.1. Then we set C 3 to be the r 2 × N 3 × r 3 reshaping of U r into a 3-tensor. Whenever the randomized range finder requires evaluating F 3 , we perform the evaluation by computing the right hand side of (15) for j = 1, . . . , r 2 by computing τ r 2 actions of T .
We now describe how to find ξ i , η i,j satisfying (14) . We choose (16) ξ i := (C 1 ) :,i as the i th column of C 1 . Other choices are possible. We choose (16) since (a) the randomized range finding procedure is likely to be most accurate for vectors in the span of the first columns of C 1 , and less accurate for vectors in the span of the later columns, and (b) with the core C 1 already computed, the following cores need only be accurate for vectors x 1 in the column space of C 1 . Given these ξ i vectors, we may now solve a least squares problem to construct
formed by contracting the existing partially constructed tensor train with the vectors ξ i . We may write (14) as the linear system equation,
This linear system is in general underdetermined with τ r 2 N 2 variables satisfying r 2 2 equations, and therefore solvable by, e.g., a least squares method, if τ ≥ r 2 /N 2 . We use τ = r 2 /N 2 + 1 in our numerical results, and compute {η i,j } τ i=1 r2 j=1 by finding least squares solutions to (18) by QR factorization, for j = 1, . . . , r 2 . Choosing τ = r 2 /N 2 + 1 instead of τ = r 2 /N 2 improves performance of the method considerably in our numerical examples, while choosing larger τ does not. This process for constructing the third core is summarized in Algorithm 2.
Algorithm 2 Construction of the 3 rd core
1: Form the vectors ξ i , ξ 2 , . . . ξ τ according to (16) . 2: Form the matrices A 1 , A 2 , . . . , A τ according to (17) . 3: Find least-squares solutions to (18) for j = 1, . . . , r 2 to get {η i,j } τ i=1 r2 j=1 . 4: Compute an orthonormal basis, U r ∈ R (r2N3)×r3 , for the range of F 3 using the randomized range finder in Section 2.1, in which (15) is used to evaluate F 3 as needed within the randomized range finding procedure.
The process for constructing the 4 th through (d − 1) th cores is similar to the process for constructing the 3 rd core. But now there are more modes that must be saturated with specially chosen vectors.
Suppose that we have already computed cores C 1 , C 2 , . . . , C k for some k in the range 3 ≤ k ≤ d − 2, and let T k : R N1×N2×···×N k → R r k be defined recursively as
in the first mode and x k in the second mode. We have the factorization (19) T
we have
by the same argument as the analogous result we presented for the third core. We construct an orthonormal basis, U r , for the range of F k+1 defined as
using the randomized range finder from Section 2.1. Within the randomized range finder we use identity (21) to evaluate F k+1 as needed. We set C k+1 to be the
For the vectors ψ 1 , ψ 2 , . . . , ψ k−2 , we choose ψ j to be the "first fibers" of the corresponding cores C j , which represent the "highest energy" in each subspace formed by C j , i.e., (23) ψ l := (C 1 ) :,1 , l = 1, (20), we use the same process as that for the third core, i.e., we specify (24) ξ i := (C k−1 ) 1,:,i , i = 1, . . . , τ, and form the r k × N k matrices
and then use a QR factorization to find the least-squares solutions of the linear systems
for j = 1, . . . , r k . As in the case of the third core, we must have τ ≥ r k /N k for this system to be solvable; in our numerical experiments we observe good results with τ = r k /N k + 1. This process for computing the k th through (d − 1) th cores is summarized in Algorithm 3. We use graphical tensor notation to illustrate this process in Figure 1 . x 7
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We solve for ηj so that this equality holds. T x 8
x 8 (c) Implicit application of R3 via application of T to specially chosen vectors. Algorithm 3 Construction of one of the 4 th through (d − 1) th cores
Output: Core C k+1 . 1: Form the vectors ψ 1 , ψ 2 , . . . ψ k−2 according to (23) . 2: Form the vectors ξ i , ξ 2 , . . . ξ τ according to (24) . 3: Form the matrices A 1 , A 2 , . . . , A τ according to (25) . 4: Find least-squares solutions to (26) for j = 1, . . . , r k to get {η i,j } τ i=1 r k j=1 . 5: Compute an orthonormal basis, U r ∈ R (r k N k+1 )×r k+1 , for the range of F k+1 using the randomized range finder in Section 2.1, in which (21) is used to evaluate F k+1 as needed within the randomized range finding procedure. 6: Set C k+1 to be the r k × N k+1 × r k+1 reshaped version of U r .
2.6. Last core. For the last core, we have
Let e j be the j th standard basis vector for R r d−1 . We specify the vectors ψ 1 , . . . , ψ d−3 ,
using the same process as described in Section 2.5 for previous cores. Then we directly form the last core, C d ∈ R r d−1 ×N d , as follows:
There is no orthogonalization for the last core. This process for constructing the last core is summarized in Algorithm 4.
Algorithm 4 Construction of the last core
Input: Cores C 1 , C 2 , . . . , C d−1 .
Output: Core C d . 2.7. Adaptive range finding. The randomized range finding procedure may be performed in a sequential manner so that the rank of a core, r k , is found while the orthogonal basis for that core is constructed. Starting with a small r (say, r = 2), compute y (i) , i = 1, . . . , r + p and U r , and compute the error estimate (28) E := max i=1,...,r+p
If E is less than a predetermined tolerance, set r k = r and stop the range finding procedure, and reshape U r to construct the current core. If E is greater than the tolerance, increase r (say, r ← r + 1), compute more vectors y (i) , recompute U r , and repeat the process. Error estimator (28) generalizes the a posteriori error estimator in Section 4.3 of [22] to tensors. For the numerical results presented in Section 4, we fix the rank r beforehand and report results based on other more robust and accurate (but more expensive) methods for computing error.
3. Computing the action of high order derivative tensors. In this section we present efficient methods for computing the action of high order derivative tensors for a quantity of interest (29) F(m, u(m)) ∈ R Nq , which depends on a parameter m ∈ R Nm implicitly through the solution (state variable) u ∈ R Nu of a nonlinear state equation
Computation of the entries of the derivative tensor
for large N m and k are prohibitive. We show how to compute the action of S := d k F dm k as a multilinear function. In Section 3.1, we show how to compute the action of the derivative tensor when the output mode is free, that is,
In Section 3.2, we show how to compute the action of the derivative tensor when a derivative mode is free, that is,
Typically one can evaluate directional partial derivatives of F and G with respect to m and u with automatic differentiation, but one cannot easily evaluate total derivatives of F with respect to m, because that would require automatically differentiating through the solution procedure for the state equation (e.g., differentiating through an iterative Newton-Krylov solver). The basic idea of this section, therefore, is to convert the problem of computing total derivatives into a problem of computing partial derivatives and solving linear systems. We show how one can evaluate the action of S via procedures that involve solving a sequence of linear systems of the form
where constucting the right hand sides b only requires evaluating directional partial derivatives of F and G, and quantities that have already been computed. For more on automatic differentiation, we recommend [32] . A related implementation of computational methods for PDE-constrained high order derivative actions in the finite element package FEniCS [30] can be found in [31] .
3.1. High order derivative actions with the output mode free. To compute the action of S when the output mode is free, we will repeatedly differentiate F using the chain rule for total derivatives. This will allow us to express high order total derivatives of F in terms of partial derivatives of F and total derivatives of u. Repeatedly differentiating the state equation, 0 = G, in the same manner yields equations that may be solved to determine the required total derivatives of u.
Zero th derivative. To compute F(m, u(m)), we solve G(m, u) = 0 for u, then compute F(m, u).
First derivative. (33) .
Second derivative. Let
Using the chain rule for total derivatives again, we have 
so that (34) may be written as 0 = G {a} . We have
which may be solved for u {a,b} . Once u {a} and u {a,b} have been determined, we compute d 2 F dm 2 p a p b by evaluating the right hand side of (35) . High order derivatives. We may repeatedly differentiate F and G to construct derivatives of any order. Define
where α is a multi-index of k derivative directions (e.g., α = {a, b, b}, k = 3). If α := {α 1 , α 2 , . . . , α k−1 } is a multi-index of k − 1 derivative directions created by removing one derivative direction from α, then we may generate F α by differentiating F α using the chain rule of total derivatives. This yields
where the sums are taken over all variables u β that F α depends on. If we already have a computer code that computes F α , then we may use automatic differentiation to create a computer code that computes F α , by using automatic differentiation for each partial derivative in the sum in (37) . The code for computing any derivative F α may be built by repeated application of this process, by differentiating F to get F {α1} , differentiating again to get F {α1,α2} , differentiating again to get F {α1,α2,α3} , and so on.
A straightforward inductive argument 1 shows that F α depends only on u β for all multiset subsets β ⊆ α. For example, if α = {a, b, b}, then F α depends on u = u {} , u {a} , u {b} , u {a,b} , u {b,b} , and u {a,b,b} . Thus (37) may be written as (38) F
where the sum is explicitly written over all multiset subsets β ⊂ α. We may form G α from G α in the same manner as
Another straightforward argument by induction 2 shows that there is only one term in the sum on the right hand side of (39) that contains u α , which takes the form ∂G ∂u u α . Thus the equation 0 = G α , for any |α| ≥ 1 may be written in the form
where b α depends on u β for all strict multiset subsets β ⊂ α, that is, all multiset subsets of α, excluding α itself. We may construct b α by repeatedly automatically differentiating G via (39) , then excluding the term that contains u α in the result.
To determine u α , we need to solve equation (40) , which requires u β for all strict multiset subsets β ⊂ α. The dependency structure for the variables u α and equations 0 = G α therefore forms a bounded lattice consisting of the multiset subsets of α, partially ordered by multiset inclusion (see Figure 2 ). Thus we may compute u α by solving the equations 0 = G β for the variables u β , for all multiset subsets β ⊆ α, in an order such that each variable u β is solved for after all of the variables corresponding A variable u α depends on the variables u β for all β that precede α. We compute high order derivatives by working up the lattice, computing u α at each node by solving 0 = G α . The more symmetric the multi-index α, the fewer the variables that must be computed. The equations associated with all nodes in a given level of the lattice may be solved in parallel.
to multiset subsets of β have been solved for (e.g., in the order determined by topologically sorting the lattice). This is shown in Algorithm 5. Once these variables are computed, we may compute the desired result,
by evaluating the code for F α that we generated by repeated automatic differentiation.
compute u derivatives(α) 3: Construct F α 4: procedure compute u derivatives(α) 5: if u α has already been computed then for all multiset subsets β ⊂ α with |β| = |α| − 1 do 11: compute u derivatives(β)
12:
Construct b α
13:
Solve (40) for u α 3.2. High order derivative actions with a derivative mode free. We may use a similar strategy to compute derivative tensor actions where one of the derivative modes is free. To that end, we define the Lagrangian
where λ ∈ R Nu is the adjoint variable for enforcing the state equation constraint, and q ∈ R Nq is an arbitrary direction that we measure the quantity of interest in. From the theory of Lagrange multipliers, we have the following formula for the first derivative:
where ∂L ∂m is evaluated at the state u, which solves the state equation,
and at the adjoint λ, which solves the adjoint equation
This process of computing q T dF dm has the same structure as the process for computing F: we solve a linear system, then evaluate a vector-valued function that depends on the result. Here ∂L ∂m takes the place of F, the combined vector (u, λ) takes the place of u, and the combined state and adjoint system, (43) and (44), takes the place of the state equation. We may therefore compute the desired high order derivatives The resulting high order forward equations,
are the same as the high order forward equations (40) . The resulting high order adjoint equations,
where λ α := d k λ dm k p α1 . . . p α k−1 , and c α depends on u β for all multiset subsets β ⊆ α and depends on λ γ for all strict multiset subsets γ ⊂ α.
Cost to compress derivative tensors.
The method we presented in Section 2 requires O( r/N dr 2 ) tensor actions to construct a tensor train. But what is the cost of each of these tensor actions? As per the discussion in Section 3.1 and Section 3.2, each high order derivative tensor action requires solving many linear systems of the forms shown in (32) . The number of linear systems that must be solved depends on how symmetric the action of the derivative tensor is. When all the derivative directions are the same, O(d) linear systems must be solved. When all of the derivative directions are distinct, O(2 d ) linear systems must be solved. When some directions are the same and some are distinct, an intermediate number of linear systems must be solved. For our method, all derivative directions are distinct, so the number of linear systems that must be solved to construct the tensor train scales as O(2 d r/N dr 2 ).
Despite the exponential scaling 2 d for a d-th order derivative, our method possesses many desirable properties for compressing derivative tensors:
• The O(2 d ) linear solves to compute a tensor action are trivially parallelizable to O(d), because the high order variables within each layer of the multiset lattice (e.g., Figure 2 ) do not depend on each other, and can therefore be solved for in parallel. • All of the linear systems that must be solved when constructing the tensor train have the same coefficient matrix; they differ only in the right hand side vectors. We therefore construct solvers or preconditioners once, and reuse them for all of the linear systems that must be solved. Constructing solvers or preconditioners is often the most expensive step for solving linear systems. • Up to, say, 5 th or 6 th derivatives (tensor orders d = 6 or d = 7), the cost is tractible despite the exponential scaling. This is a substantial improvement over existing methods (e.g., Tucker-based methods), which typically become intractible beyond 2 or 3 derivatives. It is possible to increase the symmetry of the tensor actions within the tensor train construction process, and therefore make the method substantially cheaper, by using the same vector ψ := ψ 1 = ψ 2 = · · · = ψ d−3 , and using the same random vector ω
d−1 for all the derivative modes. These modifications would reduce the number of linear solves per tensor action to O(d), but they may also make the method less robust. We do not use them in our numerical results. At present it is unclear which vector ψ should be chosen. The performance and robustness of the method seem sensitive to the choice of the vectors ψ l .
4. Numerical results. In Section 4.1, we compress the Hilbert tensor (a standard test case for tensor compression methods). Tensor entries of the Hilbert tensor are easily computable, so we use this test case to compare the accuracy of our method to that of conventional tensor train compression methods.
In Section 4.2, we compress high order derivative tensors of a quantity of interest that depends on a parameter field implicitly through the solution of a partial differential equation. These derivative tensors are huge for fine meshes, and are available only through their action on vectors; they cannot be compressed to tensor train format by existing methods. Tensor train rank, r In Figure 3 , we compare our method with the conventional dense SVD-based method for constructing tensor trains, and with TT-cross [33] . For TT-cross, we use the dmrg_cross() function in the TT-Toolbox software package 3 [37] . We compute tensor train approximations, T , of T for a sequence of ranks r. The same rank, r, is used for all cores. Then we reconstitute full tensors from the tensor train approximations, and compute the relative errors ||T − T ||/||T ||, where || · || is the Frobenius norm (square root of the sum of squares of all tensor entries). We plot the relative error against the rank, r. Both TT-cross and our method (TT-RSVD) achieve compression results that are close to the conventional dense SVD-based method (TT-SVD), which is theoretically optimal if one ignores rounding error due to numerical precision. Our method performs slightly better than TT-cross. Because of rounding error, the conventional SVD-based method is not able to achieve relative errors of less than approximately 10 −11 . TT-RSVD amd TT-cross appear less sensitive to numerical rounding error than TT-SVD.
High order derivatives of PDE-dependent quantity of interest.
Here we use our method to build Taylor series surrogate models for the noise-whitened parameter-to-output map for a nonlinear stochastic PDE with boundary output. We define the state equation, 0 = G(m, u), to be the following inhomogeneous nonlinear reaction-diffusion equation with Neumann boundary conditions:
−∇ · e m ∇u + u 3 = ρ in Ω, ν · e m ∇u = 0 on ∂Ω.
The parameter, m ∼ N (0, C), is a Gaussian random field with mean zero and covariance
where ∆ is the Laplacian defined in Ω with Neumann boundary conditions along ∂Ω, and I is the identity operator. The domain is the unit square Ω = [0, 1] 2 , ν is the normal to the boundary, and the source term, ρ : Ω → R, is given by
where we use c ∈ Ω to denote a spatial point in Ω, to distinguish from x as the vector for the tensor used throughout the paper. We choose the quantity of interest, F, to be the trace of u along the boundary as
We assume x ∼ N (0, I) is a spatial white noise, or a Gaussian distribution with mean zero and covariance I, so that
has a Gaussian distribution with mean zero and covariance C. The problem is discretized with P 1 finite elements on a mesh of triangles arranged in a regular grid. We use our method to approximate the noise-whitened k th derivative tensor T , defined as
with a rank-r tensor train, T . Note that for a k th order derivative, the tensor order is d = k + 1. By performing this tensor train compression for several of these derivative tensors, we approximate the noise-whitened parameter-to-output map,
with a tuncated Taylor series
We write f k to denote the truncated Taylor series f k , with the derivative tensors in f k replaced by their tensor train approximations. Surrogate models based on truncation of Taylor series up to the linear term are common in Bayesian inversion, stochastic optimization, and model reduction, where they can be used directly as approximations of F(m), or used in Markov chain Monte Carlo proposals for Bayesian inversion as variance reduction devices [4, 5, 8, 9, 17, 26, 36, 38, 40] . Their advantage is that once constructed, no more PDEs need to be solved during the sampling or optimization process. Methods that truncate the Taylor series Table 1 : Mesh scalability. Rank r required to compress derivative tensors to relative error tolerance σ 1 (T − T )/σ 1 (T ) < , where = 10 −2 or = 10 −3 , for a variety of mesh sizes and derivative orders. Meshes are triangles arranged in a regular rectilinear grid, ranging from 10 × 10 to 80 × 80. Derivative orders range from the 1 st derivative (the Jacobian, a 2 nd order tensor) to 5 th derivative (a 6 th order tensor). For derivative orders k = 2 through k = 5, r is the tensor-train rank required using our method. For k = 1 (Jacobian), r is the matrix rank required using randomized SVD.
after the quadratic term have been investigated in [1, 11, 12, 13, 14] . In these papers, the second derivative (a third order tensor) is not compressed and stored; rather the action of this tensor is used in other ways. In [6, 7] , high order derivatives for the parameter-to-solution map for the log-normal linear Darcy problem are compressed into tensor train format, and Taylor series are constructed. Their algorithm depends specifically on the linear Darcy problem with the solution map as the quantity of interest. With the methods in this paper, we now have a general-purpose algorithm for compressing and storing high order derivative tensors for nonlinear problems with arbitrary quantity of interest.
In Table 1 , we report the rank required to achieve the relative error T (x, . . . , x, · ) .
We use σ 1 to measure the error because the form of the argument being maximized in (46) mimics the way the tensor is used within the Taylor series, (45). Computing σ 1 is NP-hard [23] , so we estimate σ 1 by applying a shifted symmetric high order power method [28] to the function x → T (x, . . . , x, T (x, . . . , x, · )), with 5 random initial guesses. We show results for derivative orders k = 1 through k = 5 (tensor orders d = 2 through d = 6) and meshes ranging from 10 × 10 to 80 × 80. For k = 2 through k = 5, the reported rank r is the tensor-train rank required using our method. For k = 1, r is the matrix rank required using randomized SVD. Our results show that the tensor train approximation is mesh-scalable for this problem. As the mesh is refined, the required tensor train rank remains roughly constant. The high order derivative tensors (2 nd through 5 th derivatives) are approximated with our method. The Jacobian (1 st derivative) is approximated with randomized SVD. (b) The means and standard deviations of these normalized error distributions.
In Figure 4 we show histograms for the normalized error
, for 1000 random samples x ∼ N (0, I) (i.e., the normalized error in the Taylor approximation of the noise-whitened parameter-to-output map, for samples drawn from the noise-whitened parameter distribution). We show Taylor series of order 0 through 5. Rank 30 approximation is used for all derivative tensors. We use a 40 × 40 mesh. The high order derivative tensors (2 nd through 5 th derivative tensors) are approximated with our method, while the Jacobian (1 st derivative) is approximated with randomized SVD. Including high order derivatives increases the approximation accuracy. As the order of the Taylor series increases, the error in the approximation decreases. Also, as the order of the Taylor series increases, the normalized error distribution concentrates near 10 −3 , which is roughly the error due to the rank-30 tensor train approximations of the derivative tensors.
Conclusion.
We developed a new randomized algorithm for tensor train decomposition of tensors whose entries cannot be directly accessed or are very expensive to compute. Our method requires only the tensor's action on given vectors and uses a "peeling process" to successively compute the tensor train cores. This process requires O( r/N dr 2 ) tensor actions for a d-th order tensor with maximum rank r of the cores. We demonstrated the accuracy of this method compared to the conventional TT-SVD and TT-cross methods for a Hilbert tensor. Moreover, we applied this method to construct tensor train decompositions of PDE-constrained high order derivative tensors, for which we derived an efficient scheme to compute the action of arbitrary order derivative tensors. Our method now enables one to use Taylor series truncated to high order terms for uncertainty quantification [6, 7] , Bayesian inversion [12, 14] , stochastic optimization [1, 13] , and model reduction [2, 11] . Furthermore, other fields offer promising potential applications of the tensor action based tensor train decomposition, such as neural networks [18, 39] and model constrained high dimensional sampling and integration [19] .
