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Let R be a subring of Q containing 1
6
or R = Fp with p > 3. Let (A, d) be a differential
graded algebra (dga) such that its homology, H(A, d), is R-free and is the universal
enveloping algebra of some Lie algebra L0. Given a free R-module V and a map d : V → A
such that there is an induced map d′ : V → L0, let B denote the canonical dga extension
(A ∐ TV, d) where TV is the tensor algebra generated by V . HB is studied in the case
that the Lie ideal [d′V ] ⊂ L0 is a free Lie algebra. This is a broad generalization of the
previously studied inert condition. An intermediate semi-inert condition is introduced
under which the algebraic structure of HB is determined.
This problem is suggested by the following cell attachment problem, first studied by
J.H.C. Whitehead around 1940. For a simply-connected finite-type CW-complex X ,
denote by Y the space obtained by attaching a finite-type wedge of cells to X . Then
how is the loop space homology H∗(ΩY ;R) related to H∗(ΩX ;R)? In some cases this
topological problem is described by the previous algebraic situation. Under a further
hypothesis it is shown that if H∗(ΩX ;R) is generated by Hurewicz images then so is
H∗(ΩY ;R) and if R ⊂ Q then the localization of ΩY at R is homotopy equivalent to a
product of spheres and loop spaces on spheres.
It is well-known that if the coefficient ring is a field, Lie subalgebras of free Lie algebras
are also free. To help implement the above results this fact is generalized, giving a simple
condition guaranteeing that Lie subalgebras of more general Lie algebras are free.
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Part I
Introduction and Mathematical
Review
1
Chapter 1
Introduction and Summary of
Results
In the chapter we introduce and summarize our results and give an outline of the thesis.
1.1 Introduction
In algebraic topology one seeks to understand topological spaces by studying associated
algebraic objects. For example each space comes with a set of homology groups and
homotopy groups. These groups are invariants of the collection of spaces homotopy
equivalent to the given space.
It is often the case that the homology groups are easy to calculate. Unfortunately
they do not carry as much information as one might like about the associated space.
The homotopy groups on the other hand typically carry much more information but are
usually impossible to calculate.
An intermediate approach is to study the loop space homology groups of a given
space. Under the Pontrjagin product these invariants have an algebra structure, giving
us much more information about the space under consideration [Fe´l92]. For example,
knowing the loop space homology is generated by Hurewicz images may allow one to
2
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write the loop space as a product of spheres and loops on spheres (see Section 4.3). If
this happens it gives the homotopy groups of the space in terms of the homotopy groups
of spheres, which have been extensively studied.
This thesis presents a method for calculating the loop space homology in some in-
stances of the cell attachment problem which we now describe.
Since topological spaces are weak homotopy equivalent to spaces which are built out
of cells (see Section 3.1), there is an obvious need to understand how attaching one or
more cells affects the algebraic invariants associated to the space.
The effect on homology is straight-forward. In the torsion-free case attaching a cell
will either add or remove one homology generator. However the effect on homotopy and
loop space homology is much more mysterious.
The Cell Attachment Problem: Given a simply-connected topological space X what
is the effect on the loop space homology and the homotopy type if one attaches one or
more cells to X?
In some cases this problem is equivalent to the following purely algebraic problem.
The Differential Graded Algebra Extension Problem: Given a differential graded
algebra (A, d) what is the effect on the homology if one adds one or more generators to
(A, d)?
This thesis analyzes these problems under some assumptions.
The cell attachment problem was perhaps first considered by J.H.C. Whitehead
[Whi41], [Whi39, Section 6], around 1940 and more recently these two problems have
been studied by Anick, Fe´lix, Halperin, Hess, Lemaire and Thomas among others.
There are parallel theories analyzing the two problems. For the topological prob-
lem, let X be a finite-type simply-connected topological space and let Y be some space
obtained by attaching cells to X . For the algebraic problem let (A, d) be a finite-type
connected differential graded algebra (dga) and let B be some dga obtained by adding
generators to (A, d). In the first case let I denote the two-sided ideal of H∗(ΩX ;R)
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generated by the image of the attaching maps (see Section 4.1). In the second case let
I denote the two-sided ideal of H(A, d) generated by the boundaries of the added gen-
erators. The conditions under which H∗(ΩY ;R) ∼= H∗(ΩX ;R)/I and HB ∼= H(A, d)/I
have been extensively studied [Lem78, Ani82b, HL87, FT89, HL95]. This is called the
inert condition. The slightly weaker lazy condition and the related nice condition have
also been studied [FL91, HL95, HL96]. (We will not use or define lazy, but we will define
nice in Remark 1.4 and in Section 4.1.) For more details see Sections 4.1 and 2.4. Most
of the results in the above papers were proved for the case where the coefficient ring is a
field. We will prove our results for both fields and subrings of the rational numbers.
In this thesis we study a broad generalization of the inert condition which we call
the free condition, and which we now define. We assume that H(A, d) is R-free and as
algebras H(A, d) ∼= UL0 for some Lie algebra L0. As explained in the next section this
assumption is often satisfied when the algebra extension is derived from a topological
cell attachment. Let J ⊂ L0 be the Lie ideal generated by the boundaries of the added
generators. The dga extension B satisfies the free condition if J is a free Lie algebra.
If B is a dga extension then it has an obvious filtration, which we define in the next
section. If B is a dga extension which satisfies the free condition then we calculate HB
as an R-module and give the multiplicative structure of the graded object associated to
the filtration (see Section 2.1).
For dga extensions which satisfy the free condition we define a semi-inert condition
which is a weaker generalization of the inert condition. Under this condition we are able
to determine HB including its multiplicative structure.
In case the topological problem for a space Y is equivalent to the algebraic problem
for B we obtain analogous results for H∗(ΩY ;R). Conditions under which this happens
are described in the next section. Previously studied special cases include the case where
R = Q and the case where X is a wedge of spheres.
Under further topological conditions we show that if ΩX is homotopy-equivalent to
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a product of spheres and loop spaces of spheres then so is ΩY .
It follows from our results that in certain cases the Lie algebra of Hurewicz images
automatically contains a free Lie algebra on two generators.
Most of our results depend on showing that certain Lie subalgebras J of a Lie algebra
L are free Lie algebras. When L is a free Lie algebra it is a well know fact that J is a free
Lie algebra (when the coefficient ring is a field). However in our cases L is generally not
free. Nevertheless we were able to prove a simple condition under which Lie subalgebras
of the given Lie algebras are free.
Our approach to the cell attachment problem generalizes work that has been done
in the special case that X is a wedge of spheres, in which case Y is called a (spheri-
cal) two cone. This situation has been closely studied [Lem74, Ani82a, FHT84, Bøg85,
FT86, Ani89, FT89, FHT90, BFT92, FL92, FT93, Pop00]. Our approach is particularly
indebted to [Ani89].
We apply our results to various topological examples, construct an infinite family of
finite CW-complexes using only semi-inert cell attachments, and give an algebraic version
of Ganea’s fiber-cofiber construction.
1.2 Summary of results
In this summary we briefly introduce notation and definitions that will be used through-
out this thesis. A more detailed exposition will be given in Chapters 2, 3 and 4.
Let R be a principal ideal domain containing 1
6
. If R is a subring of Q let P be the
set of invertible primes in R and let P˜ = {p ∈ Z | p is prime and p /∈ P} ∪ {0}. All
of our R-modules M are graded, connected and have finite type. Even when we do not
explicitly mention it, our notation and definitions depend on the choice of R.
Let (Aˇ, dˇ) be a differential graded algebra (dga) over R. Let ZAˇ denote the subalgebra
of cycles.
Chapter 1. Introduction and Summary of Results 6
Let V1 be a free R-module together with a map d : V1 → ZAˇ. Let TV1 denote the
tensor algebra on V1 and let Aˇ∐TV1 denote the coproduct or free product of the algebras
Aˇ and TV1. dˇ and d can be canonically extended to a differential on the coproduct which
we also denote d. Let A = (Aˇ ∐ TV1, d) be the resulting dga.
There is an increasing filtration {FkA} on A defined by taking F−1A = 0, F0A = Aˇ
and for k ≥ 0, Fk+1 =
∑k
i=0 FiA · V1 · Fk−iA. This induces a filtration on HA, the
homology of A. Each of these filtrations will be denoted by {Fk( )}. If M has an
increasing filtration {FkM} then there exists an associated graded object
gr(M) =
⊕
k
(FkM/Fk−1M).
Let grk(M) = FkM/Fk−1M .
Assume that H(Aˇ, dˇ) is R-free and that as algebras H(Aˇ, dˇ) ∼= UL0 for some Lie
algebra L0. By [Hal92, Theorem 8.3], if (Aˇ, dˇ) ∼= U(Lˇ, dˇ) and H(Aˇ, dˇ) is R-free then
H(Aˇ, dˇ) ∼= UL0 as algebras (indeed as Hopf algebras) for some free R-module L0. There
is an induced map
d′ : V1 → ZAˇ։ H(Aˇ, dˇ)
∼=
−→ UL0.
Assume one can choose L0 so that d
′(V1) ⊂ L0. In this case we say that A is a dga
extension of ((Aˇ, dˇ), L0), which we will sometimes abbreviate to a dga extension of Aˇ.
Letting d′L0 = 0 one can canonically extend d
′ to a differential on L0 ∐ LV1. Let
L = (L0 ∐ LV1, d
′). L is bigraded as a dgL, where the usual grading is called dimension
and the second grading, called degree, is given by letting L0 and V1 be in degrees 0 and
1, respectively. The sign conventions in a bigraded dgL use dimension. d′ is a differential
of bidegree (−1,−1). There is an induced bigrading on UL, HL and HUL. We record
the following observation.
Lemma 1.1. If dˇ = 0 and Aˇ ∼= ULˇ then one can choose L0 = Lˇ. Then A ∼= UL and
hence A and HA are bigraded. As a result HA ∼= gr(HA) as algebras in this case.
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We will use the following notation throughout the paper: If M ⊂ X where X is a Lie
algebra or algebra then [M ] and (M) are respectively, the Lie ideal and two-sided ideal
in X generated by M . If M ⊂ L it is a standard lemma that U(L/[M ]) ∼= UL/(M) (see
[Jac79, p.153; Theorem V.1(4)] for example). If M is bigraded then Mi will denote the
component of M in degree i. Let Fp denote the finite field with p elements and we use
the convention that F0 = Q. For the R-module M , given any p ∈ P˜ denote M ⊗ Fp by
M¯ and denote d′ ⊗ Fp by d¯, with p omitted from the notation.
Given Lie algebras A and B over R such that B is an A-module, one can define the
semi-direct product L = A ⋉ B as follows. As an R-module L ∼= A × B. The bracket
between A and B is given by the action of A on B. Equivalently (see Lemma 2.2) there
is a short exact sequence of Lie algebras
0→ B → L
g
−→ A→ 0
with a Lie algebra section for g.
If R = F where F = Q or Fp with p > 3, define a dga extension of ((Aˇ, dˇ), L0),
A = (Aˇ ∐ TV1, d), to be free if [d′V1] ⊂ L0 is a free Lie algebra. If R is a subring of Q
define a dga extension of ((Aˇ, dˇ), L0), A = (Aˇ ∐ TV1, d), to be free if for each p ∈ P˜ ,
[d¯V¯1] ⊂ L¯0 is a free Lie algebra. In either case we introduce the following new condition.
Call A semi-inert if furthermore gr1(HA) is a free gr0(HA)-bimodule. We will show
that this is equivalent to both the condition that (HL)1 is a free (HL)0-module and the
condition that
(HL)0 ⋉ L(HL)1 ∼= (HL)0 ∐ LK
as Lie algebras for some free R-module K ⊂ (HL)1.
This is a generalization of the inert condition (defined in Section 2.4) of Anick [Ani82b]
and Halperin and Lemaire [HL87] (see Lemma 2.12). It is a strict generalization. For
example we will show (see Example 2.13) that when L = (L〈x, y, a, b〉, d) where |x| =
|y| = 2, dx = dy = 0, da = [[x, y], x] and db = [[x, y], y], then UL is not an inert
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extension of T〈x, y〉 but is a semi-inert extension of T〈x, y〉.
Our first main theorem is the following.
Theorem A. Let R = F where F = Q or Fp with p > 3. Let (Aˇ, dˇ) be a connected
finite-type dga and let V1 be a connected finite-type F-module with a map d : V1 → Aˇ. Let
A = (Aˇ ∐ TV1, d). Assume that there exists a Lie algebra L0 such that H(Aˇ, dˇ) ∼= UL0
as algebras and d′V1 ⊂ L0 where d
′ is the induced map. Also assume that [d′V1] ⊂ L0
is a free Lie algebra. That is, A is a dga extension of ((Aˇ, dˇ), L0) which is free. Let
L = (L0 ∐ LV1, d
′).
(i) Then as algebras
gr(HA) ∼= U((HL)0 ⋉ L(HL)1)
with (HL)0 ∼= L0/[d
′V1] as Lie algebras.
(ii) Furthermore if A is semi-inert then as algebras
HA ∼= U((HL)0 ∐ LK
′)
for some K ′ ⊂ F1HA.
Remark 1.2. Baues, Fe´lix and Thomas [BFT92, FT93] showed that if B is a two-
level dga then HB ∼= TH0BH1B as algebras. Using Theorem A(i) one can show that
gr(HA) ∼= Tgr0(HA) gr1HA as algebras.
If R is a subring of Q, then we prove Theorem B, a slightly stronger analogue of
Theorem A.
Let ψ : HL→ HUL be the map induced by the inclusion L →֒ UL. This is a map of
Lie algebras where HUL is a Lie algebra under the commutator bracket. Theorem B is
stronger than Theorem A in that in addition to the conclusions of Theorem A, we will
identify ψHL.
Theorem B. Let R ⊂ Q be a subring containing 1
6
. Let (Aˇ, dˇ) be a connected finite-type
dga and let V1 be a connected finite-type free R-module with a map d : V1 → Aˇ. Let
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A = (Aˇ ∐ TV1, d). Assume that there exists a Lie algebra L0 such that H(Aˇ, dˇ) ∼= UL0
as algebras and d′V1 ⊂ L0 where d
′ is the induced map. Also assume that L0/[d
′V1] is a
free R-module and that for any p ∈ P˜ , [d′V1] ⊂ L0 is a free Lie algebra. That is, A is a
dga extension of ((Aˇ, dˇ), L0) which is free. Let L = (L0 ∐ LV1, d′).
(i) Then HA and gr(HA) are R-free and as algebras
gr(HA) ∼= U((HL)0 ⋉ L(HL)1)
with (HL)0 ∼= L0/[d
′V1] as Lie algebras. Additionally (HL)0 ⋉ L(HL)1 ∼= ψHL as Lie
algebras.
(ii) Furthermore if A is semi-inert then as algebras
HA ∼= U((HL)0 ∐ LK
′)
for some K ′ ⊂ F1HA.
LetM(z) denote the Hilbert series (see Section 2.1) for the R-moduleM . IfM(0) = 1
then letM(z)−1 denote the series 1/M(z). Using Anick’s formula [Ani82a, Theorem 3.7],
the following corollary follows from both Theorems A and B.
Corollary 1.3. Let A be a semi-inert dga extension satisfying the hypotheses of either
Theorems A or B. Let K ′ be the R-module in (ii) of the Theorem. Then
K ′(z) = V1(z) + z[UL0(z)
−1 − U(HL)0(z)
−1]. (1.1)
The above equation provides a necessary condition for semi-inertness. If a dga ex-
tension is semi-inert then the right hand side of (1.1) should give a Hilbert series all of
whose terms have non-negative coefficients. While this condition is not sufficient, for a
‘generic’ dga extension which is not semi-inert there is no reason to expect that the terms
in the right hand side of (1.1) should have non-negative coefficients.
We now introduce a topological situation for which we prove Theorems C and D anal-
ogous to Theorems A and B and, with an additional hypothesis, the stronger Theorems
E and F.
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Let X and W be simply-connected topological spaces with the homotopy type of a
finite-type CW-complex. Using the Samelson product π∗(ΩX)⊗R is a Lie algebra, and
under the commutator bracket H∗(ΩX ;R) is a Lie algebra. Using these products the
Hurewicz map hX : π∗(ΩX) ⊗ R → H∗(ΩX ;R) is a Lie algebra map [Sam53]. Let LX
denote its image. A map f : W → X induces a map LW → LX . Denote the image of
this map by LWX , and let [L
W
X ] be the Lie ideal in LX generated by L
W
X . Note that the
map f is omitted from the notation.
Consider a continuous map W
f
−→ X , where W =
∨
j∈J S
nj is a finite-type wedge of
spheres and f =
∨
j∈J αj . The attaching map construction (see Section 3.1) gives the
adjunction space
Y = X ∪f
(∨
j∈J
enj+1
)
.
Assume that H∗(ΩX ;R) is torsion-free and that H∗(ΩX ;R) ∼= ULX as algebras. If R
is a field then there is no torsion and if R = Q then the latter condition is trivial by the
Milnor-Moore Theorem (Theorem 3.5) [MM65]. If R ⊂ Q then in many examples one
can reduce to the torsion-free case by localizing (see Section 4.3) away from a finite set of
primes. McGibbon and Wilkerson [MW86] have shown that any finite CW-complex X
such that π∗(X)⊗Q is finite satisfies both of these conditions after localizing away from
finitely many primes (see Section 4.3). Even if the loop space homology has torsion for
infinitely many primes [Ani86, Avr86], one might be able to study the space by including
it in a larger torsion-free space [Ani89]. If H∗(ΩX ;R) is torsion-free then it is has been
conjectured that H∗(ΩX ;R
′) ∼= ULX [Ani92] where R
′ is obtained from R by inverting
finitely many primes. This thesis will provide methods for verifying this conjecture in
certain cases (see Theorem F and Corollary 1.11).
Let αˆj : S
nj−1 → ΩX denote the adjoint of αj. Let L = (LX ∐ L〈yj〉j∈J , d′), where
d′LX = 0 and d
′yj = hX(αˆj). We will justify reusing the notation L in Section 4.2. L is
a bigraded differential graded Lie algebra.
If R = F where F = Q or Fp with p > 3, define the attaching map f to be free if the
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Lie ideal [LWX ] ⊂ LX is a free Lie algebra. If R is a subring of Q define the attaching map
f to be free if for each p ∈ P˜ , [L¯WX ] is a free Lie algebra. In either case we introduce the
following new condition. Call f semi-inert if in addition (HL)1 is a free (HL)0-module.
(We will see in Section 4.2 why this corresponds to same terminology defined earlier.)
We will show that this is equivalent to the condition that
(HL)0 ⋉ L(HL)1 ∼= (HL)0 ∐ LK
as Lie algebras for some free R-module K ⊂ (HL)1. We will also show that a certain
Adams-Hilton model (see Section 3.2) provides a filtration for H∗(ΩY ;R) under which a
free attaching map is semi-inert if and only if gr1(H∗(ΩY ;R)) is a free gr0(H∗(ΩY ;R))-
bimodule.
Again this is a generalization of the inert condition [Ani82b, HL87] (see Section 4.1).
For example we will show that the attaching map of the top cells in the 6-skeleton of
S3 × S3 × S3 (= (S3a ∨ S
3
b ∨ S
3
c ) ∪f
(∨3
i=1 e
6
)
, where f = [ιb, ιc] ∨ [ιc, ιa] ∨ [ιa, ιb]) is not
inert but is semi-inert (see Example 4.8).
In the statements of Theorems C and D below gr(H∗(ΩY ;R) refers to the graded
object associated to the filtration mentioned above.
The following are two of our four main topological theorems. Recall that LXY is
the image of the induced map LX → LY between Hurewicz images. Corresponding to
Theorem A we have
Theorem C. Let R = F where F = Q or Fp with p > 3. Let X be a finite-type simply-
connected CW-complex such that H∗(ΩX ;R) is torsion-free and as algebras H∗(ΩX ;R) ∼=
ULX where LX is the Lie algebra of Hurewicz images. Let W =
∨
j∈J S
nj be a finite-
type wedge of spheres and let f : W → X. Let Y = X ∪f
(∨
j∈J e
nj+1
)
. Assume that
[LWX ] ⊂ LX is a free Lie algebra. That is, f is free.
(i) Then as algebras
gr(H∗(ΩY ;F)) ∼= U(L
X
Y ⋉ L(HL)1)
Chapter 1. Introduction and Summary of Results 12
with LXY
∼= LX/[L
W
X ] as Lie algebras.
(ii) Furthermore if f is semi-inert then as algebras
H∗(ΩY ;F) ∼= U(L
X
Y ∐ LK
′)
for some K ′ ⊂ F1H∗(ΩY ;F).
The following theorem corresponds to Theorem B.
Theorem D. Let R ⊂ Q be a subring containing 1
6
. Let X be a finite-type simply-
connected CW-complex such that H∗(ΩX ;R) is torsion-free and as algebras H∗(ΩX ;R) ∼=
ULX where LX is the Lie algebra of Hurewicz images. Let W =
∨
j∈J S
nj be a finite-type
wedge of spheres and let f : W → X. Let Y = X∪f
(∨
j∈J e
nj+1
)
. Assume that LX/[L
W
X ]
is R-free and that for each p ∈ P˜ , [L¯WX ] ⊂ L¯X is a free Lie algebra. That is, f is free.
(i) Then H∗(ΩY ;R) and gr(H∗(ΩY ;R)) are torsion-free and as algebras
gr(H∗(ΩY ;R)) ∼= U(L
X
Y ⋉ L(HL)1)
with LXY
∼= LX/[L
W
X ] as Lie algebras.
(ii) If in addition f is semi-inert then as algebras
H∗(ΩY ;R) ∼= U(L
X
Y ∐ LK
′)
for some K ′ ⊂ F1H∗(ΩY ;R).
Remark 1.4. Since ULX/(L
W
X )
∼= U(LX/[L
W
X ]) it follows from (i) in both Theorems
C and D that ULX/(L
W
X ) injects in H∗(ΩY ;R). This is the definition of Hess and
Lemaire’s [HL96] nice condition for f .
Remark 1.5. In Theorems A and B (respectively Theorems C and D) if one assumes that
H(Aˇ, dˇ) ∼= UL0 (respectively H∗(ΩX ;R) ∼= ULX) as Hopf algebras then it is straightfor-
ward to check that the isomorphisms in parts (i) the Theorems are indeed Hopf algebra
isomorphisms. We will not need to use this fact.
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The following corollary follows from Theorems C and D.
Corollary 1.6. If f is a non-inert free cell attachment satisfying the conditions of either
Theorem C or Theorem D and dim(HL)1 6= 1 then H∗(ΩY ;R) contains a tensor algebra
on two generators.
Remark 1.7. Fe´lix and Lemaire [FL91, Corollary 1.4] showed1 that for a non-inert free
attachment either there exists an N such that dimHi(ΩY ;R) ≤ N for all i, or H∗(ΩY ;R)
contains a tensor algebra on two generators.
Let H˜∗(W )(z) be the Hilbert series (see Section 2.1) for the reduced homology of W .
The following corollary follows from both Theorems C and D.
Corollary 1.8. Let f be a semi-inert attaching map satisfying the hypotheses of either
Theorems C or D. Let K ′ be the R-module in (ii) of the Theorem. Then
K ′(z) = H˜∗(W )(z) + z[ULX(z)
−1 − U(LXY )(z)
−1]. (1.2)
Like Corollary 1.3, this corollary provides a necessary condition for an attaching map
to be semi-inert. Note that W and LX are already known and L
X
Y
∼= LX/[L
W
X ], which in
some cases is easy to calculate.
We now proceed to our next two main topological theorems.
The following is an important collection of spaces. Let S = {S2m−1, ΩS2m+1 |m ≥ 1}.
A space Y is called atomic if for some r it is r-connected, πr+1(Y ) is a cyclic abelian
group, and any self-map f : Y → Y inducing an isomorphism on πr+1(Y ) is a homotopy
equivalence. The spaces in S are atomic. Let
∏
S be the collection of spaces homotopy
equivalent to a weak product (see Section 3.1 for the definition) of spaces in S.
LetW , X , and Y be the spaces in Theorems C and D. If in addition to the hypotheses
of Theorems C and D there exists a Lie algebra map σX : LX → π∗(ΩX) ⊗ R right
inverse to hX then we also have the stronger topological results below. In the case
1The trivial case, which is illustrated by Example 2.13, is omitted in [FL91].
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where X is a wedge of spheres, studied by Anick [Ani89], such a map always exists (see
Example 10.3). In Theorem F we will give a sufficient conditions for extending such a
map from a subspace, but for other cases its existence is an open problem. When R ⊂ Q,
in Section 4.4 we will use such a map to define the set of implicit primes labeled PY which
contains the invertible primes in R. Intuitively the implicit primes are those primes p for
which p-torsion is used in the cell-attachments. If W is finite and the set of invertible
primes in R is finite then PY is finite as well (see Lemma 4.13). The next two theorems
are analogues of the fundamental Milnor-Moore Theorem (Theorem 3.5) which holds for
R = Q.
Theorem E. Let R = F where F = Q or Fp with p > 3. Let
∨
j∈J S
nj
∨
αj
−−→ X be a cell
attachment satisfying the hypotheses of Theorem C. Let Y = X∪∨ αj (∨ enj+1) and let αˆj
denote the adjoint of αj. In addition assume that there exists a map σX right inverse to
the Hurewicz map hX and that ∀j ∈ J , σXhXαˆj = αˆj. Then the canonical algebra map
ULY → H∗(ΩY ;F)
is a surjection. That is, H∗(ΩY ;F) is generated as an algebra by Hurewicz images.
Let R ⊂ Q be a subring with invertible primes P and let X be a simply-connected
topological space. Then there is a topological analogue to the localization of Z-modules
at R (see Section 4.3). We will call this the localization at R or the localization away
from P . We denote the localization of X at R by X(R).
Remark 1.9. If Theorem E holds for Q and for Fp for all non-invertible primes in
some R ⊂ Q containing 1
6
and H∗(ΩY ;R) is torsion-free then by the Hilton-Serre-Baues
Theorem (Theorem 4.12) H∗(ΩY ;R) ∼= ULY as algebras and localized at R, ΩY ∈
∏
S.
Theorem F. Let R ⊂ Q be a subring containing 1
6
. Let
∨
j∈J S
nj
∨
αj
−−→ X be a cell
attachment satisfying the hypotheses of Theorem D. Let Y = X ∪∨ αj (∨enj+1). Further-
more assume that there exists a map σX right inverse to the Hurewicz map hX . Let PY
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be the set of implicit primes and let R′ = Z[PY
−1]. Then
(i) H∗(ΩY ;R
′) is torsion-free and as algebras
H∗(ΩY ;R
′) ∼= ULY
where gr(LY ) ∼= L
X
Y ⋉ L(HL)1 as Lie algebras, and
(ii) localized away from PY , ΩY ∈
∏
S.
(iii) If in addition f is semi-inert then localized away from PY , LY ∼= L
X
Y ∐ LKˆ as Lie
algebras for some Kˆ ⊂ F1LY , and there exists a map σY right inverse to hY .
Remark 1.10. By the Hilton-Serre-Baues Theorem (Theorem 4.12), the assumption
that H∗(ΩX ;R) is torsion-free and that H∗(ΩX ;R) ∼= ULX as algebras, is equivalent
to the assumption that localized at R, ΩX ∈
∏
S. Therefore under the conditions of
Theorem F, if ΩX(R) ∈
∏
S and there are no new invertible primes then ΩY(R) ∈
∏
S.
This theorem is important for the following reason. If we know that ΩY ∈
∏
S then
we can apply results about the homotopy groups of spheres, which have been extensively
studied, to make some strong conclusions about Y . For example, localized away from
PY , Y satisfies the Moore conjecture (Conjecture 4.9) [Sel88] which relates the torsion of
the homotopy groups of Y to the torsion-free behaviour of the π∗(Y ). Furthermore, it
creates the possibility that one might be able to demonstrate the Moore conjecture for
other spaces by following Anick’s plan [Ani89] of embedding them in spaces for which
ΩY ∈
∏
S.
The following two corollaries follow from Theorem F.
Corollary 1.11. If Y is a finite complex constructed out of semi-inert attachments then
there is a finite set of primes PY such that localized away from PY , ΩY is homotopy
equivalent to a product of spheres and loops on spheres. Equivalently H∗(ΩY ;Z[PY
−1]) ∼=
ULY .
Corollary 1.12. If f is a non-inert free cell attachment satisfying the conditions of
Theorem F and dim(HL)1 6= 1 then LY contains a free Lie algebra on two generators.
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To apply our results one needs to know that certain Lie ideals are free Lie algebras.
This is difficult to check in general. However, it is a well-known result that over a field F,
any Lie subalgebra of a free (graded) Lie algebra is a free Lie algebra [Sˇir53, Mik85, MZ95].
This is referred to as the Schreier property [MZ95].
Unfortunately our Lie ideals are in Lie algebras that are generally not free so we
cannot use this property. By the results of this thesis, our ideals are often in Lie algebras
whose associated graded object is a certain semi-direct product. For this more general
situation we have succeeding in giving a simple condition from which one can conclude
that a given Lie ideal is in fact a free Lie algebra.
Theorem G. Over a field F, let L be a finite-type graded Lie algebra with filtration
{FkL} such that gr(L) ∼= L0 ⋉LV1 as Lie algebras, where L0 = F0L and V1 = F1L/F0L.
Let J ⊂ L be a Lie subalgebra such that J ∩ F0L = 0. Then J is a free Lie algebra.
As an application of our results we obtain an algebraic analogue of Ganea’s fiber-
cofiber construction, which we discuss in Chapter 9. Like Ganea’s construction, our
construction can be iterated.
We apply our results to various topological examples in Chapter 10. For example
we illustrate our results by calculating the loop space homology of a particular spher-
ical three-cone and show that its loop space is homotopy equivalent to a product of
spheres and loop spaces on spheres. By induction we produce an infinite family of finite
CW-complexes constructed out of semi-inert cell attachments. We also give a more ab-
stract analysis of (spherical) two-cones, three-cones and N -cones, as well as some other
examples.
1.3 Outline of the thesis
In Chapter 2 we review some algebraic constructions and introduce the differential graded
algebra (dga) extension problem.
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In Chapter 3 we review some topology, introduce Adams-Hilton models [AH56] and
prove some of their properties which will be needed in Chapter 7.
In Chapter 4 we introduce the cell attachment problem and compare it to the previ-
ously discussed dga extension problem. We also review some topological theory.
In Chapter 5 we prove Theorems A and B, the main algebraic theorems.
In Chapter 6 we prove Theorems C and D, the topological analogues of Theorems A
and B.
In Chapter 7 we prove Theorems E and F which identify Hurewicz images.
In Chapter 8 we prove Theorem G which will be useful in applying our results to
examples.
In Chapter 9 we show that our results can be applied to give an algebraic construction
analogous to Ganea’s Fiber-Cofiber construction [Gan65].
In Chapter 10 we apply our results to some topological examples and conclude with
some open questions.
Chapter 2
Differential Graded Algebra
In this chapter we review some standard algebraic constructions and results. We also
motivate and define our main algebraic objects of study: dga extensions which are free
and semi-inert. Furthermore we introduce the spectral sequence with which we study
these objects.
Let R be a principal ideal domain containing 1
2
and 1
3
. This is equivalent to saying
that R is a principal ideal domain containing 1
6
. This assumption is made so that the
Hurewicz images (defined in Section 3.1) have the structure of a (graded) Lie algebra
(defined in Section 2.1).
2.1 Filtered, differential and graded objects
A graded R-module is an R-module M such that M =
⊕
i∈ZMi where Mi is an R-
module. All of our R-modules will be assumed to be graded. R itself is a graded
R-module concentrated in degree 0. If a ∈ Mi let |a| = i. M is said to have finite type
if for all i, Mi is a finite dimensional R-module. M is said to be connected if Mi = 0
for i ≤ 0. Since R is a principal ideal domain, M is a free R-module if it is torsion-free.
That is, for m ∈ M , r ∈ R, rm = 0 =⇒ r = 0. Equivalently we will also say that M is
R-free. We will always assume that our R-modules are free and have finite type. Given
18
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a set S, let RS be the free R-module with basis S. A graded R-module map preserves
the gradation and the R-module structure. That is, f(r ·m) = r · f(m) and |f(a)| = |a|.
All of our maps will be assumed to be graded R-module maps.
Though all of our definitions depend on R, we will usually leave this dependence
implicit.
For a torsion-free graded R-module M , the Hilbert series for M is the power series
M(z) = Σi∈Z(RankRMi)z
i.
A (graded) Lie algebra is a graded R-module L together with a linear map [ , ] :
Li ⊗ Lj → Li+j (called the bracket) satisfying the following relations:
1. [x, y] = −(−1)|x||y|[y, x] (anti-commutativity) and
2. [x, [y, z]] = [[x, y], z] + (−1)|x||y|[y, [x, z]] (the Jacobi identity).
Note that since 1
6
∈ R, [x, x] = 0 when |x| is even and [[x, x], x] = 0 for all x.
A Lie algebra map is a map between Lie algebras which preserves the Lie algebra
structure. That is, f([a, b]) = [f(a), f(b)]. A Lie algebra is said to be connected if it is
connected as an R-module. A Lie subalgebra J ⊂ L is an R-submodule which is closed
under the bracket. That is, for a, b ∈ J , [a, b] ∈ J . J is a Lie ideal of L if furthermore
for all a ∈ J and for all b ∈ L, [a, b] ∈ J . If J is a Lie ideal then there is an induced Lie
algebra structure on the quotient L/J .
We will use the following notation for iterated brackets
[[a1, a2, . . . an−1, an] = [[· · · [a1, a2], . . . an−1], an].
If J is the Lie ideal generated by a ∈ L we will sometime denote L/J by L/a.
A (graded) algebra is a graded R-module A together with R-module maps µ : Ai ⊗
Aj → Ai+j (multiplication) and ν : R→ A0 (unit) such that:
1. the composite A ∼= A⊗R
A⊗ν
−−→ A⊗A
µ
−→ A equals 1A;
2. the composite A ∼= R ⊗A
ν⊗A
−−→ A⊗A
µ
−→ A equals 1A; and
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3. µ ◦ (µ⊗ 1A) = µ ◦ (1A ⊗ µ) : A⊗A⊗ A→ A.
We remark that µ(a ⊗ b) is usually denoted by a · b or just ab. An algebra A is said to
be connected if Ai = 0 for i < 0 and A0 ∼= R. An algebra map is a map between algebras
which preserves the algebra structure. That is, f(a · b) = f(a) · f(b).
We will assume that all of our R-modules, Lie algebras and algebras are connected,
R-free and have finite type.
A subalgebra B ⊂ A is an R-submodule which is closed under multiplication (that is,
for a, b ∈ B, µ(a⊗ b) ∈ B) and which contains the unit (that is, ν(R) ⊂ B). A two-sided
ideal of A is an R-submodule I ⊂ A such that for all a ∈ A and for all b ∈ I, µ(a⊗ b) ∈ I
and µ(b⊗ a) ∈ I.
Let T denote the (twist) map V ⊗W →W ⊗ V given by v ⊗ w 7→ (−1)|v||w|w ⊗ v.
A (graded, cocommutative) Hopf algebra is an algebra H together with R-module
maps ∆ : H → H ⊗H (comultiplication) and ǫ : H → R (counit) such that
1. the composite H
∆
−→ H ⊗H
H⊗ǫ
−−→ H ⊗ R ∼= H equals 1H ;
2. the composite H
∆
−→ H ⊗H
ǫ⊗H
−−→ R ⊗H ∼= H equals 1H ;
3. (∆⊗ 1H) ◦∆ = (1H ⊗∆) ◦∆ : H → H ⊗H ⊗H ;
4. T ◦∆ = ∆ : H → H ⊗H ; and
5. ∆ is a homomorphism of algebras, where the multiplication on H ⊗H is given by
H ⊗H ⊗H ⊗H
1⊗T⊗1
−−−−→ H ⊗H ⊗H ⊗H
µ⊗µ
−−→ H ⊗H .
A differential (graded) R-module (dgm) is a R-module M together with a linear map
d : Mi → Mi−1 such that d
2 = 0, called the differential. Equivalently we say M is an
R-module with a differential. A differential graded Lie algebra (dgL) is a Lie algebra L
together with a differential d such that d[x, y] = [dx, y]+ (−1)|x|[x, dy] (the Leibniz rule).
A differential graded algebra (dga) is an algebra A together with a differential d such that
d(xy) = (dx)y + (−1)|x|x(dy) (also the Leibniz rule).
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A filtered dgm is a dgmM together with a filtration {FiM}i∈Z such that . . . ⊂ FiM ⊂
Fi+1M ⊂ . . . ⊂M and d(FiM) ⊂ FiM . A filtered dgL is a dgL which has a dgm filtration
such that [FiL, FjL] ⊂ Fi+jL. A filtered dga is a dga which has a dgm filtration such
that FiA · FjA ⊂ Fi+jA. A map of filtered objects is a map f : M → N such that
f(FiM) ⊂ FiN . That is, f preserves the filtration. Given a filtered dgm there exists an
associated graded object
gr(M) =
⊕
i∈Z
FiM/Fi−1M,
which becomes a dgm with the differential induced from the differential on M . If L is a
filtered dgL then the Lie bracket on L induces a Lie algebra structure on gr(L). Similarly
if A is a filtered dga then the product on A induces an algebra structure on gr(A). If
f : M → N is a filtered map then there exists an induced map gr(f) : gr(M) → gr(N).
We will sometimes refer to gr(M) by gr∗(M) where gri(M) = FiM/Fi−1M .
An R-module M is bigraded if it has a second grading. That is, M =
⊕
i,j∈ZMi,j
where Mi,j is an R-module. A (graded) algebra is bigraded if it is bigraded as an R-
module and µ : Ai,j ⊗ Ak,l → Ai+j,k+l. In this thesis we will say that a (graded) Lie
algebra is bigraded if it is bigraded as an R-module and [·, ·] : Li,j ⊗ Lk,l → Li+j,k+l.
Note that the anti-commutativity and Jacobi relations need not hold with respect to the
second grading. A differential bigraded R-module is a bigraded R-module with a map
d : Mi,j → Mi−1,j−1 such that d
2 = 0. We will say that a dga/dgL is bigraded if it
is a bigraded algebra/Lie algebra and a differential bigraded R-module. Note that the
Leibniz rule need not hold for the second grading.
We will usually denote the first grading by dimension and the second grading by
degree. The dimension and degree of a will be denoted by |a| and deg(a) respectively.
The anti-commutativity and Jacobi relations and the Leibniz rule all use | · | and not
deg(·).
A short exact sequence of R-modules is a sequence of R-modules A,B,C together
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with R-module maps
0→ A
f
−→ B
g
−→ C → 0
such that ker(f) = 0, ker(g) = im(f), and im(g) = 0. It is a short exact sequence of Lie
algebras if each of the modules is a Lie algebra and each of the maps is a Lie algebra
map. The short exact sequence of Lie algebras 0 → A
f
−→ B
g
−→ C → 0 is said to split if
there exists a Lie algebra map h : C → B such that g ◦ h = idC .
2.2 Free algebras and Lie algebras and products
Let V be a free R-module. Let TV be the free algebra generated by V . As an R-module
TV ∼=
⊕∞
k=0T
kV where T0V = R and for k ≥ 1, TkV = V ⊗ · · · ⊗ V︸ ︷︷ ︸
ktimes
. The unit is the
inclusion R = T0V →֒ TV . Multiplication TiV ⊗ TjV → Ti+jV is given by a · b = a⊗ b.
Any algebra of this form is called a tensor algebra.
Given a free R-module V we define the free commutative algebra or symmetric algebra
by SV = TV/I, where I is the two-sided ideal generated by the commutator brackets
[a, b] = a · b− (−1)|a||b|b · a.
Recall that the commutator bracket gives any algebra the structure of a Lie algebra.
In particular TV is a Lie algebra with the commutator bracket. Let LV be the Lie
subalgebra of TV generated by V . We call any Lie algebra of this form a free Lie algebra.
The coproduct between two algebras and the coproduct between two Lie algebras
is defined categorically [HS97]. One can check that the following constructions satisfy
the definitions. Given two tensor algebras TV and TW we define the coproduct or free
product TV ∐ TW = T(V ⊕W ). Similarly we define LV ∐ LW = L(V ⊕W ). More
generally given two algebras A and B we can define the coproduct A ∐ B to be the
free R-module on words of the form a1b1a2b2 · · · anbn, a1b1a2b2 · · · bn−1an, b1a1 · · ·anbn
and b1a1 · · · bn−1an (where ai ∈ A and bi ∈ B) modulo the relations wak1ak+1w
′ =
w(akak+1)w
′ and wbk1bk+1w
′ = w(bkbk+1)w
′ where w,w′ are words in the coproduct.
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Multiplication is given by concatenation. Similarly we define L1∐L2 for two Lie algebras
L1 and L2.
Given a Lie algebra L0, an R-module M is an L0-module if there exists a map [·, ·] :
L0 ⊗M →M such that [x1, [x2, y]] = [[x1, x2], y] + (−1)
|x1||x2|[x2, [x1, y]].
Remark 2.1. Given a Lie algebra L0 and a L0-module M then LM is also a L0-module
where the action of L0 on LM is given inductively by the Jacobi identity and the action
of L0 on M . If x ∈ L0 and [[y1, . . . , yn−1, yn] ∈M then
[x, ([[y1, . . . , yn−1, yn])] = [[x, ([[y1, . . . , yn−1]], yn] + (−1)
|x||y|[([[y1, . . . , yn−1]), [x, yn]].
Given a Lie algebra L0 and a L0-module N we define the semi-direct product L =
L0 ⋉ N to be the following Lie algebra. As an R-module L ∼= L0 × N . For a, b ∈ L0
(respectively N), [a, b] is given by the Lie bracket in L0 (respectively N). For x ∈ L0 and
y ∈ N , [x, y] is given by the action of L0 on N .
The direct product L0×N is the special case of the semi-direct product where [x, a] = 0
if x ∈ L0 and a ∈ N .
Lemma 2.2. Let L be a Lie algebra. Then L is a semi-direct product L0⋉N if and only
if there exists a split short exact sequence of Lie algebras
0→ N
f
−→ L
g
−→ L0 → 0.
Proof. (⇒) Since L0 acts on N . That is, [L0, N ] ⊂ N , N is a Lie ideal. Thus there
exists a quotient map ρ : L→ L0. Hence the inclusion and projection give a short exact
sequence of Lie algebras
0→ N → L
ρ
−→ L0 → 0. (2.1)
Let h : L0 → L be the inclusion map. Then ρ ◦ h = idL0. So (2.1) is a split short exact
sequence of Lie algebras.
(⇐) Since 0 → L
f
−→ L
g
−→ L0 → 0 is a short exact sequence of R-modules, L ∼= L0 × N
as R-modules. Let h : L0 → L be the splitting. Since g ◦ h = idL0 , h is an injection.
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Since f and h are injections of Lie algebras, for a, b ∈ L0 (respectively N), [a, b] within
L is given by the bracket in L0 (respectively N). Since g is a Lie algebra map, ker(g) is
a Lie ideal. Since f is an injection N = im(f) = ker(g) and N is a Lie ideal. Therefore
[L0, N ] ⊂ N . That is, N is a L0-module. So L ∼= L0 ⋉N .
Lemma 2.3. Assume L1 is a L0-module. Given a Lie algebra map u0 : L0 → L and an
L0-module map u1 : L1 → L (eg. for x ∈ L0, y ∈ L1, u1([y, x]) = [u1(y), u0(x)]) then
there exists an induced Lie algebra map u : L0 ⋉ LL1 → L.
Proof. Since L1 is a L0-module, by Remark 2.1 so is LL1. Since there exists a map
u1 : L1 → L there is a canonical induced Lie algebra map u˜ : LL1 → L (given by
u˜|L1 = u1 and otherwise defined inductively by u˜([a, b]) = [u˜(a), u˜(b)]). It is easy to
prove by induction that this is an L0-module map. That is, u˜([y, x]) = [u˜(y), u0(x)].
Since L0 ⋉LL1 ∼= L0 × LL1 as R-modules this defines a map u : L0 ⋉LL1 → L. Finally
for x ∈ L0 and y ∈ LL1, [x, y] ∈ LL1 so u([x, y]) = u˜([x, y]) = [u0(x), u˜(x)] = [u(x), u(y)].
Thus u is a Lie algebra map.
2.3 Universal enveloping algebras
Let L be a Lie algebra. Define UL the universal enveloping algebra on L as follows.
UL = TL/I where I is the two-sided ideal generated by {x⊗ y− (−1)|x||y|y⊗ x− [x, y]}.
If L is a dgL then TL is a dga under the induced differential: d(ab) = (da)b+(−1)|a|a(db).
This dga structure induces a dga structure on UL. Similarly, if L is filtered there is an
induced filtration on TL which induces a filtration on UL.
It is a basic result [Jac79, p.168; Theorem V.7] that ULV ∼= TV .
The commutator bracket [x, y] = xy − (−1)|x||y|yx gives any algebra the structure of
a Lie algebra.
The universal enveloping algebra is universal in the following sense. Given any algebra
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(dga) A and a Lie algebra (dgL) map f
L
f //
 _

A
UL
g
=={
{
{
{
there exists a unique map g making the diagram commute. In fact UL can be defined as
the unique object satisfying this universal property.
The Poincare´-Birkhoff-Witt Theorem is the central theorem in the study of univer-
sal enveloping algebras (see for example [Jac79, Sel97]). We give a weak form of this
Theorem.
Theorem 2.4 (Poincare´-Birkhoff-Witt Theorem). Let L be a Lie algebra. Let SL
denote the free commutative algebra (symmetric algebra) (see Section 2.2) on the R-
module L. Then there is an R-module isomorphism SL
∼=
−→ UL which restricts to the
identity on L.
Remark 2.5. Although we will only need the weak form given above, the full theorem
specifies that is isomorphism is an isomorphism of coalgebras.
Lemma 2.6. If L is a filtered Lie algebra such that gr(L) ∼= L as R-modules then the
canonical map U gr(L)→ gr(UL) is an isomorphism.
Proof. If L is filtered then UL has an induced filtration and the inclusion L →֒ UL
preserves the filtration. This induces a map gr(L) → gr(UL) which induces a map
U gr(L)→ gr(UL). Similarly there is an induced map S gr(L)→ gr(SL).
Using the Poincare´-Birkhoff-Witt Theorem, these fit into the following commutative
diagram of R-linear morphisms.
S gr(L)
φ //
∼=

gr(SL)
∼=

gr(L)
2 R
ddJJJJJJJJJ
l
L
zztt
tt
tt
tt
t
::uuuuuuuuu
$$I
II
II
II
II
U gr(L) // gr(UL)
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Since SL depends only on the R-module structure on L, the R-module isomorphism
L
∼=
−→ gr(L) induces an algebra isomorphism
SL
∼=
−→ S gr(L). (2.2)
From this we get the following canonical commutative diagram.
gr(L) //
 _

gr(SL)
∼= // gr(S gr(L))
S gr(L)
φ
99ttttttttt
∼=
44iiiiiiiiiiiiiiiiiii
Thus φ is an isomorphism, and therefore the canonical map U gr(L)→ gr(UL) is an
isomorphism.
Let L be a differential graded Lie algebra. The canonical inclusion ι : L → UL
induces a map on homology H(ι) : HL→ HUL which induces the natural map
ψ : UHL→ HUL.
Since H(ι) is the restriction of ψ to HL we will usually also refer to this map as ψ.
If R = Q then Quillen [Qui69] showed that ψ : UHL→ HUL is an isomorphism. We
can also state this result as follows:
HUL ∼= Uψ(HL), when R = Q.
In Theorems A and B we show that under certain hypotheses HUL can be calculated
from HL for more general coefficient rings. See [Pop99] for other results of this type.
2.4 Inert, free and semi-inert dga extensions
Let R = Q or Fp where p > 3 or R ⊂ Q is a subring containing
1
6
. If R ⊂ Q let P
be the set of invertible primes in R. Let P˜ = {p ∈ Z| p is prime and p /∈ P} ∪ {0}.
Furthermore for an R-module V and a R-module map f , for each p ∈ P˜ denote V ⊗ Fp
by V¯ and f ⊗ Fp by f¯ . Note that the prime is omitted from the notation.
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Let (Aˇ, dˇ) be a dga such that H(Aˇ, dˇ) is R-free and that as algebras H(Aˇ, dˇ) ∼= UL0
for some Lie algebra L0. If H(Aˇ, dˇ) is R-free and (Aˇ, dˇ) ∼= U(Lˇ, dˇ) then by [Hal92],
H(Aˇ, dˇ) ∼= UL0 as algebras for some Lie algebra L0. Let ZAˇ denote the cycles in Aˇ. Let
A = (Aˇ∐ TV, d) where d|Aˇ = dˇ and dV ⊂ ZAˇ. Then there is an induced map
d′ : V
d
−→ ZAˇ→ H(Aˇ, dˇ)
∼=
−→ UL0.
If for some choice of L0, d
′ : V ⊂ L0 then call A a dga extension of ((Aˇ, dˇ), L0). We will
sometimes abbreviate this to a dga extension of Aˇ.
Remark 2.7. The technical condition of the existence of a choice of L0 such that d
′ : V ⊂
L0 is satisfied in all the examples in this thesis. We do not know if there are examples
arising from cell attachments or such that (Aˇ, dˇ) ∼= U(Lˇ, dˇ) for which there does not exist
such a choice of L0.
If R = Q or Fp where p > 3, call A an inert extension if HA ∼= U(L0/[dV ]) [HL87,
Ani82b] (Anick uses the terminology strongly-free and he gives a nice combinatorial
characterization in the case where L0 is a free Lie algebra). Recall that all of our R-
modules have finite type. If R ⊂ Q we will say that A is inert if L0/[dV ] is torsion-free
and HA ∼= U(L0/[dV ]).
Remark 2.8. Note that if R ⊂ Q and A is inert then HA is R-free. Thus by the
Universal Coefficient Theorem, for each p ∈ P˜ , H(A ⊗ Fp) ∼= U(L¯0/[d¯V¯ ]). That is
A⊗ Fp is inert over Fp (p-inert).
Example 2.9. (Aˇ, dˇ) = U(L〈x, y〉, 0). A = (Aˇ ∐ T〈a〉, d), where da = [[x, y], y]
Using the results of [Ani82b],A is an inert dga extension (since in Anick’s terminology
{xyy} is a combinatorially free set). It follows that HA ∼= U(L〈x, y〉/[[x, y], y]). 
The following theorem gives an equivalent characterization of the inert condition.
We will use it as motivation to generalize the inert condition. Let J be the Lie ideal
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[dV ] ⊂ L0. The following is proved by Halperin and Lemaire [HL87, Theorem 3.3] in the
case when R = Q, and by Felix and Thomas [FT89, Theorem 1] in the case when R is a
field of characteristic 6= 2.
Theorem 2.10 ([HL87]). If R = Q or Fp where p > 3 then A is an inert extension if
and only if
(i) J is a free Lie algebra, and
(ii) J/[J, J ] is a free U(L/J)-module.
We will study extensions which in general do not satisfy the second condition. If
R = Q or Fp where p > 3 we define A to be a free dga extension if [d′V ] ⊂ L0 is a
free Lie algebra. If R ⊂ Q we define the dga extension A to be free if for each p ∈ P˜ ,
[d¯V¯ ] ⊂ L¯0 is a free Lie algebra.
This condition is a broad generalization of the inert condition and we will prove results
about HA if A is a free dga extension (see part (i) of Theorems A and B). However
many free dga extensions satisfy a second condition. We define this condition below and
call it the semi-inert condition. Under this condition we are able to determine HA as an
algebra (see part (ii) of Theorems A and B). We will show that it too is a generalization
of the inert condition.
We will use the following filtration. A is filtered by taking F−1A = 0, F0A = Aˇ and
for n ≥ 0, Fn+1A =
∑n
i=0 FiA ·V1 ·Fn−iA. Since dFnA ⊂ FnA and FnA ·FmA ⊂ Fn+mA
this makes A into a filtered dga. There is an induced dga filtration on HA. Let gr∗(HA)
be the associated graded object. For degree reasons gr1(HA) is a gr0(HA)-bimodule.
Let L = (L0 ∐ LV, d′). Then L and HL are bigraded. So for degree reasons (HL)1
is a (HL)0-module. Thus by Remark 2.1 we can form the semi-direct product (HL)0 ⋉
L(HL)1.
We will use the following lemma to define the semi-inert condition. Since this condi-
tion is not used in the statements or the proofs of Theorem A(i) and Theorem B(i) we
will take the liberty of using these results.
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Lemma 2.11. Let A be a free dga extension. Then the following conditions are equiva-
lent:
(a) (HL)0 ⋉ L(HL)1 ∼= (HL)0 ∐ LK for some free R-module K ⊂ (HL)1,
(b) (HL)1 is a free (HL)0-module, and
(c) gr1(HA) is a free gr0(HA)-bimodule.
Proof. (b) =⇒ (a) Let K be a basis for (HL)1 as a free (HL)0-module. Then
(HL)0 ⋉ L(HL)1 ∼= (HL)0 ∐ LK.
(a) =⇒ (c) Since A is a free dga extension, by Theorem A(i) or Theorem B(i),
gr∗(HA)
∼= U ((HL)0 ⋉ L(HL)1). So by (a),
gr∗(HA)
∼= U ((HL)0 ∐ LK) ∼= gr0(HA)∐ TK,
for some free R-module K ⊂ (HL)1. Therefore
gr1(HA)
∼= [gr0(HA)∐ TK]1
∼= gr0(HA)⊗K ⊗ gr0(HA).
(c) =⇒ (b) Let L′ = (HL)0 ⋉ L(HL)1. Then by Theorem A(i) or Theorem B(i),
gr∗(HA)
∼= UL′ and gr1(HA)
∼= (UL′)1. By (c), (UL
′)1 is a free (UL
′)0-bimodule. Then
we claim that it follows that L′1 is a free L
′
0-module. Indeed, if there is a nontrivial degree
one relation in L′ then there is a corresponding nontrivial degree one relation in UL′.
We say that a dga extension A is semi-inert if A is free and it satisfies the conditions
of the previous lemma. We justify this terminology with the following.
Lemma 2.12. An inert dga extension is semi-inert.
Proof. Let A be an inert dga extension. If R = Q or Fp then by Theorem 2.10 [dV ] is a
free Lie algebra. If R ⊂ Q then by Remark 2.8 for each p ∈ P˜ , A⊗ Fp is p-inert. So by
Theorem 2.10 for each p ∈ P˜ , [d¯V¯ ] is a free Lie algebra. So in either case A is a free dga
extension.
Since (HL)1 = 0, the semi-inert condition is trivially satisfied.
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Example 2.13. A semi-inert dga extension which is not inert.
Let R = Fp where p > 3 or R ⊂ Q containing
1
6
. Let L = (L〈x, y, a, b〉, d) where
|x| = |y| = 2, |a| = |b| = 7, dx = dy = 0, da = [[x, y], x] and db = [[x, y], y]. We will
show that UL is semi-inert dga extension of T〈x, y〉 but not an inert dga extension of
T〈x, y〉.
Let (Aˇ, dˇ) = U(L〈x, y〉, 0). Then H(Aˇ, dˇ) ∼= UL〈x, y〉, d′ = d and UL is a dga
extension of UL〈x, y〉. Since L〈x, y〉 is a free Lie algebra, if R is a field then by the
Schreier property the Lie ideal [R{da, db}] ⊂ L〈x, y〉 is automatically a free Lie algebra.
If R ⊂ Q then for each p ∈ P˜ , the Lie ideal [Fp{d¯a, d¯b}] ⊂ LFp〈x, y〉 is automatically a
free Lie algebra. Thus in either case UL is a free dga extension.
Let w = [a, y]− [b, x]. Then by anti-commutativity,
dw = [[[x, y], x], y]− [[[x, y], y], x]
= [[x, y], [x, y]]
= 0.
Since w is not a boundary 0 6= [w] ∈ (HL)1 and 0 6= [w] ∈ (HUL)1. Thus UL is not an
inert dga extension. By the definition of homology
(HL)0 ∼= L〈x, y〉
/ [
R{[[x, y], x], [[x, y], y]}
]
.
One can check that (HL)1 is freely generated by the (HL)0-action on [w]. Thus
(HL)0⋉L(HL)1 ∼= (HL)0∐L〈[w]〉. That is, UL is a semi-inert extension. Therefore by
part (ii) of either Theorem A or Theorem B,
HUL ∼= U((HL)0 ∐ L〈[w]〉)
as algebras. 
Example 2.14. Another semi-inert dga extension which is not inert.
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Let R = Fp where p > 3 or R ⊂ Q containing
1
6
. Let L = (L〈x, y, z, a, b, c〉, d) where
|x| = |y| = |z| = 2, |a| = |b| = |c| = 5 dx = dy = dz = 0, da = [y, z], db = [z, x], and
dc = [x, y]. UL is a free dga extension of UL〈x, y, z〉. As in the previous example, we
will show that UL is a semi-inert extension but not an inert extension.
Let w = [x, a]+[y, b]+[z, c]. By the Jacobi identity dw = 0. Since w is not a boundary
0 6= [w] ∈ (HL)1 and 0 6= [w] ∈ (HUL)1. Thus UL is not an inert dga extension. By
the definition of homology (HL)0 ∼= Lab〈x, y, z〉, where Lab denotes the free abelian Lie
algebra (that is all brackets are zero).
One can check that (HL)1 is freely generated by the (HL)0-action on [w]. Therefore
UL is a semi-inert extension and by part (ii) of either Theorem A or Theorem B,
HUL ∼= U((HL)0 ∐ L〈[w]〉)
as algebras. 
Example 2.15. A free extension which is not semi-inert.
Let R = Fp where p > 3 or R ⊂ Q containing
1
6
. Let L = (L〈x, a〉, d), where |x| is
odd, dx = 0 and da = [x, x]. Then UL is a free dga extension of UL〈x〉. Let u = [x, a]
Then du = [x, [x, x]] = 0 by the Jacobi identity. u is not a boundary so 0 6= [u] ∈ (HL)1
and 0 6= [u] ∈ (HUL)1. Thus UL is not an inert extension. By the definition of homology
(HL)0 ∼= Lab〈[x]〉, where Lab denotes the free abelian Lie algebra (where all brackets are
zero). However d(1
4
[a, a]) = [u, x], so [[u], [x]] = 0 and HUL 6= U(Lab〈[x]〉 ∐ L〈[u]〉).
Since the cycles of L in degree one are just R{u, [u, x]} and [u, x] is a boundary, by the
definition of homology (HL)1 = R{[u]}. So by part (i) of either Theorem A or Theorem
B, HUL ∼= U(Lab〈[x]〉 ⋉ L〈[u]〉) as algebras, where the semi-direct product is given by
[[x], [u]] = 0. Thus
HUL ∼= U(Lab〈[x]〉 × L〈[u]〉) ∼= U(Lab〈[x], [u]〉)
as algebras. 
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2.5 The spectral sequence of a dga extension
Let A be a dga extension of ((Aˇ, dˇ), L0). Then by definition A = (Aˇ ∐ TV1, d) where
d|Aˇ = dˇ and dV1 ⊂ ZAˇ. Also by definition H(Aˇ, dˇ)
∼= UL0 and d
′V1 ⊂ L0 where d
′ is the
induced differential d′ : V1
d
−→ ZAˇ→ H(Aˇ, dˇ)
∼=
−→ UL0.
A is filtered by taking F−1A = 0, F0A = Aˇ and for n ≥ 0, Fn+1A =
∑n
i=0 FiA · V1 ·
Fn−iA. Since dFnA ⊂ FnA and FnA · FmA ⊂ Fn+mA this makes A into a filtered dga.
There is an induced dga filtration on HA.
From the filtration of A there is an associated first quadrant spectral sequence
gr(A) =⇒ gr(HA)
which thus converges [McC01, Sel97]. Anick studied this spectral sequence [Ani82a] and
showed that it collapses under certain conditions. In Chapter 5 we will show that Anick’s
conditions are satisfied if the dga extension is free.
The E0 term is given by E0p,q = FpAp+q/Fp−1Ap+q, where Ak denotes the component
of A in dimension k. The differential d0 is the induced differential (from d) on gr(A).
Since dˇ does not lower filtration but d|V1 does, d
0|Aˇ = dˇ and d
0|V1 = 0. In fact (E
0A, d0) =
(Aˇ∐ TV1, dˇ), where dˇ|TV1 = 0. Therefore
E1A = H(E0A, d0) ∼= H(Aˇ, dˇ) ∐ TV1 ∼= U(L0 ∐ LV1).
One can check that the induced differential d1 is just the induced differential d′. Therefore
E2A ∼= HUL where L = (L0 ∐ LV1, d
′).
Since the spectral sequence converges, E∞ ∼= grHA. Our main algebraic result
(see Chapter 5) will involve showing that when the dga extension is free, the associated
spectral sequence collapses at the E2-term. That is, E∞ = E2.
Unfortunately since A is not bigraded as a dga, it is not necessarily the case that
gr(HA) ∼= HA as algebras. The following dga extension (which is not free) illustrates
this.
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Example 2.16. (Lˇ, dˇ) = (L〈x1, x2, y1, y2, u1, u2, v1, v2〉, dˇ) where for i = 1, 2, |xi| = |yi| =
2, dˇxi = dˇyi = 0, dˇui = [[x1, x2], yi] and dˇvi = [[y1, y2], xi]. Let (Aˇ, dˇ) = U(Lˇ, dˇ) and let
A = (Aˇ∐ T〈a, b〉, d) where da = x1 and db = [y1, y2].
Let {FiA} be the usual filtration. Let L0 = H(Lˇ, dˇ). Abusing notation we will refer
to the homology classes represented by xi and yi by xi and yi.
For i = 1, 2 let αi = [[a, x2], yi] − ui and βi = [b, xi] − vi. One can check that these
are cycles in F1A which are not boundaries in A.
Let γ = −[β1, x2] − [α1, y2] + [α2, y1] ∈ ZF1A. Let ǫ = [v1, x2] − [v2, x1] + [u1, y2] −
[u2, y1] ∈ ZF0A. Then one can check γ is not a boundary in A. Therefore [γ] 6= 0 ∈
F1HA. Thus
−[[β1], [x2]]− [[α1], [y2]] + [[α2], [y1]] 6= 0 ∈ HA. (2.3)
However
d([[a, b], x2]− [a, v2]) = γ − ǫ.
As a result [γ] = [ǫ] ∈ F0HA. For a cycle z¯ in A let [z¯] denote the corresponding
homology class in gr(HA). Therefore
−[[β¯1], [x¯2]]− [[α¯1], [y¯2]] + [[α¯2], [y¯1]] = 0 ∈ gr(HA). (2.4)
Comparing (2.3) and (2.4) we see that the multiplicative structure inHA and gr(HA)
is not the same.
Chapter 3
Basic Topology and Adams-Hilton
Models
In this chapter we review some basic topological results and Adams-Hilton models. We
also prove some results on Adams-Hilton models which we will need in Chapter 7.
3.1 Basic topology
We will work in the usual category studied in algebraic topology, that of compactly
generated topological spaces [May99, Sel97, Spa93, Whi78]. We will assume that all
of our spaces X are simply-connected. That is, X is path-connected and has trivial
fundamental group (π1(X) = 0) and that our spaces are pointed (also called based).
That is, they come with a chosen point called the basepoint and usually denoted ∗. The
pointed space (X, ∗) will usually be referred to as just X . All our maps are assumed to
be continuous and pointed. That is, f : (X, ∗) → (Y, ∗) satisfies f(∗) = ∗. Furthermore
we will assume that all of our spaces have ‘the weak homotopy type of a finite-type CW
complex.’ We explain this statement below.
Whenever we take products of infinitely many spaces we will always mean the weak
infinite product. That is, x ∈
∏
iXi implies that xi = ∗ for all but finitely many i. A
34
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weak product is a finite product or a weak infinite product.
Given spaces X and Y define the wedge X ∨Y to be the space obtained by attaching
X and Y at the basepoints. That is, X ∨ Y = {(x, y) ∈ X × Y | x = ∗ or y = ∗} with
basepoint (∗, ∗). Let an (n + 1)-cell be the unit disc en+1 = {x ∈ Rn+1 | ‖x‖ ≤ 1} and
let the n-sphere be its boundary Sn = {x ∈ Rn+1 | ‖x‖ = 1}.
Let W be a subspace of Z and f : W → X . Then the attaching map construction
builds a new space Y = (Z ∐ X)/∼ where f(w) ∼ w, ∀w ∈ W . This space is called
an adjunction space and we denote1 it by X ∪f Z and call f the attaching map. For
example if Z =
∨
j∈J e
nj+1 and W =
∨
j∈J S
nj then we say that the space Y is obtained
from X by attaching cells along W . In this case W → X → Y is a homotopy cofibration
[May99, Sel97, Spa93, Whi78]. A cofibration W → X is an inclusion and given any
homotopy H : W × I → A and an extension g : X → A of H|W×{0} there exists an
extension H ′ : X × I → A of H such that H ′|X×{0} = g.
A finite-type CW complex is any space X that can be constructed by the following
inductive procedure. Let X(0) be a finite set of points. Obtain X(n+1) from X(n) by
attaching a finite number of (n + 1)-cells along their boundary. Let X = ∪nX
(n). Call
X(n) the n-skeleton of X . Call a map f : X → Y between CW -complexes cellular if
f : X(n) → Y (n), ∀n.
Let I denote the unit interval [0, 1]. Two (pointed) maps f, g : X → Y are said to be
homotopy equivalent, written f ≃ g if there is a map (called a homotopy) H : X×I → Y
such that H(x, 0) = f(x), H(x, 1) = g(x) and H(∗, t) = ∗, ∀x ∈ X and ∀t ∈ I. This
is an equivalence relation. Let X and Y be two topological spaces. If there exist maps
f : X → Y and g : Y → X such that g ◦ f ≃ idX and f ◦ g ≃ idY then we say X is
homotopy equivalent to Y or X has the same homotopy type as Y , denoted X ≈ Y . This
is also an equivalence relation.
Let πn(X) be the set of homotopy classes of pointed maps from S
n → X . For n ≥ 1
1In the literature this space is sometimes also denoted by Z ∪f X .
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this is a group [Sel97, May99, Spa93, Whi78].
A map f : X → Y is called a weak homotopy equivalence if f# : πnX → πn(Y ) is
an isomorphism for all n. Topological spaces X and Y have the same weak homotopy
type if there exists a chain of weak homotopy equivalences X ← Z1 → · · · ← Zn → Y .
The following theorem shows that any topological space has the weak homotopy type of
a CW-complex.
Theorem 3.1 (The CW Approximation Theorem [Whi78, Theorem V.2.2]).
Given a topological space Y there is a CW-complex X and a map f : X → Y such that
f# : πn(X)→ πn(Y ) is an isomorphism for all n.
If Y is simply-connected then one can choose X such that X(1) = ∗.
In addition to the CW Approximation Theorem, the following two theorems show
why we can work in the category of CW-complexes and why it is convenient to do so.
Theorem 3.2 (The Cellular Approx. Theorem [Whi78, Theorem II.4.5]). Let
f : X → Y be a map between CW-complexes. Then there is a cellular map g : X → Y
such that f ≃ g.
Theorem 3.3 (The Whitehead Theorem for simply-connected CW-complexes
[Whi78, Theorems IV.7.13 and V.3.5]). Let X and Y be simply-connected CW-
complexes. Then X and Y are homotopy equivalent if and only X and Y are weak
homotopy equivalent if and only if ∃ f : X → Y such that f∗ : Hn(X) → Hn(Y ) is an
isomorphism ∀n.
Given a (based) topological space (X, ∗) let ΩX denote the set of (based) loops in X .
That is, ΩX = Map∗((S
1, ∗) → (X, ∗)), where Map∗(X, Y ) denotes the pointed maps
from X to Y with the compact-open topology (see [Sel97, May99, Spa93, Whi78]). The
constant map (S1, ∗)
∗
−→ (∗, ∗) is the basepoint of ΩX . ΩX is called the loop space on
X and H∗(ΩX ;R) is called the loop space homology of X . A key property of ΩX is the
following.
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Lemma 3.4 ([Whi78, Corollary IV.8.6]). ∀n ≥ 1, πn(ΩX) ∼= πn+1(X).
Thus we can study the homotopy groups of X by studying ΩX . From our point of
view the main advantage of studying ΩX is that the homology groups of ΩX have the
structure of a Hopf algebra whereas the homology groups of X do not have the structure
of an algebra. The algebra structure of H∗(ΩX) can reveal important information about
the homotopy type of X .
There is a natural map
hX : π∗(ΩX)⊗ R→ H∗(ΩX ;R) (3.1)
called the Hurewicz map and defined as follows. For α ∈ πn(ΩX)⊗R choose a represen-
tative a : Sn → ΩX . Then there is an induced map a∗ : H∗(S
n;R) → H∗(ΩX ;R). Let
hX(α) = a∗(ιn), where ιn is a generator for Hn(S
n). One can check that this map is well
defined and is in fact a homomorphism.
Concatenation of loops induces an algebra structure on H∗(ΩX ;R) [Sel97] called the
Pontrjagin product. If f : X → Y then using this algebra structure on H∗(ΩX ;R) and
H∗(ΩY ;R) the induced map
(Ωf)∗ : H∗(ΩX ;R)→ H∗(ΩY ;R) (3.2)
is an algebra map. Using this algebra structure, the commutator bracket [a, b] = ab −
(−1)|a||b|ba gives H∗(ΩX ;R) the structure of a Lie algebra.
Given α ∈ πm(ΩX)⊗ R and β ∈ πn(ΩX) ⊗ R define [α, β] ∈ πm+n(ΩX)⊗ R, called
the Samelson product, as follows. Let f : Sm → ΩX and g : Sn → ΩX be representatives
of α and β. Define h : Sm × Sn → ΩX by letting h(x, y) be the loop obtained by
concatenating the loops f(x), g(y), −f(x) and −g(y), where the negative of a loop is
the loop traced in reverse. Since h|Sm∨Sn is contractible one can show that there is an
induced map Sm+n → ΩX . Let [α, β] be the homotopy class of this map. One can check
that the Samelson product gives π∗(ΩX)⊗ R the structure of a Lie algebra [Sel97].
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Using these products the Hurewicz map hX : π∗(ΩX) ⊗ R → H∗(ΩX ;R) is a Lie
algebra map [Sam53]. Let LX denote the image of hX and call this Lie subalgebra of the
loop space homology the Hurewicz images. A map f : W → X induces a map LW → LX .
Denote the image of this map by LWX , and let [L
W
X ] be the Lie ideal in LX generated by
LWX .
Given α ∈ πm(X) and β ∈ πn(X) there is a Whitehead product [α, β] ∈ πm+n−1(X)
which can be defined as follows. Let ωm,n : S
m+n−1 → Sm ∨ Sn be the attaching map of
the top cell in Sm × Sn. An explicit description is given in [FHT01]. [α, β] is then the
homotopy class represented by the composite Sm+n−1
ωm,n
−−−→ Sm ∨ Sn
a,b
−→ X where a and
b are representatives of α and β. Up to sign, the Whitehead product can also be defined
using the adjoint (defined below) of the Samelson product [Sel97].
Assume R ⊂ Q is a subring containing 1
6
and assume H∗(ΩX ;R) is torsion-free. Let
P be the set of invertible primes in R, and let P˜ = {p ∈ Z | p is prime and p /∈ P}∪{0}.
Let F0 = Q. Then ∀p ∈ P˜ we have the commutative diagram
π∗(ΩX)⊗R
hX //
⊗Fp

H∗(ΩX ;R)
⊗Fp

π∗(ΩX)⊗ Fp
hX⊗Fp// H∗(ΩX ;R)⊗ Fp
∼= // H∗(ΩX ;Fp)
where the bottom right map is the isomorphism given by the Universal Coefficient The-
orem. Abusing notation we will refer to the composition of the bottom two maps as
hX ⊗Fp and refer to its image as LX ⊗Fp. It is easy to check that this is the same as the
map hX : π∗(ΩX)⊗ Fp → H∗(ΩX ;Fp) defined in (3.1) when R = Fp. We will sometimes
denote hX ⊗ Fp and LX ⊗ Fp by h¯X and L¯X omitting p from the notation.
If f : W → X and H∗(ΩW ;R) and H∗(ΩX ;R) are R-free then ∀p ∈ P˜ there is an
induced map L¯W → L¯X . Denote the image of this map by L¯
W
X , and let [L¯
W
X ] be the Lie
ideal in L¯X generated by L¯
W
X .
When R = Q Milnor and Moore [MM65] proved the following major result about the
rational Hurewicz map.
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Theorem 3.5 (The Milnor-Moore Theorem [MM65]). The rational Hurewicz ho-
momorphism hX : π∗(ΩX) ⊗ Q → H∗(ΩX ;Q) is an injection, and furthermore, as
algebras H∗(ΩX ;Q) ∼= ULX .
In Theorems E and F we prove versions of this theorem for more general coefficient
rings under certain hypotheses. See [Sco] for another extension of the Milnor-Moore
Theorem.
Given a space X define the (reduced) suspension ΣX , as follows. Let ΣX = (X×I)/∼
where (a, 0) ∼ (b, 0), (a, 1) ∼ (b, 1) and (∗, s) ∼ (∗, t), ∀a, b ∈ X and ∀s, t ∈ I. The
basepoint is the equivalence class of (∗, 0). For example ΣSn ∼= Sn+1 and Σ
(∨
j S
nj
)
≈∨
j S
nj+1.
Given a map g : ΣX → Y there is an adjoint map gˆ : X → ΩY defined by gˆ(x)(t) =
g(x, t) for x ∈ X and t ∈ I. Let α : X → ΩΣX be the adjoint of idΣX .
Theorem 3.6 (The Bott-Samelson Theorem [BS53]). Let R be a principal ideal
domain and let X be a connected space such that H∗(X ;R) is torsion-free. Then
H∗(ΩΣX ;R) ∼= T(H˜∗(X ;R)).
Furthermore α : X → ΩΣX induces the canonical inclusion H˜∗(X ;R) →֒ T(H˜∗(X ;R)).
Example 3.7. H∗(ΩS
n+1;R) ∼= T〈x〉 ∼= UL〈x〉 where |x| = n. Furthermore x =
hSn+1([α]) where α : S
n → ΩSn+1 is defined above. Therefore H∗(ΩS
n+1;R) ∼= ULSn+1 .
Example 3.8. H∗(Ω(
∨
j∈J S
nj+1);R) ∼= TV ∼= ULV where V is a free R-module with
basis {xj}j∈J and |xj| = nj . Let ιj : S
nj →
∨
j∈J S
nj denote the inclusion of one of the
spheres. Then xj = h∨ Snj+1([α ◦ ιj ]) and hence H∗(Ω(∨j∈J Snj+1);R) ∼= UL∨ Snj+1 .
In Section 4.3 we will need the following infinite mapping telescope construction for
the localization of CW-complexes. Let
X1
j1
−→ X2
j2
−→ . . .Xn
jn
−→ . . .
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be a sequence of maps between topological spaces. The infinite mapping telescope of this
sequence is the space
T =
(
∞∐
n=1
(Xn × [n− 1, n])
)/
∼ where (xn × {n}) ∼ (jn(xn)× {n}).
3.2 Adams-Hilton models
Let R be a principal ideal domain containing 1
6
. Given a differential graded algebra
(dga) A, a dga morphism A′ → A is called a model for A if it induces an isomorphism on
homology. If A′ ∼= (TV, d) then it is called a free model. A model for a simply-connected
topological space Z means a model for CU1∗ (ΩZ) where CU
1
∗ ( ) is the first Eilenberg
subcomplex of the cubical singular chain complex. If such a model is free it is called an
Adams-Hilton model (AH-model) [AH56].
Every simply-connected topological space Z has a (non-unique) AH-model
θZ : A(Z)
≃
→ CU1∗ (ΩZ).
This induces an isomorphism of algebras H∗(A(Z))
∼=
→ H∗(ΩZ;R). We will usually
denote an Adams-Hilton model by just A(Z). We state some basic properties of these
models.
For any map f : X → Y between simply-connected CW-complexes and any choice of
Adams-Hilton models (A(X), θX) and (A(Y ), θY ) there is a dga homomorphism A(f) :
A(X)→ A(Y ) which comes with a dga homotopy ψf from CU
1
∗ (Ωf) ◦ θX to θY ◦A(f).
If X is a finite-type CW-complex then a CW-structure on X determines an Adams-
Hilton model on X as follows. The CW-structure gives a sequence of cofibrations
∨
j∈Jn
Snj
∨
αn,j
−−−→ X(n) → X(n+1)
where X(n) is the n-skeleton of X and each index set Jn is finite. Let {xn,j}j∈Jn be a set
of graded elements with |xn,j| = n. Let Vn = R{xn,j}j∈Jn and let V =
⊕
n Vn. One can
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choose (TV, d) as an AH-model for X , where the differential is defined inductively and
satisfies dxn,j ⊂ Z(T
(⊕n−1
i=1 V1
)
, d).
Let f : W → X be a map between finite-type simply-connected CW-complexes where
W =
∨
j∈J S
nj , f =
∨
j∈J αj, H∗(ΩX ;R) is torsion-free and H∗(ΩX ;R)
∼= ULX (recall
LX from Section 3.1). Let Y be the adjunction space X ∪f
(∨
j∈J e
nj+1
)
. Then one can
take
A(Y ) = A(X)∐ T〈yj〉j∈J , (3.3)
where T〈yj〉j∈J is the tensor algebra on the free R-module R{yj}j∈J and A ∐ B is the
coproduct or free product of A and B. The differential on A(Y ) is an extension of the
differential on A(X) satisfying dyj ∈ A(X). Furthermore if d
′ is the induced map
d′ : R{yj} → ZA(X)։ HA(X)
∼=
−→ H∗(ΩX ;R)
∼=
−→ ULX
then d′yj = hX(αj) ∈ LX . That is, A(Y ) is a dga extension (see Section 2.4) of
(A(X), LX).
We can filter A(Y ) as a dga by taking F−1A(Y ) = 0, F0A(Y ) = A(X) and for i ≥ 0,
Fi+1A(Y ) =
∑i
j=0 FjA(Y ) · R{yj}j∈J · Fi−jA(Y ). This filtration induces a filtration
on HA(Y ). From the filtration on A(Y ) we get a first quadrant spectral sequence
gr(A(Y )) =⇒ gr(HA(Y )) (see Section 2.5).
3.3 Some lemmas
We will prove some results using Adams-Hilton models which we will need in Chapter 7.
Let R be a principal ideal domain containing 1
6
.
First we need the following Adams-Hilton models of some standard spaces. Recall
from Section 3.2 that there is an Adams-Hilton model corresponding to a CW structure.
Consider Sm with the CW structure Sm0
∼= ∗ ∪ em. Its corresponding AH model is
(T〈a〉, 0) where |a| = m− 1. Attach another cell to get the disk Dm+10
∼= Sm0 ∪ e
m+1. Its
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corresponding AH model is (T〈a, b〉, d) where |a| = m− 1, |b| = m, da = 0 and db = a.
We fix the AH model for the inclusion ι0 : S
m
0 →֒ D
m+1
0 to be the homomorphism defined
by A(ι0)(a) = a.
For any s, the sphere also has the following more complicated CW structure
Sm+1s
∼=
(
s∨
k=1
Dm+10
)
∪∑s
k=1 ιk
em+1
where the attaching map for the last cell is given by the inclusions of the spheres into∨s
k=1 S
m
0 . Its corresponding AH model is (T〈a1, . . . as, b0, . . . bs〉, d) where |ai| = m −
1 |bi| = m, dai = 0, dbi = ai for 1 ≤ i ≤ s, and db0 = a1 + . . . + as. Furthermore there
is a homeomorphism
Ψ : Sm+10
∼=
→ Sm+1s (3.4)
which has an Adams-Hilton model that sends a to b1 + . . .+ bs − b0.
Recall from Section 3.1 that the Whitehead product is defined using a map ωm,n :
Sm+n−10 → S
m
0 ∨S
n
0 . If we take (T〈am+n−1〉, 0) and (T〈am, an〉, 0) to be the Adams-Hilton
models of those spaces then by [AH56, Corollary 2.4] we may take A(ωm,n)(am+n−1) =
±[am, an]. We will make use of the following fact.
Lemma 3.9. [Ani89, Lemma 5.2] Let (T〈a, b〉, d) with db = a be an AH model for
Dm+n0 . Let (T〈a
′, b′, c′〉, d) be an AH model for Dm+10 ∨ S
n
0 where c
′ corresponds to the
Sn0 and d(b
′) = a′. Then there is an extension of ±ωm,n : S
m+n−1
0 → S
m
0 ∨ S
n
0 to a map
f : Dm+n0 → D
m+1
0 ∨ S
n+1
0 whose AH model may be chosen so as to satisfy
A(f)(a) = [a′, c′], A(f)(b) = [b′, c′], and ψf(a) ∈ CU∗(Ω(S
m
0 ∨ S
n
0 )).
From this we prove the following lemma which we will need in Chapter 7 to construct
a map Sm+1 → Y . It is a slight generalization of [Ani89, Lemma 5.3] and we copy Anick’s
proof.
Lemma 3.10. Suppose we are given a simply-connected space X for which there exists
a Lie algebra map σX right inverse to hX . In addition we are given c ∈ R, a map
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α : Sn+10 → X, and xi ∈ ZA(X), for i = 1, . . . t such that [xi] ∈ LX and βi : S
ni+1 → X is
the adjoint of σX([xi]). Choose an Adams-Hilton model A(α). Let z = A(α)(a) ∈ A(X)
and let Y = X ∪α e
n+2. Then we can choose A(Y ) = A(X) ∐ T〈y〉 with dy = z. In
addition there exists a map g : (Dm+10 , S
m
0 ) → (Y,X) such that g|Sm0 = ǫc[[α, β1, . . . βt],
where ǫ = ±1. Furthermore A(g) may be chosen so that A(g)(a) = c[[z, x1, . . . xt] and
A(g)(b) = c[[y, x1, . . . xt] and the dga homotopy ψg(a) lies in the submodule CU∗(ΩX) ⊂
CU∗(ΩY ).
Proof. The proof is by induction on t, the length of the list of indices. When t = 0,
[AH56, Theorem 3.2] tells us that the AH model A(α) may be extended over A(Dn+20 )
such that the generators a and b are sent to z and y. Composing this with the degree c
map from Dn+20 to itself gives the map g for which A(g)(a) = cz and A(g)(b) = cy.
For the inductive step, suppose the result to be true when the list has t− 1 elements.
Let m′ = n+ 1 + n1 + . . .+ nt−1. Then the inductive hypothesis gives us a map
g′ : (Dm
′+1
0 , S
m′
0 )→ (Y,X)
satisfying A(g′)(a′) = c[[z, x1, . . . xt−1], A(g
′)(b′) = c[[y, x1, . . . xt−1] and furthermore
ψg(a
′) ∈ CU∗(ΩX). Define a map
g′′ = g′ ∨ βt : (D
m′+1
0 ∨ S
nt+1
0 , S
m′
0 ∨ S
nt+1
0 )→ (Y,X)
with A(g′′) an extension of A(g′) such that A(g′′)(c′) = xt where c
′ is the generator
corresponding to Snt+10 . Let f denote the map of Lemma 3.9, where m = m
′ and
n = nt + 1, and set g = g
′′ ◦ f . Take A(g) = A(g′′) ◦ A(f). Then g has the desired
properties.
Chapter 4
The Cell Attachment Problem
In this chapter we review various topological constructions and results. We also motivate
and define our main topological objects of study: cell attachments which are free and
semi-inert.
4.1 Whitehead’s cell-attachment problem
One of the oldest questions in homotopy theory asks what effect attaching one or more
cells has on the homotopy groups and loop space homology groups of a space. This
questions was perhaps first considered by J.H.C. Whitehead [Whi41], [Whi39, Section 6],
around 1940.
The cell attachment problem: Given a simply-connected topological space X and a
cofibration ∨
j∈J
Snj
f=
∨
αj
−−−−→ X
i
−→ Y
how is H∗(ΩY ;R) related to H∗(ΩX ;R) and how is π∗(Y ) related to π∗(X)?
We assume that H∗(ΩX ;R) is torsion-free. This condition is trivial if R is a field. For
R ⊂ Q one can often reduce to this case by localizing (see Section 4.3) away from a finite
set of primes. Even if the loop space homology of a given space has torsion at infinitely
44
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many primes [Ani86, Avr86] one might be able to study the given space by including into
a space X such that H∗(ΩX ;R) is torsion-free [Ani89].
The inclusion i induces an algebra map (Ωi)∗ : H∗(ΩX ;R)→ H∗(ΩY ;R) (see (3.2)).
Recall (from Section 3.1) that hX denotes the Hurewicz map and that αˆj is the adjoint of
αj . LetW =
∨
j∈J S
nj , let aj = hX(αˆj) and let V1 = R{yj}j∈J where |yj| = |aj|+1. Using
the notation of Section 3.1, LWX is the Lie subalgebra of LX ⊂ H∗(ΩX ;R) generated by
{aj}j∈J . Let (L
W
X ) ⊂ H∗(ΩX ;R) be the two-sided ideal generated by L
W
X . Since (Ωi)∗ is
an algebra map (Ωi)∗((L
W
X )) = 0 and hence (Ωi)∗ factors through the quotient map.
H∗(ΩX ;R)
((RR
RRR
RRR
RRR
RR
(Ωi)∗ // H∗(ΩY ;R)
H∗(ΩX ;R)/(L
W
X )
g
66lllllllllllll
(4.1)
We will say that the attaching map f is inert [HL87] if H∗(ΩX ;R)/(L
W
X ) is torsion-free
and g is an isomorphism.
Remark 4.1. Note that if R ⊂ Q and f is inert then H∗(ΩY ;R) is R-free. Thus by the
Universal Coefficient Theorem ∀p ∈ P˜ , H∗(ΩY ;Fp) ∼= H∗(ΩX ;Fp)/(L¯WX ). That is, f is
inert over Fp (p-inert in [HL96]).
Example 4.2. X = S3a∨S
3
b and Y = X∪f e
8, where f is the iterated Whitehead product
[[ιa, ιb], ιb] with ιa and ιb the inclusions of S
3
a and S
3
b in X .
By the Bott-Samelson Theorem (Theorem 3.6) H∗(ΩX ;R) ∼= T〈x, y〉. Let I be the
two-sided ideal in H∗(ΩX ;R) generated by the image of f . That is, I is the two-sided
ideal generated by [[x, y], y].
For an Adams-Hilton model of Y we can take (see Section 3.2) UL(Y ) where L(Y ) =
(L〈x, y, a〉, d), dx = dy = 0 and da = [[x, y], y]. So H∗(ΩY ;R) ∼= HUL(Y ) as algebras.
By Example 2.9 HUL(Y ) ∼= U(L〈x, y〉/[[x, y], y]) ∼= UL〈x, y〉/([[x, y], y]) as algebras.
Thus H∗(ΩY ;R) ∼= H∗(ΩX ;R)/I as algebras and f is an inert attaching map. 
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If R is a field then Halperin and Lemaire [HL87] showed that g is surjective if and only
if it is an isomorphism. In general the map g in (4.1) need not be injective or surjective.
The attaching map f is said to be nice [HL96] if the map g (4.1) is injective. As we will
see in Example 4.8 f can be nice but not inert.
The following theorem gives an equivalent characterization of the inert condition. We
will use it as motivation to generalize the inert condition. It is proved by Halperin and
Lemaire [HL87, Theorem 3.3] if R = Q, and Fe´lix and Thomas [FT89, Theorem 1] if R
is a field of characteristic 6= 2.
Theorem 4.3 ([HL87, FT89]). Let J = [LWX ] ⊂ LX be the Lie ideal of LX generated
by LWX . If R = Q or Fp where p > 3 then f is an inert attaching map if and only if
(i) J is a free Lie algebra, and
(ii) J/[J, J ] is a free U(LX/J)-module.
We will study attaching maps which in general do not satisfy the second condition.
If R = Q or Fp we define f to be a free attaching map if [LWX ] ⊂ LX is a free Lie algebra.
If R ⊂ Q we define the attaching map f to be free if for each p ∈ P˜ , [L¯WX ] ⊂ L¯X is a free
Lie algebra.
This condition is a broad generalization of the inert condition and we will prove
results about H∗(ΩY ;R) if f is a free cell attachment (see part (i) of Theorems C and
D). However many free cell attachments satisfy a second condition. We define this
condition below and call it the semi-inert condition. Under this condition we are able to
determine H∗(ΩY ;R) as an algebra (see part (ii) of Theorems C and D). We will show
that it too is a generalization of the inert condition.
We will use the following filtration on H∗(ΩY ;R). Recall from Section 3.2 that X
and Y have Adams-Hilton models A(X) and A(Y ) satisfying A(Y ) = A(X) ∐ TV1
where V1 = R{yj}j∈J . A(Y ) is filtered by taking F−1A(Y ) = 0, F0A(Y ) = A(X) and
for n ≥ 0, Fn+1A(Y ) =
∑n
i=0 FiA(Y ) · V1 · Fn−iA(Y ). Since dFnA(Y ) ⊂ FnA(Y ) and
FnA(Y )·FmA(Y ) ⊂ Fn+mA(Y ) this makes A(Y ) into a filtered dga. There is an induced
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dga filtration on HA(Y ). Since H∗(ΩY ;R) ∼= HA(Y ) there is a corresponding filtration
on H∗(ΩY ;R). Let gr∗(H∗(ΩY ;R)) be the associated graded object. For degree reasons
gr1(H∗(ΩY ;R)) is a gr0(H∗(ΩY ;R))-bimodule.
Let L = (LX ∐ LV1, d′) where d′yj = hX(αˆj). Note that [dV1] = [LWX ]. If we let LX
be in degree 0 and V1 be in degree 1 then L is a bigraded dgL and HL is a bigraded
Lie algebra. Let (HL)i denote the component of HL in degree i. Then for degree
reasons (HL)1 is a (HL)0-module. Thus by Remark 2.1 there exists a semi-direct product
(HL)0 ⋉ L(HL)1.
We will use the following lemma to define the semi-inert condition. Since this condi-
tion is not used in the statements or the proofs of Theorem C(i) and Theorem D(i) we
will take the liberty of using these results.
Lemma 4.4. Let f : W → X be a free cell attachment and let Y be the corresponding
adjunction space. Then the following conditions are equivalent:
(a) (HL)0 ⋉ L(HL)1 ∼= (HL)0 ∐ LK for some free R-module K ⊂ (HL)1,
(b) (HL)1 is a free (HL)0-module, and
(c) gr1(H∗(ΩY ;R)) is a free gr0(H∗(ΩY ;R))-bimodule.
Proof. The proof of this lemma is the same as the proof of Lemma 2.11.
(b) =⇒ (a) LetK be a basis for (HL)1 as a free (HL)0-module. Then (HL)0⋉L(HL)1 ∼=
(HL)0 ∐ LK.
(a) =⇒ (c) Since f is a free cell attachment, by Theorem C(i) or Theorem D(i),
gr∗(H∗(ΩY ;R))
∼= U ((HL)0 ⋉ L(HL)1). So by (a),
gr∗(H∗(ΩY ;R))
∼= U ((HL)0 ∐ LK) ∼= gr0(H∗(ΩY ;R))∐ TK,
for some free R-module K ⊂ (HL)1. Therefore
gr1(H∗(ΩY ;R))
∼= [gr0(H∗(ΩY ;R))∐ TK]1
∼= gr0(H∗(ΩY ;R))⊗K ⊗ gr0(H∗(ΩY ;R)).
(c) =⇒ (b) Let L′ = (HL)0 ⋉ L(HL)1. Then by Theorem C(i) or Theorem D(i),
gr∗(H∗(ΩY ;R))
∼= UL′ and gr1(H∗(ΩY ;R))
∼= (UL′)1. By (c), (UL
′)1 is a free (UL
′)0-
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bimodule. We claim that it follows that L′1 is a free L
′
0-module. Indeed, if there is a
nontrivial degree one relation in L′ then there is a corresponding nontrivial degree one
relation in UL′.
We say that a cell attachment f is semi-inert if f is free and it satisfies the conditions
of the previous lemma. We justify this terminology with the following lemma.
Lemma 4.5. An inert attaching map is semi-inert.
Proof. Let f be an inert attaching map. If R = Q or Fp then by Theorem 4.3 [dV1]
is a free Lie algebra. If R ⊂ Q then by Remark 4.1 ∀p ∈ P˜ , f ⊗ Fp is p-inert. So by
Theorem 4.3 for each p ∈ P˜ , [d¯V¯1] is a free Lie algebra. So in either case f is free.
Since (HL)1 = 0, the semi-inert condition is trivially satisfied.
Remark 4.6. For two-cones there is a nice equivalent condition to the semi-inert condi-
tion. It is known that the attaching map of a two cone Y is inert iff gldimH∗(ΩY ) ≤ 2.
Using the main result of [FL92] it follows directly that the attaching map of a two cone
Y is semi-inert iff gldimH∗(ΩY ) ≤ 3.
Example 4.7. Let X = S3a∨S
3
b and let ιa, ιb denote the inclusions of the spheres into X .
Let Y = X∪α1∨α2 (e
8∨e8) where the attaching maps are given by the iterated Whitehead
products α1 = [[ιa, ιb], ιa] and α2 = [[ιa, ιb], ιb].
Let W = S7 ∨ S7 and for i = 1, 2 let αˆi : S
6 → ΩX denote the adjoint of αi. Then
W
α1∨α2−−−→ X → Y is a homotopy cofibration and [LWX ] = [hX(αˆ1), hX(αˆ2)].
Y has an Adams-Hilton model (see Section 3.2) U(L, d) where L = L〈x, y, a, b〉, |x| =
|y| = 2, dx = dy = 0, da = [[x, y], x] and db = [[x, y], y]. Furthermore hX(αˆ1) = [da] and
hX(αˆ2) = [db].
By Example 2.13, as algebras
HU(L, d) ∼=
(
H∗(ΩX ;R)/(L
W
X )
)
∐ T〈[w]〉,
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where w = [a, y] − [b, x]. Thus α1 ∨ α2 is nice but not inert. From Example 3.8
H∗(ΩX ;R) ∼= ULX . Thus as algebras
H∗(ΩY ;R) ∼= U
(
LX/[L
W
X ]∐ L〈[w]〉
)
.
Therefore α1 ∨ α2 is a semi-inert attaching map. 
Example 4.8. The 6-skeleton of S3 × S3 × S3.
This space Y is also known as the fat wedge [Sel97] FW (S3, S3, S3). Let X = S3a ∨
S3b ∨ S
3
c . Let ιa, ιb and ιc be the inclusions of the respective spheres. Let W =
∨3
j=1 S
5.
Then Y = X ∪f (
∨3
j=1 e
6
j ) where f : W → X is given by
∨3
j=1 αj with α1 = [ιb, ιc],
α2 = [ιc, ιa] and α3 = [ιa, ιb]. Let αˆj : S
2 → ΩX denote the adjoint of αj . Let I denote
the two-sided ideal of H∗(ΩX ;R) generated by {hX(αˆj)}j∈J .
Then Y has Adams-Hilton model (see Section 3.2) U(L, d) where L = L〈x, y, z, a, b, c〉,
|x| = |y| = |z| = 2, dx = dy = dz = 0, da = [y, z], db = [z, x] and dc = [x, y]. By
Example 2.14, as algebras HU(L, d) ∼= U(Lab〈[x], [y], [z]〉 ∐ L〈[w]〉) where w = [a, x] +
[b, y] + [c, z]. Therefore, as algebras
H∗(ΩY ;R) ∼= (H∗(ΩX ;R)/I)∐ T〈[w]〉.
Thus f is nice but not inert.
From Example 3.8 H∗(ΩX ;R) ∼= ULX . Let [L
W
X ] ⊂ LX be the Lie ideal generated by
LWX . Then as algebras
H∗(ΩY ;R) ∼= U
(
(LX/[L
W
X ])∐ L〈[w]〉
)
.
Therefore f is a semi-inert attaching map. 
4.2 Correspondence between topology and algebra
Let R = Q or Fp where p > 3 or R ⊂ Q be a subring containing
1
6
. Let W
f
−→ X → Y be
the cofibration in the previous section whereW =
∨
j∈J S
nj , f =
∨
j∈J αj and H∗(ΩX ;R)
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is torsion-free. Let αˆj denote the adjoint of αj. LetA(X) andA(Y ) be the corresponding
AH-models given in Section 3.2. Recall that A(Y ) = A(X)∐ T〈yj〉j∈J .
Recall from Section 3.1 that LX is the image of the Hurewicz map. Assume that
H∗(ΩX ;R) ∼= ULX as algebras. Let d
′ : R{yj} → ZA(X) → HA(X)
∼=
−→ ULX be the
induced map. Recall from Section 3.2 that d′yj = hX(αˆj) ∈ LX . That is, A(Y ) is a dga
extension of (A(X), LX) (see Section 2.4). Therefore the notation L = (LX∐T〈yj〉j∈J , d′)
defined in Section 4.1 is consistent with the notation defined in Section 2.4.
In fact if V1 = R{yj}j∈J then d
′V1 ⊂ L
W
X and the Lie subalgebra of LX generated by
d′V1 is L
W
X . Recall that [V ] ⊂ LX denotes the Lie ideal generated by V ⊂ LX . Therefore
[LWX ] = [d
′V1]. Similarly if R ⊂ Q then for each p ∈ P˜ , [L¯WX ] = [d¯
′V¯1].
Recall from Section 4.1 that if R = Q or Fp then f is free if [L
W
X ] ⊂ LX is a free Lie
algebra, and if R ⊂ Q then f is free if for each p ∈ P˜ , [L¯WX ] ⊂ L¯X is a free Lie algebra.
Also recall from Section 2.4 that if R = Q or Fp then A(Y ) is a free dga extension of
A(X) if [d′V1] ⊂ LX is a free Lie algebra and if R ⊂ Q then A(Y ) is a free dga extension
of A(X) if for each p ∈ P˜ , [d¯′V¯1] ⊂ L¯X is a free Lie algebra.
Since [LWX ] = [d
′V1] and [L¯
W
X ] = [d¯
′V¯1], the conditions for f being free and A(Y ) being
a free dga extension of A(X) coincide. Likewise the inert and semi-inert conditions (see
Sections 4.1 and 2.4) coincide.
4.3 Loop space decomposition theory
Let X denote a simply-connected CW complex of finite type. Let R ⊂ Q be a subring
of the rationals containing 1/2 and 1/3. Let P be the set of primes invertible in R. Let
F = Q or Fp, where p /∈ P .
An important idea in homotopy theory is to show that a given loop space is homotopy
equivalent to a product of other spaces [CMN79a, Hus80, Coh95]. In particular, one can
try and show that a space is homotopy equivalent to a product of simpler atomic spaces
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(defined below). These simpler spaces will have the property that their loop spaces are
not homotopy equivalent to any nontrivial product. For example, if one can show that
ΩY ≈
∏
i Yi then πn(Y )
∼= πn−1(ΩY ) ∼=
∏
i πn−1(Yi).
A space Y is called atomic if it is r-connected, πr+1(Y ) is a cyclic abelian group, and
any self-map f : Y → Y inducing an isomorphism on πr+1(Y ) is a homotopy equivalence.
Let S = {S2m−1, ΩS2m+1 |m ≥ 1}. The spaces in S are atomic. Let
∏
S be the collection
of spaces homotopy equivalent to a weak product of spaces in S. The properties of the
homotopy groups of spaces in
∏
S are determined by the properties of the homotopy
groups of spheres. For example if ΩX ∈
∏
S then X ‘satisfies the statement of the
Moore conjecture’ [Sel88]. We make a brief digression explaining this statement.
Let X be a finite simply-connected CW-complex. The homotopy groups of X ,
{πn(X)}n≥2, are finitely-generated abelian groups. As such, each has a torsion-free sub-
group Zrn , and for each prime p, a finite subgroup Gn,p of the elements with order p
t
for some t. Since each p-torsion subgroup Gn,p is finite, there is a number m such that
pm ·Gn,p = 0. After tensoring πn(X) with the rational numbers Q, only the torsion-free
subgroup remains.
Call an integerM an exponent for a group G ifM ·x = 0 ∀x ∈ G. Call pM a homotopy
exponent for X at the prime p if ∀n, pM ·Gn,p = 0. Call p
M an eventual H-space exponent
for X at the prime p if pM is an exponent for ΩNX for sufficiently large N . The existence
of an eventual H-space exponent implies the existence of a homotopy exponent.
We say that X is rationally elliptic if π∗(X)⊗Q is finite. Otherwise X is said to be
rationally hyperbolic. The Rational Dichotomy Theorem of Fe´lix, Halperin and Thomas
[FHT82, Fe´l89, FHT01] states that if X is rationally hyperbolic then π∗(X) ⊗ Q grows
exponentially. Similarly H∗(ΩX ;Q) grows polynomially for rationally elliptic spaces and
exponentially for rationally hyperbolic spaces.
In the late 1970’s, J.C. Moore conjectured a deep connection between the rational
homotopy groups π∗(X)⊗Q and the p-torsion subgroups for each prime p [Sel88].
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Conjecture 4.9 (The Moore conjecture). Let X be a simply-connected finite CW-
complex.
(a) if X is rationally elliptic then X has an eventual H-space exponent at every prime p,
and
(b) if X is rationally hyperbolic then X does not have a homotopy exponent at any prime
p.
This conjecture has been verified to hold for all but finitely many primes for elliptic
spaces [MW86] and for 2-cones [Ani89], but there have been only sparse results for spaces
outside these two classes [NS82, Sel83].
Lemma 4.10. If ΩX ∈
∏
S then for all primes p, X is rationally elliptic if and only X
has a homotopy exponent at p if and only if X has an eventual H-space exponent at p.
Proof. By assumption ΩX ≈
∏
i∈I Ti for some Ti ∈ S. Then X is rationally elliptic if and
only if I is finite. By [CMN79c, CMN79b] and [Gra69] this coincides with the existence
of a homotopy exponent and an eventual H-space exponent.
From this it follows immediately:
Corollary 4.11. Let R ⊂ Q be a subring containing 1
6
. Let W → X → Y be a cell
attachment satisfying the assumptions of Theorem F. Then ∀p /∈ PY (see Section 4.4),
Y is rationally elliptic iff Y has a homotopy exponent at p iff Y has an eventual H-space
exponent at p.
Let R ⊂ Q be a subring with invertible primes P and let X be a simply-connected
topological space. Then there exists a topological analogue to the algebraic localization
of a Z-module at R. We will denote the localization at R by XR which we will also call
the localization away from P .
There are many localization constructions. Perhaps the most widely used is that of
Bousfield and Kan [BK72] (outlined in [Sel97]). We present a simple construction for the
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localization of CW-complexes [FHT01]. One can construct SnR to be the infinite mapping
telescope (see Section 3.1) of the sequence of maps
Sn
j1
−→ Sn
j2
−→ Sn
j3
−→ . . . Sn
jn
−→ . . .
where jk is the degree mk map where mk is the product of the first k primes in P .
Note that en+1 ∼= (Sn × I)/(Sn × {0}). We can localize the (n + 1)-cell by letting
en+1R = (S
n
R × I)/(S
n
R × {0}). Since we can localize cells and spheres we can localize any
CW-complex. One can check that this construction is functorial [FHT01]. Furthermore
π∗(XR) = π∗(X)⊗ R and H∗(XR) = H∗(X)⊗ R.
The following is an expanded version of the Hilton-Serre-Baues Theorem [Bau81,
Ani92]. Recall from Section 3.1 that if H∗(ΩX ;R) is torsion-free, we have maps hX
and hX ⊗ F. Since hX , hX ⊗ F are maps of Lie algebras taking Samelson products to
commutator brackets [Sam53], they induce maps h˜X : Uπ∗(ΩX)⊗ R→ H∗(ΩX ;R) and
h˜X ⊗ F : Uπ∗(ΩX)⊗ F→ H∗(ΩX ;F).
Theorem 4.12 (The Hilton-Serre-Baues Theorem). The following are equivalent.
(a) There exists an R-equivalence λ˜ :
∏
i Ti → ΩX where Ti ∈ S and the factors
correspond 1 to an R-basis of the image of hX . That is, localized at R, ΩX ∈
∏
S.
(b) H∗(ΩX ;R) is R-free and the map h˜X is surjective. That is, H∗(ΩX ;R) is gener-
ated as an algebra by the image of hX .
(c) H∗(ΩX ;R) is torsion-free and equal to a universal enveloping algebra generated
by im(hX).
(d) H∗(ΩX ;R) is torsion-free and ∀p /∈ P the map h˜X ⊗ Fp is surjective. That is,
H∗(ΩX ;Fp) is generated as an algebra by the image of hX ⊗ Fp.
(e) H∗(ΩX ;R) is torsion-free and for all p /∈ P , H∗(ΩX ;Fp) is equal to a universal
enveloping algebra generated by im(hX ⊗ Fp).
1 For λi ∈ pi∗(X)⊗R, let λˆ be the adjoint and {h(λˆi)} a R-basis for LX . If ni is even then Ti = S
ni−1
and λ˜i = λˆi : Ti → ΩX . If ni is odd then Ti = ΩS
ni and λ˜i = Ωλi : Ti → ΩX .
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Proof. (a)⇔ (b) is the usual statement of the theorem ([Bau81, Lemma V.3.10], see also
[Ani89, Lemma 3.1]).
(a) =⇒ (c) By assumption, we have that H∗(ΩX ;R) ∼= H∗(
∏
Ti;R). Use the Eilenberg-
Zilber theorem and the Ku¨nneth theorem to write this as ⊗iH∗(Ti;R). Let m be an odd
number. Then by the Bott-Samelson Theorem (Theorem 3.6) H∗(ΩS
m;R) ∼= UL〈xm−1〉.
In additionH∗(S
m;R) ∼= ULab〈xm〉, where Lab denotes the abelian Lie algebra. Therefore
H∗(ΩX ;R) ∼= ⊗iULi ∼= U(
∏
i Li), where Li is generated by a Hurewicz image.
(c) =⇒ (b) is trivial.
Also (c) =⇒ (e) =⇒ (d) is trivial.
(d) =⇒ (b) h˜X ⊗ Q is surjective by the Milnor-Moore theorem. Since h˜X ⊗ Fp is
surjective for all p /∈ P , it follows that h˜X is surjective.
4.4 Implicit primes
Let R ⊂ Q be a subring with invertible primes P ⊃ {2, 3}.
Consider the cofibration W
f=
∨
αj
−−−−→ X → Y , where W =
∨
j∈J S
nj is a finite-type
wedge of spheres, H∗(ΩX ;R) is torsion-free and as algebras H∗(ΩX ;R) ∼= ULX .
We may need to exclude those primes p for which an attaching map αj ∈ π∗(X)
includes a term with p-torsion. We will define this set of implicit primes below.
Recall from Section 3.1 that hX : π∗(ΩX) ⊗ R → LX ⊂ H∗(ΩX ;R) is a Lie algebra
map. Assume that there exists a Lie algebra map σX : LX → π∗(ΩX) ⊗ R such that
hX ◦ σX = idLX .
By the Milnor-Moore theorem [MM65], hX , σX are rational isomorphisms, so im(σX ◦
hX− id) is a torsion element of π∗(ΩX)⊗R. Let γj = σXhX(αˆj)− αˆj where αˆj : S
nj−1 →
ΩX is the adjoint of αj. Then tjγj = 0 ∈ π∗(ΩX) ⊗ R for some tj > 0. Let tj be the
smallest such integer.
Define PY , the set of implicit primes of Y as follows. A prime p is in PY if and only
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if p ∈ P or p|tj for some j ∈ J . We can invert these primes in R to get a new ring R
′ =
Z[PY
−1] with invertible primes PY . Localized away from PY , αˆj = σXhX(αˆj) = σX(dyj).
The implicit primes have the following properties.
Lemma 4.13. (a) Let {xi} be a set of Lie algebra generators for LX and let βi = σXxi.
If all of the attaching maps are R-linear combinations of iterated Whitehead products of
the maps βi, then PY = P .
(b) If P = {2, 3} and n = dim(Y ) then the implicit primes are bounded by max(3, n/2).
Proof. (a) Since σX is a Lie algebra map, in this case each αˆj ∈ im(σX). So αˆj = σXaj
for some aj ∈ LX . Then σXhX αˆj = σXhXσXa = σXa = αˆj. Therefore ∀j, γj = 0 and
PY = P .
(b) We assumed that H∗(ΩX ;R) ∼= ULX as algebras. By the Hilton-Serre-Baues Theo-
rem (Theorem 4.12) ΩX ∈
∏
S. So ΩX ≈
∏
S2mi−1 ×
∏
ΩS2m
′
k
+1 where mi, m
′
k ≥ 1.
Take αˆj to be the map αˆj : S
nj →
∏
S2mi−1 ×
∏
ΩS2m
′
k
+1. Thus let αˆj = (gi, g
′
k) where
gi : S
nj → S2mi−1 and g′k : S
nj → ΩS2m
′
k
+1. So gi ∈ πnjS
2mi−1 and g′k ∈ πnj+1S
2m′
k
+1.
Now in π∗(S
n) the first p-torsion element occurs in πn+2p−3(S
n). Since πl(S
1) = 0 for
l > 1 so we can assume n ≥ 3. So there exists p-torsion in πl(S
n) only if l ≥ n+2p−3⇔
p ≤ (l−n+3)/2 ≤ l/2 (since n ≥ 3). Hence αˆj contains p-torsion only if p ≤ (nj +1)/2.
Since nj ≤ n− 1 the lemma follows.
4.5 Ganea’s fiber-cofiber construction
We review Ganea’s construction [Gan65]. Let
F
ι
−→ X
ρ
−→ Y (4.2)
be a fibration. Let X ′ be the cofiber of F
ι
−→ X . Since (4.2) is a fibration ρ ◦ ι = ∗.
Therefore ρ extends to a map ρ′ : X ′ → Y . Let F ′ be the homotopy fiber of ρ′.
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Theorem 4.14 (Ganea’s Theorem [Gan65]). F ′ is weakly homotopy equivalent to
F ∗ ΩY (where A ∗B is the join of A and B [Sel97]).
Rutter [Rut71] strengthened this theorem to the following.
Theorem 4.15 ([Rut71]). F ′ ≈ F ∗ ΩY .
Remark 4.16. If F → X → Y is a fibration of CW-complexes then by Whitehead’s
Theorem (Theorem 3.3) these two theorems are equivalent.
Mather [Mat75] generalized Ganea’s construction as follows. Given the fibration (4.2)
above and a map W
f
−→ X such that ρ◦ f ≃ ∗, let X ′ be the cofiber of f . Since ρ◦ f ≃ ∗,
ρ can be extended to a map ρ′ : X ′ → Y . Let F ′ be the homotopy fiber of ρ′. This
construction is also used in [FT88]
Since ρ ◦ f ≃ ∗ there is a lifting g : W → F . Let K be the cofiber of g.
Theorem 4.17 ([Mat75]). There is a cofibration K → F ′ → F ∗ ΩY .
Since Ganea’s construction begin and ends with a fibration we can iterate the con-
struction to get the following commutative diagram of fibrations.
X
ρ

// X1
ρ1
~~||
||
||
||
// X2
ρ2
vvmmm
mm
mm
mm
mm
mm
mm
m
// . . . // Xn
ρn
ssfffff
ffff
ffff
ffff
ffff
ffff
ffff
ffff
// . . .
Y
Let Fn be the homotopy fiber of ρn.
For example starting with the path-space fibration ΩX → PX → X the iterated
Ganea construction together with Theorem 4.15 gives that Fn ≈ (ΩX)
∗n (the n-th fold
join of ΩX).
The iterated Ganea construction is particularly useful for studying Lusternik-Schnirel-
mann category [Gan65, Jam95, FHT01, Sel97].
Part II
Homology of Differential Graded
Algebras and Loop Spaces
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Chapter 5
The Homology of DGA’s
In this chapter we prove our main algebraic results: Theorems A and B.
Let R = Q or Fp where p > 3 or R is a subring of Q containing
1
6
. Recall that if R ⊂ Q
then P is the set of invertible primes in R and P˜ = {p ∈ Z | p is prime and p /∈ P}∪{0}.
Let (Aˇ, dˇ) be a connected finite-type dga over R which is R-free. Let ZAˇ denote the
subalgebra of cycles of Aˇ. Let A = (Aˇ ∐ TV1, d) be a connected finite-type dga over R
where V1 is a free R-module and d|Aˇ= dˇ and dV1 ⊂ ZAˇ.
Assume that as algebras H(Aˇ, dˇ) ∼= UL0 as algebras for some Lie algebra L0 which is
a free R-module. There is an induced map d′ : V1
d
−→ ZAˇ → HAˇ
∼=
−→ UL0. Assume that
L0 can be chosen such that d
′V1 ⊂ L0. In other words assume that A is a dga extension
of ((Aˇ, dˇ), L0) (see Section 2.4).
Let L = (L0 ∐ LV1, d′). Then L is a bigraded dgL where the Lie algebra L0 and the
free R-module V1 are in degrees 0 and 1 respectively and the differential d has bidegree
(−1,−1). Subscripts of bigraded objects will denote degree, eg. M0 is the component of
M in degree 0.
The following lemma is a well-known fact, and the subsequent two lemmas are parts
of lemmas from [Ani89]. We remind the reader that all of our R-modules have finite
type.
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Lemma 5.1. Let R ⊂ Q. A homomorphism f : M → N is an isomorphism if and only
if for each p ∈ P˜ , f ⊗ Fp is an isomorphism.
Let L be a connected bigraded dgL. The inclusion L →֒ UL induces a natural map
ψ : UHL→ HUL. (5.1)
Lemma 5.2 ([Ani89, Lemma 4.1]). Let R be a field of characteristic k where k = 0
or k > 3. Then the map ψ in (5.1) is an isomorphism in degrees 0 and 1.
Lemma 5.3 ([Ani89, Lemma 4.3]). Let R be a subring of Q containing 1
6
. Suppose
that HUL is R-free in degree 0 and 1. Then HL is R-free in degrees 0 and 1 and the
map ψ in (5.1) is an isomorphism in degrees 0 and 1.
Let R = F where F = Q or Fp with p > 3. The Hilbert series of an F-module is given
by the power series A(z) = Σ∞n=0(RankFAn)z
n. Assuming that A0 6= 0, the notation
(A(z))−1 denotes the power series 1/(A(z)).
Recall from Section 2.4 that A is a filtered dga under the increasing filtration given
by F−1A = 0, F0A = Aˇ, and for i ≥ 0, Fi+1A =
∑i
j=0 FjA · V1 · Fi−jA. We showed that
this gives a first quadrant spectral sequence of algebras:
(E0(A), d0) = gr(A) =⇒ E∞ = gr(HA)
where E0p,q(A) = [Fp(A)/Fp−1(A)]p+q.
It is easy to check (see Section 2.5) that (E1, d1) ∼= UL and hence E2 ∼= HUL. The
following theorem follows from the main result of Anick’s thesis [Ani82a, Theorem 3.7].
Anick’s theorem holds under either of two hypotheses. We will use only one of these.
Theorem 5.4. Let R = F. If the two-sided ideal (d′V1) ⊂ UL0 is a free UL0-module
then the above spectral sequence collapses at the E2 term. That is, gr(HA) ∼= HUL as
algebras. Furthermore the multiplication map
ν : T(ψ(HL)1)⊗ (HUL)0 → HUL
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is an isomorphism and (HUL)0 ∼= UL0/(d
′V1). In addition,
HA(z)−1 = HUL(z)−1 = (1 + z)(HUL)0(z)
−1 − z(UL0)(z)
−1 − V1(z). (5.2)
Proof. [Ani82a, Theorem 3.7] shows that the spectral sequence collapses as claimed and
that the multiplication map TW⊗(HUL)0 → HUL is an isomorphism whereW is a basis
for (HUL)1 as a right (HUL)0-module. By Lemma 5.2 and the Poincare´-Birkhoff-Witt
Theorem the homomorphism ψ(HL)1 ⊗ (HUL)0 → (HUL)1 induced by multiplication
in HUL is an isomorphism. So we can let W = ψ(HL)1.
The remainder of the theorem follows directly from [Ani82a, Theorem 3.7].
Corollary 5.5. If R ⊂ Q and for each p ∈ P˜ , (d¯V¯1) ⊂ UL¯0 is a free UL¯0-module then
HA is R-free iff HUL is R-free iff L0/[d
′V1] is R-free.
Proof. First (HUL)0 ∼= UL0/(d
′V1) ∼= U(L0/[d
′V1]). So (HUL)0 is R-free if and only if
L0/[d
′V1] is R-free.
Let Ap(z), Bp(z) and Cp(z) be the left, middle and right parts of (5.2) for F = Fp
with F0 = Q. Then HA is R-free iff ∀p ∈ P˜ Ap(z) = A0(z) and HUL is R-free iff ∀p ∈ P˜
Bp(z) = B0(z). Since UL0 and V1 are R-free, (HUL)0 is R-free iff ∀p ∈ P˜ Cp(z) = C0(z).
Since ∀p ∈ P˜ Ap(z) = Bp(z) = Cp(z) this proves the corollary.
We now prove a version of Theorem 5.4 for subrings of Q.
Theorem 5.6. Let R ⊂ Q. If L0/[d
′V1] is R-free and for each p ∈ P˜ , (d¯V¯1) ⊂ UL¯0 is a
free UL¯0-module, then HA is R-free and the multiplication map
ν : T(ψ(HL)1)⊗ (HUL)0 → HUL
is an isomorphism. Also gr(HA) ∼= HUL as algebras and (HUL)0 ∼= UL0/(d
′V1).
Proof. Since L0/[d
′V1] is R-free, by Corollary 5.5 so are HUL and HA. It follows from
the Universal Coefficient Theorem that ∀p ∈ P˜ , HA⊗Fp ∼= H(A⊗Fp) and HUL⊗Fp ∼=
HU(L⊗Fp). Hence ∀p ∈ P˜ , (HUL)0⊗Fp ∼= (HU(L⊗Fp))0. Using Lemmas 5.3 and 5.2
ψ(HL)1 ⊗ Fp ∼= (HL)1 ⊗ Fp ∼= H(L⊗ Fp)1 ∼= ψH(L⊗ Fp)1.
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Thus ∀p ∈ P˜
ν ⊗ Fp : T(ψ(HL)1 ⊗ Fp)⊗ (HUL)0 ⊗ Fp → HA⊗ Fp
corresponds under these isomorphisms to the multiplication map
T(ψ(H(L⊗ Fp))1)⊗ (HU(L⊗ Fp))0 → H(A⊗ Fp).
But this is an isomorphism by Theorem 5.4. Therefore ν is an isomorphism by Lemma 5.1.
The last two isomorphisms also follow from Theorem 5.4.
The next lemma will prove that if the Lie ideal [d′V1] ⊂ L0 is a free Lie algebra
then the hypothesis in Anick’s Theorem (Theorem 5.4) holds. That is, (d′V1) is a free
UL0-module.
Lemma 5.7. Let A = UL over a field F . Assume I is a two-sided ideal of A generated
by a Lie ideal J of L which is a free Lie algebra, LW . Then the multiplication maps
A⊗W → I and W ⊗ A→ I are isomorphisms of left and right A-modules respectively.
Proof. From the short exact sequence of Lie algebras
0→ J → L→ L/J → 0
we get the short exact of sequence of Hopf algebras [Sel97, Theorem 10.5.3]
F→ U(J)→ U(L)→ U(L/J)→ F
and so UL ∼= UJ ⊗ U(L/J) as F-modules. Since J is a free Lie algebra LW , UJ ∼= TW .
It is also a basic fact that U(L/J) ∼= UL/I. Hence we have that
A ∼= TW ⊗ A/I (5.3)
as F-modules. Furthermore
A ∼= I ⊕ A/I (5.4)
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as F-modules.
Let M(z) denote the Hilbert series for the F-module M , and to simplify the nota-
tion let B = A/I. Then from equations (5.3) and (5.4) we have the following (using
(TW )(z) = 1/(1−W (z))).
B(z) = A(z)(1 −W (z)), I(z) = A(z)− B(z).
Combining these we have I(z) = A(z)W (z). That is, I ∼= A⊗W as F-modules.
Let µ : A⊗W → I be the multiplication map. To show that it is an isomorphism it
remains to show that it is either injective or surjective.
We claim that µ is surjective. Since I is the ideal in A generated by W , any x ∈ I
can be written as
x = Σiaiwibi1 · · · bimi , where ai ∈ A, wi ∈ W and bik ∈ L. (5.5)
Each such expression gives a sequence of numbers {mi}. Let M(x) = minmaxi(mi),
where the minimum is taken over all possible ways of writing x as in (5.5). We claim
that M(x) = 0.
Assume that M(x) = t > 0. Then x = x′ + Σiaiwibi1 · · · bit , where M(x
′) < t. Now
wibi1 = [wi, bi1 ]± bi1wi. Furthermore since J is a Lie ideal [wi, bi1 ] ∈ J
∼= LW , so
[wi, bi1 ] = Σjcj [[wj1, . . . , wjnj ] = Σkdkwk1 · · ·wkNk = Σlalwl,
where al ∈ A and wl ∈ W . So x = x
′ + ΣiΣliaialiwlibi2 · · · bit . But this is of the form
in (5.5) and shows that M(x) ≤ t− 1 which is a contradiction.
Therefore for x ∈ I M(x) = 0 and we can write x = Σiaiwi where ai ∈ A and wi ∈ W .
Then x ∈ im(µ) and hence µ is an isomorphism.
Since A is associative µ is a map of left A-modules.
The second isomorphism follows similarly.
We are now almost ready to prove Theorems A and B. Recall that A = (Aˇ∐TV1, d)
where dAˇ ⊂ Aˇ and dV1 ⊂ ZAˇ. Also H(Aˇ, dˇ) ∼= UL0 as algebras and if d
′ : V1 → UL0 is
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the induced map then d′(V1) ⊂ L0. Let L = (L0 ∐ LV1, d
′) with d′L0 = 0. Recall that
there is a map ψ : UHL → HUL. A is a filtered dga under the increasing filtration
given by F−1A = 0, F0A = Aˇ, and for i ≥ 0, Fi+1 =
∑i
k=0 FkA · V1 · Fi−kA. We prove
one last lemma.
Lemma 5.8. There exists a quotient map
f : F1HA→ (HUL)1. (5.6)
Given R{w¯i} ⊂ (HL)1 there exist cycles {wi} ⊂ F1A such that f([wi]) = w¯i.
Proof. By Theorem 5.4 (gr(HA))1 ∼= (HUL)1. So there is a quotient map
f : F1HA→ (gr(HA))1 ∼= (HUL)1.
By Lemma 5.2 (HL)1 ∼= (ψHL)1 ⊂ (HUL)1. So for each w¯i one can choose a represen-
tative cycle wi ∈ ZF1A such that f([wi]) = w¯i.
We are now ready to prove Theorem A. We prove a slightly more detailed form of
the theorem which we now state.
Theorem 5.9 (Theorem A). Let R = F where F = Q or Fp with p > 3. Let (Aˇ, dˇ)
be a connected finite-type dga and let V1 be a connected finite-type F-module with a map
d : V1 → Aˇ. Let A = (Aˇ ∐ TV1, d). Assume that there exists a Lie algebra L0 such that
H(Aˇ, dˇ) ∼= UL0 as algebras and d
′V1 ⊂ L0 where d
′ is the induced map. Also assume that
[d′V1] ⊂ L0 is a free Lie algebra. That is, A is a dga extension of ((Aˇ, dˇ), L0) which is
free. Let L = (L0 ∐ LV1, d′).
(a) Then as algebras
gr(HA) ∼= U((HL)0 ⋉ L(HL)1)
with (HL)0 ∼= L0/[d
′V1] as Lie algebras.
(b) Furthermore if A is semi-inert (that is, there is a free R-module K such that (HL)0⋉
L(HL)1 ∼= (HL)0 ∐ LK) then as algebras
HA ∼= U((HL)0 ∐ LK
′)
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for some K ′ ⊂ F1HA such that f : K
′
∼=
−→ K, where f is the quotient map in Lemma 5.8.
Proof. Let R = F where F = Q or Fp with p > 3. Assume [d′V1] ⊂ L0 is a free Lie
algebra.
(a) By Lemma 5.7 (d′V1) ⊂ UL0 is a free UL0-module. So we can apply Theorem 5.4 to
show that gr(HA) ∼= HUL as algebras and that the multiplication map
ν : T(ψ(HL)1)⊗ (HUL)0 → HUL
is an isomorphism.
By Lemma 5.2 (HUL)0 ∼= U(HL)0 and ψ(HL)1 ∼= (HL)1. By the definition of
homology (HL)0 ∼= L0/[d
′V1].
(HL)0 acts on (HL)1 via the adjoint action. Let L
′ = (HL)0 ⋉ L(ψ(HL)1). There
is an induced Lie algebra map u : L′ → HUL which gives an induced algebra map
u˜ : UL′ → HUL. To simplify the notation we will refer to (HL)0 and ψ(HL)1 by L
′
0 and
L′1 respectively.
Recall that as R-modules, L′ ∼= L′0 × LL
′
1. The Poincare´-Birkhoff-Witt Theorem
shows that the multiplication map
φ : TL′1 ⊗ (HUL)0
∼= ULL′1 ⊗ UL
′
0 → UL
′
is an isomorphism. Since u˜ is an algebra map ν = u˜ ◦ φ. Therefore u˜ : UL′ → HUL is
an isomorphism. Hence gr(HA) ∼= UL′ as algebras. This finishes the first part of the
Theorem.
(b) Recall that L′0 acts on L
′
1 = (ψHL)1
∼= (HL)1 via the adjoint action. Assume that
A is semi-inert. That is, ∃{w¯i} ⊂ L
′
1 such that L
′ ∼= L′0∐LK, where K = R{w¯i}. Recall
from (a) that HUL ∼= gr(HA) and that the inclusions L′0 ⊂ HUL and w¯i ∈ HUL induce
a Lie algebra map
u : L′ → gr(HA).
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By Lemma 5.8 ∃ wi ∈ F1A such that f([wi]) = w¯i where f is the map in (5.6). Let
K ′ = R{[wi]} ⊂ F1HA, and let L
′′ = L′0 ∐ LK
′. Then f : K ′
∼=
−→ K and f induces an
isomorphism L′′
∼=
−→ L′.
By part (a) L′0 ⊂ (grHA)0. Since F−1HA = 0, (grHA)0 ⊂ HA, so L
′
0 ⊂ HA. Since
L′0, K
′ ⊂ HA there are induced maps
L′′
η //

HA
UL′′
θ
;;wwwwwwwww
,
where θ is an algebra map.
Grade L′′ by letting L′0 be in degree 0 and K
′ be in degree 1. This also filters L′′.
Then η is a map of filtered objects.
From this we get the following commutative diagram
gr(L′′)

gr(η)
// gr(HA)
gr(UL′′)
gr(θ)
88rrrrrrrrrr
∼=

U gr(L′′)
ρ
AA

.
Now gr(L′′) ∼= L′′ ∼= L′ and gr(η) corresponds to u under this isomorphism. So ρ
corresponds to u˜ which is an isomorphism. Thus gr(θ) is an isomorphism, and hence θ
is an isomorphism. Therefore HA ∼= UL′′ which finishes the proof.
We will prove a slightly more detailed form of Theorem B which we now state.
Theorem 5.10 (Theorem B). Let R ⊂ Q be a subring containing 1
6
. Let (Aˇ, dˇ) be a
connected finite-type dga and let V1 be a connected finite-type free R-module with a map
d : V1 → Aˇ. Let A = (Aˇ ∐ TV1, d). Assume that H(Aˇ, dˇ) is R-free and that there exists
a Lie algebra L0 such that H(Aˇ, dˇ) ∼= UL0 as algebras and d
′V1 ⊂ L0 where d
′ is the
induced map. Also assume that L0/[d
′V1] is a free R-module and that for any p ∈ P˜ ,
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[d′V1] ⊂ L0 is a free Lie algebra. That is, A is a dga extension of ((Aˇ, dˇ), L0) which is
free. Let L = (L0 ∐ LV1, d′).
(a) Then HA and gr(HA) are R-free and as algebras
gr(HA) ∼= U((HL)0 ⋉ L(HL)1)
with (HL)0 ∼= L0/[d
′V1] as Lie algebras. Additionally (HL)0 ⋉ L(HL)1 ∼= ψHL as Lie
algebras.
(b) Furthermore if A is semi-inert (that is, there is a free R-module K such that (HL)0⋉
L(HL)1 ∼= (HL)0 ∐ LK) then as algebras
HA ∼= U((HL)0 ∐ LK
′)
for some K ′ ⊂ F1HA such that f : K
′
∼=
−→ K, where f is the quotient map in Lemma 5.8.
Proof. We follow the argument in the proof of Theorem A to prove Theorem B, but add
an additional argument to show that ψHL ∼= (HL)0 ⋉ L(HL)1 as Lie algebras.
Let R be a subring of Q containing 1
6
. Assume L0/[d
′V1] is R-free and that for each
p ∈ P˜ , [d¯V¯1] ⊂ L¯0 is a free Lie algebra.
(a) By Corollary 5.5,HA andHUL areR-free and by Lemma 5.7, for each p ∈ P˜ , (d¯V¯1) ⊂
UL¯0 is a free UL¯0-module. So we can apply Theorem 5.6 to show that gr(HA) ∼= HUL
as algebras and that the multiplication map
ν : T(ψ(HL)1)⊗ (HUL)0 → HUL
is an isomorphism.
By Lemma 5.3 (HUL)0 ∼= U(HL)0 and by the definition of homology (HL)0 ∼=
L0/[d
′V1].
Let N = ψ(HL) and define
L′ = N0 ⋉ LN1.
Note that L′0 = N0 and L
′
1 = N1. There is a Lie algebra map u : L
′ → N and an induced
algebra map u˜ : UL′
Uu
−→ UN → HUL.
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Again the Poincare´-Birkhoff-Witt Theorem shows that the multiplication map
φ : TN1 ⊗ (HUL)0 ∼= ULN1 ⊗ UN0 → UL
′
is an isomorphism. Since u˜ is an algebra map ν = u˜ ◦ φ. Thus u˜ is an isomorphism.
Therefore HUL ∼= UL′ as algebras, as in the proof of Theorem A.
Unlike the proof of Theorem A, we will show that u : L′ → N is an isomorphism. Let
ι : N →֒ HUL be the inclusion. Since the composition L′
u
−→ N
ι
−→ HUL ∼= UL′ is the
inclusion L′ →֒ UL′, u is injective. So as R-modules N ∼= L′⊕N/L′. Since L′ and N are
R-free, so is N/L′.
Recall that the composition ι ◦ u induces the isomorphism u˜ : UL′
Uu
−→ UN → HUL.
Tensor these maps with Q to get the commutative diagram
UL′ ⊗Q
Uu⊗Q //
∼= ''NN
NN
NN
NN
NN
N
UN ⊗Q

HUL⊗Q
. (5.7)
It is a classical result that the natural map
ψ
Q
: UH(L⊗Q)
∼=
−→ HU(L⊗Q) (5.8)
is an isomorphism (see [FHT01, Theorem 21.7(i)] for example). Notice that
N ⊗Q = (ψHL)⊗Q ∼= ψ
Q
H(L⊗Q) ∼= H(L⊗Q)
and HUL ⊗ Q ∼= HU(L ⊗ Q). Under these isomorphisms the vertical map in (5.7)
corresponds to the isomorphism in (5.8).
Therefore Uu ⊗ Q is an isomorphism and hence u ⊗ Q is surjective. As a result
coker u = N/L′ is a torsion R-module. But we have already shown that N/L′ is R-free.
Thus N/L′ = 0 and N ∼= L′. Hence HUL ∼= UN .
If A is semi-inert then the proof of (b) is the same as for Theorem A(b).
As claimed in the introduction, we prove that the following corollary follows from
Theorems A and B.
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Corollary 5.11 (Corollary 1.3). Let A be a semi-inert dga extension satisfying the
hypotheses of either Theorems A or B. Then
K ′(z) = V1(z) + z[UL0(z)
−1 − U(HL)0(z)
−1].
Proof. By Theorem A or Theorem B,
HA ∼= U((HL)0 ∐ LK
′) ∼= U(HL)0 ∐ TK
′.
Since (A∐ B)(z)−1 = A(z)−1 +B(z)−1 − 1 [Lem74, Lemma 5.1.10] it follows that
HA(z)−1 = U(HL)0(z)
−1 −K ′(z)
Therefore, using Anick’s formula 5.2 we have that
K ′(z) = U(HL)0(z)
−1 −HA(z)−1
= U(HL)0(z)
−1 − (1 + z)(HUL)0(z)
−1 + zUL0(z)
−1 + V1(z)
= V1(z) + z[U(HL)0(z)
−1 − UL0(z)
−1]
Chapter 6
Application to Cell Attachments
In this chapter we prove two of our main topological results: Theorems C and D.
Let f : W
f
→ X be a map of finite-type simply-connected CW-complexes where
W =
∨
j∈J S
mj and f =
∨
j∈J αj . Let αˆj : S
mj−1 → ΩX denote the adjoint of αj. Let Y
be the adjunction space
Y = W ∪f
(∨
j∈J
emj+1
)
.
Let R = Q or Fp where p > 3 or R is a subring of Q containing
1
6
. Recall that P is
the set of primes invertible in R, P˜ = {p ∈ Z | p is prime and p /∈ P} ∪ {0} and F0 = Q.
Recall from Section 3.2 that we can choose Adams-Hilton models A(X) and A(Y )
for X and Y such that
A(Y ) = A(X)∐ T〈yj〉j∈J . (6.1)
These come with algebra isomorphisms H∗(ΩX ;R) ∼= HA(X) andH∗(ΩY ;R) ∼= HA(Y ).
Filter A(Y ) by taking F−1A(Y ) = 0, F0A(Y ) = A(X) and for i ≥ 0, FiA(Y ) =∑i
k=0 FkA(Y ) · R{yj}j∈J · Fi−kA(Y ). This filtration makes A(Y ) a filtered dga.
Recall from Section 2.5 that this filtration induces a first quadrant multiplicative
spectral sequence converging from gr(A(Y )) to gr(HA(Y )).
Recall that LX = im(hX : π∗(ΩX) ⊗ R → H∗(ΩX ;R)). Assume that H∗(ΩX ;R) ∼=
ULX as algebras and that it is R-free. Then (E
1, d1) ∼= (ULX ∐ UL〈yj〉j∈J , d′) where
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d′ is determined by the induced map d′ : R{yj} → ZA(X)
∼=
−→ H∗(ΩX ;R)
∼=
−→ ULX .
Recall from Section 3.2 that d′yj = hX(αˆj) ∈ LX . Therefore A(Y ) is a dga extension
(see Section 2.4) of (A(X), LX).
Furthermore, LWX is the Lie subalgebra of LX generated by R{d
′yj}j∈J . Therefore
[LWX ] = [R{d
′yj}]. Let L = (LX ∐ L〈yj〉, d′). Then (E1, d1) ∼= UL.
We can prove Theorem C by applying Theorem A to A(Y ) and L. For convenience
we restate Theorem C here.
Theorem 6.1 (Theorem C). Let R = F where F = Q or Fp with p > 3. Let X
be a finite-type simply-connected CW-complex such that H∗(ΩX ;R) is torsion-free and
as algebras H∗(ΩX ;R) ∼= ULX where LX is the Lie algebra of Hurewicz images. Let
W =
∨
j∈J S
nj be a finite-type wedge of spheres and let f : W → X. Let Y = X ∪f(∨
j∈J e
nj+1
)
. Assume that [LWX ] ⊂ LX is a free Lie algebra. That is, f is free.
(a) Then as algebras
gr(H∗(ΩY ;F)) ∼= U(L
X
Y ⋉ L(HL)1)
with LXY
∼= LX/[L
W
X ] as Lie algebras.
(b) Furthermore if f is semi-inert then as algebras
H∗(ΩY ;F) ∼= U(L
X
Y ∐ LK
′)
for some K ′ ⊂ F1H∗(ΩY ;F).
Proof. (a) Let A(Y ) be the Adams-Hilton model given above. Therefore H∗(ΩY ;F) ∼=
A(Y ) as algebras. A(Y ) is a dga extension of (A(X), LX). Since [L
W
X ] ⊂ LX is a free
Lie algebra, A(Y ) is a free dga extension of (A(X), LX). Thus by Theorem A we have
the algebra isomorphism
gr(HA(Y )) ∼= U((HL)0 ⋉ L(HL)1)
with (HL)0 ∼= LX/[L
W
X ]. Therefore
F0HA(Y ) ∼= (gr(HA(Y )))0 ∼= U(HL)0 ∼= U(LX/[L
W
X ]). (6.2)
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It remains to show that (HL)0 ∼= L
X
Y .
The inclusion i : A(X)
∼=
−→ F0A(Y ) induces a map H(i) : HA(X)→ F0HA(Y ). Now
under the isomorphism (6.2) and ULX
∼=
−→ HA(X) the map H(i) corresponds to a map
ULX → U(LX/[L
W
X ]) where U(LX/[L
W
X ]) ⊂ ULY . It is easy to check that this is the
canonical map. In other words LXY
∼= LX/[L
W
X ]. Therefore (HL)0
∼= LXY .
(b) Assume that f is semi-inert. That is, there exists an F-module K such that LXY ⋉
L(HL)1 ∼= L
X
Y ∐ LK. Then by Theorem A(b), H∗(ΩY ;F)
∼= U(LXY ∐ LK
′) for some
K ′ ⊂ F1HUL = F1H∗(ΩY ;F).
We recall the statement of Theorem D.
Theorem 6.2 (Theorem D). Let R ⊂ Q be a subring containing 1
6
. Let X be a finite-
type simply-connected CW-complex such that H∗(ΩX ;R) is torsion-free and as algebras
H∗(ΩX ;R) ∼= ULX where LX is the Lie algebra of Hurewicz images. Let W =
∨
j∈J S
nj
be a finite-type wedge of spheres and let f : W → X. Let Y = X∪f
(∨
j∈J e
nj+1
)
. Assume
that LX/[L
W
X ] is R-free and that for each p ∈ P˜ , [L¯
W
X ] ⊂ L¯X is a free Lie algebra. That
is, f is free.
(a) Then H∗(ΩY ;R) and gr(H∗(ΩY ;R)) are torsion-free and as algebras
gr(H∗(ΩY ;R)) ∼= U(L
X
Y ⋉ L(HL)1)
with LXY
∼= LX/[L
W
X ] as Lie algebras.
(b) If in addition f is semi-inert then as algebras
H∗(ΩY ;R) ∼= U(L
X
Y ∐ LK
′)
for some K ′ ⊂ F1H∗(ΩY ;R).
Proof. The proof Theorem D is exactly the same as the proof of Theorem C, except that
it uses Theorem B instead of Theorem A.
In the introduction we claimed that the following corollary follows from Theorems C
and D.
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Corollary 6.3 (Corollary 1.8). Let f be a semi-inert attaching map satisfying the
hypotheses of either Theorems C or D. Then
K ′(z) = H˜∗(W )(z) + z[ULX(z)
−1 − U(LXY )(z)
−1]. (6.3)
Proof. By Theorem C or Theorem D,
H∗(ΩY ;R) ∼= U(L
X
Y ∐ LK
′) ∼= ULXY ∐ TK
′.
Since (A∐ B)(z)−1 = A(z)−1 +B(z)−1 − 1 [Lem74, Lemma 5.1.10] it follows that
H∗(ΩY ;R)(z)
−1 = ULXY (z)
−1 −K ′(z)
Let V1 = R{yj}j∈J , where yj is given in (6.1). Then V1(z) = H˜∗(W )(z). Recall that
(HL)0 ∼= L
X
Y . Therefore, using Anick’s formula (5.2) (with L0 = LX) we have that
K ′(z) = ULXY (z)
−1 −H∗(ΩY ;R)(z)
−1
= ULXY (z)
−1 − (1 + z)U(HL)0(z)
−1 + zULX(z)
−1 + V1(z)
= H˜∗(W )(z) + z[UL
X
Y (z)
−1 − ULX(z)
−1]
Chapter 7
Constructing Spherical Hurewicz
Maps
In this chapter we prove our other two main topological results: Theorems E and F.
Let R = Fp with p > 3 or R ⊂ Q be a subring containing
1
6
.
Consider the map W
f
−→ X where W =
∨
j∈J S
mj is a finite-type wedge of spheres,
f =
∨
j∈J αj, H∗(ΩX ;R) is torsion-free and as algebras H∗(ΩX ;R)
∼= ULX . Let Y be
the adjunction space
Y = X ∪f
(∨
j∈J
emj+1
)
.
Assume that f is free. That is, [LWX ] is a free Lie algebra. Recall that hX : π∗(ΩX)⊗R→
LX ⊂ H∗(ΩX ;R) is a Lie algebra map. Assume that there exists a Lie algebra map
σX : LX → π∗(ΩX)⊗ R such that hX ◦ σX = idLX .
If R ⊂ Q recall from Section 4.4 that there is a set of implicit primes PY containing the
invertible primes in R. By replacing R with R′ = Z[PY
−1] if necessary, we may assume
that there are no non-invertible implicit primes. This implies that ∀j ∈ J , σXhX αˆj = αˆj .
If R = Fp assume that ∀j ∈ J , σXhX αˆj = αˆj.
By Theorems C and D, H∗(ΩY ;R) is torsion-free and gr(H∗(ΩY ;R)) ∼= U(L
X
Y ⋉
L(HL)1) as algebras. From this we want to show that H∗(ΩY ;R) ∼= ULY as algebras.
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This situation closely resembles that of torsion-free spherical two-cones, and we will
generalize Anick’s proof for that situation [Ani89].
Recall that L = LX ∐ L〈yj〉j∈J , ψ : HL → HUL, (ψHL)1 ∼= (HL)1, and HUL ∼=
gr(HA(Y )). Let K ′ = (HL)1 and {w¯i} be a R-module basis for K
′. Then w¯i ∈ (HL)1 =
(H(LX ∐L〈yj〉j∈J , d′))1. So each w¯i is represented by a sum of brackets each with one yj
and other elements in LX . Using Jacobi identities we can write
w¯i = [Σ
s
k=1ckvk] where ck ∈ R and vk =
[[
yjk , [xk1 ], . . . , [xknk ]
]
(7.1)
where xkl ∈ A(X), [xkl ] ∈ LX and the bracket is defined inductively by [[a, . . . b, c] =
[[[a, . . . b], c].
Define γi ∈ F1A(Y ) by
γi = Σ
s
k=1ckuk where uk = [[yjk , xk1 , . . . , xknk ]. (7.2)
We will use γi and Adams-Hilton models to construct a map gi : S
m+1 → Y , whose
Hurewicz image ‘modulo lower filtration’ is w¯i.
The following geometric construction is a slight generalization of [Ani89, Proposition
5.4] whose proof is essentially the same. It is the central construction of this chapter and
will give us the desired map Sm+1 → Y .
Proposition 7.1. Let W → X → Y be as above. Let γ = Σsk=1ckuk as in (7.2) with
[xki ] ∈ LX . Then there exists a map
g : Sm+1s → Y
which has an AH model A(g) satisfying A(g)(bk) = ckuk for 1 ≤ k ≤ s, and A(g)(b0) ∈
A(X).
Proof. By Lemma 3.10 there exist maps gk : (D
m+1
0 , S
m
0 ) → (Y,X) for 1 ≤ k ≤ s with
models A(gk)(ii) = ckuk. In addition
gk|Sm0 = ǫkck[[αjk , βk1 , . . . βknk ]
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where ǫk = ±1 and βi : S
ni+1 → X is the adjoint of σ([xi]) : S
ni → ΩX for 1 ≤ k ≤ s,
and ψgk(i) ∈ CU∗(ΩX) for 1 ≤ k ≤ s. Let
g′ = g1 ∨ . . . ∨ gs :
(
s∨
k=1
Dm+10 ,
s∨
k=1
Sm0
)
→ (Y,X)
for which one can choose A(g′)(bk) = ckuk for 1 ≤ k ≤ s.
Restricting g′ we get a map g0 : (
∨s
k=1 S
m
0 )→ X , and (A(g
′), ψg′) extends a valid AH
model (A(g0), ψg0) for g0.
We will show that g0 can also be extended to a map
g′′ :
(
s∨
k=1
Sm0
)
∪Σs
k=1ιk
em+1 → X,
where ιk is the inclusion of the kth sphere into the wedge. It will follow at once that
there is an AH model for g′′ which extends (A(g0), ψg0) and has A(g
′′)(b0) ∈ A(X), b0
denoting the m-dimensional generator of A(
∨s
k=1 S
m
0 ∪Σsk=1ιk e
m+1).
To prove the existence of g′′, it suffices to show that g0#(Σ
s
k=1ιk) vanishes in πm(X).
g0#(Σ
s
k=1ιk) = Σ
s
k=1ǫkck[[αjk , βk1 , . . . βknk ]
Recall from (7.1) that w¯i = [Σ
s
k−1ckvk]. Since Σ
s
k=1ckvk is a cycle in L,
0 = dΣsk=1ckvk
= Σsk=1ck
[[
d′yjk , [xk1 ], . . . [xknk ]
]
= Σsk=1ck
[[
hX(αˆjk), [xk1 ], . . . [xknk ]
]
.
Since σXhXαˆj = αˆj applying the map σX gives
0 = Σsk=1ck
[[
αˆjk , σX([xk1 ]), . . . , σX([xknk ])
]
and adjointing gives that g0#(Σ
s
k=1ιk) = 0.
Now g′ and g′′ are compatible extensions of g0, so together they define a map g :
Sm+1s → Y . Furthermore the corresponding AH models are compatible so they give a
valid AH model for g with the desired properties.
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We review and continue our construction. Starting with w¯i ∈ (HL)1 we choose γi as
above and use Proposition 7.1 to construct gi : S
m+1
s → Y . We then have the following
map
φi : S
m+1
0
Ψ
→ Sm+1s
gi
→ Y (7.3)
where Ψ : Sm+10 → S
m+1
s is the homeomorphism from (3.4). TakingA(φi) = A(gi)◦A(Ψ)
we haveA(φi)(i) = Σ
s
k=1ckuk−A(gi)b0. Letting λi = A(gi)(b0) we have A(φi)(i) = γi−λi
and hence hY (φi) = [γi − λi] ∈ LY .
Furthermore γi ∈ F1A(Y ) and λi ∈ A(X) = F0A(Y ). Since LY inherits a filtration
from HA(Y ) which is in turn induced by the filtration on A(Y ), [γi−λi] ∈ F1LY . Recall
the quotient map (5.6) f : F1(HA(Y )) → gr(HA(Y ))1
∼=
−→ (HUL)1. By construction
f([γi − λi]) = w¯i.
Recall that K ′ = R{w¯i}. Therefore we have an injection K
′ →֒ (gr(LY ))1. Further-
more by construction this is a map of LXY -modules. Thus we have proved the following.
Proposition 7.2. Let W → X → Y and K ′ be as above. Then there exists an injection
of LXY -modules
u1 : K
′ →֒ (gr(LY ))1.
We are now ready to prove Theorems E and F. For convenience we restate the
theorems.
Theorem 7.3 (Theorem E). Let R = F where F = Q or Fp with p > 3. Let∨
j∈J S
nj
∨
αj
−−→ X be a cell attachment satisfying the hypotheses of Theorem C. Let
Y = X ∪∨ αj (∨ enj+1) and let αˆj denote the adjoint of αj. In addition assume that there
exists a map σX right inverse to hX and that ∀j ∈ J , σXhXαˆj = αˆj. Then the canonical
algebra map
ULY → H∗(ΩY ;F)
is a surjection. That is, H∗(ΩY ;F) is generated as an algebra by Hurewicz images.
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Proof. Let R = Fp where p > 3. Let g : gr(H∗(ΩY ;R))
∼=
−→ UL′ be the algebra iso-
morphism given by Theorem C(i) where L′ = LXY ⋉ LK
′ with K ′ = (HL)1. Note that
L′0 = L
X
Y and that L
′
1 = K
′. We will show that the canonical map ULY → H∗(ΩY ;R) is
surjective.
We have an injection of Lie algebras
u0 : L
X
Y →֒ F0LY
∼=
−→ (gr(LY ))0. (7.4)
Since ∀j hXσX αˆj = αˆj , by Proposition 7.2 and get an injection of L
X
Y -modules u1 :
K ′ →֒ (gr(LY ))1. So for x ∈ L
X
Y and y ∈ K
′, u1([y, x]) = [u1(y), u0(x)]. Thus by
Lemma 2.3 u0 and u1 can be extended to a Lie algebra map u : L
′ → gr(LY ).
The inclusion LY →֒ H∗(ΩY ;R) induces a map between the corresponding graded
objects, χ : gr(LY )→ gr(H∗(ΩY ;R)).
We claim that for j = 0 and 1, g ◦ χ ◦ uj is the ordinary inclusion of L
′
j in UL
′.
By (7.4) u0 is an injection. In addition, restricted to degree 0, g is the identity and χ is
just the ordinary inclusion. For j = 1, gχu1w¯i = g gr([γi− λi]) = f([wi]) = w¯i. It follows
that g ◦ χ ◦ u is the standard inclusion L′ →֒ UL′. Since g ◦ χ ◦ u is an injection, so is u.
By Lemma 2.6 the canonical map U gr(LY )
∼=
−→ gr(ULY ) is an algebra isomorphism.
Now u and χ induce the maps Uu and χ¯ in the following diagram.
UL′
Uu //
∼=
g−1 &&NN
NN
NN
NN
NN
N
U gr(LY )
∼= //
χ¯

gr(ULY )
χ˜vvn n
n
n
n
n
gr(H∗(ΩY ;R))
Since we showed that gχu is the ordinary inclusion L′ →֒ UL′ the diagram commutes.
Since g−1 is surjective, the induced map χ˜ is surjective. Since χ˜ is the associated graded
map to the canonical map ULY → H∗(ΩY ;R) and the filtrations are bicomplete, the
associated ungraded map is also surjective. So the canonical map ULY → H∗(ΩY ;R) is
surjective which finishes the proof.
The proof of Theorem E is still valid in the case where R ⊂ Q containing 1
6
. However
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in this case we can tensor with Q and make use of results from rational homotopy theory.
As a result Theorem F is a stronger version of Theorem E.
Theorem 7.4 (Theorem F). Let R ⊂ Q be a subring containing 1
6
. Let
∨
j∈J S
nj
∨
αj
−−→
X be a cell attachment satisfying the hypotheses of Theorem D. Let Y = X∪∨ αj (∨enj+1).
Furthermore assume that there exists a map σX right inverse to hX . Let PY be the set of
implicit primes and let R′ = Z[PY
−1]. Then
(i) H∗(ΩY ;R
′) is torsion-free and as algebras
H∗(ΩY ;R
′) ∼= ULY
where gr(LY ) ∼= L
X
Y ⋉ L(HL)1 as Lie algebras, and
(ii) localized away from PY , ΩY ∈
∏
S.
(iii) If in addition f is semi-inert then localized away from PY , LY ∼= L
X
Y ∐ LKˆ as Lie
algebras for some Kˆ ⊂ F1LY , and there exists a map σY right inverse to hY .
Remark 7.5. Using Remark 1.9 we could have tried proving Theorem F(i) using The-
orem E and the Hilton-Serre-Baues Theorem (Theorem 4.12), however this is not the
approach we use here.
Proof of Theorem F. Let R ⊂ Q containing 1
6
.
(i) Since there are no non-invertible implicit primes we have that σXhXαˆj = αˆj . As a
result we can copy the proof of Theorem E verbatim, except we use Theorem D(i) instead
of Theorem C(i).
Recall that gr(H∗(ΩY ;R)) ∼= UL
′ and that we constructed a Lie algebra map u :
L′ → gr(LY ) and showed that it is an injection. We claim that for R ⊂ Q, u is an
isomorphism. H∗(ΩY ;R) and gr(H∗(ΩY ;R)) have the same Hilbert series. Also since
H∗(ΩY ;R) is torsion-free, it has the same Hilbert series as H∗(ΩY ;Q). Let S be the
image of hY ⊗Q. Then S, LY and gr(LY ) have the same Hilbert series. By the Milnor-
Moore Theorem (Theorem 3.5), H∗(ΩY ;Q) ∼= US. So by the Poincare´-Birkhoff-Witt
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Theorem, S has the same Hilbert series as L′, and hence gr(LY ) ∼= L
′ as R-modules.
Since u : L′ → gr(LY ) is an injection it follows that it is an isomorphism.
By Lemma 2.6 the canonical map U gr(LY )
∼=
−→ gr(ULY ) is an algebra isomorphism.
Now u and χ induce the maps Uu and χ¯ in the following diagram.
UL′
Uu //
∼=
g−1 &&NN
NN
NN
NN
NN
N
U gr(LY )
∼= //
χ¯

gr(ULY )
χ˜vvn n
n
n
n
n
gr(H∗(ΩY ;R))
Since we showed that gχu is the ordinary inclusion L′ →֒ UL′ the diagram commutes.
Since u is an isomorphism, so is Uu. Hence the induced map χ˜ is an isomorphism.
Since χ˜ is the associated graded map to the canonical map ULY → H∗(ΩY ;R) and
the filtrations are bicomplete, the associated ungraded map is also an isomorphism. So
H∗(ΩY ;R) ∼= ULY as algebras.
The map u gives the desired Lie algebra isomorphism gr(LY ) ∼= L
′ = LXY ⋉ L(HL)1,
which finishes the proof of (i).
(ii) is equivalent to (i) by the Hilton-Serre-Baues Theorem (Theorem 4.12). It remains
to prove (iii).
(iii) Before we construct the desired map σY we strengthen the result in (i) in the semi-
inert case.
Assume that f is semi-inert. Recall the situation from Theorem D(ii). We have that
gr(H∗(ΩY ;R)) ∼= UL
′ where L′ ∼= LXY ∐LK
′ where K ′ ∼= R{w¯i} ⊂ (gr(H∗(ΩY ;R)))1. For
each w¯i let [wi] be an inverse image under the quotient mapH∗(ΩY ;R)→ gr(H∗(ΩY ;R)).
Let K ′′ = {[wi]}. By Theorem D(ii) as algebras H∗(ΩY ;R) ∼= UL
′′ where L′′ = LXY ∐LK
′′
(see Theorem 5.10(b)). Since K ′′
∼=
−→ K ′, there is an induced Lie algebra isomorphism
L′′
∼=
−→ L′. So gr(H∗(ΩY ;R)) ∼= H∗(ΩY ;R) as algebras.
Let
Lˆ = LXY ∐ LKˆ where Kˆ = R{[γi − λi]} ⊂ F1LY .
Recall that [wi] − [γi − λi] ∈ F0(H∗(ΩY ;R)) and that f([γi − λi]) = w¯i where f is the
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quotient map from (5.6). So f : Kˆ
∼=
−→ K ′, which induces a Lie algebra isomorphism
Lˆ
∼=
−→ L′. This in turn induces the algebra isomorphism ULˆ
∼=
−→ UL′ ∼= H∗(ΩY ;R).
Since ULˆ ∼= H∗(ΩY ;R) there is an injection LY →֒ ULˆ. Also, since Kˆ ⊂ LY there
is a canonical Lie algebra map u : Lˆ → LY . These fit into the following commutative
diagram.
Lˆ //
u
@
@@
@@
@@
@ ULˆ
LY
=={{{{{{{{
It follows that u is an injection.
We claim that u is an isomorphism. Since H∗(ΩY ;R) is torsion-free, it has the same
Hilbert series as H∗(ΩY ;Q). Let S be the image of hY ⊗ Q. Then S and LY have the
same Hilbert series. By the Milnor-Moore Theorem (Theorem 3.5), H∗(ΩY ;Q) ∼= US.
So by the Poincare´-Birkhoff-Witt Theorem (Theorem 2.4), S has the same Hilbert series
as Lˆ, and hence LY ∼= Lˆ as R-modules. Since u : Lˆ→ LY is an injection it follows that
it is an isomorphism.
Therefore LY ∼= L
X
Y ∐ LKˆ as Lie algebras, with Kˆ ⊂ F1LY and H∗(ΩY ;R)
∼= ULY
as algebras.
Remark 7.6. If we generalize a conjecture of Anick [Ani89, Conjecture 4.9] from spher-
ical two-cones to our adjunction space Y then the Lie algebra isomorphism LY ∼= L
′
proves the conjecture in the semi-inert case.
We are now in a position to construct a map σY right inverse to hY . Let i denote the
inclusion X → Y . Consider the composite map
F : [LWX ] →֒ LX
σX−→ π∗(ΩX)⊗ R
(Ωi)#
−−−→ π∗(ΩY )⊗ R.
We claim that F = 0. Since F is a Lie algebra map it is sufficient to show that F (LWX ) = 0.
F (LWX ) = (Ωi)#σX(R{hX(αˆj)}).
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Since there are no implicit primes σXhX αˆj = αˆj . By the construction of Y , Ωi ◦ αˆj ≃ 0.
So F = 0 as claimed.
Therefore there is an induced map G : LXY
∼= LX/[L
W
X ]→ π∗(ΩY )⊗ R. That hY ◦G
is the inclusion map can be seen from the following commutative diagram.
LX
σX ,,

π∗(ΩX)⊗ R
(Ωi)#

hX
oo
LXY
G
%%LL
LL
LL
LL
LL
L

LY π∗(ΩY )⊗R
hYoo
Now construct σY : LY → π∗(ΩY )⊗R as follows. We have shown that LY ∼= L
X
Y ∐LK
for some K ⊂ F1LY . Since F1LY ∼= Kˆ = R{[γi− λi]} it follows that K = R{[γl+ λl]}l∈L
for some L. Recall that ∃ φl ∈ π∗(ΩY )⊗ R such that hY (φl) = [γl + λl]. Let σY |LX
Y
= G
and let σY ([γl + λl]) = φl. Now extend σY canonically to a Lie algebra map on LY .
We finally claim that hY σY = idLY . Since hY σY is a Lie algebra map it suffices to
check that it is the identity for the generators.
hY σY L
X
Y = hYGL
X
Y = L
X
Y , hY σY [γl + λl] = hY φl = [γl + λl]
Therefore σY is the desired Lie algebra map right inverse to hY .
Part III
Applications
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Chapter 8
Free Subalgebras
In this chapter we prove Theorem G and give a second proof of a special case of this
theorem.
8.1 A generalized Schreier property
In chapter 5 we calculated the homology of UL = U(L0 ∐ LV1, d), a two-level universal
enveloping algebra over a field F in which the Lie ideal [dV1] ⊂ L0 was a free Lie algebra.
The result was a universal enveloping algebra on a Lie algebra
L = L0 ⋉ LL1.
We remark that an equivalent description of L is the fact that it has homogeneous
generators and relations in degrees 0 and 1.
In this chapter we give a simple criterion which we prove guarantees that a Lie
subalgebra of L is free.
If R ⊂ Q is a subring containing 1
6
, Theorem F shows that under certain conditions,
H∗(ΩY ;R
′) is torsion-free, as algebras H∗(ΩY ;R
′) ∼= ULY and as Lie algebras gr(LY ) ∼=
LXY ⋉LV for some free R
′-module V . Let p be a noninvertible prime in R′ and recall the
notation M¯ =M ⊗ Fp for any R′-module M . It follows that gr(L¯Y ) ∼= L¯XY ⋉ LV¯ .
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We will give a simple criterion guaranteeing that a Lie subalgebra J ⊂ L¯Y is a free
Lie algebra.
It is a well-known fact that any (graded) Lie subalgebra of a (graded) Lie algebra is
a free Lie algebra [Mik85, Sˇir53, MZ95] (this is referred to as the Schreier property). In
this chapter we generalize this result to the following.
Theorem 8.1 (Theorem G). Over a field F, let L be a finite-type graded Lie algebra
with filtration {FkL} such that gr(L) ∼= L0 ⋉ LV1 as Lie algebras, where L0 = F0L and
V1 = F1L/F0L. Let J ⊂ L be a Lie subalgebra such that J ∩ F0L = 0. Then J is a free
Lie algebra.
Before proving this theorem, we prove the following lemma.
Lemma 8.2. Let J be a finite-type filtered Lie algebra such that gr(J) is a free Lie
algebra. Then J is a free Lie algebra.
Proof. By assumption there is an F-module W¯ such that gr(J) ∼= LW¯ .
Let {w¯i}i∈I ⊂ gr(J) be an F-module basis for W¯ . Let mi = deg(w¯i). That is, w¯i ∈
FmiJ/Fmi−1L. For each w¯i choose a representative wi ∈ FmiJ . Let W = F{wi}i∈I ⊂ J .
Then there is a canonical map φ : LW → J . Grade LW by letting wi ∈ W be in degree
mi. Then φ is a map of filtered objects and there is an induced map θ : LW → gr(J).
However the composite map
LW
θ
−→ gr(J)
∼=
−→ LW¯
is just the canonical isomorphism LW
∼=
−→ LW¯ . So θ is an isomorphism.
Therefore φ is an isomorphism and J is a free Lie algebra.
Proof of Theorem G. The filtration on L filters J by letting
FkJ = J ∩ FkL.
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From this definition it follows that the inclusion J →֒ L induces an inclusion gr(J) →֒
gr(L). So gr(J) →֒ gr(L) ∼= L0 ⋉ LV1. Since J ∩ F0L = 0 it follows that (grJ)0 = 0 and
gr(J) →֒ (grJ)≥1 ∼= LV1. By the Schreier property gr(J) is a free Lie algebra.
Thus by Lemma 8.2, J is a free Lie algebra.
The following corollary is a special case of this theorem.
Corollary 8.3. Over a field F, if J ⊂ L0⋉L(L1) is a Lie subalgebra such that J∩L0 = 0
then J is a free Lie algebra.
Note that since J is not necessarily homogeneous with respect to degree J ∩ L0 = 0
does not imply that J ⊂ LL1.
8.2 A second proof
In this section we give an independent proof Corollary 8.3 which does not use the Schreier
property. As such, it proves the Schreier property as a special case.
Theorem 8.4. Let L = L0 ⋉ LL1 be a finite-type bigraded Lie algebra over a field F
with generators and relations in degrees 0 and 1. Let J be a graded subalgebra of L not
necessarily graded with respect to degree, such that J ∩ L0 = 0. Then J is a free Lie
algebra.
Let J be a Lie subalgebra of L generated by elements which are homogeneous with
respect to dimension, but not necessarily with respect to degree. So J is graded by
dimension and filtered by degree. Let Jm be the subspace of J in degrees ≤ m and Jm,n
the component of Jm in dimension n. Let Jm,<n =
⊕
k<n Jm,k.
Let {xi} be a set of generators homogeneous with respect to dimension for a filtered
Lie algebra J . Let J j denote the Lie subalgebra of J generated by {xi}i 6=j. The set {xi}
is called reduced if for each generator xi ∈ Jm,n\Jm−1,n,
∄ y ∈ J i∗,n | xi − y ∈ Jm−1,n. (8.1)
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Remark 8.5. Note that reduced =⇒ minimal. That is, for each xi, ∄ y ∈ J
i such that
xi − y = 0. We also remark that the standard definition of a reduced set [MZ95] (in the
context where L is a free Lie algebra) is the condition that none of the x′j lie in the Lie
subalgebra of L generated by {x′i}i 6=j. We will see in the proof of Lemma 8.7 that this
condition follows from our condition (8.1).
Lemma 8.6. A connected, graded, filtered, finite-type Lie algebra J has a reduced set of
generators.
Proof. We deduce by induction on dimension. Assume we have a reduced set of generators
homogeneous with respect to dimension for the Lie subalgebra generated by J∗,<n. Since
J has finite-type, J∗,n is a finite vector space. Therefore J∗,n ∼= JM,n for some M .
We now deduce by induction on degree. Assume we have a reduced set of generators
homogeneous with respect to dimension for the Lie subalgebra generated by J∗,<n ⊕
Jm−1,n. Choose a basis {yj} for the finite vector space Jm,n ⊖ Jm−1,n.
We finally deduce by induction on j. Assume we have a reduced set of generators
{xi} homogeneous with respect to dimension, for the Lie subalgebra generated by V :=
J∗,<n ⊕ Jm−1,n
⊕
j<k F{yj}, which we denote 〈xi〉. More generally we will let 〈S〉 denote
the Lie subalgebra of J generated by the set S.
Consider yk. If ∃y ∈ 〈xi〉∗,n such that yk − y ∈ Jm−1,n then since Jm−1,n ⊂ 〈xi〉,
∃x ∈ 〈xi〉 such that yk − y = x. Therefore yk = x + y ∈ 〈xi〉, and F{yk} ⊂ 〈xi〉. Thus
{xi} is a reduced set of generators for the Lie subalgebra generated by V ⊕ F{yk}.
If ∄ such a y we claim that {xi}i∈I ∪ {yk} is a reduced set of generators for the Lie
subalgebra generated by V ⊕ F{yk}. Clearly it is a set of generators; it remains to show
that it is reduced. We need to check that each generator satisfies condition (8.1).
By assumption, yk satisfies the condition. By the induction hypothesis and since
yk ∈ J∗,n, all xi ∈ J∗,<n satisfy the condition. It remains to prove that each xi ∈ Jm,n
satisfies condition (8.1).
Assume ∃j, and ∃y ∈ 〈{xi}i 6=j ∪ {yk}〉∗,n such that xj ∈ Jl,n\Jl−1,n (where l ≤ m)
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and xj − y ∈ Jl−1,n. For degree reasons, y ∈ Jl,n ⊂ Jm,n and since yk ∈ Jm,n and J is
connected, y = x+ayk, where x ∈ 〈{xi}i 6=j〉∗,n and a ∈ F. Therefore xj−x−ayk ∈ Jl−1,n.
By assumption a 6= 0. Thus yk−a
−1(xj−x) ∈ Jl−1,n ⊂ Jm−1,n. But a
−1(xj−x) ∈ 〈xi〉∗,n,
which contradicts the assumption that yk satisfies condition (8.1). Hence V ⊕ F{yk} has
a reduced set of generators.
So by induction, the Lie subalgebra generated by J∗,<n ⊕ Jm,n has a reduced set of
generators. Then by induction the Lie subalgebra generated by J∗,≤n has a reduced set
of generators. Finally by induction J has a reduced set of generators.
Let J be a Lie subalgebra of the semi-direct product L = L0 ⋉ L(L1) such that
J ∩ L0 = 0. L is bigraded. Let Lj denote the component of L in degree j. By the
previous lemma, J has a reduced set of generators {xi} homogeneous with respect to
dimension, where xi = Σ
ni
j=0x
(j)
i , with x
(j)
i ∈ Lj , x
(ni)
i 6= 0 and ni ≥ 1. Let x
′
i = x
(ni)
i .
Note that the x
(j)
i are homogeneous with respect to degree.
Lemma 8.7. There does not exist a nonzero f(y1, . . . yn) ∈ L〈y1, . . . yn〉 with |yi| = |xi|
such that f(x′1, . . . x
′
n) = 0.
Proof. Assume such an f exists. Let (a1, . . . , aˆj, . . . an) denote the list (a1, . . . , an) with
aj omitted. Since ni ≥ 1, x
′
i ∈ L≥1
∼= L(L1). Since free graded Lie algebras sat-
isfy the Nielsen property [MZ95, Theorem 14.1] and each x′i is homogeneous with re-
spect to degree, ∃ 0 6= g(y1, . . . yˆj, . . . yn) ∈ L〈y1, . . . yˆj, . . . yn〉 with |yi| = |xi| such
that x′j = g(x
′
1, . . . xˆ
′
j, . . . x
′
n) for some j. Without loss of generality, we can assume
that g(x′1, . . . xˆ
′
j, . . . x
′
n) is a sum of nonzero monomials in dimension |xj| and degree
nj(= deg(x
′
j)).
By linearity,
g(x1, . . . xˆj , . . . xn) = α + g(x
′
1, . . . xˆ
′
j, . . . x
′
n), α ∈ Jnj−1
= α + x′j , x
′
j = xj − Σ
nj−1
k=0 x
(k)
j
= β + xj , β ∈ Jnj−1.
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Therefore xj−g(x1, . . . xˆj , . . . xn) ∈ Jnj−1. But this contradicts the assumption that {xi}
is reduced.
Proof of Theorem 8.4. Let J ⊂ L0 ⋉ LL1 be a Lie subalgebra such that J ∩ L0 = 0. By
Lemma 8.6 J has a reduced set of generators {xi}.
Assume ∃ 0 6= f(y1, . . . yn) ∈ L〈y1, . . . yn〉 with |yi| = |xi| such that f(x1, . . . xn) =
0. Without loss of generality assume that f(x1, . . . xn) is a sum of nonzero monomials
{fj(x1, . . . xn)}j∈J in a fixed dimension.
Since fj ∈ L〈y1, . . . yn〉, by the previous lemma fj(x′1, . . . x
′
n) 6= 0. Each of these is in
a fixed degree Mj.
By linearity and for degree reasons, fj(x1, . . . xn) = αj + fj(x
′
1, . . . x
′
n), with αj ∈
JMj−1. Let {fk}k∈K be the subset of the monomials {fj}j∈J such that fk(x
′
1, . . . x
′
n) is in
the highest degree, say M . Then
0 = f(x1, . . . xn) = Σj∈J(αj + fj(x
′
1, . . . x
′
n))
= α + Σk∈Kfk(x
′
1, . . . x
′
n), α ∈ JM−1.
Therefore Σk∈Kfk(x
′
1, . . . x
′
n) = 0. But this contradicts the previous lemma.
Chapter 9
An Algebraic Ganea Construction
In this section we apply our results to give an algebraic version of Ganea’s Fiber-Cofiber
construction [Gan65, Rut71] (see Section 4.5). All of the isomorphisms in this chapter
are algebra or Lie algebra isomorphisms.
9.1 The rational case
In the case when R = Q there is an exact correspondence between Lie algebras and
rational spaces (see [FHT01] for a reference). Using this correspondence, Ganea’s con-
struction gives a result about Lie algebras which we explain below. We will see that this
result is a special case of our results.
Let (L0, 0) be a dgL with a Lie ideal J ⊂ L0 such that J is a free Lie algebra. Then
as explained in [FHT01] the short exact sequence of Lie algebras
0→ J → L0 → L0/J → 0
models a fibration
F
f
−→ X → B.
In Ganea’s construction, we take the cofiber X ′ = X ∪f CF , where CF is the cone on
F , and the fiber F ′ of the fibration X ′ → B.
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Choose a set of generators S for the Lie ideal J . Let V0 be the free R-module with
basis S. Let V1 be an R-module such that there is a bijection d : V1 → V0 where d reduces
dimension by 1. Let L = (L0 ∐ LV1, d) be the dgL where dL0 = 0 and dV1 is give above.
Then L models X ′ [FHT01]. Let J ′ = ker(L։ L0/J). Then J
′ models F ′ [FHT01].
The long exact homology sequence splits into short exact sequences which can be
collected to give the short exact sequence of Lie algebras
0→ HJ ′ → HL→ L0/J → 0.
By Ganea’s Theorem [Gan65] F ′ ≈ F ∗ΩB ≈ Σ(F ∧ΩB) which rationally is a wedge of
spheres. So since J ′ models F ′, HJ ′ should be a free Lie algebra.
Using our results and without using Ganea’s Theorem, we will see what this free Lie
algebra is. In our terminology UL is a dga extension of ((UL0, 0), L0). By Lemma 1.1
and Theorem B, as algebras HUL ∼= UψHL ∼= UHL (since the map ψ : UHL→ HUL is
an isomorphism when R = Q [FHT01, Theorem 21.7(i)]), where HL ∼= L0/J ⋉ L(HL)1.
By Lemma 2.2 HL fits into the split short exact sequence of Lie algebras
0→ L(HL)1 → HL→ L0/J → 0.
So we see that HJ ′ ∼= L(HL)1.
Remark 9.1. In [FT88] Fe´lix and Thomas also do this calculation using Ganea’s Theo-
rem. They show that HJ ′ ∼= LK where K is the kernel of the canonical homomorphism
U(L/J)⊗ V0 → J/J
2.
9.2 The construction
Let R = Fp with p > 3 or R ⊂ Q containing
1
6
. For the cases when R 6= Q we do not
have an exact correspondence between Lie models and spaces. However our results allow
us to give an algebraic analogue to Ganea’s construction.
Chapter 9. An Algebraic Ganea Construction 91
Let (L0, 0) be a dgL with a Lie ideal J ⊂ L0 such that J is a free Lie algebra. Choose
a set of generators S for the Lie ideal J . Let V1 be an R-module such that there is a
bijection d : V1 → R{S} where d reduces dimension by 1. Let L = (L0 ∐ LV1, d) be the
dgL where dL0 = 0 and dV1 is given above. Then [dV1] = J ⊂ L0. In our terminology
UL is a dga extension of ((UL0, 0), L0) which is free. By Lemma 1.1 and Theorems A
and B, as algebras
HUL ∼= U((HL)0 ⋉ L(HL)1)
where (HL)0 ∼= L0/J . By Lemma 2.2, HUL ∼= UL
′ as algebras where
0→ L(HL)1 → L
′ → L0/J → 0
is a split short exact sequence of Lie algebras. If R ⊂ Q then L′ = ψHL where ψ is the
natural map ψ : UHL→ HUL.
As seen in Section 9.1 this generalizes the algebraic analogue of Ganea’s construction
obtained using rational homotopy theory.
9.3 Iterating the construction
Let R = Fp where p > 3 or R ⊂ Q containing
1
6
. As with Ganea’s construction (see
Section 4.5) this algebraic construction can be iterated. This can be used to obtain
successively closer approximations to a given Lie algebra.
Given the split short exact sequence of Lie algebras
0→ L(HL(n))1 → L
(n)′ → L0/J → 0,
choose a set S(n) of generators for the Lie ideal L(HL(n))1. Let V (n+1) be an R-module
such that there is a bijection d : V (n+1) → RS(n) where d reduces dimension by 1. Let
(L(n+1), d(n+1)) = (L(n)
′
∐ LV (n+1), d(n+1)),
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where d(n+1)L(n) = 0, and d(n+1)V (n+1) ⊂ L(n)
′
is given above. Then [d(n+1)V (n+1)] =
L(HL(n))1 ⊂ L(n)
′
. By Lemma 1.1 and Theorems A and B, as algebras HUL(n+1) ∼=
UL(n+1)
′
where
0→ L(HL(n+1))1 → L
(n+1)′ → L0/J → 0
is a split short exact sequence of Lie algebras. By construction the lowest dimension in
which L(n)
′
and L0/J differ increases to ∞ as n→∞.
9.4 A more general construction
Ganea’s construction can be generalized to taking more general cofibers than X ∪f CF
[Mat75, FT88] (see Section 4.5). We can do the same in our algebraic construction. Let
L = (L0 ∐ LV1, d) where dL0 = 0 and dV1 ⊂ J ⊂ L0. Then [dV1] ⊂ J ⊂ L0. Since [dV1]
is a subalgebra of the free Lie algebra J it is also a free Lie algebra. So UL is a free dga
extension of ((UL0, 0), L0). Therefore
HUL ∼= U((HL)0 ⋉ L(HL)1), where (HL)0 ∼= L/[dV1].
Chapter 10
Topological Examples and Open
Questions
In this chapter we use our results to analyze various topological examples. We conclude
with some open questions.
10.1 Topological examples
All of the isomorphisms in this section are isomorphisms of algebras or Lie algebras.
The following spherical three-cone Y , illustrates our results.
Example 10.1. Let R = Z[1
6
]. Let A = S3 ∨ S3 and let Z = A ∪α1∨α2 (e
8 ∨ e8) where
the attaching maps are given by the iterated Whitehead products α1 = [[ιa, ιb], ιa] and
α2 = [[ιa, ιb], ιb] of the inclusions of the 3-spheres.
It is known (see Example 3.8) that LA ∼= L〈x, y〉 where |x| = |y| = 2. It is also known
(see [HL95, Example 4.1] or Example 4.7) that
H∗(ΩZ;R) ∼= U(L
′
0 ∐ L〈w¯〉), where L
′
0 = L〈x, y〉/J,
with J the Lie ideal of all brackets of length ≥ 3 and |w¯| = 9. By Lemma 4.13, PZ =
93
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{2, 3}. Using [Ani89] or Theorem F,
H∗(ΩZ;R) ∼= ULZ where LZ ∼= L
A
Z ∐ L〈w〉
with LAZ
∼= L′0 and w = hZ(ωˆ) where ωˆ is the adjoint of some map ω : S
10 → Z. By
Theorem F there is a map σZ right inverse to hZ .
For i = 1, 2 let Zi be two copies of Z. Let X = Z1 ∨ Z2, W = S
28 ∨ S28 and let
f = β1 ∨ β2 where β1 = [[ω1, ω2], ω1] and β2 = [[ω1, ω2], ω2]. Let
Y = X ∪f (e
29 ∨ e29).
Now,
LX ∼= LZ1 ∐ LZ2
∼= LA1Z1 ∐ L
A2
Z2
∐ L〈w1, w2〉. (10.1)
Therefore by Theorem G, f is a free attaching map. Thus Y satisfies the hypotheses of
Theorem D.
By Corollary 1.8, if f is semi-inert then
K ′(z) = H˜∗(W )(z) + z[ULX(z)
−1 − U(LXY )(z)
−1].
LX is given by (10.1) and L
X
Y
∼= LX/[hX(βˆ1), hX(βˆ2)]. Since the Hurewicz images are
[[w1, w2], w1] and [[w1, w2], w1] which are contained in L〈w1, w2〉 we have
LXY
∼= LA1Z1 ∐ L
A2
Z2
∐ L˜ where L˜ = L〈w1, w2〉/[R{[[w1, w2], w1], [[w1, w2], w2]}].
Since (A∐ B)(z)−1 = A(z)−1 +B(z)−1 − 1 [Lem74, Lemma 5.1.10] it follows that
K ′(z) = H˜∗(W )(z) + z[UL〈w1, w2〉 − UL˜(z)
−1].
Now UL〈w1, w2〉 ∼= T〈w1, w2〉 and as R-modules L˜ ∼= R{w1, w2, [w1, w1], [w1, w2], [w2, w2]}
and UL˜ ∼= SL˜. Therefore
K ′(z) = 2z28 + z
[
1− 2z9 −
(1− z18)3
(1 + z9)2
]
= z37.
Chapter 10. Topological Examples and Open Questions 95
Recall that L = (LX ∐ L〈e, g〉, d
′) where d′e = [[w1, w2], w1] and d
′g = [[w1, w2], w2].
Also recall (from Theorem C) that (HL)0 ∼= L
X
Y . Let u¯ = [e, w2]+ [g, w1] (with |u¯| = 37).
Then it is easy to check that
(HL)0 ⋉ L(HL)1 ∼= (HL)0 ∐ L〈u¯〉
and f is indeed semi-inert. Since X = Z1 ∨ Z2 we have the following commutative
diagram.
π∗(ΩX)⊗ R
∼= //
hX

π∗(ΩZ1)⊗ R⊕ π∗(ΩZ2)⊗ R
hZ1⊕hZ2

H∗(ΩX ;R)
∼= //H∗(ΩZ1;R)⊕H∗(ΩZ2;R)
Let σX be the map corresponding to σZ1 ⊕ σZ2 under these isomorphisms. Since σZ1 and
σZ2 are right inverses to hZ1 and hZ2 it follows that σX = σZ1 ⊕ σZ2 is right inverse to
hX . By Lemma 4.13, PY = {2, 3}. As a result by Theorem F,
H∗(ΩY ;R) ∼= ULY where LY ∼= L
X
Y ∐ L〈u〉
with u = hY (µˆ) for some map µ : S
38 → Y . Furthermore ΩY ∈
∏
S and there exists a
map σY right inverse to hY .
Note that
LY ∼= L
1
1 ∐ L
2
1 ∐ L2 ∐ L〈u〉
where L11
∼= L21
∼= L〈x, y〉/J1 and L2 ∼= L〈w1, w2〉/J2 with J1 and J2 the Lie ideals of all
brackets of length ≥ 3. 
Example 10.2. An infinite family of finite CW-complexes constructed out of semi-inert
attaching maps
The construction in the previous example can be extended inductively. By induction,
we will construct spaces Xn and maps ωn : S
λn → Xn for n ≥ 1 such that Xn is
an n-cone constructed out of a sequence of semi-inert attaching maps. Given ωn, let
wn = hXn([ωn]) and given w
a
i and w
b
i , let Li = L〈w
a
i , w
b
i 〉/Ji where Ji is the Lie ideal
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generated by [[wai , w
b
i ], w
a
i ] and [[w
a
i , w
b
i ], w
b
i ]. That is Li is the quotient of L〈w
a
i , w
b
i 〉 where
all brackets of length three are equal to zero.
Let R = Z[1
6
]. Begin with X1 = S
3 and λ1 = 3. Let ω1 : S
λ1 → X1 be the identity
map.
Given Xn, let X
a
n and X
b
n be two copies of Xn. For n ≥ 1, let
Xn+1 = X
a
n ∨X
b
n ∪fn+1 (e
κn+1 ∨ eκn+1) ,
where κn+1 = 3λn − 1 and fn+1 = [[ω
a
n, ω
b
n], ω
a
n] ∨ [[ω
a
n, ω
b
n], ω
b
n].
By the same argument as in the previous example, fn+1 is a semi-inert cell attachment
and there exists a map
ωn+1 : S
λn+1 → Xn+1
where λn+1 = 4λn − 2, such that
H∗(ΩXn+1;R) ∼= ULXn+1 where LXn+1 =
( ∐
1≤i≤n
1≤j≤2n−i
Lji
)
∐ L〈wn+1〉
with Lji a copy of Li and wn+1 = hXn+1([ωn+1]). 
Example 10.3. Spherical 2-Cones
A spherical 2-cone is an adjunction space (see Section 3.1) of the form
(∨
j∈J1
Smj
)
∪f
(∨
j∈J2
enj+1
)
.
Equivalently it is the adjunction space of a cell attachment W2
f2
−→ X1, where W2 =∨
j∈J2
Snj and X1 are finite-type wedges of spheres and f2 =
∨
j∈J2
α
(2)
j . This is the
situation studied by Anick in [Ani89]. Let R = F where F = Q or Fp with p > 3, or let
R ⊂ Q be a subring containing 1
6
. By the Hilton-Milnor Theorem H∗(ΩX1;R) ∼= ULX1
and LX1
∼= LV for some free R-module V . X1 has Adams-Hilton model U(LV, 0). Since
LX1
∼= LV we can define a map σX1 : LX1 → π∗(ΩX1)⊗R right inverse to hX1 by choosing
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inverse images of V and extending to a Lie algebra map. Let L2 = (LX1 ∐L〈y
(2)
j 〉j∈J2, d
′)
where d′y
(2)
j = hX1(αˆ
(2)
j ).
If R = F, [LW2X1 ] ⊂ LX1 is a Lie subalgebra of a free Lie algebra and so is automatically a
free Lie algebra. Since the Adams-Hilton model forX1 has zero differential, by Lemma 1.1
H∗(ΩX2;F) ∼= gr(H∗(ΩX2;F)). Applying Theorem C(i) we get the following isomorphism
of algebras
H∗(ΩX2;F) ∼= U
(
LX1X2 ⋉ L(HL2)1
)
.
Furthermore by Theorem E if σX1hX1αˆ
(2)
j = αˆ
(2)
j then the canonical map
ULX2 → H∗(ΩX2;F)
is a surjection.
If R ⊂ Q and LX1/[L
W2
X1
] is R-free then we can apply Theorem D(i) to get that
H∗(ΩX2;R) is torsion-free and
H∗(ΩX2;R) ∼= U
(
LX1X2 ⋉ L(HL2)1
)
.
Furthermore since ∃ σX1 right inverse to hX1, then by Theorem F,
H∗(ΩX2;Z[PX2
−1]) ∼= ULX2
where gr(LX2)
∼= LX1X2 ⋉ L(HL2)1 and localized away from PX2, ΩX2 ∈
∏
S. This result
is given in [Ani89].
In either case if f2 is semi-inert then by part (ii) of Theorems C and D
H∗(ΩX2;R) ∼= U
(
LXY ∐ LK
(2)
)
for some K(2) ⊂ F1H∗(ΩX2;R). If R ⊂ Q then by Theorem F(iii) LX2
∼= LXY ∐ L(HL2)1
and there exists a map σX2 right inverse to hX2 .
This last Lie algebra isomorphism proves a conjecture of Anick [Ani89, Conjecture
4.9] in the semi-inert case. 
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Example 10.4. Spherical 3-Cones
Consider the adjunction space X3 of a cell attachment W3
f3
−→ X2 where X2 is the
spherical 2-cone given above, W3 =
∨
j∈J3
Snj is a finite-type wedge of spheres, and
f3 =
∨
j∈J3
α
(3)
j . Let R be a subring of Q containing
1
6
. Assume that H∗(ΩX2;R) ∼= ULX2
and that there exists a map σX2 right inverse to hX2 . Let L3 = (LX2 ∐ L〈y
(3)
j 〉j∈J3, d
′)
where d′y
(3)
j = hX2(αˆ
(3)
j ).
Assume LX2/[L
W3
X2
] is R-free and for any p ∈ P˜ , [L¯W3X2 ] ∩ L¯
X1
X2
= 0. By Example 10.3,
gr(LX2)
∼= LX1X2 ⋉ LV
(2) for some free R-module V (2). It follows that for any p ∈ P˜ ,
gr(L¯X2)
∼= L¯X1X2 ⋉ LV¯
(2). Then by Theorem G, for any p ∈ P˜ , [L¯W3X2 ] is a free Lie algebra.
That is, f3 is a free cell-attachment. Thus by Theorem D(i) we get that H∗(ΩX3;R) is
torsion-free and
gr(H∗(ΩX3;R)) ∼= U
(
LX2X3 ⋉ LV
(3)
1
)
.
Furthermore since ∃ σX2 right inverse to hX2 then by Theorem F
H∗(ΩX3;Z[PX3
−1]) ∼= ULX3
where gr(LX3)
∼= LXY ⋉ L(HL3)1 and localized away from PX3, ΩX3 ∈
∏
S.
If in addition f3 is semi-inert then by part (ii) of Theorem D,
H∗(ΩX3;R) ∼= U
(
LX2X3 ∐ LK
(3)
)
,
for some K(3) ⊂ F1H∗(ΩX3;R), and by Theorem F(iii), localized away from PX3 there
exists a map σX3 right inverse to hX3 . 
Example 10.5. Spherical N -cones
Let Wk
fk−→ Xk−1 → Xk for 1 ≤ k ≤ N be a sequence of cell attachments (with
adjunction space Xk) with X0 = ∗, Wk is a finite-type wedge of spheres and XN ≈ X .
Assume R ⊂ Q containing 1
6
. ∀k assume that LXk−1/[L
Wk
Xk−1
] is R-free and that for any
p ∈ P˜ , [L¯WkXk−1 ] ∩ L¯
Xk−2
Xk−1
= 0. In addition ∀k assume that if fk is free then there exists a
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map σXk−1 right inverse to hXk−1 . By Theorem F a sufficient condition for this is that
fk−1 is semi-inert.
Then by induction on Theorem F and Theorem G, H∗(ΩX ;Z[PX
−1]) is torsion-free,
H∗(ΩX ;Z[PX
−1]) ∼= ULX as algebras and localized away from PX , ΩX ∈
∏
S. 
Example 10.6. W → X → Y where X is coformal.
Let W be a simply-connected finite-type wedge of spheres. Let X be a simply-
connected topological space such that H∗(ΩX ;R) is torsion-free and has finite type. Let
R ⊂ Q containing 1
6
or R = Fp where p > 3. Call X coformal if X has a model
(see Section 3.2) UL(X) = U(L, 0) [NM78]. For example, when R = Q, Neisendorfer
and Miller [NM78] show that any compact n-connected m-dimensional manifold with
m ≤ 3n + 1, n ≥ 1 and rank(PH(M ;Q)) ≥ 2 is coformal, where P (·) denotes the
subspace of primitive elements.
Let Y be the adjunction space of a cell attachment W → X . For a model for Y
one can take UL(Y ) = U(L ∐ LV1, d), where dL = 0 and dV1 ⊂ L. Assume that
[dV1] ⊂ L is a free Lie algebra. Since the differential in L(X) is zero, by Lemma 1.1,
H∗(ΩY ;R) ∼= gr(H∗(ΩY ;R)).
By Theorems C(i) and D(i) if L/[dV1] is torsion-free then
H∗(ΩY ;R) ∼= U((HL(Y ))0 ⋉ L(HL(Y ))1) where (HL(Y ))0 ∼= L/[dV1].

Example 10.7. X is a finite-type CW-complex with only odd dimensional cells.
Let X(n) denote the n-skeleton ofX . From the CW-structure ofX , there is a sequence
of cell attachments for k ≥ 1.
W2k
f2k+1
−−−→ X(2k−1) → X(2k+1)
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where W2k is a finite wedge of (2k)-dimensional spheres, X
(2k+1) is the adjunction space
of the cell attachment and X(1) = ∗. Assume R ⊂ Q containing 1
6
. Let PX(n) be the set
of implicit primes of X(n) (see Section 4.4). We will show by induction that
H∗(ΩX
(2k+1);Z[PX(2k+1)
−1]) ∼= ULX(2k+1)
where LX(2k+1)
∼= LV (2k+1) with V (2k+1) concentrated in even dimensions. In addition
localized away from PX(2k+1), ΩX
(2k+1) ∈
∏
S and there exists a map σX(2k+1) right
inverse to hX(2k+1) .
For k = 0 these conditions are trivial. Assume they hold for k−1. Let L = (LX(2k−1)∐
LK, d′) where K is a free R-module in dimension 2k corresponding to the spheres inW2k.
For degree reasons LW2k
X(2k−1)
= d′(K) = 0. So f2k+1 is automatically free. Furthermore L
has zero differential so HL = LV (2k−1) ∐ LK. Thus f2k+1 is semi-inert. By Theorem F,
H∗(ΩX
(2k+1);Z[PX(2k+1)
−1]) ∼= ULX(2k+1) , where
LX(2k+1)
∼= LX
(2k−1)
X(2k+1)
∐ LK ∼= LX(2k−1) ∐ LK ∼= L(V
(2k−1) ⊕K).
Also by Theorem F, localized away from PX(2k+1) , ΩX
(2k+1) ∈
∏
S, and there exists a
map σX(2k+1) right inverse to hX(2k+1) .
Therefore by induction H∗(ΩX ;Z[PX
−1]) ∼= ULX , where LX ∼= LV and localized
away from PX , ΩX ∈
∏
S. 
10.2 Open questions
The results of this thesis naturally lead to the following open questions.
• Is there a dga extension A which is free such that gr(HA) 6∼= HA as algebras?
• If H(Aˇ, dˇ) is R-free and as algebras H(Aˇ, dˇ) ∼= UL0 for some Lie algebra L0 then
is there a dga extension (Aˇ ∐ TV, d) for which one cannot choose a Lie algebra L0
d′V ⊂ L0?
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• If so, do any of these come from cell attachments, or have (Aˇ, dˇ) = U(Lˇ, dˇ)?
• Let R = Q or Fp where p > 3 and let (Aˆ, dˆ) be a free dga extension of ((Aˇ, dˇ), L0).
By Theorem A, as algebras H(Aˆ, dˆ) ∼= UL′ where L′ = (HL)0 ⋉ L(HL)1. Let
A = Aˆ ∐ TV be a dga extension of Aˆ with induced map d′ : V → L′ such that
[d′V ] ∩ (HL)0 = 0. By Theorem G, A is a free dgL extension. Do the relations
which are obstructions to the semi-inertness of A necessarily come from the anti-
commutativity and Jacobi relations (as in Examples 2.13 and 2.14)?
• Is there a finite CW-complex X such that H∗(ΩX ;R) is R-free and H∗(ΩX ;R) ∼=
ULX as algebras but there does not exist a map σX right inverse to hX even after
localizing away from finitely many primes?
• One of the forms of the semi-inert condition, namely that gr1(HA) is a free
gr0(HA)-bimodule, can be applied to more general differential graded algebras
than those studied in this thesis. J.-M. Lemaire has suggested that the condition
that the two-sided ideal
(dV1) ⊂ Aˇ is a free Aˇ-module (10.2)
be taken as the free condition for more general dga’s. (For the dga’s in this thesis,
(10.2) follows from the free condition by Lemma 5.7. Can Theorems A and B be
generalized by using these conditions?
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