Depth recovery based on structured light using stripe patterns, especially for a region-based codec, demands accurate estimation of the true boundary of a light pattern captured on a camera image. This is because the accuracy of the estimated boundary has a direct impact on the accuracy of the depth recovery. However, recovering the true boundary of a light pattern is considered difficult due to the deformation incurred primarily by the textureinduced variation of the light reflectance at surface locales. Especially for heavily textured surfaces, the deformation of pattern boundaries becomes rather severe. We present here a novel (to the best of our knowledge) method to estimate the true boundaries of a light pattern that are severely deformed due to the heavy textures involved. First, a general formula that models the deformation of the projected light pattern at the imaging end is presented, taking into account not only the light reflectance variation but also the blurring along the optical passages. The local reflectance indices are then estimated by applying the model to two specially chosen reference projections, all-bright and all-dark. The estimated reflectance indices are to transform the edge-deformed, captured pattern signal into the edge-corrected, canonical pattern signal. A canonical pattern implies the virtual pattern that would have resulted if there were neither the reflectance variation nor the blurring in imaging optics. Finally, we estimate the boundaries of a light pattern by intersecting the canonical form of a light pattern with that of its inverse pattern. The experimental results show that the proposed method results in significant improvements in the accuracy of the estimated boundaries under various adverse conditions.
INTRODUCTION
The method of structured-light-based 3D reconstruction has been well established with rich literature available to date [1] . The advantage of structured-light-based 3D reconstruction over other approaches lies in its capability of acquiring a high depth accuracy of, as well as a high density of, reconstructed images within its dynamic range. For structured-light-based 3D reconstruction methods using stripe patterns as a regionbased codec, pattern boundaries may serve as a definite feature for defining the projector-camera correspondence on a subpixel level. Therefore, a crucial step for ensuring high depth accuracy is the accurate estimation of the boundaries of a projected light pattern captured on an image. The conventional methods for estimating the boundaries of light stripes can be summarized into the following two (refer to Fig. 1 for illustration):
1. To threshold the captured image signal of a stripe pattern, using the average of the two reference image signals obtained from the projection of the two reference patterns, all-bright and all-dark, as the threshold [ Fig. 1(a) ].
2. To obtain the zero crossings or intersections of the two image signals captured, respectively, from the two projected light stripe patterns, the original stripe pattern and its inverse stripe pattern [ Fig. 1(b) ]. Here, the inverse stripe pattern implies the pattern obtained by reversing the bright and dark signals of the original stripe pattern, respectively, to the dark and bright signals.
For more details, refer to Trobina [2] . These conventional methods can accurately estimate the boundaries on the textureless surfaces where only optical blurring is involved in the deformation of captured stripe edge signals, and, thus, no asymmetric deformation is incurred, as illustrated by Fig. 2(a) . However, they fail to estimate the correct boundaries when the textures at or around the boundaries of the light stripes incur a large variation in surface reflectance, leading to the severe asymmetric deformation of the captured stripe edge signals, as shown in Fig. 2(b) . In Fig. 2(b) , due to the abrupt variation of the surface reflectance at the boundary, the captured edge signal of the inverse stripe is deformed asymmetrically to that of the original stripe, causing the zero crossing or intersection of the two signals located far off from that of no asymmetric deformation, such as the one shown in Fig. 2(a) , and leading to erroneous boundary estimation. As a matter of fact, the conventional methods are considered not firmly based on a, theoretically well-founded, formal model on the errors involved in boundary estimation. This paper presents a novel (to the best of our knowledge) method for estimating the true boundaries of light stripes under severe deformation due to heavily textured surfaces. Particular interest is given to the accurate estimation of boundaries even for the case of abrupt discontinuities in reflectance. To solve the problem based on a firm theoretical foundation, we formulate a formal mathematical model describing the deformation of the projected light pattern at the imaging end, taking the light reflectance variation, optical blurring, and sensor noise into account. Unlike conventional methods, we transform the edge-deformed, captured pattern signal into the edge-corrected, canonical pattern signal, i.e., a virtual pattern that would have been obtained if neither the reflectance variation nor the blurring in imaging optics were present. This transformation is made feasible by the local reflectance indices estimated from the model. The key feature of the proposed method, which is also unique, is the introduction of the edge-corrected, canonical pattern that is independent of the variation of surface reflectance, thus, allowing the boundary estimation to be independent of surface reflectance. The true boundary is estimated by intersecting the canonical form of a captured light pattern with that of its inverse pattern. The originality of this paper is fourfold: (i) the formulation of a formal mathematical model for describing the deformation of a captured light pattern, (ii) the derivation of a new formula for estimating the reflectance indices from the model, (iii) the novelty in transforming an edge-deformed, captured light pattern into an edge-corrected, canonical pattern independent of surface reflectance, and (iv) the estimation of true boundaries using the canonical form of the light patterns.
The remainder of the paper is organized as follows: in Section 2, we describe our boundary estimation method. The experimental results are provided in Section 3. Finally, Section 4 concludes the paper.
PROPOSED METHOD A. Modeling of a Captured Light Pattern
Without losing generality, we assume that a projector-camera pair is configured in such a way that the depth can be extracted along its epipolar lines independently [3] . This allows us to represent a light pattern in one-dimensional space along an epipolar line. Let sðxÞ represent the ideal pattern along an epipolar line on the image, where "ideal" implies a virtual pattern on the image that would have been generated if no ambient light as well as no noise or disturbance were present along the entire optical passage. Because a projected light pattern is mostly of a binary form of dark and bright stripes, so is sðxÞ. For further simplicity, here we represent sðxÞ as a step function, where the step refers to an edge of stripes to be recovered, as follows:
In practice, sðxÞ is subject to deformation and corruption: first, sðxÞ is blurred from the optical passage through the projector lens, and then it is attenuated by the reflection from the object surface. Here we represent the attenuation due to the reflection at the local surface corresponding x by the reflectance index, RðxÞ, RðxÞ ∈ ½0; 1. Note that RðxÞ not only carries the variation of reflection coefficients due to the local differences in color and material, but it also carries the change in the amount of reflecting light due to the differences in the orientation of surface locals to the projector-camera pair. In addition to the deformation of sðxÞ due to the blurring and surface reflectance, it should be further corrupted from the additive signal, AðxÞ, reflected at the surface by ambient light. Finally, it is blurred once more from the optical passage through the camera lens, before it is contaminated by the noise, W ðxÞ, associated with the imaging sensors. The whole process is described in Fig. 3 . Taking all the aforementioned factors that deform and corrupt sðxÞ into consideration, the captured light stripe signal, f s ðxÞ, can be modeled as follows:
where ⊗ represents a convolution operator. In Eq. (1), the two blurring processes associated with the projector and camera lenses are modeled as a convolution with the respective blur kernels, g p ðx; σ p Þ and g c ðx; σ c Þ, as illustrated in Fig. 4 . The The reflection index can now be estimated as follows:
where "deconvlucy" represents the Richardson-Lucy deconvolution operator [4, 5] that we chose to use for the computation of deconvolution. It shows that the smaller the dx is, or, equivalently, the more significant the asymmetric signal deformation becomes, the larger are the errors incurred by the conventional zero-crossing method (blue).
On the other hand, the proposed zero-crossing method (red) based on canonically recovered signals is able to contain the errors within a small bound regardless of dx or, equivalently, of the significance of the asymmetric signal deformation. The canonical form of the light pattern, f c ðxÞ, computed by Eq. (3) is regarded as correcting the edges of f s ðxÞ corrupted by RðxÞ, as well as by AðxÞ and gðx; σ c Þ, thus providing a means of recovering the true boundary embedded in sðxÞ.
D. Boundary Estimation
The true boundary is now estimated by intersecting the canonical form of a captured light pattern with that of its inverse pattern. The block diagram of the proposed boundary estimation is described in Fig. 5(a) . In practice, the proposed method is applied to cases of textured surfaces; in the case of a textureless surface, the method of projecting the additional inverse pattern and using the zero-crossing value as the threshold [2] is used. Figure 5 (b) describes the block diagram of the general boundary estimation.
In order to check the reflectivity of the surface, the reference data are used: 1. If RðxÞ ¼ R, the reflection index is a constant. From a property of the convolution: the convolution of a normalized Gaussian function with a constant A is A. We have
Thus the first derivative is
2. If RðxÞ is not a constant, the absolute of the first derivative is
These properties [Eqs. (4) and (5)] help us check the reflectivity of the surface.
EXPERIMENTAL RESULTS

A. Deformed Edge Recovery
When the stripe pattern is projected on a textured surface, depending on the direction and the relative distance between the stripe and the texture, the edge is deformed in different ways. To evaluate our proposed canonical form of the light pattern, a stripe pattern is projected on a textured surface that has a sharp change in reflectance. Then the direction and relative distance between the stripe and the texture are varied to measure the different deformations of the stripe edge as well as its recovered version computed by Eq. (3).
The reference data in Fig. 6 , especially when the pattern is all-bright, indicate the variation of the surface reflectance. In Figs. 6(a)-6(c) , the left-side figures show the deformed edges when the edges and reflectance variation have the opposite direction, and the cases that they have the same direction are shown in the left-side figures of Figs. 6(d)-6(f) . The middle figures illustrate the corrected edges using the canonical form of light pattern. However, the correction steps based on deconvolution may amplify the noise; thus, the corrected edges are simply smoothed to eliminate noise, as shown in the rightside figures.
B. Evaluating the Proposed Boundary Estimation Method
The model of the captured light stripe signal in Eq. (1) In the case of a textureless surface, assuming that the reflectance is a constant, RðxÞ ¼ R, thus where [AðxÞ ⊗ g c ðx; σ c Þ þ WðxÞ] is the ambient disturbance and noise, but it plays a role of lifting the ground of the captured signal; RðsðxÞ ⊗ g p ðx; σ p Þ ⊗ g c ðx; σ c ÞÞ is the purely captured light stripe. We can see that along the x axis, the stripe edge is only blurred by the optical effects of the projector and camera; thus, the boundary is preserved-meaning that on a textureless surface, we can get the correct boundaries by using only the intersection between the stripe pattern and its inverse.
To evaluate the proposed boundary estimation method, the relative distance between the stripe boundary and the change of surface texture, namely, dx, is manually varied, then at each position the boundary of the stripe is estimated using both the proposed method and the conventional method. In order to obtain the ground truth, at those same positions, the textured object is replaced by a white object that has the same shape. The stripe patterns are projected and captured, and then the stripe boundaries are estimated to use as references. Figure 7 shows the error between the estimated boundaries using the proposed method as well as the conventional method compared with the reference boundaries. As can be observed, the proposed boundary estimation method is much more accurate than the conventional one.
C. Application of the Proposed Method in 3D Reconstruction
In our experiments, we used a Canon LDP-3260K projector and a PGR Flea2 IEEE 1394 digital camera mounted with a TV LENS of 8 mm 1:1.3. The resolution of the projector was 1024 × 768 and of the camera was 640 × 480. The position of the camera was about 30 cm on the right of the projector. The distance between the system and the objects was about 1 m. The original Hierarchical Orthogonal Code (HOC [6] ) and the HOC with the boundary correction version (namely HOC-B) were implemented and evaluated.
The system was calibrated using a calibration block with a coordinate attached on it, as shown in Fig. 8(a) ; thus, two front planes of the calibration block have the equation X ¼ 0 (left plane) and Y ¼ 0 (right plane), respectively. We also reconstructed 3D data of this calibration block to evaluate the HOC and HOC-B, because it has flat faces, which are easy for quantitative evaluations.
Figure 8(a) shows the pattern of layer 4 of HOC on the calibration block. The boundaries of the four patterns estimated by the proposed method are shown in Fig. 8(b) , and the ones estimated by the conventional method are in Fig. 8(c) . Because the faces of the calibration block are flat, theoretically the detected boundaries of the light stripes should be straight lines. But the variant of the surface reflection deforms the edge of the pattern's stripe, thus the detected boundaries using conventional method are not on straight lines. As can be seen, the proposed method gives better estimation of the boundaries than the conventional method. Figure 9 illustrates the reconstructed 3D point clouds in various views of the calibration block using the HOC-B version on the left and the original HOC version on the right. Figure 10 shows the horizontal sections of the 3D point cloud of the HOC-B [ Fig. 10(a)] and HOC [Fig. 10(b) ]. Obviously, without boundary correction, the 3D point of the surface has much variation at the boundary of the black and white squares. Table 1 shows the quantitative measurement of the error in 3D data of only deformed edges. The error was defined as the distance between the reconstructed point to the corresponding plane (left plane, X ¼ 0 or right plane, Y ¼ 0). As can be seen, the max and standard deviation of the error were decreased when the boundary correction was applied to the HOC.
CONCLUSIONS
We have presented a method to estimate the boundary of a structured light pattern on a textured object in order to improve the accuracy of the depth measurement. The idea of the proposed method is to estimate the incident light pattern hitting the object surface, which has the correct information of the boundary. In this paper, the proposed boundary estimator is implemented for HOC, but it also can be applied to other structured light codes, such as gray code and binary code.
