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1. INTRODUCTION AND BASIC DEFINITIONS 
This paper is concerned with even order differential equations of the 
form 
Y (2n) + P(x)y = 0 (E) 
on I= [0, co), where P is a nonzero continuous function on I. The objec- 
tive is to describe the structure of the solution space Y of (E) in terms of 
the oscillation or nonoscillation of certain types of solutions. Throughout 
the paper the term “solution” shall be interpreted to mean “nontrivial 
solution.” 
Let y = y(x) be a solution of (E). It is well known, of course, that the 
zeros of y are isolated points on I. If y has infinitely many zeros on Z 
(equivalently, the set of zeros of y is unbounded), then y is said to be 
oscillatory; otherwise y is nonoscillatory. Equation (E) is oscillatory if Y 
contains an oscillatory solution; otherwise the equation is said to be non- 
oscillatory. A subset T of 9’ is strongly oscillatory if all of its elements are 
oscillatory. The subset T is nonoscdlatory if all its elements are non- 
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oscillatory. A subinterval J of I is a (k, 2n-k)-inter& of oscillation of (E) if 
there exists points a, b E J, a < 6, and a solution y which is positive on 
(a, b) and has zeros of order not less than k and 2n-k at a and b, respec- 
tively. If no such pair of points and corresponding solution y exist, then (E) 
is said to be (k, 2n-k)-disconjugate on J. Equation (E) is eventually (k, 2n- 
k)-disconjugate if there is a point c E I such that (E) is (k, 2n-k)-discon- 
jugate on [c, co). 
In [ 11, Dolan and Klaasen introduced so-called “dominance” relations 
on subsets of the solution space of a linear differential equation. In the par- 
ticular setting here, let R and T be subsets of Y. Then R dominates T if for 
every pair of solutions y E R, z E T, y + cz E R for every real number c; R 
dominates T at 0 if for every pair of solutions y E R, z E T, there is a positive 
number E such that y + cz E R for every real number c such that Ic( < E. 
In our study of (E) it will often be necessary to distinguish the two cases 
P > 0 and P < 0 on I. In the first case (E) will be denoted by (E+ ) and Y 
by Y+. Similarly, (E-) and Y- will be used to specify the case PC 0. In 
general studies of equations of the form y’“‘+ P(x)y =0 there are two 
major cases to consider, namely m even and m odd. Indeed, in much of the 
literature concerned with these equations the four possible cases, i.e., m 
even or odd, P > 0 or P < 0 on 2, are studied separately, and separate (but 
similar) results are obtained for each case. See, for example, the papers 
[l&13] by Lovelady. Of course, there are some fundamental differences 
between the two major cases: if m = 2n is even, then each of (E+ ) and (E- ) 
is self-adjoint; whereas if m = 2n - 1 is odd, then (E+ ) and (E- ) are 
adjoints of each other. In the latter case the relationships between the two 
equations in terms of the oscillation or nonoscillation of certain types of 
solutions, (k, m - k)-disconjugacy on an interval, etc., are well known. On 
the other hand, when m is even the current literature suggests that the two 
equations are unrelated with respect o oscillatory behavior (see, for exam- 
ple, Leighton and Nehari [lo] and Keener [8]). The fact that either all 
the solutions of (E+) are oscillatory or they are all nonoscillatory when 
n = 1 or 2, while (E- ) always has nonoscillatory solutions for all values of 
n, provides one demonstration of the apparent independence of the two 
equations in terms of oscillation. Contrary to this evidence, however, 
another objective of this paper is to show that there is a strong relationship 
between the two equations that involves the oscillatory behavior of the 
solutions. 
As remarked above, (E-~ ) always has nonoscillatory solutions. In par- 
ticular, if awl and y is a solution of (E-) that satisfies y@‘(a) 20, 
k = 0, l,..., 2n - 1, with strict inequality holding for at least one k, then 
y’&‘(x) > 0 on (a, a), k=O, l,..., 2n, and limx,,y’k’= cc, for 
k = 0, I,..., 2n - 2. A solution of this type is said to be strongly increasing on 
(a, co). Obviously one can obtain a solution basis for (E- ) consisting of 
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strongly increasing solutions. It is also well known that (E-) has a solution 
w that satisfies (- l)k W(~)(X) >0 on Z, k = 0, l,..., 2n. A solution of this type 
is said to be strongly decreasing on I. There has been considerable interest 
in the question of the essential uniqueness of the strongly decreasing 
solution of (E- ), and a third objective of this paper is to present some par- 
tial results on this question (see Etgen and Taylor [4]). In this connection, 
recall that w is essentially unique if it is true that any other strongly 
decreasing solution of (E-) is simply a constant multiple of W. 
This paper is organized in the following manner. Section 2 is a survey of 
the recent work of Elias [2, 31 and Jones [7] that is basic to the methods 
and results here. Equation (E) relative to the structure of its solution space 
Y is investigated in Section 3, and relationships between equations (E+ ) 
and (Z?) are established in Section 4. 
In [2], Elias actually investigates linear equations that are more general 
than (E). In particular, Elias considers 
Lb1 + P(x) Y = 0 
where L,,, is an mth order disconjugate operator of the form 
L,,CYl=P,(P,,-l”‘(P,(P,Y)‘)‘...)’. 
It will be clear that the methods and results of this paper can also be 
applied to these more general equations. 
2. PRELIMINARY RESULTS 
For any sequence of 2n + 1 nonzero numbers c,,, c, ,..., czn, let 
S(c,, c, ,..., czn) denote the number of sign changes in the sequence. Clearly 
qc,, Cl, . . . . cZn) is an integer-valued function that satisfies 0 < S(c,, c, ,..., 
c,,) < 2n. If y is a solution of (E) and x E Z, then 
sty, x+ I=,!:+ S(y(t), -y’(t), y”(t), -Y”‘(f))..., -y(2n-1)(t), y’*“‘(t)) 
exists. Elias [2, Theorem l] has shown that for each solution y, S( y, x+) is 
nondecreasing on Z, and so there exists a point x-v E Z such that 
S(y, x + ) = k is constant on [xI;, co). Moreover, k is odd if y is a solution 
of (E+ ) and k is even if y is a solution of (E- ). Using these results, the 
solutions of (E) can be partitioned into disjoint subsets 
S, = ( y ( S( y, x + ) = k for sufficiently large x} 
(see [2, Theorem 21). Moreover, each of the subsets S, , S, ,..., S,,- 1 of Y + 
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and S,, S2,..., S,, of Y - is nonempty, and the two solution spaces can be 
written 
sQ+ = (0}us,u&u ... uS2np1, 
Y- = {0}us,u&u ... u& 
It is worth noting that each of the subsets S, and S,, of Y - are non- 
oscillatory. Furthermore, if y E S,, then either y or -y is strongly decreas- 
ing on I; and corresponding to each y E S,, there is a point a, E Z such that 
either y or -y is strongly increasing on [a>,, co). 
In [2] Elias also shows that each of the sets S, is either strongly 
oscillatory or is nonoscillatory. In addition, Sk is nonoscillatory if and only 
if (E) is eventually (k, 2n - k)-disconjugate. A well-known necessary and 
sufficient condition for the eventual (k, 2n - k)-disconjugacy of (E) is the 
existence of a solution y that satisfies 
y”‘(X) > 0, i = 0, 1 ,..., k, 
Y (k+ yx) <(), y(k+2) (x) > o,..., (- l)k y@“‘(x) > 0 
(1) 
on [a, co) for some a E Z (see Elias [ 31 or Nehari [ 151). Moreover, if S, is 
nonoscillatory and y E Sk, then it is easy to show that there is a point a, E Z 
such that either y or -y satisfies the inequalities (1) on [a,, co). Finally, 
since equation (E) is self-adjoint, it follows that S, is strongly oscillatory 
(nonoscillatory) if and only if S,, ~ k is strongly oscillatory (nonoscillatory). 
Jones [7, Theorem 51 has shown that if k <n and S, is nonoscillatory, 
then each of the “lower order” sets Sk-*, Ske4,... (ending with S, or S,) 
is nonoscillatory. Also, by the observation immediately above, S,, Pk, 
S2n-k+2~-~ (ending with Sz,_. i or S,,) are nonoscillatory. 
It is well known that the “size” of the coefficient function P determines 
the oscillation or nonoscillation of (E). Various parts of the following 
theorem have been obtained by a number of authors. The reader is referred 
to C. A. Swanson’s reference text [17, Sect. 4.61 for the details. 
THEOREM 2.1. Ifs? x~~:‘~P(x)~ dx= co, then St is strongly oscillatory 
and each of the subsets S,, S4,..., SZnp 2 of S- is strongly oscillatory. rf 
Somx2n-1 [P(x)1 dx < 00, then (E) is nonoscillatory. 
We conclude this section with a general lemma that will be needed in 
several places in the sequel. Both Elias and Jones have given proofs of this 
result. 
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LEMMA 2.2 (Elias [2, Lemma 11, Jones [6, Lemma]). rf u = u(x) is a 
function such that u”‘(x) > 0, i = 0, l,..., k, and uck + “(x) < 0 on [a, m), then 
on [a, co),,j= 1, 2 ,..., k- 1. 
3. STRUCTURE OF THE SOLIJTION SPACE S 
Based on the results and discussion in Section 2, the structure of 9, the 
oscillation or nonoscillation of (E), and the behavior of the solutions, can 
be determined by examing the subsets Sj, 0 <j< 2~. In fact, since (E) is 
self-adjoint, it is sufficient o consider the sets S, for 0 <j G n. If we suppose 
that (E) has both oscillatory and nonoscillatory solutions, then there is an 
integer k < n such that SI; is nonoscillatory and S, + z is oscillatory. With 
this assumption, we can define subsets J, 6’ and ‘2! of Y by 
~=szvs,+zv .” us, 
o=s,+,us,,,u ...SZnpk-2 
J%=Ss,, .kVs*nm k+2v ..’ us,j 
where a= 1, B=2n- 1 in the case of (E+) and a=O, /3=2n in the case of 
(E ). 
In general, we know from the work of Elias and Jones that in the case of 
(Et), C+?(=?Z”) and %(=%!‘) might be empty, from which it would 
follow that Y = 0 u {0}, i.e., (E+) is strongly oscillatory. In contrast, in 
the case of (E- ), 93 ( = 39 ~ ) and % ( = @ - ) are never empty. For example, 
if SP x2”-* IP( dx= co, then %?+ =%+ =b and 9’- = So and Q- = S2,, 
(by Theorem 2.1). Of course, it is also possible for Lo( =0 + or Co-) to be 
empty, which means (E + ) or ( Ep ) is nonoscillatory. Again by 
Theorem 2.1, this will occur if j; x2+ ‘[P(x)1 dx < co. 
We shall use the notation C8’, 4?‘, 0 throughout this section, recognizing 
that for each of the equations one or more of the sets might be empty. We 
shall also let k, 0 <k < ~1, denote the largest integer, if it exists, such that S, 
is nonoscillatory and S, +* is oscillatory. Finally, while the results in this 
section will be stated for (E), most of the actual proofs will be given in 
terms of (E-). Precisely the same arguments can be used for (E+). 
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It follows from Theorem 2.1 that the “interesting” case occurs when the 
coefficient function P satisfies the condition 
s 02 *n-*(P(x)( dx < co s 00 X and x2- ‘[P(x)1 dx = co. (A) 0 0 
Note that if (E) is an Euler-type equation, i.e., P(x) = M/(X + b)2n, 01 and b 




X 2n-21P(~)I dx< 00, and I X 2n-1(P(x)l dx= cc II 0 
for any a > 0. Clearly, if k exists, 1 <k < n, such that S, is nonoscillatory 
and &+2 is oscillatory, then P must satisfy condition (A). 
Suppose that the set S,, j > 1, is nonoscillatory and let y E Sj be even- 
tually positive. Then, as noted in Section 2, y satisfies the inequalities (1) 
on some interval [a, 00). An immediate consequence of these inequalities is 
the following asymptotic behavior: 
lim y(‘)(x) = co, i=O, l,...,j-2 
.x - a3 
(2) 
lim y’“‘(x) = 0, m =j+ 1, j+ 2 ,..., 2n. 
x-m 
Our first result provides some additional information on the asymptotic 
behavior of the nonoscillatory solutions. 
THEOREM 3.1. Assume that condition (A) holds, and suppose that Si, 
j> 1, is nonoscillatory. If y E S, is eventually positive, then 
lim, + o3 y”‘(x) = 0 and lim y+ ‘j(x) = co. x-02 
Proof: The first limit has been established by Granata [S, Theorems 
3.1, 3.23. To establish the second limit, assume (E) = (E-), i.e. P-CO, and 
put u(x) = y(i-‘) (x) on [a, co) (note: j is even). Then u is a solution of 
U(*-i+ 1) _ P(x) Y(X) u = 0 
y(j- ll(x) 
According to Kim [IS], if 
(x-a)2”-qP( y 
y(j- 1) dx= co, 
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then all nonoscillatory solutions of (3) are unbounded. By Lemma 2.2, 
Y(X) ,(x-a)j-1 
y’J- ‘yx) ’ j! 
on [a, co ). Therefore 
s = (x-a)*“-‘IPI y>; m y’.‘- 1) c (x-a)*“-‘IPI dx u J! o 
1 CX 
>T 
s J! o 
X*-l,P, dxt2yCJx*~-~,P, dx 
y=2 
by condition (A). The same method can be used to establish the result for 
(E+ 1. 
The concept of “dominance” was defined in Section 1. Our next result 
concerns some dominance relations between certain subsets of Y. It is an 
immediate consequence of the asymptotic behavior of the nonoscillatory 
solutions given in (2) that if Sj and S, are nonoscillatory and i>j, then S, 
dominates S,. Thus, it is easy to see that %! dominates 99’. The following 
theorem is a simple extension (in the case of (E)) of a result of Elias [2, 
Theorem 41. 
THEOREM 3.2. Assume that 6 # @ and SJ # 0. Then CO dominates 99 at 0 
and %! dominates 8 at 0. 
Proof Suppose 0 does not dominate 9? at 0. Then there is a pair of 
solutions y, z, where y E 0 and z E %?‘, with the property that to each E > 0 
there corresponds a number c, ICI <E, such that y + cz is nonoscillatory. 
From this we can conclude that there is a sequence of numbers {cm} such 
that lim, _ oi c, = 0 and u, = y + c,z is nonoscillatory for all m. Since y is 
oscillatory and z E g’, it is clear that u, 4 % for any m. Thus u, E 9J for all 
m. By passing to a subsequence of {c,}, we can assume that v, E S,, j < k, 
for all m. Now, according to Elias [2, Lemma 11, y = lim,, o. u, must 
belong to S, where q d k which contradicts the fact that y E Co. 
Essentially the same argument can be used to show that @ dominates 0 
at 0. 
By combining Theorems 3.1. and 3.2 we get the following result on the 
asympototic behavior of the oscillatory solutions of (E). 
COROLLARY 3.3. Assume that k 2 1 and 0 # 0 (which implies that con- 
dition (A) holds). Zf y E Co, then yCi) is unbounded on Z, i= 0, l,..., k- 1, and 
lim, + m y(j)(x) = 0, j = 2n - k, 2n - k + l,..., 2n. 
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With these results the dominance relations can be sharpened and we can 
characterize all oscillatory solutions of (E). 
COROLLARY 3.4. Assume that k > 1 and 0 # 0. Let B = S,, _ k+ Z u 
v ... us, 
;:;;: 1 
and ~=S,vS,,,v ... VSkm2, where a= 1, 
or a =O, B=2n. Then .@ dominates 0 and Co dominates Jo. 
Moreover, if y is any oscillatory solution of (E), then y = v + z, where v E Lo 
and zE9JvSZnpk. 
It is an open question as to whether ui% dominates 0 and 0 dominates &?. 
More specifically, this question concerns the dominance relationships 
between 0 and the two nonoscillatory sets Sk and S,, pk. 
Recall that in the case of (E-) any positive solution w in the non- 
oscillatory set S, is strongly decreasing on I. A result on the essential uni- 
queness of w is also an immediate consequence of Theorems 3.1, 3.2 and 
Corollary 3.3. 
COROLLARY 3.5. If k 3 2, then the strongly decreasing solution w aj 
(E - ) is essentially unique. 
Proo$ Suppose w is not essentially unique. Let u be a strongly decreas- 
ing solution of (E-) which is not a constant multiple of w. Fix any point 
a E I and choose the number c so that w(a) - cu(a) = 0. Put z(x) = w(x) - 
cu(x). Since lim. _ J[ w(x) and lim., _+ % U(X) each exists, lim. _ x Z(X) exists. 
Also, since z(a) = 0, z 4 S,, i.e., z E S, for some m >, 2. However, indepen- 
dent of whether S,,, is oscillatory or nonoscillatory, the solutions in S, are 
unbounded, and we have a contradiction. 
There are a variety of necessary conditions and sufficient conditions for 
the nonoscillation of the skts S,,,, m 3 I. See, for example, Elias [3] and 
Jones [5]. Of course, as noted in Section 2, the set S,,, is nonoscillatory if 
and only if (E) is (m, 2n - m)-disconjugate on [a, co) for some a E I. The 
theorem that follows is similar to, but not included in, the results of Elias 
and Jones mentioned above. 
THEOREM 3.6. If (E) is (m, 2n - m)-disconjugate on [a, XI) for some aE I, 
then the second order equation 
z,, + t-x - a)‘” 2lW)l z = o 
m!(2n -m)! 
is disconjugate on [a, co). [f the second order equation 
v” + 
(x-a)2H -‘IP(x)( 
- (m- 1)! (2n-m- I)!==’ (5) 
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is disconjugate on [a, 00) for Some a E I, then (E) is (m, 2n - m) disconjugate 
on [a, 00). 
Proof: We shall give the proof in terms of (E- ). The modifications 
required for (E + ) will be clear. Suppose (E- ) is (m, 2n - m)-disconjugate 
on [a, co). Then there exists a solution y =y(x) of (E-) that satisfies the 
inequalities (1) on [a, co). Let Z(X) =#‘+ “(x) on [a, co). Then z is a 
solution of the equation 
z 
(2n -,,7+,,+P(X)Y(X) T-o 
Y w-l,(,)- - 
(6) 
and z satisfies the inequalities 
I > 0, ( 1)’ z” + ” - > 0, i = 0, 1, 2 2n - ,..., m. 
Thus (6) is (1, 2n - m) disconjugate on [a, co). From Lemma 2.2 
Y(X) >-!-(,~-a)“‘+‘, 
Y (“‘- ‘j(y) m! 
and so by applying a well-known comparison theorem (see, for example 
[ 15]), we can conclude that the equation 
is (1, 2n - m) disconjugate on [a, co). Thus, the adjoint equation of (7), 
namely 
,(2,7 ,,I+lJJ-~--a)“‘-’ p(x)z=o 
m! 
is (2n -m, 1) disconjugate on [a, co) and it has a solution u = U(X) that 
satisfies the inequalities U”‘(X) >O, i=O, l,..., 2n-m, on [a, oo). Let 
v(x) = #n )>I ‘j(x). Then u is a positive solution of the second order 
equation 
Fli+wv-’ ,p(x), 4x1 
m! U(2n ~ m ~ 1) (x) 
v = 0. 
Applying Lemma 2.2 again, we have 
238 ETGEN,JONES, ANDTAYLOR 
on [a, co). Therefore, by the Sturm comparison theorem, the second order 
equation (4) is disconjugate on [a, co). 
To prove the second part of the theorem, assume that (5) is disconjugate 
on [a, co). Using a standard construction (see Lovelady [ 11, Theorem 3]), 
Y (2n-m+l)+ (X--)m-l p(x)y=o (m - l)! (8) 
has a solution u= u(x) that satisfies u>O, (- 1)’ u(~+‘) >O, i=O, l,..., 
2n-m, on [a, cc) i.e., Eq. (8) is (1, 2n-m) disconjugate on [a, co). Thus 
the adjoint equation of (8), namely 
Y (2n-m+1)Jx-~)m-1 p(x)y=o (m-l)! 
is (2n -m, 1) disconjugate which, by Jones [6, Theorem 31, implies (E- ) is 
(m, 2n -m) disconjugate on [a, co). 
4. RELATIONSHIPS BETWEEN (E+) AND (I?) 
As indicated in the Introduction, equation (E+ ) and (E- ) are self- 
adjoint and apparently unrelated with respect to oscillatory behavior. 
Further, these equations have always been studied separately, (e.g., 
Leighton and Nehari [lo], Keener [8] and Lovelady [13,14]). The pur- 
pose of this section is to demonstrate a close “adjoint-like” relationship 
between the two equations that involves the oscillatory behavior of the 
solutions. 
THEOREM 4.1. Consider the sets SO, S2 ,..., S,, c Y- and S,, S, ,..., 
SZn- 1 G Y+, arranged in the natural order S,, S,, S2 ,..., SZn ~ 1, S,,. Choose 
any integer k < n. If the set S, is nonoscillatory than S, is also nonoscillatory 
for allj<k andallja2n-k. 
Proof Choose k <n and suppose that Sk is nonoscillatory. Obviously, 
it will suffice to show that Sk-, must also be nonoscillatory. The method of 
proof is analogous to the methods used by Jones [7] and Lovelady 
[13, 141. To be specific, we will assume that k is even. It will be clear that 
the same proof holds when k is odd. 
Let y = y(x) be an eventually positive solution in Sk. Then there exists 
a E Z such that the inequalities (2) hold on [a, 00). The function z = y’(x) is 
a solution of the (2n - 1 )st order equation 
zP- 1) + P(x) Y(X) z = o 
Y’(X) 
(9) 
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and z satisfies the inequalities z(j)(x) > 0, j = 0, l,..., k - 1, 
( - 1 )m+ ’ Z(~)(X) > 0, m = k, k + l,..., 2n - 1, on [a, co). Thus, we can con- 
clude that Eq. (9) is (k - 1, 2n - k) disconjugate on [a, co). 
Now, by Lemma 2.2, y(x)/y’(x) b (x - a)/k on [a, co). Therefore, by a 
well-known comparison theorem (see Nehari [ 151) the (2n - 1 )st order 
equation 
p- 1) + (x - a) P(X) z = o 
k 
(10) 
is (k - 1, 2n - k)-disconjugate on [a, co), and there exists a solution 
u = U(X) of (10) satisfying U(~)(X) >0, j = 0, I,..., k - 1, ( - 1 )m+ ’ U(~)(X) > 0, 
m = k, k + l,..., 2n - 1, on [a, co). It follows from these inequalities that 
lim u”‘(x) = 0, 
.Y - CL 




Substituting u into (10) and integrating 2n - k times, we obtain the 
inequality 
for x3a. Since t-abt-x and k62n-k, we have 
on [a, cc). Also, by Taylor’s theorem and the fact that W’(U) 20, j= 0, 
l,..., k - 2, 
u(x) 2 u(a) + s 
x (x-sp- 
u (k-2)! 
dk- l)(s) ds. 
Therefore 
II’(t)1 u(t) dt ds. 
505/59’2-7 
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Now, by standard iteration techniques, there is a nonnegative function 
u = u(x) defined on [a, co) such that 
‘; (X-S)k-2 m (t-sp-k 
u(x)=u(a)+ s, (k-2), I. (Zn-k)! IP(t)l u(t)dcds. . , 
It is easy to verify by differentiating this equation that u is a solution of 
(E+) satisfying u(‘)(x) > 0, j= 0, l,..., k - 1, (- I)*+ ’ U@)(X) > 0, m = k, 
k + l,..., 2n, i.e., u E Sk , . Therefore Sk _ , is nonoscillatory and the theorem 
follows. 
Theorem 4.1 has several interesting corollaries that relate the behavior of 
the solutions of (E- ) and (E+ ). 
COROLLARY 4.2. Zf (E- ) is nonoscillatory and 2n = 0 (mod 4) i.e., n is 
even, then (Ef ) is nonoscillatory. Similarly, if (Et ) is nonoscillatory and 
2n = 2 (mod 4), i.e., n is odd, then (E-) is nonoscillatory. 
ProoJ Suppose n is even. According to Jones [7, Theorem 61, (E- ) is 
nonoscillatory if and only if S, is nonoscillatory, and (E+) is non- 
oscillatory if and only if S,- , is nonoscillatory. Thus, the first part of the 
Corollary is an immediate consequence of the theorem. The second part 
follows similarly. 
Euler equations can be used to show that the converses of these 
statements do not hold. For example, in the 4th order case, the equation 
Y (4’ - (x + 1))” y = 0 is oscillatory and yc4) + (x + 1) P4 y = 0 is non- 
oscillatory on I. 
COROLLARY 4.3. If (Ef ) is strongly oscillatory, then all of the sets S,, 
j = 2, 4,..., 2n - 2, in Y- are oscillatory, i.e., any nonoscillatory solution of 
( Ep ) is either in S, or S,, . 
It is easy to verify that if ye Y- and ZEN+, then y+z is a solution of 
the (4n)th order equation 
(11) 
Since Elias’ results quoted in Section 2 also hold for Eq. (1 l), the 
solution space F of (11) can be partitioned into the non-empty, disjoint 
sets {O}, To, T2, T4,..., T4,,. The relationship between the sets S, contained 
in either YP or 9’+, and the sets T,,, is given by 
S2i 5 T4ir i = 0, l,..., n 
s2i+ I s T4i+2~ i=O, l,..., n- 1. 
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COROLLARY 4.4. Choose an integer k 6 n. Zf the set Tzk is nonoscillatory, 
then the sets Tzj are nonoscillatory for all j < k and all j > 2n -k. 
This corollary is an extension of Jones’ result [6, Theorem 51. 
Our final result establishes a relationship between (E+) and (E-) that 
involves the asymptotic behavior of the oscillatory solutions. The essential 
uniqueness of the strongly decreasing solution of (E-) is an immediate 
consequence of this result. 
THEOREM 4.5. Zf (Ef ) has a nonoscillatory solution, then all oscillatory 
solutions of (E ~ ) are unbounded. 
Proof Assume that (E+) has a nonoscillatory solution, and that (E-) 
has oscillatory solutions. Then, by Theorem 2.1, P must satisfy condition 
(A), and, by Jones’ result [7, Theorem 51, S, is nonoscillatory. Also, if 
ZE S, is eventually positive, then lim,,, z(x)= 00 and lim,,, z’(x) =0 
by Theorem 3.1. According to Corollary 3.3, we need only consider the case 
& =SO, @- =SZn. In terms of Eq. (ll), this means that T,,, T,, T4n-2 
and T4” are nonoscillatory, and all the other subsets TZk are oscillatory. 
Now, let y E 0- and let z E Si be eventually positive. We claim that there 
is a positive number E such that y + cz is oscillatory whenever (c( <E. Of 
course, this is essentially equivalent to saying that the oscillatory solutions 
of equation (11) dominate T, at 0. The method of proof in Theorem 3.2 
applies here, for if we suppose not, then there is a sequence of numbers 
{cm) such that lim,,, c, = 0 and y + c,z is nonoscillatory for all m. The 
functions v, = y + c,z, m = 1, 2 ,..., are all solutions of (1 1 ), and so we can 
assume that they all belong to the same set Tzj. Since lim, _ m v, = y E Tzk, 
where k 3 2 is even, the solutions v,, m = 1, 2,..., must be in Tdn or TdnpZ. 
But it is easy to verify directly that for any solution v in either T,, or 
T 4n -2r lim,+, lo’(x)1 = co. The fact that lim,,, z’(x)=0 and y is 
oscillatory provides a contradiction. Thus, there exists E > 0 such that 
y + cz is oscillatory whenever Ic( < E. The conclusion of the theorem now 
follows from the fact that lim,, a, z(x) = co. 
COROLLARY 4.6. Zf (E+) has a nonoscillatory solution, then the strongly 
decreasing solution of (E- ) is essentially unique. 
ProoJ: See Corollary 3.5. 
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