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• Developed an efficient data generation
for machine learning training.
• Accurately predict battery state of
charge under various dynamic battery
operating conditions.
• Achieved very accurate estimation with
simple data via a fast training and
prediction.
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Data-Driven approaches for State of Charge (SOC) prediction have been developed considerably in recent years.
However, determining the appropriate training dataset is still a challenge for model development and validation
due to the considerably varieties of lithium-ion batteries in terms of material, types of battery cells, and operation
conditions. This work focuses on optimization of the training data set by using simple measurable data sets,
which is important for the accuracy of predictions, reduction of training time, and application to online esti
mation. It is found that a randomly generated data set can be effectively used for the training data set, which is
not necessarily the same format as conventional predefined battery testing protocols, such as constant current
cycling, Highway Fuel Economy Cycle, and Urban Dynamometer Driving Schedule. The randomly generated data
can be successfully applied to various dynamic battery operating conditions. For the ML algorithm, XGBoost is
used, along with Random Forest, Artificial Neural Network, and a reduced-order physical battery model for
comparison. The XGBoost method with the optimal training data set shows excellent performance for SOC
prediction with the fastest learning time within 1 s, a short running time of 0.03 s, and accurate results with a
0.358% Mean Absolute Percentage Error, which is outstanding compared to other Data-Driven approaches and
the physics-based model.

1. Introduction
Lithium-ion batteries (LIBs) have been widely used in portable
electric devices, electric vehicles, and other many other fields because

they can provide a highly efficient energy storage capability. To ensure
the safety and efficient performance of LIBs, an advanced management
system, which is known as the Battery Management System (BMS) [1],
must be considered. In the BMS, the State of Charge (SOC) is used as the
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level of charge of a battery relative to its capacity, and it provides
important information to the BMS for other functionalities, such as State
of Health (SOH) prediction, cell balancing, and battery energy man
agement. However, the critical challenge in SOC prediction is that SOC
cannot be directly measured from battery tests; typically, only the cur
rent, voltage, and temperature are measurable. Therefore, in general,
the SOC is estimated by using a model, in which the SOC is evaluated by
calculating the relative lithium concentration inside the electrodes.
High-fidelity electrochemical models are ideal for detailed analysis of
battery phenomena; however, the models require the solution of ten or
more coupled partial differential equations by taking electrochemical
physics and cell geometry into account [2]. The physical electro
chemical model can accurately estimate SOC but is not suitable for on
line prediction due to its high computational cost [2]. To increase
computational efficiency, Equivalent Circuit Models (ECMs) have been
developed. The ECMs have been used in BMS for decades due to their
low complexity and ease of online implementation; however, their low
fidelity and limited prediction capability severely hampers their usage in
high accuracy applications [3]. Recently, a reduced-order physical
based model known as the Single Particle (SP) model has been devel
oped and used in BMS with high accuracy and computational efficiency
[4]. However, the SP models still require fundamental electrochemical
and physical parameters of a battery, such as diffusivity, conductivity,
porosity, and open circuit voltages, which leads to difficulties in the
model construction.
Machine Learning (ML) approaches have been studied and devel
oped for battery applications due to the advantages of being able to learn
complex patterns in data without being explicitly programmed and to
quickly provide accurate predictions. The ML based approaches can
estimate state of charge (SOC) [5], state of health (SOH) [6], fault
detection [7], and thermal management [8], etc. with limited prior
knowledge about battery internal characteristics and chemical reactions
[9]; however, the accuracy and performance of ML methods depend
heavily on the quality and amount of the training data [10]. The ML
model might perform poorly if there is a lack of enough data for training,
leading to predicting ‘out of distribution’ data because batteries are
subjected to a wide range of operating conditions and material combi
nations, and there are many types of battery cells [11]. Thus, the ML
based approaches generally require a large amount of training data to
cover each condition for different batteries to reach high accuracy, and
the training data must be generated for each situation to cover the va
riety of batteries. In addition, simplified input information would be
desirable since some redundant information in the training data might
require more computational resources to eliminate it. Therefore, a
simple and efficient method to obtain a suitable size of training data is
needed.
This paper investigated a battery training data collection method to
find a simple input dataset based on the measurable inputs as current
and voltage, so the SOC can be estimated during cell operation; the
training data set should be concise to reduce the complexity of mea
surement but maintains the capability of accurate prediction. Further,
the training data collected based on our proposed method is used in the
three most used ML models including Random Forests, Artificial Neural
Network, and Gradient Boosting for the battery SOC prediction. The
accuracy and computational efficiency of each ML model are compared
with a Single Particle model for the usage of BMS.

SOH prediction [[6], [17]]. The RFs are the ensembles of decision trees,
where each tree is trained on a randomly sampled subset of the available
data to reduce over-fitting, as opposed to trees trained on the entire data
set [12]. For regression, the output of the RFs is the average of all the
trees’ predictions. In the RF regression model [[12],[18]], L
tree-structured base classifiers h(X,θk) are used, where k = 1,..,L, θk is a
family of independent, identically distributed random vectors, and X is
an input vector containing m features. Each tree is built using a deter
ministic algorithm by selecting random samples from the training data
set, and parameters can be optimized for the number of regression trees
grown based on a bootstrap sample of the observations, the number of
different estimators tested at each node, and the minimal size of the
terminal nodes of the trees. The training data is assumed to be inde
pendently drawn from the joint distribution of (X,Y), and Y is the output
scalar, and Sn the training set containing n observations which can be
expressed as [6].
(1)

Sn = {(X1 , Y1 ), (X2 , Y2 ), …(Xn , Yn )}

Then the aggregation is performed by averaging the outputs of all
trees. The estimation Y of the averaged output can be obtained by
̂ =1
Y
q

q
∑
)
(
̂
h X, Snθk

(2)

l=1

̂ is the averaged output of all of tree, q is the number prediction
where Y
trees, Sθk is bootstrap samples, and ̂
h(X, Sθk ) is the prediction function.
n

n

ANN can be effectively applied to estimate phenomena in systems
such as batteries that are described by complicated multiscale/multi
physics, and it has been widely used for SOC/SOH online prediction
[[19],[20]]. Artificial Neural Networks are composed of a set of pro
cessing elements called neurons that correspond to a function from one
or more inputs to a single output [13]. The neurons of an ANN are
grouped into an input layer, hidden layers, and an output layer. Each
input to the ANN is processed by a neuron in the input layer, each output
is processed by a neuron in the output layer, and an arbitrary number of
additional neurons may be inserted in the hidden layers. Although the
arrangement of neurons and layers has no physical meaning, ANNs can
discover relationships between inputs and outputs of a system without a
detailed understanding of the underlying physics. The Artificial Neural
Network is notable for its learning and generalization capabilities. The
supervised multi-layer perceptron (MLP) based on back propagation
method is widely used in various ANN architectures [21]. The number of
hidden layer nodes and the linking node’s weight will be calculated
based on the input layer nodes, output layer nodes, and statistic rela
tionship of the input training data. The basic idea of the back
propagation learning algorithm is the repeated application of the chain
rule to compute the influence of each weight in the network with respect
to an arbitrary error function E [13].

∂E ∂E ∂si ∂neti
=
∂ωij ∂si ∂neti ∂ωij

(3)

where ωij is the weight from neuron j to neuron i, si is the output, and neti
is the weighted sum of the inputs of neuron i. Once the partial derivative
for each weight is known, the aim of minimizing the error function is
achieved by performing a gradient descent at current step (n + 1) and
previous step (n)

2. Machine learning and physical-based models

ωij(n+1) = ωij(n) − ε

In this study, three most popular Machine Learning (ML) methods as
Random Forests (RFs) [12], Artificial Neural Network (ANN) [13], and
eXtreme Gradient Boosting (XGBoost) [14], were used to estimate the
battery State of Charge (SOC) based on the optimized training dataset.
The results of the three models were used to validate the viability of the
optimized training dataset with only voltage and current as inputs.
The RFs method have been reported for battery SOC [[15],[16]] and

∂E
∂ωij

(4)

where ε is the correction rate
The eXtreme Gradient Boosting (XGBoost) is an implementation of
gradient boosted decision trees for improved speed and performance
[14]. This algorithm has been shown to give state-of-the-art results on a
wide range of problems, especially from the results of the Kaggle com
petitions. Important features of XGBoost are its scalability for handling
2
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sparse data and its theoretically justified weighted procedure to accel
erate learning accuracy and speed. It has been invested in the applica
tion of battery SOC prediction due to the advantages of fast training and
high accuracy [[5], [22]]. The algorithms used in the XGBoost model are
based on gradient tree boosting algorithms [14]. The tree ensemble
model including a number of trees and leaves, and leaf weights, which
will be calculated based on the input training data. Unlike decision trees,
XGBoost’s each regression tree contains a continuous score on each leaf,
and additional regularization terms help to smooth the final learned
weights to avoid over-fitting. Moreover, compared to the conventional
model, XGBoost has two major improvements: (a) speeding up the tree
construction and (b) a new distributed algorithm for tree searching [14].
The form for XGBoost uses K additive functions to predict the output is
[14]
K
∑

ŷi = θ(xi ) =

voltage, and SOC. Then, the MLs were used to train and estimate SOCs.
The general process is illustrated in Fig. 1. Supervised learning was
conducted based on the training data. The current and voltage were used
as input variables and SOC was the output. The testing data then used to
evaluate the accuracy of the learned model. In order to avoid overfitting
the data, all of the three models were adjusted to have 96%±1% accu
racy, i.e., about 0.4% mean-absolute-percentage-error (MAPE) for the
testing data.
For the ML process (training, testing, and estimating), R environment
software (3.5.0) was used, in which RF, ANN, and XGBoost were
implemented via the “Random Forest” package, the “neuralnet” pack
age, and the “xgboost” package, respectively. All of the models were
simulated using the Windows operating system with a 1.9 GHz Intel
Xeon CPU and 24 GB of RAM. The computation time was recorded via a
Time Portions of Code package, and each model used the same sampling
period (1 s) to compare the computational efficiency.
For the battery simulation physics experiments, a full order elec
trochemical Pseudo-2-Dimensional (P2D) model was used [[23],[24]].
The P2D model is established based on the physics of porous electrode
theory, the concentrated solution theory, and the kinetics equations.
Since its predictions are relatively accurate and have shown, in general,
good agreement with experimental data, the P2D model has been
extensively used in Li-ion battery investigations [[5],[25]]. This P2D
model describes the behavior of a LIB through the time evolution of its
solid-phase Li-ion concentration and potential, electrolyte-phase Li-ion
concentration and potential, and reaction current density and over
potential, by solving a set of coupled partial differential equations
(PDEs) as listed in Table 1 [[23],[24]].
The variables in Table 1 are as follow; ai is electrode specific surface
area, i = p, n (where p represents positive and n represents negative), c is
concentration, c0 is initial concentration, Deff,i is lithium-ion diffusion
effective coefficient, F is Faraday’s constant, I is applied current density,
ji is flux of Li+, li is thickness of region, R is universal gas constant, t+ is
Li+ transference number, T is absolute temperature, εi is porosity, κeff,i is
effective ionic conductivity of the electrolyte, σ eff,i is effective electronic
conductivity, Φ1 is solid-phase potential, and Φ2 is electrolyte-phase
potential.

(5)

fk (xi )
k=1

where the θ(xi) represents the XGBoost model with fk weak learners. To
learn the set of functions used in XGBoost, the following regularized
objective is minimized
∑
∑
L (ϕ) =
l( ŷi , yi ) +
Ω(fk )
(6)
i

i

where Ω(fk ) = γΓ + 12 λω2 , fk corresponds to an independent tree
structure and leaf weights ω, l is a differentiable convex loss function
that measures the difference between the prediction ŷi and the target yi ,
Ω penalizes the complexity of the model, γ is a control parameter related
to the tree structure, λ is a regularization control parameter, Γ is the
number of leaf nodes. The loss function after simplification and split leaf
is given by
[(∑
)2
(∑
)2
(∑
)2 ]
1
i∈IL gi
i∈IR gi
i∈I gi
∑
L split =
+∑
− ∑
− γ
(7)
2
i∈IL hi + λ
i∈IR hi + λ
i∈I hi + λ
(t− 1)
(t− 1)
where gi = ∂ (t− 1) l(yi , ̂
y
), hi = ∂2 (t− 1) l(yi , ̂
y
) are first and second
̂y
̂y
order gradient statistics on the loss function, IL and IR are the leaf of left
and right nodes after the split for all the possible tree structures q, and I
= IL ∪ IR.
For the input of those ML models, the training data set was randomly
separated as training (50%) and testing (50%) data, including current,

Fig. 1. Process flowchart of training and prediction process for SOC.
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Table 1
Governing equations and boundary conditions for P2D model [24].
Region

Eq. No

Positive electrode

8

9
10
Separator

11
12

Negative electrode

13
14
15

Governing equations

Boundary conditions

2

εp

∂c
∂ c
= Deff,p 2 + ap (1 − t+ )jp
∂t
∂x

− Deff,p

(Initial condition c|t=0 = c0 )
− σeff,p
2

∂Φ 1
∂Φ2 2κeff,p RT
∂lnc
(1 − t+ )
− κeff,p
+
=I
F
∂x
∂x
∂x

∂ Φ1
= ap Fjp
∂x 2
∂c
∂2 c
εs = Deff,s 2
∂t
∂x
∂Φ2 2κeff,s RT
∂lnc
I = − κeff,s
(1 − t+ )
+
F
∂x
∂x
∂c
∂2 c
εn = Deff,n 2 + an (1 − t+ )jn (Initial condition c|t=0 = c0 )
∂t
∂x
∂Φ1
∂Φ2 2κeff,n RT
∂lnc
− σeff,n
(1 − t+ )
− κeff,n
+
=I
F
∂x
∂x
∂x
2
∂ Φ1
σeff,n 2 = an Fjn
∂x
σeff,p

3. Results and discussion

∂c
∂c
∂c
= 0 − Deff,p |x=lp = − Deff,s |x=lp
|
∂x x=0
∂x
∂x

∂Φ2
∂Φ 2
∂Φ 2
= 0, − κeff,p
= − κeff,s
− κeff,p
|
|
|
∂x x=0
∂x x=lp
∂x x=lp
∂Φ 1
I
|x=0 = −
∂x
σeff,p
∂c
∂c
∂c
∂c
− Deff,p |x=lp l = − Deff,s |x=lp − Deff,s |x=lp +l = − Deff,n |x=lp +l
s
s
∂x
∂x
∂x
∂x
∂Φ 2
∂Φ 2
∂Φ 2
∂Φ 2
− κeff,p
|x=lp = − κeff,s
|x=lp − κeff,p
|x=lp +ls = − κeff,n
|x=lp +ls
∂x
∂x
∂x
∂x
∂c
∂c
∂c
− Deff,n |x=lp +ls +ln = 0 − Deff,s |x=lp +ls = − Deff,n |x=lp +ls
∂x
∂x
∂x
∂Φ 2
∂Φ 2
∂Φ 2
− κeff,n
|x=lp +ls +ln = 0 − κeff,p
|x=lp +ls = − κeff,n
|
∂x
∂x
∂x x=lp +ls
∂Φ 1
I
∂Φ 1
= −
, − σeff,n
=0
|
|
∂x x=lp +ls +ln
σeff,n
∂x x=lp +ls

value of − 0.93 and an STD of 0.43, where a negative value indicates
discharge.

3.1. Prediction data collection
As the first step, the target prediction data is considered and
analyzed. In general, batteries are used repeatedly under a specific
operating condition. Therefore, batteries in electric vehicles are often
examined and tested using two common dynamic loading conditions:
the Highway Fuel Economy Cycle (HWFET) and Urban Dynamometer
Driving Schedule (UDDS), as well as the constant current conditions at
different C-rates. The HWFET cycle is a highway driving condition under
60 mph with relatively high and stable current loads. On the other hand,
the UDDS cycle is a city driving condition, which includes more widely
varying current loads than the HWFET cycle, but uses less SOC. In this
work, HWFET, UDDS, 0.1C, and 1C data sets are selected for the target
prediction conditions as they are the standardized cycles covering a
wide range of driving conditions.
In order to gain insight into the target prediction data for selecting
the proper training data, the UDDS and HWFET data sets were analyzed
and it was observed that the larger portion of the UDDS and HWFET
profile was discharging, compared to charging during the regenerative
braking process. As shown in Fig. 2d, the UDDS and HWFET loadings
have different Crate distributions. The UDDS has a mean value of − 0.39
and a standard deviation (STD) of 0.43, while the HWFET has a mean

3.2. Training and testing data collection

Fig. 2. UDDS and HWFET (a) C-rate, (b) voltage, and (c) SOC from P2D and (d)
distribution of C-rates in the prediction data.

Fig. 3. Relationship between RMSE, mean value, and STD of C-rate profiles for
(a) UDDS and (b) HWFET.

Training data is the cornerstone of the ML process. Basically, enough
samples must be used to cover the entire range of prediction data, and
data should be easily obtained from the measurement to efficiently train
the ML model and obtain high accuracy in the prediction. Therefore, the
training data set has to be well selected and well processed before the
training process. The simplest training data could be the same format as
the prediction data, in other words, it can be selected from HWFET for
HWFET testing, and from UDDS for UDDS testing. However, as shown in
Fig. 2c, the HWFET and UDDS data sets used in this paper cover very
narrow SOC ranges (i.e., 0.4–0.56), so they cannot be used for wide
ranges of SOC changes.
In order to expand the training data to cover a wider range of SOCs,
artificial data sets with a normal distribution were used. As shown in
Fig. 2d, the UDDS and HWFET data sets have mean values of approxi
mately 0.5 and 1 C-rate, respectively, with an STD of approximately 0.5
C-rate for both. In order to construct the expanded training data for
wider range of C-rates, current profiles were generated based on a
normal distribution with means of 0.5 to 2.5 C-rate under discharging,
and STD of 0 to 1 C-rate; the data includes charging and discharging
together Next, the current profiles were imported into the P2D simula
tion to obtain the corresponding voltage and SOC profiles. Then, the
trained ML model was used to estimate the SOC based on the UDDS and
HWFET profile, and the results were compared with the P2D results. The
resulting SOC root-mean-squared-error (RMSE) from the ML and P2D
models are shown in Fig. 3. It was observed that the case with currents
having a 0.5 mean and 0.5 STD C-rate had the lowest RMSE (0.0025 Crate) for the UDDS data set, and currents have a 1.0 mean and 0.5 STD Crate had the lowest RMSE (0.0034 C-rate) for the HWFET data set.
Therefore, those two artificial data sets, shown in Fig. 4, were finally
selected as the training data sets instead of using UDDS or HWFET as

4
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Fig. 4. Normal distributed random loading profile with 0.5 mean value (μ) and 0.5 standard deviation (σ) data and 1 mean value and 0.5 standard deviation data (a)
C-rate, (b) voltage, (c) SOC, and (d) distribution of C-rates in training data from P2D.

training data. Fig. 4a shows the time evolution of the current profiles
and Fig. 4d shows the count of C-rate segment (each column width:
0.2C). The corresponding voltages and SOCs calculated from the P2D
model are shown in Fig. 4b and c. The current, voltage and corre
sponding SOC were used as the training data for the ML models. Finally,
the estimated results from the ML models were compared with the SOC
computed from the P2D model as shown in Fig. 6.
As mentioned previously, the training data must have enough data
points covering the SOC prediction range that for our test is from 0.1 to
0.6. Fig. 5a and b show the relationship between C-rate and SOC
(Fig. 5a) and voltage and SOC (Fig. 5b), respectively, for UDDS, HWFET,
0.1C constant current, 1C constant current, and the optimized current
profile (normal distribution). As shown, the UDDS and HWFET profiles
cover only a small portion (approximately less than 50%) and they are
overlapped each other. On the other hand, the random loading profile
can thoroughly cover broader battery SOC ranges from fully charging to
fully discharging conditions.

current loadings (i.e., at 0.1C and 1C). The calculated SOCs from the P2D
model were used as the reference, and then the RF, ANN, and XGBoost’s
results were compared, as shown in Fig. 6. Figs. 6a and b show the UDDS
profile, Fig. 6c and d show the HWFET profile, Fig. 6e and f show the
profile with a constant current at 0.1C, and Fig. 6g and 6 show the
profile with a constant current at 1C. In general, all three ML models can
accurately estimate the SOCs with an error of less than 2%. These esti
mated results under constant loading conditions were quite accurate
despite the fact that dynamic training data (not a constant current
loading) was used for the training.
The accuracy, training time, and prediction time were compared for
the three models. The comparison, including results for the SP model
which was used as the benchmark, is given in Table 3 and uses the
MAPE. The XGBoost and ANN models had similar accuracies for SOC
prediction with the dynamic current loading, and the ANN model
showed a considerably higher accuracy under the constant current
loading. The better performance of ANN maybe due to the fact that the
ANN model is good for non-linear problem [[19],[20]]. When
comparing the three ML models to the SP model SOC prediction, all
three ML models had more than twice the SOC prediction error; how
ever, they still a MAPE < 0.5%. The accuracy might be improved further
by adjusting the weighting parameters or number of tree/neural in each
model [[10], [17], [22]].
The learning time was the time required to establish the SOC

3.3. State of charge estimation prediction
Based on the trained ML in Section 3.2, which used 50% of the two
data sets from the normal distribution with 0.5/0.5 and 1.0/0.5 (mean/
STD values), the SOCs were estimated for different loading conditions,
including dynamic loadings (i.e., HWFET and UDDS) and constant

Fig. 5. Training data visualization and comparison for UDDS, HWFET, 0.1C, 1C and random loading profiles in term of (a) SOC vs applied C-rate and (b) SOC
vs voltage.
5
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Fig. 6. Comparison of SOC from P2D, RFs, XGBboost, and ANN with (a and b) UDDS, (c and d) HWFET, (e and f) 0.1C, and (g and h) 1C.

prediction data based on the training data set (about 3.5 MB); running
time for the physics-based model. As mentioned previously, the XGBoost
method optimized the training method, so it required a training time of
only 2 se, while the ANN and the RF required training times of greater
than three orders of magnitude compared to the training time required
for XGBoost. The training time of all three models can be further opti
mized by adjusting the model parameters or sacrificing accuracy; how
ever, in general, the ANN and RF methods will still be much slower than
the XGBoost method.
The prediction time was the time to predict SOC through each model
using the data set. The normalized prediction time was the prediction

time divided by the total number of data used in the prediction. The
prediction time required for the ML methods were much faster than the
predictions time required for the SP model. Of the three methods, the
XGBoost and ANN methods were 20 times faster than the RF method.
4. Summary and conclusions
In this paper, an optimal training data set collection method was
proposed. It consists of the following steps: (1) generate an artificial
random current profile dataset covering a wide range C-rates i.e., mean
values of 0.5C and 1C with 0.5C standard deviation; (2) compute the
6
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Table 3
Comparison of RF, XGBoost, and ANN results to SP model.
Method

MAPE
(UDDS/
HWFET)

Learning
time (s)

Prediction
time(s)

Normalized
prediction time (s)

XGBoost

0.358%
/0.519%
0.448%/
0.581%
0.38%/
0.508%
0.275%

2.06

0.01

7.14 × 10−

6

1419.14

0.31

2.21 × 10−

4

5944.17

0.02

1.42 × 10−

5

N/A

8.08

5.77 × 10−

4

RFs
ANN
SP [26]

corresponding voltage and SOC from simulation or experiment with the
same electrochemical properties as the target battery system; and (3)
combine the random current profile with the computed voltage and SOC
profiles as the training data set. Three machine learning models were
used to validate the training dataset collection methodology and the
results showed that all three models can accurately and efficiently es
timate the SOC under a wide range of operating conditions, including
constant current and dynamic loading conditions. Since only voltage
and current are the inputs for prediction model, the trained ML model
can be used directly in online prediction. In addition, when comparing
the three ML models (RF, XGBoost and ANN), it was found that the
XGBoost provided high computational efficiency (approximately 7 ×
10− 6 s per data point), and both of XGBoost and ANN have the high
accuracy (< 0.5% MAPE) for constant and dynamic current loading
conditions. This proposed simple data collection methodology solves the
difficulty in obtaining well-formatted training data for ML model design
and development, and provided a guideline for training dataset design
for SOC prediction.
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