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NONSYMMETRIC MACDONALD POLYNOMIALS,
DEMAZURE MODULES AND PBW FILTRATION
EVGENY FEIGIN AND IEVGEN MAKEDONSKYI
Abstract. The Cherednik-Orr conjecture expresses the t→ ∞ limit of
the nonsymmetric Macdonald polynomials in terms of the PBW twisted
characters of the affine level one Demazure modules. We prove this
conjecture in several special cases.
Introduction
The Macdonald symmetric functions Pλ(x, q, t) [M1] form a remarkable
class of polynomials. These polynomials depend on the variables x =
(x1, . . . , xn) and two parameters q and t. The Macdonald symmetric func-
tions can be specialized to the Hall-Littelwood polynomials (q = 0), to Schur
polynomials (q = t = 0) and to Jack symmetric polynomials (q = tα, t→ 1).
The polynomials Pλ(x, q, t) have a nonsymmetric version Eλ(x, q, t) (see
[Ch1], [O], [M2]). The symmetric functions Pλ(x, q, t) can be reconstructed
from Eλ(x, q, t) via certain symmetrization over the Weyl group. The non-
symmetric Macdonald polynomials have many nice and interesting prop-
erties. In particular, they are known to be related to the representation
theory of the affine Lie algebras (see [S], [I]). More precisely, the t → 0
limit Eλ(x, q, 0) coincides with the character of the corresponding level one
Demazure module. In the recent papers [CO1], [CO2], [OS], [CF] the t→∞
limit of the nonsymmetric Macdonald polynomials was studied. In particu-
lar, it was shown that Eλ(x, q,∞) are polynomials in x and q
−1. Moreover,
these polynomials have non-negative coefficients. Thus it is natural to ex-
pect a relation with the representation theory.
Let g be a simple Lie algebra and λ be an anti-dominant weight. We
denote by Wλ be the corresponding level one Demazure module with the
extremal vector wλ. All Demazure modules are invariant with respect to
the energy operator d from the affine Kac-Moody algebra. An important
special property of the Demazure modules with antidominant highest weight
is their invariance with respect to g = g ⊗ 1. We assume that dwλ = 0 and
thus the eigenvalues of d on Wλ are nonnegative. We have the Kac-Moody
character
chKMWλ =
∑
k≥0
qkch{v ∈Wλ, dv = kv},
wher ch denotes the usual character with respect to the Cartan subalgebra
of g. One knows that chKMWλ = Eλ(x, q, 0) (see [S]).
1
2 EVGENY FEIGIN AND IEVGEN MAKEDONSKYI
Cheredink and Orr conjectured that Eλ(x, q,∞) coincides with the PBW
twisted character of Wλ. To give the precise formulation of the conjecture,
recall that the Demazure modules Wλ are cyclic modules for the current
algebra g⊗C[t] with wλ being the cyclic vector. The PBW filtration on the
universal enveloping algebra of the current algebra induces the increasing
filtration Fs on the Demazure module. Each space of this filtration is invari-
ant with respect to the Cartan subalgebra and the associated graded space
W grλ is bi-graded by the operators d and by the PBW-grading operator D.
We have the PBW character
chPBWWλ =
∑
k,s≥0
qkpsch{v ∈ Fs/Fs−1, dv = kv}.
Cherednik and Orr put forward the following conjecture [CO1], Conjecture
2.7:
Conjecture 0.1. Assume that λ is an antidominant weight. Then
Eλ(x, q
−1,∞) = chPBWWλ|p=q.
Several checks on the level of representations of finite-dimensional algebra
were worked out in [CF]. The goal of this paper is to prove the conjecture
in type A in several cases. Namely, we prove the following theorem:
Theorem 0.2. Let g be of type A. Then the Cherednik-Orr conjecture is
true if the dual of λ is equal to a multiple of a fundamental weight or to a
linear combination of the first and the last fundamental weights.
The paper is organized in the following way. In section 1 we collect main
definitions and constructions about Demazure modules and PBW filtration.
We also derive PBW bases for special Demazure modules. In section 2
we recall the Haglund-Haiman-Loehr formula [HHL] for the nonsymmetric
Macdonald polynomials, derive the explicit combinatorial description of the
t → ∞ limit and study the properties of the polynomials Eλ(x, q
−1,∞).
Finally, in section 3, we prove Theorem 0.2.
1. Demazure modules and PBW filtration
1.1. Demazure modules and PBW filtration. Let us briefly recall the
main ingredients (see [Kac], [Kum] for more details).
Let g be a simple Lie algebra. We fix a Cartan decomposition g = n−⊕b,
b = n ⊕ h. Let △+ be the set of positive roots of g, n be the rank of g
and let αi ∈ △+, i = 1, . . . , n be the set of simple roots. We denote by
ωi, i = 1, . . . , n the fundamental weights. Let P =
⊕n
i=1 Zωi be the weight
lattice and let P+ =
⊕n
i=1 Z≥0ωi be the subset of dominant integral weights.
Let λ ∈ P+; we denote by Vλ the irreducible g-module with highest weight
λ. For α ∈ △+, let fα ∈ n
− and eα ∈ n be the corresponding Chevalley
generators.
For a Lie algebra a we denote by a[t] = a⊗C[t] the corresponding current
algebra. We set a[k] = a⊗ tk ∈ a[t], a ∈ a, k ≥ 0.
3Let ĝ = g ⊗ C[t] ⊕ CK ⊕ Cd be the affine Lie algebra; in particular, K
is central and [d, a⊗ tk] = −ka⊗ tk. The current algebra g[t] is naturally a
subalgebra of ĝ. We have the Cartan decomposition
ĝ = n̂− ⊕ ĥ⊕ n̂.
For example, n̂ = g⊗ tC[t]⊕ n⊗ 1, ĥ = h⊗ 1⊕ CK ⊕ Cd.
Let L = Lλ,k be an integrable irreducible highest weight ĝ module with
the highest weight vector vλ,k. The element K acts on L as the scalar k
and this scalar is called the level of L. The highest weight of Lλ,k is the
pair (λ, k), where λ ∈ P+ and k is the level of Lλ,k. We have the condition
(λ, θ) ≤ k, where θ is the highest root of g.
Remark 1.1. To make the pair (λ, k) into an honest weight of ĝ one has to
specify the eigenvalue of the energy operator d on vλ,k. However, this value
is not important since the action of d on a ĝ module can be shifted by an
arbitrary scalar. We choose the convenient shift depending on a concrete
situation.
Let W be the finite Weyl group of g with the longest element w0. For
λ ∈ P we denote the dual weight w0λ by λ
∗. In particular, if λ ∈ P+,
then λ∗ is the lowest weight of the irreducible g module Vλ. Let Ŵ be the
corresponding affine Weyl group; thus, Ŵ is the semi-direct product of W
with the root lattice. The finite Weyl group naturally acts on the space of
weights of g and Ŵ acts on the space of affine weights. For any integrable
weigth (λ, k) and w ∈ Ŵ the weight space of the weight w(λ, k) is one-
dimensional. We fix one vector in each corresponding space and denote it
by vw(λ,k). The Demazure module Dw(λ) is defined as Dw(λ) = U(n̂)vw(λ,k).
We note that Dw(λ) is not always invariant with respect to the action of
g = g⊗ 1.
In what follows we only consider the level one modules. In this case for
any weight µ ∈ P there exists unique integrable weight (λ, 1) and w ∈ Ŵ
such that w(λ, 1) = (µ, 1). If µ is antidominant, i.e. w0µ ∈ P+, then the
Demazure module Dw(λ) is g ⊗ 1-invariant. Assume that w(λ, 1) = (µ, 1).
We use the shorthand notation Dw(µ) = Wµ, vw(λ,1) = wµ. In particular,
one has U(n⊗ 1)wµ ≃ Vµ∗ with wµ being the lowest weight vector. One also
hasWµ = U(n[t])wµ. The modulesWµ play important role in representation
theory and in the theory of Macdonald polynomials (see e.g. [CL], [FL1],
[FL2], [Kn], [S], [I]). In particular, Wµ are Weyl modules and fusion modules
for antidominant µ.
Fixing dwµ = 0, we obtain the Kac-Moody character of Wµ, which is a
polynomial in q:
chKMWµ =
∑
r≥0
qrch{w ∈Wµ : dw = rw},
where ch is the h-character. In particular, chKMWµ|q=0 = chVµ∗ .
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Let U(n[t])s be the PBW filtration on the universal enveloping algebra.
Since Wµ = U(n[t])wµ we obtain the induced filtration on the Demazure
module. Let W grµ be the associated graded module; thus
W grµ =
⊕
s≥0
W grµ (s), W
gr
µ (s) =
U(n[t])swµ
U(n[t])s−1wµ
.
We note that W grµ is a representation of the abelian Lie algebra na[t], where
na is the abelian Lie algebra with the underlying vector space n. Let D be
the PBW-degree operator on W grµ , i.e. D|W grµ (s) = s · Id. Let W
gr
µ (s, r) be
the set of vectors v ∈W grµ (s) such that dv = rv. We note that each Wµ(s, r)
is naturally an h module. We define the PBW character of Wµ as
chPBWW
gr
µ =
∑
r,s≥0
qrpschW grµ (s, r).
Remark 1.2. The computation of the PBW character of W grµ looks very
interesting, but is out of reach at the moment even in type A. One possible
way to solve the problem is to find a basis of W grµ , i.e. a basis of Wµ
compatible with the PBW filtration (see [FFL1],[FFL2], [FFL3], [G] for the
PBW bases of Vλ). Below we describe the PBW bases for two special classes
of Demazure modules.
1.2. PBW basis. Let g = sln+1. Let αi,j = αi+ · · ·+αj (1 ≤ i ≤ j ≤ n) be
the set of positive roots. We denote by fi,j = fαi,j , ei,j = eαi,j the Chevalley
generators of g. Let fi,j[k] = fi,j ⊗ t
k, ei,j [k] = ei,j ⊗ t
k. We list some
properties of the Demazure modules Wλ in the following lemma.
Lemma 1.3. Let λ∗ =
∑n
i=1miωi ∈ P+. Then
• Wλ is generated from the cyclic vector wλ ∈ Wλ by the action of
the operators eα[k] = eα ⊗ t
k, α ∈ P+ and k ≥ 0.
• dimWλ =
∏n
i=1(dimVωi)
mi , Wλ ≃
⊗n
i=1 V
⊗mi
ωi
as g-modules.
• Wλ is a g⊗ C[t]-module; it is isomorphic to the Weyl module.
• eα[k]wλ = 0 for k ≥
∑
imi.
In what follows it will be convenient to use the gln notation for the char-
acters of Vλ and of Wλ: we represent the characters as functions in vari-
ables x1, . . . , xn+1. For example, the character of the lowest weight vector
wω∗r ∈Wω∗r is equal to xn+1 . . . xn−r+2. In general, if λ
∗ =
∑
miωi, then
chwλ = x
m1
n+1(xn+1xn)
m2 . . . (xn+1 . . . x2)
mn =
n+1∏
i=2
xλii ,
where λi = mn +mn−1 + · · ·+mn−i+2.
Proposition 1.4. Let λ∗ = mωr. Then one has:
• The module Wλ is generated from the vector wλ by the action of the
polynomial algebra on variables ei,j [k], i ≤ n− r + 1 ≤ j, k ≥ 0.
• The PBW degree of a monomial ei1,j1 [k1] . . . eic,jc[kc] is equal to c.
5• The PBW character and the Kac-Moody character are related by
the formula
chPBWW
gr
λ (x1, . . . , xn+1, p, q) =
chKMWλ(px1, . . . , pxn+1−r, xn+2−r, . . . , xn+1, q).
Proof. The first claim is an immediate consequence of eαwλ = 0 if (λ, α) = 0.
To prove the second statement we note that the PBW degree of a vector
v ∈ Wλ is equal to the coefficient of αn+1−r in the difference between the
weight of v and that of wλ (in each ei,j, i ≤ n−r ≤ j the simple root αn−r+1
shows up exactly once). The last claim follows from the observation that
the character of ei,j is equal to xix
−1
j+1. 
Remark 1.5. Proposition 1.4 implies that any basis for the Weyl module
Wω∗r is the PBW basis.
In the rest of the section we describe the PBW basis in the case λ∗ =
m1ω1 + m2ωn. We follow the notation from [CL]. Let l ≥ 0 and let s =
(s(1) ≤ · · · ≤ s(l)) be a collection of nonnegative integers. For a positive
root α we use the notation
eα(l, s) =
∏
1≤k≤l
eα[s(k)].
If α = αi,j, we abbreviate eαi,j (l, s) by ei,j(l, s). We first recall several
lemmas from [CL].
Let g = sl2.
Lemma 1.6. The vectors e1,1(l, s)wmω1 subject to the condition s(l) ≤ m− l
form a basis of W(mω1)∗ . The defining relations of the sl2[t]-module Wmω1
are f [k]w(mω1)∗ (k ≥ 0), h[k]wmω1 (k > 0), e[0]
N (N > m).
Lemma 1.7. Let λ = (mωn)
∗. Then the vectors
∏n
k=1 e1,k(lk, sk)wλ subject
to the conditions
s1(l1) ≤ m− l1, s2(l2) ≤ m− l1 − l2, . . . , sn−1(ln) ≤ m− l1 − · · · − ln
form a PBW basis of Wλ.
Let λ = (mω1)
∗. Then the vectors
∏n
k=1 ek,n(lk, sk)wλ subject to the con-
ditions
sn(ln) ≤ m− ln, sn−1(ln−1) ≤ m− ln − ln−1, . . . , s1(l1) ≤ m− ln − · · · − l1
form a PBW basis of Wλ.
Proof. It is proved in [CL] that the vectors described above form the PBW
bases ofW(mωn)∗ and ofW(mω1)∗ ; these are PBW bases thanks to Proposition
(1.4). 
We prove the following theorem.
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Theorem 1.8. Let λ∗ = m1ω1 +m2ωn. Then the module Wλ has a PBW
basis of the form
(1.1) e1,n(l1,n, s1,n)
n−1∏
k=1
e1,k(l1,k, s1,k)
n∏
k=2
ek,n(lk,n, sk,n)wλ
subject to the conditions
s1,k(l1,k) ≤ m2 − l1,1 − · · · − l1,k, k = 1, . . . , n − 1,(1.2)
sk,n(lk,n) ≤ m1 − ln,n − · · · − lk,n, k = n, . . . , 2,(1.3)
s1,n(l1,n) ≤ m1 +m2 − l1,1 − · · · − l1,n−1 − l1,n − l2.n − · · · − ln,n.(1.4)
Lemma 1.9. The number of solutions of inequalities (1.2), (1.3), (1.4) is
equal to the dimension of Wλ.
Proof. We know that dimWλ = (n + 1)
m1+m2 . So we only need to show
that ∑
l1,1+···+l1,n−1≤m2
ln,n+···+ln−1,n≤m1
2m1+m2−l1,1+···+l1,n−1−ln,n+···+ln−1,n
(
m2
l1,1, . . . , l1,n−1
)(
m1
ln,n, . . . , ln−1,n
)
is equal to (n+ 1)m1+m2 , which is clear. 
Let Fs be the PBW filtration on Wλ. For any α ∈ △+ and k ≥ 0 one has
fα[k]Fs ⊂ Fs. Hence we obtain the induced PBW-degree zero operators on
W grλ , which we denote by ∂α[k]. Recall that W
gr
λ can be represented as the
quotient of the polynomial ring in variables eα[k]. We have the following
easy lemma:
Lemma 1.10. The operators ∂α[k] are induced by the differential operators
(which we also denote by ∂α[k]) on the polynomial algebra in variables eα[k].
One has ∂α[k]eβ [r] = 0 unless [fα, eβ ] = c
γ
α,βeγ for some γ ∈ △+. If this
equality holds, then ∂α[k]eβ [r] = c
γ
α,βeγ [k + r].
Now let θ be the highest root of g. Let slθ2 be the sl2 algebra generated
by fθ and eθ.
Lemma 1.11. The differential operators ∂θ[k] vanish. The operators fθ[k]
map Fs to Fs−1 and hence induce the degree minus one operators f
gr
θ [k]
on W grλ . The operators f
gr
θ [k], eθ[k] and hθ[k] form the Lie algebra sl
θ
2[t],
isomorphic to sl2[t].
Proof. We note that [fθ, eα] ∈ b for any α ∈ △+ and hence fθ[k]Fs ⊂ Fs−1.
Therefore we obtain that the operators ∂θ[k] vanish, but there exists degree
minus one operators f grθ [k] on W
gr
λ . The last statement is clear. 
We now prove the main theorem. We first sketch the proof in the sl3-case,
and then give the proof for general n.
7Lemma 1.12. Let g = sl3, λ
∗ = m1ω1 +m2ω2. Then the vectors
(1.5) e1,1(l1,1, s1,1)e2,2(l2,2, s2,2)e1,2(l1,2, s1,2)wλ
subject to the conditions
(1.6)
s1,1(l1,1) ≤ m2−l1,1, s2,2(l2,2) ≤ m1−l2,2, s1,2(l1,2) ≤ m1+m2−l1,1−l2,2−l1,2
form a basis of W grλ .
Proof. Consider an arbitrary vector of the form (1.5). We want to show
that it can be rewritten as a linear combination of monomials subject to
conditions (1.6). Restricting the module Wλ to the subalgebras sl2[t] corre-
sponding to simple roots we can assume that
s1,1(l1,1) ≤ m2 − l1,1, s2,2(l2,2) ≤ m1 − l2,2
(since we know that these restrictions produce basis in the sl2 case, see
Lemma 1.6). Now we note that
(1.7) e1,2[0]
me1,1(l1,1, s1,1)e2,2(l2,2, s2,2)wλ = 0
provided m + l1,1 + l2,2 > m1 + m2 (this can be shown via applying the
differential operators, see the proof in the general case below). Now consider
the action of the algebra slθ2[t]. We note that
f1,2[k]e1,1(l1,1, s1,1)e2,2(l2,2, s2,2)wλ = 0.
Indeed, [f1,2, e1,1] = f2,2 and [f1,2, e2,2] = −f1,1. Therefore, the PBW degree
of f1,2[k]e1,1(l1,1, s1,1)e2,2(l2,2, s2,2)wλ is at most l1,1 + l2,2 − 2. Now using
(1.7) and the action sl2[t] we obtain the desired claim thanks to Lemma
1.6. 
Now we give the general proof.
Proof. Because of Lemma 1.9 it suffices to prove that any vector in Wλ can
be written as a linear combination of vectors (1.1) subject to the condi-
tions (1.2), (1.3), (1.4). First, let us restrict Wλ to the subalgebra sln−1[t],
corresponding to simple roots α1, . . . , αn−1. Then we have all the relations
from W(m2ωn)∗ and hence we can assume that all the conditions (1.2) hold.
Similarly we can assume that restrictions (1.3) are satisfied.
We have
(1.8) e1,n[0]
m
n−1∏
j=1
e(l1,j , s1,j)
n∏
i=2
e(li,n, si,n)wλ = 0
provided m +
∑n−1
j=1 l1,j +
∑n
i=2 li,n > m1 + m2. In fact, we know that
e1,n[0]
mwλ = 0 if m > m1 +m2; in addition
∂1,i−1[k]
re1,n[0]
m = const. ei,n[k]
re1,n[0]
m−r,
∂j+1,n[k]
re1,n[0]
m = const. e1,j[k]
re1,n[0]
m−r
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which proves (1.8). The difference with the sl3 case is that f
gr
θ [k] does not
always kill
∏n−1
j=1 e(l1,j , s1,j)
∏n
i=2 e(li,n, si,n)wλ. To resolve this difficulty we
introduce a filtration G• on W
gr
λ . The spaces Gν of the filtration are labeled
by the weights ν ∈ P ; Gν is spanned by the vectors of the form (1.1) subject
to conditions (1.2) , (1.3) (but not (1.4)) such that the weight of
n−1∏
k=1
e1,k(l1,k, s1,k)
n∏
k=2
ek,n(lk,n, sk,n)wλ
is at most λ− ν. Then in the associated graded module we have the action
of the algebra slθ2[t] and the argument of Lemma 1.12 applies. 
2. Nonsymmetric Macdonald polynomials
2.1. The Haglund-Haiman-Loehr formula. Let λ = (λ1, . . . , λn) be
an n-tuple of integers. The type A nonsymmetric Macdonald polynomi-
als Eλ(x, q, t) are polynomials in variables x = (x1, . . . , xn) with coefficients
in Q(q, t). They are simultaneous eigenfunctions of the Cherednik operators
(see e.g. [HHL]). In what follows we need the following Knop-Sahi property
of the Macdonald polynomials. Let
pi(λ1, . . . , λn) = (λn + 1, λ1, . . . , λn−1),(2.1)
(Ψf)(x1, . . . , xn) = x1f(x2, . . . , xn, q
−1x1).(2.2)
Then Epi(λ)(x, q, t) = q
λnΨEλ(x, q, t).
We use the explicit combinatorial description of the nonsymmetric Mac-
donald polynomials from [HHL]. For a composition λ = (λ1, . . . , λn) the
column diagram dg′(λ) is the set
dg′(λ) = {(i, j) ∈ N2 : 1 ≤ i ≤ n, 1 ≤ j ≤ λi}
The augmented diagram d̂g(λ) is defined by
d̂g(λ) = dg′(λ) ∪ {(i, 0) : 1 ≤ i ≤ n},
i.e. one box is added to the bottom of each column. For example, for the
composition λ = (3, 1, 0, 2, 0, 4) one has the following diagrams for dg′(λ)
and d̂g(λ):
9In what follows we will be mostly interested in anti-dominant diagrams, i.e.
such that λi ≤ λj , if i < j.
A filling of λ is the map σ : dg′(λ) → {1, . . . , n}. The associated aug-
mented filling σ̂ : d̂g(λ)→ {1, . . . , n} agrees with σ on dg′(λ) and σ̂((j, 0)) = j
for j = 1, . . . , n.
Two boxes are called attacking if they are in the same row or they are in
consecutive rows, and the box in the lower row is to the right of the one in
the upper row, i.e., they have the form (i, j), (i1, j − 1) with i < i1. A filling
is called non-attacking, if there are no equal elements in attacking boxes.
For a box u let d(u) be the box strictly below u. The descent of a filling
σ is the set of boxes u such that σ̂(u) > σ̂(d(u)).
For a box u = (i, j) let leg(u) be the set of cells above u and l(u) =
|leg(u)| = λi − j. We will also need the value a(u) counting the cardinality
of the arms of u. Define:
armleft(u) = {(i′, j) ∈ dg′(λ)|i′ < i, λi′ ≤ λi}.
armright(u) = {(i′, j − 1) ∈ d̂g(λ)|i′ > i, λi′ < λi}.
arm(u) = armleft(u) ∪ armright(u)
Then a(u) = |{arm(u)}|.
Note that for anti-dominant diagrams we have:
arm(u) = armleft(u) = {(i′, j) ∈ dg′(λ)|i′ < i}.
Let Des(σ̂) be the set of descents of σ̂ and
maj(σ̂) =
∑
u∈Des(σ̂)
(l(u) + 1).
A pair of attacking elements u = (i, j) and u′ = (i′, j′) of σ̂ is an inversion
if σ̂(u) < σ̂(u′) and j = j′, i < i′ or j + 1 = j′, i > i′. Let Inv(σ̂) be the set
of inversions of σ̂. Let
(2.3)
coinv(σ̂) =
∑
u∈dg′(λ)
a(u)− |Inv(σ̂)|+ |{(i < j : λi ≤ λj)}|+
∑
u∈Des(σ̂)
a(u).
For a filling σ of the diagram dg′(λ) we define
xσ =
n∏
i=1
x
|{u∈dg′(λ): σ(u)=i}|
i .
Theorem 2.1. (Haglund, Haiman, and Loehr)
(2.4)
Eλ(x; q, t) =
∑
σ non−attacking
xσqmaj(σ̂)tcoinv(σ̂)
∏
u∈dg′(λ)
σ̂(u)6=σ̂(d(u))
1− t
1− ql(u)+1ta(u)+1
.
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In our paper we only need the special compositions µ of the form µ =
pir(λ), where λ = (λ1 ≤ · · · ≤ λn) is anti-dominant and pi
r is the power of
the operator (2.1).
For an anti-dominant λ we have:
(2.5) coinv(σ̂) =
∑
u∈dg′(λ)
a(u)− |Inv(σ̂)|+
n(n− 1)
2
+
∑
u∈Des(σ̂)
a(u).
Note that we have n(n−1)2 inversions in the bottom row of d̂g(λ). Let
Inv′(σ̂) = Inv(σ̂)− n(n−1)2 . We have
(2.6) coinv(σ̂) =
∑
u∈dg′(λ)
a(u)− |Inv′(σ̂)|+
∑
u∈Des(σ̂)
a(u).
Remark 2.2. We note that for non-attacking σ there are no inversions in σ̂
between the cells in the first and zero rows.
For a composition µ = pir(λ) with antidominant λ one has
|{(i < j : µi ≤ µj)}| =
r(r − 1)
2
+
(n− r)(n− r − 1)
2
and hence
(2.7) coinv(σ̂) =
∑
u∈dg′(λ)
a(u)− |Inv′(σ̂)| − r(n− r) +
∑
u∈Des(σ̂)
a(u).
2.2. t → ∞ limit. In this section we give a combinatorial formula for the
t→∞ limit of the polynomials Eµ(x; q, t).
We note that limt→∞Eµ(x; q, t) = limt→∞
∑
σ non−attacking x
σtT (σ)qQ(σ),
where
T (σ) = coinv(σ̂)−
∑
u∈dg′
σ̂(u)6=σ̂(d(u))
a(u),(2.8)
Q(σ) = maj(σ̂)−
∑
u∈dg′
σ̂(u)6=σ̂(d(u))
(l(u) + 1) = −
∑
u∈dg′
σ̂(u)<σ̂(d(u))
(l(u) + 1).(2.9)
For any cell u = (i, j) ∈ d̂g(λ) we define the cell pi(u) ∈ dg′ (pi(λ)) by
pi(u) =
{
(i+ 1, j), if i 6= n,
(1, j + 1), if i = n.
We note that v ∈ arm(u) iff pi(v) ∈ arm(pi(u)) and v ∈ leg(u) iff pi(v) ∈
leg(pi(u)); in particular, a(u) = a(pi(u)) and l(u) = l(pi(u)).
The following lemma (even for general µ) is known (see [CO1]). However
we give a combinatorial proof below. The construction given in the proof
will be very important later.
Lemma 2.3. Let µ = pir(λ) and assume that λ is antidominant. Then
limt→∞Eµ(x; q, t) is well defined polynomial in x and q
−1.
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Proof. We have to prove that for any non-attacking filling σ the power
(2.10) coinv(σ̂)−
∑
u∈dg′(µ)
σ̂(u)6=σ̂(d(u))
a(u)
is less than or equal to zero. Using 2.7 we have:
coinv(σ̂)−
∑
u∈dg′(µ)
σ̂(u)6=σ̂(d(u))
a(u) =
∑
u∈dg′(µ)
a(u)− |Inv′(σ̂)| − r(n− r) +
∑
u∈Des(σ̂)
a(u)−
∑
u∈dg′(µ)
σ̂(u)6=σ̂(d(u))
a(u) =
∑
u∈dg′(µ)
a(u)− |Inv′(σ̂)| − r(n− r)−
∑
u∈dg′(µ)
σ̂(u)<σ̂(d(u))
a(u).
We consider three cells u = pir(u˜), d(u) and v ∈ arm(u) (i.e. v = pir(v˜) for
some v˜ ∈ arm(u˜)). Assume that σ̂(u) > σ̂(d(u)). Then we have σ̂(v) < σ̂(u)
or σ̂(v) > σ̂(d(u)). Hence if σ̂(u) > σ̂(d(u)) then for any element in arm(u)
we have at least one inversion. Let Invpi be the set of inversions of the form
pir(u), pir(v). We have:∑
u=pir(u˜)
a(u)− |Invpi(σ)| −
∑
u=pir(u˜)
σ̂(u)<σ̂(d(u))
a(u) ≤
∑
u=pir(u˜)
a(u)−
∑
u=pir(u˜)
σ̂(u)<σ̂(d(u))
a(u)−
∑
u=pir(u˜)
σ̂(u)>σ̂(d(u))
a(u) = 0,
Elements in dg′(µ) that are not of the type pir(u) are (1, 1), . . . , (r, 1).
We note that if a filling is non-attacking then σ(i, 1) = i, i = 1, . . . , r.
Hence these elements produce r(r−1)2 inversions. Lengths of their arms are
n − 1, . . . , n− r. Summing up we obtain r(r−1)2 + r(n− r). This completes
the proof of Lemma. 
Lemma 2.3 tells us that T (σ̂) is less than or equal to zero. At the t→∞
limit only the fillings with T (σ̂) = 0 survive. Any three elements consid-
ered in the previous Lemma give one negative summand to the power of t.
Therefore if σ̂(u) ≥ σ̂(d(u)) then for any element v in the arm of u only
one of the inequalities σ̂(v) < σ̂(u) and σ̂(v) > σ̂(d(u)) holds, σ̂(v) is not
between σ̂(u) and σ̂(d(u)). And if σ̂(u) < σ̂(d(u)) then for any v in the arm
of u non of these equations hold, i. e. σ̂(v) is between σ̂(u) and σ̂(d(u)).
We thus obtain the following description of fillings such that the power of t
(2.10) vanishes.
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Proposition 2.4. Let σ̂ be a non-attacking filling of the diagram d̂g(µ)
such that T (σ̂) = 0. Let u ∈ dg′(µ), σ̂(d(u)) = k and let S = {σ(v)|v ∈
arm(u)} ∪ {σ(u)}. Then
σ(u) =
{
minx∈S,x≥k x, if ∃x ∈ S, x ≥ k,
minx∈S x, otherwise.
Using the previous proposition we can obtain the following description of
all fillings of d̂g(µ), µ = pir(λ), such that T (σ̂) = 0. We denote by dg′j(λ)
the j-th row of the diagram.
Lemma 2.5. Assume that T (σ̂) = 0. Then the filling of pir(dg′j(λ)) and
the set S = {σ(u), u ∈ pir(dg′j+1(λ))} uniquely determines the filling of
pir(dg′j+1(λ)). We fill pi
r(dg′j+1(λ)) cell by cell from pi
r(n, j+1) to pir(1, j+1).
Given a cell v ∈ pir(dg′j+1(λ)), the value σ(v) is determined as follows: let
S′ be the set of elements of S that are not used at the previous steps. Then
σ(v) is equal to:
(i) min{a ∈ S′, a ≥ σ(d(v))}, if {a ∈ S′, a ≥ σ(d(v))} 6= ∅;
(ii) min{a ∈ S′}, if {a ∈ S′, a ≥ σ(d(v))} = ∅.
Proof. Immediate consequence of Proposition 2.4. 
In what follows we call the fillings σ(λ) such that T (σ̂) = 0 appropriate.
Proposition 2.6. Let λ = (λ1 ≤ λ2 ≤ · · · ≤ λn) be an antidominant weight.
Let σ̂ be a filling of the diagram d̂g(λ) such that the elements of the lowest
row are σ(i, 0) = i. Then there is only one appropriate filling with the fixed
sets of elements in every row. For such a filling σ̂ one has
Q(σ) = −
∑
σ̂(u)<σ̂(d(u))
(l(u) + 1).
In particular, we obtain the following well-known corollary:
Corollary 2.7. Let mi = λn+1−i − λn−i. Then
Eλ(x; 1,∞) = ch
n−1⊗
i=1
V
mi+1−mi
ωi ,
where Vωi are fundamental representations.
Proof. An appropriate filling σ̂ contains a set of different elements in each
row of dg′(λ). Thanks to Proposition 2.6 we have a bijection between rows
of our filling and elements of the standard basis of Vωk . The weight of the
corresponding element of the basis equals to
∏n
i=k+1 x
σ(i,j). 
13
2.3. Recurrent formula. Let λ be an antidominant composition such that
λ1 = · · · = λn−s = 0 6= λn−s+1 (i.e. there are s cells in dg
′(λ)). Let
a = (an−s+1, . . . , an) be elements of the lowest row of an appropriate filling
σ, i.e. the rule of Proposition 2.4 is satisfied (we assume that aj lives in the
j-th column). We denote the lowest row of σ by low(σ) and define
k(σ) = (k1, . . . , kn), ki = |{u|σ(u) = i}|.
Recall that
Eλ(x, q
−1,∞) =
∑
σ: appropriate
qQ(σ)xk(σ).
We introduce the notation which we extensively use below:
(2.11) cλ
a
(k) =
∑
σ: low(σ)=(a1 ,...,as),
k(σ)=(k1,...,kn)
qQ(σ).
Using Proposition 2.4 we have:
Eλ(x; q
−1,∞) =∑
k1,...,kn≥0
c
(0,...,0,λn−s+1+1,...,λn+1)
(n−s+1,...,n) (k1, . . . , kn−s, kn−s+1, . . . , kn+1)x
k1
1 . . . x
kn
n .
Let s′ be the number of cells in the lowest but one row. For a string
a = (an−s+1, . . . , an) and a set B, |B| = s
′ ≤ s, let a (B) = (bn−s′+1, . . . , bn)
be an ordering of B obtained using the rule of Lemma 2.4.
Proposition 2.8. Let δ1, . . . , δn be the numbers defined by
δi =
{
1, if i ∈ {an−s+1, . . . , an},
0 otherwise.
Then
c
(0,...,0,λn−s+1+1,...,λn+1)
a (k1 + δ1, . . . , kn + δn) =∑
B: |B|=s′
cλ
a(B)(k1, . . . , kn)q
∑
j: bj<aj
λj
.
Proof. This is an immediate consequence of Theorem 2.6. 
Example 2.9. Consider the case n = 3 and partitions of the type λ =
(0,m2,m1 + m2) (this is the general case for sl3). Then we obtain the
following equations:
c
(0,m2+1,m1+m2+1)
(2,1) (k1 + 1, k2 + 1, k3) = c
(0,m2,m1+m2)
(2,1) (k1, k2, k3)+
+c
(0,m2,m1+m2)
(3,1) (k1, k2, k3) + c
(0,m2,m1+m2)
(3,2) (k1, k2, k3);
c
(0,m2+1,m1+m2+1)
(3,1) (k1 + 1, k2, k3 + 1) = c
(0,m2,m1+m2)
(2,1) (k1, k2, k3)q
m2+
+c
(0,m2,m1+m2)
(3,1) (k1, k2, k3) + c
(0,m2,m1+m2)
(3,2) (k1, k2, k3).
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Using these equations we obtain:
(2.12) c
(0,m2+1,m1+m2+1)
(3,1) (k1 + 1, k2, k3 + 1) =
c
(0,m2+1,m1+m2+1)
(2,1) (k1 + 1, k2 + 1, k3)− (1− q
m2)c
(0,m2,m1+m2)
(2,1) (k1, k2, k3).
Proposition 2.10. Let δj be as in Proposition 2.8 and assume that λn−i =
λn−i+1 for some i. Then:
c
(0,...,0,λn−s+1+1,...,λn+1)
(an−s+1,...,an−s+i,an−s+i+1,...,an)
(k1 + δ1, . . . , kn + δn) =
c
(0,...,0,λn−s+1+1,...,λn+1)
(an−s+1,...,an−s+i+1,an−s+i,...,an)
(k1 + δ1, . . . , kn + δn).
Proof. We prove proposition by induction on the number of cells in λ using
Proposition 2.8.
Assume that the proposition is proved for all partitions λ′ such that |λ′| <
|λ|. For a = (an−s+1, . . . , an−i, an−i+1, . . . , an) we define
tn−ia = (an−s+1, . . . , an−i+1, an−i, . . . , an).
For a subset B ⊂ {1, . . . , n}, |B| = s′ ≤ s we define
a(B) = (bn−s′+1, . . . , bn), (tn−ia)(B) = (b˜n−s′+1, . . . , b˜n)
Using Proposition 2.8 we have:
c
(0,...,0,λn−s+1+1,...,λn+1)
a (k1 + δ1, . . . , kn + δn) =∑
B: |B|=s′
cλ
a(B)(k1, . . . , kn)q
∑
j: bj<aj
λj
;
c
(0,...,0,λn−s+1+1,...,λn+1)
tn−ia
(k1 + δ1, . . . , kn + δn) =∑
B: |B|=s′
cλ(tn−ia)(B)(k1, . . . , kn)q
∑
j: b˜j<(tn−ia)j
λj
.
Our goal is to prove that
cλ(tn−ia)(B)(k1, . . . , kn)q
∑
j: bj<aj
λj
= cλ
a(B)(k1, . . . , kn)q
∑
j: b˜j<(tn−ia)j
λj
for any B. More precisely, we will prove that the powers of q are equal and
that
(2.13) cλ(tn−ia)(B)(k1, . . . , kn) = c
λ
a(B)(k1, . . . , kn).
We claim that there are two possibilities: either (tn−ia)(B) = a(B) or
(tn−ia)(B) = (tn−i(a(B)) (we note that this claim implies the equality (2.13)
by induction on |λ|). First, we note that bj = b˜j for j ≥ n− i+2. We denote
by B′ the set B \ {bn−i+2, . . . , bn}. To prove the desired claim, we consider
two cases. First, assume that either
(2.14) bj < min(an−i, an−i+1) or bj ≥ max(an−i, an−i+1) for all j
15
or
(2.15) min(an−i, an−i+1) ≤ bj < max(an−i, an−i+1) for all j.
Then (tn−ia)(B) = a(B) thanks to Proposition 2.4. Moreover,
∑
j: bj<aj
λj =∑
j: b˜j<(tn−ia)j
λj. In fact, we know that λn−i = λn−i+1 and one of the con-
ditions (2.14), (2.15) is satisfied. Hence the sums above are equal.
Now assume that both conditions (2.14), (2.15) are not satisfied. Then
(tn−ia)(B) = (tn−i(a(B)) because of Proposition 2.4. In particular,
∑
j: bj<aj
λj =∑
j: b˜j<(tn−ia)j
λj because the summands of the sums coincide. 
Proposition 2.11. For antidominant λ one has
chKMWλ(x1, . . . , xn, q) =
∑
cλ(s,s−1,...,1)(k1+1, . . . , ks+1, ks+1, . . . , kn)x
k1
1 . . . x
kn
n .
Proof. We know (see [S]) that chKMWλ(x1, . . . , xn, q) = Eλ(x; q, 0). Now
we compute Eλ(x; q, 0) using the Haglund-Haiman-Loehr formula. One has
Eλ(x; q, 0) =
∑
σ non−attacking
xσqmaj(σ)0coinv(σ̂).
We note that coinv(σ) ≥ 0. Indeed,
coinv(σ̂) =
∑
u∈dg′
a(u)− |Inv′(σ̂)|+
∑
u∈Des(σ̂)
a(u).
For any two boxes u, u′ ∈ leg(u) we have that if σ(u) > σ(u′) and σ(u′) >
σ(d(u)) then σ(u) > σ(d(u)), so similarly to the proof of Proposition 2.4 we
have that coinv(σ̂) ≥ 0 and coinv(σ̂) = 0 if and only if σ if obtained by
following inverse rule of filling:
Assume that we have filled the i-th row. Let S be the set of elements of
the (i + 1)-st row. We fill the (i + 1)-st row of the diagram from right to
left. If S′ is the set of elements of S that are not used before, then into the
cell v we put:
(i) max{a ∈ S′, a ≤ σ̂(d(v))}, if {a ∈ S′, a ≤ σ̂(d(v))} 6= ∅;
(ii) max{a ∈ S′}, if {a ∈ S′, a ≥ σ̂(d(v))} = ∅.
We conclude that
Eλ(x; q, 0) =
∑
cλ(s,s−1,...,1)(k1 + 1, . . . , ks + 1, ks+1, . . . , kn)x
kn
1 . . . x
k1
n .
Hence∑
cλs,s−1,...,1(k1+1, . . . , ks+1, ks+1, . . . , kn)x
kn
1 . . . x
k1
n = chKMWλ(x1, . . . , xn, q).
But chKMWλ(x1, . . . , xn, q) is a symmetric function in xi’s. Therefore we
obtain:∑
cλ(s,s−1,...,1)(k1+1, . . . , ks+1, ks+1, . . . , kn)x
k1
1 . . . x
kn
n = chKMWλ(x1, . . . , xn, q).

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2.4. Scrolled case. Recall the mappings
pi(λ1, . . . , λn) = (λn + 1, λ1, . . . , λn−1);
Ψf(x1, . . . , xn) = x1f(x2, . . . , xn, q
−1x1).
The Knop-Sahi recurrence states that
(2.16) Epi(µ)(x; q, t) = q
µnΨEµ(x; q, t).
Proposition 2.12. Consider a partition λ = (λ1, . . . , λn), λ1 ≤ · · · ≤ λn,
λ1 = · · · = λn−s = 0 6= λn−s+1. Then
Epirλ(x; q
−1,∞) =
∑
k1,...,kn≥0
xk1+11 . . . x
kr+1
r x
kr+1
r+1 . . . x
kn
n ×
c
(0,...,0,λn−s+1+1,...,λn+1)
(n−s+r+1,...,n,1,...,r) (k1+1, . . . , kr+1, kr+1, . . . , kn−s+r, kn−s+r+1+1, . . . , kn+1).
Proof. It is an immediate consequence of Proposition 2.4 for partition pir(λ).

Lemma 2.13.
qλn−r+1+···+λn−kn−r+1−···−kn×
c
0,...,0,λn−s+1+1,...,λn+1
(n−s+r+1,...,n,1,...,r) (kn−r+1+1, . . . , kn+1, k1+1, . . . , kr+1, kr+1, . . . , kn−s+r+1) =
c
0,...,0,λn−s+1+1,...,λn+1
(n−s+1,...,n) (k1+1, . . . , kr+1, kr+1, . . . , kn−s+r, kn−s+r+1+1, . . . , kn+1)
Proof. Immediate consequence of equation (2.16) and Proposition 2.12. 
Example 2.14. Consider the case n = 3 and partition λ = (0,m2,m1 +m2).
Then by Proposition 2.12 we have:
E(m1+m2+1,0,m2)(x1, x2, x3; q
−1,∞) = x1
∑
k1,k2,k3≥0
cλ(3,1)(k1, k2, k3)x
k1
1 x
k2
2 x
k3
3 .
Using equation (2.16) we obtain
cλ(2,3)(k1, k2 + 1, k3 + 1) = q
m1+m2−k3cλ(3,1)(k3 + 1, k1, k2 + 1).
3. The Cherednik-Orr conjecture
Let g = sln. If λ =
∑n−1
i=1 miωi, then the corresponding diagram is equal
to λ = (λ1, . . . , λn), where λi = mi + · · · +mn−1 (λn = 0). The diagram of
the antidominant weight λ∗ is reversed, i.e. is given by (λn, . . . , λ1). For ex-
ample, the diagram corresponding to (mωr)
∗ is equal to (0, . . . , 0︸ ︷︷ ︸
n−r
,m, . . . ,m).
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3.1. Rectangular diagrams. In this subsection we use Proposition 1.4.
Assume that the diagram dg′(λ) is rectangular of length r and height m. By
Proposition 2.4 we know that an appropriate filling is completely determined
bym subsets of r elements from 1, . . . , n. We know that an order of elements
in i-th row determines the order of elements in (i + 1)-st row. Because of
Proposition 2.10 the order of elements an−r+1, . . . , an in
(3.1) c
(0,...,0,m+1,...,m+1)
(an−r+1,...,an)
(k1 + δ1, . . . , kn + δn)
(δi as in Proposition 2.8) is not important, we only care about the set
{an−r+1, . . . , an}. We use Proposition 2.8 to write recurrent equations for
(3.1).
Example 3.1. Let r = 2, i < j. Then
cλ{i,j}(k1, . . . , ki−1, ki + 1, ki+1, . . . kj−1, kj + 1, kj+1, . . . , kn) =
q2m
∑
p,q<i
cλ{p,q}(k1, . . . , kn) + q
m
∑
p<i,q≥i
cλ{p,q}(k1, . . . , kn)+
qm
∑
p≥i,q<j
cλ{p,q}(k1, . . . , kn) +
∑
p≥i,q≥j
cλ{p,q}(k1, . . . , kn)
Note that the most important case for us is cλ{n−r+1,...,n}. Using Proposi-
tion 2.12 we have:
(3.2)
Epir(λ)(x, q
−1, infty) = x1 . . . xr
∑
ki≥0
cλ{1...r}(k1+1, . . . , kr+1, kr+1, . . . , kn)x
k1
1 . . . x
kn
n .
We note that pir(λ) = (m+ 1, . . . ,m+ 1, 0, . . . , 0).
Theorem 3.2. Let λ = (mωr)
∗. Then we have:
Eλ(x; q
−1,∞) = chPBWW
gr
λ (x; q, q).
Proof. Using Proposition 2.11 we have:
chKMWλ(x1, . . . , xn, q) =
∑
cλ{1,2,...,r}(k1+1, . . . , kr+1, kr+1, . . . , kn)x
k1
1 . . . x
kn
n .
Now using Lemma 2.13 we obtain:
qrm−kn−r+1−···−kncλ{1,2,...,r}(k1 + 1, . . . , kr + 1, kr+1, . . . , kn) =
cλ{n−r+1,...,n}(k1, . . . , kn−r, kn−r+1 + 1, . . . , kn + 1).
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So we have:
Eλ(x; q
−1,∞) =∑
cλ{n−r+1,...,n}(k1, . . . , kn−r, kn−r+1 + 1, . . . , kn + 1)x
k1
1 . . . x
kn
n =
=
∑
qrm−kn−r+1−···−kncλ{1,2,...,r}(k1+1, . . . , kr+1, kr+1, . . . , kn)x
k1
1 . . . x
kn
n =∑
cλ{1,2,...,r}(k1+1, . . . , kr+1, kr+1, . . . , kn)(qx1)
k1 . . . (qxn−r)
kn−rx
kn−r+1
n−r+1 . . . x
kn
n =
chKMWλ(qx1, . . . , qxn−r, xn−r+1, . . . , xn, q).
Then using Proposition 1.4 we complete the proof of this Theorem. 
3.2. m1ω1+m2ωn−1-case. Let us fix the highest weightm1ω1+m2ωn−1 (for
n = 3 this is the general case). Then the corresponding diagram is of the
form (0,m2, . . . ,m2,m1 +m2). Let A = (a1, . . . , an−1) be a string of n− 1
different elements from the set {1, . . . , n}, {1, . . . , n}\{a1, . . . , an−1} = {a˜}.
Let ti be the transposition of i-th and (i+1)-st elements. Then Proposition
2.10 tells us that
cλA(k1 + 1, . . . , ka˜−1 + 1, ka˜, ka˜+1 + 1, . . . , kn + 1) =
cλtiA(k1 + 1, . . . , ka˜−1 + 1, ka˜, ka˜+1 + 1, . . . , kn + 1),
for 1 ≤ i ≤ n − 3. So the only essential parameters are a˜ and an−1 (we
can not interchange an−1 with an−2, because λn > λn−1). We denote these
polynomials by cλ
a˜|an−1
(k1, . . . , kn).
Proposition 3.3. Assume that λ∗ = m1ω1 +m2ωn−1. Then:
chKMWλ(x, q) =∑
ki≥0
∑
pi+
∑
α6=i lα=ki,
l1+···+ln=m2,
p1+···+pn=m1
ql1p1
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
xk11 . . . x
kn
n .
chPBWW
gr
λ (x, q, q) =∑
ki≥0
∑
pi+
∑
α6=i lα=ki,
l1+···+ln=m2,
p1+···+pn=m1
ql1p1+l2+···+ln+p1+···+pn−1
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
xk11 . . . x
kn
n .
Proof. We construct a bijection η between elements of the PBW-basis for
Wλ and pairs of strings: one of them of the length m1 and other of the
length m2, both filled by elements of the set {1, . . . , n}. We denote the pairs
of filled strings by τ = a1, . . . , am2 |b1, . . . , bm1 . Put
η(τ) =
∏
ai=n
e1,n−1 ⊗ t
|{j<i|aj=1}|
∏
i|ai 6=1,n
e1,ai−1 ⊗ t
|{j<i|aj<ai or aj=n}|
19∏
bi=1
e1,n−1 ⊗ t
|{j<i|aj=n}|+|{aj=1}|
∏
i|bi 6=1,n
ebi−1,n−1 ⊗ t
|{j<i|bj<bi or bj=n}|.
Note that for any τ η(τ) satisfies equalities (1.2), (1.3), (1.4) and com-
paring the numbers of elements in both sets we obtain that η is indeed a
bijection. Put
d(τ) =
∣∣{(i < j)|ai < aj < n or ai = n, aj < n}∣∣+∣∣{(i < j)|bi < bj < n or bi = n, bj < n}∣∣+ ∣∣{i |ai = 1 , bi = 1}∣∣.
Then by definition of η we have d(η(τ)) = d(τ), where d in the right hand
side is the Kac-Moody energy operator.
Note that
degPBW (η(τ)) =
∣∣{i|ai 6= 1}∣∣ + ∣∣{i|bi 6= n}∣∣
and its weight is (k1, . . . , kn), where ki = pi+
∑
α6=i lα, and pi =
∣∣{j|bj = i}∣∣,
li =
∣∣{j|aj = i}∣∣.
Fix li and pi. Then sum of q
d(τ) for such elements is ql1p1
(
m2
l1,...,ln
)
q
(
m1
p1,...,pn
)
q
.
Indeed, the last summand in the definition of d(τ) is l1p1 and by definition
of the q-binomial coefficients:(
m2
l1, . . . , ln
)
q
=
∑
q
∣∣{i<j|ai<aj<n or ai=n,aj<n }∣∣.(
m1
p1, . . . , pn
)
q
=
∑
q
∣∣{i<j|bi<bj<n or bi=n,bj<n }∣∣.
Similarly we obtain second equation of the Proposition. This completes
the proof of the Lemma. 
Theorem 3.4. The Cherednik-Orr conjecture is true for λ∗ = m1ω1 +
m2ωn−1
Proof. Using Proposition 2.11 and Theorem 1.8 we have:
c
(0,m2+1,...,m2+1,m2+m1+1)
n|1 (k1 + 1, . . . , kn−1 + 1, kn) =
=
∑
pi+
∑
α6=i lα=ki
l1+···+ln=m2,
p1+···+pn=m1
ql1p1
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
.
Using Proposition 2.8 we have for j ≥ 2:
c
(0,m2+1,...,m2+1,m2+m1+1)
j|1 (k1 + 1, . . . , kj−1 + 1, kj , kj+1 + 1, . . . , kn + 1) =
j∑
i=2
cλi|1(k1, . . . kn) +
n∑
i=j+1
cλi|1(k1, . . . kn)q
m2 + cλ1|2(k1, . . . kn).
Subtracting the equations for consequent j’s we obtain:
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c
(0,m2+1,...,m2+1,m2+m1+1)
j|1 (k1 + 1, . . . , kj−1 + 1, kj , kj+1 + 1, . . . , kn + 1) =
c
(0,m2+1,...,m2+1,m2+m1+1)
j+1|1 (k1 + 1, . . . , kj + 1, kj+1, kj+2 + 1, . . . , kn + 1)−
(1− qm2)cλj+1|1(k1, . . . , kn).
We claim that
c
(0,m2+1,...,m2+1,m2+m1+1)
j|1 (k1 + 1, . . . , kj−1 + 1, kj , kj+1 + 1, . . . , kn + 1) =∑
pi+li+1+···+ln+l1+···+li−1=ki,
l1+···+ln=m2,
p1+···+pn=m1
ql1p1+lj+1+···+ln
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
.
Indeed, we know that it is true for j = n and
∑
pi+
∑
α6=i lα=ki,
l1+···+ln=m2
p1+···+pn=m1
ql1p1+lj+1+···+ln
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
−
(1− qm2)
∑
pi+
∑
α6=i lα=ki−1,i 6=j,
pj+
∑
α6=j lα=kj ,
l1+···+ln=m2−1,
p1+···+pn=m1
ql1p1+lj+1+···+ln
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
=
∑
pi+
∑
α6=i lα=ki,
l1+···+ln=m2,
p1+···+pn=m1
(
ql1p1+lj+1+···+ln
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
−
(1−qm2)ql1p1+lj+1+···+ln
(
m2 − 1
l1, . . . , lj−1, lj − 1, lj+1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
)
=
∑
pi+
∑
α6=i lα=ki,
l1+···+ln=m2,
p1+···+pn=m1
ql1p1+lj+1+···+ln+lj
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
In particular we obtain:
c
(0,m2+1,...,m2+1,m2+m1+1)
2|1 =∑
pi+
∑
α6=i lα=ki,
l1+···+ln=m2,
p1+···+pn=m1
ql1p1+l3+···+ln
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
.
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But using Lemma 2.13 we have:
c
(0,m2+1,...,m2+1,m2+m1+1)
1|n (k1, k2 + 1, . . . , kn + 1) =
qm2+m1−knc
(0,m2+1,...,m2+1,m2+m1+1)
2|1 (kn + 1, k1, k2 + 1, . . . , kn−1 + 1) =∑
pi+
∑
α6=i lα=ki−1(modn),
l1+···+ln=m2,
p1+···+pn=m1
ql1p1+l3+···+ln+p2+···+pn+l1
(
m2
l1, . . . , ln
)
q
(
m1
p1, . . . , pn
)
q
.
We thus obtain exactly the coefficient of xk11 . . . x
kn
n in the formula for PBW-
character of Proposition 3.3. 
Acknowledgments
The work of Evgeny Feigin was partially supported by the Dynasty Foun-
dation, by the Simons foundation, by the AG Laboratory HSE, RF govern-
ment grant ag. 11.G34.31.0023, by the RFBR grants 12-01-00070, 12-01-
00944, 12-01-33101, 13-01-12401 and by the Russian Ministry of Education
and Science under the grant 2012-1.1-12-000-1011-016.
The work of Ievgen Makedonskyi was partially supported by the AG
Laboratory HSE, RF government grant ag. 11.G34.31.0023.
References
[Ch1] I. Cherednik, Nonsymmetric Macdonald polynomials, IMRN 10 (1995), 483–515.
[Ch2] I. Cherednik, Double affine Hecke algebras, London Mathematical Society Lecture
Note Series, 319, Cambridge University Press, Cambridge, 2006.
[CF] I. Cherednik, E. Feigin, Extremal part of the PBW-filtration and E-polynomials,
arXiv:1306.3146.
[CO1] I. Cherednik, D. Orr, Nonsymmetric difference Whittaker functions, Preprint
arXiv:1302.4094v3 [math.QA] (2013).
[CO2] , , One-dimensional nil-DAHA and Whittaker functions, Transfor-
mation Groups 18:1 (2013), 23–59; arXiv:1104.3918.
[CL] V. Chari, S. Loktev, Weyl, Demazure and fusion modules for the current algebra of
slr+1, Adv. Math. 207 (2006), 928–960.
[F] E. Feigin, GMa degeneration of flag varieties, Selecta Mathematica, 18:3 (2012), 513–
537.
[FFL1] E. Feigin, and G. Fourier, and P. Littelmann, PBW-filtration and bases for irre-
ducible modules in type An, Transformation Groups 16:1 (2011), 71–89.
[FFL2] , , , PBW filtration and bases for symplectic Lie algebras,
IMRN 24 (2011), 5760–5784.
[FFL3] , and , and , PBW-filtration over Z and compatible bases for
VZ(λ) in type An and Cn, Symmetries, Integrable Systems and Representations, 40,
Springer, 2013, 35–63.
[FL1] G.Fourier, P.Littelmann, Tensor product structure of affine Demazure modules and
limit constructions, Nagoya Math. Journal 182 (2006), 171–198.
[FL2] , and , Weyl modules, Demazure modules, KR-modules, crystals, fu-
sion products and limit constructions, Advances in Mathematics 211 (2007), no. 2,
566–593.
22 EVGENY FEIGIN AND IEVGEN MAKEDONSKYI
[Fu] W.Fulton, Young Tableaux, with Applications to Representation Theory and Geome-
try. Cambridge University Press, 1997.
[G] A.Gornitsky, Essential signatures and canonical bases in irreducible representations
of the group G2, Diploma thesis, 2011 (in Russian).
[HHL] M. Haiman, and J. Haglund, and N. Loehr, A combinatorial formula for non-
symmetric Macdonald polynomials, Amer. J. Math. 130:2 (2008), 359–383.
[I] B. Ion, Nonsymmetric Macdonald polynomials and Demazure characters, Duke Math-
ematical Journal 116:2 (2003), 299–318.
[Kac] V. Kac, Infinite dimensional Lie algebras, 3rd ed., Cambridge University Press,
Cambridge, 1990.
[Kn] F.Knop, Integrality of two variable Kostka functions, Journal fuer die reine und
angewandte Mathematik 482 (1997) 177–189.
[Kum] S.Kumar, Kac-Moody groups, their flag varieties and representation theory,
Progress in Mathematics, 204. Birkha¨user Boston, Inc., Boston, MA, 2002.
[KS] F.Knop, S.Sahi, A recursion and a combinatorial formula for Jack polynomials, In-
vent. Math. 128 (1997), no. 1, 9–22.
[M1] I.G.Macdonald, Symmetric functions and Hall polynomials, second ed., Oxford Uni-
versity Press, 1995.
[M2] I.G.Macdonald, Affine Hecke algebras and orthogonal polynomials, Se´minaire Bour-
baki, Vol. 1994/95. Aste´risque No. 237 (1996), Exp. No. 797, 4, 189–207.
[O] E.Opdam Harmonic analysis for certain representations of graded Hecke algebras,
Acta Math. 175 (1995), no. 1, 75–121.
[OS] D.Orr, M.Shimozono, Specializations of nonsymmetric Macdonald-Koornwinder
polynomials, arXiv:1310.0279.
[S] Y. Sanderson, On the Connection Between Macdonald Polynomials and Demazure
Characters, J. of Algebraic Combinatorics, 11 (2000), 269–275.
Evgeny Feigin:
Department of Mathematics,
National Research University Higher School of Economics,
Vavilova str. 7, 117312, Moscow, Russia,
and
Tamm Theory Division, Lebedev Physics Institute
E-mail address: evgfeig@gmail.com
Ievgen Makedonskyi:
Department of Mathematics,
National Research University Higher School of Economics,
Vavilova str. 7, 117312, Moscow, Russia and
Departments of Mechanics and Mathematics Kiev Shevchenko National Uni-
versity Vladimirskaya, 64, Kiev, Ukraine.
