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Antitrikotni (Batmanov) razcep za simetri£ne matrike
Povzetek
V delu obravnavamo antitrikotni razcep za simetri£ne nedenitne matrike, znan
tudi kot Batmanov razcep, katerega obstoj tudi dokaºemo. Obravnavamo algori-
tem, ki z mnoºenjem z ortogonalnimi matrikami pretvori vhodno matriko v blo£no
antitrikotno matriko, iz katere laºje razberemo inercijo in ocenimo lastne vrednosti.
Omenjena dejstva so podprta tudi s primeri. V delo je vklju£ena tudi analiza £asovne
zahtevnosti algoritma, ki lahko pri razli£nih vhodnih podatkih mo£no varira.
Antitriangular (Batman) Decomposition for Symmetric Matrices
Abstract
In this work the antitriangular decomposition for symmetric matrices, also known as
the Batman decomposition, is examined and it's existence is proved. An algorithm
which uses the multiplication by orthogonal matrices to transform the input matrix
to a block antitriangular matrix is presented. This algorithm allows us to determine
the inertia and estimate the eigenvalues more eciently. This claim is supported
by examples. Also included in the work is the analysis of time complexity of the
algorithm, which can variate strongly depending on the input data.
Math. Subj. Class. (2010): 65F05, 15A23, 65F15, 65F25, 65F30, 65F50
Klju£ne besede: Batmanov razcep, simetri£ne matrike, blo£ne antitrikotne ma-
trike, lastne vrednosti, inercija, algoritem, £asovna zahtevnost
Keywords: Batman decomposition, symmetric matrices, block antitriangular ma-
trices, eigenvalues, inertia, algorithm, time complexity
1. Uvod
Nedenitne simetri£ne matrike se pojavljajo na podro£jih kot so optimizacija, pro-
blemi najmanj²ih kvadratov, parcialne diferencialne ena£be in variacijski problemi.
Pri teh problemih nas navadno zanimata inercija (denirana v 3.2) ter lastne vre-
dnosti oz. njihove ocene, ki jih ni vedno enostavno pridobiti. S tem razlogom je bilo
razvitih ve£ razcepov nedenitnih simetri£nih matrik.
V tem diplomskem seminarju bom obravnaval nov algoritem, ki se imenuje antitri-
kotni oziroma Batmanov1 razcep za simetri£ne matrike, ki uporablja le ortogonalne
transformacije in posledi£no ohrani lastne vrednosti vhodne matrike.
Algoritem bom najprej deniral in podrobno predstavil, nato bom uvedel idejo
za oceno lastnih vrednosti ter na koncu izvedel ²e nekaj eksperimentov, kjer bom
poskusil zajeti £im ve£ razli£nih moºnih oblik z algoritmom pridobljenih matrik.
2. Alternative
V tem odseku so predstavljeni ²e trije alternativni razcepi nedenitne n×n sime-
tri£ne matrike A, ki imajo razli£ne lastnosti. Primerjajmo jih in si oglejmo, kako se
obna²ajo.
• LDLT: pri tem razcepu je L spodnja trikotna matrika z enicami na diagonali
in D blo£na diagonalna matrika, kjer so bloki na diagonali dimenzij 1 × 1
in 2 × 2. Za izra£un potrebujemo O(n3) operacij. S tem razcepom sicer
lahko dolo£imo inercijo matrike A, ker pa transformacije niso ortogonalne,
ne moremo pridobiti lastnih vrednosti prvotne matrike.
• LTLT: tukaj je L deniran podobno kot pri LDLT , T pa je tridiagonalna
matrika. Prav tako imamo podoben problem kot zgoraj, saj lahko dolo£imo
inercijo prvotne matrike A, ne pa tudi njenih lastnih vrednosti.
• UTUT: v tem primeru imamo T , ki je prav tako tridiagonalna matrika, ter
ortogonalno matriko U . Zato nam ta razcep omogo£a pridobiti tako inercijo
kot tudi ocene lastnih vrednosti matrike A, ker se te ohranijo in so posledi£no
enake pri obeh matrikah A in T .
2.1. Ideja za na² algoritem. elimo dobiti razcep oblike A = QMQT , kjer je M
simetri£na blo£na spodnja antitrikotna matrika, torej oblike
M =
 0 0 Y T0 X ZT
Y Z W
 ,
kjer sta X in W simetri£ni matriki, Y antitrikotna ter Q ortogonalna, zaradi £esar
se bodo ohranile tudi lastne vrednosti. Izkazalo se bo tudi, da bomo iz dimenzij
blokov matrike M lahko razbrali inercijo matrike A.
3. Batmanov razcep
Denicija 3.1 (Antitrikotna matrika). Matrika A ∈ Rn×n je spodnja antitrikotna
natanko tedaj, ko je aij = 0, i+ j ≤ n.
Denicija 3.2. Inercija(A) = (n−, n0, n+) natanko tedaj, ko ima matrika A n−
negativnih, n0 ni£elnih in n+ pozitivnih lastnih vrednosti.
1Izvor imena prikazan v razdelku 3.1.
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Naj bo M ∈ Rn×n simetri£na nedenitna matrika z inercijo (n−, n0, n+). tevilo
lastnih vrednosti je torej n− + n0 + n+ = n. Ozna£imo ²e z n1 = min(n−, n+) ter z
n2 = max(n−, n+) − n1. Matrika M bo v pravilni blo£ni antitrikotni obliki2, £e jo
lahko zapi²emo na naslednji na£in:
M =

0 0 0 0
0 0 0 Y T
0 0 X ZT
0 Y Z W
 ,
kjer so Z ∈ Rn1×n2 , W ∈ Rn1×n1 simetri£na, Y ∈ Rn1×n1 nesingularna spodnje
antitrikotna ter X ∈ Rn2×n2 simetri£na denitna3. e je n2 > 0, lahko slednjo s
pomo£jo razcepa Choleskega zapi²emo kot X = εLLT , kjer je ε = 1, £e je n+ > n−
(v tem primeru je X pozitivno denitna), sicer je ε = −1 (X je negativno denitna).
Pokaºimo, da lahko vsako simetri£no nedenitno matriko transformiramo na ma-
triko zgornje oblike.
Denicija 3.3 (Schurov komplement [6]). Naj bo N =
[
A B
C D
]
, kjer so matrike
A, B, C, D po vrsti dimenzij p × p, p × q, q × p in q × q in D obrnljiva. Schurov
komplement bloka D matrike N je p× p matrika denirana z
N/D := A− BD−1C.
Podobno, £e je A obrnljiva, je Schurov komplement bloka A matrike N q×q matrika
denirana z
N/A := D − CA−1B.
Izrek 3.4 (Denitnost Schurovega komplementa [6]). Naj bo N =
[
A B
BT C
]
sime-
tri£na matrika. Ozna£imo z N/C Schurov komplement bloka C matrike N . Potem
velja:
• N je pozitivno denitna natanko tedaj, ko sta C in N/C pozitivno denitni,
• £e je C pozitivno denitna, potem je N pozitivno semidenitna, £e in samo
£e je N/C pozitivno semidenitna.
Izrek 3.5 (Obstoj razcepa). Naj bo A ∈ Rn×n simetri£na nedenitna matrika in
Inercija(A) = (n−, n0, n+). Naj bosta n1 = min(n−, n+) in n2 = max(n−, n+)− n1.
Potem obstaja tak²na ortogonalna matrika Q ∈ Rn×n, da je M = QTAQ v pravilni
blo£ni antitrikotni obliki
(1) M =

0 0 0 0
0 0 0 Y T
0 0 X ZT
0 Y Z W
 .
Dokaz. Dokaz temelji na obstoju mnoºice podprostorov povezanih s simetri£no ma-
triko A z inercijo (n−, n0, n+). Matriko A lahko tudi diagonaliziramo in uredimo
2Tudi pravilni obliki.
3Opazimo, da je n1 ali n2 lahko tudi 0.
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tako, da bodo po diagonali lastne vrednosti v padajo£em vrstnem redu, ozna£imo
jih z λi, kjer je i = 1, . . . , n. Pripadajo£i lastni vektorji so torej
[ρ1 . . . ρn+ |ρn++1 . . . ρn++n0 |ρn++n0+1 . . . ρn].
Obravnavajmo sedaj ortogonalne baze U0, U+, U− in Un. Pripadajo£i podprostori
U0, U+, U− in Un se imenujejo:
• ni£elni podprostor A, £e je AU0 = 0. To pomeni, da je U0 ⊆ kerA. Maksi-
malni ni£elni podprostor je kerA dimenzije n0;
• nenegativen podprostor A, £e velja, da je UT+AU+ pozitivno semidenitna.
Maksimalen nenegativen podprostor ima bazo U+ sestavljeno iz lastnih vek-
torjev ρ1, . . . , ρn++n0 , kar sledi iz dejstva, da je ρ
T
i Aρi = λi za vsak i ≤
n+ + n0. Torej za vsak x =
∑n++n0
i=1 αiρi velja x
TAx =
∑n++n0
i=1 α
2
iλi ≥ 0.
Dimenzija maksimalnega nenegativnega podprostora je n+ + n0;
• nepozitiven podprostor A, £e velja, da je UT−AU− negativno semidenitna.
Pri maksimalnem nepozitivnem podprostoru je baza U− sestavljena iz lastnih
vektorjev ρn++1, . . . , ρn, kar je razvidno na identi£en na£in kot pri nenega-
tivnem podprostoru. Dimenzija podprostora je v tem primeru n0 + n−;
• nevtralen podprostor A, £e je UTn AUn = 0. Maksimalna dimenzija le-tega
bo n0 + min(n+, n−). Pri tem n0 dimenzij dobimo iz dejstva, da je U0 ⊆
Un, nato pa ²e upo²tevamo, da bo enakost z 0 zado²£ena lahko tudi, £e se
bodo pozitivne in negativne lastne vrednosti od²tele, kar pa je moºno le za
min(n+, n−) vrednosti.
Predpostavimo, da je n+ ≥ n− (sicer lahko obravnavamo matriko −A namesto A
in pridemo do enakih sklepov). e vzamemo jedro U0 in maksimalna podprostora
Un ter U+, velja U0 ⊆ Un ⊆ U+, ker sicer Un in U+ ne bi bila maksimalnih dimenzij.
Denirajmo ortogonalno matriko Q = [Q1|Q2|Q3|Q4], kjer Q1 razteza U0, Q2 razteza
ortogonalni komplement U0 in Un, Q3 razteza ortogonalni komplement Un in U+ in
Q4 razteza ortogonalni komplement U+. Oglejmo si sedaj naslednji produkt:
(2) [Q1 Q2 Q3]TA[Q1 Q2 Q3] =
0 0 00 0 KT
0 K X
 .
Ker [Q1 Q2 Q3] razteza podprostor U+, vemo, da mora biti matrika (2) pozitivno
semidenitna.
Izkaºe se, da bo ta pogoj izpolnjen, ko bo K = 0, sicer je matrika (2) nedenitna.
To je res, ker £e je matrika X denitna, potem je matrika (2) po izreku 3.4 nene-
gativno denitna, ko je Schurov komplement M/X nenegativno deniten. Slednji
je po deniciji 3.3 enak M/X = −
[
0
KT
]
X−1
[
0 K
]
. Za X vemo, da je pozitivno
denitna. Predpostavimo, da je K 6= 0. Potem obstaja tak vektor z 6= 0, da je
Kz 6= 0. Za tak vektor je potem zTKTX−1Kz > 0 zaradi pozitivne denitnosti X.
Posledi£no je
[
0 zT
]
(M/X)
[
0
z
]
< 0, kar pomeni, da je matrika M nedenitna. To
je v nasprotju z denicijo, zato mora biti K = 0, saj je tako M/X = 0 in M je
nenegativno denitna.
Iz zgornje denicije ortogonalne matrike Q je tako razvidno, da imajo njene pod-
matrike naslednje ²tevilo stolpcev:
• Q1 jih ima n0,
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• Q2 jih ima n−,
• Q3 jih ima n+ − n−,
• Q4 jih ima n−.
e ve£, opazimo, da mora biti matrika M res oblike prikazane v (1), kjer sta X in
Y kvadratni nesingularni matriki. Vidimo tudi, da je Y polnega ranga po stolpcih
in vrsticah, sicer bi bila dimenzija U0 ve£ja od n0 oz. dimenzija U+ ve£ja od n0 +
n+. Podobno opazimo, da, £e bi bila matrika X singularna, bi bil podprostor Un
dimenzije ve£je od n0 + min(n+, n−). Matriko Y lahko nato pretvorimo v spodnje
antitrikotno obliko z razcepi kot je QR, ne da bi vplivali na zgornje podprostore. 
Slika
1. Batmanova
matrika.
3.1. Izvor imena. Preden se lotimo samega al-
goritma, pokaºimo ²e, zakaj je razcep dobil ime
po junaku iz stripov. Za to bomo uporabili
MATLAB in funkcijo spy, ki nam obarva le neni-
£elna polja matrike. Pri tako dobljeni sliki lahko
nato vidimo, da nas oblika matrike M = QTAQ
spominja na Batmana.
4. Algoritem
Dokazali smo, da taka blo£na antitrikotna ma-
trika obstaja. Kako pa do nje pridemo? Algoritem za izpeljavo te oblike je rekur-
ziven in sam po sebi tudi dokaz obstoja antitrikotnega razcepa. Preden ga lahko
izpeljemo, denirajmo ²e nekaj oznak.
Naj bo A ∈ Rn×n. Vpeljimo sedaj za 1 ≤ k < n naslednji zapis A(k) = (aij)ki,j=1,
Inercija(A(k)) = (k−, k0, k+) in k1 = min(k−, k+), k2 = max(k−, k+) − k1. elimo
torej, da bi v k-tem koraku veljalo A(k) = Q(k)M (k)Q(k)
T
, kjer sta Q(k) ∈ Rk×k
ortogonalna in M (k) ∈ Rk×k v pravilni blo£ni antitrikotni obliki.
Pokaºimo najprej, da to velja za k = 1. Po deniciji je A(1) =
[
a11
]
. Ker je
Q(1) ∈ R1×1, je Q(1) =
[
1
]
ortogonalen. Nato po deniciji izra£unamo ²e M (1) =
Q(1)
T
A(1)Q(1) =
[
1
][
a11
][
1
]
=
[
a11
]
. Sedaj moramo preveriti ²e, £e je M (1) res v
pravilni blo£ni antitrikotni obliki. Tukaj lo£imo dva primera:
• a11 = 0: Inercija(A(1)) = (k−, k0, k+) = (0, 1, 0) in posledi£no k1 = k2 = 0.
M (1) =
[
0
]
je pravilne blo£ne antitrikotne oblike.
• a11 6= 0: tukaj je Inercija(A(1)) = (0, 0, 1), £e je a1,1 > 0 in Inercija(A(1)) =
(1, 0, 0) sicer. V obeh primerih je torej k1 = 0 in k2 = 1. V pravilni blo£ni
antitrikotni obliki je tako M (1) =
[
X
]
, kjer mora biti X ∈ R1×1 denitna,
kar tudi je za vsak a11 6= 0.
Enakost torej velja za k = 1. Predpostavimo sedaj, da je M (k), transformacija za
nedenitno simetri£no matriko A(k) ∈ Rk×k z Inercija(A) = (k−, k0, k+) ter k1 in k2
deniranima kot zgoraj, pravilne oblike, torej
M (k) =

0 0 0 0 } k00 0 0 Y T } k10 0 X ZT } k2
0 Y Z W } k1
,
kjer so Y ∈ Rk1×k1 nesingularna spodnje antitrikotna, X ∈ Rk2×k2 simetri£na de-
nitna z razcepom Choleskega X = εLLT za ε ∈ {−1, 1}, Z ∈ Rk1×k2 in W ∈ Rk1×k1 .
8
Sedaj ºelimo iz tega dobiti matriko v pravilni blo£ni antitrikotni obliki za k + 1.
Ozna£imo a =
(
ai,k+1
)k
i=1
ter γ = ak+1,k+1. Opazimo, da je
A(k+1) =
[
A(k) a
aT γ
]
.
Denirajmo sedaj ã ter Q̃(k+1) na naslednji na£in:
(3) ã = Q(k)
T
a =

ã1 } k0ã2 } k1ã3 } k2
ã4 } k1
,
(4) Q̃(k+1) =
[
Q(k)
1
]
.
Izpeljimo ²e M̃ (k+1).
M̃ (k+1) = Q̃(k+1)
T
A(k+1)Q̃(k+1)
=
[
Q(k)
T
1
] [
A(k) a
aT γ
] [
Q(k)
1
]
=
[
M (k) ã
ãT γ
]
=

0 0 0 0 ã1
0 0 0 Y T ã2
0 0 X ZT ã3
0 Y Z W ã4
ãT1 ã
T
2 ã
T
3 ã
T
4 γ
 ,
kar o£itno ni v pravilni blo£ni antitrikotni obliki, torej moramo algoritem ²e nekoliko
popraviti. Kaj moramo storiti, je odvisno od lastnosti novih elementov, ki smo jih
dodali, torej od vektorja [ãT γ]T . Tukaj bomo lo£ili tri moºnosti.
Moºnost a. ‖[ãT γ]‖2 = 0.4
V tem primeru imamo
M̃ (k+1) =

0 0 0 0 0
0 0 0 Y T 0
0 0 X ZT 0
0 Y Z W 0
0 0 0 0 0
 ,
torej ºelimo permutirati (k + 1)-vo vrstico na vrh ter (k + 1)-vi stolpec na za£etek
in tako dobiti ºeljeno blo£no antitrikotno obliko matrike M . To lahko doseºemo z
mnoºenjem s permutacijsko matriko P ∈ R(k+1)×(k+1). Le-ta nam, kadar mnoºimo
z leve, uredi zaporedje vrstic, ko pa mnoºimo z desne, uredi zaporedje stolpcev.
Denirajmo
4Vse primerjave z 0 moramo pri numeri£nih eksperimentih nadomestiti s primerjavami z ºeljeno
toleranco.
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P =

0 · · · 0 1
1
. . . . . . 0
. . . . . . ...
1 0
 .
Iz tega sledi, da je M (k+1)a = PM̃ (k+1)P T = PQ̃(k+1)
T
A(k+1)Q̃(k+1)P T , iz £esar
lahko razberemo, da je Q(k+1)a = Q̃(k+1)P T , dobljen M
(k+1)
a = Q
(k+1)T
a A(k+1)Q
(k+1)
a
pa je pravilne blo£ne antitrikotne oblike. V tem primeru se matrike X, Y , W ter Z
niso spremenile. Iz dimenzij blokov matrike lahko razberemo, da se je k0 pove£al za
1, medtem ko sta k1 ter k2 ostala nespremenjena. Posledi£no je Inercija(A(k+1)) =
(k−, k0 + 1, k+).
Moºnost b. ‖[ã1]‖2 > 0.
V tem primeru s pomo£jo Householderjevega zrcaljenja pretvorimo vektor ã1 v
vektor, ki je ni£elen povsod razen na zadnjem mestu.
elimo torej tak²no matriko H ∈ Rk0×k0 , da bo veljalo Hã1 = θek0 . To doseºemo
tako, da najprej dolo£imo vektor
w =

ã11
...
ã1k0−1
ã1k0 + sign(ã1k0 )‖ã1‖2
 ,
kjer je funkcija predznaka sign denirana kot
sign(x) =
{
1; x ≥ 0,
−1; x < 0,
kar je pomembno upo²tevati pri uporabi v Matlab-u, saj integrirana funkcija sign
vrne vrednost 0, £e je x = 0. S pomo£jo vektorja w nato izpeljemo na²o matriko
H = I − 2
wTw
wwT . Opazimo, da je
M
(k+1)
b =
[
H
Ik+1−k0
]
M̃ (k+1)
[
HT
Ik+1−k0
]
=
[
H
Ik+1−k0
]
Q̃(k+1)
T
A(k+1)Q̃(k+1)
[
HT
Ik+1−k0
]
,
iz £esar sledi
(5) Q(k+1)b = Q̃
(k+1)
[
HT
Ik+1−k0
]
.
Matrika M (k+1)b je torej v pravilni blo£ni antitrikotni obliki in je podana kot
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M
(k+1)
b =

0 0 0 0 0 0
0 0 0 0 0 θ
0 0 0 0 Y T ã2
0 0 0 X ZT ã3
0 0 Y Z W ã4
0 θ ãT2 ã
T
3 ã
T
4 γ
 =

0 0 0 0
0 0 0 Y Tb
0 0 X ZTb
0 Yb Zb Wb
 ,
iz £esar je razvidno, da je Yb =
[
0 Y
θ ãT2
]
, Zb =
[
Z
ãT3
]
in Wb =
[
W ã4
ãT4 γ
]
, pri £emer je
X ostal nespremenjen. Glede lastnih vrednosti razberemo, da se je k0 zmanj²al za
ena, k1 pa pove£al za ena, torej je Inercija(A(k+1)) = (k− + 1, k0 − 1, k+ + 1).
Moºnost c. ‖[ã1]‖2 = 0.
Ta moºnost se ne pojavi le, ko je ã1 = 0, lahko je tudi ã1 = [ ], kar se zgodi, ko je
k0 = 0, oz. je M (k) nesingularna. V tem primeru imamo torej naslednjo obliko
M̃ (k+1) =

0 0 0 0 0
0 0 0 Y T ã2
0 0 X ZT ã3
0 Y Z W ã4
0 ãT2 ã
T
3 ã
T
4 γ

in na²a ideja za re²evanje je, da najprej uredimo glavno antidiagonalo, torej se
osredoto£imo na
[
Y
ãT2
]
in jo s pomo£jo Givensovih rotacij pretvorimo v matriko
oblike
[
0
Yc
]
, kjer je Yc ∈ Rk1×k1 nesingularna spodnje antitrikotna matrika. To
storimo tako, da eliminiramo antidiagonalne elemente matrike Y , kot je prikazano
spodaj.5 
×
××
×××
××××
×××××
×××××
 −→

×
××
×××
××××
×××××

Naj bo Γ1 ∈ R(k1+1)×(k1+1) torej tak²en produkt k1 Givensovih rotacij, da velja
(6) Γ1
[
Y
ãT2
]
=
[
0
Yc
]
.
Naj bodo sedaj ²e
(7)
[
vT
Zc
]
= Γ1
[
Z
ãT3
]
in
5Z × so ozna£eni neni£elni elementi. Rde£e so obarvani tisti elementi, ki jih ºelimo eliminirati
s pomo£jo Givensovih rotacij.
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(8)
[
γ̂ wT
w Wc
]
= Γ1
[
W ã4
ãT4 γ
]
ΓT1 ,
kjer sta v ∈ Rk2 ter w ∈ Rk1 . Podobno kot pri prej²njih moºnostih sedaj izpeljemo
²e
M (k+1)c =
[
Ik−k1
Γ1
]
M̃ (k+1)
[
Ik−k1
ΓT1
]
=
[
Ik−k1
Γ1
]
Q̃(k+1)
T
A(k+1)Q̃(k+1)
[
Ik−k1
ΓT1
]
=

0 0 0 0 0
0 0 0 0 Y Tc
0 0 X v ZTc
0 0 vT γ̂ wT
0 Yc Zc w Wc
 ,
iz £esar sledi
(9) Q(k+1)c = Q̃
(k+1)
[
Ik−k1
ΓT1
]
.
Dolo£iti ºelimo ²e Xc, zato deniramo najprej
X1 =
[
X v
vT γ̂
]
=
[
εLLT v
vT γ̂
]
∈ R(k2+1)×(k2+1).
Po deniciji ºelimo, da bi bila Xc pozitivno (negativno)6 denitna matrika in po-
sledi£no bi bila M (k+1)c v pravilni obliki. Ker pa ne vemo, £e je X1 res pozitivno
(negativno) denitna, moramo to preveriti ter jo primerno preurediti.
Naj bo Γ2 ∈ Rk2×k2 tak produkt k2− 1 Givensovih rotacij, da velja Γ2v = αek2 za
nek α ∈ R. Ozna£imo
X2 =
[
Γ2
1
]
X1
[
ΓT2
1
]
=
[
εΓ2LL
TΓT2 αek2
αeTk2 γ̂
]
.
Matriko Γ2L ºelimo sedaj pretvoriti v spodnje trikotno nesingularno matriko, ozna-
£imo jo z L1. To lahko storimo s t.i. "notranjimi" Givensovimi rotacijami. Naj
bo Γ3 ∈ Rk2×k2 tak produkt k2 − 1 Givensovih rotacij, da bo L1 = Γ2LΓT3 . Sedaj
upo²tevamo ²e, da je ΓT3 Γ3 = I in sledi, da je Γ2LL
TΓT2 = Γ2LΓ
T
3 Γ3L
TΓT2 = L1L
T
1 .
Od tod sledi
6V oklepaju ozna£ujemo primer, ko je ε = −1, izven navajamo primer, ko je ε = 1.
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X2 =
 εL1L
T
1

0
...
0
α

[
0 · · · 0 α
]
γ̂
 .
L1 lahko nato raz£lenimo na naslednji na£in:
L1 =
[
L2
`T2 β
]
,
kjer je L2 ∈ R(k2−1)×(k2−1) nesingularna spodnje trikotna matrika, `2 ∈ Rk2−1 ter
β ∈ R \ {0}, ker je L1 nesingularna. Izkaºe se, da lahko v tem primeru X2 zapi²emo
na naslednji na£in:
X2 = ε
L2`T2
0
 [LT2 `2 0] +
 εβ2 α
α γ̂
 .
Sedaj lahko izra£unamo Schurov komplement εL1LT1 na X2, ki je deniran kot
X2/(εL1L
T
1 ) = γ̂ −
[
0 · · · 0 α
]
(εL1L
T
1 )
−1

0
...
0
α
 .
Za inverza L−11 ter L
−T
1 vemo, da bosta spodnjih oblik
7

×
××
×××
××××
×××× 1
β
 ,

×××××
××××
×××
××
1
β
 .
Upo²tevajmo, da je (εL1LT1 )
−1 = εL−T1 L
−1
1 ter L
−1
1 αek2 =
α
β
ek2 , iz zgornje formule
torej sledi, da je
X2/(εL1L
T
1 ) = γ̂ − ε
α2
β2
.
e upo²tevamo ²e, da je εL1LT1 simetri£na pozitivno (negativno) denitna ma-
trika, bo X2 pozitivno (negativno) denitna, nedenitna ali singularna natanko
takrat, ko je X2/(εL1LT1 ) pozitivno (negativno) denitna, nedenitna ali singu-
larna. Vpeljimo sedaj T =
[
εβ2 α
α γ̂
]
in opazimo, da je njegov Schurov komple-
ment T/(εβ2) = X2/(εL1LT1 ). Posledi£no bo X2 pozitivno (negativno) denitna,
nedenitna ali singularna, £e bo T pozitivno (negativno) denitna, nedenitna ali
singularna, kar pa lahko zlahka izra£unamo. Ker je β2 > 0, bo T pozitivno (nega-
tivno) denitna, nedenitna oziroma singularna, £e bo njena determinanta εβ2γ̂−α2
pozitivna, negativna oziroma enaka ni£.
7Na levi L−11 , na desni L
−T
1 .
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Preden si ogledamo vse tri moºnosti, ²e preverimo, kako se je spremenila matrika
Q
(k+1)
c . Ker smo matriko M
(k+1)
c z leve pomnoºili z
Ik0+k1 Γ2
Ik1+1
 , sledi
(10) Q(k+1)c1 = Q
(k+1)
c
Ik0+k1 ΓT2
Ik1+1
 .
Do sprememb je pri²lo tudi pri matriki Zc, ki je sedaj
(11) Zc1 =
[
Zc w
] [ΓT2
1
]
.
Pri moºnosti c se lahko zgodi tudi, da je k2 = 0. V tem primeru je na² novi
Xc = εLcL
T
c , kjer je Lc =
[√
|γ̂|
]
in ε = sign(γ̂). Ker je Γ2 ∈ R1×1 enaka Γ2 = [1],
je Zc1 =
[
Zc w
]
=
[ ]
ter Q(k+1)c1 = Q
(k+1)
c . Iz tega sledi, da je matrika
M (k+1)c = Q
(k+1)T
c A
(k+1)Q(k+1)c =

0 0 0 0
0 0 0 Y Tc
0 0 Xc Z
T
c1
0 Yc Zc1 Wc

in njena inercija je
Inercija(A(k+1)) =
{
(k−, k0, k+ + 1); ε = 1,
(k− + 1, k0, k+); ε = −1.
Moºnost c.1. detT > 0.
V tem primeru je matrika εT pozitivno denitna in ima naslednji faktor Chole-
skega [
`1,1
`2,1 `2,2
]
.
Posledi£no je X2 simetri£na pozitivno (negativno) denitna matrika z razcepom
Choleskega X2 = εLc1L
T
c1
, kjer je
Lc1 =
L2`T2 `1,1
0 `2,1 `2,2
 .
Iz tega sledi, da je Xc1 = X2, na²a matrika M
(k+1)
c1 , podana kot
M (k+1)c1 =

0 0 0 0
0 0 0 Y Tc
0 0 Xc1 Z
T
c1
0 Yc Zc1 Wc
 ,
pa je pravilne blo£ne antitrikotne oblike. Iz dimenzij matrike razberemo, da se je k2
pove£al za 1, medtem ko se k0 ter k1 nista spremenila. Posledi£no je
14
Inercija(A(k+1)) =
{
(k−, k0, k+ + 1); ε = 1,
(k− + 1, k0, k+); ε = −1.
Moºnost c.2. detT = 0.
V tem primeru je T singularna matrika z lastnima vrednostima 0 = λ1 < λ2 za
ε = 1 ter 0 = λ1 > λ2 za ε = −1. Poi²£imo sedaj tak²no Givensovo rotacijo Q1, da
bo veljalo
Q1TQ
T
1 =
[
c s
−s c
] [
β2 α
α γ̂
] [
c −s
s c
]
=
[
0
λ2
]
.
Iz tega je razvidno, da mora veljati
γ̂s2 + 2αsc+ εβ2c2 = 0.
Iz le-te ena£be lahko izra£unamo s ter c na stabilen na£in. Z vpeljavo nove spre-
menljivke t = s
c
dobimo kvadratno ena£bo
(12) γ̂t2 + 2αt+ εβ2 = 0,
kjer sta re²itvi vedno enaki in realni, saj je T singularna in je posledi£no njena
determinanta detT = εβ2γ − α2 = 0. Diskriminanta zgornje kvadratne ena£be je
torej D = 4(α2− εβ2γ̂) = −4 detT = 0. Upo²tevamo ²e, da je s = sinφ in c = cosφ
za nek φ ∈ [0, 2π), torej mora veljati
s2 + c2 = 1
in dobimo naslednji re²itvi:8
s =
±t√
t2 + 1
,
c =
±1√
t2 + 1
.
(13)
Naj bo torej
X3 =
[
Ik2−1
Q1
]
X2
[
Ik2−1
QT1
]
= ε
L2`T3
`T4
 [LT2 `3 `4] +
 0
λ2
 ,
kjer sta `3 ∈ Rk2−1 ter `4 ∈ Rk2−1 denirana kot
(14)
[
`T3
`T4
]
= Q1
[
`T2
0
]
.
8Izbira predznaka ne vpliva na re²itev, dokler pri obeh izberemo enakega.
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Matriko X3 poskusimo sedaj pretvoriti v simetri£no pozitivno denitno. Naj bo
Γ4 ∈ Rk2×k2 tak²no zaporedje k2 − 1 Givensovih rotacij, da bomo eliminirali vse
diagonalne elemente L2 v
[
L2
`T3
]
, kot je prikazano tukaj
(15)

×
××
×××
××××
×××××
×××××
 −→

×
××
×××
××××
×××××
 .
Torej
(16)
[
0
L3
]
= Γ4
[
L2
`T3
]
,
kjer je L3 ∈ R(k2−1)×(k2−1). Uporabimo te Givensove rotacije ²e na X3 in dobimo
X̃3 =
[
Γ4
1
]
X3
[
ΓT4
1
]
= ε
 0L3
`T4
 [0 L3 `4] +
 0
λ2
 ,
=
0 0 00 εL3LT3 εL3`4
0 ε`T4L
T
3 ε`
T
4 `4 + λ2
 ,
kjer je podmatrika X̃3(2 : end, 2 : end)9 simetri£na pozitivno (negativno) denitna.
Naj bo torej
Xc2 =
[
εL3L
T
3 εL3`4
ε`T4L
T
3 ε`
T
4 `4 + λ2
]
z razcepom Choleskega Xc2 = εLc2L
T
c2
, kjer je
Lc2 =
[
L3
`T4
√
ελ2
]
.
Preverimo ²e, kako je to vplivalo na na²o matriko, ki smo jo z leve pomnoºili zIk0+k1 Γ4
Ik1+1
Ik0+k1+k2−1 Q1
Ik1
 ,
z desne pa s transponiranim zgornjim produktom. Iz tega sledi, da je
(17) Q̃(k+1)c2 = Q
(k+1)
c1
Ik0+k1+k2−1 QT1
Ik1
Ik0+k1 ΓT4
Ik1+1
 ,
9Zapis uporabljen kot v Matlabu.
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matrika M̃ (k+1)c2 = Q̃
(k+1)T
c2 A
(k+1)Q̃
(k+1)
c2 pa je oblike prikazane v (18). Da jo pre-
tvorimo v ºeljeno simetri£no blo£no antitrikotno matriko, moramo z Givensovimi
rotacijami uni£iti diagonalne elemente matrike Yc, ozna£ene z rde£o barvo, £esar se
lotimo tako, da najprej poi²£emo zeleno obarvan vektor.
(18)

×
××
×××
×××
××××××
××××××
××××××
××××××××
×××××××××
××××××××××

.
Naj bo
(19)
[
y Zc2
]
= Zc1
[
Ik2−1
QT1
] [
ΓT4
1
]
,
kjer je y iskani vektor. Naj bo sedaj Γ5 ∈ R(k1+1)×(k1+1) tak produkt k1 Givensovih
rotacij, da velja
(20)
[
0 Yc2
]
=
[
Yc y
]
ΓT5 .
Iz tega sledi, da je
(21) Q(k+1)c2 = Q̃
(k+1)
c2
Ik0 ΓT5
Ik1+k2
 .
Posledi£no je
M (k+1)c2 =

0 0 0 0
0 0 0 Y Tc2
0 0 Xc2 Z
T
c2
0 Yc2 Zc2 Wc

v pravilni blo£ni antitrikotni obliki. Razberemo lahko tudi, da se je k0 pove£al za 1,
torej je Inercija(A(k+1)) = (k−, k0 + 1, k+).
Moºnost c.3. detT < 0.
Matrika T je v tem primeru nedenitna. Podobno kot pri prej²njem primeru naj
bo Q2 ∈ R2×2 Givensova rotacija, ki bo uni£ila prvi element prve vrstice. Iz ena£be
γ̂s2 + 2αsc+ β2c2 = 0
dobimo koeciente matrike Q2, kjer imamo sedaj pri kvadratni ena£bi (12) dve
razli£ni ni£li, kar sledi iz dejstva, da je diskriminanta
D = 4(α− εβ2γ̂) = −4 detT > 0.
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V ºe znani formuli (13) tokrat vstavimo po absolutni vrednosti ve£jo re²itev kva-
dratne ena£be (12) in dobimo naslednji produkt
Q2TQ
T
2 =
[
0 ξ1
ξ1 ξ2
]
za neka ξ1, ξ2 ∈ R. Denirajmo ²e
(22)
[
`T5
`T6
]
= Q2
[
`T2
0
]
,
kjer sta `5, `6 ∈ Rk2−1. Iz tega sledi
X3 =
[
Ik2−1
Q2
]
X2
[
Ik2−1
QT2
]
= ε
L2`T5
`T6
 [LT2 `5 `6] +
 0 ξ1
ξ1 ξ2
 .
Znova deniramo tako Givensovo rotacijo Γ6 ∈ Rk2×k2 , da uni£imo vse diagonalne
elemente L2 v
[
L2
`T5
]
, kot je prikazano v (15), torej
(23)
[
0
Lc3
]
= Γ6
[
L2
`T5
]
,
kjer je Lc3 ∈ R(k2−1)×(k2−1). X3 pomnoºimo s primerno matriko in dobimo
[
Γ6
1
]
X3
[
ΓT6
1
]
=
[
Γ6
1
]ε
L2`T5
`T6
 [LT2 `5 `6] +
 0 ξ1
ξ1 ξ2
[ΓT6
1
]
= ε
 0Lc3
`T6
 [0 Lc3 `6] +
 ξ1Γ6ek2
ξ1e
T
k2
ΓT6 ξ2

=
0 0 00 εLc3LTc3 εLc3`6
0 ε`T6L
T
c3
ε`T6 `6
+ [ z
zT ξ2
]
,
kjer je z = ξ1Γ6ek2 .
Ozna£imo z̃ =
[
0
εLc3`6
]
+ z in γc3 = ε`
T
6 `6 + ξ2 ter deniramo pomoºno matriko
(24) Ẑc3 = Zc1
[
Ik2−1
QT2
] [
ΓT6
1
]
s pomo£jo katere lahko deniramo kon£ne podmatrike, kot je prikazano na (25). Xc3 ,
Ẑc3 , z̃, γc3 , Yc in Wc so obkroºeni s £rno, rde£o, modro, zeleno, rumeno in oranºno
barvo v zapisanem vrstnem redu.10
10Matrika M je simetri£na, zato je preostali del matrike transponirana razli£ica ozna£enega dela.
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(25) M =

×
× ×
× × ×
× × × ×
× × × × × ×
× × × × × ×
× × × × × × ×
0 0 × × × × × × × ×
× × × × × × × × ×
× × × × × × × × × ×

Rde£e obarvane elemente pripi²emo k matriki Yc3 , modre k matriki Zc3 in zelene k
Wc3 . Pri slednjem upo²tevamo ²e simetri£nost, torej mu bomo dodali tudi transpo-
niran zeleno obarvan vektor. Te spremembe zapi²emo kot
Xc3 = εLc3L
T
c3
∈ R(k2−1)×(k2−1),
Yc3 =
[
0 z̃(1)
Yc Ẑ(:, 1)
]
∈ R(k1+1)×(k1+1),
Zc3 =
[
z̃(2 : k2)
T
Ẑc3(:, 2 : k2)
]
∈ R(k1+1)×(k2−1),
Wc3 =
[
γc3 Ẑc3(:, k2 + 1)
T ,
Ẑc3(:, k2 + 1) Wc
]
∈ R(k1+1)×(k1+1).
Upo²tevajmo spremembe ²e pri
(26) Q(k+1)c3 = Q
(k+1)
c1
Ik0+k1+k2−1 QT2
Ik1
Ik0+k1 ΓT6
Ik1+1

in dobimo
M (k+1)c3 =

0 0 0 0
0 0 0 Y Tc3
0 0 Xc3 Z
T
c3
0 Yc3 Zc3 Wc3
 .
Ker se je k1 pove£al za ena, se je po deniciji min(k−, k+) pove£al za ena, torej
imamo naslednjo inercijo:
Inercija(A(k+1)) =
{
(k− + 1, k0, k+); ε = 1,
(k−, k0, k+ + 1); ε = −1,
kar je ravno obratno kot pri moºnosti c.1.
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4.1. asovna zahtevnost. Pokazali smo, kako lahko A(k+1) pretvorimo v ºeljeno
blo£no antitrikotno obliko, £e velja A(k) = Q(k)M (k)Q(k)
T
. Ker pa je vsak korak
odvisen od elementov, ki jih dodajamo, in se £asovna zahtevnost vsakega primera
razlikuje, bomo znova lo£ili ve£ primerov.11
Za produkt matrik velikosti p × q in q × r bomo predpostavili, da je izra£unan
na klasi£en na£in, kjer imamo pri vsakem elementu q mnoºenj ter q − 1 se²tevanj.
Takih elementov je pr, torej je ²tevilo operacij, potrebnih za izra£un produkta dveh
matrik, enako (2q − 1)pr, oziroma je reda O(pqr).
Oglejmo si najprej, kaj imajo vsi primeri skupnega. To je produkt (3), ki zahteva
2k2 operacij.
Moºnost a.
Izra£un pogoja ‖[ãT γ]‖2 = 0 nam vzame O(k) osnovnih operacij. Tukaj lahko
preverimo, ali so vsi elementi vektorja enaki 0. Mnoºenje s P ni potrebno, saj lahko
upo²tevamo dejstvo, da se samo zamenjajo vrstice in stolpci. V priloºenem algoritmu
ta korak porabi k2 +O(k) operacij, kar bi lahko ²e izbolj²ali, £e bi samo upo²tevali
permutacije in jih hranili v vektorju, brez da bi v vsakem koraku spreminjali matriko
Q(k+1). V tem primeru bi bila £asovna zahtevnost za celotno moºnost reda O(k).
Moºnost b.
Edini izra£un v tem koraku je produkt (5), ki zahteva 4k0k operacij, kar sledi iz
tega, da Householderjeva zrcaljenja ponovimo k-krat.
Moºnost c.
Pri tej moºnosti najprej izra£unamo produkte (6), (7), (8) in (9). Za njihov
izra£un potrebujemo naslednjo ²tevilo osnovnih operacij:12
(6) :
k1∑
i=1
(2 · 2− 1) · 2 · (k1 − i+ 2) = 3k21 +O(k1),
(7) :
k1∑
i=1
(2 · 2− 1) · 2 · k2 = 6k1k2,
(8) :
k1∑
i=1
((2 · 2− 1) · 2 · (k1 + 1) + 2(k1 + 1) + 12) = 8k21 +O(k1),
(9) :
k1∑
i=1
(2 · 2− 1) · 2 · (k + 1)) = 6k1k +O(k1).
Za izra£un teh produktov smo porabili 11k21 + 6k1k2 + 6k1k operacij. Oglejmo
si sedaj produkte Γ2v, Γ2L, (10) ter (11), ki imajo £asovne zahtevnosti 6k2 − 6,
3k22 +O(k2), 6k1k2 +O(k1) in 6k2k+O(k), kar je skupaj 3k22 + 6k1k2 + 6kk2 +O(k).
Za notranje Givensove rotacije Γ3 ter izra£un L1 potrebujemo 6
∑k2−1
i=1 (k2− i+ 1) =
3k22 +O(k2) osnovnih operacij. Pri moºnosti c imamo torej ne glede na podprimer
11k21 + 3k
2
2 + 12k1k2 + 6k1k + 6k2k operacij.
11Izra£uni temeljijo na lastnem algoritmu napisanem v Matlabu in priloºenem v dodatku di-
plomskega dela.
12Za ²tevilo operacij produkta matrik upo²tevamo izra£un iz razdelka 4.1.
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Moºnost c.1.
V tem koraku raz²irimo matriko L2, kar nas stane 2k2 +O(1) operacij.
Moºnost c.2.
Najprej moramo izra£unati produkt (14), ki zahteva 6k2 operacij. Naslednji so
(16), (17) in (19). Njihove £asovne zahtevnosti so 3k22, 6k2k ter 6k1k2 operacij.
Preostaneta nam ²e samo produkta (20) ter (21), ki imata £asovni zahtevnosti 3k21
in 6k1k. Pri tej podmoºnosti torej porabimo 3k21+3k
2
2+6k1k2+6k1k+6k2k osnovnih
operacij.
Moºnost c.3.
Izra£uni (22), (23), (26), (24) so po £asovni zahtevnosti identi£ni produktom (14),
(16), (17) in (19). Zahtevajo torej 6k2, 3k22, 6k2k in 6k1k2 operacij. Razlika med
korakoma je, da moramo tukaj namesto (20) in (21) izra£unati produkt εLc3l6, ki je
uporabljen v deniciji z̃. Za le-tega porabimo 2k22 osnovnih operacij. Pri tej pod-
moºnosti smo torej porabili ²e 5k22 + 6k1k2 + 6k2k operacij.
Opazimo, da so znotraj moºnosti c velike razlike v £asovni zahtevnosti. Prva
podmoºnost je zelo hitra, medtem ko sta preostali dve vi²jih redov ter v primerjavi
z ostalimi moºnostmi precej po£asnej²i.
4.2. Kon£na zahtevnost. Moºnost c je £asovno najzahtevnej²a. Zaradi velikih
razlik med potrebnimi operacijami za posami£ne podprimere si zato oglejmo samo
red le-teh. V k-tem koraku imamo O(k2) osnovnih operacij, torej nam algoritem
najde razcep v O(n3) £asu za poljubno simetri£no nedenitno matriko A ∈ Rn×n.
Za primerjavo z ostalimi razcepi potrebujemo ²e vodilni koecient pri n3 v naj-
slab²em primeru. Izkaºe se, da je najzahtevnej²a moºnost c.3 v primeru, ko je
k1 = 0 in k2 = k, kar pomeni, da so vse lastne vrednosti bodisi pozitivne bodisi
negativne. Tedaj je £asovna zahtevnost koraka enaka 22k2. V najslab²em primeru
imamo
∑n
k=1 22k
2 = 22
3
n3 +O(n2) operacij, torej je vodilni koecient enak 22
3
.
Za kontrast, £e bi imeli ni£elno matriko, bi na vsakem koraku z optimalno imple-
mentacijo porabili le 2k2 operacij. Iz
∑n
k=1 2k
2 = 2
3
n3 +O(n2) operacij, torej bi bil
vodilni koecient enak 2
3
(s priloºeno implementacijo je ta koecient enak 1).
Za primerjavo lahko sedaj vzamemo LDLT razcep, katerega vodilni koecient je
1
3
. Opazimo, da ima analiziran algoritem veliko ve£jo konstanto, torej je opazno po-
£asnej²i. Njegova prednost pa je, da se zraven inercije ohranijo tudi lastne vrednosti.
5. Lastne vrednosti
Naj bo A poljubna simetri£na nedenitna matrika z Batmanovim razcepom M =
QTAQ, deniranim v poglavju 3. Tak²ni matriki imata naslednjo inercijo:
Inercija(A) =
{
(n1, n− (2n1 + n2), n1 + n2); ε = 1,
(n1 + n2, n− (2n1 + n2), n1); ε = −1.
Poiskati ºelimo povezavo med singularnimi vrednostmi Y ter L in lastnimi vre-
dnostmi A oz. oceniti slednje s singularnimi vrednostmi blokov matrike M . Pri tem
bomo primerjavo poenostavili s predpostavko, da A nima ni£elnih lastnih vrednosti,
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saj te lahko ºe pravilno razberemo iz inercije, in se bomo osredoto£ili le na neni£elne.
Imamo torej naslednjo blo£no antitrikotno obliko:
(27) M =
 0 0 Y T0 X ZT
Y Z W
 ,
kjer je Y ∈ Rn1×n1 spodnje antitrikotna, X = εLLT ∈ Rn2×n2 simetri£na pozi-
tivno ali negativno denitna, Z ∈ Rn1×n2 in W ∈ Rn1×n1 . Brez ²kode za splo²nost
lahko predpostavimo ²e, da je X pozitivno denitna, v nasprotnem primeru lahko
obravnavamo matriko −A in pridemo do enakih sklepov. Na²a inercija je torej
Inercija(M) = (n1, 0, n1 + n2), kar pomeni, da ima matrika M , in posledi£no tudi
A, n1 negativnih ter n1 + n2 pozitivnih lastnih vrednosti.
Ozna£imo z Λ(A) lastne vrednosti matrike A ter s Σ(L) in Σ(Y ) singularne vre-
dnosti podmatrik L ter Y in jih vse padajo£e uredimo.
Λ(A) : λ1 ≥ λ2 ≥ · · · ≥ λn1+n2 > 0 > λn1+n2+1 ≥ · · · ≥ λn,(28)
Σ(L) : σ1 ≥ σ2 ≥ · · · ≥ σn2 > 0,(29)
Σ(Y ) : γ1 ≥ γ2 ≥ · · · ≥ γn1 > 0.(30)
Najprej s pomo£jo singularnih vrednosti matrike L dolo£imo lastne vrednosti ma-
trike X = LLT .
Izrek 5.1. e ima matrika L singularne vrednosti σ1 ≥ · · · ≥ σn2 > 0, potem ima
matrika X = LLT lastne vrednosti σ21 ≥ · · · ≥ σ2n2 > 0.
Dokaz. Matrika L ∈ Rn2×n2 ima singularni razcep L = UΣV T , kjer sta U ∈ Rn2×n2
in V ∈ Rn2×n2 ortogonalni matriki in
Σ =
σ1 . . .
σn2
 .
Iz tega sledi, da je
X = LLT = UΣV TV ΣTUT = UΣΣTUT = U
σ21 . . .
σ2n2
UT ,
kjer smo pri tretji enakosti upo²tevali, da je V TV = I, ker je matrika V ortogonalna.
Zaradi ortogonalnosti U pa sledi, da ima X lastne vrednosti σ21 ≥ · · · ≥ σ2n2 > 0. 
Poi²£imo ²e povezavo med lastnimi vrednostmi Λ(X) ter Λ(A). Za to bomo
potrebovali ²e en izrek, ki je dokazan v [3].
Izrek 5.2 (Cauchyjev izrek o prepletanju lastnih vrednosti). e je A ∈ Rn×n si-
metri£na matrika in je Ar njena vodilna podmatrika velikosti r × r za r = 1, . . . , n,
potem za k = 1, . . . , n− 1 velja
λ1(Ak+1) ≥ λ1(Ak) ≥ λ2(Ak+1) ≥ · · · ≥ λk(Ak+1) ≥ λk(Ak) ≥ λk+1(Ak+1).
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Posledica 5.3. e sta A in Ar denirani kot v izreku 5.2, potem za k = 1, . . . , n−1
velja
(31) λi(A) ≥ λi(An−k) ≥ λi+k(A), i = 1, . . . , n− 1.
Dokaz. Pri k = 1 je (31) enaka deniciji iz izreka 5.2, torej velja. Predpostavimo,
da velja λi(An) ≥ λi(An−k) ≥ λi+k(An), i = 1, . . . , r. Pokazati ºelimo, da bo veljalo
tudi za k + 1. Iz izreka 5.2 sledi λi(An−k) ≥ λi(An−k−1) ≥ λi+1(An−k). e to
vstavimo v na²o predpostavko, za vsak k ≤ n− 1 in vsak i ≤ n− k − 1 dobimo
λi(An) ≥ λi(An−k) ≥ λi+k(An−k) ≥ λi(An−k−1) ≥ λi+1(An−k) ≥ λi+k+1(An),
iz £esar lahko razberemo neenakost (31). 
Posledica 5.4. e je matrika A denirana kot v izreku 5.2 in je B ∈ Rm×m sime-
tri£na (ne nujno vodilna) podmatrika matrike A, za vsak i ≤ m velja
λi(A) ≥ λi(B) ≥ λn−m+i(A).
Izrek 5.5. Lastne vrednosti simetri£ne pozitivno denitne podmatrike X iz (27),
podane kot σ21 ≥ · · · ≥ σ2n2 > 0, zado²£ajo naslednjim neenakostim:
(32) 0 < λn1+i ≤ σ2i ≤ λi, i = 1, . . . , n2.
Dokaz. Ozna£imo z B :=
[
0 0
0 X
]
in z β1 ≥ · · · ≥ βn1+n2 njene lastne vrednosti.
Ker je po deniciji matrika M ∈ Rn×n simetri£na in je B ∈ R(n1+n2)×(n1+n2) njena
vodilna podmatrika pri k = n1, lahko uporabimo izrek 5.2, ki pravi, da za vsak
i ≤ n1 + n2 velja
λn1+i ≤ βi ≤ λi.
e upo²tevamo βi = σ2i > 0 za i = 1, . . . , n2 in βi = 0 za i > n2, dobimo:
λn1+i ≤ σ2i ≤ λi, i = 1, . . . , n2.

Potrebujemo ²e povezavo med Σ(Y ) ter Λ(A).
Izrek 5.6. Ozna£imo s C :=
[
0 Y T
Y W
]
∈ R2n1×2n1 podmatriko matrikeM . Padajo£e
urejene lastne vrednosti te matrike, ozna£imo jih z
Λ(C) : λ̂1 ≥ · · · ≥ λ̂n1 > 0 > λ̂n1+1 ≥ · · · ≥ λ̂2n1 ,
zado²£ajo naslednjim neenakostim:
0 < λn2+i ≤ λ̂i ≤ λi, i = 1, . . . , n1,(33)
λn1+n2+i ≤ λ̂n1+i < 0, i = 1, . . . , n1.(34)
Dokaz. Podobno kot pri dokazu izreka 5.5, je C podmatrika M in lahko uporabimo
izrek 5.2, ki pravi
λn−2n1+i ≤ λ̂i ≤ λi, i = 1, . . . , n1,
λn−2n1+n1+i ≤ λ̂n1+i ≤ λn1+i, i = 1, . . . , n1.
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Upo²tevamo ²e, da sta λn2+i > 0 ter λ̂n1+i < 0 za i = 1, . . . , n1, in dobimo neenakosti
(33) in (34). 
Naslednji korak je najti povezavo med singularnimi vrednostmi Σ(Y ) ter lastnimi
vrednostmi Λ(C).
Izrek 5.7. Singularne vrednosti Σ(Y ) ustrezajo naslednjim neenakostim in enakosti:
j∏
i=1
γ2i ≤
j∏
i=1
λ̂i
j∏
i=1
|λ̂2n1+1−i|, j = 1, . . . , n1 − 1,(35)
n1∏
i=1
γ2i =
n1∏
i=1
λ̂
n1∏
i=1
|λ̂2n1+1−i|.(36)
Dokaz. Ker bomo potrebovali le determinante, lahko brez ²kode za splo²nost pred-
postavimo, da je Y =
 γ1...
γn1
. Ozna£imo z [ 0 Y Tj
Yj Wj
]
∈ R2j×2j podmatriko
matrike
[
0 Y T
Y W
]
, ki je zgrajena iz vodilnih j × j podmatrik matrik Y in W ter
ima lastne vrednosti λ̃1 ≥ · · · ≥ λ̃j > 0 > λ̃j+1 ≥ · · · ≥ λ̃2j. Uporabimo izrek 5.2 in
dobimo naslednje neenakosti:
0 < λ̃i ≤ λ̂i, i = 1, . . . , j,
λ̂2n1+1−i ≤ λ̃2j+1−i < 0, i = 1, . . . , j.
(37)
Za vsako tako podmatriko vemo, da je absolutna vrednost produkta njenih lastnih
vrednosti enaka absolutni vrednosti njene determinante. Torej bo za vsak j =
1, . . . , n1 veljalo:
j∏
i=1
λ̃i
j∏
i=1
|λ̃2j+1−i| =
∣∣∣∣ 0 Y TjYj Wj
∣∣∣∣ = j∏
i=1
γ2i .
e upo²tevamo (37), sledi (35). Enakost (36) sledi iz tega, da mora biti absolu-
tna vrednost produkta lastnih vrednosti matrike C enaka absolutni vrednosti njene
determinante, ki pa je kar
∏n1
i=1 γ
2
i . 
e zdruºimo izreka 5.6 in 5.7, lahko sedaj posplo²imo neenakost (35) na Λ(A) in
dobimo
(38)
j∏
i=1
γ2i ≤
j∏
i=1
λi
j∏
i=1
|λ2n1+n2+1−i|, j = 1, . . . , n1.
5.1. Razpr²ena matrika. Naj bo matrika Md naslednje oblike:
(39) Md =
 0 0 Y T0 LLT 0
Y 0 W
 ,
kjer so njeni bloki podani kot:
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L =

σ1
σ2
. . .
σn2
 ,
W =

ω1
ω2
. . .
ωn1
 ,
Y =

γ1
γ2
...
γn1
 .
Izrek 5.8. Karakteristi£ni polinom matrike Md je
(40) pMd(λ) =
n2∏
i=1
(σ2i − λ)
n1∏
i=1
(λ2 − ωiλ− γ2i ).
Dokaz. Opazimo, da so pri matriki Md − λI od (n1 + 1)-ve do (n1 + n2)-ge vrstice
oz. stolpca edini neni£elni elementi σ2i − λ, torej razvijemo det(Md − λI) po teh
vrsticah ali stolpcih in dobimo
det(Md − λI) =
n2∏
i=1
(σ2i − λ)Dn1 ,
kjer je
Dn1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ γn1
. . . ...
−λ γ1
γ1 ω1 − λ
... . . .
γn1 ωn1 − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Naj bo k = 1, potem je
D1 =
∣∣∣∣−λ γ1γ1 ω1 − λ
∣∣∣∣ = λ2 − ω1λ− γ21
in pMD(λ) =
∏n2
i=1(σ
2
i − λ)(λ2 − ω1λ− γ21), kar ustreza (40).
Prepostavimo, da je Dk =
∏k
i=1(λ
2 − ωiλ − γ2i ), in dokaºimo, da je Dk+1 =
(λ2 − ωk+1λ− γ2k+1)Dk. e razvijemo Dk+1 po prvi vrstici, dobimo:
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Dk+1 =− λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ γk
. . . ...
−λ γ1
γ1 ω1 − λ
... . . .
γk ωk − λ
ωk+1 − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
− γk+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ γk
. . . ...
−λ γ1
γ1 ω1 − λ
... . . .
γk ωk − λ
γk+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=− λ(ωk+1 − λ)Dk − γ2k+1Dk
= Dk(λ
2 − ωk+1λ− γ2k+1),
kjer smo pri drugem ena£aju prvo determinanto razvili po (2k + 1)-vi vrstici ali
stolpcu in drugo determinanto po prvem stolpcu ali (2k+ 1)-vi vrstici. Iz tega sledi,
da je Dn1 =
∏n1
i=1(λ
2 − ωiλ − γ2i ) in posledi£no, da je pMd(λ) = det(Md − λI) =∏n2
i=1(σ
2
i − λ)
∏n1
i=1(λ
2 − ωiλ− γ2i ). 
Lastne vrednosti matrike Md so torej enake σ2i za i = 1, . . . , n2 ter
ωi±
√
ω2i +4γ
2
i
2
za
i = 1, . . . , n1, kjer opazimo, da so slednje kar lastne vrednosti podmatrik
[
0 γi
γi ωi
]
.
e ozna£imo z λ̃i lastne vrednosti matrike Md in jih uredimo na naslednji na£in:
(41) λ̃i =

λ̂i; i = 1, . . . , n1,
σ2i−n1 ; i = n1 + 1, . . . , n1 + n2,
λ̂i−n2 ; i = n1 + n2 + 1, . . . , 2n1 + n2,
kjer lastne vrednosti niso nujno urejene padajo£e, postanejo neenakosti iz (38) ena-
kosti. Izkaºe se, da so matrike M pridobljene z na²im algoritmom pogosto precej
podobne matrikam Md in so ocene lastnih vrednosti pridobljenih iz singularnih vre-
dnosti blokov precej natan£ne. To je ²e posebej res v primeru, ko ima matrika A le
eno ponavljajo£o se pozitivno lastno vrednost λ+ ter eno ponavljajo£o se negativno
lastno vrednost λ−, kar bo razvidno tudi iz primerov v naslednjem poglavju.
5.2. Ocene lastnih vrednosti. Skonstruirajmo Md na tak na£in, da bosta Ld =
diag(σ1, . . . , σn2) in Wd = diag(ω1, . . . , ωn1), kjer so σi in ωi padajo£e urejene sin-
gularne vrednosti L in W . Podobno deniramo tudi Yd ∈ Rn1×n1 , ki ima na svoji
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antidiagonali padajo£e urejene singularne vrednosti Σ(Y ). Na²e ocene lastnih vre-
dnosti so torej kar lastne vrednosti matrike Md =
 0 0 Y Td0 LdLTd 0
Yd 0 Wd
 , ki smo jih ºe
pora£unali v poglavju 5.1. e to zdruºimo s (41), dobimo:
λ̃i =

ωi+
√
ω2i +4γ
2
i
2
; i = 1, . . . , n1,
σ2i−n1 ; i = n1 + 1, . . . , n1 + n2,
ωi−n2−
√
ωi−n2+4γ
2
; i = n1 + n2 + 1, . . . , 2n1 + n2.
6. Primeri
V tem poglavju si bomo ogledali nekaj primerov uporabe algoritma ter podali
mnenje o ugotovitvah. Vsi eksperimenti so bili opravljeni v Matlab-u pri toleranci
τ = 1, 0× 10−14. V vseh primerih bomo z A ozna£ili za£etno simetri£no nedenitno
matriko ter z M matriko, ki jo dobimo z algoritmom in je v pravilni blo£ni antitri-
kotni obliki. Q bo vedno tak²na ortogonalna matrika, da bo veljalo A = QMQT , in
Md bo denirana kot pri (39).
V prvem primeru bomo preverili, kako se obna²a matrika, £e ima le eno pona-
vljajo£o pozitivno ter negativno lastno vrednost. V drugem in tretjem primeru si
bomo ogledali delovanje algoritma na matrikah z naklju£nimi elementi, medtem ko
si bomo pri £etrtem in petem primeru ogledali matriki pridobljeni iz [4] in [5].
6.1. Prvi primer. V tem primeru bo matrika A ∈ Rn×n, kjer je n = 100, tak²na,
da bo imela 35 lastnih vrednosti okoli vrednosti −10 ter 65 lastnih vrednosti okoli
20. To bomo dosegli tako, da bomo ustvarili vektor d = [−10, . . . ,−10, 20, . . . , 20]T
dolºine n in mu pri²teli vektor naklju£nih vrednosti s porazdelitvijo N (0, 1). Vektor
d predstavlja diagonalo diagonalne matrike D ∈ Rn×n, izberemo naklju£no ortogo-
nalno matriko Q̃ ∈ Rn×n ter deniramo A = Q̃DQ̃T . Matrika M je predstavljena
na sliki 2, lastne vrednosti A ter Md pa so primerjane na sliki 3. Obratna napaka v
tem primeru je ||A−QMQT ||2 = 2.11× 10−13.
Iz slike 2 je razvidno, da pri matriki M res prevladujejo diagonalni ter antidi-
agonalni elementi, torej je zelo podobna matriki Md in posledi£no so njune lastne
vrednosti skoraj identi£ne, kot lahko vidimo na sliki 3.
6.2. Drugi primer. Naj spet velja n = 100. Denirajmo diagonalno matriko z
naklju£nimi diagonalnimi elementi D = diag(rand(1), . . . , rand(1)) dimenzij n × n.
Z verjetnostjo 0.1 sedaj vrednost vsakega diagonalnega elementa spremenimo v 0.
Izberemo naklju£no ortogonalno matriko Q̃ ∈ Rn×n in deniramo Ã = Q̃DQ̃T .
Matriko A ∈ Rn×n, na kateri bomo izvedli algoritem, dobimo tako, da z verjetno-
stjo 0.05 spremenimo pas (aik)ki=1 ter (aki)
k
i=1 za k = 1, . . . , n v 0.
13 Matrika M je
predstavljena na sliki 4, medtem ko so lastne vrednosti prikazane na sliki 5. Obratna
napaka je ||A−QMQT ||2 = 5.62× 10−15.
Iz slike 4 opazimo, da je M po pri£akovanjih diagonalno dominantna, saj je
Inercija(A) = (5, 0, 95), torej je k1 = 5 ter k2 = 90, kar pomeni, da prevladuje
podmatrika X ∈ R90×90 z lastnimi vrednostmi σ2i za i = 1, . . . , 90. Matrika M je
posledi£no spet zelo podobna matriki Md.
13S tem povzro£imo uporabo moºnosti a v algoritmu.
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Slika 2. Graf vrednosti elementov blo£no antitrikotne matrike M iz
primera 6.1.
Slika 3. Lastne vrednosti matrik A in Md iz primera 6.1.
6.3. Tretji primer. Naj bo n = 100. Zgenerirajmo matriko B ∈ Rn×n tako, da
bodo njeni elementi naklju£ne vrednosti porazdeljene po N (0, 1). Denirajmo A =
1
2
(B + BT ). Matrika M je prikazana na sliki 6, primerjava lastnih vrednosti pa na
sliki 7. Obratna napaka je ||A−QMQT ||2 = 5.17× 10−14.
Iz slike 6 opazimo, da po mo£i sicer prevladuje antidiagonala, vendar dominan-
tnost ni tako o£itna kot v prej²njih primerih, zato pri£akujemo tudi ve£ja odstopanja
v lastnih vrednostih A ter Md, kar lahko opazimo na sliki 7.
6.4. etrti primer. Poglejmo ²e primer, kjer pri matriki M diagonala in antidia-
gonala nista tako zelo dominantni, kot sta bili do sedaj, in so posledi£no odstopanja
28
Slika 4. Graf vrednosti elementov blo£no antitrikotne matrike M iz
primera 6.2.
Slika 5. Lastne vrednosti matrik A in Md iz primera 6.2.
lastnih vrednosti Md ve£ja. Za matriko A ∈ R520×520 sem izbral FIDAPM05, generi-
rana s strani FIDAP in je na voljo na [4]. Ima 14 negativnih, 479 ni£elnih ter 27
pozitivnih lastnih vrednosti. Ker lahko ni£elne lastne vrednosti razberemo ºe iz iner-
cije, se bomo osredoto£ili le na neni£elni del. Na sliki 8 je zato prikazana le vodilna
50 × 50 podmatrika matrike A, na sliki 9 pa podmatrika (mij)520i,j=471 matrike M .
Primerjava neni£elnih lastnih vrednosti je prikazana na sliki 10. Obratna napaka je
||A−QMQT ||2 = 2.86× 10−14.
Na sliki 11 opazimo, da so nediagonalni elementi podmatrike W precej visokih
vrednosti, kar povzro£a slab²e pribliºke.
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Slika 6. Graf vrednosti elementov blo£no antitrikotne matrike M iz
primera 6.3.
Slika 7. Lastne vrednosti matrik A in Md iz primera 6.3.
6.5. Peti primer. Matrika A ∈ R398×398 je v tem primeru pridobljena iz matrike
bfwa398, ki jo lahko najdemo na [5]. Ozna£imo jo z Ã, ki pa ºal ni simetri£na, zato
deniramo A = 1
2
(Ã+ ÃT ). Matrika A je prikazana na sliki 11, blo£no antitrikotna
matrika M na sliki 12 ter primerjava njunih lastnih vrednosti na sliki 13. Obratna
napaka je ||A−QMQT ||2 = 3.06× 10−13.
Iz slike 12 opazimo podobnost s primerom 6.2, kjer je ve£ina neni£elnih vrednosti
matrike M na njeni diagonali, torej so to diagonalne vrednosti podmatrike X14 in
14Inercija(A) = (4, 0, 394), torej je X dimenzij 390× 390.
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Slika 8. Graf vrednosti vodilne 50 × 50 podmatrike matrike A iz
primera 6.4.
Slika 9. Graf vrednosti elementov blo£no antitrikotne matrike M iz
primera 6.4 zoºane na zadnjih 50 vrstic in stolpcev.
posledi£no so ocene lastnih vrednosti, pridobljene kot lastne vrednosti matrike Md,
skoraj popolnoma enake lastnim vrednostim matrike A.
7. Zaklju£ek
V delu diplomskega seminarja z naslovom Batmanov razcep za simetri£ne matrike
smo predstavili razcep za simetri£ne nedenitne matrike oblike A = QMQT , kjer
je Q ortogonalna in M blo£na spodnja antitrikotna matrika. Iz dimenzij blokov
le-te matrike je moºno razbrati inercijo vhodne matrike v konstantnem £asu. Zaradi
ortogonalnosti matrike Q se ohranijo tudi lastne vrednosti.
Izra£unali smo £asovno zahtevnost algoritma. Izkazalo se je, da je le-ta odvisna
od vhodne matrike in na vsakem koraku varira med linearno in kvadrati£no. V
najslab²em primeru se je torej izkazalo, da je algoritem kubi£ne £asovne zahtevnosti.
Izpeljali smo tudi ocene lastnih vrednosti, ki smo jih preverili na primerih. Izka-
zalo se je, da za dolo£ene oblike vhodne matrike A lahko dobro ocenimo njene lastne
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Slika 10. Lastne vrednosti matrik A in Md iz primera 6.4.
Slika 11. Graf vrednosti matrike A iz primera 6.5.
vrednosti kar z diagonalnimi elementi in singularnimi vrednostmi blokov matrike
M . Ugotovili smo, da so ocene natan£ne, ko v matriki M prevladujejo vrednosti na
antidiagonali. Ko antidiagonalne vrednosti niso dovolj dominantne, lahko postanejo
ocene nenatan£ne, kar je razvidno iz primera 6.3.
Razcep je alternativa ºe obstoje£im moºnostim, ki je v pravih pogojih lahko zelo
u£inkovit z vidika £asovne zahtevnosti kot tudi ocenjevanja lastnih vrednosti sime-
tri£nih nedenitnih matrik.
Slovar strokovnih izrazov
inertia inercija
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Slika 12. Graf vrednosti elementov blo£no antitrikotne matrike M
iz primera 6.5.
Slika 13. Lastne vrednosti matrik A in Md iz primera 6.5.
eigenvalue lastna vrednost
time complexity £asovna zahtevnost
block antitriangular matrix blo£na antitrikotna matrika
Cholesky decomposition razcep Choleskega
Schur complement Schurov komplement
permutation matrix permutacijska matrika
Householder reection Householderjevo zrcaljenje
Givens rotation Givensova rotacija
sparse matrix razpr²ena matrika
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8. Priloga
function [Qk,L,e,Y,Z,W,inercija] = batman_algorithm(A,tao)
if nargin == 1
tao = eps;
end
a = A(1,1);
if abs(a) < tao
L = [];
e = 1;
Z = [];
inercija = [0 1 0];
elseif a > tao
L = sqrt(a);
e = 1;
Z = zeros(0,1);
inercija = [0 0 1];
else
L = sqrt(-a);
e = -1;
Z = zeros(0,1);
inercija = [1 0 0];
end
Y = [];
W = [];
[n, n1] = size(A);
if n ~= n1
error('A is not indefinite symmetric.');
end
Qk = eye(n);
p = [1:n]';
for k = 1:(n-1)
gamma = A(p(k+1), p(k+1));
at = Qk(1:k,p(1:k))' * A(1:k, k+1);
k0 = inercija(2);
k1 = min(inercija(1),inercija(3));
k2 = max(inercija(1),inercija(3)) - k1;
norm1 = norm(at(1:k0), 2);
if abs(norm([at; gamma],2)) < tao
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p(1:k+1) = [p(k+1); p(1:k)];
inercija = inercija + [0 1 0];
elseif norm1 > tao
w = at(1:k0);
w(end) = w(end) + my_sign(w(end)) * norm1;
m = w' * w;
for i = 1:k+1
Qk(i,p(1:k0)) = (Qk(i,p(1:k0))' ...
- 2/m * (Qk(i,p(1:k0))*w) * w)';
end
vektor1 = at(1:k0) - 2/m * (at(1:k0)'*w) * w;
inercija = inercija + [1 -1 1];
Y = [zeros(k1,1) Y; vektor1(k0) at(k0+1:k0+k1)'];
if k2 == 0
Z = zeros(k1+1,0);
else
Z = [Z; at(k0+k1+1:k0+k1+k2)'];
end
W = [W at(k-k1+1:end); at(k-k1+1:end)' gamma];
else
Y = [Y; at((k0+1):(k0+k1))'];
Z = [Z; at((k0+k1+1):(k0+k1+k2))'];
W = [W at((k-k1+1):end); at((k-k1+1):end)' gamma];
for i = 1:k1
givens_el = givens(Y(k1+2-i, i), Y(k1+1-i, i));
Y([k1+2-i, k1+1-i], i:end) = givens_el ...
* Y([k1+2-i, k1+1-i], i:end);
Z([k1+2-i, k1+1-i], :) = givens_el ...
* Z([k1+2-i, k1+1-i], :);
W([k1+2-i, k1+1-i], :) = givens_el ...
* W([k1+2-i, k1+1-i], :);
W(:, [k1+1-i k1+2-i]) = W([k1+1-i k1+2-i], :)';
W([k1+2-i k1+1-i], [k1+2-i k1+1-i]) ...
= W([k1+2-i k1+1-i], [k1+2-i k1+1-i])' * givens_el';
Qk(1:k+1, p([k+2-i, k+1-i])) ...
= Qk(1:k+1, p([k+2-i, k+1-i])) * givens_el';
end
if k1 > 0
Y = Y(2:end,:);
else
Y = [];
end
v = Z(1,:)';
Z = Z(2:end,:);
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gamma1 = W(1,1);
w = W(2:end,1);
W = W(2:end,2:end);
if k2 > 0
for i = 1:(k2-1)
givens_el = givens(v(i+1), v(i));
v([i+1 i]) = givens_el * v([i+1 i]);
L([i+1 i], 1:i+1) = givens_el * L([i+1 i], 1:i+1);
Z(:, [i+1 i]) = Z(:, [i+1 i]) * givens_el';
Qk(1:k+1, p([k0+k1+i+1 k0+k1+i])) ...
= Qk(1:k+1, p([k0+k1+i+1 k0+k1+i])) * givens_el';
end
Z = [Z w];
alpha = v(end);
for i = 1:(k2-1)
givens_el = givens(L(i,i), L(i,i+1));
L(i:end, [i i+1]) = L(i:end, [i i+1]) * givens_el';
end
l2 = L(k2,1:(k2-1))';
beta = L(end,end);
L = L(1:(k2-1),1:(k2-1));
T = [e*beta^2 alpha; alpha gamma1];
else
if gamma1 > 0
e = 1;
else
e = -1;
end
L = sqrt(e*gamma1);
Z = [Z w];
if e == 1
inercija = inercija + [0 0 1];
else
inercija = inercija + [1 0 0];
end
continue
end
if det(T) > tao
L = [L zeros(k2-1,2);
[l2'; zeros(1,k2-1)] chol(e*T, 'lower')];
if e == 1
inercija = inercija + [0 0 1];
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else
inercija = inercija + [1 0 0];
end
elseif abs(det(T)) < tao
if abs(alpha) < tao && abs(gamma1) < tao
s = 1;
c = 0;
else
t = -alpha / gamma1;
c = 1 / sqrt(t^2 + 1);
s = t * c;
end
Q1 = [c s; -s c];
Qk(1:k+1, p((k0+k1+k2):(k0+k1+k2+1))) ...
= Qk(1:k+1, p((k0+k1+k2):(k0+k1+k2+1))) * Q1';
Z(:, k2:(k2+1)) = Z(:, k2:(k2+1)) * Q1';
lambda = e*beta^2 + gamma1;
matrika4 = Q1 * [l2'; zeros(1,k2-1)];
l3 = matrika4(1,:)';
l4 = matrika4(2,:)';
L = [L; l3'];
for i = k2-1:-1:1
givens_el = givens(L(i+1,i), L(i,i));
L([i+1 i], 1:i) = givens_el * L([i+1 i], 1:i);
Z(:, [i+1 i]) = Z(:, [i+1 i]) * givens_el';
Qk(1:k+1, p([k0+k1+i+1 k0+k1+i])) ...
= Qk(1:k+1, p([k0+k1+i+1 k0+k1+i])) * givens_el';
end
L = L(2:end,:);
L = [L zeros(k2-1,1); l4' sqrt(e*lambda)];
y = Z(:, 1);
Z = Z(:, 2:end);
Y = [Y y]';
for i = 1:k1
givens_el = givens(Y(k1+2-i, i), Y(k1+1-i, i));
Y([k1+2-i, k1+1-i], i:end) = givens_el ...
* Y([k1+2-i, k1+1-i], i:end);
Qk(1:k+1, p([k0+k1+2-i k0+k1+1-i])) ...
= Qk(1:k+1, p([k0+k1+2-i k0+k1+1-i])) ...
* givens_el';
end
Y = Y(2:end,:)';
inercija = inercija + [0 1 0];
else
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if abs(gamma1) < tao
c = 0;
s = 1;
else
t12 ...
= [(-alpha + sqrt(alpha^2 - e*beta^2*gamma1)) ...
/ gamma1;
(-alpha - sqrt(alpha^2 - e*beta^2*gamma1)) ...
/ gamma1];
[~,index] = max(abs(t12));
t = t12(index);
c = 1 / sqrt(t^2 + 1);
s = t * c;
end
Q2 = [c s; -s c];
Qk(1:k+1,p((k0+k1+k2):(k0+k1+k2+1))) ...
= Qk(1:k+1,p((k0+k1+k2):(k0+k1+k2+1))) * Q2';
Z(:, k2:end) = Z(:, k2:end) * Q2';
matrika3 = Q2 * T * Q2';
matrika4 = Q2 * [l2'; zeros(1,k2-1)];
l5 = matrika4(1,:)';
l6 = matrika4(2,:)';
L = [L; l5'];
z = matrika3(1,2)*((1:k2)' == k2);
for i = k2-1:-1:1
givens_el = givens(L(i+1,i), L(i,i));
L([i+1 i], 1:i) = givens_el * L([i+1 i], 1:i);
Z(:, [i+1 i]) = Z(:, [i+1 i]) * givens_el';
Qk(1:k+1, p([k0+k1+i+1 k0+k1+i])) ...
= Qk(1:k+1, p([k0+k1+i+1 k0+k1+i])) * givens_el';
z([i+1 i]) = givens_el * z([i+1 i]);
end
L = L(2:end, :);
z = [0; e*L*l6] + z;
gamma = e*(l6'*l6) + matrika3(2,2);
Y = [zeros(1,k1) z(1); Y Z(:,1)];
W = [gamma Z(:,k2+1)'; Z(:,k2+1) W];
if k2 > 1
Z = [z(2:k2)'; Z(:,2:k2)];
else
Z = zeros(k1+1,k2-1);
end
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if e == 1
inercija = inercija + [1 0 0];
else
inercija = inercija + [0 0 1];
end
end
end
end
Qk = Qk(:,p);
end
function [v] = my_sign(x)
if x < 0
v = -1;
else
v = 1;
end
end
function [eigHat] = ocene_lastnih_vrednosti(A,tao)
if nargin == 1
tao = eps;
end
[~,L,e,Y,~,W,inercija] = batmanov_algoritem(A,tao);
l = svd(L);
y = svd(Y);
w = svd(W);
eigHat = zeros(size(A,1), 1);
n = inercija(2);
for i = 1:length(l)
eigHat(n + i) = e * l(i)^2;
end
n = n + length(l);
for i = 1:length(y)
eigHat(n + 2*i - 1) = (w(i) + sqrt(w(i)^2 + 4*y(i)^2)) / 2;
eigHat(n + 2*i) = (w(i) - sqrt(w(i)^2 + 4*y(i)^2)) / 2;
end
end
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