This paper shows that in edge detection the regularization factor is a better scale parameter than the standard deviation ( ) of the Gaussian pre-lter. The scale space, which exhibits the evolutionary behaviour of an edge in various scales, is the basis for the design of a multiscale edge detector MRCBS. In MRCBS, the scale is determined adaptively according to the local noise level; the thresholds which control the amount of edge details are adjusted according to the scale; and the anisotropic di usion is applied in the nest scale to further suppress noise.
, and then is gradually decreased to recover the true positions of edges. However, a large kernel includes signal components far away from the local edge and therefore the detected location of an edge deviates from its true position. To develop an approach where the size of the operator kernel is independent of the scale is the rst motivation of this paper.
The noise level determines the lower bound of the scale, below which the estimated locations of edges are no longer accurate due to the insu cient suppression of noise. Edge Focusing employs a series of ranging from 4:2 to 0: 7 2] . However, the edges detected in the nest scale ( = 0:7) are not accurately located for noisy images. This is referred to as an \over-focused"
phenomenon 2]. In some images, the noise level varies from one region to another, thus the scale should be adjusted adaptively (i.e. \variable blurring" 2]). The second motivation of this paper is to provide the adaptivity in scale according to the local noise level, thus preventing over-focusing and enabling variable blurring.
Noise is assumed to have been eliminated in Edge Focusing by the thresholding of the gradient in the coarsest scale. For the ner scales, the zero-crossings of the second order derivative are 
where k f 00 ( ) k 2 is a regularization term for suppressing noise. In MRCBS, is interpreted as a scale. As the kernel size is independent of , the image is di used within a small spatial extent,
i.e. a bounded di usion. The scale is adjusted adaptively according to the local noise level. A di erent threshold is used in each scale to control the amount of details preserved in the edge map.
Bounded Di usion in Scale Space
The spatial resolution 4x and the frequency resolution 4w of a signal are constrained by the uncertainty principle 6]:
The lower bound of 4x 4 w indicates that high resolutions in both the spatial domain and the frequency domain cannot be achieved simultaneously. In the scale space, an edge exists in a wide range of scales 16], which indicates that the energy of a spatially-localised edge is distributed over a wide frequency spectrum. Therefore, a small window with a xed size (i.e.
4x is small and 4w is large) is adequate in maintaining the spatial resolution of the edge. In comparison, a window with variable size (e.g. the Gaussian pre-lter) is more adequate when the image has to be analysed in several spatial extents such as texture segmentation but is less adequate for edge detection.
In the RCBS tting, the regularisation process converts the ill-posed nature of edge detection to well-posed so as to guarantee the solution exists, is unique, and is continuously dependent on the data 13]. This can also be achieved by the Gaussian pre-ltering where the role of corresponds to in a regularisation process 13] . Despite the similarity between and , is a better scale parameter than because RCBS employs a xed-size kernel which is suitable for multiscale edge detection.
To demonstrate the evolutionary behaviour of the scale space, three edge models are used:
the isolated edge, the pulse edge and the staircase edge ( Fig. 1 ). In the scale space, the zerocrossings of the second order derivative of the signal tted by RCBS are depicted as dots ( 
Regularized Cubic B-Spline Fitting
The RCBS tting is used to reconstruct a 1-D continuous signal f(x) from a set of sampled data sequences g(x j ) in a well-posed way. The solution of f(x) is determined by minimising E 4]: 
Adaptivity in Scale
In MRCBS, is gradually decreased (i.e. a coarse-to-ne process) until the lower bound of the scale is reached. An index of the noise level is thus required to determine the lower bound.
Since noise contains more high-frequency components than edges, k f 00 ( ) k 2 of (1), referred to as the Energy of the High Frequency component (EHF), is used as an index of the noise level.
To illustrate the relationship between EHF, and the noise level, a series of tests is conducted using the step edge of Fig. 1 contaminated by the Gaussian Noise of various Standard Deviations (NSD's). This signal is tted by RCBS. Each EHF in Fig. 4 is the average of 10000 values measured on 10000 di erent noisy edges with the same NSD. This result shows that EHF is a function of NSD and , where a noisy edge has a higher EHF than a less noisy edge. If a Threshold of EHF, referred to as TEHF, is used to terminate the decrement of , then a noisy edge will cause to stop at a higher value. This is equivalent to cross-sectioning the surface in where the value of TEHF(2-D) is twice as large as that of TEHF, i.e. 616.
Scale-Threshold Consistency
A thresholding process in each scale is necessary for a multiscale edge detector to prevent noise clusters. However, the slope of a regularised edge monotonically increases as decreases.
The threshold should increase accordingly because an unwanted edge should be consistently eliminated in any scale by a corresponding threshold. This consistency gives a relationship between the scale and the threshold.
The step edge of Fig. 1 is tted by RCBS with ranging from 0.5 to 5 so as to determine the scale-threshold relationship. For each scale, the rst order derivative (i.e. the slope) of the tted curve at the position of the edge is measured. Also, the ratios of the slopes at various scales to the slope when = 5 is calculated and shown in Table 1 . These ratios (Ratio( ))
are independent of the contrast although they are measured on a edge with a contrast of 100 because the tted curve is linearly dependent to the original signal (see Appendix A). Given threshold( = 5), threshold( ) is determined as:
threshold( ) = threshold( = 5) Ratio( ):
Anisotropic Di usion
In the nest scale, the RCBS tting is applied along the orientation of the gradient, and the zero-crossings of f 00 n are classi ed as edges. Before the tting, an equal-weighted averaging (i.e. the Gaussian smoothing with ! 1) is applied in the perpendicular orientation. This is consistent with the anisotropic di usion 11], 14], 15] where a strong smoothing is imposed along the orientation of the edge to suppress noise, and a weak smoothing is imposed across the edge to minimise the dislocation of the edge. Fig. 6 shows the schematic diagram of MRCBS.
Qualitative Comparison of Edge Detectors
The Haralick edge detector 7] employs a set of 2-D Chebychev orthogonal polynomials to t a window of image pixels g( ). The tted surface f( ) is a linear combination of these polynomials with higher order terms truncated. The coe cients of the tting are determined by the least-square method, thus introducing a smoothing e ect similar to the Gaussian pre-ltering.
However, this edge detector lacks a scale parameter for adjusting the degree of smoothing. The lower the FCR, the better is the performance.
MRCBS and Edge
In the rst test, a synthetic image which contains edges with a contrast of 100 (Fig. 7) is used. The Gaussian noise with various NSD's are added to this image, and the FCR's of the edge maps produced by the four edge detectors are computed (Fig. 8) . The threshold is from 7 to 12, Focusing when the NSD is low, but it degrades when the noise level increases. The optimum edge maps of the four edge detectors when NSD=25 are shown in Fig. 10 . Note that Edge
Focusing produces noise clusters and zig-zag edge contours, i.e. an \over-focused" phenomenon.
An image which is contaminated by the Gaussian noise with NSD ranging from 0 (on the left) to 25 (on the right) is used in the second test (Fig. 11) . The performances of these detectors using various thresholds are shown in Fig. 12 . Here the scale of the Chen/Yang edge detector is set to 1 for the optimum performance in test 1. Fig. 12 shows that MRCBS performs the best.
The performance of the Haralick edge detector depends on the value of the threshold. The edge maps produced by the four edge detectors using the threshold of 7 are shown in Fig. 13 . It shows the inability of the Haralick edge detector in dealing with noise, and the \over-focused" phenomenon of Edge Focusing.
In the third test, Fig. 14 
