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1 Introduction and Motivation
Dynamic Networks. Large real-world networks are inherently very dynamic: the participants in peer-to-peer
(P2P) networks change over time, mobile nodes in wireless networks move in and out of each other’s
transmission range, and, in distributed data center networks, faulty machines need to be replaced by new
machines without interrupting the operation of the remaining network. Furthermore, they are resource-
constrained, unreliable, and vulnerable to attacks. For example, in P2P networks, peers (nodes) join and
leave at a high rate and the underlying network topology also changes continuously over time; these networks
are bandwidth-constrained, unreliable due to the high node turnover, and the open admission nature of these
systems allows malicious behaviour by nodes. Performing efficient computation in dynamic networks is
much more challenging than in traditional static networks. First, one has to deal with “failures” (nodes
getting inserted or deleted or communication links changing continuously) as part of the “normal” mode of
operation rather than as exceptions. Second, time and communication constraints are much more severe, and
hence it will be too expensive or even infeasible to run a static algorithm from scratch every time that the
topology changes. Dynamic networks especially need efficient distributed algorithms, since unlike static
networks, pre-processing (via centralized algorithms) is not usually possible. Furthermore, nodes typically
have only local knowledge (which is also changing continuously with changing neighbours and links) which
necessitates localized distributed algorithms. Hence a new theory is needed to understand and perform robust,
efficient, and secure distributed computation in such systems.
Much of the well-established theory of distributed algorithms (see e.g., [83, 97, 9, 60]) — developed over
the last three decades — has focused on static networks (where nodes do not crash and edges maintain opera-
tional status forever). Dynamic networks pose non-trivial challenges in solving even basic and fundamental
distributed computing problems, such as agreement, leader election, broadcasting, search, and routing. These
problems are basic building blocks in distributed computing and are widely used (see e.g., [83, 97, 9, 41]).
Unfortunately, distributed algorithmic techniques developed for static networks are not readily applicable
to dynamic networks [15]. Therefore, we need rigorous models and distributed algorithmic techniques for
dynamic networks.
P2P Networks. An important motivating example is P2P computing which has emerged as one of the
key networking technologies with many application systems, e.g., Skype, BitTorrent, CrashPlan, Symform,
Cloudmark, Bitcoin etc. Systems such as CrashPlan [42] and Symform [107] are relatively recent P2P-based
storage services that allow data to be stored and retrieved among peers [96]. Such peer-based data sharing
avoids costly centralized storage and retrieval and is inherently scalable. However, these systems are not
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fully P2P; they also use dedicated centralized servers in order to guarantee high availability of data — this
is necessary due to the highly dynamic and unpredictable nature of P2P. Cloudmark [38] is a large spam
detection system used by millions of people that operates by maintaining a hybrid P2P network; it uses a
central authority to regulate and charge users for participation in the network. A key reason for the lack
of fully-distributed P2P systems is the difficulty in designing highly robust and efficient algorithms for
large-scale dynamic networks. Indeed, P2P networks are highly dynamic networks characterized by high
degree of node churn — i.e., nodes continuously join and leave the network. Connections (edges) may
be added or deleted at any time and thus the topology changes very dynamically. In fact, measurement
studies of real-world P2P networks [53, 63, 104, 106] show that the churn rate (i.e. the number of nodes that
join/leave the network per unit time or round) is quite high: nearly 50% of peers in real-world networks can
be replaced within an hour. (However, despite a large churn rate, these studies also show that the total number
of peers in the network is relatively stable.) P2P algorithms have been proposed for a wide variety of tasks
such as data storage and retrieval [96, 50, 49, 33, 65], collaborative filtering [30], spam detection [38], data
mining [44], worm detection and suppression [85, 109], privacy protection of archived data [59], and recently,
for cloud computing services as well [107, 24]. However, all algorithms proposed for these problems have no
theoretical guarantees of being able to work in a dynamically changing network with a very high churn rate,
which can be as much as linear (in the stable network size). This is a major obstacle in implementation and
wide-spread use of P2P systems.
Distributed Computation in Dynamic Networks. Performing efficient distributed computation in highly
dynamic networks where both nodes and edges can change continuously by a large amount is a major
challenge. Indeed, when the churn rate is linear in the network size, in constant number of rounds the entire
network can be renewed! We would like distributed algorithms to work correctly and efficiently in such
networks that keep changing continuously over time (not assuming any eventual stabilization or quiescence —
unlike much of the earlier work on dynamic networks, e.g., [3, 48, 58, 4, 18, 23]). Recently, dynamic networks
have been considered in the context of distributed computation, mostly assuming the model of [91, 75, 76].
In this setting, algorithms and complexity bounds for problems like distributed consensus [77], random
walks [43, 16], token dissemination [51, 43], aggregation [40], and counting [2] have been developed.
(Section 5 has pointers to several recent works in dynamic networks.) Most of these works assume that the
set of participating nodes is fixed. In contrast, much less is known about dynamic networks with churn, i.e.,
where the set of participants can change over time. Thus it is important to develop a rich theory of dynamic
networks with high churn rate which is the focus of this article.
Byzantine Protocols. Besides dynamism, another major challenge is dealing with malicious (also called
Byzantine) nodes in the network which can try to foil the distributed protocol executed by honest (good)
nodes. Byzantine protocols are at the heart of secure and robust protocols that can tolerate the presence of
malicious nodes in a distributed system, such as a P2P network, which allows a large number of peers to
enter the network with little or no admission control. Such malicious peers acting alone or in collaboration
can cause disruption of service in P2P systems [1, 34, 81]. Designing scalable Byzantine protocols that work
in highly dynamic networks is significantly more challenging compared to static networks. Indeed, until
recently, almost all the work known in the literature (see e.g., [52, 69, 71, 73, 108, 74]) has addressed the
Byzantine agreement and leader election problem (defined in Section 3) only in static (bounded-degree)
networks, and these approaches do not work for dynamic networks with changing topology. Such approaches
fail in dynamic networks where both nodes and edges can change by a large amount in every round. For
example, the work of [108] showed how one can achieve almost-everywhere agreement1 under up to a linear
number — up to n, for a sufficiently small  > 0 — of Byzantine faults in a bounded-degree expander
network (n is the network size). The algorithm requires O(logn) rounds and polynomial (in n) number
1In sparse, bounded-degree networks, an adversary can always isolate some number of non-faulty nodes, hence almost-everywhere
is the best one can hope for in such networks [52].
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of messages; however, the local computation required by each processor is exponential. Furthermore, the
algorithm requires knowledge of the global topology, since at the start, nodes need to have this information
“hardcoded”. The work of [74] is important in the context of P2P networks, as it was the first to study scalable
(polylogarithmic communication and number of rounds) algorithms for Byzantine agreement and leader
election. However, as pointed out by the authors, their algorithm works only for static networks; here also the
nodes require hardcoded information on the network topology to begin with, and thus the algorithm does not
work when the topology changes. In fact, this work ([74]) raised the open question of whether one can design
agreement protocols that can work in highly dynamic networks with a large churn rate.
Consider the real-world example of Bitcoin — a fully-decentralized P2P- based digital money with
no central authority or middlemen [28]. A crucial aspect of Bitcoin is a computational mechanism that
allows fault-tolerant Byzantine agreement among all honest nodes to agree on all the transactions, despite
the presence of malicious nodes. This is a costly operation (called mining) that only nodes with very high
computational power can perform; furthermore there is non-trivial probability of failure leading to corruption
of the system. Hence, distributed computation in P2P systems must be robust to dynamism and failures, and
also attack- resistant, besides being efficient and scalable.
Focus of this article. Motivated by the above considerations, we focus on studying the following fundamental
distributed computing problems in dynamic networks (these are formally defined in Section 3):
1. Agreement: Nodes have to agree on a common value.
2. Search and Storage: Find data and resources in the network; store data reliably and securely.
3. Byzantine Agreement: Solve agreement problem under the presence of malicious nodes.
4. Byzantine Leader Election: Solve leader election problem under the presence of malicious nodes.
5. Expander Maintenance: Maintain an expander under adversarial dynamics.
In this article, we will give an overview of our recent results [15, 12, 11, 13, 14] that make progress
towards developing a distributed algorithmic theory of dynamic networks. These results are steps toward
designing provably efficient and robust algorithms for solving fundamental distributed computing problems in
highly dynamic networks (with churn), especially P2P networks. First, we will present a rigorous theoretical
framework for studying dynamic networks by presenting a model for dynamic networks with churn. Then we
will present efficient techniques and algorithms for solving agreement, Byzantine agreement, Byzantine leader
election, search/ storage, and expander maintenance. The algorithms presented are the first-known, fully-
distributed algorithms for the above problems that work under highly dynamic settings, i.e., high adversarial
churn rates. Furthermore, they are localized (i.e., do not require any global topological knowledge) and
scalable. The algorithms and techniques can serve as building blocks for implementing other non-trivial
distributed computing tasks in highly dynamic P2P networks. The techniques include efficient information
spreading, support estimation (estimating aggregate functions), and random-walk based methods. The article
discusses how these can be adapted to work even under highly dynamic networks with provable guarantees.
The techniques presented are lightweight, local, and scalable which are essential for performing efficient and
robust distributed computation in highly dynamic networks. Since the dynamic network model is adversarial,
the results are also applicable to a wide range of scenarios, in particular, to less stringent (and possibly more
realistic) settings. The results and techniques are also applicable to dynamic network models where only
edges changes (and nodes remain fixed) as well as to static networks (where nodes can fail or be Byzantine).
A main goal of this article is to present the results in a unified way and highlight the techniques involved—
this can be helpful in tackling other problems in dynamic networks with churn. Moreover, the techniques (and
results) also apply seamlessly to dynamic networks (without churn) as well as to static networks, yielding
new insights to well-studied problems. We also compare and contrast the above results with several related
results in dynamic networks (Section 5). We summarize and discuss key open problems in Section 6.
3
2 A Dynamic Network Model with Churn (DNC model)
The following model for dynamic networks that incorporates churn was first proposed in [15] and has since
been used in subsequent works with suitable modifications [12, 11, 10, 13, 14]. Henceforth, we will call the
model discussed below as the DNC (Dynamic Network with Churn) model.
Apart from nodes joining and leaving the network or failing over time or behaving maliciously, the
evolution of the network might also be triggered by coordinated attacks (e.g. denial-of-service attacks or
wireless jamming) with the goal of corrupting the communication in the network. In a large-scale network, it
is unrealistic to assume that all nodes faithfully execute the given protocol. Thus we must design scalable
algorithms that can handle adversarial dynamic changes, are robust against failures and can tolerate malicious
(i.e. Byzantine nodes [95]) that might collude and send corrupted messages. In particular, assume that the
dynamism is controlled by an adversary that comes in two flavors: (1) oblivious —- has complete knowledge
and control of what nodes fail or join and leave and at what time and has unlimited computational power —
but is oblivious to the random choices made by the algorithm and (2) adaptive — in addition to the above it
has knowledge of past random choices (but not current and future ones). Byzantine nodes, on the other hand,
have knowledge about the entire state of network at every round (including random choices made by all the
nodes) and can behave arbitrarily. However, they can communicate only through the (current) edges of the
dynamic network and cannot send messages to nodes which are not neighbors at that point in time. The two
key parameters of the DNC model are:
• churn rate: the number of nodes that can join or leave the network.
• number of Byzantine nodes (at any given time).
The DNC model is represented by a graph with a dynamically changing topology (both nodes and
edges change from round to round) whose nodes execute a distributed algorithm and whose edges represent
connectivity in the network. Communication is synchronous and occurs via message passing [97]. The
computation is structured into synchronous rounds, i.e., nodes run at the same processing speed and any
message that is sent by some node u to its neighbors in some round r > 1 will be received by the end of
round r. In a distributed setting, where transmission of messages can be orders of magnitude slower than
local computation, the expensive resource is communication. In this model, local computation (happening at
a node) is thus assumed to be free. (In all our algorithms, however, local computation has polynomial (in
n) complexity.) The focus will be on time (number of communication rounds) and number of messages —
the two traditional complexity measures of distributed algorithms [97]. We typically assume small-sized
messages, e.g., each message is of size O(polylogn) bits, unless otherwise stated. For the bounds considered
in this article, we mainly focus on time bounds, assuming that O(polylogn)-sized messages can be sent
over a link in one round (i.e., the CONGEST(polylogn) model [97]). A main objective in this research is to
design fast algorithms (running in a small, say, O(polylogn) rounds) that use small-sized messages that
can tolerate a large amount of churn and Byzantine nodes. It is important that algorithms be fast, since the
network itself changes dynamically by a large amount in every round.
The dynamic network is formally represented by a graph process G = (G0, G1, . . .) where Gr =
(V r, Er). Each node has an ID and at any round r, the ID’s of nodes in V r are distinct. Edges can change
arbitrarily in each round, but the underlying graphs are assumed to be connected and typically satisfy other
properties. For example, in the works of [15, 12, 11], each Gi is assumed to be a d-regular expander as
the high expansion allows one to tolerate a high amount of churn. In fact, expander graphs have been used
extensively as candidates to solve the agreement and related problems in bounded degree graphs even in
static settings (e.g., see [52, 69, 71, 73, 108]). It turns out that similar expansion properties are beneficial in
the more challenging setting of dynamic networks. Expander graphs are reasonable models in the context
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of P2P networks.2 Note that this model is quite general in the sense that, except for the expander property,
no other special properties are assumed. Indeed, expanders have been used extensively to model dynamic
P2P networks in which the expander property is preserved under insertions and deletions of nodes (e.g.,
[80, 92, 93]). (Section 3.4 addresses how the assumption of having an underlying expander can be maintained
over time despite large amounts of ongoing churn; this itself is an important issue.) Many works on dynamic
network models make similar assumptions on preservation of topological properties — such as connectivity,
expansion etc. — at every step under dynamic edge insertions/deletions — cf. Section 5. The issue of
how such properties are preserved are abstracted away from the model, which allows one to focus on the
dynamism. Indeed, this abstraction has been a feature of most dynamic models e.g., see the survey of [31].
Let n be the stable network size. Nodes might be subjected to churn, which means that in each round,
up to C(n) nodes can be replaced by new nodes; C(n) is called the churn rate. For all rounds r > 0,
|V r \ V r+1| = |V r+1 \ V r| 6 C(n). Churn can also capture node failures; these are nodes that need not be
churned out, but simply fail and are being replaced by new nodes. While many of the results that we discuss
hold when the network size undergoes some moderate (i.e., ±o(n) nodes) changes, we assume for simplicity
that the total number of nodes in the network remains n throughout the entire execution. Furthermore, edges
can change arbitrarily in each round (as determined by an adversary); this captures in a very general fashion
link availability over time.
The DNC model generalizes the more specialized churn-free dynamic model where the communication
topology (i.e., the set of edges) varies over time but the set of nodes remains fixed. This model has received a
lot of recent attention, see e.g., [91, 75, 76]. Thus the results and techniques discussed for the DNC model
also apply to the churn-free model when assuming expansion properties on the graph sequence. In particular,
it is important to note that they also apply to static expander networks where the set of nodes and edges are
static, but some subset of the nodes may fail or be Byzantine.
In addition to churn, the DNC model allows up to B(n) nodes to be Byzantine that can deviate arbitrarily
from the given protocol. (Typically, we will assume that B(n) 6 O(n), where  is a small positive constant.)
We say that a node u is honest if u is not a Byzantine node and use Vcorr to denote the set of honest nodes in
the network. We can think of Byzantine nodes as being controlled by an adaptive adversary, in the sense that
they know the entire states of all nodes at the beginning of every round and thus can take the current state of
the computation into account when determining their next action. This setting is commonly referred to as the
full information model (e.g., [26]). We consider the usual assumption that Byzantine nodes cannot fake their
identity, i.e., if a Byzantine node w sends a message to nodes u and v, then both u and v can uniquely identify
w as the sender of their received message. Note that this does not stop Byzantine nodes from forwarding fake
messages on behalf of other nodes as we do not assume any authentication service. The churn along with
Byzantine nodes captures node failures as well in a natural way and can model different kinds of networks
such as P2P as well as ad hoc and sensor networks.
We assume a global synchronous clock such that if a node u enters the network at some later round r,
then u knows the number of rounds that have passed since the start of the computation. However, any other
information about the network at large is only learned through the messages that u receives and nodes do not
have any a priori knowledge about who their neighbors will be in future rounds.
We now describe the assumptions and limitations of different adversaries in the DNC model. In every
round, the churn adversary determines which nodes are being replaced by new nodes, whereas the rewiring
of the connection links between nodes is under the control of the topology adversary. Since we are dealing
with a dynamic network where edges and nodes can change from round to round, one can separate these
kinds of changes given by the churn adversary and the topology adversary. The following describes the
sequence of events that occur in each round r > 1. Firstly, the churn adversary chooses up to C(n) nodes to
be replaced by honest nodes, yielding the set V r. We also consider the oblivious churn adversary, which is
2However, for other applications, such as ad hoc mobile networks, the underlying graph is better modelled as a geometric graph,
e.g., a random geometric graph or a grid graph.
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oblivious to the random choices of the nodes; note that this is equivalent to an adversary that fixes the entire
sequence of graphs in advance of the algorithm. Next, the topology adversary determines the new edge set
Er. We distinguish between adaptive and oblivious topology and churn adversaries. The former can observe
the entire state of the network in every round r (including all the random choices made until round r− 1), and
then modifies the graph for the next round. For example, an adaptive topology adversary can rewire the edges
for round r after inspecting the states of all nodes whereas the oblivious topology adversary must specify the
entire sequence of topological changes in advance before the algorithm is executed. It is important to note
that Byzantine nodes are always adaptive and unaffected by whether the topology and churn adversaries are
adaptive or oblivious.
After the adversaries have made their moves, the algorithm operates on the graph Gr = (V r, Er) in
round r. Each node u becomes aware of its current neighbors in Gr, can perform local computation and is
able to reliably exchange messages with its neighbors according to the edges in Er.
3 Fundamental Problems and Algorithms: An Overview
As mentioned in Section 1, the focus is on design and analysis of distributed algorithms for fundamental
distributed computing problems in dynamic networks (DNC model). These are described in detail in the
following sections.
3.1 Almost Everywhere (AE) Agreement and Byzantine Agreement
We consider the following version of the Agreement or the Consensus problem, that has been the subject of
intense research for over three decades (see e.g., [41, 83, 9, 15] and the references therein). We note that AE
Agreement is non-trivial in the DNC model due to churn (even without the presence of Byzantine nodes).
In addition, we study AE BYZANTINE AGREEMENT which is AE Agreement but under the presence of
Byzantine nodes as well as churn.
Let each node v ∈ V 0 have an associated input value from some value domain of size m; subsequent
new nodes come with value ⊥. Let V be the set of all input values associated with nodes in V 0 at the start
of round 1. Every node u is equipped with a special decision variable decisionu (initialized to ⊥) that can
be written at most once. We say that a node u decides on val when u assigns val to its decisionu. Note
that this decision is irrevocable, i.e., every node can decide at most once in a run of an algorithm. As long as
decisionu = ⊥, we say that u is undecided. AE BYZANTINE AGREEMENT requires that a large fraction of
the nodes come to a stable agreement on one of the values in V . More precisely, an algorithm solves AE
BYZANTINE AGREEMENT in R rounds, if it exhibits the following characteristics in every run:
Almost Everywhere Agreement: We say the network has reached almost everywhere agreement by round
R on the decision value val∗ if at least n−O(C(n) +B(n)) honest nodes in V R have decided on
the same value val∗ ∈ V .
Validity: If all honest nodes in V 0 start with val ∈ V , then val is the only admissible decision value for all
but O(B(n) + C(n)) nodes.
Stability: LetR be the earliest round where nodes have reached almost everywhere agreement on value val∗.
We say that an algorithm reaches stability by roundR if, at every round r > R, all butO(B(n)+C(n))
nodes in V r have decided on val∗.
3.1.1 Algorithms
The work of [15] addresses the AE agreement problem in dynamic networks (DNC model with no byzantine
nodes). Its main contribution is an efficient and scalable — i.e., each node processes and sends only
polylogarithmic (in n, the stable network size) messages per round, and local computation per node is also
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polylogarithmic — randomized distributed algorithm that guarantees AE agreement with high probability3
even under high adversarial churn rate — up to linear in n per round — in a polylogarithmic (O(log3 n))
number of rounds. Thus this result shows that agreement is possible even under linear (in the size of n)
amount of churn. The above result works under an oblivious churn adversary (where the sequence of graphs
are determined in advance). Under an adaptive adversary it is shown that the amount of churn that can be
tolerated is less, up to ε
√
n. (Moreover, this algorithm requires polynomial sized messages per round.) This
is essentially the best possible amount of churn that can be tolerated under an adaptive adversary, if one
requires fast algorithms (i.e., running in polylogarithmic number of rounds) [12].
The work of [12] further extends the work of [15] and gives an efficient distributed algorithm for AE
Byzantine agreement that works despite the presence of Byzantine nodes and high adversarial churn. (It is
important to note that the algorithms and techniques of [15] will fail to work if there is even one Byzantine
node.) This algorithm can tolerate up to O(
√
n/polylog(n)) Byzantine nodes and up to O(
√
n/ polylog(n))
churn per round, took a polylogarithmic number of rounds, and was scalable.
The above works presented general techniques for distributed computation in dynamic networks with
churn. The first technique was information spreading via “flooding”. In an expander-based dynamic network,
even under linear churn rate, it is possible to spread information by flooding if sufficiently many (a β-fraction
of the order of the churn, for some suitable β > 0) nodes initiate the information spreading [15]. In other
words, even an adaptive churn adversary cannot “suppress” more than a small fraction of the values. The
second technique presented was “support estimation” which is a randomized technique that can be used to
estimate the aggregate count (or sum) of values of all or a subset of nodes in the network. Support estimation
is done in conjunction with flooding and uses properties of the exponential distribution (similar to [39, 87]).
Support estimation allows one to estimate the aggregate value quite precisely with high probability even
under linear churn in a scalable way. But this works only for an oblivious adversary; to get similar results for
the adaptive case, we need to increase the amount of bits that can be processed and sent by a node in every
round to a polynomial in n.
The Byzantine agreement algorithm, crucially uses random walk- based techniques [12]. Random walks
are very simple, local, and robust and ideally suited for highly dynamic networks [101]. Random walks
are very local and lightweight and requires little index or state maintenance that makes it attractive to
self-organizing networks such as Internet overlay and ad hoc wireless networks [112, 29]. Flooding and
support estimation techniques are useful in solving the agreement problem under high churn but without
Byzantine nodes [15], but they fail in the presence of Byzantine nodes who can send a lot of (useless)
messages along with those of good nodes. On the other hand, if good nodes use random walks in their
information spreading protocol, the Byzantine nodes are no longer able to flood the network very much. This
proves crucial for getting a scalable protocol that uses only polylogarithmic message sizes per round and
finishes in polylogarithmic rounds. The basic idea of random walks is simple: use random walks to sample
tokens (approximately) uniformly at random. All nodes generate tokens (which contain the source node’s ID)
and send those tokens via random walks continuously over time. These random walks, once they “mix” (i.e.,
reach close to the stationary distribution), reach essentially “random” destinations in the network. Thus the
destination nodes receive a steady stream of tokens from essentially random nodes, thereby allowing them to
sample nodes uniformly from the network. While this is easy to establish in a static network, it is no longer
true in a dynamic network with Byzantine nodes and adversarial churn — these can cause many random
walks to be lost and also introduce bias. A key technical result called the Dynamic Sampling Theorem [12, 13]
(see Section 4) shows that “most” random walks do mix (despite byzantine nodes and large adversarial churn)
and have the usual desirable properties as in a static network. The dynamic sampling theorem allows almost
uniformly sampling among the honest nodes. For solving Byzantine agreement, a majority rule is used to
progress towards agreement.
It is important to note that random walk techniques work only under the topology-oblivious adversary;
3Throughout, with high probability (whp) means with probability at least 1− n−c, for some constant c > 1.
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on the other hand, if the adversary is topology-adaptive it can easily foil the progress of random walks. For
the topology-adaptive adversary, it is shown that information spreading techniques can be used, under the
additional assumption that nodes can directly contact any other node if it knows the ID of that node4. This
“overlay” link is used as a verification mechanism to authenticate the message sent by honest nodes. This
algorithm is not scalable as it requires up to polynomial in n bits to be processed and sent (per round) by
each node.
3.1.2 A Lower Bound
The bound of Ω˜(
√
n) on the amount of adaptive churn is essentially the best possible, if one wants fast (i.e.,
polylogarithmic run time) algorithms [12]. The proof of the lower bound result relies neither on the nature of
the connectivity nor on the presence of Byzantine nodes. The lower bound proof builds on well-established
ideas used in several consensus lower bound proofs [9]. It uses coin flipping games which were first studied
by Ben- Or and Linial [27]. Subsequently, these coin flipping games have been used several times to prove
lower bounds on running time of distributed consensus algorithms; see Aspnes [6] along with the references
therein. The proof structure is similar to the work by Ben-Or and Bar-Joseph [26], which in turn builds on
[57, 47, 6, 27]. We refer the reader to [12] for more details.
3.2 Leader Election
Leader Election and Byzantine Leader Election (BLE) are central problems in distributed computing and
have been extensively studied see e.g., [79, 13, 74]. We say that an algorithm A solves Byzantine Leader
Election in T rounds if, in any run of A, there is exactly 1 node u` such that
(a) all honest nodes terminate in T rounds whp,
(b) all except o(n) honest nodes accept u` as the leader, and
(c) node u` is honest with probability > 1− o(1).
3.2.1 A Byzantine Leader Election Algorithm
In the churn-only DNC model (where all nodes are honest), Leader Election problem can be solved by
solving Agreement (nodes will agree on the ID of some particular node); thus the algorithm of [15] will work.
However, in the Byzantine setting, an algorithm for AE BYZANTINE AGREEMENT does not directly solve
the BLE problem, since the value that (most of) the honest nodes agree may be a value that was generated by
a Byzantine node; using the agreement algorithm in a straightforward way does not give any guarantee that
an honest node will be elected as leader. Hence, a more involved approach is needed for Byzantine leader
election.
The work of [13] presents a scalable (O(log3 n) round) BLE protocol in the topology-oblivious model that
can tolerate only up to O(n 12−) Byzantine nodes (for a small constant  > 0) and up to O(
√
n/ polylog(n))
churn rate. We outline the main ingredients of the protocol. While Byzantine agreement itself does not
directly help, it can be used to generate an almost-everywhere public coin, i.e., an almost fair public coin
that is known to most honest nodes. The protocol requires nodes to independently generate “lottery tickets”
which are bit strings of certain length. Essentially, a node that has the winning lottery ticket becomes part
of the small set of finalists from which a leader will be chosen eventually. Note that the lottery tickets are
generated first. However, there is a problem in naively implementing this approach. The Byzantine nodes
who know the current network state including random choices of other nodes can lie about their lottery ticket
number, thus claiming to be the winner. To overcome this, we implement a verification mechanism that
allows the honest nodes to check whether the Byzantine nodes are lying. This mechanism is as follows. Once
4This is a typical assumption in P2P and overlay networks.
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a node generates its lottery ticket it “stores” it in about
√
n (randomly chosen) nodes (exceeding the number
of Byzantine nodes by an n factor). To verify whether a node is indeed the owner of the lottery ticket that it
claims, honest nodes will check with these
√
n nodes. This prevents a Byzantine node from falsely claiming
a lottery ticket that it did not generate in the first place. Such a storage and verification mechanism can be
implemented efficiently despite the presence of Byzantine nodes in a dynamic network. The last ingredient of
the protocol is an efficient and fault-tolerant mechanism to disseminate the identity of the leader to almost all
the honest nodes. This is done using random walks which is (again, as in the case of Byzantine agreement) a
main technical tool used throughout the algorithm.
A drawback of the above protocol is that it can tolerate only up to O(n 12−) Byzantine nodes (for a
small constant  > 0) and up to O(
√
n/polylog(n)) churn rate. This is essentially the best that our protocol
can handle for two reasons. Our storage and verification mechanism needs to store each lottery ticket in
about
√
n nodes, and to be scalable in terms of the number of messages generated, it can handle only about√
n nodes (each such node generates a ticket, thus overall there will be about n polylog(n) messages —
anything significantly more than this will cause much more congestion). The second reason is that for solving
Byzantine agreement, we use a majority rule to progress towards agreement [46, 12]. This majority rule
algorithm works as long as the number of Byzantine nodes is bounded by O(
√
n).
3.3 Storage and Search
The goal is to build a robust distributed solution for the storage and retrieval of data items. Nodes can produce
data items. Each data item is uniquely identified by an ID (such as its hash value). When a node produces
a data item, the network must be able to place and maintain copies of the data item in several nodes of the
network. To ensure scalability, we want to upper bound the number of copies of each data item, but more
importantly, we must also replicate the data sufficiently to ensure that, with high probability, the churn does
not destroy all copies of a data item. When a node u requires a data item (whose ID, we assume, is known to
the node), it must be able to access the data item within a bounded amount of time. To keep things simple,
we only require that u knows the ID of a node (currently in the network) that has the data item u needs.
While many P2P systems/protocols have been proposed for efficient search and storage of data (see e.g.,
[82, 11] and the references therein), a major drawback of almost all these is the lack of algorithms that work
with provable guarantees under a large amount of churn per round. In such a highly dynamic setting, it is
non-trivial to even just store data in a persistent manner; the churn can simply remove a large fraction of
nodes in just one time step. On the other hand, it is costly to replicate too many copies of a data item to
guarantee persistence. Thus the challenge is to use as little storage as possible and maintain the data for a
long time, while at the same time designing efficient search algorithms that find the data quickly, despite the
high churn rate.
The work of [11] presented efficient randomized distributed algorithms for searching, storing, and
maintaining data in dynamic P2P networks. These algorithms succeed with high probability (i.e., with
probability 1 − 1/nΩ(1), where n is the stable network size)) even under high adversarial churn in a
polylogarithmic number of rounds. In particular, the following algorithms are presented:
1. A storage and maintenance algorithm that guarantees, with high probability, that data items can be
efficiently stored (with only O(1) copies of each data item) and maintained in a dynamic P2P network
with churn rate up toO(n/polylog(n)) per round, assuming that the churn is controlled by an oblivious
adversary.
2. A randomized distributed search algorithm that with high probability guarantees that searches from as
many as n− o(n) nodes succeed in O(logn)-rounds under up to O(n/polylog(n)) churn per round.
The search algorithm together with the storage and maintenance algorithm guarantees that as many
as n − o(n) nodes can efficiently store, maintain, and search even under O(n/polylog(n))) churn
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per round. The above algorithms require only polylogarithmic in n bits to be processed and sent (per
round) by each node.
The above search and storage algorithms crucially use random walks as well. In particular, they also use
the Dynamic Sampling Theorem (referred to as the Soup Theorem in [11]) which is discussed in Section
4.3. The Dynamic Sampling Theorem allows robust and accurate sampling of nodes despite high adversarial
churn—upto O(n/ polylog(n)) per round. It is important to note that the random walk-based technique
can handle churn only up to n/polylog(n). Informally, this is due to the fact that at least Ω(logn) rounds
are needed for the random walks to mix, before which any non-trivial computation can be performed. This
seems to be a fundamental limitation of our random walk based method. Note that the above search and
storage algorithms that can handle up to O(n/polylog(n)) churn do not assume any presence of Byzantine
nodes. However, they can be shown to tolerate up to O(
√
n/ polylog(n)) Byzantine nodes and up to a
O(
√
n/ polylog(n)) (topology-oblivious) churn rate (this follows from [13]).
Another useful technique in search and storage algorithms is construction and maintenance of (small-
sized) committees. A committee is a clique of small (Θ(logn)) size composed of essentially “random” nodes
(these random nodes are sampled using the Dynamic Sampling Theorem). A committee can be efficiently
constructed, and more importantly, maintained under large churn. A committee can be used to “delegate” a
storage or a search operation; its small size guarantees scalability, while its persistence guarantees that the
operation will complete successfully despite churn.
3.4 Expander Maintenance
A crucial ingredient that underlies all the results discussed till now is the assumption that though the topology
— both nodes and edges — can change arbitrarily from round to round and is controlled by an adversary, the
topology in every round is a (bounded-degree) expander graph. In other words, the adversary is allowed
to control the churn as well as change the topology with the crucial restriction that it always remains an
expander graph in every round. The assumption of an ever-present underlying expander facilitates the design
of efficient algorithms that are highly robust (tolerating a large amount of churn per round).
The assumption that the underlying topology is an expander in every round is a very strong assumption,
that itself needs to be satisfied if one desires truly-distributed protocols that work under little or no assumption
on the underlying topology. This motivates designing a distributed protocol that actually maintains an
expander topology under the presence of high adversarial continuous churn. Expanders have been used
extensively to model dynamic P2P networks in which the expander property is preserved under insertions and
deletions of nodes (e.g., see [93, 80, 92] and references therein). However, none of these works guarantee the
maintenance of an expander under the more challenging situation of high continuous adversarial churn.
The work of [14] presents an efficient randomized distributed protocol that guarantees the maintenance
of a sparse (bounded degree) topology with high expansion despite the presence of a large adversarial churn
— up to O(n/polylog(n)), where n is the stable network size. The churn is controlled by an oblivious churn
adversary. The adversary can remove any set of nodes up to the churn limit in every round. At the same time,
it should add (an equal amount of 5) nodes to the network with the following restrictions: (1) a new node
should be connected to at least one existing node and (2) the number of new nodes added to an existing node
should not exceed a fixed constant (thus, all nodes have constant bounded degree).
The expander maintenance protocol is efficient, lightweight, and scalable, since the overhead for main-
taining the topology is only polylogarithmic in n: requires only polylogarithmic in n bits to be processed and
sent by each node per round and any node’s computation cost per round is small (polylogarithmic in n). The
protocol guarantees that, despite a large adversarial churn, with high probability, there is a large expander
subgraph (n− o(n) size) present in the network in every round. The degree of each node is always bounded
5The protocol can be adapted to work correctly as long as the number of nodes is reasonably stable over time, say, between
n− κn and n+ κn for some suitably small constant κ (for the same amount of churn per round, i.e., O(n/polylog n)).
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above by a fixed constant; this is useful for applications, as the number of connections (neighbors) of a node
remains bounded and does not increase with the network size. The protocol assumes a short (O(logn) round)
initial “bootstrap” phase, where there is no churn6; after this, the adversary is free to exercise its power to
churn in/out nodes up to the churn limit.
This is the first-known, fully-distributed protocol that guarantees expansion maintenance under highly
dynamic and adversarial settings. The protocol is local (does not require any global topological knowledge),
simple, lightweight, and easy to implement. The protocol serves as a building block for enabling distributed
algorithms for fundamental distributed computing problems such as agreement, search and storage, and
leader election in dynamic P2P networks. In particular, the expander maintenance protocol in conjunction
with the protocols for agreement [15], and search and storage [11] enables a fully-distributed distributed and
autonomous protocol for these problems.
The main intuition behind the protocol is that it tries to maintain a graph that resembles a random
(bounded-degree) graph in every round whp. The protocol works by ensuring two interdependent invariants
(whp). The first invariant is that the nodes can sample from the set of ID’s in the network almost uniformly at
random. This is implemented via random walks. For the sampling technique to work efficiently, a second
invariant is needed, namely, that the network maintains good expansion. To achieves this, the protocol
connects each node to a constant number of other nodes chosen (almost) uniformly at random, leading to
a “random- enough” graph that resembles an expander, and thus bringing back to the first invariant. With
the two invariants being so intimately dependent on each other, the bootstrap phase in which expansion
is guaranteed is crucial in helping the protocol to get started. During this phase, the random walks based
sampling procedure gets started, which, in turn, allows the network to continue maintaining good expansion
beyond the bootstrap phase. While this high level idea is quite straightforward, there are some significant
challenges to be overcome in order to get the protocol to work.
We give a high-level overview of the main ideas of the protocol and some intuition for understanding
its design. Since nodes have to maintain bounded degree, and since each node requests as well as accepts
connection requests from other nodes, it is helpful to partition the degree set (with respect to a particular
node) into two sets — red and blue — where the number of blue edges will always be at most a constant
fraction (1/6) of the maximum number of edges (∆). Blue edges of a node are those that it requests and
red edges are the ones that it accepts; note that a red edge of some node will be a blue edge with respect to
some other node. The main invariant maintained by the protocol is the number of blue edges per node; if this
number falls below a certain threshold δ (due to loss of blue edges caused by churn), then the protocol will try
to regain the lost blue edges. The mechanism for creating new blue edges is as follows. Each node maintains
a buffer (called the prioritized token buffer) that contains only “mature” tokens (i.e., well-mixed tokens)
prioritized by time (recent is higher priority). When a node wants to create a blue edge it will choose one
of these tokens and contact the node whose ID is contained in the token. An important idea in the protocol
is that a node may reconnect even though it may not have lost any blue edge. The protocol uses a simple
mechanism to decide when to reconnect: when the number of mature tokens it receives falls below a certain
threshold, then it decides that it is not well-connected to the rest of the network and refreshes its connections.
The Dynamic Sampling Theorem shows that this local criterion works; it also shows that most tokens are
well-mixed (i.e., they are distributed in a near-uniform fashion and hence the endpoints of the blue edges are
as well) despite the actions of the adversary and the protocol.
As mentioned earlier, the protocol tries to maintain a graph that resembles a random graph in every
round (whp). Thus, in addition to reconnections that are caused due to lost blue edges, in every round, every
node with probability Θ(1/polylog n), simply drops all its blue edges and reconnects again. This refreshing
of connections creates new “random enough” edges continuously in the network, which is (also) useful in
showing expansion properties in every round. Since the number of blue edges is significantly less than the
6Without a bootstrap phase, it is easy to show that the adversary can partition the network into large pieces, with no chance of
forming even a connected graph.
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number of red edges there is a good (a constant) probability of establishing a connection in a round.
A complication that the protocol needs to handle is that since nodes can accommodate only constant
number of connections, many connection requests are turned down in a round (which occurs with constant
probability); thus many nodes that lose connections may remain “cut-off” (i.e., isolated from the “core”
network that has size n− o(n) whp) for a while. The adversary can attach new nodes to these cut-off nodes;
these new nodes will not get enough mature tokens, since the cut-off nodes themselves are starved of tokens.
This necessitates sharing of tokens between the new nodes and the cut-off nodes; such sharing of tokens is
problematic if continued for a long time (since tokens are longer independent among nodes). To address this,
the protocol allows these cut-off nodes to contact nodes using these shared tokens (called stale tokens) to
obtain fresh mature tokens that are mixed well. It is shown that nodes cannot remain cut-off for long and will
reconnect to the “core” network in at most O(logn) rounds (whp).
4 Algorithmic Techniques for Dynamic Networks
We now describe a toolkit of algorithmic techniques that we can use as building blocks to solve fundamental
problems in dynamic networks.
4.1 Information Spreading against a Topology-Adaptive Adversary
Recall that the adversary has the power to strategically isolate any given set of nodes S by simply subjecting
all neighbors of S in V r \ S to churn. Nevertheless, we can show that “almost all” nodes are able to
disseminate information to almost all other nodes in the DNC model. (Throughout this section, “almost
all” refers to a quantity of size at least n− O(C(n)) nodes.) Intuitively speaking, the vertex expansion α
of the underlying graph sequence effectively limits the adversary’s impact as it is impossible to effectively
“surround” a set that exceeds C(n) by a sufficiently large fraction, since this set must have at least αC(n)
neighbors in other parts of the network, assuming C(n) 6 n/2.
We now show how to implement an almost everywhere broadcast primitive in the DNC model, which
intuitively means that almost all nodes are able to broadcast a message that is relayed by other nodes and
reaches almost all nodes in the network within a time depending on the churn rate. To aid in the forwarding of
a broadcast message, we assume that any node can generate a flooding message with an attached terminating
condition. Then, the initiating node broadcasts the message to all of its current neighbors including itself.
When an honest node receives a flooding message, it continues to broadcast that message in subsequent
rounds as long as the terminating condition of the message is satisfied.
We first introduce the notion of influence which extends similar definitions for dynamic networks without
churn (cf. [75]). The dynamic distance from node u to node v in round r, denoted by DDr(u→ v), is the
number of rounds required for at least one message originating from u in r to reach v. Note that messages can
fall victim to churn if they reach a node that is churned out in the very same round. Suppose that node u joins
the network in round ru and, from round max(ru, r) onward, u initiates a message m for flooding whose
terminating condition is: 〈HAS REACHED v〉. If u is churned out before r, then DDr(u→ v) is undefined.
We define DDr(u → v) = ∆ if the first of those flooded messages reaches v in round r + ∆; formally
speaking this is the length of the shortest causal chain that reaches v starting in round r at u. Note that this
definition allows DDr(u→ v) to be infinite under two scenarios. Firstly, node v may be churned out before
any copy of m reaches v. Secondly, at each round, v can be shielded by churn nodes or Byzantine nodes that
absorb or corrupt the flooded messages.
The influence set of a node u after R rounds starting at round r is defined as Influencer(u,R) = {v ∈
V r+R : DDr(u → v) 6 R}, where V r+R denotes the set of nodes in round r + R. Note that we require
Influencer(u,R) to be a subset of V r+R. Intuitively, we want the influence set of u (in this dynamic setting)
to capture the nodes currently in the network that were influenced by u. Note however that the influence set
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of a node u is meaningful even after u is churned out. When considering only a single node u, the adversary
can easily prevent the influence set of this node from ever reaching any significant size by simply subjecting
the neighbors of u to churn in every round. This motivates us to define the influence set of any set of nodes
U ⊆ V r as
Influencer(U,R) , ∪u∈U Influencer(u,R).
We say that a node u ∈ V r is suppressed for R rounds if |Influencer(u,R)| < n− βC(n) where β is a
sufficiently large constant depending on the expansion of G; note that we assume βC(n) to be an integer to
keep the notation simple. Otherwise we say that u is unsuppressed.
Considering a set A0 of βC(n) nodes, we can leverage the graph expansion to show that the nodes in
A0 will jointly influence a large set B0 of > n − βC(n) nodes in T = O(log( nC(n))) rounds. Note that,
on its own, such a result is insufficient for achieving almost everywhere broadcast, as the joint influence
of the nodes in this set does not allow us to say anything about how many nodes in B0 are influenced by
a particular node in A0 in round r + T . However, since each node in B0 is influenced by at least 1 node
in A0, a combinatorial counting argument shows that there is a subset A1 ⊂ A0 of size 6 |A0|2 , the nodes
of which jointly influence a set B1 ⊆ B0 of > |B0|2 nodes in B0. As |B1| > n−βC(n)2 > βC(n), we can
argue the same way about B1 starting at round r + T over the next T rounds as we did for set A0 above. In
other words, the nodes in B1 will jointly influence a set of > n− βC(n) nodes in round r + 2T . Repeating
this argument Θ(logn) times, allows us to obtain a sequence of sets of exponentially shrinking size until
we are left with a singleton set consisting of a node u∗ ∈ A0 that influences > n− βC(n) nodes in round
r + T logn. Thus we have identified an unsuppressed node within our set A0, which is any arbitrary set of
βC(n) nodes. This implies that at most βC(n)− 1 nodes can be suppressed at any time, as any larger size
set of nodes must contain at least one unsuppressed node.
Theorem 1 (Almost Everywhere Broadcast). Consider the DNC model with churn rate C(n). Then, there is
a set S of > n−O(C(n)) nodes such that, if a node in S broadcasts a message in round r, this message is
received by all except O(C(n)) nodes in round r +O(log( nC(n)) logn).
4.2 Support Estimation Under an Oblivious Churn Adversary
In several contexts, we need to count the number of nodes in the network that either (i) have a certain property
or (ii) propose a certain value (such as in agreement protocols). In a dynamic setting, it will be impossible to
count the nodes precisely. Even if the nodes with the desired property are stable, they may be suppressed due
to churn. So we quite naturally resort to approximate counting, which is sufficiently useful for most purposes.
More formally, we have a DNC with churn that is up to linear in n in which an oblivious adversary has
selected some R nodes in V 0 and colored them red. R is called the support of red nodes. We want most
nodes in the network to estimateR under an oblivious adversary.
Our algorithm (Algorithm 4.1) uses random numbers drawn from the exponential distribution, whose
probability density function recall is parameterized by λ and given by f(x) = λe−λx for all x > 0. The
expected value of a random number drawn from the exponential distribution of parameter λ is 1/λ. Our
algorithm hinges primarily on an important property that relates the minimum of several exponentially
distributed random variables with their parameters.
Property 1 (see [61] or [86]). ConsiderK > 1 independent random variables Y1, Y2, . . . , YK , each following
the exponential distribution of rate λi. The minimum among all Yi’s, for 1 6 i 6 K, is an exponentially
distributed random variable with parameter
∑K
i=1 λi.
The idea behind our algorithm (see Algorithm 4.1 for pseudocode) exploits Property 1 in the following
manner. Each of theR red nodes generates an exponentially distributed random number with parameter 1
(and a precision of Θ(logn) bits) and floods its random numbers, but only propagating the minimum and
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eliminating all other random numbers. Since each node only needs to flood the smallest random number seen
so far, the message broadcast by each node per time step is only O(logn) bits (or O(polylog n) bits when
O(polylog n) executions are run in parallel). Out of theR red nodes, at leastR′ nodes of cardinality at least
R− O(C(n)) will be unsuppressed. Then the minimum s¯ among those R′ random numbers will also be
exponentially distributed, but with parameterR′. Thus 1/s¯ serves as an estimate ofR′, and therefore also for
R (within O(C(n))). To get a more accurate estimation of R, we can exploit sharp concentration bounds
(see [87] and pp. 30, 35 of [45]) when the process is repeated (in parallel) a sufficient number of times and
thereby obtaining the following claim.
Note: The following pseudocode is executed at every node u. P ∈ Θ(logn) controls the precision of our estimate.
At round 0:
1: Draw P random numbers s1, s2, . . . , si, . . . , sP , each from the exponential random distribution with rate 1.
{Each si is chosen with a precision of Θ(logn) bits to ensure that the smallest possible positive value is at most 1nΘ(1) .}
2: For each si, create a message mu(i) containing si and a terminating condition: HAS ENCOUNTERED A MESSAGE mv(i) WITH
A SMALLER RANDOM NUMBER.
{Notice that a message with index i will terminate only when it encounters another message with the same index, but smaller
random number. }
3: For each i, initiate flooding of message mu(i).
For the next t = Θ(logn) rounds:
4: Continue flooding messages respecting their termination conditions (mentioned in line number 2). I.e., among all messages of
the form m∗(i), only one message with the smallest random number will continue to flood; all others will be terminated.
{It is easy to see that the number of bits transmitted per round through a link is at most O(log2 n).}
At the end of the Θ(logn) rounds (i.e., the terminating round):
5: For each i, the node u holds a message mv(i). Let s¯u(i) be the random number contained in mv(i).
6: s¯u ←
∑
i
s¯u(i)
P
.
7: Node u outputs 1/s¯u as its estimate ofR. {Now that the estimation is completed, all messages can be terminated.}
Algorithm 4.1: Algorithm to estimate the supportR of red nodes whenR > n/2.
Theorem 2. Consider an oblivious adversary and let γ be an arbitrary fixed constant > 1. Let R¯ =
max(R, n−R). By executing Algorithm 4.1 to estimate bothR and n−R, at least (1− β)n nodes in the
terminating round will estimate R¯ to within [(1− δ)R¯, (1 + δ)R¯] for any δ > 2β with probability at least
1− n−γ .
We point out that the above technique fails when churn is controlled by an adaptive adversary (capable of
observing the random numbers generated by the nodes) or when Byzantine nodes are present. An adaptive
adversary can selectively churn out nodes that generate the smallest random numbers, while Byzantine nodes
can fake the minimum value.
4.3 Dynamic Sampling
We now turn our attention to another prominent algorithmic tool that has played a crucial role in designing
algorithms capable of handling adversarial dynamism and Byzantine faults. This random walks based tool has
low overhead (of only O(logn) random walk tokens communicated over each edge per time step) and allows
most nodes to sample a steady stream of Θ(logn) nodes from the network at each time step. Apart from
being lightweight, random walks work in a highly parallel and distributed manner that makes it difficult for
any adversary — whether it be the adversary that controls dynamism or the adversary that controls Byzantine
faults — to predict or manipulate. Although this technique has been useful in Byzantine settings [12], our
focus in this survey will be limited to the DNC model without any Byzantine nodes, but a churn rate of up to
O(n/polylog n) nodes per time step controlled by an oblivious adversary.
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1: for each round r do
2: for each node v in parallel do
3: Initiate Θ(logn) random walk tokens with:
(i) a time to live (TTL) timer set to τ ∈ Θ(logn), and
(ii) a stamp of the source node’s ID.
4: If there are any random walk tokens with expired TTL timers, v “consumes” their source node ID’s
as the required samples and discards the tokens.
5: Move each of the remaining random walk tokens to a uniformly and independently chosen neighbor
(after decrementing their TTL timers).
Algorithm 4.2: Random sampling in a dynamic network.
We will now present the random sampling algorithm (see Algorithm 4.2 for pseudocode) and sketch
its analysis. In order to get a steady stream of samples, the algorithm is typically executed ad infinitum
in the background so that any other protocol that requires samples can consume them as needed. At each
time step, every node u in the network generates Ω(logn) new random walk tokens that are stamped with
u’s ID. The random walk tokens take independent random steps (i.e., move to a neighbouring vertex with
equal likelihood) each round for a period of Θ(logn) rounds. At this point in time the tokens have mixed
sufficiently and the source ID stamped into the random walk token can be “consumed” as a sample. Clearly,
the samples may not all be good. For example, some of the samples may be pointing to nodes that have
already churned out, thereby making such samples meaningless in the current round. However, we show
that there is a large set of nodes (of cardinality (1− o(n))n) called Core such that nodes within the Core
receive good samples from other nodes within the Core. We now formally state our result and subsequently
sketch its proof. (For complete proof, see [11, 14].)
Theorem 3 (Dynamic Sampling Theorem). There exists a τ ∈ Θ(logn) such that for all r > 1, there exists
a set of nodes Core ⊆ V r ∩V r+τ for which the following properties hold for arbitrary choice of s ∈ Core
and d ∈ Core:
1. |Core| ∈ Ω(n/polylog n).
2. The number of tokens that pass through an edge at any round is at most O(polylog n) with high
probability.
3. A random walk token initiated in round r at s will terminate at d in round r + τ with probability in
Θ(1/n).
4. Finally, as a complement to the previous property, a random walk that terminated at d in round r + τ
was initiated by s with probability in Θ(1/n).
Proof Sketch. It is of course well-known via standard spectral theoretic analysis that random walks on
d-regular expander graphs will reach close to stationary distribution within O(logn) time steps. Moreover,
the d-regularity will ensure that the expected number of random walk tokens is uniform across all nodes,
thereby ensuring that at most polylog(n) tokens move across each edge per time step — both on expectation
and with high probability. As a result, Protocol 4.2 will clearly provide a steady stream of random samples
from the set of nodes when the underlying communication graph is a static d-regular expander.
There are two main issues to wrestle with when analyzing the random sampling algorithm when the
underlying communication graph can be dynamic. Firstly, under churn of O(n/polylogn) per time step,
many random walks will be eliminated along with nodes that are churned out. Secondly, can an oblivious
adversary capable of both churn and rewiring the graph at every time step inject significant bias? We need
a more nuanced analysis to show that the dynamic sampling protocol is indeed capable of providing good
samples to most nodes.
Before we grapple with churn, let us make a few observations about the random sampling when the node
set is fixed. This will allow us to focus on the mixing characteristics when random walks are preserved.
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Since the communication graph is a d-regular graph at each time step, the expected number of random walk
tokens at each node per time step is going to stay bounded. Moreover, Das Sarma et al. [43] show that the
standard spectral graph theoretic analysis can be applied to dynamic graphs when the node set is fixed. In
particular, when each of the communication graphs is a d-regular expander with each of their second largest
eigenvalues in absolute value upper bounded by λ < 1, the random walks will reach close to the uniform
stationary distribution.
To extend the analysis to networks with churn, we follow a two step process. In the first step, we transform
the dynamic network with churn into a virtual network without churn. We achieve this by copying the state
of each node that is about to be churned out on to a node that is churned in. So in this virtual network, the
random walk tokens are preserved. The results from [43] can be applied to the virtual network and from
this, the mixing time characteristics of tokens in the virtual network can be inferred. The second step will be
translate the random walk characteristics in the virtual network over to dynamic networks with churn. We
show that a churn of O(n/polylog n) nodes per time step can only have a limited impact and that most nodes
will in fact receive well-mixed tokens at every time step.
5 Other Related Work and Comparison
There has been a significant amount of work in dynamic networks in recent years. We discuss and compare
those that are related to the model and algorithms outlined in this article.
5.1 Dynamic Networks
Dynamic networks have been studied extensively over the past three decades. Some of the early studies
focused on dynamics that arise out of faults, i.e., when edges or nodes fail. A number of fault models, varying
according to extent and nature (e.g., probabilistic vs. worst-case) and the resulting dynamic networks have
been analyzed (e.g., see [9, 83]). There have been several studies on models that constrain the rate at which
changes occur, or assume that the network eventually stabilizes (e.g., see [3, 48, 58]). Some of the early work
on general dynamic networks include [4, 18] which introduce general building blocks for communication
protocols on dynamic networks. Another notable work is the local balancing approach of [17] for solving
routing and multicommodity flow problems on dynamic networks. Most of these papers develop algorithms
that will work under the assumption that the network will eventually stabilize and stop changing.
Modeling general dynamic networks has gained renewed attention with the recent advent of heterogeneous
networks composed out of ad hoc, and mobile devices. To address highly unpredictable network dynamics,
stronger adversarial models have been studied by [16, 43, 91, 77] and others; see the recent survey of [31]
and the references therein. The works of [77, 16, 43] study a model in which the communication graph can
change completely from one round to another, with the only constraint being that the network is connected
at each round ([77] and [43] also consider a stronger model where the constraint is that the network should
be an expander or should have some specific expansion in each round). The model has also been applied
to agreement problems in dynamic networks; various versions of coordinated consensus (where all nodes
must agree) have been considered in [77]. The recent work of [37], studies the flooding time of Markovian
evolving dynamic graphs, a special class of evolving graphs.
The model of [76] allows only edge changes from round to round while the nodes remain fixed. On
the other hand, this article focuses on a dynamic network model where both nodes and edges can change
by a large amount. Therefore, this framework is more general than the model of [76], as it is additionally
applicable to dynamic settings with node churn. According to [75], coping with churn is one of the important
open problems in the context of dynamic networks.
An important aspect of the algorithms discussed here is that they will work and terminate correctly even
when the network keeps continually changing. There has been considerable prior work in dynamic P2P
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networks (see [92] and the references therein) but these do not assume that the network keeps continually
changing over time. On the other hand, an important aspect of the protocols outlined here is that they work
even when the network is continually changing in an highly dynamic and adversarial manner. Most prior
algorithms (e.g., [80, 67, 94, 93, 20, 84]) will only work under the assumption that the network will eventually
stabilize and stop changing or there is a “repair” time for maintenance when there are no further changes (till
the repair/maintenance is finished); these algorithms do not work under high continuous adversarial churn.
Due to the mobility of nodes, mobile ad-hoc networks can also be considered as dynamic networks. The
focus of [91] are the minimal requirements that are necessary to correctly perform flooding and routing in
highly dynamic networks where edges can change but the set of nodes remains the same. In the context of
agreement problems, electing a leader among mobile nodes that may join or leave the network at any time
is the focus of [36, 35]. To make leader election solvable in this model, Chung et al. introduce the notion
of D-connectedness, which ensures information propagation among all nodes that remain long enough in
the network. Note that, in contrast to the model discussed here, this assumption prohibits the adversary
from permanently isolating parts of the network. The recent work of [64] presents information spreading
algorithms on dynamic networks (with no churn) based on network coding [5].
5.2 Fault-Tolerance
In most work on fault-tolerant agreement problems the adversary a priori commits to a fixed set of faulty
nodes. In contrast, [46] considers an adversary that can corrupt the state of some (possibly changing) set of
O(
√
n) nodes in every round. The median rule of [46] provides an elegant way to ensure that most nodes
stabilize on a common output value within O(logn) rounds, assuming a complete communication graph.
Expander graphs and spectral properties have already been applied extensively to improve the network
design and fault-tolerance in distributed computing (cf. [108, 52, 25]). Law and Siu [80] provide a distributed
algorithm for maintaining an expander in the presence of churn with high probability by using Hamiltonian
cycles. In [94] it is shown how to maintain the expansion property of a network in the self-healing model
where the adversary can delete/insert a new node in every step. In the same model, [93] present a protocol
that maintains constant node degrees and constant expansion (both with probability 1) against an adaptive
adversary, while requiring only logarithmic (in the network size) messages, time, and topology changes per
deletion/ insertion. In [8], it is shown that a SKIP graph (cf. [7]) contains a constant degree expander as a
subgraph with high probability. Moreover, it requires only constant overhead for a node to identify its incident
edges that are part of this expander. Later on, [67] presented a self-stabilizing algorithm that converges from
any weakly connected graph to a SKIP graph in time polylogarithmic in the network size, which yields a
protocol that constructs an expander with high probability. In [20] the authors introduce the hyperring, which
is a search data structure supporting insertions and deletions, while being able to handle concurrent requests
with low congestion and dilation, while guaranteeing O(1/ logn) expansion and O(logn) node degree.
The k-Flipper algorithm of [84] transforms any undirected graph into an expander (with high probability)
by iteratively performing flips on the end-vertices of paths of length k + 2. Based on this protocol, the
authors describe how to design a protocol that supports deletions and insertions of nodes. Note that, however,
the expansion in [84] is only guaranteed with high probability however, assuming that the node degree is
Ω(logn).
In the context of maintaining properties in P2P networks, Kuhn et al. consider in [78] that up to O(logn)
nodes can crash or join per constant number of time steps. Despite this amount of churn, it is shown in [78]
how to maintain a low peer degree and bounded network diameter in P2P systems by using the hypercube
and pancake topologies. Scheideler and Schmid show in [103] how to maintain a distributed heap that allows
join and leave operations and, in addition, is resistent to Sybil attacks. A robust distributed implementation of
a distributed hash table (DHT) in a P2P network is given by [22], which can withstand two important kind of
attacks: adaptive join-leave attacks and adaptive insert/lookup attacks by up to εn adversarial peers. This
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paper assumes that the good nodes always stay in the system and the adversarial nodes are churned out and
in, but the algorithm determines where to insert the new nodes. Note that, however, collisions are likely to
occur once the number of attacks becomes Ω(
√
n).
There has been a lot of work on P2P algorithms for maintaining desirable properties (such as connectivity,
low diameter, bounded degree) under churn (see e.g., [92, 68, 78], but these don’t work under large adversarial
churn rates. There has also been significant work in the design of P2P systems for doing efficient search.
These can be classified into two categories — (1) Distributed Hash Table(DHT)-based schemes (also called
“structured” schemes) and (2) unstructured schemes; we refer to [82] for a detailed survey. However much
of these systems have no provable performance guarantees under large adversarial churn. There has been
works on building fault-tolerant Distributed Hash Tables (which are classified as “structured” P2P networks
unlike ours which are “unstructured” e.g., see [92]) under different deletion models — adversarial deletions
and stochastic deletions. The structured P2P network described by Saia et al. [100] guarantees that a large
number of data items are available even if a large fraction of arbitrary peers are deleted, under the assumption
that, at any time, the number of peers deleted by an adversary must be smaller than the number of peers
joining. Naor and Weider [90] describe a simple DHT scheme that is robust under the following simple
random deletion model — each node can fail independently with probability p. They show that their scheme
can guarantee logarithmic degree, search time, and message complexity if p is sufficiently small. Hildrum
and Kubiatowicz [66] describe how to modify two popular DHTs, Pastry [99] and Tapestry [111] to tolerate
random deletions. Several DHT schemes (e.g., [105, 98, 70]) have been shown to be robust under the simple
random deletion model mentioned above. There also have been works on designing fault-tolerant storage
systems in a dynamic setting using quorums (e.g., see [88, 89]). However, these do not apply to our model of
continuous churn.
5.3 Distributed Agreement and Byzantine Agreement
The distributed agreement (or consensus) problem is important in a wide range of applications, such as
database management, fault-tolerant analysis of aggregate data, and coordinated control of multiple agents or
peers. There is a long line of research on various versions of the problem with many important results (see
e.g., [9, 83] and the references therein). The relaxation of achieving agreement “almost everywhere” was
introduced by [52] in the context of fault-tolerance in networks of bounded degree where all but O(t) nodes
achieve agreement despite t = O( nlogn) faults. This result was improved by [108], which showed how to
guarantee almost everywhere agreement in the presence of a linear fraction of faulty nodes. Both the work of
[52, 108] crucially use expander graphs to show their results.
We note that Byzantine adversaries are quite different from the adversaries considered in this article. A
Byzantine adversary can have nodes behaving arbitrarily, but no new nodes are added (i.e., no churn), whereas
in this case (an external) adversary controls the churn and topology of the network but not the behavior of the
nodes. Despite this difference it is worthwhile to mention that there has been significant work in designing
peer-to-peer networks that are provably robust to a large number of Byzantine faults [55, 66, 90, 102].
These focus only on robustly enabling storage and retrieval of data items. The problem of achieving almost-
everywhere agreement among nodes in P2P networks (modeled as an expander graph) is considered by King
et al. in [74] in the context of the leader election problem; essentially, [74] is a sparse (expander) network
implementation of the full information protocol of [73]. More specifically, [74] assumes that the adversary
corrupts a constant fraction b < 1/3 of the processes that are under its control throughout the run of the
algorithm. The protocol of [74] guarantees that with constant probability an uncorrupted leader will be
elected and that a 1−O( 1logn) fraction of the uncorrupted processes know this leader. The algorithm of [74]
does not work for dynamic networks. In another work [72], the authors use a spectral technique to “blacklist”
malicious nodes leading to faster and more efficient Byzantine agreement in static networks. The idea of
blacklisting, unfortunately, won’t work in the DNC model since the adversary can change the identities of
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Byzantine nodes by churning out old ones and introducing new ones. Other works on handling Byzantine
nodes in the context of P2P networks include [102, 19, 54, 56, 21, 32, 110]. The work of [62] presents a
solution for maintaining a clustering of the network where each cluster contains more than two thirds honest
nodes with high probability in a setting where the size of the network can vary polynomially over time.
6 Summary and Open Problems
Large-scale, highly dynamic networks are increasingly dominant in the real world. Distributed algorithms
that are robust, efficient, and secure are required. An important goal is to solve fundamental distributed
computing problems with provable guarantees, under strong models. This paper presents models, algorithms,
and techniques that work even under a high amount of adversarial dynamism and presence of Byzantine
nodes. The following are main highlights of the results discussed:
• The DNC model is a model for dynamic networks where both nodes and edges change continuously
over time (with no stabilization or quiescence) and allows a high adversarial churn rate and presence of
significant amount of Byzantine nodes. The model generalizes the churn-free dynamic model, where
only edges change and nodes remain fixed.
• It is shown that one can efficiently perform non-trivial distributed tasks such as agreement, leader
election, and storage and search even under a high rate of adversarial churn and presence of a large
number of Byzantine nodes under an oblivious adversary (both the churn and the topology are controlled
by an oblivious adversary). All these problems can be solved in polylogarithmic (in n, where, is the
stable network size) rounds in a scalable way (i.e., nodes send and receive only polylogarithmic
sized messages per round and process only polylogarithmic bits per round) and can tolerate up to
O(
√
n/polylog(n)) churn (per round) and O(
√
n/polylog(n)) Byzantine nodes (per round). If there
is only churn, then one can tolerate up to n churn rate for agreement and O(n/ polylog(n)) churn
rate for storage and search; again, the protocols take polylogarithmic rounds and are scalable.
• Information spreading, support estimation, random walks, and expansion properties of the underlying
graph prove crucial in designing robust, efficient, and local algorithms that tolerate a high degree of
churn and Byzantine nodes.
• The results and techniques also seamlessly apply to dynamic models without churn (where only edges
change) as well as to static networks (where nodes and edges remain fixed, but some nodes can fail and
others can be Byzantine). While the amount of failures and Byzantine nodes that can be tolerated is less
compared to protocols that are designed specifically for static networks (where up to a linear fraction
of Byzantine nodes can be tolerated [108]), the protocols here are extremely lightweight, simple, and
scalable compared to prior protocols.
• A key ingredient for all the results discussed here is that the underlying graph be an expander at all
times. To implement this in a distributed manner under high adversarial churn is challenging. The
article discusses a protocol that essentially achieves this — it maintains a large expander subgraph in
every round with high probability.
There are a number of key problems for further research:
1. Extend the results presented in this paper to general graphs, in particular to those which have expansion
less than a constant. More precisely, quantify tradeoffs between the amount of churn that can be
tolerated with the properties of the graph such as expansion or conductance.
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2. An important open problem is whether we can tolerate significantly more Byzantine nodes in a
dynamic network when the churn adversary is oblivious. More precisely, can we perform efficient
(polylogarithmic rounds) Byzantine agreement and leader election when the number of Byzantine nodes
is significantly more than
√
n/ polylog(n)) (per round) under an oblivious adversary that controls
both the churn and the topology. A similar question also applies to the storage and search problem
under presence of Byzantine nodes. Note that the O(
√
n/ polylog(n)) lower bound on the number
of Byzantine nodes (per round) and churn rate applies only when the churn adversary is adaptive; in
fact, this bound holds even when there are no Byzantine nodes and there is only adaptive churn [12].
The oblivious model is important for various reasons. Historically, oblivious models in the Byzantine
setting have been hard to solve (see. e.g., [27]); also it is less stringent and arguably more realistic.
It might be possible to tolerate as much as O(n/ polylog(n)) churn in this model; on the other hand,
no lower bounds are known. Another key open problem is whether one can design a scalable (that
processes and sends only polylogarithmic bits per node per round) algorithm for the agreement problem
(even without Byzantine nodes) under the adaptive churn adversary.
3. Is it possible to design protocols that work when the network size is not known and may even change
over time? This will result in a protocol that has fully local knowledge (the current protocols need
knowledge of n and allows only little change in network size). This issue requires devising a distributed
protocol that can measure network parameters such as size, average degree etc. under churn and
Byzantine nodes.
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