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Abstract 
In this paper, a novel approach is proposed for asymmetric object recognition in computer vision. Asymmetric object 
is very common in the world but often ignored by researchers. It has a visual mirror when we view it from the 
opposite viewpoint. This property can help us to learn a discriminative model from a large number of labeled images 
with boxes bounding the interest objects. The novel idea of our approach is that visual mirror of each instance is 
created to increase the number of training dataset and the position and viewpoint of each instance in the image can be 
estimated by latent Structural Support Vector Machine (SSVM), which is an important instrument for machine 
learning in recent years. Experiment proves that our approach has a considerable precision in Caltech101 dataset. 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of [CEIS 2011] 
Keywords: Asymmetric object recognition; Visual mirror; Latent SSVM 
1. Introduction
There are lots of challenging tasks in object recognition, such as the occlusions, viewpoints, lighting
changes, and so on. In this paper, we address one of these challenges, the asymmetric object recognition 
problem, which is often ignored by researchers but is very important in general object recognition. 
Before learning a model for recognition, the task we need to do is object representation. The shape and 
appearance features of the objects are efficient for detecting and recognizing a common category, such as 
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Fig. 1. (a) Symmetric models; (b) & (c) Asymmetric models viewed from two opposite sides. Note that the models trained using 
“Root” and “Parts” filters have different energy distributions, more details referred in [5]. 
the Histogram of Orientation Gradient (HOG) features [1] and the color descriptors [2]. Many literatures 
have proved the success of the HOG features and there are also many extended HOG features, such as 
HOG-LBP [3] and HOF [4]. Here, we use the extended HOG features which are described in [5] due to 
its contrast-sensitive orientations and analytic dimensionality reduction techniques. 
As we know, object recognition can be divided into two categories: generative and discriminative. 
Correspondently, the learning methods can also be divided into generative and discriminative. The former 
recognizes the object through describing images or generating images by models and making it really 
look like the likelihood probability. Implicit Shape Model (ISM) is a prominent progress of the 
generative. It builds a prior codebook, and then uses a probabilistic extension of the Generalized Hough 
Transform (GHT) to cast votes for the candidate position of the object [6]. However, here we do care 
about the latter, which recognizes objects by the posterior probability of a given image. 
The discriminative method for object recognition makes a huge progress and becomes popular 
recently. Especially when it is combined with the latent variable model, such as [7,8,9,10]. Yu et al. 
presented a framework and formulation for learning Structural SVM with latent variables [7], which is a 
non-convex optimization problem and can be solved by the Convex-Concave Programming (CCCP) 
effectively [11]. Vedaldi et al. used it for detecting objects with partial truncation [8], and Kumar et al. 
proposed a self-paced learning method for latent variable model to prevent the algorithm getting stuck in 
a bad local optimum [9]. Furthermore, Wang et al. applied it for cluttered indoor scene understanding 
without hand-labeling of the clutters in the training set [10]. In this paper, we use this model for deciding 
the position and viewpoint of the object. 
In practice, one of the most important problems in object recognition is the variation of viewpoints. 
Fig. 1 (b) and (c) show that asymmetric object has different appearance evidently when we observe it 
from the opposite side. In this paper, we concentrate on the recognition of the asymmetric objects with 
their visual mirrors, which is a prominent property of the asymmetric objects differ from that of the 
symmetric objects. As for symmetric object recognition, Felzenszwalb et al. studied it on the PASCAL 
datasets and achieved a distinguished advancement [5]. However, they did not deal with the problem of 
asymmetric object recognition because symmetric models are not fit for recognizing asymmetric objects, 
Fig. 1 (a). 
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In this paper, we propose a discriminative model for learning asymmetric objects in the next section, 
and give the optimization method based on the SSVM with latent variables for our proposed model in 
section 3. Section 4, experiment is given to evaluate our model and followed by the conclusion. 
2. Discriminative Model 
Suppose we are given the training dataset 1 , where i{( , )}
n
i i iD x y == x  is the data feature vector of the 
i-th instance, i  is the label of that instance,  is the number of the instances in the training dataset. Note 
that each instance in training is labeled with bounding box for its region in the static image. Now, we 
want to learn a function ,
y n
( )y f x= x X∈ , , which gives a confidence score for the object 
existing in an image. The auxiliary latent variable h  is used to specify the exact position and it’s 
flipping horizontally or not. We define the function 
y Y∈
H∈
f  as ˆ) )( ; (xf x w = y w  where 
( , )
ˆ( ( ), ( )) arg max , ( , , )x x
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y w h w w x y h
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where ( , , )x y hΦ  is a joint feature map. For example, in the “Airplanes” model, the joint feature map can 
be modeled as the HOG features, which are extracted from the area bounded with box  in the image. h
Given the training data, we can learn the parameters w  discriminatively by minimizing the following 
regularized empirical risk: 
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3. Optimization 
Minimizing the regularized risk ( )R w
ˆ
ix
h
 as defined by (2) is difficult because the loss depends on the 
parameter  through latent variables . To overcome this problem, it is possible to optimize an 
upper bound 
w ( )w
*
*
,
ˆ ˆ ˆˆ ˆ ˆ( , ( ), ( )) ( , ( ), ( ))[1 , ( , ( ), ( )) , ( , , ( )) ]
max ( , , )[1 , ( , , ) , ( , , ( )) ]
i i i i i i i
i
i x x i x x i x x i i x
i i i i x
y Y h H
y y w h w y y w h w w x y w h w w x y h w
y y h w x y h w x y h w
∈ ∈
Δ ≤ Δ + 〈 Φ 〉 − 〈 Φ 〉
≤ Δ + 〈 Φ 〉 − 〈 Φ 〉
* *
     (3)
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∈
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Due to the above loss upper bound, the optimization problem is reformed as follows: 
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The problem (4) can be written as minimizing the difference of two convex functions: 
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This allows us to solve it using the Concave-Convex Procedure outlined in Algorithm 1, which is 
guaranteed to decrease the objective function and to converge to a local minimal or saddle point in finite 
iterations [11]. 
The algorithm includes two main steps: (1) imputing the latent variables 
ix
, which corresponds to 
computing the upper bound for the concave function part; (2) updating the new iterate  using the 
* ( )h w
1tw +
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completed latent variables 
ix
h  as if they were completely observed. The latter requires us to solve a 
convex SSVM learning problem, for which several efficient algorithms exist in the literature such as 
cutting-plane [12] or stochastic gradient methods [13]. 
* ( )w
Algorithm 1: The CCCP for SSVM 
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4. Experiments 
In this section, we evaluate our asymmetric model on the Caltech101 database, and compare it with the 
models proposed in [1] and [5]. In practice, we adopt the curriculum learning procedure [9]. 
4.1. Learning Procedure 
1) Initializing . We collect easy samples for training initial model, and then train an effective model 
for the next iteration optimization. In this process, we flip the original object images horizontally to 
increase the number of the samples, extract the extended HOG features and cluster them to two classes, 
indicating the object views from one profile and the opposite side. 
0w
2) Computing 
ix
h  and  alternately. Detecting the exact bounding box of the object for each 
instance and its mirror and selecting the better. The best latent position of each instance can also be got in 
this process. After collecting all instances with latent information, we retrain the model. 
* ( )w 1tw +
4.2. Dataset and Features 
Caltech101 database contains 101 categories, and most of them have about 50 images. The object in 
the images is labeled with bounding box and the annotation information is also provided. We train and 
test our model on the easy category “Airplanes” and the difficult one “Dragonfly”. The former has 800 
positive images, and the latter has only 68 positives. We make the images in the categories except for the 
positive category as the negatives. 
For training our discriminative models, the extended HOG features from [5] are employed. It includes 
9 contrast-insensitive orientations and 18 contrast-sensitive orientations. The 27-dimensional orientation 
feature vector is produced by the analytic projection of the 36-dimensional contrast-insensitive features 
and the 72-dimensional contrast-sensitive features. 
4.3. Results
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We firstly divided the dataset into two-folds for training and testing, and then trained the models using 
the “Root” and “Parts” architectures referred from [5]. The learned models for “Airplanes” are showed in 
Fig. 1 (b) and (c). The test results on the “Airplanes” and “Dragonfly” are displayed in Fig. 2. From the 
PR curves, we know that the asymmetric model has better performance than the symmetric one. Besides, 
the time consumed in asymmetric model training is nearly the same as in the symmetric model. 
5. Conclusions 
In this paper, we proposed a novel approach for asymmetric object recognition in computer vision. 
Based on its visual mirror property, we can learn a discriminative model from a large number of labeled 
images. Visual mirror of each sample is created to increase the number of training dataset. The position 
and viewpoint of each instance is estimated by the latent SSVM. Experiment proved that our approach 
had made a great progress in Caltech101 dataset. In further, we will move to recognize rotated objects 
which can also be modeled by the latent SSVM. 
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