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FRACTOGRAPHY OF FRESH VS. DRY BONES 
RESHMA SATISH 
ABSTRACT 
 Limited experimentation has been conducted on fractography of fresh versus dry 
bones. The present project examined the presence of select fractographic features on wet 
and dry bone specimens over a time interval of 15 months. The experimental remains 
consisted of a total of 81 white-tailed deer (Odocoileus virginianus) long bones as a 
proxy for human long bones. A subsample of 15 long bones that were defleshed of most 
external soft tissue was subjected to blunt force trauma every 30 days for a total of three 
months. After these three months passed, a subsample of 15 bones was subjected to blunt 
force trauma every 90 days for the remaining 12 months. Following fracturing, the long 
bones were macerated and the fractures on the long bones were inspected, and 
observations were recorded and photographed. The author hypothesized that the 
presence (or absence) of fractographic features including hackle patterns, bone mirror, 
cantilever curls, and arrest ridges, on the fractured long bones would differ on fresh 
versus dry bones. Therefore, the difference in fractographic features found on the fresh 
versus dry bones would allow greater separation of perimortem from postmortem 
fractures. Other fracture characteristics such as fracture angle, fracture surface texture, 
fracture jaggedness, number of fragments produced, and type of fracture produced were 
also observed as part of the data collected in this research to potentially confirm the 
findings and results of previous studies conducted on differentiating between perimortem 
and postmortem trauma on bone.  
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 This study disproved the hypothesis by concluding that the presence (or absence) 
of fractographic features is not greatly affected by time exposure and therefore, does not 
aid in distinguishing between fresh bone and dry bone fractures. Fractographic features 
were present and absent on bone specimens during all postmortem intervals. The only 
statistically significant difference discovered was that bone hackle patterns are more 
commonly observed than cantilever curls on bones with a later PMI. Other general 
trends observed were that the number of bones showing bone hackle patterns increased 
over time and the number of bones showing bone mirror decreased over time. 
 In addition, the results of the study revealed that the only fracture characteristic 
that showed a slightly significant difference with time of exposure was the fracture 
surface texture produced. The probability of a bone showing intermediate fracture 
surfaces is statistically significantly higher than a bone showing rough fracture surfaces 
when the represented PMI is fresh. The probability of a bone showing intermediate 
fracture surfaces is statistically significantly higher than a bone showing smooth fracture 
surfaces when the represented PMI is dry. 
 The present study showed that the fracture characteristics including fracture 
angle, fracture type, number of fragments produced, and fracture jaggedness were not 
greatly influenced by exposure of time but, certain patterns and trends were recognized. 
The number of bones showing sharp fracture angles increased over time, while the 
number of bones showing intermediate fracture angles stayed stagnant. Bones showing 
comminuted fractures also increased with the progression of drying time. The average 
number of fragments produced were high during both fresh and dry PMIs and low 
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throughout the transitional postmortem intervals. Bones showing jagged, intermediate, 
and not jagged broken ends increased with the progression of time however, not jagged 
broken ends only began to appear in the sample starting at a PMI of 90 days.  
ix 
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 Fractography is the analysis of specific patterns and features that are produced on 
the fractured surfaces of materials such as glass, ceramics, and metals and their 
relationship to crack propagation (Christensen et al. 2018; Christensen and Hatch 2019; 
Hull 1999; Kimura et al. 1977; Love and Christensen 2018; Quinn 2016). Fractography 
further emphasizes the significance of focusing on the size, shape, and breakage patterns 
of material fragments in addition to the fracture surfaces of materials (Christensen et al. 
2018; Christensen and Hatch 2019; Quinn 2016). The characteristics that are evident on 
fractured surfaces are referred to as fractographic features (Christensen et al. 2018; Quinn 
2016). Examples of fractographic features include hackle patterns, bone mirror, 
compression or cantilever curls, arrest ridges, and Wallner lines (Christensen et al. 2018; 
Christensen and Hatch 2019; Love and Christensen 2018; Quinn 2016). Careful 
examination of the fractographic features and the surfaces on which they are found can 
provide information regarding the microstructure of the material, the magnitude and 
direction of crack initiation and propagation, growth rate of the crack, areas of stress 
surrounding the surface crack, and potential interpretations regarding what led to the 
failure (Christensen et al. 2014; Hull 1999; Kimura et al. 1977; McJunkins and Thornton 
1973; Quinn 2016). Understanding the attributes that may be observed by analyzing 
fractography can be beneficial in ensuring reliable and accurate explanations of future 
studies on the subject (Christensen et al. 2018; Hull 1999). 
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 This concept can be applied to bones, considering that the fracture patterns of 
glass and ceramics exhibit similar attributes to that of fractured bone. This is a result of 
the mechanical properties of bone. Bone is considered a brittle material that could 
experience plastic deformation prior to failure, and this is due to its composition of 
inorganic hydroxyapatite and organic collagen (Christensen et al. 2018; Currey 2003; 
Galloway 1989; Kimura 1977; LaCroix 2013; Quinn 2016; Wang et al. 2002; Wedel and 
Galloway 2014; White and Folkens 2005). The general composition of bone justifies how 
and why bone fractures and leaves behind a particular appearance with specific surface 
textures. Most fractures that occur to bone in a forensic context are as a consequence of 
blunt force trauma, sharp force trauma, gunshot trauma, or some degree of thermal 
alteration (Calce and Rogers 2007; Cappella et al. 2014; Christensen et al. 2018; Coelho 
and Cardoso 2013; LaCroix 2013; Love and Christensen 2018; Mann and Owsley 1992; 
Moraitis et al. 2009; Powell et al. 2010; Wedel and Galloway 2014; White and Folkens 
2005). A fracture is defined as a break in bone, and when this break takes place, it begins 
with a crack that originates at a certain location and propagates from there. A fracture 
may also lead to multiple cracks that propagate from the place of initial break 
(Christensen et al. 2014; Hull 1999; Kimura et al. 1977; Love and Christensen 2018; 
Quinn 2016).  
 The type of fractures, fracture characteristics, breakage patterns, and potentially 
the fractographic features that are present on bone can indicate whether the bone was 
fresh or dry when impacted by trauma. Wet/fresh bone retains moisture and organic 
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content including water and lipids. Dry bone lacks an organic component (collagen) and 
retains less moisture (Symes et al. 2014). 
 
Blunt Force Trauma 
 Blunt force trauma may be described as a low velocity impact produced from a 
blunt object or the low velocity impact of a body into a blunt surface (Blau 2016; Calce 
and Rogers 2007; Cappella et al. 2014; Christensen et al. 2018; Coelho and Cardoso 
2013; Fleming-Farrell et al. 2013; Green and Schultz 2016; Kranioti 2015; Moraitis and 
Spiliopoulou 2006; Passalacqua and Fenton 2012; Powell et al. 2010; Wedel and 
Galloway 2014; Wheatley 2008; White and Folkens 2005; Wieberg and Wescott 2008). 
This trauma is as a result of a slow loading force (Passalacqua and Fenton 2012; Wedel 
and Galloway 2014). A load can be described as a force or a combination of forces that is 
sustained by an object (Frost 1967; Kroman 2007; Low and Reed 1996).  
 To understand further and interpret blunt force trauma, stress, strain, and the 
relationship between the two must be defined. Stress is the force per unit area and may be 
divided into three different classifications: tensile, compressive, and shear (Kroman 2007; 
Symes et al. 2014; Turner and Burr 1993; Wedel and Galloway 2014). Strain is the actual 
deformation or alteration that is observed on the object that is receiving the stress (Symes 
et al. 2014; Wedel and Galloway 2014). Stress-strain curves measure resistance to the 
point of failure (Symes et al. 2014). With blunt force injuries, bone is capable of 
sustaining significant stress before reaching a point of failure or breakage (Wedel and 
Galloway 2014). This is as a result of bone’s composition of both organic (collagen) and 
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inorganic (hydroxyapatite) components. Bone is viscoelastic, having both flexible and 
brittle qualities, and the amount of force applied to the bone affects the deformation 
caused to the bone (Christensen et al. 2018; Currey 2003; Galloway 1989; Kimura 1977; 
LaCroix 2013; Quinn 2016; Wang et al. 2002; Wedel and Galloway 2014; White and 
Folkens 2005).  
 There are specific loading forces and fractures that are commonly witnessed in 
blunt force trauma cases. Blunt force trauma can cause abrasions, lacerations, contusions, 
and skeletal fractures as a result of direct or indirect forces (Wedel and Galloway 2014). 
Blunt forces that can act upon bone are compression, tension, rotational, shear, and 
bending. These blunt forces both respectively and collectively lead to specific types of 
complete long bone fractures. These fracture types include: (1) transverse, (2) butterfly, 
(3) oblique, (4) comminuted, (5) spiral, and (6) segmental (Kroman 2007; Wedel and 
Galloway 2014; Wheatley 2008; White and Folkens 2005; Wieberg and Wescott 2008). 
 
Perimortem Trauma vs. Postmortem Trauma 
 Fractures can be classified into three different relative temporal categories: 
antemortem, perimortem, and postmortem. Antemortem refers to fractures that the bone 
experienced prior to death. Antemortem injuries are distinctive in that signs of healing 
will be present. Perimortem is defined as bone fractures that happen near or at the time of 
death, and postmortem represents when fractures to the bone occur after death and may 
be due to taphonomic processes (Blau 2016; Karr and Outram 2012; Kranioti 2015; 
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Mann and Owsley 1992; Moraitis and Spiliopoulou 2006; Ubelaker and Adams 1995; 
Wheatley 2008; Wieberg and Wescott 2008).  
 Of the three categories describing the time at which a bone experiences injury, the 
most difficult task is differentiating between perimortem and postmortem markers on 
bone for a number of reasons. Often times when bone is all that is left, examining bone 
without any soft tissue to analyze decay and decomposition rates leads to complications 
in a time of death assessment (Cappella et al. 2014). When tissue is present, blowfly 
activity along with understanding the time at which algor mortis, rigor mortis, and livor 
mortis changes occur with regards to certain environmental conditions is accurate in 
estimating time since death (Clark et al. 1997; Gennard 2012; Haglund 1993; Rodriguez 
and Bass 1985; Simmons et al. 2010; Ubelaker and Zarenko 2011). However, with the 
absence of soft tissue, none of these changes can be observed. 
 In addition, the definitions of perimortem and postmortem differ between a 
forensic pathologist and a forensic anthropologist (Blau 2016; Kranioti 2015; Moraitis 
and Spiliopoulou 2006). Forensic pathologists describe injuries that led to death or 
happened immediately prior to death as perimortem injuries and any injuries occurring 
even minutes following death to be postmortem. To a forensic anthropologist, the terms 
perimortem and postmortem are established based on the observations classified on the 
bone and whether or not they represent characteristics that relate more closely with 
fractures and features associated with wet bone or dry bone trauma (Blau 2016). Rather 
than an injury being solely tied to a death event, trauma interpretation has allowed for 
perimortem injuries to be correlated with the damage that is present on wet bone 
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specimens (Wieberg and Wescott 2008). Therefore, forensic anthropologists who 
examine bone injuries that show high moisture content and are in a “fresh” state would 
deem the injury as perimortem, because wet bone/high moisture are more directly 
correlated with perimortem trauma (Kranioti 2015). 
 Another problem with distinguishing between perimortem and postmortem 
injuries occurs when taphonomic processes alter the bones postmortem (Bell et al. 1996; 
Calce and Rogers 2007; Cappella et al. 2014; LaCroix 2013; Moraitis and Spiliopoulou 
2006; Ubelaker and Adams 1995; Wheatley 2008; Wieberg and Wescott 2008). 
Taphonomy is the study of the alterations that happen to remains between the time of 
death and until discovery (Calce and Rogers 2007; Moraitis and Spiliopoulou 2006; 
Pokines 2014). Taphonomic alterations that may hinder evidence of time since death 
include carnivore activity such as trampling and scavenging. Trampling by carnivores 
causes dispersal of bones, breakage, and other modification to them resembling scratches 
and scrapes over time (Andrews and Cook 1985). Carnivore scavenging may result in 
disarticulation and scattering of human remains, destruction of skeletal elements, and 
interference with indicators related with the cause and manner of death (Moraitis and 
Spiliopoulou 2010). Additionally, weathering modification occurring postmortem on the 
bone surface causes cracking, delamination, and splintering which may compromise the 






 Traditional methods of examining fracture patterns on bone include observing 
fracture outline, fracture surface texture, and fracture angle in an attempt to make 
distinctions between perimortem and postmortem damage. However, limited 
experimentation has been conducted on the fractography of fresh bones (bones most 
likely fractured perimortem with a high moisture content) versus dry bones (bones most 
likely fractured postmortem with a low moisture content) (Christensen et al. 2018; Love 
and Christensen 2018; Quinn 2016). The present research examines long bones that have 
been impacted by blunt force trauma over a time interval of 15 months. The traditional 
methods of examining fracture patterns are observed in order to ensure that the 
conclusions from previous studies are supported. Thereafter, the presence of select 
fractographic features on wet and dry fractured bone specimens are analyzed. The author 
hypothesizes that the presence (or absence) of fractographic features such as hackle 
patterns, bone mirror, cantilever curls, and arrest ridges (defined in Chapter 2) on the 
fractured long bones will differ between fresh versus dry bones. Therefore, the difference 
in fractographic features found on the fresh versus dry bones may aid in the identification 
of perimortem trauma from postmortem damage based on which features are found on 
each bone specimen. The data interpreted from this research can provide information as 
for whether or not fractography as a biomechanical concept may be applied in a forensic 





Basic Bone Structure and Intrinsic Factors Affecting Bone 
Long bones can be divided into three different sections: the epiphyses, the 
diaphysis, and the metaphyses (Clarke 2008; White and Folkens 2005). The epiphyses are 
the articular proximal and distal ends of long bones, the diaphysis is the shaft of long 
bones, and the metaphyses represent the end of the shaft of long bones. The epiphyses are 
the result of secondary ossification centers and the diaphysis is the result of primary 
ossification centers of the bone (Clarke 2008; White and Folkens 2005). 
The two basic bone tissue structural types within the adult skeleton are cortical 
bone and cancellous bone. Cortical or compact bone is dense and found in the diaphysis 
of long bones (Clarke 2008; White and Folkens 2005). Porous trabecular bone is found 
where tendons attach, in the vertebral bodies, in short bones, within flat bones, and in the 
epiphyses of long bones. The histological types of mammalian bone are immature bone 
and mature bone. Immature bone (otherwise known as woven bone) initially develops in 
prenatal life (White and Folkens 2005). Woven bone is primarily laid down rapidly with 
a loose structure and a random orientation of collagen in thin layers. Woven bone is 
replaced by mature or lamellar bone during growth and development. Lamellar bone is 
highly organized in a uniform, non-random arrangement and lamellar bone has collagen 
in thicker bundles than that in woven bone (Clarke 2008; Galloway 1989; White and 
Folkens 2005). Lamellar bone is formed by osteoblasts and osteoclasts and have 
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Haversian canals. There are concentric rings of haversian lamellae surrounding the 
central Haversian canal. (Clarke 2008; Galloway 1989; White and Folkens 2005).  
As a result of the ethical issues that come with conducting experiments with 
human remains, research on human bones are extremely limited and restricted. To 
advance scientific studies, experimentation on fracture pattern analysis are conducted 
using deer long bones as a proxy for humans (Owsley et al. 1984; Wheatley 2008; Wright 
2009). When comparing human long bones to those of deer long bones, the bone types 
differ greatly; however, the mechanical properties essentially allow both types of bone to 
respond similarly to trauma (Hillier and Bell 2007; Johnson 1985; Owsley et al. 1984; 
Wheatley 2008; Wright 2009). Large mammals such as deer have fibrolamellar bone or 
plexiform bone. Fibrolamellar bone forms quicker than woven and lamellar bone and 
grows rapidly in a short period of time. In nonhuman mammals, some or all of the 
fibrolamellar bone is replaced with Haversian bone once a certain age is reached (Hillier 
and Bell 2007; Johnson 1985; White and Folkens 2005). 
Within forensic contexts, some cases involve trauma caused by a blunt force (Di 
Maio and Di Maio 1993; Wedel and Galloway 2014). When interpreting blunt force 
trauma and observing the damage impacted on bone, it is important to consider both 
intrinsic characteristics of bone and extrinsic factors of the blunt force being applied to a 
bone. Intrinsic characteristics of bone include its microstructure, morphology, ability to 
sustain an impact, stiffness, density, vulnerability of bone likely to fracture, and moisture 
content. Extrinsic factors of the loading force include the shape and mass of the blunt 
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force object along with the potential speed and duration of the loading force hitting the 
bone (Kroman 2007; Moraitis and Spiliopoulou 2006; Smith et al. 2003). 
Intrinsic characteristics of bone such as microstructure and morphology were 
previously discussed; however, bone’s resistance to failure as well as stiffness and 
density must also be examined critically to interpret fracture pattern analysis. The 
Haversian systems in bone weaken the ability for bone to withstand stress and therefore, 
bone becomes flexible. Lamellae, however, provide bone with its strong and stiff 
characteristics (Galloway 1989; Johnson 1985; Wedel and Galloway 2014). An increase 
in collagen fibers to the long axis of compact bone permits greater resistance to fracture. 
Compact bone is denser and less porous than trabecular bone and it is stronger across its 
longitudinal axis than its horizontal axis (Johnson 1985; Wedel and Galloway 2014). 
Bone that is denser is at a lower risk of experiencing fracture because these properties 
permit bone to tolerate more stress and strain (Faulkner 2000; Gregson et al. 2013). 
 
Extrinsic Factors Affecting Bone 
 Several extrinsic factors are responsible for the way that bone reacts to blunt force 
trauma. When a bone experiences trauma, it is as a result of an applied force. A force is 
any action or impact that alters the state of motion of an object (Kroman 2007; Low and 
Reed 1996). Force can be classified as direct or indirect. A direct force comes into direct 
contact with an object, while an indirect force impacts the object from a distance 
(Kroman 2007; Low and Reed 1996; Wedel and Galloway 2014). Force (F) is 
proportional to the product of mass (m) and acceleration (a). 
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F ∞ ma 
Force is distinguished by its magnitude, direction, and area of application 
(Kroman 2007). The basic types of blunt forces that produce fractures and lead to trauma 
are compression, tension, rotational, shear, and bending (Figure 2.1). Compressive forces 
lead to longitudinal breaks occurring along the diaphysis of long bones due to 
compaction (McJunkins and Thornton 1973; Wedel and Galloway 2014). A tensile force 
occurs when the bone is stretched and can lead to fractures that occur perpendicular to the 
direction of pull. A rotational force causes torsion from a load applied to the bone 
structure causing the bone to twist around an axis. Shear forces are produced when a load 
is applied parallel to the bone surface. A bending force occurs when bone experiences 
both compressive and tensile forces combined causing the concave portion of the bone to 
be compressed and the opposite portion of the bone to be under tension (Wedel and 
Galloway 2014). As a result of the aforementioned blunt forces, several kinds of 
complete fractures may manifest on long bones (Table 2.1). 
 
   
Figure 2.1. Common blunt forces (Wedel and Galloway 2014:36). 
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Table 2.1. Classification of complete fractures (Wedel and Galloway 2014:64). 
Type of Fracture Image Description 
 TRANSVERSE  
 
Transverse fractures occur at approximately right angles to 
the long axis of the long bone (Rogers 1992). These 
fractures are typically caused by a bending load. The bone 
undergoes extreme tension along the convex side while the 
concave side is under compression (Gonza 1982). Since 
bone is more resistant to compression than tension, the 
convex side is the first to yield, resulting in failure that 
occurs at the right angle to the long axis.  
     OBLIQUE  
 
Oblique fractures run diagonally across the diaphysis, 
typically at a 45-degree angle (Rogers 1992). They are 
usually caused by the combination of angulation and 
compressive forces of moderate strength. The magnitude of 
the tension and compression determine the proportion of 
transverse to oblique components in the fracture. When the 
compressive forces are larger than the bending forces, the 
bone fails in compression and produces a purely oblique 
fracture. If the bending forces are larger than the 
compressive forces, the failure may resemble a transverse 
fracture (Wedel and Galloway 2014; Gonza 1982).  
      SPIRAL  
 
Spiral fractures can appear when a long bone is subjected to 
torsion (Currey 2002; Wedel and Galloway 2014; Wheatley 
2008). Spiral fractures circle the shaft and include a vertical 
step. These fractures are caused by rotational forces on the 







Type of Fracture Image Description 
COMMINUTED  
 
A comminuted fracture has been classified by the presence 
of two or more additional fragments. The degree of 
comminuted fractures can be further defined by the severity 
of the fragmentation (Gonza 1982).  
  BUTTERFLY  
 
A common type of comminuted fracture observed is the 
“butterfly” fracture. A butterfly fracture consists of two 
segments of bone and a small “butterfly fragment,” which 
is an elongated triangular fragment produced on the 
concave side of an angulation fracture (Gonza 1982; 
Rogers 1992). “Butterfly” fractures result from external 
force causing angulation fractures in the presence of 
compression (Wedel and Galloway 2014). In these cases, 
this external force produces bending in the bone, 
constructing a concave surface at the impact site with a 
convex surface on the opposite side. The tension stresses on 
the convex surface produce a linear fracture, while the 
compression stresses on the concave surface result in either 
splintering or multiple fractures in the bone (Wedel and 
Galloway 2014; Ubelaker and Adams 1995).  
  SEGMENTAL  
 
A segmental fracture occurs when multiple fractures leave 
diaphyseal portions separated from the proximal or the 
distal ends. Wedel and Galloway (2014) notes that there are 
several types of segmental fracture classifications: 3-part 
segmental, 4-part segmental, and segmental with 
longitudinal fracture.  
 
Fresh Bone vs. Dry Bone 
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 The moisture content of bone affects whether or not bone will fracture, and, if so, 
how bone will fracture. The composition of bone results in the differences that are 
observed between fresh and dry bone. Fresh bone (i.e., wet or green bone) has high 
moisture and is capable of withstanding a large amount of stress and load before failing, 
allowing it to exhibit elastic qualities. Therefore, a large force delivered to the bone is 
required in order to fracture fresh bone (Ubelaker and Adams 1995; Wheatley 2008; 
White and Folkens 2005; Wieberg and Wescott 2008). 
Dry bone has a relatively low moisture content and sometimes lacks soft tissue. 
As a result of the decomposed collagen network of dry bone, it is more susceptible to 
breakage (Calce and Rogers 2007; Coelho and Cardoso 2013; Ubelaker and Adams 1995; 
Wheatley 2008; White and Folkens 2005; Wieberg and Wescott 2008). Dry bone is 
incapable of sustaining heavy loads, so it fails and fractures more quickly. Dry bone 
exhibits a brittle nature, and therefore, small bone fragments can be produced even with a 
low velocity impact (Wieberg and Wescott 2008). Breaks through the epiphyses and 
across the diaphysis commonly occur with dry bones, which leads to several postmortem 
fractures showing perpendicular or parallel breaks across the bone surface (Coelho and 
Cardoso 2013; Moraitis and Spiliopoulou 2006; Wheatley 2008; Wieberg and Wescott 
2008). These breaks often occur at right angles to the long axis of the bone. Ultimately, 
fresh fractured bones that have been recently deposited are more likely to exhibit smooth 
surfaces than dry fractured bones, which exhibit rough surfaces (Calce and Rogers 2007; 
Coelho and Cardoso 2013; Green and Schultz 2016; Karr and Outram 2012; Symes et al. 
2014; Ubelaker and Adams 1995; Wheatley 2008; White and Folkens 2005; Wieberg and 
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Wescott 2008). These differences that are observed between wet bone and dry bone can 
be explained by the source of the load (Kemp 2016). Wet bone requires more energy to 
fracture than dry bone. A high energy force produces a smooth fracture texture surface 
due to propagation through vascular spaces and a low energy force produces a rough 
fracture texture surface as a result of spread around vascular spaces (Kemp 2016).  
 Wieberg and Wescott (2008) examined the relationship between blunt force 
trauma characteristics, moisture content, and postmortem interval (PMI). Their study 
used 60 pig (Sus scrofa) long bones as a proxy for humans. All of the bones were left 
exposed in an open environment, and a sample of ten long bones was fractured using a 
standardized breaking apparatus every 28 days to a maximum of 141 days. Wieberg and 
Wescott (2008) examined the fracture outline, fracture surface, and fracture angle of fresh 
bones versus dry bones. Fracture outline is defined as the general appearance of fracture 
lines. Fracture surface pertains to how rough or smooth the cross-sectional edges of a 
fracture are on the bone surface. The fracture angle can be described as the slope between 
the external and internal cross-sectional surfaces (Symes et al. 2014). Fracture outline 
consisted of three different categories: (1) transverse, (2) curved or V-shaped, or (3) 
intermediate. Fracture surface morphology was described as (1) smooth, (2) rough, or (3) 
intermediate. Fracture angle was recorded in this study using six different divisions: (1) 
acute, (2) obtuse, (3) acute and obtuse, (4) right, (5) right and acute, and (6) right and 
obtuse. Results from their study demonstrated that initially, the bones portrayed a curved 
fracture outline, smooth texture surfaces, and oblique fracture angles indicative of fresh 
bone characteristics. As time went on, the bones transitioned to showing less curved 
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fracture outlines, more rough texture surfaces, and an increasing number of right-angle 
fracture angles, which are all characteristics indicative of dry bone. These results 
indicated that surface texture and fracture angles can help estimate PMI. Wieberg and 
Wescott (2008) emphasized within their experiment that it is necessary to examine 
multiple attributes on fractured bone in order to distinguish perimortem from postmortem 
trauma. Fracture outline, fracture surface morphology, or fracture angle alone would not 
be indicative whether a fractured bone experienced a perimortem injury or a postmortem 
injury, because none of the characteristics were exclusively present on a perimortem 
injured bone versus a postmortem injured bone. Dry bone can retain fresh bone 
characteristics which ultimately can obscure postmortem damage as taking place 
perimortem.  
 Another experiment regarding the study of fracture patterns was completed by 
Wheatley (2008) to see if certain fracture patterns correspond with perimortem fractures 
or postmortem fractures. Wheatley (2008) conducted his study using deer femora as a 
proxy for human bones. Of his sample, the bones were divided into fresh bones and dry 
bones based on the amount of time exposed to the outside environment prior to 
fracturing. Once fracturing was complete, fracture characteristics were recorded for the 
deer femora including: (1) fracture angle, (2) presence of fracture lines, (3) shape of the 
broken ends, (4) fracture surface morphology, (5) fracture angle on the Z-axis, (6) 
presence or absence of a butterfly fracture, and (7) number of fragments produced from 
the impact.  
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 The fracture angle is formed by the fractured surface relative to the long axis of 
the bone. Fracture angles are classified as being sharp-angled (acute or obtuse angles), 
right-angled, or mixed angles (sharp-angled and right-angled). The presence of fracture 
lines observed on the fractured bone surface are the lines that radiate from the point of 
impact. The shape of the broken ends is reported as jagged, curved, intermediate, or 
transverse. Jagged ends are termed as a result of the irregularity of the broken bone ends. 
Curved fracture ends are spiral, or portions of spiral fractures combined with V-shaped or 
pointed fractures. Intermediate ends include fractures that have a straight morphology but 
are diagonal and fractures with a stepped morphology. Transverse ends are fractures that 
are straight and transverse to the long axis (Villa and Mahieu 1991). Fracture surface 
morphology corresponds with the texture of the fracture bone surface and can be 
represented as having a smooth texture or a rough/bumpy texture. Parallel indicates that 
the fracture surface(s) occurs at right angles to the surface and diagonal implies that the 
fracture surface(s) occurs at a diagonal to the surface (Bonnichsen 1979; Wheatley 2008). 
Butterfly fractures as defined above are classified as being present or absent. The number 
of fragments signifies all of the pieces of bone produced from the impact that are greater 
than 10 mm in any dimension (Wheatley 2008). 
 Wheatley (2008) concluded that fresh and dry bones did react differently based on 
the relative impact velocity and the energy at impact and failure of the bone. He found 
that wet bones required more force than dry bones to cause breakage, because the energy 
from an impact to wet bones was quickly absorbed. Wet bones exhibited smooth surfaces 
and more fracture lines with oblique fractures on the long axis when compared to dry 
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bones. Wet bones also had sharp edges with broken ends revealing a curved shape. The 
dry bones in the experiment showed all of the fresh bone characteristics in their 
morphology. This study also confirmed that similar to the Wieberg and Wescott (2008) 
study, dry bone fractures may very well resemble fresh bone fractures. 
LaCroix (2013) investigated the relationship between weathering processes and 
the least amount of force required to fracture a bone. The amount of force necessary to 
fracture a bone in this specific circumstance was heavily dependent on the exposure time 
of bones to weathering. This study confirmed that taphonomic processes such as 
weathering can greatly alter how a bone fractures. LaCroix (2013) used white-tailed deer 
long bones as a proxy for human bones. The sample size for her experiment consisted of 
98 bones that were a combination of fresh and dry as well as processed (cooked) and 
unprocessed bones. These bones were laid out in a temperate New England coastal 
microenvironment which was secured and fenced in to avoid scavengers. Ten to twelve 
of these bones were fractured each month for an interval of 10 months to examine the 
effects that weathering has caused on the fracture characteristics that are evident on the 
bone surfaces.  
Thereafter, results were analyzed to understand how (1) significance of time 
exposure on the force needed to fracture bone, (2) significance of time exposure on the 
number of fragments produced, (3) significance of time exposure on the fracture angle 
types created, and (4) significance of time exposure on the texture of the fracture surface 
helped to differentiate perimortem fractures from postmortem fractures. LaCroix (2013) 
concluded that time of exposure affected the force necessary to fracture bone, since more 
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force was required to fracture fresh bone which had been exposed for lesser time than dry 
bone. Exposure time also affected the number of fragments produced when bone was 
fractured, because more fragments were produced when the bones were fresh versus 
when the bones were dry. The fracture angles created were also dependent on the amount 
of time that the bones were exposed, because fresh bones demonstrated only acute angles, 
and dry bones demonstrated right angles or mixed angles (LaCroix 2013). The strongest 
indicator of postmortem fractures was the texture of the fracture surface. This is because 
when the bones were fresh, the texture of the fracture surface was entirely smooth, and 
although the dry bones showed a mix of both smooth and rough surfaces, there was an 
increase in rough surfaces and a decrease in smooth surfaces as the time of exposure 
increased and the bones became drier (LaCroix 2013).  
Coelho and Cardoso (2013) also demonstrated the effects of PMI length and 
environmental conditions on bones that have been impacted by blunt force injuries. 
Coelho and Cardoso (2013) used a variety of different animal bones (juvenile pig tibiae 
and fibulae and goat [Capra hircus] metatarsals) in different environmental locations 
(buried samples, surface samples, and submerged samples) with different postmortem 
intervals. The ultimate purpose of their study was to observe the impact of the 
postmortem environmental conditions and the PMI on bone fracture morphology of the 
bone specimens to examine if these factors are indicative of perimortem (“fresh”) or 
postmortem (“dry”) blunt force trauma. They concluded that there was not one specific 
fracture characteristic or pattern that was more reliable and accurate than another in being 
able to differentiate between fresh and dry bone, and so all of the characteristics must be 
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analyzed together. Additionally, they found that taphonomic factors affecting bones are 
difficult to mitigate such as soil composition and exposure to sun (Coelho and Cardoso 
2013). 
Hentschel (2014) researched whether tension fracture surface topography would 
aid in distinguishing between perimortem and postmortem long bone fractures. Her study 
used a sample of pig bones as a proxy for human bones, and these were fractured 
throughout known time periods beginning with fresh bones and then at monthly 
postmortem intervals until reaching five months. Tension fracture surface topography of 
the bones was carefully observed by the 3D images that were produced using a 
NextEngine© 3D laser scanner. Geographic Information Systems (GIS) were used to 
reproduce the fracture surfaces present as topographical landscapes (Hentschel 2014). 
Working with the laser scanner and GIS, Hentschel (2014) examined the relationships of 
the features on the fracture surfaces in an attempt to predict the timing of injury as well as 
the fracture surface topography. 
Hentschel (2014) found that bones that were fractured closer to the time of death 
showed hills and valleys present when fracture surface topography was examined, and 
over time, the hills and valleys transitioned to intermediate elevation (flat land) 
(Hentschel 2014). Bones that had been broken earlier in the postmortem interval had 
rougher fracture surfaces than those bones broken later in the postmortem interval. As the 
PMI increased, the fracture surfaces of the broken bones became smoother. The findings 
from this study indicate that it is difficult to assume a continuous transition in fracture 
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characteristics throughout the PMI since modification in fracture surface patterning 
occurred gradually and not in discrete temporal intervals (Hentschel 2014). 
Other methods have been researched to see if unique imaging techniques would 
better assist forensic anthropologists with postmortem interval studies. Fleming-Farrell et 
al. (2013) analyzed perimortem and postmortem injuries sustained from blunt force 
trauma on the cranium to understand timing of a fracture and its possible connection to 
cause of death. CT scans were incorporated into this study to determine if 3D images of 
the crania can also portray the endocranial surface of the crania without damaging or 
destroying any bones to distinguish injuries as being perimortem or postmortem. There 
were several criteria examined to interpret which are most beneficial with assigning 
cranial fractures as occurring perimortem or postmortem. Five of seven criteria showed 
significant statistical relevance in distinguishing perimortem fractures from postmortem 
fractures: (1) preponderant texture, (2) preponderant outline, (3) relationship to path of 
least resistance, (4) plastic response, and (5) presence of hinging (Fleming-Farrell et al. 
2013). This study reiterates the point that research regarding timing of injury is growing 
in the forensic field to incorporate methods and techniques that can potentially improve 
the accuracy of estimating a time of fracture or facilitate the process of doing so.  
 
Taphonomic Processes 
 Taphonomic processes can alter the bone’s potential to fracture postmortem, and, 
therefore, several studies have been completed in order to test their exact effects on the 
bone structures. Calce and Rogers (2007) conducted an experiment focusing on the 
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effects of taphonomic processes on cancellous, cortical, degreased, and fresh pig bones 
that were inflicted with blunt force trauma. After the bones experienced trauma over a 
12-month period, analysis of the specimens indicated that taphonomic processes did 
greatly affect bone characteristics. Freezing and thawing led to flaking, cracking, and 
wedging of bone throughout time, especially on the defleshed bone specimens (Calce and 
Rogers 2007). Carnivore scavenging was also present on the bones indicated by scoring. 
Due to the taphonomic mechanisms that had already weakened and damaged bones, these 
bones were likely to fracture more easily and readily (Calce and Rogers 2007). Other 
taphonomic processes affecting bones in their study highlighted evidence of fracturing. 
Soil and vegetation staining along with sun-bleaching were all responsible for exposing 
breakage patterns on bone (Calce and Rogers 2007).  
 Another factor which affects bone’s ability to fracture is boiling. Research on this 
subject has concluded that boiling bones causes porosity to increase and a loss of 
collagen (Bosch et al. 2011; Nicholson 1992; Roberts et al. 2002). The result of these two 
causes is that bone becomes weaker, the microstructure of bone is compromised, and 
there is a severe reduction in stiffness and strength of the bone which exposes the bone to 
a higher risk of fracture and failure (LaCroix 2013; Nicholson 1992; Roberts et al. 2002).  
 
Fractography in a Forensic Context 
 Fractographic features on glass and ceramics are easily identifiable, but the 
application of fractography on bone has been minimal and utilizing fractography to assess 
the time at which a fracture was administered has been little researched. Christensen et al. 
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(2018) experimented with six fresh pairs of human femora. The femora were impacted 
using a 30 mm-diameter steel cylinder that was placed perpendicular to the long axes of 
the bones. Christensen et al. (2018) then recorded data including time to failure, failure 
load, failure displacement, and energy to fail of the bones. Time to fail was less than 150 
milliseconds for every sample that was impacted. The mean values for failure load, 
failure displacements, and failure energy were 6.10 kN, 9.62 mm, and 34.21 J, 
respectively.  
 Christensen et al. (2018) also examined fractographic features that were present 
as well as the number of times that they were present on the femora. The fractographic 
features on the femora samples were described as: (1) bone hackle, (2) wake features, (3) 
bone mirror, (4) cantilever curls, (5) arrest ridges, and (6) Wallner lines (Christensen et 
al. 2018; Christensen and Hatch 2019; Love and Christensen 2018; Quinn 2016). Bone 
hackle present on fractured bone surfaces are composed of velocity hackle (Figure 2.2) 
and microstructural hackle (Figure 2.3) which are features visible on glass and ceramic 
materials (Christensen et al. 2018). Bone hackle is the rounded ridges that are aligned in 
the direction of crack propagation resulting from increasing instability and crack velocity 
(Christensen et al. 2018; Christensen and Hatch 2019). Wake features are also aligned in 
the direction of crack propagation. This feature is a singular ridge which results from the 
crack wave propagating out of sync at the downstream side of an inclusion or pore 
(Figure 2.4) (Christensen et al. 2018; Christensen and Hatch 2019). Bone mirror is a 
predominantly flat and featureless region of a fractured bone surface close to the fracture 
initiation site, prior to the development of hackle (Figure 2.5) (Christensen et al. 2018; 
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Christensen and Hatch 2019). A cantilever (compression) curl is a curved lip that occurs 
just before total fracture of a bone loaded in bending (Figure 2.6) (Christensen et al. 
2018; Christensen and Hatch 2019; Quinn 2016). Arrest ridges are large raised ridges 
present on the fracture surface of the bone perpendicular to the crack propagation 
direction and they result from drastic changes in crack propagation speed (Figure 2.7) 
(Christensen et al. 2018; Christensen and Hatch 2019). Wallner lines occur on the 
fracture surface of the bone in a curved pattern with a depression aligned in the initial 
direction of the crack propagation (Figure 2.8) (Christensen et al. 2018; Quinn 2016).  
Christensen et al. (2018) also (1) determined the magnification necessary to 
assess fractographic features on the femora surfaces properly, and (2) demonstrated and 
clarified the terminology that should be used to indicate the fractographic features that 
are recognized on the human bone fracture surfaces. It was determined that lower levels 
of magnification (1X – 4X) were preferred to see the fractographic features on the bone. 
Additionally, visual enhancements such as fingerprint powder and oblique lighting were 
beneficial in clearly identifying features. Christensen et al. (2018) also proposed that it 
was necessary to define properly all of the fractographic features that were being 
researched, because it was possible that the features slightly differed on glass and ceramic 
surfaces versus how they manifested on bone. For instance, on bone, large raised ridges 
present on the fracture surface indicating a drastic change in crack propagation velocity 
would suggest the presence of an arrest ridge. However, this feature on ceramic and glass 
surfaces is represented by lines on the fracture surface resulting from stop-and-start crack 
propagation, indicating that the crack on the surface momentarily stopped (Christensen et 
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al. 2018). These are referred to as arrest lines on glass and ceramics. Additionally, 
velocity hackle and microstructural hackle are difficult to differentiate on fractured bone 
surfaces, unlike other fractured material surfaces. Therefore, the two hackle patterns are 
combined and termed bone hackle (Christensen et al. 2018). 
Love and Christensen (2018) also examined fractographic features on human 
bone to determine if data collected on fractographic features and their relationship to 
crack propagation is relevant or applicable to recent medico-legal casework. The 
objectives of their study were to examine (1) whether fractographic features are 
identifiable in real trauma cases and (2) whether the fractographic analysis corresponds 
with similar findings discovered using traditional anthropological fracture pattern 
analysis. This traditional fracture pattern analysis refers to characteristics commonly 
examined such as fracture outline, fracture surface, and fracture angle (Coelho and 
Cardoso 2013; Fleming-Farrell et al. 2013; Green and Schultz 2016; Karr and Outram 
2012; Wheatley 2008; Wieberg and Wescott 2008). Love and Christensen (2018) 
examined four case studies in which four different individuals sustained injuries to their 
long bones. They found that fractographic features are just as beneficial in understanding 
skeletal trauma as traditional anthropological fracture analysis, especially in complex 
circumstances. The direction of fracture propagation derived from fractographic analysis 
was in agreement with the direction of force inferred from traditional anthropological 
fracture analysis and autopsy reports. The fractographic features that were most observed 
in the four forensic cases were arrest ridges and cantilever curls and therefore, these two 
features were most telling of the direction of fracture propagation and direction of force 
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(Love and Christensen 2018). The features were examined without the need of any 
additional magnification. Since actual trauma cases sometimes do involve the application 
of forces simultaneously from different sources and directions, the use of fractography is 
informative in a forensic context.  
Christensen and Hatch (2019) observed fractographic features of bone using 
computed tomography (CT) scans to assess whether the science of fractography can be 
applied using CT scans of bone fractures. The resolution of the CT scans must be able to 
adequately capture and show fracture surface fractographic features such as those 
previously mentioned (Christensen et al. 2018) in order to prove that the scans have 
practical potential for fractographic analysis. Christensen and Hatch (2019) explored this 
method because in certain real-life cases involving skeletal trauma, significant soft tissue 
may still be adhered to the bone. Although there are several processes that can remove 
the soft tissue and expose fractured bone surfaces, it may be time-consuming. As a result, 
determining whether CT scans can sufficiently reveal features on fractured bone surfaces 
would allow for a fractographic analysis of bone to be conducted time-efficiently and 
without skeletal processing or maceration. Christensen and Hatch (2019) examined a 
postmortem CT image of a fractured femur resulting from a motor vehicle accident. The 
fracture surface of the femur was isolated using a 3D software (Advanced Viz®) to create 
a volume rendering of the bone’s fracture site from multiple angles and with specific 
lighting and shading tools. The results of the study confirmed that fractographic features 
were visible and apparent on the CT image (Figure 2.9) of the fractured bone surface and 
it allowed for an accurate interpretation of the direction of crack propagation to be made. 
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Therefore, fractography can be observed on CT scans and have applicability in forensic 
contexts for evaluating skeletal trauma and may even aid in clinical contexts involving 




Figure 2.2. Velocity hackle on tempered glass. The black arrow represents the 
direction of crack propagation. The red arrows indicate velocity hackle which are 
hackle markings on the surface of a crack that are propagating at close to its 








Figure 2.3. Coarse microstructural hackle on a ceramic. The coarse hackle lines 
(black arrows) are shown radiating from the fracture origin region (white arrow). 
The coarse hackle lines on the ceramic display rounded and curved edges that are 





Figure 2.4. Wake hackle in a dental crown veneer. The wake hackle pattern follows 
the same direction of crack propagation and develops from splits in the crack 







Figure 2.5. Bone mirror on femora specimens. The white bracketed areas represent 
bone mirror, flat regions of the fractured bone surface which are close to the 
fracture initiation site. The crack propagation directions are indicated by the white 





Figure 2.6. Compression curl present on a glass cylinder. The curved lip is observed 






Figure 2.7. Arrest lines present on the surface of a PZT bend bar. The arrest lines 
(red arrows) indicate a sudden change in crack propagation velocity, leading to the 





Figure 2.8. Wallner lines present on this surface are indicated by the curved, 





Figure 2.9. Fractographic features present on the fracture surface of a femur. The 
dashed white arrow indicates the direction of crack propagation and the grey 
arrows indicate the impact location and fracture initiation site. The solid white lines 
point out the fractographic features bone mirror, bone hackle, wake feature, arrest 
ridges, and a cantilever curl present on the fracture surface (Christensen and Hatch 
2019:38). 
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MATERIALS AND METHODS 
 
Study Sample and Preparation 
 The research took place at the Boston University Outdoor Research Facility 
(ORF) in Holliston, Massachusetts. This facility offers a long-term secure area away from 
most human intrusion and for a large space to be utilized for forensic anthropological 
studies (Figure 3.1). The facility also is monitored with alarm systems and cameras to 
restrict access but also allows for twenty-four-hour observation of the bones if necessary 
(Figure 3.2). 
 Prior to beginning data collection, a sample of 120 white-tailed deer (Odocoileus 
virginianus) long bones were collected from the A. Arenas & Sons butcher shop in 
Hopkinton, MA to be studied over a period of 15 months. All of the bone samples 
obtained were adult, and the sexes of the deer were unknown. Exterior soft tissue was 
removed from the long bones previous to purchasing them from the butcher shop. The 
long bones that were used for this research were femora, tibiae, humeri, and radii. The 
femora, patellae, and tibiae were still articulated to each other when purchasing the bones 
as well as the humeri and radii/ulnae to each other. Therefore, shortly after obtaining the 
long bones, each bone was disarticulated and isolated along with all of the tendons and 
remaining soft tissue removed using a scalpel and knife. 
 Once the long bones were cleaned of all flesh, the bones were separated into ten 
groups with 15 long bones in each group. Each group of 15 bones except for one group 
was placed inside a wire mesh lobster cage, and each bone was zip-tied to the inside of 
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the lobster cages (Figure 3.3). There were five bones placed inside each side of the 
lobster cage as well as five bones placed inside on top of the lobster cage. The bones 
were placed inside the lobster cages to prevent scavengers from accessing the bones. The 
bones were zip-tied to the cage to avoid differential treatment of bones that might be 
exposed to the ground surface. These steps were completed by March of 2019. All of the 
groups except for one were placed inside the lobster cages, because that group 
represented the 15 long bones with zero days of exposure (control group). The remaining 
nine groups of long bones were placed outdoors in the lobster cages in a shaded 
environment for different periods to allow for drying of the bones (Figures 3.4 and 3.5).  
 The 105 exposed long bones were deposited in the ORF once disarticulation and 
grouping of the long bones had been completed. The lobster cages were all placed within 
the same fenced area under a pine tree to avoid differential exposure to sunlight. During 
this time period, precipitation and temperature were recorded every month for the entirety 
of the 15 months to ensure that these factors are accounted for when making observations 
of the bones. However, these data were not utilized in any statistical analyses. Table A.1 
in Appendix A shows the total precipitation fallen measured in inches as well as the 
average high and the average low temperatures measured in degrees Fahrenheit for each 
month of data collection. The weather observations were recorded from the nearest 
National Oceanic and Atmospheric Administration location in Boston, MA (National 
Oceanic and Atmospheric Administration 2020). 
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Figure 3.1. Bone deposition location at the ORF. 
 
 
Figure 3.2. Camera equipment monitoring the ORF. 
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Figure 3.3. Lobster cages with bones prior to outdoor placement. 
 
 
Figure. 3.4. Bones after deposition at the ORF. 
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Figure 3.5. Bones after deposition at the ORF. 
 
Fracturing Mechanism of Bone 
 A standardized breaking apparatus was used in order to conduct the experiment. 
All nine groups of fifteen bones were struck using the breaking apparatus using the same 
speed, same blunt force, and the same angle. The machine successfully ensured that there 
was uniformity in speed, force, and angle at which the bones were impacted and that 
standardization was enforced (Figure 3.6). The machine was built with an arm which 
allowed for different implements or objects to be attached (Mansz 2018; Peace 2019). In 
this specific circumstance, a blunt force implement was attached to the arm to mimic a 
blunt force coming in contact with the bone (Figures 3.7 and 3.8). This implement was 
created originally for Peace (2019) with the assistance of Heitor Mourato at Boston 
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University’s Scientific Instrument Facility machine shop. The mass of the implement was 
458 g on its own and 1365.3 g attached to the arm (Peace 2019). The arm was controlled 
by a lever which would release the arm with the attached implement to strike the bone 
that was placed on the opposite side of the machine (Figure 3.9). Each struck bone was 
placed on the opposite side of the machine on top of a platform and was strapped tightly 
to the platform. A Plexiglas shield was also placed surrounding the bone and the platform 
to restrict bone debris and fragments from scattering (Figure 3.10). The arm had to be 
reset every time a new bone needed to be fractured, so this step was repeated throughout 
experimentation. 
 The standardized fracturing device was manufactured and redesigned by students 
in the Mechanical Engineering Department of the Boston University College of 
Engineering under the supervision of Dr. Enrique Gutierrez-Wing (Mansz 2018; Peace 
2019). The fracturing apparatus was initially assembled for the Mansz (2018) study 
where its purpose was to serve as a hacking machine which allowed for handles of a 
knife, hatchet, machete, and axe to be attached to it. In her study, the arm was controlled 
and locked into place by a ratchet wrench that allowed the arm to drop when a switch on 
the wrench was turned (Mansz 2018). The device allowed for low, medium, or high 
levels of impact force. The low force level lifted the arm 15 inches and the arm dropped 
at a rate of 1.13 m/s. The medium force level lifted the arm 18 inches and the arm 
dropped at a rate of 1.59 m/s. The high force level lifted the arm 20 inches and the arm 
dropped at a rate of 2.17 m/s (Mansz 2018). 
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 The machine was then redesigned in August 2018 which replaced the ratchet 
wrench with an adjustable lever for the Peace (2019) study. This adjustment was essential 
because it allowed the arm to be more securely locked into place and therefore, led to 
more consistency in force levels as demonstrated in the Peace (2019) study. 
 
 
Figure 3.6. Fracturing apparatus. 
 
 
Figure 3.7. Blunt force implement used for testing. 
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Figure 3.8. Blunt force implement attached to arm used for testing. 
 
 




Figure 3.10. Platform, straps, and Plexiglas of fracturing apparatus. 
 
Experimentation and Data Analysis 
 The control group was struck using the breaking apparatus on the same day (day 
0) that the remaining 120 long bones were deposited outdoors at the ORF. These bones 
were then placed in an airtight sealed bag and placed in a freezer for analysis at a later 
date. Every 30 days until 90 days was reached, another group of 15 bones was impacted 
with the blunt force fracturing apparatus. After 90 days, the exposed bones were fractured 
in time intervals of 90 days until 450 days had passed. Each time a new subsample of 15 
bones fractured, each fractured bone was individually wrapped using plastic wrap and 
then placed in a Ziploc bag in order to preserve and save all of the bone fragments that 
were produced. Each fractured bone specimen was labeled with an identification number. 
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These bones were then placed together in a bag in the freezer separated from the other 
sets of bones. Each bag was labeled with the number of days since being placed at the 
ORF (0, 30, 60, 90, 180, 270, 360, or 450 days). The start date of the experiment was 
March 3rd, 2019 and the end date of the experiment was May 11th, 2020. 
 The long bones were then macerated using a standard Biz® detergent and Dawn® 
dish soap degreaser so that all of the soft tissue was removed, and all of the variables 
being examined were clearly observable (King and Birch 2015). The bones were initially 
placed into individual mesh drawstring bags to preserve all of the fractured pieces and 
fragments and then placed into large metal pots. The pots contained a mixture of warm 
water and detergent and was kept at a low simmer for 8-12 hours just under the boiling 
point (Fenton et al. 2003). Following this process, the bones were removed from the pots 
and were rinsed off. After that, the bones were placed in a mixture of warm water and 
dish soap to further remove any fat and soft tissue that still remained (King and Birch 
2015). The bones were then rinsed off once again and then left to dry out on trays prior to 
analysis. All of the long bones were carefully analyzed to compare variation and 
differences on the bones ranging from freshest to driest. It is important to note that the 
fresh or dry state of a bone specimen was known as a result of the specific bag that the 
bones were placed in; however, for the purpose of an unbiased examination, the sample 
was randomized before observations and data collection occurred. 
 The analysis of the fractured white-tailed deer long bones began by 
photographing the bone samples using a DSLR camera (Nikon D3500). Thereafter, 
several fracture characteristics combined from Wedel and Galloway (2014), Wheatley 
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(2008), and Wieberg and Wescott (2008) were recorded. These fracture characteristics 
with their corresponding outcomes are listed in Table 3.1. The fracture characteristic in 
Wheatley (2008) and Wieberg and Wescott (2008) described as “fracture outline” was 
substituted with the characteristic “fracture jaggedness”. The fracture outlines of bone 
including curved or jagged, intermediate, and transverse were replaced with the 
possibilities of different fracture jaggedness of broken ends which included jagged, 
intermediate, and not jagged. This alteration was made and presumed to be a better fit for 
this experiment, because fracture outline of bone was considered an unclear means of 
classifying fractured bone surfaces. The original outcomes for fracture outline caused 
confusion since a curved fracture outline for instance constitutes that of a bone showing a 
transverse fracture, even though transverse was considered an outcome as well. 
Therefore, the fracture characteristic examined on the bone specimens was termed 
fracture jaggedness, defined as the jaggedness present on the fractured broken ends of the 
bone. 
 In addition to these select fracture characteristics, the Christensen et al. (2018), 
Christensen and Hatch (2019), and Love and Christensen (2018) studies were 
incorporated by recording all of the fractographic features present on the long bones 
along with the specific bone specimens. The fractographic features that were examined 
along with their respective definitions are presented in Table 3.2.  
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Table 3.1. Fracture characteristics examined in experiment. 
Fracture Characteristic Source Description 
Fracture angle Wheatley (2008) Sharp angles, mixed 
angles, right-angled 
angles 





Number of fragments Wheatley (2008) Fragments greater than 
10 mm in any dimension 
produced when bone is 
fractured 
Fracture surface texture  Wheatley (2008); 
























Table 3.2. Fractographic features examined in experiment (Christensen et al. 2018; 
Christensen and Hatch 2019). 
 
Fractographic Feature Description 
Bone hackle Rounded ridges aligned in the 
direction of crack propagation 
resulting from increasing 
instability and crack velocity 
Wake feature A singular ridge or off-set 
feature resulting from the crack 
wave propagating out of at the 
downstream side of an 
inclusion or pore 
Bone mirror Flat and featureless region of a 
fractured bone surface close to 
the fracture initiation site, prior 
to the development of hackle 
Cantilever curl A curved lip that occurs just 
before total fracture of a bone 
loaded in bending  
Arrest ridge A large raised ridge 
perpendicular to the direction 
of crack propagation present on 
the fracture surface of the bone 
indicating a drastic change in 
crack propagation velocity 
Wallner line Curved, concave lines aligned 




 The statistical program R was used to interpret the data from this experiment. 
Multinomial logistic regression analyses were performed to assess the effect of time 
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exposure on the individual fracture characteristics present on the bone (Table 3.2 and 
Table 3.3). Multinomial logistic regression is used to predict the probability or likelihood 
of the occurrence of a specific outcome. These analyses were conducted in order to 
ultimately understand the relationship between the types of fracture results observed on 





 In the span of 15 months, some of the sets of bones had been exposed to the 
outdoor environment during multiple seasons. During the spring and summer months, 
natural vegetation grew and covered majority of the cages which provided an extra 
covering over the bones as well as trapping moisture on the bones. However, during the 
winter months, there was no natural vegetation, and the tree which the bones were 
surrounding was the only source of shade from the sun.  
 None of the bone specimens showed any evidence of carnivore or rodent damage. 
Over the course of a couple of months, some of the epiphyses had separated from the 
diaphyses of the bone specimens that were kept drying outside. Some of the bones drying 
outside which had residual amounts of soft tissue still present showed insect activity as 
well in the form of beetles (family Dermestidae) and ants (family Formicidae). 
 
Fracture Results 
 All of the data collected from the bone specimens following the impact of the 
fracturing apparatus are listed in Table 4.1. The bone specimen identification numbers 
varied from 1-15 based on how many bones from each group fractured. All of the fracture 
characteristics on the bone which were recorded and analyzed are also presented in the 
table. In addition, the long bone type was also recorded for each bone specimen however, 
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due to the vast number of variables already present in this study, this was not included in 
any statistical analyses.  
 Photographs of bone specimens with different PMIs are shown to illustrate 
fracture angle outcomes (Figures 4.1– 4.3), fracture surface texture outcomes (Figures 4.4 
– 4.6), and fracture jaggedness outcomes (Figures 4.7 – 4.9). With regards to the variable 
“fracture type”, only five of the different types of complete fractures were displayed on 
the bones: segmental (Figure 4.10), comminuted (Figure 4.11), oblique (Figure 4.12), 
butterfly (Figure 4.13), and transverse (Figure 4.14). Spiral fractures were not produced 
on the bone by the fracturing apparatus, likely as a result of torsion/rotational forces 
being absent. In addition, although all six fractographic features were thoroughly 
researched and inspected for on the fractured bone surfaces, due to the lack of clarity and 
unobservability of wake features and Wallner lines on the fractured bone surfaces, these 
two features were excluded from the experimental sample. The four fractographic 
features on bones which were unmistakably discernable and clear were bone mirror 
(Figures 4.15 and 4.16), bone hackle (Figures 4.17 and 4.18), arrest ridges (Figures 4.19 
and 4.20), and cantilever curls (Figures 4.21 and 4.22).   
 
Characteristics by Time of Exposure 
 Of the fifteen long bones with zero days of outdoor exposure, only seven (46.7%) 
of the bone specimens fractured when struck by the blunt force implement. Most of the 
bone specimens (85.7%) displayed sharp fracture angles and one bone specimen, 
Specimen 2 (14.3%), displayed a mixed fracture angle. Six bones (85.7%) produced 
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comminuted fracture types and one bone specimen, Specimen 5 (14.3%), produced a 
segmental fracture. The average number of fragments produced from the seven bone 
specimens that fractured during zero days of exposure was 4.85. Five bones (71.4%) 
exhibited smooth-textured fracture surfaces and two bones (28.6%) exhibited 
intermediate-textured fracture surfaces. One bone specimen, Specimen 2 (14.3%), 
showed intermediate jaggedness of its fractured ends, and the remaining six bone 
specimens (85.7%) showed jagged broken ends. With regards to the presence of different 
fractographic features, five of the seven specimens (71.4%) had bone mirror, Specimen 5 
(14.3%) showed bone hackle, two bones (28.6%) had arrest ridges, and two bones had 
cantilever curls (28.6%).  
 Nine (60%) of the bone specimens with a PMI of 30 days fractured when struck. 
Five of the nine bone specimens (55.6%) displayed sharp fracture angles and four bones 
(44.4%), displayed mixed fracture angles. Six bones (66.7%) produced comminuted 
fracture types and one bone specimen, Specimen 4 (11.1%), produced a butterfly fracture. 
Specimen 5 (11.1%) showed an oblique fracture type and Specimen 9 (11.1%) showed a 
segmental fracture type. The average number of fragments produced from the nine bone 
specimens that fractured during 30 days of exposure was 3.11. Most of the bone 
specimens (88.9%) exhibited smooth-textured fracture surfaces and one bone, Specimen 
3 (11.1%) exhibited intermediate-textured fracture surfaces. Four specimens (44.4%) 
showed jagged broken ends and the remaining five bone specimens (55.6%) showed 
intermediate jaggedness of their fractured ends. Five of the nine specimens (55.6%) had 
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bone mirror, four bones (44.4%) showed bone hackle, eight bones (88.9%) had arrest 
ridges, and four had cantilever curls (44.4%). 
  Of the fifteen long bones with 60 days of outdoor exposure, ten (66.7%) of the 
bone specimens fractured. Seven specimens (70%) displayed sharp fracture angles and 
three bones (30%) displayed mixed fracture angles. Four bones (40%) produced 
comminuted fracture types and one specimen, Specimen 1 (10%), produced a segmental 
fracture. Three bones (30%) showed butterfly fractures and two bones (20%) showed 
oblique fracture types. The average number of fragments produced from the ten bone 
specimens that fractured during 60 days of exposure was 1.6. Three of the ten fractured 
bone specimens (30%) exhibited smooth-textured fracture surfaces, six bones (60%) 
exhibited intermediate-textured fracture surfaces, and one bone specimen, Specimen 9 
(10%) exhibited rough-textured fracture surfaces. Five bones (50%) showed jagged 
broken ends and the other five specimens (50%) showed intermediate jaggedness of their 
fractured ends. Four bones (40%) had bone mirror, Specimen 5 (10%) showed bone 
hackle, seven bones (70%) had arrest ridges, and two bones had cantilever curls (20%).  
 Of the fifteen long bones with 90 days of outdoor exposure, only seven (46.7%) 
of the bone specimens fractured. Five bones (71.4%) displayed sharp fracture angles, one 
bone specimen, Specimen 2 (14.3%), displayed a mixed fracture angle, and one bone 
specimen, Specimen 7 (14.3%) displayed a right-angled fracture angle. Of the seven bone 
specimens, four (57.1%) produced comminuted fracture types and one bone specimen, 
Specimen 7 (14.3%), produced a transverse fracture type. Also, two bones (28.6%) 
produced segmental fractures. The average number of fragments produced from the seven 
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bone specimens that fractured during 90 days of exposure was 2.71. Four bone specimens 
(57.1%) exhibited smooth-textured fracture surfaces, two bones (28.6%) exhibited 
intermediate-textured fracture surfaces, and one bone specimen, Specimen 7 (14.3%) 
exhibited rough-textured fracture surfaces. Three bone specimens (42.9%) showed 
intermediate jaggedness of their fractured ends, another three bone specimens (42.9%) 
showed jagged broken ends, and one bone specimen, Specimen 7 (14.3%), showed 
fractured ends that were not jagged. Three specimens (42.9%) had bone mirror, four 
bones (57.1%) showed bone hackle, four bones (57.1%) had arrest ridges, and two bones 
(28.6%) had cantilever curls.  
 Ten (66.7%) of the bone specimens with a PMI of 180 days fractured when 
struck. Eight bones (80%) displayed sharp fracture angles, and two bone specimens 
(20%) displayed mixed fracture angles. Six (60%) produced comminuted fracture types 
and one bone specimen, Specimen 1 (10%), produced a butterfly fracture. The remaining 
three bones (30%) produced segmental fractures. The average number of fragments 
produced from the ten bone specimens that fractured during 180 days of exposure was 
2.4. Most of the bones (90%) exhibited smooth-textured fracture surfaces and one bone 
specimen, Specimen 1 (10%) exhibited an intermediate-textured fracture surface. Five 
bone specimens (50%), showed intermediate jaggedness of their fractured ends, four 
bone specimens (40%) showed jagged broken ends, and one bone specimen, Specimen 1 
(10%), showed fractured ends that were not jagged. Two bone specimens (20%) had bone 
mirror, two bones (20%) showed bone hackle, six bones (60%) had arrest ridges, and one 
bone specimen, Specimen 9 (10%) had a cantilever curl. 
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 Of the fifteen long bones with 270 days of outdoor exposure, ten (66.7%) of the 
bone specimens fractured when struck. Seven bones (70%) displayed sharp fracture 
angles, and three (30%) displayed mixed fracture angles. Six bones (60%) produced 
comminuted fracture types and two bone specimens (20%) produced butterfly fractures. 
One bone specimen, Specimen 8 (10%), produced an oblique fracture type and one bone 
specimen, Specimen 10 (10%), produced a segmental fracture. The average number of 
fragments produced from the ten bone specimens that fractured during 270 days of 
exposure was 3. Six bones (60%) exhibited smooth-textured fracture surfaces and four 
bone specimens (40%) exhibited intermediate-textured fracture surfaces. Four bone 
specimens (40%), showed intermediate jaggedness of their fractured ends, another four 
bone specimens (40%) showed jagged broken ends, and two bone specimens (20%), 
showed fractured ends that were not jagged. One bone specimen, Specimen 7 (10%) had 
bone mirror, three bones (30%) showed bone hackle, five bones (50%) had arrest ridges, 
and two bones (20%) had cantilever curls. 
 Thirteen (86.7%) of the bone specimens with a PMI of 360 days fractured when 
struck. Eight bones (61.5%) displayed sharp fracture angles, and the remaining five bone 
specimens (38.5%) displayed mixed fracture angles. Eleven bones (84.6%) produced 
comminuted fracture types and two bone specimens, (15.4%) produced segmental 
fractures. The average number of fragments produced from the thirteen bone specimens 
that fractured during 360 days of exposure was 4.77. Seven bones (53.8%) exhibited 
smooth-textured fracture surfaces, four bone specimens (30.8%) exhibited intermediate-
textured fracture surfaces, and two bones (15.4%) exhibited rough-textured fracture 
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surfaces. Five bone specimens (38.5%), showed intermediate jaggedness of their 
fractured ends, seven bone specimens (53.8%) showed jagged broken ends, and one bone 
specimen, Specimen 12 (7.7%), showed fractured ends that were not jagged. Three bone 
specimens (23.1%) had bone mirror, five bones (38.5%) showed bone hackle, seven 
bones (53.8%) had arrest ridges, and four bones (30.8%) had cantilever curls. 
 Of the fifteen long bones with 450 days of outdoor exposure, all fifteen (100%) 
bones fractured. Thirteen bones (86.7.%) displayed sharp fracture angles, and the 
remaining two bone specimens (15.4%) displayed mixed fracture angles. Ten bones 
(66.7%) produced comminuted fracture types, four bones (26.7%) produced segmental 
fractures, and one bone specimen, Specimen 7 (6.7%), produced an oblique fracture. The 
average number of fragments produced from the fifteen bone specimens that fractured 
during 450 days of exposure was 3. Three bone specimens (20%) exhibited smooth-
textured fracture surfaces, six bone specimens (40%) exhibited intermediate-textured 
fracture surfaces, and another six (40%) exhibited rough-textured fracture surfaces. 
Thirteen bone specimens (86.7%) showed jagged broken ends and two bones (15.4%) 
showed fractured ends that were not jagged. Two bone specimens (15.4%) had bone 
mirror, four bones (26.7.%) showed bone hackle, four bones (26.7%) had arrest ridges, 






Table 4.1. Resulting fracture characteristics on bone.  


































































































0 1 Femur Sharp Comminuted 5 Smooth Jagged No No Yes No 
0 2 Femur Mixed Comminuted 4 Smooth Intermediate Yes No No Yes 
0 3 Femur Sharp Comminuted 7 Smooth Jagged Yes No No No 
0 4 Femur Sharp Comminuted 4 Intermediate Jagged Yes No Yes No 
0 5 Femur Sharp Segmental 2 Smooth Jagged Yes Yes No Yes 
0 6 Femur Sharp Comminuted 3 Intermediate Jagged No No No No 
0 7 Femur Sharp Comminuted 9 Smooth Jagged Yes No No No 
30 1 Femur Mixed Comminuted 4 Smooth Intermediate Yes Yes Yes Yes 
30 2 Tibia Mixed Comminuted 3 Smooth Jagged Yes Yes Yes No 
30 3 Femur Sharp Comminuted 4 Intermediate Jagged No No Yes No 
30 4 Radius Sharp Butterfly 1 Smooth Jagged No Yes Yes Yes 
30 5 Femur Mixed Oblique 0 Smooth Intermediate Yes No Yes No 
30 6 Femur Sharp Comminuted 9 Smooth Jagged No Yes No No 
30 7 Tibia Mixed Comminuted 3 Smooth Intermediate Yes No Yes Yes 
30 8 Tibia Sharp Comminuted 2 Smooth Intermediate No No Yes Yes 
30 9 Tibia Sharp Segmental 2 Smooth Intermediate No No Yes No 
60 1 Tibia Sharp Segmental 1 Smooth Intermediate Yes No Yes Yes 
60 2 Tibia Sharp Butterfly 1 Intermediate Jagged No No No No 
60 3 Femur Sharp Butterfly 1 Intermediate Jagged No No No Yes 
60 4 Tibia Sharp Oblique 0 Smooth Intermediate Yes No Yes No 
60 5 Tibia Mixed Comminuted 4 Intermediate Jagged No Yes Yes No 
60 6 Tibia Sharp Oblique 0 Smooth Intermediate Yes No No No 
60 7 Femur Sharp Comminuted 3 Intermediate Intermediate No No Yes No 
60 8 Femur Mixed Comminuted 3 Intermediate Jagged Yes No Yes No 
60 9 Tibia Sharp Comminuted 3 Rough Jagged No No Yes No 
60 10 Femur Mixed Butterfly 1 Intermediate Intermediate No No Yes No 
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90 1 Femur Sharp Comminuted 5 Smooth Intermediate Yes Yes Yes No 
90 2 Radius Mixed Comminuted 3 Smooth Intermediate No No Yes No 
90 3 Femur Sharp Comminuted 5 Intermediate Jagged No Yes No Yes 
90 4 Femur Sharp Segmental 1 Smooth Jagged No No No No 
90 5 Femur Sharp Segmental 1 Smooth Jagged No No No No 
90 6 Femur Sharp Comminuted 4 Intermediate Intermediate Yes Yes Yes Yes 
90 7 Femur Right -Angled Transverse 0 Rough Not Jagged Yes Yes Yes No 
180 1 Femur Mixed Butterfly 1 Intermediate Not Jagged No No Yes No 
180 2 Tibia Sharp Segmental 
Segmental 
1 Smooth Jagged No No No No 
180 3 Radius Sharp Com inuted 3 Smooth Intermediate No Yes No No 
180 4 Femur Mixed Segmental 1 Smooth Intermediate No Yes Yes No 
180 5 Radius Sharp Comminuted 2 Smooth Intermediate No No No No 
180 6 Radius Sharp Comminuted 2 Smooth Jagged No No Yes No 
180 7 Femur Sharp Comminuted 4 Smooth Jagged No No No No 
180 8 Tibia Sharp Comminuted 5 Smooth Intermediate Yes No Yes No 
180 9 Tibia Sharp Segmental 1 Smooth Intermediate Yes No Yes Yes 
180 10 Radius Sharp Comminuted 4 Smooth Jagged No No Yes No 
270 1 Radius Sharp Comminuted 7 Smooth Jagged No Yes No No 
270 2 Tibia Sharp Comminuted 7 Smooth Jagged No No No No 
270 3 Tibia Sharp Comminuted 3 Intermediate Intermediate No No Yes No 
270 4 Femur Sharp Comminuted 3 Intermediate Jagged No No Yes No 
270 5 Radius Mixed Butterfly 1 Intermediate Not Jagged No No No No 
270 6 Radius Sharp Butterfly 1 Smooth Jagged No No No No 
270 7 Humerus Mixed Comminuted 3 Smooth Not Jagged Yes No No No 
270 8 Radius Mixed Oblique 0 Smooth Intermediate No No Yes Yes 
270 9 Radius Sharp Comminuted 3 Smooth Intermediate No Yes Yes Yes 
270 10 Femur Sharp Segmental 2 Intermediate Intermediate No Yes Yes No 
360 1 Humerus Mixed Comminuted 3 Rough Intermediate No No No No 
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360 2 Radius Sharp Comminuted 3 Intermediate Jagged No No No No 
360 3 Femur Sharp Comminuted 8 Rough Jagged No No Yes No 
360 4 Tibia Mixed Segmental 1 Intermediate Jagged No No Yes Yes 
360 5 Femur Sharp Comminuted 5 Smooth Intermediate No No Yes Yes 
360 6 Femur Mixed Comminuted 4 Smooth Intermediate Yes Yes Yes Yes 
360 7 Femur Sharp Comminuted 9 Intermediate Intermediate No No No No 
360 8 Femur Sharp Comminuted 3 Intermediate Jagged Yes Yes Yes No 
360 9 Humerus Mixed Comminuted 9 Smooth Intermediate Yes Yes No No 
360 10 Tibia Sharp Comminuted 6 Smooth Jagged No No No No 
360 11 Tibia Sharp Comminuted 5 Smooth Jagged No Yes Yes No 
360 12 Femur Mixed Segmental 1 Smooth Not Jagged No Yes Yes Yes 
360 13 Tibia Sharp Comminuted 9 Smooth Jagged No No No No 
450 1 Femur Sharp Comminuted 5 Rough Jagged No No Yes Yes 
450 2 Femur Sharp Segmental 2 Intermediate Jagged No No No Yes 
450 3 Radius Sharp Segmental 1 Smooth Jagged No No No No 
450 4 Radius Mixed Comminuted 3 Smooth Jagged No No No No 
450 5 Humerus Sharp Segmental 1 Rough Not Jagged Yes Yes Yes Yes 
450 6 Humerus Sharp Segmental 2 Rough Jagged No No No 
No 
No 
450 7 Radius Sharp Oblique 0 Intermediate Not Jagged Yes No Yes 
450 8 Femur Mixed Comminuted 6 Intermediate Jagged No No No No 
450 9 Femur Sharp Comminuted 5 Intermediate Jagged No No No No 
450 10 Humerus Sharp Comminuted 4 Rough Jagged No Yes No No 
450 11 Radius Sharp Comminuted 3 Rough Jagged No No No No 
450 12 Tibia Sharp Comminuted 2 Intermediate Jagged No No No No 
450 13 Tibia Sharp Comminuted 3 Smooth Jagged No No No No 
450 14 Femur Sharp Comminuted 5 Rough Jagged No Yes Yes No 
























Figure 4.3. Day 90, Specimen #7: Right-angled fracture angles present on femur. 
The scale is in cm.  
Figure 4.4. Day 180, Specimen #2: Smooth fracture surface texture present on tibia 
(arrows). The scale is in cm.  
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Figure 4.5. Day 450, Specimen #12: Intermediate fracture surface texture present on 
tibia (arrows). The scale is in cm. 
Figure 4.6. Day 90, Specimen #7: Rough fracture surface texture present on femur 




Figure 4.7. Day 60, Specimen #2: Jaggedness present on fracture ends on tibia. The 





Figure 4.8. Day 60, Specimen #4: Intermediate jaggedness present on fracture ends 





Figure 4.9. Day 270, Specimen #7: Fracture ends of a humerus showing no 






Figure 4.10. Day 0, Specimen #5: Segmental fracture type present on femur. The 






Figure 4.11. Day 90, Specimen #1: Comminuted fracture type present on femur. The 







Figure 4.12. Day 60, Specimen #6: Oblique fracture type present on tibia. The scale 





Figure 4.13. Day 30, Specimen #4: Butterfly fracture type present on radius. The 




Figure 4.14. Day 90, Specimen #7: Transverse fracture type present on femur. The 
scale is in cm. 
62 
Figure 4.15. Day 0, Specimen #4 (left) and Day 60, Specimen #6 (right): Bone mirror 
present on fracture surfaces (brackets). The dashed arrows indicate the direction of 
crack propagation. 
Figure 4.16. Day 180, Specimen #8 (left) and Day 270, Specimen #7 (right): Bone 
mirror present on fracture surfaces (brackets). The dashed arrows indicate the 
direction of crack propagation. 
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Figure 4.17. Day 30, Specimen #2 (left) and Day 60, Specimen #5 (right): Bone 
hackle present on fracture surfaces (red arrows). The dashed white arrows indicate 
the direction of crack propagation. 
Figure 4.18. Day 90, Specimen #3 (left) and Day 450, Specimen #10 (right): Bone 
hackle present on fracture surfaces (red arrows). The dashed white arrows indicate 
the direction of crack propagation. 
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Figure 4.19. Day 0, Specimen #4 (left) and Day 30, Specimen #8 (right): Arrest 
ridges present on fracture surfaces (red arrows). The dashed white arrows indicate 
the direction of crack propagation. 
Figure 4.20. Day 60, Specimen #1 (left) and Day 270, Specimen #8 (right): Arrest 
ridges present on fracture surfaces (red arrows). The dashed white arrows indicate 
the direction of crack propagation. 
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Figure 4.21. Day 0, Specimen #5 (left) and Day 30, Specimen #1 (right): Cantilever 
curl present on fracture surfaces (red arrows). The dashed white arrows indicate 
the direction of crack propagation. 
Figure 4.22. Day 90, Specimen #3 (left) and Day 360, Specimen #6 (right): 
Cantilever curl present on fracture surfaces (red arrows). The dashed white arrows 




The dependent variable “fracture angle” is a nominal variable with the outcomes 
having more than two levels. Therefore, a multinomial logit model was used to conduct 
the analysis and determine how time exposure could affect the fracture angle produced on 
bone. When using a multinomial logit model, one outcome is used as a baseline level or 
reference type in order to compare the remainder of the data to. The reference angle used 
in this analysis was the mixed fracture angle. Therefore, bones with right-angled fracture 
angles and sharp fracture angles were compared to those bones showing mixed angles on 
their fracture surfaces (Figure 4.23).  
Corresponding p-values were calculated for the angle types produced on the 
bones during each PMI relative to the mixed angle baseline (Table 4.2). The p-value for 
significance was a value of 0.05 or lower. The intercepts and coefficients recorded for 
each time of exposure demonstrates the strength or likelihood of exhibiting one fracture 
angle versus the reference type, which is the mixed fracture angle (Table 4.3). It is 
important to note the coefficient values for those fracture angles and time intervals that 
showed statistically significant p-values. 
These results indicate that right-angled fracture angles versus mixed fracture 
angles have a statistically significant relationship with bones fractured with a PMI of 30 
days and a PMI of 360 days. With all other units being constant, a one unit increase in 
PMI 30 is associated with an 8.58 decrease in the relative log odds of a bone showing a 
right-angled fracture angle versus a mixed fracture angle; i.e., it would change the log 
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odds against a right-angled fracture angle by 8.58, when compared with the mixed 
fracture angle outcome. With all other units being constant, a one unit increase in PMI 
360 is associated with a 7.11 decrease in the relative log odds of a bone showing a right-
angled fracture angle versus a mixed fracture angle; i.e., it would change the log odds 
against a right-angled fracture angle by 7.11, when compared with the mixed fracture 
angle outcome. Being that 30 days of exposure is associated with bones in a fresher state 
and 360 days of exposure is associated with bones in a much drier state, these differing 
time intervals likely showing mixed angles compared to right angles does not definitively 
explain the long-term effect that drying time has on the fracture angle outcome produced.  
 Sharp fracture angles versus mixed fracture angles have a statistically significant 
relationship with bones given a PMI of 360 days. With all other units being constant, a 
one unit increase in PMI 360 is associated with a 0.53 decrease in the relative log odds of 
a bone showing a sharp fracture angle versus a mixed fracture angle; i.e., it would change 
the log odds against a sharp fracture angle by 0.53, when compared with the mixed 
fracture angle outcome. Therefore, with a considerably dry PMI of 360, mixed angles are 
more likely than sharp angles to be produced on fractured bone specimens. Given the 
present data, there is not enough evidence to conclude that the different fracture angles 








Table 4.2. P-values of fracture angles produced for each corresponding time of 
exposure. 
 

















































































































Table 4.3. Intercepts and coefficients associated with the postmortem intervals for 
fracture angles produced. 
 

























1.0522 0.786 -0.782 -0.158 0.60 0.38 0.15 -0.53 0.866 
 
Fracture Type 
 The dependent variable “fracture type” has five discrete outcomes, none of which 
are ordinal. Therefore, a multinomial logit model was used to conduct the analysis and 
determine the type of fractures produced on bone during different time intervals. The 
baseline level or reference type used was the outcome of a butterfly fracture and so, this 
was the type of fracture that each of the other fracture outcomes were compared to for 
each PMI (Figure 4.24). In addition, all of the p-values calculated for the fracture types 
produced on bone during each PMI were smaller than the set significance level of 0.05, 
providing evidence that fracture type outcomes are statistically significant to specific 
days of exposure.  
 The intercepts and coefficients recorded for each time of exposure demonstrates 
the strength or likelihood of exhibiting one fracture type versus the reference fracture 
type, which in this case is the butterfly fracture (Table 4.4). With all other units being 
constant, a one unit increase in PMI 0 days, 90 days, 360 days, or 450 days is associated 
with an increase in the relative log odds of a bone showing a comminuted fracture versus 
a butterfly fracture. With all other units being constant, a one unit increase in PMI 30 
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days, 60 days, 180 days, or 270 days is associated with a decrease in the relative log odds 
of a bone showing a comminuted fracture versus a butterfly fracture. With all other units 
being constant, a one unit increase in PMI 30 days, 60 days, 270 days, or 450 days is 
associated with an increase in the relative log odds of a bone showing an oblique fracture 
versus a butterfly fracture. With all other units being constant, a one unit increase in PMI 
0 days, 90 days, 180 days, or 360 days is associated with a decrease in the relative log 
odds of a bone showing an oblique fracture versus a butterfly fracture. With all other 
units being constant, a one unit increase in PMI 0 days, 90 days, 360 days, or 450 days is 
associated with an increase in the relative log odds of a bone showing a segmental 
fracture versus a butterfly fracture. With all other units being constant, a one unit increase 
in PMI 30 days, 60 days, 180 days, or 270 days is associated with a decrease in the 
relative log odds of a bone showing a segmental fracture versus a butterfly fracture. With 
all other units being constant, a one unit increase in PMI 0 days or 90 days is associated 
with an increase in the relative log odds of a bone showing a transverse fracture versus a 
butterfly fracture. With all other units being constant, a one unit increase in PMI 30 days, 
60 days, 180 days, 270 days, 360 days, or 450 days is associated with a decrease in the 
relative log odds of a bone showing a transverse fracture versus a butterfly fracture. 
Ultimately, although the results are considered statistically significant, the presence of 
several different fracture types over multiple time intervals without any pattern does not 
provide evidence that the outcomes of the variable fracture type are affected by the time 
of exposure of the bones. 
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Table 4.4. Intercepts and coefficients associated with the postmortem intervals for 
fracture type produced. 
 

































































































































































Number of Fragments 
 The dependent variable “number of fragments” referred to each bone fragment 
produced from impact that was greater than 10 mm in any one dimension. Throughout 
the experiment, the lowest number of fragments produced was zero, and the greatest 
number of fragments produced was nine. A multinomial logit model was used to conduct 
the analysis and determine whether the number of fragments produced was affected by 
the time of exposure. P-values were calculated for the number of fragments produced on 
bones during each PMI relative to the baseline level which was zero fragments produced. 
The p-value for significance was a value of 0.05 or lower. Intercepts and coefficients 
recorded for each time exposure demonstrates the strength or likelihood of producing 
more than zero fragments versus the reference type, which is producing no fragments.  
 Statistically significant p-values were calculated for the following: three, five, and 
seven fragments versus zero fragments produced during a PMI of 0, two, four, and five 
fragments versus zero fragments produced during a PMI of 180, and seven fragments 
versus zero fragments produced during a PMI of 270. With all other units being constant, 
a one unit increase in PMI 0 is associated with a 9.63 increase in the relative log odds of a 
bone producing three fragments, a 17.904 increase in the relative log odds of a bone 
producing five fragments, and a -11.757 decrease in the relative log odds of a bone 
producing seven fragments as compared to zero fragments. With all other units being 
constant, a one unit increase in PMI 180 is associated with a 20.059 increase in the 
relative log odds of a bone producing two fragments, a 1.33 increase in the relative log 
odds of a bone producing four fragments, and a 18.468 increase in the relative log odds of 
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a bone producing five fragments as compared to zero fragments. With all other units 
being constant, a one unit increase in the PMI 270 is associated with a 12.450 increase in 
the relative log odds of a bone producing seven fragments versus zero fragments.  
 It is important to note patterns regarding the average number of fragments present 
as time progresses (Figure 4.25). PMI 0 shows the highest average number of fragments 
produced followed by PMI 360. When examining the average number of fragments 
produced over time, the average number dropped from PMI 0 to PMI 30 and then again 
to PMI 60. Then the average slightly increased at PMI 90 and stayed relatively consistent 
over the next couple time intervals of PMI 90, PMI 180 and PMI 270. During a PMI of 
360 days, the average number of fragments showed a substantial increase from the 
previous PMI group however, during PMI 450, the average number dropped again. Bones 
fractured with a PMI of 30 days showed a generally small number of fragments produced 
however, one bone specimen did produce 9 fragments which is the outlier displayed 
(Figure 4.25). Given the present data, although some results were considered statistically 
significant, the number of fragments produced over multiple PMIs without any pattern is 
not sufficient evidence to conclude that the number of fragments produced is affected by 
the time of exposure of bones. 
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Figure 4.25. Number of fragments produced during each PMI. 
 
Fracture Surface Texture 
 The dependent variable “fracture surface texture” is a nominal variable with the 
outcomes having more than two levels. Therefore, a multinomial logit model was used to 
conduct the analysis and determine how time exposure could affect the fracture surface 
texture produced on bone. The baseline level was an intermediate fracture surface texture, 
and so, bones showing a smooth fracture surface or a rough fracture surface were 
compared to those showing an intermediate fracture surface for each PMI (Figure 4.26).
 The corresponding p-values were calculated for the fracture surface textures 
produced on the bones during each PMI relative to the intermediate fracture surface 
baseline (Table 4.5). Any p-value less than the set significance value of 0.05 indicates 
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Number of Fragments Produced
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that the fracture surface texture outcome was statistically significant for a specific PMI. 
The intercepts and coefficients recorded for each time of exposure demonstrates the 
strength or likelihood of exhibiting one fracture surface texture versus the reference 
texture which is the intermediate fracture surface (Table 4.6).  
 These results indicate that rough fracture surfaces versus intermediate fracture 
surfaces have a statistically significant relationship with bones fractured with a PMI of 0 
days and a PMI of 270 days. With all other units being constant, a one unit increase in 
PMI 0 is associated with a 12.329 decrease in the relative log odds of a bone showing a 
rough fracture surface texture versus an intermediate fracture surface texture. With all 
other units being constant, a one unit increase in PMI 270 is associated with a 15.287 
decrease in the relative log odds of a bone showing a rough fracture surface texture 
versus an intermediate fracture surface texture. Smooth fracture surfaces versus 
intermediate fracture surfaces have a slightly statistically significant relationship with 
bones given a PMI of 60 days and 450 days because those p-values (0.054341) are only 
slightly greater than the 0.05 significance value. With all other units being constant, a one 
unit increase in PMI 60 is associated with a 1.30 decrease in the relative log odds of a 
bone showing a smooth fracture surface texture versus an intermediate fracture surface 
texture. With all other units being constant, a one unit increase in PMI 450 is associated 
with a 1.30 decrease in the relative log odds of a bone showing a smooth fracture surface 
texture versus an intermediate fracture surface texture. Since none of the other calculated 
p-values for fracture surface textures are less than the 0.05 significance level for given 
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postmortem intervals, those fracture characteristics are not statistically significant for 
those corresponding time exposure intervals.  
 
 






Table 4.5. P-values of fracture surface textures produced for each corresponding 
time of exposure. 
 




















































































































Table 4.6. Intercepts and coefficients associated with the postmortem intervals for 
fracture surface textures produced. 
 


































































 The dependent variable “fracture jaggedness” is a nominal variable with the 
outcomes having more than two levels. Therefore, a multinomial logit model was used to 
conduct the analysis and determine how time exposure could affect the jaggedness of 
fractured ends produced on bone. The baseline level was intermediate fracture 
jaggedness, and so, bones showing jagged fracture ends or showing curved fracture ends 
that are not jagged were compared to those showing intermediate jagged ends for each 
PMI (Figure 4.27).  
 The corresponding p-values calculated for the fracture jaggedness produced on 
the broken ends of bones during each PMI were calculated relative to the intermediate 
jaggedness baseline (Table 4.7). Any p-value less than the set significance value of 0.05 
indicates that the fracture jaggedness outcome was statistically significant for a specific 
PMI. The intercepts and coefficients recorded for each time of exposure demonstrates the 
strength or likelihood of exhibiting jagged ends or not jagged ends versus the reference 
level which is the intermediately jagged ends (Table 4.8). 
78 
  These results indicate that not jagged fractured ends versus intermediate jagged 
fractured ends have a statistically significant relationship with bones fractured with a PMI 
of 30 days and a PMI of 60 days. With all other units being constant, a one unit increase 
in PMI 30 is associated with a 19.864 decrease in the relative log odds of a bone not 
having jagged fractured ends versus intermediate fractured ends. With all other units 
being constant, a one unit increase in PMI 60 is associated with a 19.119 decrease in the 
relative log odds of a bone not having jagged fractured ends versus intermediate fractured 
ends. These postmortem intervals are associated with bones that were fractured when in a 
relatively fresher state when compared to other PMIs and therefore, not jagged ends are 
less likely than intermediate jagged ends to be observed on the fractured surfaces of 
fresher bone specimens. Since none of the other p-values are less than the 0.05 
significance level for either outcomes of jagged ends or not jagged ends, those fracture 
characteristics are not statistically significant for those corresponding time exposure 
intervals. Therefore, there is not adequate evidence in support of the differences between 
jagged ends and intermediate ends and not jagged ends and intermediate ends being 
affected by the independent variable “days of exposure”.  
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Figure 4.27. Frequency distribution for fracture jaggedness present. 
 
 
Table 4.7. P-values of fracture jaggedness present for each corresponding time of 
exposure. 
 






























































Table 4.8. Intercepts and coefficients associated with the postmortem intervals for 
fracture jaggedness present on ends. 
 



































































































 The dependent variable “fractographic features” is a nominal variable with the 
outcomes having more than two levels. Therefore, multinomial logistic regression was 
used to conduct the analysis and determine how time exposure could affect the 
fractographic features produced on bone. There are four different fractographic features 
that were observed on the bone specimens and the feature bone hackle was used as the 
baseline level or reference type in order to compare the remainder of the data to (Figure 
4.28 and Table 4.9). Any p-value less than the set significance value of 0.05 indicates that 
the fractographic feature outcome was statistically significant for a specific PMI. 
 The intercepts and coefficients recorded for each time of exposure demonstrates 
the strength or likelihood of exhibiting one fractographic feature on a bone versus the 
reference feature which is bone hackle (Table 4.10). These results indicate that cantilever 
curls versus bone hackle patterns have a statistically significant relationship with bones 
fractured with a PMI of 450 days. With all other units being constant, a one unit increase 
in PMI 450 is associated with a 1.626 decrease in the relative log odds of a fracture 
surface showing a cantilever curl versus bone hackle. A 1.626 decrease is not a relatively 
strong decrease and so, even though this PMI represents the group of bones in this 
experiment that are the driest, this does not conclude that cantilever curls compared to 
bone hackle patterns are less likely to appear on dry bones. In the present research, there 
were five bone specimens fractured during a PMI of 450 that displayed cantilever curls 
on their fracture surfaces and only four bone specimens from this group that displayed 
bone hackle patterns on their fracture surfaces. Ultimately, since none of the other p-
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values reach the 0.05 significance level, those fractographic features are not statistically 
significant for those corresponding time exposure intervals.   
 There were five bone specimens each with a PMI 0 and a PMI 30 that showed 
bone mirror on their fracture surfaces (Figure 4.29). This was the highest number of bone 
specimens within a group at a time that had shown presence of bone mirror. After a given 
PMI of 30, an evident decrease is seen in the number of bone specimens that showed 
bone mirror until bones reached a PMI of 270. An increase of bones specimens showing 
bone mirror are present during a PMI of 360 and 450. Excluding the slight increased 
presence after 270 days, a general trend can be stated that as drying time increased, the 
number of bone specimens with bone mirror on their fracture surfaces decreased. 
Studying the presence of bone hackle patterns over time, although there are some drops 
present during a PMI of 60, 180, and 450 days, overall a steady increase of the feature 
presence can be observed as the variable time increases. There are more bone specimens 
showing bone hackle patterns on their fracture surfaces during the drier time intervals of 
360 days and 450 days.  
 The same trend is demonstrated for the presence of the cantilever curl feature. The 
number of bone specimens showing cantilever curls in each respective time interval is not 
high but, the number does increase as time progresses, with five being the highest number 
of cantilever curls present on bones fractured with a PMI of 450 days. However, it is 
important to note that the group of bones with a PMI of 450 also showed the highest 
number of fractured bones when compared to the other PMI groups. No pattern can be 
discerned for the presence of arrest ridges over time. At PMI 0, only two bone specimens 
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showed arrest ridges on their fracture surfaces however, that number significantly 




































































Table 4.9. P-values of fractographic features produced for each corresponding time 
of exposure. 
 
















































































Table 4.10. Intercepts and coefficients associated with the postmortem intervals for 
fractographic features produced. 
 





































































































Time of Exposure and Sample Size 
 Prior to fracturing, the sample size of long bones experienced different time 
periods of exposure. The time of exposure, which was organized into days, represented 
the drying out of the bone specimens. The longer the bone specimens were left exposed 
to the outside environment, the more likely that the bones lost their moisture content 
(Calce and Rogers 2007; Coelho and Cardoso 2013; Ubelaker and Adams 1995; 
Wheatley 2008; White and Folkens 2005; Wieberg and Wescott 2008). This was the basis 
for the experiment, and this was ultimately why the bones which remained exposed for 
the longer periods were likely to show characteristics of postmortem trauma when 
fractured.  
 The independent variable of time was initially broken into 30-day intervals for the 
first three months followed by 90-day intervals for the remainder of the experiment. The 
different time exposure intervals chosen for the sample were chosen as a result of the 
time intervals proposed in similar studies (Coelho and Cardoso 2013; Wieberg and 
Wescott 2008). Coelho and Cardoso (2013) left pig and goat limb segments to 
decompose at different PMI lengths consisting of 28-day intervals (0, 28, 56, 84, 112, 
140, 168, and 196 days). Similarly, Wieberg and Wescott (2008) also fractured pig long 
bones at a PMI of 28 days (0, 28, 57, 85, 113, and 141 days). Coelho and Cardoso (2013) 
and Wieberg and Wescott (2008) had bones in eight and six PMI length groups, 
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respectively. In an effort to replicate the conditions and experimental designs of 
previously conducted studies, the present research had 30-day and 90-day intervals with 
bones in eight different PMI length groups (0, 30, 60, 90, 180, 270, 360, and 450 days). 
The larger day intervals were also selected to account for the research being conducted 
over a longer period than the previously mentioned studies. 
 For this research, each of the eight groups representing a time interval had 15 
bones which were all impacted by a blunt force. Fifteen bones were considered a large 
enough sample to represent overall results from an entire time interval even if there were 
one or two outliers and even if certain bone specimens did not fracture from being struck 
by the apparatus. This was also similarly observed in previous studies as an appropriate 
number to display the effects of a PMI length. Coelho and Cardoso (2013) and Wieberg 
and Wescott (2008) both had sets of ten bones each to represent each time interval. 




 As mentioned previously, all of the white-tailed deer long bones were purchased 
from the butcher shop and as a result of the long bones that were received from the shop 
being chosen arbitrarily, an equal number of each type of long bone was not guaranteed. 
This did not restrict or hinder the experiment in any way since significance of bone type 
was not a variable that was being examined. Therefore, the bone type was recorded in the 
data table but was not included in any specific statistical analyses.  
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 Nevertheless, when examining the sample of bones that did fracture versus did 
not fracture when struck by the apparatus, a pattern was observed regardless of the time 
of exposure. Of the entire experimental sample of 120 long bones, 27 bones were humeri, 
25 bones were radii, 40 bones were femora, and 28 bones were tibia. Of the 27 humeri, 
only 6 of them fractured when impacted by the blunt force (22.2%). Additionally, 16 of 
the 25 radii fractured (64%), 38 of the 40 femora fractured (95%), and 21 of the 28 tibiae 
fractured (75%). Therefore, compared among the upper limbs and the lower limbs, the 
radii and especially the humeri were less likely to fracture when struck by the fracturing 
apparatus than the femora and tibiae. The reasoning for this outcome is unknown and was 
not accounted for in this study. 
 
Impact on Fracture Angle 
 In the present research, there were three different outcomes for the fracture angles 
produced on the bone specimens taken from Wheatley’s (2008) study: sharp angles, 
mixed angles (a combination of sharp and right-angled), and right-angled angles. The 
most commonly witnessed fracture angle when observing the bone specimens across all 
of the time intervals was sharp. During every observed PMI, the number of bones 
showing sharp angles were consistently greater than those showing mixed angles or right 
angles on their fracture surfaces, equaling at least 55% of the outcome for each PMI 
group. The number of bone specimens from each time interval showing mixed angles was 
stagnant with at least one bone specimen from each time interval displaying mixed 
angles. The highest number of bones showing mixed angles were observed with a PMI of 
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360, representing a group of bones which were relatively dry. Of the entire sample size, 
only one bone specimen showed a right-angled fracture edge and that bone belonged to 
the sample group that had been exposed for 90 days which represented neither an entirely 
fresh nor an entirely dry batch but instead, a transitional set.  
 As was concluded in Wheatley’s (2008) and Wieberg and Wescott’s (2008) 
studies, oblique or sharp angles were associated with fresher bones and right angles were 
usual among drier bones. In Wheatley’s (2008) sample, the proximal edges and distal 
edges were examined and recorded separately for wet and dry bones. For the proximal 
edges, there were 36 sharp or oblique-angled edges of the wet bone sample and 20 sharp-
angled edges of the dry bone sample. From examining the proximal edges, 6 of the wet 
bone specimens showed mixed (sharp-angled and right-angled) angled edges and 14 of 
the dry bone specimens showed mixed-angled edges (Wheatley 2008). There were also 
23 sharp-angled distal edges and 19 mixed-angled distal edges on the wet bone sample 
and 15 sharp-angled distal edges and 19-mixed angled distal edges on the dry bone 
sample (Wheatley 2008). Ultimately, most of the bones in Wheatley’s (2008) sample 
showed sharp-angled fracture edges throughout all time intervals which is similar to the 
present research. In addition, none of the bone specimens in the Wheatley’s (2008) study 
displayed exclusively right-angled edges only, similar to the current research showing 
only one bone specimen with an exclusively right-angled fracture.  
 When examining the impact of time exposure on the fracture angle produced in 
Wieberg and Wescott’s (2008) sample, a general trend was present. When the PMI was 0, 
most of the bone specimens showed obtuse and acute angled fracture edges and as the 
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PMI increased, the number of bone specimens showing obtuse and acute angles 
decreased and the sample of bones showing right and acute, right and obtuse, and only 
right angles increased. The highest number of mixed right angles on bones were seen 
during PMI 141 and the highest number of right angles were recorded during PMI 113 
(Wieberg and Wescott 2008). Although these patterns were seen among previous studies, 
in the present research, the fracture angle produced on bone specimens did not provide 
sufficient information regarding whether the trauma occurred perimortem or postmortem 
as a result of both fresh and dry bone specimens displaying fresh bone characteristics. 
 
Impact on Fracture Type 
 Of the five different outcomes possible for fracture type, the most commonly seen 
fracture type across all time intervals was comminuted fractures. The number of 
comminuted fractures produced on bones showed an increase during the 360-day and 
450-day dry time intervals. All other fracture types observed during each PMI 
collectively made up less than 50% of the outcomes on bones in each group. The number 
of segmental fractures produced increased as the time of exposure of bones increased. 
Butterfly, oblique, and transverse fractures produced on the bones throughout the time 
intervals did not display a trend of any sort as time of exposure increased. 
 In Wheatley’s (2008) sample, four of 76 bone specimens (5%) presented butterfly 
fractures; three of the butterfly fractures were created on dry bone specimens and one was 
present on wet bone. Additionally, the Ubelaker and Adams (1995) study demonstrated 
that butterfly fractures cannot be used as a determining factor for perimortem injury. 
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Examining a case report of skeletonized human remains discovered at a construction site, 
Ubelaker and Adams (1995) concluded that several butterfly fractures were present on 
those skeletonized remains. Observations of the present research likewise confirm that 
butterfly fractures are not an indicator of perimortem trauma. The control set of bone 
specimens with a PMI of 0 days displayed no butterfly fractures. The most butterfly 
fractures were recorded for three bone specimens with a PMI of 60 days and butterfly 
fractures were still present on bone specimens with a PMI of 270 days. Therefore, both 
previous studies as well as the present research established that butterfly fractures once 
exclusively associated with perimortem trauma can also be produced postmortem 
(Ubelaker and Adams 1995; Wheatley 2008). 
 Wheatley’s (2008) study also determined that transverse fracture types were 
unique to dry bone specimens although, only a total of two bone specimens from his 
sample (3%) displayed transverse fractures. The present study also only recorded one 
bone with the presence of a transverse fracture at 90 days of exposure. As a result of the 
extremely small outcome of this fracture type in this study, no conclusions can be 
confirmed regarding the presence of transverse fractures being exclusive to dry bone 
specimens. 
 
Impact on Number of Fragments 
 The average number of fragments produced during each specific PMI in the 
present research did not show that drying time has an effect on the number of fragments 
created from fracture. High averages were present during the fresh PMI 0 and the drier 
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PMI 360. Wheatley (2008) had recorded the average number of fragments produced from 
wet bone specimens compared to dry bone specimens. In his study, of 42 fresh bones, the 
average number of fragments produced was 12.5, and of 33 dry bones, the average 
number of fragments produced was 7.2. Both of these averages are much higher than the 
averages calculated in the present research. Examining the results of Wheatley (2008), it 
was concluded that wet bone specimens had more broken fragments than dry bone 
specimens. The average number of fragments produced in the present study was 
calculated for each individual PMI. However, if time intervals were combined so that 
bones from PMI 0, PMI 30, PMI 60, and PMI 90 represented a fresh sample and bones 
from PMI 180, PMI 270, PMI 360, and PMI 450 represented a dry sample, the combined 
average number of fragments for the fresh sample was lower than the combined average 
number of fragments for the dry sample. The average number of fragments produced 
from the bones of the fresher four intervals was 2.97 and that of the drier four intervals 
was 3.35. Therefore, these results conflicted with that which was observed in Wheatley’s 
(2008) study.  
 In addition, LaCroix (2013) also recorded the number of fragments produced from 
wet bones versus dry bones in her experiment. The average number of fragments 
produced for each 2-month interval in her study were also a lot more fragments than what 
was produced in the present study. However, the pattern observed in her results is similar 
to that of the current study where high averages were present for the fresh and dry time 
intervals with smaller averages for the transitional groups. LaCroix’s (2013) experiment 
had five-time intervals with each time interval constituting of eight weeks, totaling to ten 
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months. Bones in the freshest first interval produced an average number of 8.9 fragments, 
second interval produced an average of 2.6 fragments, third interval produced an average 
of  4.5 fragments, the fourth interval produced an average of 3.9 fragments, and the bones 
from the last and driest fifth interval produced an average of 5.4 fragments (LaCroix 
2013).  
 
Impact on Fracture Surface Texture 
 The texture of the fracture surfaces of bones was assessed as smooth, 
intermediate, or rough. Bone specimens across most time intervals showed predominantly 
smooth fracture surface textures when compared to the other two fracture surface textures 
except for the time intervals of 60 days and 450 days. The driest batch with 450 days of 
exposure showed the greatest number of bones displaying rough fracture surface textures. 
This same batch showed an equal number of bones displaying intermediate fracture 
surfaces as rough fracture surfaces. Intermediate fracture surfaces were observed during 
each PMI with the number showing a slight increase with the increased exposure of time. 
 The fracture surface morphology for the Wheatley (2008) study was assessed 
separately for the proximal and distal fracture surface ends of wet and dry bone 
specimens. From Wheatley (2008) examining the proximal fracture surface ends, 38 of 
the wet bone specimens and 16 of the dry bone specimens showed smooth surfaces, and 4 
of the wet bone specimens and 18 of the dry bone specimens showed rough surfaces. For 
the distal fracture surface ends, there were 25 of the wet bones and 10 of the dry bones 
93 
exhibiting smooth textures and, 17 of the wet bone specimens and 24 of the dry bone 
specimens had rough textures present (Wheatley 2008).  
 In Wieberg and Wescott’s (2008) sample, at a PMI 0, 89% of the bone specimens 
showed smooth fracture surfaces and as the PMI increased, the number of bone 
specimens exhibiting smooth fracture textures decreased and the number of bones 
showing rough fracture surfaces increased. At PMI 141, the bones representing the driest 
bones in Wieberg and Wescott’s (2008) sample, 100% of the bones showed a rough 
fracture surface morphology. Although fracture surface appearance was indicative of 
perimortem versus postmortem trauma for the two studies mentioned above, in the 
present study, this was not concluded. The results from the present research showed that 
there was no certain trend exhibited for the number of bones showing smooth fracture 
textures as time of exposure increased however, dry bone specimens did exhibit more 
rough textures on their fracture surfaces when compared to wet bone specimens as 
proven in Wheatley’s (2008) and Wieberg and Wescott’s (2008) studies. Also, 
statistically speaking, it was statistically significant that intermediate fracture surfaces 
were more likely than rough fracture surfaces to be present on bones with a freshest PMI 
of 0 days and that intermediate fracture surfaces were more likely to be present than 
smooth fracture surfaces to be present on bones with the driest PMI of 450 days. 
 
Impact on Fracture Jaggedness 
 The three categories for fracture jaggedness were jagged, intermediate, and not 
jagged. As mentioned previously, the variable fracture jaggedness is novel and 
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substituted the variable fracture outline which was used in previous studies such as those 
of Wheatley (2008) and Wieberg and Wescott (2008). Generally, in the present research, 
the most commonly seen fracture jaggedness on fractured bones for most time intervals 
was jagged broken ends. As depicted in the frequency distribution histogram (Table 
4.26), the number of bones portraying intermediate jaggedness of broken ends was 
consistent of the transitional groups however, only one bone specimen with a PMI of 0 
showed intermediate jaggedness of broken ends and there were no bone specimens that 
showed intermediate jaggedness during the PMI 450 days. Not jagged broken ends only 
began to appear in the sample starting at a PMI of 90 days however, these number of 
bones displaying unjagged ends were consistently very low with only one or two bone 
specimens in each PMI. Therefore, jagged ends showed no particular pattern in its 
presence on bones over time but, intermediate jaggedness was present mostly during the 
transitional PMI intervals, and not jagged ends were present predominantly on bones that 
experienced longer periods of drying time.  
 Both Wheatley (2008) and Wieberg and Wescott (2008) concluded that when 
observing fracture outline, jagged or curved shaped outlines were commonly present on 
bone specimens impacted by trauma perimortem and as time of exposure elapsed, the 
number of bone specimens showing curved or jagged-shaped broken ends would 
decrease. The results of the present study showed no association between the presence of 
jagged broken ends and progression of time. Wheatley (2008) found intermediate fracture 
outlines became more typical of dry bone specimens and none of the bone specimens in 
the study exhibited an exclusively transverse fracture outline. Wieberg and Wescott 
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(2008) also found no intermediate fracture outline on any of the bone specimens until a 
PMI of 85 days was reached. Three bone specimens from each PMI 85, PMI 113, and a 
PMI 141 had intermediate fracture outlines. At least one transverse fracture outline was 
found for all the PMI lengths except for a PMI 0 days (Wieberg and Wescott 2008). 
Comparing the results of the present study to those from previously conducted 
experiments is indirect, because the fracture outline classified as curved was not a 
potential outcome for fracture jaggedness and fracture jaggedness was not examined as a 
variable in the Wheatley (2008) or Wieberg and Wescott (2008) studies.  
 
Impact on Fractographic Features 
 The presence of fractographic features on bone such as those tested for in the 
present research have proven to be successful in determining the point of fracture 
nucleation and the direction of fracture propagation as concluded the Christensen et al. 
(2018), Christensen and Hatch (2019), and Love and Christensen (2018) studies. 
However, the presence or absence of fractographic features in this study was examined 
and documented thoroughly in order to determine whether or not these features had an 
alternative application in the forensic anthropological field in understanding timing of 
trauma. The statistical analyses compared the relationship of each fractographic feature to 
exposure time and the results indicated that the presence of not any of the features were 
significantly affected by the drying time of the bone specimens despite the trends stated 
in the previous chapter.  
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 Since there are no previous studies that directly compared the appearance of these 
features on bone specimens over a period of drying time, the results and observations of 
this study cannot be examined with relation to any other literature. However, with the 
small human sample sizes in the Christensen et al. (2018), Christensen and Hatch (2019), 
and Love and Christensen (2018) studies, more than one fractographic feature was 
observed on several of the bone specimens such as that observed in the present study. Of 
the twelve human femora studied in Christensen et al. (2018), most observers stated that 
all twelves femora showed bone hackle patterns, arrest ridges, and cantilever curls on 
their fracture surfaces. The observers gave conflicting responses regarding the presence 
of bone mirror on the femora samples. In Christensen and Hatch (2019), a routine 
postmortem CT scan of a human femur was performed. This femur displayed all of the 
fractographic features observed in the present study: bone mirror, bone hackle, arrest 
ridges, and a cantilever curl. Love and Christensen (2018) examined cases involving four 
different human long bones and in three of the four bones, bone hackle patterns, arrest 
ridges, and cantilever curls were present.  
 The current study sample consisted of 81 fractured bones over multiple time 
intervals. Within this sample, 22 bones (27.2%) did not have any fractographic features 
present on their fracture surfaces. Twenty-four bones (29.6%) displayed one 
fractographic feature on their fracture surface: four bones (4.9%) showed only bone 
mirror, four bones (4.9%) showed only bone hackle, thirteen bones (16%) showed only 
arrest ridges, and three (3.7%) showed only cantilever curls on their fracture surfaces. 
With much overlap between the fractographic features present on bone specimens, ten 
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bones (12.3%) showed both bone mirror and bone hackle on surfaces, sixteen bones 
(19.8%) showed both bone mirror and arrest ridges on surfaces, ten bones (12.3%) 
showed both bone mirror and cantilever curls on surfaces, seventeen bones (21%) 
showed both bone hackle and arrest ridges on surfaces, ten bones (12.3%) showed both 
bone hackle and cantilever curls on surfaces, and sixteen bones (19.8) showed both arrest 
ridges and cantilever curls on surfaces. Four bones (4.9%) of the whole sample showed 
the presence of all four fractographic features on their fracture surfaces, with each bone 
specimen being in a different time interval (PMI 30, PMI 90, PMI 360, and PMI 450). 
98 
CONCLUSIONS 
 The aim of the present research was to test whether the concept of fractography 
can be utilized in a forensic context to understand timing of trauma or other injuries. An 
important key element of fractographic analysis was initially recognizing patterns on 
fractured surfaces, particularly on materials such as glass and ceramics (Quinn 2016). It 
was determined that on these fractured surfaces, fractography can provide definitive 
answers regarding details such as the causation of fracture, the origin of failure, and even 
the stress induced at fracture (Quinn 2016). This led to the possible application of 
fractography in the forensic field to assess its value in real-life trauma cases. Christensen 
et al. (2018), Christensen and Hatch (2019), and Love and Christensen (2018) concluded 
that fractographic features can be observed on bone specimens and are valuable in 
microstructural analyses of bone and failure analyses.  
 The present research was conducted to determine if fractographic examination can 
be used one step further in skeletal trauma analysis to differentiate between fractures 
taking place perimortem versus postmortem. The results of this study demonstrated that 
fractography did not aid in making distinctions between trauma associated with fresh 
bone and dry bone, therefore disapproving the hypothesis. Fractographic features in this 
study were present on both wet and dry bone specimens. The presence of the features on 
the bone specimens showed no significant difference with the number of days the bones 
had been exposed. The only statistically significant relationship that was discovered from 
the results was that bones with a PMI of 450 were likely to show bone hackle patterns 
when compared to cantilever curls on their fracture surfaces. 
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 As an additional component to the present research, the traditional fracture pattern 
analyses using the fracture characteristics defined and studied in Wheatley (2008) and 
Wieberg and Wescott (2008) were also examined and recorded for each bone specimen. 
This supplementary examination was completed to ensure that previous studies 
confirming that fracture characteristics have been beneficial in estimating PMI were still 
valid and compelling evidence to distinguish perimortem and postmortem injuries. The 
observations made and the results concluded from this examination indicated that 
although general patterns may be noticed regarding the type of characteristics present on 
wet bone and dry bone specimens, respectively, fracture characteristics associated with 
wet bone can persist long into the PMI (Wieberg and Wescott 2008) as was observed in 
the present project. 
 The variable “fracture angle” did not reveal a statistically significant relationship 
with exposure time of the bones. The p-values concluded that bones with a PMI of 30 are 
more likely to show mixed angles than right angles on their fracture surfaces and bones 
with a PMI of 360 are more likely to show mixed angles than sharp angles or right angles 
on their fracture surfaces. “Fracture type” also proved to have no statistically significant 
relationship with the drying time of bones. Despite all of the p-values showing 
statistically significant differences between fracture types produced and the time of 
exposure, no specific fracture type was concluded to be exclusively present on more fresh 
bones versus more dry bones. The “number of fragments produced” increased as drying 
time increased in this specific study however, previous studies such as that of Wheatley 
(2008) demonstrated otherwise and therefore, no relationship was established between 
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the number of fragments produced and the exposure time of bones. The p-values 
calculated for the variable “fracture surface texture” showed that rough surface textures 
were less likely to be witnessed on bones with a PMI of 0 and 270 and that smooth 
surface textures were less likely to be witnessed on bones with a PMI of 60 and 450 as 
compared to intermediate surface textures. This proves to be statistically significant and 
beneficial because if a bone with a rough fracture surface texture is observed, it can be 
likely eliminated that the fracture was inflicted perimortem (PMI 0) and if a bone with a 
smooth fracture surface texture is observed, it can be likely eliminated that the fracture 
was inflicted postmortem (PMI 450). The type of “fracture jaggedness” produced only 
displayed a significant difference for intermediate jagged broken ends versus not jagged 
broken ends during a PMI of 30 and 60 and so, fractured bones with unjagged broken 
ends compared to intermediate broken ends were less likely to be present during earlier 
time intervals. The only clear patterns were related to changes in fracture surface texture 
present on bone specimens over time.  
 
Limitations 
 There are several limitations to note which influenced the findings of this study. 
In the present experiment, there were more drier bones that were fractured in the research 
sample than there were wet bone specimens and so, the fracture characteristics on the dry 
bone specimens were better represented than those present on the fresh bones. This result 
may be a consequence of wet bone requiring more force to cause fractures on the surface. 
The bone specimens which did not show any kind of fractures after initially being hit by 
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the fracturing apparatus were not repeatedly struck. This was for the purpose of ensuring 
standardization, if some bones required more than one attempt of being struck by the 
fracturing apparatus and other bones only required one attempt, this would have been an 
additional factor to account. Therefore, each bone specimen was only struck with the 
fracturing apparatus once, regardless of whether or not a fracture was produced and 
thereafter, the bones that produced fractured surfaces were used in this study to examine 
fracture characteristics and fractographic features over time. 
 Studies and sources explicitly examining fractography on bone specimens are 
scarce therefore, most of the fractographic features present on the bone specimens in the 
present study were compared to features that were examined on different material 
surfaces such as glass and ceramics (Hull 1999; Quinn 2016). Although the 
characteristics and patterns of the features are similarly presented on both bone and other 
material surfaces, there is the restriction of not comparing bone to other bone samples. 
This restriction also led to the difficulty of being able to decisively make conclusions 
about other potential fractographic features such as wake hackle patterns and Wallner 
lines on bone which were both more clearly visible on different material surfaces.  
 To understand fully and be able to distinguish between perimortem and 
postmortem trauma on bone specimens, it is important to take note of when the fresh 
characteristics on bone begin to transition and show more dry bone characteristics. 
Studies indicate that it is difficult to establish a definite length of time exposure when 
fresh bone transitions to dry bone and produces solely characteristics associated with 
postmortem trauma (Cappella et al. 2014; Coelho and Cardoso 2013; Green and Schultz 
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2016; Ubelaker and Adams 1995; Wheatley 2008; Wieberg and Wescott 2008). Although 
the present study included bone specimens which had been drying from various time 
periods between 0 days and 450 days (15 months), a longer time interval with a larger 
sample size for each interval of time would allow for more in depth examination to make 
appropriate distinctions between fresh and dry fracture characteristics on bone and 
potentially provide an approximate time as for when the turning point of transition 
occurs.  
 Most of the studies regarding trauma have been completed using animal samples 
as a proxy for humans with the exclusion of case studies (Owsley et al. 1984; Wheatley 
2008; Wright 2009). Research with human bone samples are restricted and limited due to 
the ethical and moral issues that come with handling human remains. However, attention 
must be brought to the possibility that the results of this study may have been different if 
human samples were obtained as opposed to the white-tailed deer long bones which were 
used in their place. The effects of drying time on the fracture characteristics produced on 
bone would be more relevant for forensic investigation if experiments were performed 
using human remains. The animal sample in this study was a good substitute, the 
plexiform bone of deer is not present in human long bones and therefore, this must be 







 The present study identified fractography as an unreliable indicator of perimortem 
from postmortem trauma and concluded that fresh characteristics may be retained on dry 
bone after the passage of an extended PMI. This result reiterates the need to produce 
more research and experimentation on fractography and assessing timing of injuries. 
Although fractography proved to not be useful in this specific research, its novel 
application to bone has not been experimented to its complete potential in understanding 
what other concepts may be understood from observing fractographic features and 
patterns. Additionally, not all of the variables differentiating perimortem and postmortem 
trauma visibly were recorded in this research. Characteristics such as the presence or 
absence of fracture lines, the amount of energy required to fracture bone, different types 
of environments as well as whether there was homogenous or heterogeneous staining 
present on the fractured surface versus the bone surface were not explored in this specific 
study.  
 The need for universal terminology and clearer definitions of variables are also 
pertinent for the advancement and improvement of fracture pattern analyses over time. 
Wheatley (2008) and Wieberg and Wescott (2008) both studied the variable “fracture 
outline” as it is affected by drying time. In the Wheatley (2008) study, the different 
outcomes for fracture outline were curved, jagged, intermediate, or transverse and in the 
Wieberg and Wescott (2008) study, the outcomes for fracture outline produced were 
curved or V-shaped, intermediate, and transverse. These categories are not very 
distinctive and may cause confusion; it is difficult to distinguish between a curved 
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fracture outline and a transverse fracture outline since both outcomes on bone specimens 
are ultimately a circular shape around the diaphysis. In the present study, this variable 
was eliminated entirely and replaced with “fracture jaggedness” in an attempt to provide 
clarity however, it is critical that fracture pattern analyses in literature use the same 
wording to allow for studies to be effectively replicated and to avoid misinterpretations of 
observations on bone.  
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APPENDIX A 
Table A.1. Weather data for each month of data collection: Total precipitation (in.) 
and average high and low temperatures (°F) recorded (NOAA 2020). 
 






1 March 2019 46.7 31.5 2.95 
2 April 2019 59.5 43.9 6.52 
3 May 2019 65.2 50.5 3.35 
4 June 2019 75.7 60.8 5.15 
5 July 2019 86.7 70.7 5.81 
6 August 2019 81.7 66.5 3.48 
7 September 2019 76.0 60.0 2.16 
8 October 2019 63.8 51.0 4.45 
9 November 2019 49.9 35.6 3.37 
10 December 2019 43.6 30.8 6.07 
11 January 2020 45.3 31.1 1.39 
12 February 2020 44.8 30.7 3.30 
13 March 2020 49.4 34.3 3.60 
14 April 2020 50.5 38.6 4.33 
15 May 2020 65.7 47.8 2.21 
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