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FOURIER TRANSFORM AND EXPANDING MAPS ON CANTOR SETS
TUOMAS SAHLSTEN AND CONNOR STEVENS
Abstract. We study the Fourier transforms µ̂(ξ) of Gibbs measures µ for uniformly ex-
panding maps T of bounded distortions on Cantor sets with strong separation condition.
When T is totally non-linear and Hausdorff dimension of µ is large enough, then µ̂(ξ) decays
at a polynomial rate as |ξ| → ∞.
1. Introduction
Given a Borel measure µ on Rd and a frequency ξ ∈ Rd, then the corresponding Fourier
coefficient (or amplitude in frequency ξ) associated to µ is given by the complex number
µ̂(ξ) =
∫
e−2πiξ·x dµ(x)
for ξ ∈ Rd. The Fourier coefficients of µ relate closely to various fine structure properties
of the measure. For example, the Riemann-Lebesgue lemma states that if µ is absolutely
continuous with L1 density, then µ̂(ξ) converges to 0 when the frequencies |ξ| → ∞. In
contrast for atomic measures µ, Wiener’s theorem says that their Fourier transform µ̂(ξ)
cannot converge to 0 as |ξ| → ∞. The intermediate case, namely, fractal measures is a
very difficult problem. For middle-third Cantor measure the Fourier transform cannot decay
at infinity due to invariance under ×3, but some other fractal measures such as random
measures (Salem’s work [35] or Kahane’s work on Brownian motion [20, 21]) or measures on
badly or well approximable numbers (see Kaufman’s papers [22, 23]) exhibit decay of Fourier
coefficients. Hence it is interesting to see if one can find more axiomatic way to explain what
is sufficient for Fourier decay of fractal measures.
In a random setting, the conditions usually require certain rapid correlation decay prop-
erties of the processes such as independent increments on Brownian motion (see Kahane’s
work [20, 21], or other independence or Markov properties (see the works of Shmerkin and
Suomala [39]). In the deterministic setting, the known examples are currently suggesting
some form of nonlinearity starting from the work of Kaufman [22], where measures were
constructed on sets of badly approximable numbers. Such sets are naturally invariant for
the Gauss map T : [0, 1]→ [0, 1], defined by
T : x 7→
1
x
mod 1, x ∈ (0, 1], T (0) = 0
The Gauss map forms a crucial dynamical system in the theory of Diophantine approx-
imation as it can be used to generate continued fraction expansions, and the geodesic flow
on modular surface can be connected to its evolution by suspension flows [7]. In contrast
to the ×3 map, which has fully linear inverse branches, the Gauss map exhibits nonlinear
inverse branches. Any ×3 invariant measure cannot have Fourier decay, but as proven by
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Jordan and Sahlsten [19], when assuming certain correlation properties from the invariant
measures for the Gauss map (Bernoulli or more generally Gibbs property) and finite Lya-
punov exponent, then invariant measures of large enough dimensions exhibit Fourier decay.
Hence it would be interesting to see which properties of the results of [19] are really needed
for Fourier decay of invariant measures for interval maps, and not just the Gauss map.
In a recent work [4] Bourgain and Dyatlov adapted the discretised sum-product the-
ory from additive combinatorics developed by Bourgain [3] and proved Fourier decay of
Patterson-Sullivan measures for convex cocompact Fuchsian groups. This was also proved
by Li [26] using different tools from random walks on matrix groups. Patterson-Sullivan mea-
sures are self-conformal (Gibbs) measures associated to an iterated function system given by
contractive fractional linear transformations
x 7→
ax+ b
cx+ d
, x ∈ [0, 1]
with ad − bc = 1 and a, b, c, d ∈ R chosen such that the map is a contraction. This reflects
the situation of the Gauss map, where the inverse branches of the Gauss map are of the form
x 7→
1
x+ a
, x ∈ [0, 1]
and a ∈ N so the work of Bourgain and Dyatlov generalises the work of Jordan and Sahlsten
to more general fractional linear transformations but it does not directly include it. The
motivation for the results of Bourgain and Dyatlov [4] is to establish a Fractal Uncertainty
Principle for the limit sets of Fuchsian groups. Fractal Uncertainty Principle, as intro-
duced by Dyatlov and Zahl [11], is a powerful harmonic analytic tool used in understanding
Pollicott-Ruelle resonances in open dynamical systems [5] and delocalisation of semiclassical
limits of eigenfunctions for the Laplacian [10].
In the study of dimension theory for equilibrium states of fractional linear transformations,
one is often able to generalise the results to more general expanding interval maps T with
enough regularity or distortion assumptions on the inverse branches of T . However, recall
that Fourier decay is not possible for fractal invariant measures of the interval map T (x) =
3x mod 1 (e.g. for the middle-third Cantor measure), so some conditions are required. The
main tool used in the work of Bourgain and Dyatlov [4] is a quite general decay theorem
for multiplicative convolutions proved by Bourgain [3] in his seminal paper on discretised
sum-product theorem (see Section 4 for details). The decay theorem applies to general Borel
measures provided that bound on some type of non-concentration of distortions. Controlling
the non-concentration of distortions requires structure from the measure, which is missing
from, say, middle-third Cantor measures, but is present for Patterson-Sullivan measures for
Fuchsian group actions or Gibbs measures for the Gauss map.
The purpose of this work is to prove polynomial Fourier decay for Gibbs measures asso-
ciated to expanding maps of bounded distortions on Cantor sets K with strong separation
conditions. Moreover, the non-concentration of distortions is established if we assume T
is totally non-linear : the iterated function system defining K is not C1 conjugated to a
self-similar iterated function system. Let us now give our setting and main results more
formally. We follow the setting and notations of Naud [31] and use the same notation. Let
I1, . . . , IN , N ≥ 2, be closed, disjoint and bounded intervals in [0, 1], and write I =
⋃N
a=1 Ia.
Let T : I → R be a mapping such that each restriction Ta := T |Ia is a real analytic map and
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assume T is conjugated to the full shift on AN, where A = {1, . . . , N}. Moreover, we need
that T also satisfies
(1) Uniform expansion: There exists γ > 0 and D > 0 such that for all n ∈ N and all
x ∈ I we have
|(T n)′(x)| ≥ D−1γn.
(2) Markov property : For all a, b = 1, . . . , k, if T (Ia) ∩ Int(Ia) = ∅, then T (Ib) ⊃ Ia.
(3) Bounded distortions : there exists B > 0 such that
|T ′(x)| ≤ B|T ′′(x)|, x ∈ I.
(4) Total non-linearity : Let
τ := log |T ′|
be the distortion function. Then it is not possible to write
τ = ψ0 + g ◦ T − g
where ψ0 : I → R is constant on every Ia, a = 1, . . . , N , and g ∈ C
1(I).
Let K =
⋂∞
n=0 T
−n(I) be the T -invariant regular Cantor set. Note that K is the attractor
to an iterated function system Φ := {fa : a = 1, . . . , N}, so conditions (1)-(4) are about the
properties of the contractions fa. In particular the total-nonlinearity condition (4) means
that the IFS Φ = {fa : a = 1, . . . , N} is not C
1 conjugated to a self-similar iterated function
system: there does not exist a C1 diffeomorphism g : R→ R such that the iterated function
system gΦ = {gfag
−1 : a = 1, . . . , N} consists of similitudes.
We can now formulate our main result. Let A = {1, . . . , N}. For a given negative
continuous ϕ : I → R such that the variations
varn(ϕ) = sup{|ϕ(fa(x))− ϕ(fa(y))| : x, y ∈ I, a ∈ A
n} → 0,
exponentially as j →∞, we are interested in the T -invariant measure µϕ on K that realises
the variational formula for the pressure:
P (ϕ) = sup
{
hµ(T ) +
∫
K
ϕdµ : µ = Tµ
}
which is called an equilibrium measure, see Section 2.1 for more details and [24]. Note that
under the assumptions (1)-(3), Bowen’s formula [24] gives that the Hausdorff dimension
of K is given by the unique real solution s0 to P (−s0τ) = 0 for the distortion function
τ = log |T ′|, and we know that the Hausdorff dimension of an equilibrium state µ is given
by dimH µ = hµ(T )/λµ(T ), where λµ(T ) =
∫
τ dµ is the Lyapunov exponent of µ.
We then have the following Fourier decay theorem equilibrium states:
Theorem 1.1. Suppose K satisfies conditions (1), (2), (3) and (4) and let µ be an equilib-
rium state on K associated to a potential ϕ with exponentially vanishing variations. If the
Hausdorff dimension dimH µ is close enough to dimHK, then the Fourier coefficients of µ
tend to zero with a polynomial rate.
Let us give some remarks on Theorem 1.1 and the assumptions.
Remark 1.2. (1) In this work we will use the seminal work of Naud [31] to establish
the needed non-concentration properties for a class of Cantor sets that satisfy a
condition known as total non-linearity. The non-concentration of distortions will be
crucial for the sum-product estimates we use, and we follow the ideas from [4] to do
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this reduction. Moreover in order to control the regular parts of the measure, we
extend some of the large deviations for ideas for Gibbs measures as in [19] to adapt
to our setting.
(2) It would be interesting to see if one could get results also for small Hausdorff dimen-
sion dimH µ. The method of our proof relies on the spectral properties of the complex
transfer operator associated the distortion function and Hausdorff dimension of µ.
Here we employ the C1 contraction result by Naud [31], where in our case we need
dimH µ to be close enough to the zero-point s0 of the pressure P (−s0τ), which is given
by dimHK. We also highlight the work of Hochman and Shmerkin [14], where nor-
mality of orbits of {nkx}k∈N, where n ≥ 2, n ∈ N, was established for µ almost every
x under total non-linearity without dimension assumptions. Theorem 1.1, thanks to
Davenport-Erdo¨s-LeVeque criterion for equidistribution [8] gives the equidistribution
for {skx}k∈N at µ almost every x for any strictly in increasing sequence sk →∞, so
it would make sense for Theorem 1.1 to hold for any dimensional µ.
(3) The total non-linearity condition goes back to the uniform non-integrability proper-
ties of the unstable and stable foliations of Anosov flows and their symbolic properties,
see for example Dolgopyat [9]. Since T is real analytic, total non-linearity is equiva-
lent to the Non-Local Integrability (NLI) of the distortion function τ (see [31] for the
definition), which is proved in Avila, Goue¨zel and Yoccoz [1, Proposition 7.5] and it
goes back to the notion of Anosov alternative by Dolgopyat [9]. See also Magee, Oh,
Winter [27] and references there-in and Remark 4.7.
(4) Total non-linearity is related to the notion of τ being non-lattice: τ is called non-
lattice if there does not exist L : I → mZ for some m > 0 and g ∈ C1(I) such that τ
satisfies the cohomological equation
τ = L+ g − g ◦ T.
Non-lattice is weaker than total non-linearity. Naud [31] proved NLI implies τ is
non-lattice, but there are counterexamples to the opposite direction as pointed out
by Naud: for example the spectral gap estimates Naud obtain may fail. We also
remark of the Diophantine condition used by Pollicott and Sharp [32], which gives
weaker contraction theorems for the transfer operators, and it could be considered as
a notion between non-lattice and total non-linearity. Hence it would be interesting
to see if Theorem 1.1 holds for any of these weaker notions of the non-linearity of T .
(5) In [31], Naud also established total non-linearity for examples arising from quadratic
Julia sets and for limit sets of Schottky groups.
(6) If we relax the condition on finite branches to infinite number of inverse branches,
then we no longer have the spectral gap theorem of Naud available. It is however
likely that using large deviation ideas with an assumption on the tails the distortion
functions τ with respect to µ Naud’s result could be extended to countable Markov
maps, see [34, 19].
Our setting considers situations where the IFS defining K is far from being a self-similar
set, when the IFS defining K is given by similitudes. In the self-similar case the situation has
also been evolving from similar angles and has roots in the theory of Bernoulli convolutions
since the seminal works of Salem, Zygmund, Erdo¨s et al. [36, 37, 12]. In [17, 18] Fourier decay
theorems were proved for self-similar and self-affine measures satisfying suitable irrationality
properties for their defining maps. These ideas were based on renewal theorems, which in
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turn were inspired by the work on Fourier decay on the stationary measure [15, 16] and
establishing rates for these renewal theorems, at least in higher dimensions, one needs to
have the similar sum-product bounds available as we have. Further characterisations to
these were done by Varju´-Yu [41] and Bre´mont [2], and also using the Erdo¨s-Kahane method
one can obtain polynomial Fourier decay for most parameters by Solomyak [40].
Strategy and organisation of the proof. We will begin the proof in Section 2 where we
first introduce the needed thermodynamic notation, words and blocks of words, following
similar notations as in [19] and [4]. Here we will state the needed large deviation results
for Gibbs measures, which allow us to extract a regular part of the measure and decompose
eventually the analysis for Fourier transform into regular and irregular components.
Then in Section 3 we follow the strategy of Bourgain and Dyatlov [4] by adapting bounds
of bounded distortions of T to reduce the |µ̂(ξ)|2 into a question about the decay of certain
exponential sums arising from the distortion function τ(x) = log |T ′(x)|. In Section 4 we see
that estimates can be dealt using a consequence of the discretised sum-product estimates
Bourgain established in [3], and we use the particular form used by Bourgain and Dyatlov
[4] adapted to our setting. We note that here the assumptions require a non-concentration
property for the distortions, which is possible thanks to the NLI and an argument using the
C1 contraction for transfer operators established by Naud [31].
Finally in Section 5 we complete the proof by carefully choosing the right parameters
so that the large deviation estimates, non-concentration estimates and decay theorems for
exponential sums are satisfied.
2. Regular part of the measure and large deviations
2.1. Symbolic and thermodynamic preliminaries. Let us collect here all the symbolic
notations we will use throughout the proof. The notation here is same as in [4]. Write
A = {1, . . . , N} and let A∗ the collection of all finite words with alphabet A.
(1) Recall that for a = (a1, . . . , an) ∈ A
n, we wrote fa = T
−1
a1 ◦ · · · ◦ T
−1
an .
(2) Given
A = (a0, a1, ..., ak) ∈ (A
n)k+1 and b = (b1, ...,bk) ∈ (A
n)k
define the following concatenation operators:
A ∗B := a0b1a1b2...ak−1bkak and A#B := a0b1a1b2...ak−1bk.
For the rest of this paper, we fix a continuous ϕ : I → R, ϕ < 0. The variation of ϕ at
the generation n is defined by
varn(ϕ) := sup
a∈An
sup{|ϕ(u)− ϕ(v)| : u, v ∈ Ia}.
In this paper we will assume ϕ is regular in the sense that varn(ϕ) → 0 exponentially as
n→∞. We define the transfer operator associated to ϕ as
Lϕg(x) =
∑
y:T (y)=x
eϕ(y)f(y)
for continuous g : I → C. The dual operator L∗ϕ acting on the space of measures on K is
then defined by the formula ∫
K
g dL∗ϕµ :=
∫
K
Lϕg dµ.
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Here we will consider the unique probability measure µ = µϕ on K satisfying L
∗
ϕµ = µ
maximising the pressure formula
P (ϕ) = sup
{
hµ(T ) +
∫
K
ϕdµ : µ = Tµ
}
where hµ(T ) is the entropy of µ with respect to µ, with pressure P (ϕ) = 0 and satisfying
the Gibbs condition
C−1e−Snϕ(fa(x)) ≤ µ(Ia) ≤ Ce
−Snϕ(fa(x)), (2.1)
for some C > 0, where Snϕ(x) := ϕ(x) + ϕ(Tx) + · · ·+ ϕ(T
n−1x) is the Birkhoff sum of ϕ.
We note that it is known, see for example [19] and the references there-in that one can relax
the zero pressure condition but still have the same properties as we claim here.
2.2. Large deviation estimates for Gibbs measures. We need to find a large regular
part of the measure µ in terms of the Lyapunov exponent and Hausdorff dimension, which
allow us to prove good estimates on the Fourier transforms. In Bourgain and Dyatlov they
dealt with Patterson-Sullivan measures which automatically are Ahlfors-David regular, which
is stronger than the Gibbs condition. Large deviations allow us to extract a “large part” of
the support with similar Ahlfors-David regular behaviour for µ. Here is also where we need
the finite Lyapunov exponent for µ.
Theorem 2.1 (Large deviations). Let µ be the equilibrium state associated to ϕ and let
λ = λµ(T ) =
∫
τ(x) dµ(x) =
∫
log |T ′(x)| dµ(x) > 0
be the Lyapunov exponent of µ and
δ = dimH µ > 0
be the Hausdorff dimension of µ. Write
ψ := −τ < 0.
Then we have that for any ε > 0, there exists C(ε) > 0, δ0(ε) > 0 and n1(ε) ∈ N such that
µ
({
x ∈ [0, 1] :
∣∣∣ 1
n
Snψ(x) + λ
∣∣∣ ≥ ε or ∣∣∣Snϕ(x)
Snψ(x)
− δ
∣∣∣ ≥ ε}) ≤ Ce−δ0(ε)n
for n ≥ n1(ε).
The proof of this in this form was given in [19] for countable alphabets, where a tail
assumption for µ is imposed in terms of the behaviour of τ at the tail. In the finite alphabets
we do not have a tail, so we can apply the result in this form.
2.3. Regular words Rn(ε) and regular blocks R
k
n(ε). Let us now use the large deviations
to construct regular words and blocks of words that we will use in our analysis of the Fourier
transform of µ. Fix now ε > 0 and n ∈ N. Write
An(ε) :=
{
x ∈ [0, 1] :
∣∣∣ 1
n
Snψ(x) + λ
∣∣∣ < ε and ∣∣∣Snϕ(x)
Snψ(x)
− δ
∣∣∣ < ε}
for ψ = −τ = − log |T ′|.
Definition 2.1 (Regular words and blocks). Fix ε > 0 and ε0 > 0.
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(1) For a generation n ∈ N the set of regular words :
Rn(ε) = Rn(ε, ε0) :=
n⋂
k=⌊ε0n⌋
{a ∈ An : Ia|k ⊂ Ak(ε)}
Note that unlike [19], we will require ⌊ε0n⌋-regularity as opposed to ⌊n/2⌋. We note
that the ε0 is the exponent ε0 > 0 for the non-concentration for distortions we will
eventually find in Lemma 4.8. It does not depend on ε so we will suppress it from
the notations.
(2) For a generation n ∈ N and parameter k ∈ N, define a regular block of length k to be
the concatenation of k regular words of length n. We denote the set of such words
by Rkn(ε). Note that we can equivalently define this set as
Rkn(ε) := {A ∈ (A
n)k : I(σn)iA ⊂ An(ε), ∀i = 0, 1, ..., n− 1}
where σ is the shift mapping and An(ε) is the n-regular set.
We shall consider the corresponding geometric points to be
Rkn(ε) :=
⋃
A∈Rkn(ε)
IA ⊂ [0, 1].
Lemma 2.2. Define
Cε,j := e
εj
and assume that n is chosen large enough so that
log 4
ε0n
< ε/2,
log 4C2
log(γ2ε0n)
< ε/2 and
e−ε0ε0n
1− e−ε0
< e−ε0ε0n/2,
where γ > 1 satisfies |(T n)′(z)| ≥ Cγn for all n ∈ N and z ∈ I. For some n-regular word
a ∈ Rn and j ∈ {⌊ε0n⌋, ..., n} we have that the following hold:
(i) the size of the derivative |f ′
a|k
| satisfies
1
16
C−1ε,j e
−λj ≤ |f ′
a|k
| ≤ Cε,je
−λj
and hence so does the length |Ia|k|;
(ii) The measure satisfies
C−1 · C−3λε,j e
−sλj ≤ µ(Ia|k) ≤ C · C
3λ
ε,je
−sλj ;
(iii) The Birkhoff weights satisfy
C−3λε,j e
−sλj ≤ wa|j(x) ≤ C
3λ
ε,je
−sλj .
(iv) The cardinality
1
2
C−1C−3λε,n e
λsn ≤ ♯Rn(ε) ≤ CC
3λ
ε,ne
λsn
Then for k ∈ N we have that if n→∞,
µ([0, 1] \Rkn(ε)) = O(e
−δ0(ε/2)ε0n/2)
where δ0(ε/2) is given to us Theorem 2.1.
8 TUOMAS SAHLSTEN AND CONNOR STEVENS
Proof. Parts (i), (ii), and (iii) are done in [19] and the part (iv) follows from the bounds for
µ(Ia) and combining with the measure bound for µ([0, 1] \ Rn(ε)). For the measure bound
for µ([0, 1] \Rkn(ε)), it is sufficient to prove that
k−1⋂
i=0
(T−1)ni
( n⋂
j=⌊ε0n⌋
Aj(ε/2)
)
⊂ Rkn(ε)
since we have that
µ([0, 1] \Rkn(ε)) ≤ µ
(
[0, 1] \
k−1⋂
i=0
(T−1)ni
( n⋂
j=⌊ε0n⌋
Aj(ε/2)
)))
≤
k−1∑
i=0
µ
(
[0, 1] \ (T−1)ni
( n⋂
j=⌊ε0n⌋
Aj(ε/2)
))
≤ kµ
(
[0, 1] \
( n⋂
j=⌊ε0n⌋
Aj(ε/2)
))
≤ ke−δ0(ε/2)ε0n/2
where the details of the last inequality are given in [19].
We now prove the claim. Let B ∈ (An)k be a word such that T nifBx ∈ Aj(ε/2) for all
i = 0, 1, ..., k − 1 and all j = ⌊ε0n⌋, ..., n. We want to prove that fBx ∈ R
k
n. By definition
of Rkn, it is enough for us to prove that fBx ∈ IA for some A ∈ R
k
n(ε). So we can just
prove that B ∈ Rkn(ε). By definition of R
k
n(ε), we need to prove that I(σn)iB|j ⊂ Aj(ε) for
all i = 0, 1, ..., k− 1 and j = ⌊ε0n⌋, ..., n. If we have y ∈ [0, 1] \Q, then f(σn)iB|jy is a general
point in I(σn)iB|j (we may equivalently consider the point T
nifB|jy). So we want to prove
that f(σn)iB|jy ∈ Aj(ε). Using the assumptions on B we have that∣∣∣1
j
Sjψ(f(σn)iB|jy) + λ
∣∣∣ ≤ ∣∣∣1
j
Sjψ(f(σn)iB|jy)−
1
j
Sjψ(f(σn)iBx)
∣∣∣ + ε
2
=
ε
2
+
1
j
log
|f ′(σn)iB|j(f(σn)i+1By)|
|f ′
(σn)iB|j
(f(σn)i+1Bx)|
≤
ε
2
+
log 4
j
≤ ε
by choice of n. Now for the second condition we see that∣∣∣Sjϕ(f(σn)iB|jy)
Sjψ(f(σn)iB|jy)
− s
∣∣∣ ≤ ∣∣∣Sjϕ(f(σn)iB|jy)
Sjψ(f(σn)iB|jy)
−
Sjϕ(f(σn)iBx)
Sjψ(f(σn)iBx)
∣∣∣+ ε
2
≤
log 4C2
log(cγ2k)
+
ε
2
< ε
by following the proof of Lemma 5.2 in [19]. 
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3. Reduction to exponential sums
Given ξ ∈ R, we will now reduce |µ(ξ)|2 into an estimate using the block notations and
regular blocks from Section 2 into an estimate consisting of exponential sums. Given a word
a, we shall define xa ∈ Ia to be the center point of this construction interval. If blocks
A ∈ Rk+1n (ε), B ∈ R
k
n(ε), j ∈ {1, . . . , k} and b ∈ Rn(ε), we define
ζj,A(b) := e
2λnf ′
aj−1b
(xaj).
Proposition 3.1. Fix ε > 0, ξ ∈ R, k ∈ N and n ∈ N and write
Jn(ε) := {η ∈ R : C
−1
ε,ne
ε0n/2 ≤ |η| ≤ Cε,ne
ε0n},
where recall Cε,n = e
εn. Then we can bound
|µ̂(ξ)|2 .µ e
−λ(2k+1)δn
∑
A∈Rk+1n (ε)
sup
η∈Jn(ε)
∣∣∣ ∑
B∈Rkn(ε)
e2πiηζ1,A(B1)...ζk,A(bk)
∣∣∣
+ e2kCk+2ε,n e
−λneε0n + µ([0, 1] \Rk+1n (ε))
2 + e−ε2n + µ(I \Rn(ε)) + C
2
ε,ne
−δε0n/2.
Let us now proceed to prove Proposition 3.1. First we will first use the L∗ϕ invariance of
µ to obtain the following estimate:
Lemma 3.2. For all ε > 0, ξ ∈ R, n ∈ N and k ∈ N, we have
|µ̂(ξ)|2 .µ
∣∣∣ ∑
A∈Rk+1n (ε)
∑
B∈Rkn(ε)
∫
e−2πiξfA∗B(x)wA∗B(x) dµ(x)
∣∣∣2 + µ([0, 1] \Rk+1n (ε))2.
Proof. Given ξ ∈ R, write
h(x) := e−2πiξx, x ∈ R
Since µ = L∗ϕµ, we have
µ̂(ξ) =
∫
h(x) dµ(x) =
∫
L(2k+1)nϕ h(x) dµ(x) =
∫
(Lnϕ)
2k+1h(x) dµ(x).
By the definition of the transfer operator
(Lnϕ)
2k+1h(x) =
∑
A∈(An)2k+1
wA(x)h(fAx) =
∑
A∈(An)k+1
B∈(An)k
wA∗B(x)h(fA∗Bx)
using the concatenation notation
A ∗B = a0b1a1b2...ak−1bkak
for
A = (a0, ..., ak) ∈ (A
n)k+1 and b = (b1, ...,bk) ∈ (A
n)k.
This splits using Rkn and (A
n)k \ Rkn to∑
A∈Rk+1n (ε)
B∈Rkn(ε)
wA∗B(x)h(fA∗Bx) +
∑
A∈(An)k+1\Rk+1n (ε)
or B∈(An)k\Rkn(ε)
wA∗B(x)h(fA∗Bx).
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Integrating over x, we can bound the modulus of the right-hand side by∣∣∣ ∫ ∑
A∈(An)k+1\Rk+1n (ε)
or B∈(An)k\Rkn(ε)
wA∗B(x)h(fA∗Bx) dµ
∣∣∣ ≤ ∫ ∑
A∈(An)k+1\Rk+1n (ε)
or B∈(An)k\Rkn(ε)
wA∗B(x) dµ
.µ
∑
A∈(An)k+1\Rk+1n (ε)
or B∈(An)k\Rkn(ε)
µ(IA∗B)
≤ µ([0, 1] \Rk+1n (ε)) + µ([0, 1] \R
k
n(ε)).
We get the required result by noting that Rk+1n (ε) ⊂ R
k
n(ε), which follows by the fact that
for any A ∈ Rk+1n (ε) we have that there exists B ∈ R
k
n(ε) such that A = Bak for some
ak ∈ Rn(ε). Conclude using |a+ b|
2 ≤ 2|a|2 + 2|b|2 for complex numbers. 
Next, in the sums obtained in right-hand side of the estimate Lemma 3.2, we will want to
transfer the integration into exponential sums. This will be possible by the decaying varia-
tions of the potential ϕ defining the Gibbs measure and the bounded distortion assumption
on T from the assumptions in Theorem 1.1. We have the following quantitative estimate:
Lemma 3.3. There exists ε2 > 0 such that for all ξ ∈ R, n ∈ N and k ∈ N, we have∣∣∣ ∑
A∈Rk+1n (ε)
∑
B∈Rkn(ε)
∫
e−2πiξfA∗B(x)wA∗B(x) dµ(x)
∣∣∣2
.µ e
−(2k+1)λδn
∑
A∈Rk+1n (ε)
∑
B∈Rkn(ε)
∣∣∣ ∫ e−2πiξfA∗B(x)wak(x)dµ(x)∣∣∣2 + e−ε2n.
Proof. Since ϕ is locally Ho¨lder, we know that there exists a constant C > 0 and 0 < γ < 1
such that for any m ∈ N we have
sup
w∈Nm
sup{|ϕ(u)− ϕ(v)| : u, v ∈ Iw} ≤ Cγ
m.
Choose a point y ∈ [0, 1] such that xak = fak(y). Then we have that
wA#B(fakx)
wA#B(xak)
= exp(S2knϕ(fA∗B(x))− S2knϕ(fA∗B(y))).
This gives as |A ∗B| = (2k + 1)n that
|S2knϕ(fA∗B(x))− S2knϕ(fA∗B(y))| ≤
2kn−1∑
j=0
Cγ2kn+n−i ≤
C
1− γ
γn+1 =: C0γ
n+1.
Hence
exp(−C0γ
n) ≤
wA#B(fakx)
wA#B(xak)
≤ exp(C0γ
n).
Rearranging this result we have that
|wA#B(fakx)− wA#B(xak)| ≤ max{| exp(±C0γ
n)− 1|}wA#B(xak).
Hence since |eiθ| = 1 we have that
|e−2πiξfA∗B(x)wA∗B(x)− wA#B(xak)e
−2πiξfA∗B(x)wak(x)| ≤ Ce
−(2k+1)λδn · C0γ
n
FOURIER TRANSFORM AND EXPANDING MAPS ON CANTOR SETS 11
where we use that fact that wA∗B(x) = wA#B(fak(x))wak(x) and that
wA#B(xak) ≤ Ce
−2kλδn
by Lemma 2.2.
Thus when summing over A ∈ Rk+1n (ε) and B ∈ R
k
n(ε) below:∣∣∣∑
A,B
∫
e−2πiξfA∗B(x)wA∗B(x) dµ(x)−
∑
A,B
wA#B(xak)
∫
e−2πiξfA∗B(x)wak(x) dµ(x)
∣∣∣
≤
∑
A,B
∫
|e−2πiξfA∗B(x)wA∗B(x)− wA#B(xak)e
−2πiξfA∗B(x)wak(x)| dµ(x)
≤
∑
A,B
Ce−(2k+1)λδn · C0γ
n
≤ C1γ
n
where we use the fact that we have an upper bound on the number of block combinations
A ∈ Rk+1n (ε) and B ∈ R
k
n(ε), which is given by Ce
(2k+1)λδn by Lemma 2.2.
Moreover, using Cauchy-Schwartz inequality we get that∣∣∣∑
A,B
wA#B(xak)
∫
e−2πiξfA∗B(x)wak(x) dµ(x)
∣∣∣2
≤ Ce−(2k−1)λδn
∑
A,B
∣∣∣ ∫ e−2πiξfA∗B(x)wak(x) dµ(x)∣∣∣2
Using |a + b|2 ≤ 2|a|2 + 2|b|2 for a, b ∈ C, we get the result and choosing ε2 > 0 such that
γ2n = e−ε2n. 
Now we are ready to finish the proof of Lemma 3.1:
Proof of Lemma 3.1. Using Lemmas 3.2 and 3.3, we obtain:
|µ̂(ξ)|2 .µ e
−λ(2k−1)δn
∑
A,B
∣∣∣ ∫ e−2πiξfA∗B(x)wak(x) dµ(x)∣∣∣2 + µ([0, 1] \Rk+1n (ε))2 + e−ε2n
with the sum over A ∈ Rk+1n (ε) and B ∈ R
k
n(ε).
Consider the term
e−λ(2k−1)δn
∑
A,B
∣∣∣ ∫ e−2πiξfA∗B(x)wak(x) dµ(x)∣∣∣2,
which, when opening up, is equal to
e−λ(2k−1)δn
∑
A
∫∫
wak(x)wak(y)
∑
B
e2πiξ(fA∗B(x)−fA∗B(x)) dµ(x) dµ(y).
Taking absolute values, and using the bound for wak(x)wak(y) . C
2
ε,ne
−2λδn, this is bounded
from above by
. C2ε,ne
−λ(2k+1)δn
∑
A
∫
I
∫
I
∣∣∣∑
B
e2πiξ(fA∗B(x)−fA∗B(x))
∣∣∣ dµ(x) dµ(y).
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Consider a fixed block A ∈ Rk+1n (ε). Given x, y ∈ I, define x̂ := fak(x) and ŷ := fak(y)
both of which are in Iak . We also have that fA∗B(x) = fA#B(x̂) and fA∗B(y) = fA#B(ŷ).
By the Fundamental Theorem of Calculus we have that
fA∗B(y)− fA∗B(x) =
∫ ŷ
x̂
f ′
A#B(t)dt.
By applying the chain rule k times, we have that there exists ti ∈ Iai for i = 1, ..., k such
that
f ′
A#B(t) = f
′
a0b1
(t1)f
′
a1b2
(t2)...f
′
ak−1bk
(tk)
where tk = t.
Let us now invoke the bounded distortion assumption from T . We know that there exists
B > 0 such that for all a ∈ An and for x, y ∈ I we have
f ′
a
(x)
f ′
a
(y)
≤ exp(B|x− y|) (3.1)
Indeed, by the mean value theorem we have that
exp
(
log
f ′
a
(x)
f ′
a
(y)
)
≤ exp | log f ′
a
(x)− log f ′
a
(y)|
= exp(|(log f ′
a
)′(z)| · |x− y|)
≤ exp(B|x− y|).
Using (3.1), we obtain
exp(−B|xai − ti|) ≤
f ′
ai−1bi
(ti)
e−2λne2λnf ′
ai−1bi
(xai)
≤ exp(B|ti − xai |)
where the upper bound is direct, but the lower bound is achieved by swapping xai and ti in
the lemma. We also have that |xai − ti| ≤ Cε,ne
−λn because both points are in Iai. Hence
using the definition of ζi,A(bi) we have that
exp(−BkCε,ne
−λn) ≤
f ′
A#B(t)
e−2kλnζ1,A(b1)...ζk,A(bk)
≤ exp(BkCε,ne
−λn).
Write
Pk := e
−2kλnζ1,A(b1)...ζk,A(bk).
Then
[exp(−BkCε,ne
−λn)− 1]Pk ≤ f
′
A#B(t)− Pk ≤ [exp(BkCε,ne
−λn)− 1]Pk.
So by integrating between ŷ and x̂ we get that
[exp(−BkCε,ne
−λn)− 1]Pk(ŷ − x̂) ≤ fA∗B(x)− fA∗B(y)− Pk(ŷ − x̂)
≤ [exp(BkCε,ne
−λn)− 1]Pk(ŷ − x̂).
Since ŷ, x̂ ∈ Iak and ζi,A ∈ [C
−2
ε,n, C
2
ε,n], we have that
|Pk| ≤ C
k
ε,ne
−2kλn
and so
|fA∗B(x)− fA∗B(y)− Pk(ŷ − x̂)| ≤ e
2kCk+2ε,n e
−(2k+2)λn.
Fix (x, y) ∈ I × I. Define
η(x, y) := ξe−2kλn(x̂− ŷ),
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where |ξ| ∼ e(2k+1)nλeε0n and ε0 > 0 is from the non-concentration Lemma 4.8. Then
2πiξPk(ŷ − x̂) = 2πiη(x, y)ζ1,A(b1)...ζk,A(bk)
which, using |ξ| ∼ e(2k+1)nλeε0n, gives us
|2πiξ(fA∗B(x)− fA∗B(y))− 2πiη(x, y)ζ1,A(b1)...ζk,A(bk)| . e
2kCk+2ε,n e
−λneε0n
By the Mean Value Theorem and using the regularity bounds on |f ′
ak
| we get that
C−1ε,ne
−λn|x− y| ≤ |x̂− ŷ| ≤ Cε,ne
−λn|x− y|
and hence we have that
C−1ε,ne
ε0n|x− y| ≤ |η(x, y)| ≤ Cε,ne
ε0n|x− y|.
Splitting the sum we obtain∣∣∣∑
B
e2πiξ(fA∗B(x)−fA∗B(x))
∣∣∣
≤
∣∣∣∑
B
e2πiη(x,y)ζ1,a(b1)...ζk,a(bk)
∣∣∣+ ∣∣∣∑
B
e2πiξ(fA∗B(x)−fA∗B(x)) − e2πiη(x,y)ζ1,a(b1)...ζk,a(bk)
∣∣∣
Here ∣∣∣ ∑
B∈Rkn(ε)
e2πiξ(fA∗B(x)−fA∗B(x)) − e2πiη(x,y)ζ1,a(b1)...ζk,a(bk)
∣∣∣
≤
∑
B∈Rkn(ε)
|2πξ(fA∗B(x)− fA∗B(x))− 2πη(x, y)ζ1,a(b1)...ζk,a(bk)|
.
∑
B∈Rkn(ε)
e2kCk+2ε,n e
−λneε0n
. e2kCk+2ε,n e
−λneε0n♯Rkn(ε)
Combining the above estimates gives us
|µ̂(ξ)|2 . e−λ(2k+1)δn
∑
A∈Rk+1n
∫
Ib(A)
∫
Ib(A)
∣∣∣∑
B
e2πiη(x,y)ζ1,a(b1)...ζk,a(bk)
∣∣∣ dµ(x) dµ(y)
+ e2kCk+2ε,n e
−λneε0n + µ([0, 1] \Rk+1n (ε))
2 + e−ε2n
By covering the n-regular part of the following set with ⌊ε0n/2⌋-generation parent intervals,
for fixed y ∈ [0, 1] we have that
µ({x ∈ I : |x− y| ≤ C0e
−ε0n/2}) ≤ µ(I \Rn(ε)) + µ({x ∈ Rn(ε) : |x− y| ≤ C0e
−ε0n/2}),
where
µ({x ∈ Rn(ε) : |x− y| ≤ C0e
−ε0n/2}) . C0Cε,ne
−δε0n/2.
Hence we have that
µ× µ({(x, y) ∈ I × I : |x− y| ≤ C0e
−ε0n/2}) .µ µ(I \Rn(ε)) + C0Cε,ne
−δε0n/2.
Choose now C0 = Cε,n. Now, when |x− y| > Cε,ne
−ε0n/2, then
C−1ε,ne
ε0n/2 = C−1ε,ne
ε0nCε,ne
−ε0n/2 ≤ |η(x, y)|
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Hence, as when removing this measure and using triangle inequality, and using the fact that
the cardinalities of the sums over A and B is in total at most Ceλ(2k+1)δn, we are left with
the error
µ(I \Rn(ε)) + C
2
ε,ne
−δε0n/2
and the double integral over those pairs (x, y) with |x − y| ≥ Cε,ne
−ε0n/2. Hence when
considering the supremum over η ∈ Jn(ε), we can bound over those (x, y) with |x − y| ≥
Cε,ne
−ε0n/2. 
4. Application of the sum-product estimates
4.1. Controlling exponential sums. To control the exponential sums arising in Lemma
3.1, we will, as Bourgain and Dyatlov used in [4], we will use the following Fourier decay
theorem for multiplicative convolutions proved in this form by Bourgain [3, Lemma 8.43] that
follows from the discretised sum-product theorem. Recall that the multiplicative convolution
of two measures µ and ν on R is defined by∫
f d(µ⊗ ν) =
∫∫
f(xy) dµ(x) dν(y), f ∈ C0(R).
Lemma 4.1 (Bourgain). For all κ > 0, there exist ε3 > 0, ε4 > 0 and k ∈ N such that the
following holds.
Let µ be a probability measure on [1
2
, 1] let and N be a large integer. Assume for all
1/N < ̺ < 1/N ε3 that
max
a
µ(B(a, ̺)) < ̺κ. (4.1)
Then for all ξ ∈ R, |ξ| ∼ N , the Fourier transform
|µ̂⊗k(ξ)| < N−ε4 . (4.2)
Here |ξ| ∼ N means that there exists a constant c > 0 such that c−1N ≤ |ξ| ≤ cN . In [4]
Bourgain and Dyatlov showed that by taking linear combinations of measures µj, one can
prove an analogous statement for multiplicative convolutions of several measures µj with the
growth assumption (4.1) on R replaced with a growth assumption for µj × µj on R
2. Then
in the case of discrete measures µj , this implies the following decay theorem for exponential
sums:
Lemma 4.2 (Bourgain-Dyatlov). Fix δ0 > 0. Then there exist k ∈ N, ε2 > 0, ε3 > 0
depending only on δ0 such that the following holds. Let C0, N ≥ 0 and Z1, . . . ,Zk be finite
sets such that ♯Zj ≤ C0N . Suppose ζj, j = 1, . . . , k, on the sets Zj satisfy for all j = 1, . . . , k
that
(a) the range
ζj(Zj) ⊂ [C
−1
0 , C0];
(b) for all σ ∈ [|η|−1, |η|−ε3]
♯{(b, c) ∈ Z2j : |ζj(b)− ζj(c)| ≤ σ} ≤ C0N
2σδ0 .
Then for some constant C1 depending only on C0 and δ0 we have for all η ∈ R, |η| > 1, that∣∣∣N−k ∑
b1∈Z1,...,bk∈Zk
exp(2πiηζ1(b1) . . . ζk(bk))
∣∣∣ ≤ C1|η|−ε2.
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However, in our case, due to the fluctuations arising from large deviations of the
ψ = − log |T ′|
potential, the maps ζj we obtain do not map the sets Zj into a fixed interval [C
−1
0 , C0], but
when we increase |η|, the C0 will change and will actually blow-up polynomially in |η|. Since
the constant C1 in Lemma 4.2 depends on C0, it could cause problems when we increase |η|.
For this reason we will open up the argument of Bourgain and Dyatlov (Proposition 3.2 of
[4]) to give a more precise dependence on the constant C1 and C0 and have the following
quantitative version:
Lemma 4.3. Fix ε0 > 0. Then there exist k ∈ N, ε2 > 0, ε3 > 0 depending only on ε0 such
that the following holds. Let R,N > 1 and Z1, . . . ,Zk be finite sets such that ♯Zj ≤ RN .
Suppose ζj, j = 1, . . . , k, on the sets Zj satisfy for all j = 1, . . . , k that
(1) the range
ζj(Zj) ⊂ [R
−1, R];
(2) for all σ ∈ [R2|η|−1, |η|−ε3]
♯{(b, c) ∈ Z2j : |ζj(b)− ζj(c)| ≤ σ} ≤ N
2σε0.
Then there exists a constant c > 0 depending only on k such that we have for all η ∈ R with
|η| large enough, that∣∣∣N−k ∑
b1∈Z1,...,bk∈Zk
exp(2πiηζ1(b1) . . . ζk(bk))
∣∣∣ ≤ cRk|η|−ε2.
Proof. We begin by altering assumption (2). We have that
µj([x− σ, x+ σ]) ≤ σ
ε0/2
for σ ∈ [R2|η|−1, |η|−ε2/2] by using (2). Define a measure µj on R by
µj(A) = N
−1♯{b ∈ Zj : ζj(b) ∈ A}, A ⊂ R.
Then µj(R) ≤ R and by the assumptions (1) and (2) of the lemma we are about to prove,
we have that the measure µj is a Borel measure on [R
−1, R] and that
(µj × µj)({(x, y) ∈ R
2 : |x− y| ≤ σ}) ≤ σε0
for all σ ∈ [R2|η|−1, |η|−ε2]. Then to prove the claim, we just need to check that the Fourier
transform of the multiplicative convolutions of µj satisfies:
|(µ1 ⊗ · · · ⊗ µk)̂(η)| ≤ 3k+1 1
k!
RkC∗|η|−ε2.
The rate of decay to be found will be given by
ε2 :=
1
10
min(ε4, ε3)
where ε3 and ε4 are given in Lemma 4.1.
Fix ℓ ∈ N such that 2ℓ < R ≤ 2ℓ+1. Then suppµj ∩ [R
−1, R] can be covered by intervals of
the form I [i] := [2i−1, 2i] for i = −l, ..., l, l + 1. Let µ
[i]
j be µj restricted to I
[i]. Thus writing
the re-scaling map
Si(x) = 2
−ix, x ∈ R,
16 TUOMAS SAHLSTEN AND CONNOR STEVENS
we have that the measure ν
[i]
j = Si(µ
[i]
j ) is supported on [
1
2
, 1]. Moreover, it satisfies
(ν ′j × ν
′
j)({(x, y) ∈ R
2 : |x− y| ≤ σ}) ≤ (µj × µj)({(x, y) ∈ R
2 : |x− y| ≤ 2iσ})
≤ (2iσ)ε0 ≤ σε0/2
where we consider ε small with respect to ε0. We know that the main assumption is satisfied
for σ ∈ [2i|η|−1, 2i|η|ε3], so for the rescaled measure, we get the main assumption for the
required range σ ∈ [|η|−1, |η|ε3] We will use that fact that
(ν
[i1]
1 ⊗ · · · ⊗ ν
[ik]
k )̂(η
k∏
j=1
2−ij
)
= (µ
[i1]
1 ⊗ · · · ⊗ µ
[ik]
k )̂(η).
Each µj is a sum of at most 2l + 2 of the restricted measures µ
[i]
j , so the Fourier transform
(µ1⊗· · ·⊗µk)̂(η) decomposes into at most (2l+2)k terms consisting of Fourier transforms
(µ
[i1]
1 ⊗ · · · ⊗ µ
[ik]
k )̂(η) going through all the possible restrictions µ[i]j . Hence if we can prove
|(ν
[i1]
1 ⊗ · · · ⊗ ν
[ik]
k )̂(η)| ≤ C∗|η|−ε2
for some constant C∗ > 0 only depending on k, the triangle inequality gives
|(µ1 ⊗ · · · ⊗ µk)̂(η)| ≤ 2(2l + 1)kC∗|2−lkη|−ε2 . RkC∗|η|−ε2
Thus let us assume from the start that µj is supported on [
1
2
, 1]. As in [4], let us first argue
that it is enough to consider the case µ1 = µ2 = · · · = µk. Given λ = (λ1, . . . , λk) ∈ [0, 1]
k,
write
G(λ) := (µλ ⊗ · · · ⊗ µλ)̂(η) = µ̂⊗kλ (η).
and the linear combination
µλ = λ1µ1 + · · ·+ λkµk.
Expanding µ̂⊗kλ (η) using the definition of µλ as a weighted sum of µk’s, we see that it
contains at most kk terms involving multiplicative convolutions of µj with coefficients given
by products of λ1, . . . , λk. Then if we know the claim for µ1 = · · · = µk, then we can apply
it to µλ and obtain
sup
λ∈[0,1]k
|G(λ)| ≤ |η|−ε2.
From this we see that as the map G is a polynomial of degree k, so there is a constant C∗ > 0
depending on k
1
k!
|∂λ1 . . . ∂λkG(λ)|λ=0| ≤ C
∗|η|−ε2.
However,
|(µ1 ⊗ · · · ⊗ µk)̂(η)| = 1
k!
|∂λ1 . . . ∂λkG(λ)|λ=0|,
so this gives the claim.
As for the case µ1 = µ2 = · · · = µk, depending on the amount of mass µ1 has, we have
two cases.
If µ1(R) ≥ |η|
−ε3ε0/10, choose an integer N such that N/2 ≤ |η| ≤ N . The probability
measure
µ0 =
µ1
µ1(R)
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on R satisfies
sup
x
µ0(B(x, σ)) < σ
ε0/2
for all σ ∈ [4R2N−1, N−ε3]. Similarly we have by applying the above for σ := 4R2σ (when
R > 1), we obtain this for σ ∈ [N−1, 4R2N−1] by monotonicity of µ, which holds for
|η|1−ε3 ≥ 16R4. Hence Lemma 4.1 proves the claim. Note that here the constant dependence
does not change.
If µ1(R) ≤ |η|
−ε3ε0/10, then one can use a trivial bound on exponential function in the
integral convolution and triangle inequality to obtain the claim. The desired decay can be
achieved by noting k ≥ 1 in this final case. 
4.2. Total non-linearity and non-concentration. In order to apply Lemma 4.3 in our
setting, we will need to verify the non-concentration assumption for the maps ζj = ζj,A,
which, recall are defined by
ζj,A(b) = e
2λnf ′
aj−1b
(xaj )
for b ∈ Rn(ε), A = a1 . . .ak ∈ R
k+1
n and xaj is the center point of the interval Iaj . Before we
do this, we need to fix the parameters R and the range of σ we consider needed for Lemma
4.3:
Remark 4.4. (1) For n ∈ N and ε > 0 the number
R = R(n, ε) := 162CC3λε,n,
where C > 0 is the constant satisfying the Gibbs condition of µ, recall (2.1) and
recall λ =
∫
τ dµ is thee Lyapunov exponent of µ. Then for the map
ζj,A(b) = e
2λnf ′
aj−1b
(xaj).
we see that
ζj,A(b) ∈ [R
−1, R].
Indeed, the chain rule gives
ζj,A(b) = e
2λnf ′
aj−1
(fbxaj)f
′
b
(xaj )
so we can apply Lemma 2.2 and the fact that f ′
aj−1
and f ′
b
must both be either
positive or negative because they are defined by words of the same length.
(2) Let s0 > 0 be the unique solution to P (−s0τ) = 0 for the distortion function τ(x) =
log |T ′(x)|. Suppose 0 < δ = dimH µ < s0 = dimHK. Then choose Ξ ∈ (0, 1) such
that δ > s0 − δ0(Ξ) and that δ0(Ξ)/4 < λ/2, the Lyapunov exponent of µ and δ0(Ξ)
is from Theorem 4.6. Such Ξ exists as 0 < δ = dimH µ < s0 is close enough to s0.
Define
ε0 := δ1(Ξ)/4 > 0
Then also ε0 < λ and now fixes our Rn(ε), R
k
n(ε) and
Jn(ε) = {η ∈ R : C
−1
ε,ne
ε0n/2 ≤ |η| ≤ Cε,ne
ε0n}
which all implicitly depend on ε0 > 0.
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Proposition 4.5. Under the assumptions of Theorem 1.1, the following holds. Let ε3 > 0
is from Lemma 4.3. Write W ⊂ Rk+1n (ε) to be the set of “well-distributed blocked words” A
defined such that for all j = 1, . . . , k, η ∈ Jn(ε) and σ ∈ [R
2|η|−1, |η|−ε3], where we have that
|{(b, c) ∈ Rn(ε)
2 : |ζj,A(b)− ζj,A(c)| ≤ σ}| ≤ ♯Rn(ε)
2σc0/2.
Then most blocks are well-distributed, so for some κ0 > 0,
e−λ(k+1)δn|Rk+1n (ε) \W| ≤ C
2κ0
ε,n σ
c0/4.
Let C1(I) be the set of all complex valued C1 functions g on I with the norm
‖g‖C1 := ‖g‖∞ + ‖g
′‖∞.
Given ψ ∈ C1(I), define the transfer operator Lψ on the Banach space C
1(I) by
Lψg(x) :=
∑
y:T (y)=x
eψ(y)g(y)
If s ∈ C, then in the case of the potential ψ = −sτ for the distortion function τ = log |T ′|,
the following was proved by Naud in [31, Theorem 2.3]:
Theorem 4.6 (C1-contraction of transfer operators). Under the assumptions of Theorem
1.1, the following holds. Let Ξ > 0. Then there exists CΞ > 0, δ0(Ξ) > 0, δ1(Ξ) > 0,
t0(Ξ) > 0 such that for all Re s ∈ (s0−δ0(Ξ), s0] and |Im s| ≥ t0(Ξ) we have for all f ∈ C
1(I)
and m ∈ N that
‖Lm−sτf‖C1 ≤ CΞ|Im s|
1+Ξe−δ1(Ξ)m‖f‖C1,
where s0 > 0 is the unique real number satisfying P (−s0τ) = 0 and P is the topological
pressure on K.
Remark 4.7. We remark that [31, Theorem 2.3] is given under the assumption of Non-
Local Integrability (NLI) of the distortion function τ = log |T ′|, that is, there exists a ∈ A,
v,w ∈ A∞ with T (Iv1) ∩ T (Iw1) ⊃ Ia and x0, y0 ∈ K ∩ Ia such that
∂ϕv,w
∂x
(x0, y0) 6= 0,
where ϕξ,η(x, y) is the temporal distance function associated to τ (see Dolgopyat [9] and
Naud [31]). Temporal distance function is defined for x, y ∈ Ia for w,v ∈ A
∞, a ∈ A with
T (Iw1) ⊃ Ia, T (Iv1) ⊃ Ia as
ϕw,v(x, y) := ∆w(x, y)−∆v(x, y),
where
∆w(x, y) :=
∞∑
n=1
τ(fw|n(x))− τ(fw|n(y)).
On the other hand, total non-linearity, that is the fact that it is not possible to write
τ = ψ0 + g + g ◦ T for some g ∈ C
1(I) and ψ0 : I → R constant on each Ia, a ∈ A, implies
that there exists c > 0 and n0 ∈ N such that for all n ≥ n0 there exists a,b ∈ A
n such that
c−1 ≤
∣∣∣ d
dx
(Snτ(fa(x))− Snτ(fb(x)))
∣∣∣ ≤ c. (4.3)
This follows from Anosov alternative [9] and in this symbolic form, see Avila, Goue¨zel, Yoccoz
[1, Proposition 7.5] for a proof. The condition (4.3) is an asymptotic aperiodicity condition,
which is implied by NLI, see Proposition [31, Proposition 5.5], but it also implies NLI. Indeed,
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if NLI does not hold, then the temporal distance function is identically vanishing, that is,
ϕw,v(x, y) ≡ 0 for all w,v ∈ A
∞, x, y ∈ I, since T and τ are real analytic. This is the
definition of non-local integrability by Dolgopyat [9] in a symbolic setting as pointed out by
Naud [31, Definition 2.1]. However, this means that (4.3) cannot hold: for example using the
argument of the proof of [31, Proposition 5.5], we see that the vanishing temporal distance
function implies that the central expression in (4.3) is bounded by D
γn
2‖τ ′‖∞
γ−1
, where γ > 1
and D > 0 are the constants from the expansion assumption (1) of T and ‖τ ′‖∞ ≤ B <∞
by the bounded distortions assumption of T .
We will now give a simple but essential non-concentration estimate for distortions as a
consequence of Theorem 4.6 in the following non-concentration estimate for distortions.
Lemma 4.8 (Non-concentration). Let s0 > 0 be the unique solution to P (−s0τ) = 0 for
the distortion function τ(x) = log |T ′(x)|. Suppose 0 < δ = dimH µ < s0. Then there exists
c0 > 0 and κ0 > 0 such that for all ε > 0, n ∈ N, η ∈ Jn(ε), σ ∈ [R
2|η|−1, |η|−ε3], x ∈ I we
have
♯{(a,b, c) ∈ Rn(ε)
3 : |e2λnf ′
ab
(x)− e2λnf ′
ac
(x)| ≤ σ} . Cκ0ε,nσ
c0♯Rn(ε)
3,
where R and ε0 be the parameters fixed in Remark 4.4 and ε3 > 0 is from Lemma 4.3.
Proof. Choose m ∈ N such that e−ε0(m−1) ≤ σ ≤ e−ε0m. We will first prove that for all y ∈ R
with y ± e−ε0m ∈ [R−1, R], e ∈ R˜2n−m(ε) and x ∈ I we have
♯{d ∈ R˜m(ε) : e
2λnf ′
ed
(x) ∈ B(y, e−ε0m)} . Cκ0ε,me
−c0m♯R˜m(ε), (4.4)
where
R˜m(ε) :=
{
d ∈ Am : Id ⊂ Am(2ε)
}
and R˜2n−m(ε) :=
{
e ∈ A2n−m : Ie ⊂ A2n−m(2ε)
}
.
Then up to C2ε,n multiplicative error ♯R˜m(ε) ∼ ♯Rm(ε) and ♯R˜2n−m(ε) ∼ ♯R2n−m(ε) by
Lemma 2.2 for the properties of regular words. Indeed, Lemma 4.8 follows now from (4.4)
by first setting P to be the set of pairs (e, y) such that y±e−ε0m ∈ [R−1, R] and e ∈ R˜2n−m(ε),
and bounding
♯{(a,b, c) ∈ Rn(ε)
3 : |e2λnf ′
ab
(x)− e2λnf ′
ac
(x)| ≤ σ}
≤ ♯Rn(ε) sup
c∈Rn(ε)
♯{(a,b) ∈ Rn(ε)
2 : |e2λnf ′
ab
(x)− e2λnf ′
ac
(x)| ≤ σ}
≤ ♯Rn(ε)♯R˜2n−m(ε) sup
(e,y)∈P
♯{d ∈ R˜m(ε) : e
2λnf ′
ed
(x) ∈ B(y, σ)}
since every ab, for a,b ∈ Rn(ε) splits into a word ab = ed with e := ab|2n−m ∈ R˜2n−m(ε)
and d := σ2n−m(ab) ∈ R˜m(ε) using the quasi-Bernoulli property of the Gibbs measure µ:
since ab = ed, we have
µ(Ie)µ(Id) . µ(Iab) . µ(Ie)µ(Id)
and that the lengths
|Ie||Id| . |Iab| . |Ie||Id|.
Then fix (e, y) ∈ P. Since B(y, σ) ⊂ B(y, e−ε0m) we have by (4.4) that
♯{d ∈ R˜m(ε) : e
2λnf ′
ed
(x) ∈ B(y, σ)} . Cκ0ε,me
−c0m♯R˜m(ε)
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Note that e−c0m = e
−
c0
ε0
ε0m . σc0/ε0 so the claim follows by the cardinality bounds of
R˜2n−m(ε) and R˜m(ε) by setting in the statement of the lemma the exponent c0 > 0 as
c0/ε0.
Let us now verify the non-concentration estimate (4.4) we need.
Step 1. Write r := e−ε0m. Since y − r ≥ R−1 > 0, we know that e2λnf ′
ed
(x) ∈ B(y, r) if
and only if
− log |f ′
ed
(x)| ∈ J := [2λn− log(y + r), 2λn− log(y − r)].
Note that the interval J has length |J | = log y+r
y−r
. By the mean value theorem, we have
2R−1r ≤
2r
y + r
≤ |J | ≤
2r
y − r
≤ 2Rr. (4.5)
Hence
♯{d ∈ R˜m(ε) : e
2λnf ′
ed
(x) ∈ B(y, e−ε0n)} = ♯{d ∈ R˜m(ε) : − log |f
′
ed
(x)| ∈ J}
Step 2. Now let us approximate the indicator of χJ by a mollifier with some good Fourier
analytic properties. Translating and re-scaling the Gaussian function x 7→ e−
1
2
x2 , we may
construct h : R→ R+ in C
4(R) satisfying
(1) χJ ≤ h
(2) ‖h‖1 . |J |
(3) ‖h′′′′‖L1 .
1
|J |3
.
Since χJ ≤ h, we have
♯{d ∈ R˜m(ε) : − log |f
′
ed
(x)| ∈ J} ≤
∑
d∈R˜n(ε)
h(− log |f ′
ed
(x)|)1/2
We use Cauchy-Schwartz here, that is( ∑
d∈R˜m(ε)
h(− log |f ′
ed
(x)|)1/2
)2
≤
( ∑
d∈R˜m(ε)
|f ′
ed
(x)|δh(− log |f ′
ed
(x)|)
)( ∑
d∈R˜m(ε)
1
|f ′
ed
(x)|δ
)
Step 3. Taking the inverse Fourier transform of ĥ gives us for all x ∈ I, d ∈ Am and
m ∈ N that
h(− log |f ′
ed
(x)|) =
∫
e−2πiξ log |f
′
ed
(x)|ĥ(ξ) dξ
Therefore∑
d∈R˜m(ε)
|f ′
ed
(x)|δh(− log |f ′
ed
(x)|) =
∑
d∈R˜m(ε)
|f ′
ed
(x)|δ
∫
ĥ(ξ)e−2πiξ log |f
′
ab
(x)| dξ
=
∫
ĥ(ξ)
∑
d∈R˜m(ε)
|f ′
ed
(x)|δe−2πiξ log |f
′
ed
(x)| dξ
Split the integration now over |ξ| > t0/2π and |ξ| ≤ t0/2π.
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Step 4. If |ξ| > t0/2π, we will estimate as follows. Inside the integral, use the estimate∑
d∈R˜m(ε)
|f ′
ed
(x)|δh(− log |f ′
ed
(x)|) ≤
∑
d∈Am
|f ′
ed
(x)|δh(− log |f ′
ed
(x)|)
We can iterate the definition of the complex transfer operator applied for g ∈ C1(I) defined
by
ge(z) := |f
′
e
(z)|s, z ∈ I
to obtain with s = δ − 2πξi that
Ln−sτge(x) =
∑
d∈Am
ge(fd(x))e
s log |f ′
d
(x)| =
∑
d∈Am
|f ′
ed
(x)|δe−2πiξ log |f
′
ed
(x)| (4.6)
whenever x ∈ I since |f ′
e
(z)|s = |f ′
e
(z)|δe−2πiξ log |f
′
e(z)| and using the chain rule. Here we will
employ the C1 contraction, Theorem 4.6 with first a fixed Ξ ∈ (0, 1) to obtain
Re s = δ ∈ (s0 − δ0(Ξ), s0]
as long as δ = dimH µ ≥ s0 − δ0(Ξ) and
|Im s| = 2π|ξ| ≥ t0(Ξ)
by the choice of ξ. Thus we have for some δ1(Ξ) > 0 that
∫
|ξ|>t0/2π
ĥ(ξ)
∑
d∈Am
|f ′
ed
(x)|δe−2πiξ log |f
′
ed
(x)| dξ ≤
∫
|ξ|>t0/2π
|ĥ(ξ)| · ||Ln−sτge||C1 dξ
≤
∫
|ξ|>t0/2π
|ĥ(ξ)| · CΞ|Im s|
1+Ξe−δ1(Ξ)n‖ge‖C1 dξ
.Ξ Cε,ne
−λδ(2n−m)e−δ1(Ξ)n
∫
|ξ|>t0/2π
|ĥ(ξ)| · |ξ|2+Ξ dξ
where χI is the constant function on I. Here we used the bounded distortion for T to bound
the C1 norm of ge. First of all, we have
|ge(z)| = |fe(z)|
δ ≤ Cε,ne
−λδ(2n−m) and |ge(z)| . |ξ||fe(z)|
δ ≤ Cε,ne
−λδ(2n−m)|ξ|
so
‖ge‖C1 . Cε,ne
−λδ(2n−m)|ξ|.
Indeed, after fixing a branch of the logarithm, using bounded distortion |f ′′
e
(z)| ≤ C|f ′
e
(z)|,
and |s| . |ξ|, we obtain that
|ge(z)| =
|s|
|f ′
e
(z)|
| exp(s log |f ′
e
(z)|)||f ′′
e
(z)| =
|s||f ′′
e
(z)|
|f ′
e
(z)|
|ge(z)| . |ξ||ge(z)|.
Since h ∈ C4(R) and has compact support, we have for the Fourier transform ĝ that for
all ξ ∈ R the following estimate holds:
|ĥ(ξ)| ≤
1
1 + |ξ|4
(‖h‖L1 + ‖h
′′′′‖L1).
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Then in particular∫
|ξ|>t0/2π
|ĥ(ξ)| · |ξ|2+Ξ dξ ≤
∫
ξ2+Ξ
1 + |ξ|4
(‖h‖L1 + ‖h
′′′′‖L1)dξ = C(‖h‖L1 + ‖h
′′′′‖L1).
Step 5. We are left with the case |ξ| ≤ t0/2π, that is, an estimation for∫
|ξ|≤t0/2π
ĥ(ξ)
∑
d∈R˜m(ε)
|f ′
ed
(x)|δe−2πiξ log |f
′
ed
(x)| dξ
Let us bound
sup
|ξ|≤t0/2π
ĥ(ξ)
∑
d∈R˜m(ε)
|f ′
ed
(x)|δe−2πiξ log |f
′
ed
(x)| ≤ sup
|ξ|≤t0/2π
|ĥ(ξ)|
∑
d∈R˜m(ε)
|f ′
ed
(x)|δ
≤ Cε,2n−me
−λδ(2n−m)|J |
since |ĥ(ξ)| ≤ ‖h‖L1 ≤ 3|J | and by the chain rule∑
d∈R˜m(ε)
|f ′
ed
(x)|δ =
∑
d∈R˜m(ε)
|f ′
e
(fd(x))|
δ|f ′
d
(x)|δ
. Cε,2n−me
−λδ(2n−m)
∑
d∈R˜m(ε)
|f ′
d
(x)|δ
. Cε,2n−me
−λδ(2n−m).
by the properties of R˜m(ε).
Step 6. Combining Step 1, 2, 3, 4 and 5 gives us
♯{d ∈ R˜m(ε) : e
2λnf ′
ed
(x) ∈ B(y, e−ε0m)}2
.Ξ Cε,2n−me
−λδ(2n−m)Ee(x)[e
−δ1(Ξ)m(‖h‖L1 + ‖h
′′′′‖L1) + |J |],
where
Ee(x) :=
∑
d∈R˜m(ε)
1
|f ′
ed
(x)|δ
.
Finally, let us now analyse all the quantities we have. Lemma 2.2 gives that
Ee(x) . C
δ
ε,2me
2λδn♯R˜m(ε)
so for some κ > 0
Cε,2n−me
−λδ(2n−m)Ee(x) . C
κ
ε,n♯R˜m(ε)
2
Moreover, recall that (4.5) gives
|J | ≤ 2Rr
and
1
|J |2
≤
1
2
R2r−2
and when inputting r = e−ε0m and R = 162CC3λε,m, we obtain
|J | . C3λε,me
−ε0m
and
1
|J |3
. C9λε,me
3ε0m
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Then by the choice of h, we have
‖h‖L1 + ‖h
′′′′‖L1 ≤ |J |+
1
|J |2
. C3λε,me
−ε0m + C9λε,me
3ε0m.
Thus we obtain
♯{d ∈ R˜m(ε) : e
2λnf ′
ed
(x) ∈ B(y, e−ε0m)}2
. Cκε,n♯R˜m(ε)
2[e−δ1(Ξ)m(C3λε,me
−ε0m + C9λε,me
3ε0m) + C3λε,me
−ε0m]
Here we see that the possible obstacle to the decay would come from the term
e−δ1(Ξ)me3ε0m = e−(δ1(Ξ)−3ε0)m.
But since we defined ε0 = δ1(Ξ)/4, we obtain c0 := δ1(Ξ) − 3ε0 > 0. This completes the
proof of the estimate (4.4) and thus the whole lemma. 
Now we can prove Proposition 4.5
Proof of Proposition 4.5. Recall that
Jn(ε) = {η ∈ R : C
−1
ε,ne
ε0n/2 ≤ |η| ≤ Cε,ne
ε0n}
Fixing η ∈ Jn(ε) and σ ∈ [R
2|η|−1, |η|−ε3], there is a unique l such that 2−l−1 ≤ σ ≤ 2−l.
Define R∗l to be the set of n-regular pairs (a,d) ∈ Rn(ε)
2 such that
e−2λsn|{(b, c) ∈ Rn(ε)
2 : |f ′
ab
(xd)− f
′
ac
(xd)| ≤ e
−2λn2−l}| ≤ 2−(l+1)c0/2.
In this setting, if we have a block A such that (aj−1, aj) ∈ R
∗
l for every j = 1, ..., k and every
l, then by definition of R∗l and by definition of ζj,a(b) we have that
e−2λsn|{(b, c) ∈ Rn(ε)
2 : |ζj,a(b)− ζj,a(c)| ≤ σ}|
≤ e−2λsn|{(b, c) ∈ Rn(ε)
2 : |f ′
aj−1b
(aj)− f
′
aj−1c
(aj)| ≤ e
−2λn2−l}|
≤ 2−(l+1)c0/2
≤ σc0/2.
This therefore tells us that ⋂
j
⋂
l
{A : (aj−1, aj) ∈ R
∗
l } ⊂ W.
From this containment, we can say that a k + 1 block A is not in W if there exists at least
one position j in the block and a scale l such that the pair (aj−1, aj) /∈ R
∗. So to prove the
lemma, it is enough to show that
e−2λδn|{Rn(ε)
2 \ R∗l }| . C
κ0
ε,nσ
c0/2.
We achieve this bound by considering the counting measure ♯ on pairs in Rn(ε)
2 and use
Chebychev’s inequality to get an upper bound on |Rn(ε)
2 \ R∗l |. We apply Chebychev’s
inequality to the counting function defined by
f(a,d) = ♯Rn(ε)
−2|{(b, c) ∈ Rn(ε)
2 : |f ′
ab
(xd)− f
′
ac
(xd)| ≤ e
−2λn2−l}|
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which gives us that
|{Rn(ε)
2 \ R∗l }| = ♯{(a,d) ∈ Rn(ε)
2 : |f(a,d)| ≥ 2−(l+1)c0/2}
≤ 2(l+1)c0/2
∑
(a,d)∈Rn(ε)2
|f(a,d)|
= e−2λδn2(l+1)c0/2♯{(a,b, c,d) ∈ R4n : |f
′
ab
(xd)− f
′
ac
(xd)| ≤ e
−2λn2−l}
Then by Lemma 4.8 with σ = 2−l, we have
e−2λδn2(l+1)c0/2♯{(a,b, c,d) ∈ R4n(ε) : |f
′
ab
(xd)− f
′
ac
(xd)| ≤ e
−2λn2−l} . Cκ0ε,ne
−ℓc0/2
which gives the claim since e−ℓc0/2 ≤ σc0/2. 
5. Completion of the proof
We begin the proof by fixing first ε > 0 small enough that Cκε,n = e
κεn have the exponent
κε small enough in terms of λ, s, ε0 and c0. To be able to apply relevant large deviation
results, we need to make sure that the values of n that we consider are sufficiently large. We
begin by choosing n0(ε)
(1) If n1 is the generation that arises from the main large deviation theorem, then we
require
n0(ε)ε0 > n1
to ensure we have valid regularity at each scale that we need.
(2) If γ is the rate of expansion of (T n)′ with respect to n, and C is the Gibbs constant
for µ, we require
log 4
ε0n0
< ε2,
log 4C2
log(γ2ε0n0)
< ε/2 and
e−δε0n0
1− e−δ
< e−δε0n0/2
to ensure that we get decay on multiregular blocks of words.
Let s = dimH µ and λ the Lyapunov exponent of µ. Let k ∈ N and ε2 > 0 from Lemma 4.2.
Fix a frequency ξ ∈ R such that |ξ| is large enough. Let n ∈ N be the number such that
|ξ| ∼k e
(2k+1)nλeε0n.
Recall that
|Rn(ε)| . C
3λ
ε,ne
−λδn
and if a ∈ Rn(ε), we have
wa(x) ≤ C
3λ
ε,ne
−λδn
for all x ∈ I.
We begin by recalling the estimate from Proposition 3.1. Recall that there we have
Jn(ε) = {η ∈ R : C
−1
ε,ne
ε0n/2 ≤ |η| ≤ Cε,ne
ε0n}.
and we have the following estimate in terms of exponential sums and error terms:
|µ̂(ξ)|2 .µ e
−λ(2k+1)δn
∑
A∈Rk+1n (ε)
sup
η∈Jn(ε)
∣∣∣ ∑
B∈Rkn(ε)
e2πiηζ1,A(b1)...ζk,A(bk)
∣∣∣
+ e2kCk+2ε,n e
−λneε0n + µ([0, 1] \Rk+1n (ε))
2 + e−ε2n + µ(I \Rn(ε)) + C
2
ε,ne
−δε0n/2,
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where if blocks A ∈ Rk+1n (ε),B ∈ R
k
n(ε), j ∈ {1, . . . , k} and b ∈ Rn, we defined
ζj,A(b) = e
2λnf ′
aj−1b
(xaj).
Now, recall that in Proposition 4.5, we defined the well-distributed blocks of words A ∈ W
as follows: for all j = 1, . . . , k, η ∈ Jn(ε) and σ ∈ [R
2|η|−1, |η|−ε3], where we have that
|{(b, c) ∈ Rn(ε)
2 : |ζj,A(b)− ζj,A(c)| ≤ σ}| ≤ ♯Rn(ε)
2σc0/2.
Proposition 4.5 said most blocks are well-distributed: there exists κ0 > 0,
e−λ(k+1)δn|Rk+1n (ε) \W| ≤ C
2κ0
ε,n σ
c0/4.
For the exponential sum term
e−λ(2k+1)δn
∑
A∈Rk+1n (ε)
sup
η∈Jn(ε)
∣∣∣ ∑
B∈Rkn(ε)
e2πiηζ1,A(b1)...ζk,A(bk)
∣∣∣
in the estimate for |µ̂(ξ)| we begin by removing not well-distributed blocks, which gives
e−(2k+1)λδn
∑
a∈Rk+1n \W
sup
η∈Jn(ε)
∣∣∣ ∑
B∈Rkn(ε)
e2πiηζ1,A(b1)...ζk,A(bk)
∣∣∣
≤ e−(2k+1)λδn
∑
A∈Rk+1n \W
sup
η∈Jn(ε)
∑
B∈Rkn(ε)
1
≤ e−(2k+1)λδn
∑
A∈Rk+1n \W
CkC3λkε,n e
kλδn
. CkC(3k+6)λε,n e
−(k+1)λδne(k+1)λδnσc0/4
. Cκ
′
0
ε,nσ
c0/4
where κ′0 > 0. Hence we have that
|µ̂(ξ)|2 . e−kλδnmax
A∈W
sup
η∈Jn(ε)
∣∣∣ ∑
B∈Rkn(ε)
e2πiηζ1,A(b1)...ζk,A(bk)
∣∣∣
+ Cκ
′
0
ε,nσ
c0/4 + e2kCk+2ε,n e
−λneε0n + µ([0, 1] \Rk+1n (ε))
2
+ e−ε2n + µ(I \Rn(ε)) + C
2
ε,ne
−δε0n/2.
Recall Remark 4.4, where we defined R := 162CC3λε,n. Thus ζj,A(b) ∈ [R
−1, R]. Moreover, if
we fix η ∈ Jn(ε), A ∈ W and σ ∈ [R
2|η|−1, |η|−ε3], we have by the definition of W that
♯{(b, c) ∈ Rn(ε)
2 : |ζj,A(b)− ζj,A(c)| ≤ σ} ≤ ♯Rn(ε)
2σc0/2
Thus we may apply Lemma 4.3 to the maps ζj,A : Rn(ε) → [R
−1, R] with N = eλδn. It
implies that for all A ∈ W and η ∈ Jn(ε) that
e−kλδn
∣∣∣ ∑
B∈Rkn(ε)
e2πiηζ1,a(B1)...ζk,a(bk)
∣∣∣ . Rk|η|−ε2 . C3kλ+1ε,n e−ε0ε2n/2
since |η| ≥ C−1ε,ne
ε0n/2 by the definition of Jn(ε) as η ∈ Jn(ε). By making sure that ε > 0 is
chosen small enough and as ε0 < λ, recall Remark 4.4 for the choice of ε0 using the spectral
gap of the transfer operator, which is independent of ξ, we have proved
|µ̂(ξ)| = O(|ξ|−α)
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as |ξ| → ∞ for some α > 0. The proof of Theorem 1.1 is complete.
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