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Abstract
As a demand from developing nanotechnology and quantum information technology based
on mesoscopic material, quantum sensors with better spatial resolution and sensitivity are
required.
However, few material meets the requirements of nanoscale sensors including stability
and small size. Single spin of Nitrogen-Vacancy(NV) centers in diamond crystal is one
kind of the ideal quantum sensors for magnetometry that has been investigated in recent
years. It provides a potential way to study the dynamics in a mesoscopic system with
high sensitivity at room temperature. This thesis proposes a theoretical method to realize
spin interaction detection based on NV centers on an atomic force-microscopy(AFM) tip.
To realize this method, a robust control on NV centers and target electron spins at zero
magnetic field is necessary. A pulse control technique for NV centers is proposed to realize
transitions between two degenerate states at zero magnetic field, which is an important
part of the sensing method. The key to realizing this transition is a circularly polarized mi-
crowave pulse generated by two parallel wires. Combined with optimal control techniques,
this pulse can achieve a gate fidelity over 99.95% theoretically.
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Solid electron spins of Nitrogen Vacancy(NV) center in diamond are investigated by many
researchers recently[1][2][3][4] as an important platform for quantum information process-
ing, quantum communication and quantum sensing.
NV centers have significant applications in quantum information processing (QIP) be-
cause of their long coherence time[5] and efficient optical polarization and read-out[6][7].
Moreover, NV centers can be controlled by microwave at ambient conditions[8]. NV cen-
ters with the nearby 14N and 13C nuclear spins have also been explored as quantum
registers[9][10]. Progresses on coupling two close NV centers have been made to promote
the scalability of this quantum system[11]. Furthermore, spin-photon entanglement[12]
as well as photonic coupling[13] are also demonstrated, which make it possible to build
a hybrid network with NV centers. Some quantum algorithms and quantum simulations
have already been performed on the NV platform, such as Deutsch Jozsa algorithm[14],
quantum error correction[15], simulations of topological phase transitions[16], etc..
Another important application of NV centers is quantum sensors. The long coherence
time of NV spin states enables its high sensitivity to magnetic field and its atom-scale size
makes it suitable for resolving small spatial structure. The dynamic decoupling method
developed in the QIP researches even increases the coherence time of NV centers to the or-
der of microseconds at room temperature[17][18], which further promotes the sensitivity of
NV sensors. Moreover, NV centers’ optical readout and easy control at ambient conditions
are also very important in building sensors. These properties make NV centers outstand-
ing quantum sensors in comparison with other state-of-art sensing methods, as shown in
Table 1.1. NV centers have been proposed to sense magnetic field[19][20], temperature[21],
electric[22] and etc..
1
Sensitivity(µB) Resolution Film Thickness Environment
NV 0.03 atomic scale 20 nm ambient conditions
Nano-SQUID 1 500 nm 1 µm Low temperature
SP-STM 1 atomic scale 20 nm Low temperature+Vacuum
LTEM 100 10 nm 20 nm Vacuum
MRFM 1 10 nm 20 nm Low temperature+Vacuum
Commercial-ESR 107 1 mm 1 mm
Table 1.1: This table shows the sensing properties of NV centers[24], nano-SQUID (super-
conducting quantum interference device)[25], SP-STM (spin polarized scanning tunneling
microscopy)[26], LTEM (Lorentz electron microscopy)[27], MRFM (magnetic resonance
force microscopy)[28] and commercial ESR (electron spin resonance). The unit of the sen-
sitivity is the Bohr magneton. 1 µB sensitivity means this sensor is able to sense single
electron spin. This table shows that NV centers have high sensitivity and spatial resolution
at room temperature. But NV centers can only sense shallow spins in the films.
NV centers are also potential suitable sensors for thin films[29]. The fabrication of atom-
ically thin films turns possible as the nanotechnology develops[30]. Molecular monolayer
films like Langnuir-Blodgett(LB) films[31] can be grown and deposited on certain materi-
als. The molecular films can capture plenty of nuclear or electron spins in the structure.
Therefore, they are proposed to work as a platform of spin-based quantum information
processing[32]. Researches have also been done on using the spin network in the thin film
to entangle two distant spins[33]. However, the practical application of the thin films in
QIP requires characterizing the spin dynamics in the film with atom-scale resolution and
single-spin sensitivity, which is challenging especially at ambient conditions. Quantum sen-
sors made of NV centers have the advantages of potentially meeting all those requirements.
In this thesis, a spin-mechanical quantum system using NV centers is proposed as a sensor
of thin films.
This quantum sensor is built by sticking the NV center spins onto an atomic force
microscope(AFM) cantilever. To achieve better sensitivity, NV spins is controlled with
specially designed high-fidelity microwave gates. In Chapter 2, I will introduce the physical
structure, energy levels and experimental methods of NV centers. In Chapter 3, I will
introduce the dipole-dipole interactions and the NV-based magnetometry. In Chapter 4,
I propose a practical scheme for studying spins in the thin film using NV centers on an
AFM tip. To enhance the sensitivity of this spin-mechanical sensor, a method to generate
state-selective transitions of NV centers with high fidelity in the zero field based on optimal
control theory(OCT) is investigated in Chapter 5.
2
Chapter 2
Spin Physics of the Nitrogen Vacancy
Center in Diamond
2.1 Nitrogen Vacancy Centers in Diamond
An Nitrogen-Vacancy(NV) center is a point defect in diamond with a symmetry of C3v. NV
centers can be produced in labs by different methods. Chemical vapor deposition(CVD)[34]
and Nitrogen ion implantation[35] are two of the typical ways. NV centers have been
proposed for numerous applications including sensing, quantum information processing
and quantum communication. The NV center system is generally easy to employ because
of its long coherence time at room temperature, optically initialization and readout method
with high visibility, and simple microwave control. Here we review the energy structure
and optical properties of NV centers.
2.1.1 Structure
Diamond is a face-centered cubic crystal of carbon atoms. The covalent bonding between
the atoms leads to high hardness and high thermal conductivity. When a nitrogen atom
substitutes a carbon atom in the diamond lattice, and when there is a vacancy in the
nearest site, an NV center is formed. The vector that links the nitrogen atom and the
vacancy is the principle axis of the zero field splitting(ZFS)[57]. The NV center has four
possible orientations in the diamond crystal: [111], [11̄1̄], [1̄11̄] and [1̄1̄1].
As shown in Figure 2.1, at the vacancy position, each of the three neighbor carbon atoms
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Figure 2.1: The chemical structure of NV− center.
have a dangling bound that contributes an electron and the nitrogen atom contributes
two electrons. Thus, there are five electrons in the neutral NV0 center. When an extra
electron is captured from elsewhere in the lattice, the negative NV− center is formed. Most
single molecule emitters descend to the neutral state after emitting photons in the e−-poor
environment, but NV− centers bleach to NV0 with a low probability at room temperature.
The focus of this thesis is to study the properties and the applications of NV− centers.
2.1.2 Energy Levels
Fine Structure and Zeeman Splitting
The six electrons in NV− can effectively be considered as two spin-1
2
particles. Thus NV
centers are treated as a spin-1 particle. To motivate the effective spin-1 structure of the
NV− center, it is helpful to recall how the exchange interaction takes two distinguishable
spin-1
2
particles to a singlet/triplet structure[45] when the distinguishability is removed.






(σxσx + σyσy) (2.1)
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where J is the coupling strength between the two particles.
At zero magnetic field,
Hexc = J

0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0
 . (2.2)
The eigenstates of this Hamiltonian are:
|ψ1〉 = |↑↑〉 = |S = 1,ms = +1〉 E1 = 0;








= |S = 0,ms = 0〉 E4 = J
(2.3)
where S is the total spin angular momentum, ms is the angular momentum projections on
to the z-axis. |ψ4〉 is a singlet state with S = 0. |ψ1〉, |ψ2〉, and |ψ3〉 are the triplet states
with S = 1. At zero field, |ψ1〉 and |ψ2〉 are degenerate; |ψ3〉 and |ψ1,2〉are separated by J .
We denote the corresponding energy eigenvalues of the four states by {Ei}(i = 1, 2, 3, 4).
In a magnetic field
−→




(σz ⊗ 1 + 1⊗ σz) =

γeBz 0 0 0
0 0 J 0
0 J 0 0
0 0 0 −γeBz
 , (2.4)
where γe is the gyromagnetic ratio of the NV electron spins.
The eigenstates of this Hamiltonian are the same as that of Hexc, but their corresponding
energy eigenvalues are modified to {E ′i} (i=1,2,3,4) where:
E ′1 = E1 + γeBz,
E ′2 = E2 − γeBz,
E ′3 = E3,
E ′4 = E4.
(2.5)
The ground state structures with and without the external magnetic field are shown in
Figure 2.2(a). In the absence of the external field, there is an energy splitting between
ms = ±1 and ms = 0 states, which is known as the zero field splitting(ZFS), ∆ = 2.87
5
GHz. In the presence of the field Bz along the NV principle axis, there is an extra splitting
between ms = ±1 by 2γeBz.
Selection Rules in NV Energy Structure
(a) (b)
Figure 2.2: (a) The electronic structure of NV ground state. (b)The electronic ground
state and excited state with spin allowed transitions.
In the NV electronic structure, some transitions are forbidden by the selection rules.
Consider microwave(MW) applied on two electron spins: Hmw1 = Ω(σx⊗1+1⊗σx). The
amplitude of the MW that the two spin-1
2
particles see are the same. According to Fermi’s
Golden Rule, the transition probability from state |ψi〉 to state |ψj〉 is 2π |〈ψf |Hmw|ψi〉|2
(i,j=1,2,3,4):
〈ψ4 |Hmw1|ψi〉 = 〈ψi |Hmw1|ψ4〉 = 0, i=2,3,4
〈ψ3 |Hmw1|ψi〉 = 〈ψi |Hmw1|ψ3〉 6= 0, i=1,2
〈ψ1 |Hmw1|ψ2〉 = 〈ψ2 |Hmw1|ψ1〉 = 0
(2.6)
|ψ4〉 is the singlet state, |ψ2〉 is the ms = 0 state, and |ψ1〉 and |ψ3〉 are the ms = ±1 states.
It shows that the transition between singlet state and the triplet states remains forbidden.
Within the triplet states, the transition between ms = ±1 states is not allowed but the
single quantum transitions between ms = 0 and ms = ±1 are allowed under this MW.
However, if the two spin-1
2
particles are slightly distinguishable: Hmw2 = Ω(σx ⊗ 1 + (1 +
6
ε)1⊗ σx), where ε is small, and the transition probabilities are:
〈ψ4 |Hmw2|ψ3〉 = 〈ψ3 |Hmw2|ψ4〉 = 0,
〈ψ4 |Hmw2|ψi〉 = 〈ψi |Hmw2|ψ4〉 6= 0, i=1,2
〈ψ3 |Hmw2|ψi〉 = 〈ψi |Hmw2|ψ3〉 6= 0, i=1,2
〈ψ1 |Hmw2|ψ2〉 = 〈ψ2 |Hmw2|ψ1〉 = 0
(2.7)
The transitions between the singlet state and ms = ±1 triplet states are weakly allowed,
but the direct transition between ms = +1 and ms = −1 states are still forbidden.
Therefore, in most of the cases, we only consider the triplet subspace of the NV−, which
forms the spin-1 system. However, the weak transitions between triplet and singlet states
permit the optical method to prepare and read out the NV states.
NV Center as a Spin-1 System
As analyzed above, the NV− center is effectively a spin-1 system. Its spin Hamiltonian in
a
−→
B magnetic field is,










0 1 01 0 1
0 1 0
 , Sy = 1√
2
0 −i 0i 0 −i
0 i 0
 , Sz =
1 0 00 0 0
0 0 −1
 (2.9)





 0 −1 0−1 0 1
0 1 0
 , S ′y = 1√
2
0 −i 0i 0 i
0 −i 0
 , S2z =






 0 0 10 0 0
−1 0 0
 , S ′m = 1√
2
0 0 10 0 0
1 0 0
 ,1 = 1√
3
1 0 00 1 0
0 0 1
 .
The magnetic field direction is commonly placed along the NV principle axis:
−→
B = Bz ẑ.
So the NV Hamiltonian can also be simplified to H = ∆S2z + γeBzSz.
Hyperfine interaction
The nitrogen atom in the NV center has a non-zero nuclear spin momentum. 15N atoms
are I = 1
2
nuclear spins with a natural abundance less than 1%; 14N atoms are I = 1
7
nuclear spins with natural abundance larger than 99%. The hyperfine interaction between
the nitrogen atom and the electron spin further splits the energy structure.




I where A is the hyperfine tensor.The
hyperfine interaction consists of two parts: Fermi contact interaction and dipole-dipole in-
teraction between the electron and nuclear spins as introduced in the next section. The
Fermi contact interaction is −2
3
〈µNµe〉 |Φ(0)2|, where µN and µe are the nuclear and elec-
tron magnetic moments, and Φ(0) is the electron wavefunction at the nuclear spin. The







S 1 · r̂
)(−→











S i are the gyromagnetic ratio and the spin operator of the i
th spin. −→r is the vector
point from one spin to the other. r̂ = −→r /|−→r | is its unit vector.
For the 14N case, r̂ is parallel to the NV principle axis, so the hyperfine tensor A is




















The first two terms are the NV Hamiltonian, the third term is the 14N Zeeman term, and
the last two terms are the NV-14N hyperfine interaction and the nuclear quadrupole term
respectively. A is symmetric about the NV-N axis. Its parallel part A‖ is 2.3 MHz, and its
perpendicular part A⊥ is 2.1 MHz. The nuclear quadrupole interaction |Q| =-5.04±0.05
MHz is assumed to be diagonal in the principle axis system of the zero field splitting.
The nuclear spin environment around the NV center also includes 13C nuclear spin
(1.1% natural abundance) with I = 1
2
or 12C nuclear spin with I = 0. The principal axis
of the hyperfine tensor As between the electron spin and its surrounding 13C spins are not
parallel to ẑ in general. The total spin Hamiltonian can be written as:
HNV−13C
~

























The terms correspond to the NV zero field splitting, NV Zeeman term, 13C Zeeman term,




Figure 2.2(b) shows both the excited and ground states with optically allowed transi-
tions of the NV center. At low temperature, these can be observed as transitions at around
637 nm for the triplet and around 1046 nm for the singlet. At higher temperatures, the
peaks are broadened by phonon-related processes.
At room temperature, it is common to excite the NV centers by a 532 nm laser to a set
of continuous states and it will rapidly fall down to the first electronic excited state E3.
This process is spin-conserving. To be more specific, NV centers in ms = ±1 or 0 in the
ground triplet state A3 will be excited to the second excited state, and rapidly fall to the
ms = ±1 or 0 state respectively in the E3 state.
NV centers have two paths to fall back to the ground state from the E3 state. One is
a spin-conserving process that emits one photon at 637 nm wavelength and relaxes back .
The other path goes through the excited singlet state A1 and the ground singlet state E1
to the ground state emitting infra-red light. This second path is an inter-system crossing
(ISC) which does not conserve the spin angular momentum.
From ms = 0 in the E3 state, the NV spin will mainly directly relax back to the ms = 0
in A3 state, after a lifetime of around 13 ns in E3. From ms = +1 or ms = −1 in the E3
state, NV will go directly to ms = +1 or ms = −1 in the A3 state at 2/3 probability. 1/3
of the time, the spin process goes through the ISC to the A1 and E1 states, and relaxes to
ms = 0 in the A3 state at a large chance. Therefore, the NV spin tends to fall back to the
ms = 0 ground state as a result of this probability difference between the paths that the
spin in the E3 ms = ±1 states relaxes through. If these transitions are driven for enough
periods, the NV center can be optically initialized to ms = 0 ground state with polarization
over 95 %. This process can also be used for readout. To measure the final state of NV
centers after a certain experiment, we need to repeat the experiments for multiple times
and calculate ratio of the detected photon counts out of the total repeating times. This
ratio tells the composition of the detected NV state. There are other interesting NV-related
readout methods like single shot readout[36][37], spin-light coherence[38] and etc..
Now we wish to explore how to use this center to study the thin film sample. First we
introduce the optically detected magnetic resonance method.
2.2 Optically Detected Magnetic Resonance of NV
Optically detected magnetic resonance (ODMR) is a general method to study the spin
structure of certain materials. When applicable, ODMR provides a sensitive method to
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study electron or nuclear spins since the photon energy is much higher than the energy of
a spin flip.
ODMR can be easily combined with conventional optical imaging method like confocal
microscopy as introduced in Section 2.3. ODMR techniques are greatly used in NV center
studies and important in realizing spin-based sensors.
In this section, how the microwave controls the NV centers will be introduced. Some
basic knowledge about continuous microwave experiments at zero and small external mag-
netic field, Rabi oscillation and Ramsey experiment will be studied.
2.2.1 Microwave Control on NV Centers
Microwave(MW) can be applied as a control of the NV center. This section shows how
the transitions between ms = 0 and ms = ±1 states are controlled by microwave. The
Hamiltonian of a microwave is:
Hcontr = Ω cos(ωrt+ φ)Sx, (2.13)
where Ω is the amplitude of the microwave, ωr and φ are the frequency and phase of the
microwave.
The total NV Hamiltonian is:
HNV = ∆S
2
z + γeBzSz + Ω cos(ωrt+ φ)Sx. (2.14)
At zero magnetic field, the ms = +1 and ms = −1 states are degenerate. Starting from
ms = 0, the linearly polarized microwave can not select which state the system evolves to.
Instead it will make the ms = 0 state evolve to the superposition of ms = ±1 states.
In the rotating frame of Hrot,
Heff = e
iHrott(HNV −Hrot)e−iHrott. (2.15)
where Hrot = ωrS
2
z when ∆ > ωz. Here, ωz = γeBz is the Zeeman frequency of the NV
center.
Heff = (∆− ωr)S2z + ωzSz + eiωrtS
2
z (Ω cos(ωrt+ φ)Sx)e
−iωrtS2z





 0 ei(2ωrt+φ) + e−iφ 0e−i(2ωrt+φ) + eiφ 0 e−i(2ωrt+φ) + eiφ




where the time average of the fast rotating terms e−i(2ωrt+φ) and ei(2ωrt+φ) are zero and can
be neglected. So





 0 e−iφ 0eiφ 0 eiφ
0 e−iφ 0



























e−iφ ∆− ωr − ωz

(2.17)
where S ′y =
 0 i 0−i 0 −i
0 i 0
. This approximation is called rotating wave approximation(RWA)[46].
Take |ms = 0〉 and |ms = +1〉 as the two states of a quantum bit for example. In general
cases, the microwave frequency is close to the resonant frequency between |ms = 0〉 and
|ms = +1〉:
ωr ∼ ∆ + ωz ⇒ |∆ + ωz − ωr| . Ω (2.18)
and
|∆− ωz − ωr| ∼ 2ωz when ωz < ∆ (2.19)
The microwave amplitude Ω is usually 1-100 MHz while ωz and ∆ is on the order of GHz.
Therefore, Ω min(ωz,∆). Let δ = ∆ + ωz − ωr.






 0 e−iφ 0eiφ 0 eiφ
0 e−iφ 0
 (2.20)
The initial state |ms = 0〉 will evolve to the superposition of |ms = ±〉 under this Hamil-
tonian.






























 δ e−iφ 0eiφ 0 0
0 0 −2ωz
 (2.22)
Thus the transition between |ms = 0〉 and |ms = 1〉 can be realized by this control Hamil-
tonian. General simple quantum gates can be achieved on NV centers by adjusting the
parameters Ω, φ, δ and evolving time τ . This is the basic for the ODMR methods intro-
duced in the following sections.
2.2.2 Continuous Wave ODMR
In the continuous-wave(CW) experiment, MW sweeping along a certain frequency range is
applied on the NV center. When the MW frequency matches the energy splitting between
|ms = 0〉 state and |ms = +1〉 (or |ms = −1〉) state, a resonance absorbing peak can be
observed in the spectrum. The CW spectrum can be used to study energy structures of
the measured samples.
To perform a continuous wave experiment, a microwave at varying frequencies and a
532 nm laser at a constant power are applied to the NV center. The intensity of the
emitted 635 nm red fluorescence against the microwave frequency is measured. The 532
nm laser continuously polarizes the NV electron spins to the |ms = 0〉 ground state. If
the microwave is off-resonant with the energy splitting between |ms = 0〉 and |ms = −1〉
or |ms = +1〉, the laser will take population at |ms = 0〉 to |ms = 0〉 in the first excited
state and strong fluorescence can be observed when the population goes back to |ms = 0〉
in the ground state. At resonant frequency, part of the population at |ms = 0〉 is driven
to |ms = ±1〉 states. When the 532 nm laser polarizes the population at |ms = ±1〉 to
|ms = 0〉, less fluorescence will be observed due to different relaxation processes taken. So
in the CW spectrum, peaks will be seen at every resonant frequency.
CW ODMR can also be used to measure the interaction strength between the NV
center and nearby electrons or nuclei. The information about the interaction strength is
also shown as peaks in the spectrum as shown in Figure 2.3.
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(a) (b)
Figure 2.3: (a) and (b)are the simulated CW spectrum without and with NV-14N hyperfine
interaction, respectively.
2.2.3 Pulsed ODMR
While CW experiments provide a method to characterize NV centers, pulsed ODMR is
more useful for quantum information processing. The Ramsey experiment and Rabi ex-
periment are two of the commonly used pulsed ODMR experiments on NV centers.
Rabi Experiment
In an applied magnetic field, the transition between |ms = 0〉 and |ms = +1〉 or |ms = −1〉
can be driven with a resonant microwave which generates the population oscillation be-
tween the two states. This oscillation, called Rabi oscillation, proves that NV center can
be coherently manipulated.
The Rabi oscillation can be measured as follows. Equation 2.21 shows that in the
resonant case δ = ∆ + ωz − ωr = 0, the microwave can generate a transition between
|ms = 0〉 and |ms = +1〉. This resonant microwave lasts for a time duration tp and then
the population at |ms = 0〉 is measured. Repeat this for different tp, and plot the detected
photon number vs tp. The oscillation observed in the plot is the Rabi oscillation. Figure
2.4 illustrates a typical Rabi oscillation experiment, including the needed pulses, results
and analysis.
If an nearby 14N is taken into consideration, the Hamiltonian can be written as:
H = ∆S2z + ωzSz +H
14N
HF + Ω cos(ωrt+ φ)Sx, (2.23)
where H
14N
HF = mIANSz is the hyperfine interaction between the NV spin and the
14N




Figure 2.4: (a) shows the single quantum Rabi experiment pulse sequences. α, β and
γ are the detected photon numbers by the three laser pulses, respectively. (b) shows the
photon numbers measured in (a) vs tp in the ideal case where T2 =∞.(c) shows the photon
numbers vs tp with finite T2.(d) is the normalized plot of (c) with P = (γ − β)/(α− β) vs
tp. The Rabi oscillation can be seen from (b)-(d). The oscillation frequency is called Rabi
frequency.
strength; Iz is the z-component of
14N nuclear spin operator.
In the rotating frame of ωrS
2
z ,
































In the limit of 2ωz  Ω, this Hamiltonian effectively generate an transition between ms = 0
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and ms = +1 states while transition between ms = 0 and ms = −1 can be neglected. The














2. As shown in Figure 2.5(a),
the plot of the detected photon number vs tp consists of three different oscillations where
mI = 0, ±1 respectively. Figure 2.5(b) is the Fourier transform of the oscillations to ana-
lyze their Rabi frequencies.
(a) (b)
Figure 2.5: (a) is the simulated Rabi experiment at Ω = 14 MHz, ωz = 50 MHz, in presence
of a 14N nuclear spin. (b) is the Fourier transform of (a). It is seen in (b) that there are
two peaks at frequencies 7.07 MHz and 7.37 MHz respectively corresponding to the Rabi
frequencies when mI = 0 and mI = ±1.
Ramsey Experiment
Compared with Rabi experiment in which the driven spin dynamics is observed, a
Ramsey experiment can help study the internal spin dynamics. It is also a method for
sensing the magnetic field along NV z-axis.
As shown in Figure 2.6, in the Ramsey experiment, following the laser initiation is a
π
2
-pulse around x-axis which takes the initial state ψ0 = |ms = 0〉 to ψ1 = (|ms = 0〉 +
|ms = −1〉)/
√
2. After evolving under the Hamiltonian H0 = γeBzSz for time τ , the
system evolves to ψ2 = (|ms = 0〉+ e+iγeBzτ |ms = −1〉)/
√
2 and another π
2
-pulse is applied
for detection. The final state is ψ3 = cos(γeBzτ) |ms = 0〉 + i sin(γeBzτ) |ms = −1〉. The
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(a) (b)
Figure 2.6: (a) shows the pulse sequence for Ramsey experiment. α, β and γ are the
detected photon numbers. Counts α and β provide the comparison for the real Ramsey
experiment count γ. (b) is the plot P = (γ − β)/(α− β) vs τ .
detected |ms = 0〉 intensity as a function of τ is I = cos2(γeBzτ). Plot the detected
intensity vs τ , the z-direction magnetic field Bz can be calculated from the oscillation





Confocal microscopes are used to investigate only one NV center at one time in the bulk
diamonds which contain many NV centers. Figure 2.7 shows the simplified model of the
confocal microscope. Optic signals at points S{1,2,3,4} will form images at their conjugate
points S ′{1,2,3,4}, respectively. However, a pinhole at S
′
1 will block all the other light and only
allow the light from S1 to pass. The pinhole needs to be placed to meet this requirement
and in this way the pinhole and the point light source of interest, S1, can be said to fulfill
the confocal condition.
A scanning confocal microscope is needed to detect more than one point light source,
which is necessary for finding NV centers in a bulk diamond sample. The sample diamond
with NV centers can be moved and different point sources are taken to the confocal point.
In practical experiment setup as shown in Figure 2.8, the scanning confocal microscope




Figure 2.7: The simplified model of the confocal microscope. Only the optic signal at S1
can be detected in presence of the pinhole.
ODMR experiments with NV centers requires the laser to be on and off with fast switching
time. Instead of an expensive laser apparatus, a switching arm with an acousto-optic-
modulator (AOM) is used, which allows a switching time on the order of 10 ns.
AOM can diffract light using sound wave. When the piezoelectric material in AOM
is driven, the optical medium will oscillate mechanically, causing its refraction index to
change. The changed refraction index results in Bragg diffraction on the laser passing







where n is the diffraction order.
The first order diffraction is picked for experiment by an iris. When the AOM is off,
there is only zeroth order, so the laser is blocked. When the AOM is on, the first order
light passes through.





-wave plate (HWP), lenses and mirrors. The input p-polarized laser is transmitted
through the PBS into the AOM. After the AOM, a QWP rotate the p-polarized laser
to a circularly polarized laser. After the laser is reflected by the mirror a QWP will rotate
the laser to an s-polarized laser, which will be reflected by the PBS into the next section.
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Mode Shaping Arm
Following the switching arm, a mode-shaping arm is used to correct the spatial mode
aberrations of the input laser with a single mode fiber. The output laser from the mode
shaping arm is reflected by a dichroic mirror to the scanning optics. A dichroic mirror
reflects laser at 532 nm wavelength and allows laser with 550-825 nm wavelength to pass.
So the output 635 nm red light from the scanning optics can transmit to the detecting part.
Scanning Optics
The scanning optics consists of a galvanometers(galvos) with scanning mirrors, a scan-
ning telescope and the objective. To have a high resolution of around 1 µm2, an objective
is used instead of a lens. An objective needs the input light to be collimated, so another
lens is needed in front of the objective. A galvanometer is composed of two mirrors with
45°between them. We can adjust the mirrors to control the scanning laser. Two lenses
placed in front of the objective are used as the scanning telescope. The distance between
the two lenses should be the sum of the two lenses’ focal lengths. A scanning telescope
enlarges the radius of the laser beam and fulfill the objective to have enough light shinning
on the NV centers.
With this setup, we are able to read out the states of different NV centers separately
in the experiments.
18
Figure 2.8: The practical confocal microscopy design. The part names are listed in Table
2.1.
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No. Name No. Name
1 Laser 18 Dichroic Mirror
2 Mirror 19 Galvos
3 Mirror 20 Lens
4 Polarizing Beam Splitter 21 Lens
5 Lens 22 Mirror
6 AOM 23 Object
7 Lens 24 Sample and sample stage
8 λ/4@532 nm 25 Lens
9 Mirror 26 100 µm Pinhole
10 Mirror 27 Longpass filter
11 Mirror 28 Lens
12 Mirror 29 Pellicle Mirror
13 Continuously variable NVD filter 30 Lens
14 Neutral Density Filters 31 Single Photon Counting
15 Pellicle Mirror 32 Mirror
16 Power Meter 33 Lens
17 λ/2@532 nm 34 Single Phton Counting
Table 2.1: The list of names corresponding to the part numbers labeled in Figure 2.8.
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Chapter 3
NV centers as a Magnetic Sensor of
Spin
A good magnetic sensor requires stability, a method to read out, high sensitivity to study
small magnetic field at room temperature and a relatively small size to achieve spatial
resolution. NV centers have a long coherence time with optical and magnetic properties,
which makes it a valuable nano-scale magnetic sensor.
NV center can be a sensor of magnetism based on the Zeeman splitting[23] caused by
external magnetic field along z-axis, which will break the degeneracy of ms = ±1 states.
The separation between ms = −1 and ms = +1 states is proportional to the external
magnetic field seen by the NV center which can be measured by the CW spectrum on NV.
The magnetic field along z-axis of the NV center can also be measured by Ramsey-type
measurement with better accuracy because it eliminates environment noise.
NV centers can also sense spins based on the dipole-dipole interaction between NV
centers and the spins. The position of a single spin, the density of a spin ensemble and the
interaction network among the spin ensemble are possible properties that can be studied by
NV centers. In the first part of this chapter, the dipole-dipole interaction and its secular
approximation will be introduced; in the second part, a theoretic method to determine
the position of an electron spin with several NV centers and the simulation results will be
presented.
21
3.1 Dipole-dipole Interaction and Secular Approxi-
mation
3.1.1 Introduction to Dipole-dipole Interaction
The direct interaction between two magnetic moments are called dipole-dipole interaction.












S 1 · r̂
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where µ0 is the vacuum permeability, γ1 and γ2 are the gyromagnetic ratios of the two
spins; −→r = |−→r | r̂ is the vector pointing from the first spin to the second spin or reverse
and r̂ is its unit vector.
This dipole-dipole Hamiltonian can be decomposed to six components[46] according to








z (1− 3 cos2 θ),
B = −0.25(S1+S2− + S1−S2+)(1− 3 cos2 θ),
C = −1.5(S1+S2z + S1zS2+) sin θ cos θe−iφ,
D = −1.5(S1−S2z + S1zS2−) sin θ cos θe+iφ,
E = −0.75S+S+ sin2 θe−2iφ,
F = −0.75S−S− sin2 θe+2iφ.
(3.3)
Here θ and φ are the polar coordinates of the vector −→r = |−→r | r̂ , S+ = Sx + iSy and
S− = Sx − iSy can raise or lower the energy level of a given state.
3.1.2 Dipole-dipole Interaction under Secular Approximation
The dipole-dipole interaction Hamiltonian can be simplified by secular approximation when
a large magnetic field is present.
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Assuming H = H0 +H1 where H0 is the dominant term. In the perturbing Hamiltonian
H1, the parts that commute with H0 are usually called secular terms, Hsec. In the rotating
frame of H0:









where H ′1 = H −Hsec is the part that does not commute with H0. H̃ ′1 = e−iH0tH ′1eiH0t is





H̃ ′1dt = 0. (3.5)
So the secular terms are kept while the non-secular terms are neglected in the secular ap-
proximation.
Electron-electron dipolar interaction
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e−iH0tKeiH0tdt = 0.(K = C,D,E, F ).
(3.7)







(3σzσz −−→σ · −→σ )(1− 3 cos2 θ), (3.8)
NV-electron dipolar interaction
At zero magnetic field, the zero field splitting term is the dominant term ∆S2z . The dipole-


































z tdt = 0.(K = B,E, F )
(3.10)






[Szσz(1− 3 cos2 θ)− 3(Sxσz + Szσx) sin θ cos θ] (3.11)
with φ = 0.
If there is a high magnetic field B0 along z-axis, the dominant terms are H0 = γB0σz.










e−iH0tKeiH0tdt = 0, (K = B,C,D,E, F )
(3.12)







Szσz(1− 3 cos2 θ). (3.13)
NV-NV dipolar interaction
In zero field, the zero field splitting term is the dominant terms ∆(S2z ⊗ 1 + 1⊗ S2z ). The



































z tdt = 0.(K = C,D)
(3.15)
























If there is a high magnetic field B0 along z-axis, the dominant terms are γeB0(Sz⊗1+1⊗
Sz) + ∆(S
2










e−iH0tKeiH0tdt = 0.(K = C,D,E, F )
(3.17)











S )(1− 3 cos2 θ) (3.18)
which has the same form as Eq.3.8.
3.2 Locating an Electron Spin with Two NV centers
As introduced in the above section, the strength of the dipole-dipole interaction between
two spins depends on their relative positions and spin orientations. Therefore, with mul-
tiple NV centers interacting with a target spin, it is possible to get the accurate position
information of the target spin from the NV centers.
There is an example of locating a single electron spin in a sample material by using
two nearby NV centers, and simulations were done to estimate the sensing ability of the
two NV centers. The machine learning method[43][44] is used as the learning algorithm.
The criteria for the sensing ability is the Fisher information which indicates the amount of
information that the observable carries about an unknown parameter[39][40][42]. In this
case, the observable is the ODMR signals collected from NV centers and the unknown
parameter is the position of the target spin. The more information the observable carries,
the more accurate the target position can be.
A machine learning Python program written by Chris Ferrie, Christopher Granade, Ian
Hincks, etc. is used for simulations in the following demonstration.
3.2.1 Estimating the Locating Ability
As shown in Figure 3.1, two NV centers seperated by 10 nm in the diamond are used to
locate a single electron spin in the sample. The Hamiltonian of this system can be written
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as:
H = HZFS +HZeeman +Hdip, (3.19)
where the dipole-dipole interaction Hdip includes NV − e− and NV −NV interactions:





To collect the location information of the target spin from NV centers, a Ramsey
experiment is done simultaneously on both NV centers. Figure 3.1(b) shows the Fisher
information for every possible position of the target spin. The brighter a position is, the
larger the Fisher information of this position is, and the more accurately it is able to tell
whether the spin is at this position. The two bright spots are the two NV centers . The
dark curve line between the two NV centers shows that it is harder to locate a spin on
this curve than in other brighter areas. This difficulty of locating on the curve results
from the symmetry of this two-NV system. To break this symmetry and have a better
imaging ability for all the spots in the area, a relative movement is performed between
the sample and the diamond. Combining the results from before and after the movement,
the possibility that the target spin is at each position can be calculated with the help of
maximum likelihood estimation(MLE)[58].
3.2.2 Locating the Target Spin using Maximum Likelihood Esti-
mation
To locate the target spin using MLE, repetitive Ramsey experiments are simulated. For
each Ramsey duration t, 500 repetitions are done and a set of simulated data of detected
photon counts is obtained. The probability of getting this set of data given that the position
of the target spin is at (x, z) can be calculated, named as P(x,z,t). The experiments with
200 different durations are simulated. If we add up the logarithms of those probabilities
got from different durations t for each position (x, z), Log =
∑
t logP(x,z,t), and plot Log
vs (x, z), it will be easy to see which is the position of the target spin that is the most
likely to generate these sets of Ramsey experiment results.
The simulation results are shown in 3.1(c) and (d). It is assumed that the target spin
is at (4 nm, 2 nm). As shown in Figure 3.1(c), when the sample and the diamond have no
relative movement, the two symmetric points about the line x=5 nm, (4 nm, 2 nm) and (6
nm, 2 nm), can not be distinguished. While in Figure3.1(d), combining the results before
and after a movement of 2 nm, it is seen that (4 nm, 2 nm) is the most likely point where




Figure 3.1: (a)Two NV centers in the diamond separated by 10nm are used to detect the
spin in the nearby sample film. The axis directions are shown in (a). The NV principle axis
and the B0 magnetic field are along x-axis. (b)The Fisher information for every possible
position of the target spin. The gray scale shows the achievable accuracy. The brighter a
position is, the larger the Fisher information of this position is, and the more accurate the
locating can be. (c) and (d) are the logarithm of the likelihood that the target spin is at
each position. In the simulation, it is assumed that the actual spin is positioned at (4,2).
In (c), no relative movement is made between the sample and the diamond, and both (4,2)
and (6,2) points are the most likely spin locations. In (d) a movement of 2 nm is made
and (4,2) is the most likely spin location.
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The above simulations prove it possible in theory to locate a single electron spin with a
nanometer resolution using two NV centers. However, in practical, it is hard to move the
sample material relative to the diamond without breaking them. Choosing more than two
NV centers as the sensor can be a solve but locating more than two NV centers accurately
is also a challenge. Another problem of this method is that NV centers are not completely
static in the crystal. If this fact is taken into consideration in the above simulation, the
resulting Fisher information will be much smaller. However, this simulation provides a
general view of how NV centers can be used as a magnetic sensor of spins by using the
dipole-dipole interaction between NVs and the target spins. With some adjustments to
this method, the problems mentioned above are possible to be solved.
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Chapter 4
NV Centers with Mechanical Motion
as a Sensor of Thin Films
Molecular monolayer films can be fabricated in labs recently. With spin network containing
nuclear or electron spins, the thin films act as mesoscopic systems that have increasingly
importance in quantum information processing. To be able to use this spin network in the
films, it is necessary to measure the interactions among the spins. This chapter proposes
a scheme of a thin film sensor with atomic resolution and high sensitivity, which is made
of NV centers with mechanical motions. Control pulse sequences needed for this scheme
are developed in this chapter and the following chapter.
4.1 Thin Film Sensing with NV centers
With the properties introduced in the previous chapters, NV centers are broadly used as
quantum sensors for different parameters. As shown in Figure 4.1, NV centers are usually
used to sense a magnetic source by measuring the interaction between the NV center and
the target magnetic source. For example, to detect a single electron spin, the dipole-dipole
interaction between the NV center and the electron spin is of interest; to determine the
strength of a magnetic field, the Zeeman splitting of the NV center is measured, which
shows the interaction between the NV center and the field. However, when the target is to
characterize a thin film, we are more interested in the strength of the internal interactions
among the spin ensemble in the film instead of the NV-spin interactions. The idea is to
make the film spins evolve under the internal interactions while the NV-spin interactions
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are used to transfer the state information between thin film spins and NV centers, and
finally the NV center states that contain the information of the spin network are read
out optically. To enhance the sensing sensitivity, the use of NV centers with mechanical
motions is proposed and will be demonstrated in this thesis.
What most people do The scheme propose here
Use one NV to characterize a
magnetic source (eg. single
spin).
Instead of using one NV to characterize very locally, we use
an ensemble of NV centers to measure the average properties
of the target thin film.
Table 4.1: An illustration of the difference between how most people use NV as sensors
and how this thesis proposes to use NV centers as film sensors.
4.2 Use NV Centers with Motion to Identify Spins in
the Thin Film
When the spin interactions in the thin film are to be measured, it is necessary to have these
spins evolve under the interactions without being affected by the NV centers. This requires
the decoupling of the NV-e− dipolar interactions during the evolving time. However, to
allow the information transfer between the NV centers and the target spins, the NV-e−
interactions are needed while the NV-NV and e−-e− interactions need to be decoupled
to have better sensitivity. Chapter 5 will introduce the method to decouple the NV-e−
interactions. In the following section, a pulse sequence is demonstrated to decouple the
homo-spin dipolar interactions. In this decoupling procedure, the NV-e− interactions are
affected as well. The recoupling of the affected NV-e− interactions by adding mechanical
motions to the NV centers will also be introduced. Optimal control theory is also employed
in this design to promote the robustness of the microwave controls on the oscillating NV
centers.
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The concept model of the spin-mechanical sensor is shown in Figure 4.1. The cantilever
is a quartz tuning fork, whose resonant frequency is 32 kHz, which is close to the frequency
of the dipolar interactions among the electrons in the sample film. Ideally, the NV centers
are attached to one prong of the tuning fork so that the NV sensors can be used to scan
the thin film by operating the AFM. However, it is difficult to optically read out the states
of moving NV centers. Therefore, the thin film is placed on top of the cantilever instead
and the diamond with NV centers is fixed. When the NV centers are nanometers away
from the sample film, the dipolar interactions are strong enough to transfer information
between NV centers and the film spins.
Figure 4.1: The concept model of the thin film sensor. The motion of the sensor is provided
by the oscillation of the quartz tuning fork, which is the tip of an AFM. In the ideal case,
the NV centers are attached to the tuning fork so that the NV sensors can be used to scan
the thin film by operating the AFM. However, it is difficult to optically read out the states
of the moving NV centers, so the thin film is placed on top of the cantilever instead and
the diamond with NV centers is fixed and detected by lasers.
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4.2.1 Homo-spin Dipolar Interaction Decoupling with a 12-pulse
Sequence in the Strong Magnetic Field
An important part of the NV thin film sensor is to decouple the homo-spin dipolar in-
teractions during the information transfer process between the NV centers and the e−
spin network. A 12-pulse sequence can be used for this decoupling purpose. It should be
mentioned here that although a decoupling sequence that works at zero magnetic field is
preferred for high sensitivity, we will leave it for future study and first work on this 12-
pulse sequence that works at high field. The Average Hamiltonian Theory (AHT) is the
basic mathematical method to analyze the effect of the pulse sequence on spin interactions.
Average Hamiltonian Theory(AHT) and Toggling Frame
To understand the AHT, we start with the time-dependent Schrödinger equation:
d
dt
|Ψ(t)〉 = −iH(t) |Ψ(t)〉 , (4.1)
where H(t) and |Ψ(t)〉 are the system Hamiltonian and state at time t. So for an initial
state |Ψ(0)〉, |Ψ(t)〉 is given by |Ψ(t)〉 = U(t) |Ψ(0)〉, where U(t) is a unitary that satisfies,
d
dt
U(t) = −iH(t)U(t), (4.2)
and
U(0) = 1. (4.3)
Solve for U(t) and expand with the Magnus expansion,




































H̄(n)are the nth-order average Hamiltonian.
Suppose there is a pulse sequence R1, R2, ..., Rn where Rk (k=1,2,...,n) represent the
rotation unitary of each pulse. ∆t1, ∆t2, ...,∆tn are the time period between two nearest
pulses.
If the initial state is ρin, its final state ρf after this pulse sequence is





Λ = UnRnUn−1 · · ·U2R2U1R1




nRnUn−1 · · ·U1R1
= (RnRn−1 · · ·R2R1)ŨnŨn−1 · · · Ũ1,
(4.7)
and Ũk = (Rk · · ·R1)†Uk(Rk · · ·R1).
To calculate the corresponding Hamilltonian H̃k to the unitary Ũk, let R = Rk · · ·R1, and
R†ŨR = R†e−iHtR
= R†(1− iHt+ (−it)
2
2!
H2 + · · · )R
= 1− itR†HR + (−it)
2
2!
(R†HR)2 + · · ·
= exp[−it(R†HR)] = exp[−itH̃].
(4.8)
So during the kth time interval ∆tk, the effective Hamiltonian, also called the toggling
Hamiltonian,
H̃k = (RkRk−1 · · ·R1)†H0(RkRk−1 · · ·R1), (4.9)
where H0 is the spin interaction Hamiltonian in absence of the pulse sequence.




this way, if the pulse sequence is well-designed, the spin interaction H0 can be decoupled
in the time duration of the pulse sequence..
12-pulse decoupling sequence
There are different decoupling sequence for electron dipolar interaction. WAHUHA[49]
and MREV-4[50] are the typical ones. The decoupling sequence that will be used in our
experiment is a 12-pulse sequence containing 12 π/2 pulses about x-axis or y-axis as shown
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(a) (b)
Figure 4.2: (a) The 12-pulse sequence and corresponding mechanical motion of the tuning
fork. The period of the mechanical oscillation matches the full time duration of the pulse
sequence. (b) A picture of the quartz tuning fork.
in Figure 4.2. According to Chapter 3, in the presence of a strong external magnetic field
along z-axis, the dipole-dipole interaction between two electron spins is Eq. 3.8.








[3τ(σzσz + σyσy + 2σxσx + σzσz + 2σyσy + σxσx + 2σzσz








[18τ(σxσx + σyσy + σzσz)− 18τ−→σ · −→σ ]
= 0.
(4.10)
So during this 18τ period, the e−−e− interaction averages to zero, which means the dipolar
interaction is decoupled.
The approximated dipole-dipole interaction between two NV spins is shown as Eq. 3.18
which is of the same form as the electron-electron interaction. Therefore, the NV-NV
interaction can also be decoupled by the same pulse sequence despite a different resonant
frequency.
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4.2.2 Hetero-spin Dipolar Interaction Recoupling with Mechan-
ical Motion
When the 12-pulse sequences are applied on NV centers or electrons, the NV-NV or e−-e−
interactions will be decoupled. The NV-e− dipolar interactions ,shown in Eq. 3.13, will
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As seen in Eq. 4.11, the amplitude of Szσz term is reduced to 1/9. The NV-e
− coupling,
especially the Szσz term, is necessary for transferring information between sample film
electrons and NV centers on cantilever tips. To recouple the NV-e− dipolar interaction,
oscillation of the cantilever is introduced. With this motion, the distance between NV and
e− is time-dependent, so the NV-e− interaction will not be affected as much under the
pulse sequence.
The recoupled interaction is rescaled by a factor κ, which indicates how much the Szσz
coupling is recoupled. Calculations of the scaling factor κ with different τ
T0
ratios were
done, where T0 =
1
f0
is the period of the oscillator.
As shown in Figure 4.3, when 18τ = T0 or 2T0, κ reaches maximums, which indicates
that the recoupling effect is optimized when the period of the 12-pulse sequence matches
or doubles the oscillation period. Here, the period of the sequence is chosen to be the same
as the oscillation period.
4.3 Experiment Procedure to Detect the Electron Dipo-
lar Network with NVs with motion
As introduced in the above sections, we are able to decouple homo-spin dipolar interactions
while recoupling the other interactions. Based on these techniques, a general experiment
procedure is designed to probe the dipolar network among the electrons in the target film.
NV centers are initialized to thems = 0 ground state at the beginning of the experiment.
In the first step, the electrons in the film are initialized to their ground state by using
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Figure 4.3: Scaling factor κ as a function of 18τ
T0
. κ is the ratio between the interaction
strength with the mechanical motion present and absent.
NV centers. Dynamic nuclear polarization(DNP) method is expected to be used. To
transfer the polarization from NVs to electrons the hetero-spin dipolar interactions should
be present. The homo-spin dipolar interactions will not affect the polarizing procedure, so
in this step, both kinds of dipolar interactions are kept.
In the second step, a Ramsey fringe experiment is applied on the target electron spins.
Notice that the electrons should only evolve under the e−-e− dipolar interaction, so in this
step, the NV-e− dipolar interaction needs to be decoupled while the e−-e− is recoupled. The
NV-e− interaction can be decoupled if the ms±1 pseudo-spin-12 states can be manipulated,
which requires the ability to generate transitions betweeen NV ms = −1 state and ms = +1
state. The method to generate this transition at zero magnetic field will be demonstrated
in Chapter 5.
In the third step, the state information of the electrons is transfered to the NV centers
and indirectly measured by ODMR. To have a better resolution and remove the effects
from surrounding spins, the homo-spin dipolar interactions are decoupled while keeping
the hetero-spin interactions for information transfer.
By following the above steps, we are able to learn the average dipolar network of the
small area that the tip with NVs is close to. To map the dipolar network in a larger film
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area, we need to move the tip in the x-y plane and repeat those steps.
This experiment procedure still has many unsolved problems. The DNP method for
the initialization process is one of the main concerns. Furthermore, the decoupling and
recoupling processes are introduced in this chapter under the high field condition while
the ideal case is to realize all the steps in the zero magnetic field. We are looking for the
possible solutions for this problem. To start with, a method is demonstrated in Chapter 5
which enables us to achieve the NV state-selective transitions and hence realize the NV-e−
decoupling in the zero magnetic field.
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Chapter 5
State-Selective Transitions in NV
centers at Zero Field
The ground state of the NV center is a spin triplet state (ms = 0,±1). The transition
between ms = ±1 states is called double quantum transition (DQT) and the transition
between ms = 0 and ms = −1 or ms = +1 is called single quantum transition (SQT).
DQT can be mediated by the ms = 0 state. We represent the transition ms = +1↔ 0 as
π+, ms = −1↔ 0 as π−, and ms = +1↔ −1 as π±1:
π− =
0 1 01 0 0
0 0 1
 , π+ =
1 0 00 0 1
0 1 0
 , π±1 =
0 0 10 1 0
1 0 0
 . (5.1)
Therefore, the DQT can be achieved by sandwiching three SQTs:
π±1 = π−π+π−. (5.2)
DQT has some special properties: the DQT frequency is more sensitive to the external
field than SQT; ms = ±1 can be used as a pseudo qubit. Therefore, control with high
robustness of the ms = ±1 manifold is especially important for NV centers as a magnetic
sensor or a quantum computing qubit.
As introduced in Chapter 4, decoupling the NV-e− dipolar interaction is important in
the spin-mechanical sensor experiment design. DQT is a necessary part to realize such a de-
coupling. Moreover, a high magnetic field will introduce a spatial orientation and potential
inhomogeneity to the system[52], which may reduce the resolution when we are relying on
the spin-spin interaction as the sensing method. Therefore, DQT at zero magnetic field is
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preferred for the spin-mechanical sensor proposed in Chapter 4. However, achieving DQT
at the zero magnetic field is challenging due to the degenerate ms = ±1 states. Starting
from ms = 0 state, ms = +1 or ms = −1 can not be selected specifically with linearly
polarized microwave. Therefore, a state-selective SQT at zero field is required. In this
chapter, the theoretical and experimental work on the high-fidelity control of the ms = ±1
manifold at zero external magnetic field will be described.
5.1 Single Quantum Transition and Double Quantum
Transition at Zero External Magnetic Field
At high external magnetic field, ms = ±1 states are separate, and SQT can be achieved
directly by applying linearly polarized microwave which is resonant with the energy gaps.
However, to be sensitive to a weak magnetic source and remove the spatial orientation in
the spectrum, zero external magnetic field is necessary. But at zero field, ms = +1 and
ms = −1 states are degenerate. Starting from ms = 0, the linearly polarized microwave
can not select the state that the system evolves to. Instead it will take spins at ms = 1
state to the superposition of ms = ±1 states. In this case, a well-controlled circularly
polarized microwave is necessary.




A non-linearly polarized microwave will be used instead of a linear one for control and the
Hamiltonian is:
Hc(t) = Ω1cos(ωt+ φ1)Sx + Ω2cos(ωt+ φ2)Sy, (5.4)
where ω = ∆ is the carrier frequency of the microwave, Ω1,2 are the envelope amplitudes
and φ1,2 are the modulation phases.
























 0 Ω1 cos(φ1)− Ω2 sin(φ2) 0Ω1 cos(φ1)− Ω2 sin(φ2) 0 Ω1 cos(φ1) + Ω2 sin(φ2)




 0 Ω1 sin(φ1) + Ω2 cos(φ2) 0−Ω1 sin(φ1)− Ω2 cos(φ2) 0 Ω1 sin(φ1)− Ω2 cos(φ2)







 0 −1 0−1 0 1
0 1 0
 , S ′y = 1√
2
 0 −i 0i 0 i
0 −i 0
 . (5.6)
In ideal cases, Ω1 = Ω2 = Ω, φ1 = 0, φ2 =
π
2
(clockwise circularly polarized microwave), or
φ1 = 0, φ2 = −π2 (anti-clockwise circularly polarized microwave).
In the clockwise case,
Ĥcl = Ω
 0 0 00 0 1
0 1 0
 (5.7)
which gives the unitary that generates the ms = +1↔ 0 transition,
Ucl = e
−iĤclt =
 1 0 00 0 e−iΩt
0 e−iΩt 0
 . (5.8)
In the anti-clockwise case,
Ĥ = Ω
 0 1 01 0 0
0 0 0
 (5.9)
which gives the unitary that generates the ms = −1↔ 0 transition,
Uanti−cl = e
−iĤanti−clt =
 0 e−iΩt 0e−iΩt 0 0
0 0 1
 . (5.10)
Therefore, DQT can be realized at zero field as well.
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5.2 Enhance robustness with Optimal Control Theory
To achieve the state-selective transitions with high robustness, the parameters of the
circularly-polarized microwave should be under strict control. However, the uncertain-
ties in the experiment might affect the accuracy. The main uncertainty is the change of
the NV center positions. In general cases, the position uncertainty is due to NV centers’
natural drifts, but in the case considered in this thesis, the main cause is the mechanical
motions of the tuning fork that the NV centers are attached to. Therefore, optimal control
theory(OCT) is employed for realizing quantum gates that are robust to the uncertainty
of the NV positions.
5.2.1 Generating Selective SQT at Zero Field using Two Parallel
Wires
To generate the needed circularly polarized MW, instead of using only one wire which is
to provide linearly polarized MW, two parallel wires are used as shown in Figure 5.1.
The magnetic field seen by the NV centers at (x0, y0) is determined by the current going
Figure 5.1: The two wires are separated by a distance d and have input currents I1 and
I2. The NV center is at (x0,y0) and is r1 and r2 away from the to wires. The magnetic
field seen by the NV can be calculated in the NV center’s principal axis frame.
through the two wires, I1(t) and I2(t), the distance d between the two wires, and the NV




(Ω1xSx + Ω1ySy + Ω2xSxp + Ω2ySyp) (5.11)
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 0 −1 0−1 0 1
0 1 0
 , Syp = i√
2
 0 −1 01 0 1
0 −1 0
 . (5.12)
Let the vectors (n1x, n1y, 0) and (n2x, n2y, 0) be the direction vectors in the NV frame along
the magnetic fields generated by I1 and I2, respectively.
The control amplitudes is subject to the relations below:
Ω1x = c1xn1x + c2xn2x,
Ω1y = c1yn1y + c2yn2y,
Ω2x = −(c1yn1x + c2yn2x),
Ω2y = −(c1xn1y + c2xn2y)
(5.13)






























Some particular directions are not allowed to ensure a full control on all the terms in
Eq.5.11.
With the setup above, we want to generate a robust SQT gate that allows for small
movement of the NV center by controlling the currents sent into the two wires. To achieve
this, optimal control theory is needed.
5.2.2 Introduction to Optimal Control Theory and Gradient As-
cent Algorithm
Optimal Control Theory (OCT)[54] is a modern dynamic optimizing method relying on
differentiability and is broadly used in controllable systems. OCT uses control variables
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for optimization which differs from Calculus of Variation.
In OCT, there are state variables y(t), control variables u(t) and target parameters V
to be optimized. The control variables u(t) need to be controllable and can affect the state
variables of interest.
The basic goal of OCT is to find u(t) that satisfies:
H(t, y, u∗) ≥ H(t, y, u), ∀t ∈ [0, T ], ∀u∗ 6= u, u, u∗ ∈ U (5.15)
U is a compact set of the control variable space.
In this thesis, an OCT technique named as gradient ascent pulse engineering (GRAPE)[55]
is used to generate the target gate which is robust over multiple parameters.
In this numerical OCT algorithm, the goal is to achieve a target operator starting from
an initial state.
The state of the spin system is ρ(t). The motion of ρ(t) is characterized by the equation:




where H0 is the Hamiltonian of the system, Hk are the control Hamiltonians which are
microwave pulses with controllable amplitudes uk respectively. Given an initial state ρ(0) =
ρ0 and a target operator C, the goal of GRAPE is to fine optimal amplitudes uk(t) that
maximize the overlap between the final state ρ(T ) and the target C. The overlap can be
expressed as the inner product of C and ρ(T ):
Φ0 = 〈C|ρ(T )〉 . (5.17)
Discretize the time duration T into N steps:
T = N∆t, (5.18)
and uk(j) is the control amplitude at the j












The final state at t = T is




and the overlap is
Φ0 = 〈C|UN · · ·U1ρ0U †1 · · ·U
†
N〉
= C†UN · · ·U1ρ0U †1 · · ·U
†
N
= (U †j · · ·U
†
N)C
†UN · · ·U1ρ0U †1 · · ·U
†
N(UN · · ·Uj))
= (U †j · · ·U
†
NC




j · · ·U
†
NUN · · ·Uj))
= λjρj
(5.21)
where λj is the backward propagated C at time j and ρj is the state at time j.
Perturb uk(j) to uk(j) + δuk(j), we have:











= −〈λj|i∆t[Hk, ρj]〉 (5.24)
and we can update uk to increase the overlap by




where ε is the size of a small step. In GRAPE algorithm, the steps to optimize the uk(j)
is:
(1) Assign uk(j) a initial guess;
(2) From ρ0, calculate ρj for all j ≤ N ;
(3) From C, calculate λj for all j ≤ N ;
(4) Calculate δΦ0
δuk(j)
, and update the m × N control amplitude matrix uk(j) by Equa-
tion 5.25;
(5) With new control amplitudes uk(j), go to step (2)
until Φ0 satisfies the requirement set by the controller.
This algorithm promote the speed to find the optimal controls by decreasing the number of
loops to 2 full-time evolution: ρ0 from 0→ T and λN from N → 0. This speed-up enables
the optimization for multiple experimental parameters.
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5.2.3 Generating Selective SQT with High Robustness using GRAPE
To find the optimal pulse sequences, the well-written mathematica resource ”QuamtumU-
tils” is used. In the program, the target gate is set to be π+1 =
 1 0 00 0 1
0 1 0
.
The parameter distribution of (x, y), which is the NV center position, is set to be a 2-
dimensional Gaussian distribution in [-5 nm, 5 nm]×[-5 nm, 5 nm]. The optimized pulse
sequences can be found with fidelity over 99.5%. This fidelity is calculated by averaging
over all the possible points (x, y) within the considered range. For the wire separation
d = 110 nm, the NV position (10,70) µm and a given NV principle axis orientation, the
pulse sequences found and the corresponding robustness are plotted in Figure 5.2. In the
robustness plot, it is shown that for most of the area, the fidelity is over 99.9%.
5.3 Experiment Design and Progress
In this section, the experimental design, setup and progress for the state-selective SQT
gate are introduced.
5.3.1 Experiment Procedure for Testing the State-selective SQT
Gate
To implement the state-selective π− gate and test whether it works, a procedure was
designed as shown in Figure 5.3. A ei
π
2
Sx gate is followed by the π− gate. After evolving




Sx gate and observe.
































Figure 5.2: The gray squares in (a) are the AWG output pulse sequences and the orange
lines are same sequences transformed to the NV-axis frame. (b) is the corresponding
robustness plot. Both (a) and (b) assume the two wires are separated by 110 µm, and the
NV location is at (10 µm, 70 µm). The dark orange part in the middle is the area where
the gate has a fidelity over 99.9%.
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(a) (b)
Figure 5.3: (a)Pulse sequences for the proving experiment. After initializing the NV centers




the comparing experiment with or without the π−1,0 transition.(b)Intensity vs τ
′ with or
without the π−1,0 transition
so the observed intensity is I1 = |ψ1|2 = 14 .




















so the observed intensity is I2 = |ψ2|2 = cos2(γeBzτ ′).
Figure 5.3(b) is the intensity vs τ ′ plot. It is shown that with π−1,0, the detected intensity
I1 is τ
′-independent, but without π−, the intensity I2 is τ
′-dependent and has a cosine
shape. Therefore, whether the π− gate is successful can be judged from the shapes of I1
and I2.
5.3.2 Microwave circuits
A microwave circuit is designed to generate the proper currents that go into the parallel
wires that are needed for the circularly polarized microwave. Arbitrary Wave Generator
(AWG), attenuators, IQ mixers, amplifiers, synthesizers, power splitters, circulators and
switches are important parts of this circuit. This circuit is shown in Figure 5.4.
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Figure 5.4: The design of the microwave circuit. The names and details about the circuit
elements are labeled in the figure. The power loss and gain is estimated assuming that the
insertion loss for each coax is 1 dB and for each adapter is 0.2 dB. The circuit part in the
dashed box is place on a circuit board made by the author.
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The electronics used in the circuit are briefly introduced below:
AWG-5014C
An arbitrary waveform generator (AWG) is used to generate repetitive or single-shot elec-
tric waveforms. In our circuit, a four-channel AWG-5014C is used.
IQ mixer
An IQ mixer is used together with a synthesizer to combine two current inputs to one cur-
rent output with the frequency set by the synthesizer and the input currents. The phase
and the amplitude of the output current is determined by the I, Q inputs α and β. As
shown in Figure5.4, the synthesizer connects to I, Q ports with a 90°phase shift. The two
modulated currents are combined and output at RF port:
I(t) = α cos(ωt) + β sin(ωt) =
√






By controlling the amplitude α, β, we can control the current amplitude and phase we
need for the microwave field.
Synthesizer
A synthesizer is an oscillator that generates electric signals at a chosen frequency. We use
the FSW-0010 synthesizer which can generate the signal at frequency 0.5-10 GHz.
Power Splitter
Power splitters, also called power dividers, are directional electronics that accept one input
and output multiple signals with certain phases and amplitudes. The power splitter used
in the circuit divides the input into two outputs with a 0°phase difference.
Circulator
A circulator is a three- or four-port device. The microwave or radio frequency signal that
enters one of the ports will output from the next port in a fixed order. In our microwave
circuit, circulators can allow the currents in only one direction and prevent the currents in
the opposite direction.
Amplifiers and Attenuators
Amplifiers and attenuators are electronic devices that amplify or reduce the power of sig-
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nals. They are included in the microwave circuit to control the power that enters some
certain ports of other devices to meet their power requirements.
The microwave circuit board has been built as shown in Figure 5.5(a). The two circuits
on the board that provide power for two wires have been tested separately by Romain
Ruhlman and the author, and this circuit board works normally. The two parallel wires
that generate the microwave are printed on a circuit board. It is called a printed circuit
board (PCB). The sample PCBs are designed by Thomas Alexander and they have already
been produced as shown in Figure5.5(b). In the future, the diamond sample with NV
centers need to be placed on top of the two wires on the PCB; the wires need to be
connected to the microwave circuit board. After having every experimental component in
place, the state-selective transition OCT pulse sequence can be tested experientially.
(a) (b)
Figure 5.5: (a)The completed microwave circuit board. (b)The produced PCB with two




Summary and Future Work
In this thesis, the properties of NV centers and some basic experiments on NV centers
are reviewed. A NV-based single-spin locating simulation is demonstrated with the help
of machine learning technique. As the focus of the thesis, the scheme on building a spin-
mechanical sensor for atomically thin films by using NV centers is proposed. To realize this
scheme, different decoupling sequences for NV-e−, e−-e− and NV-NV dipolar interactions
are developed. Especially, the state-selective transitions in NV centers at zero magnetic
field with high fidelities are studied for the N-e− decoupling purpose.
For the state-selective transition experiment, we have already made and tested the
microwave circuit board and the PCB with the parallel wires as shown in Chapter 5. We
are now putting every experimental element together to perform the proving experiment
in the near future. When the state-selective SQT is successfully realized, the DQT at zero
field should be applicable which is an important part of the spin-mechanical sensor.
However, there is still theoretic work that needs to be completed for the spin-mechanical
sensor scheme. The dynamical nuclear polarization (DNP) is one of the most important
parts. As has been mentioned, it is also hoped to complete all the work that has been done
in Chapter 4 in the zero magnetic field environment to enhance the sensing sensitivity.
When all these theoretical problems are solved, we can proceed to the study of this spin-
mechanical sensor for practical applications.
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