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This thesis presents a search for a heavy neutral Higgs boson, A, decaying into a Z boson and
another heavy Higgs boson, H, using a data sample corresponding to an integrated luminosity, ini-
tially, of 36.5 fb−1 and, subsequently, increased to 139 fb−1 from proton-proton collisions at
√
s = 13
TeV recorded by the ATLAS detector at the LHC. The search considers the Z boson decaying into
electrons or muons and the H boson into a pair of b-quarks. The mass range considered is 230–
800 GeV for the A boson and 130–700 GeV for the H boson. The data are in good agreement
with the background predicted by the Standard Model, and 95% confidence-level upper limits on
σ(A)×BR(A→ ZH)×BR(H→ bb) are set. The upper limits are in the range 14–830 fb and 0.0062–
0.380 pb for the data sample corresponding to an integrated luminosity of 36.5 fb−1 and 139 fb−1,
respectively. An interpretation of the results in the context of two-Higgs-doublet models is also given.

The principle of science, the definition, almost, is the following:
The test of all knowledge is experiment.
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CHAPTER 1
Theoretical Background and Motivation
The standard model of particle physics (SM) successfully describes the properties of all known ele-
mentary particles and their non-gravitational interactions. A particle with mass approximately equal
to 125 GeV, which has observed properties compatible with those of the final missing elementary
particle of the SM, was discovered in July 2012 at the Large Hadron Collider (LHC) [1, 2]. This
particle is a Higgs boson, that is a scalar particle associated with the Brout-Englert-Higgs-Guralnik-
Hagen-Kibble mechanism (Higgs mechanism) [3–5], which is an important feature of the SM since it
explains the apparent breaking of the electroweak symmetry. However, it is possible that this particle
is not the only Higgs boson. It is still possible to have other heavier or lighter Higgs bosons in the
context of theories beyond the SM. In this thesis, the search for two heavy Higgs bosons is performed
with LHC data recorded by the ATLAS detector with proton-proton collision energy at 13 TeV with
total luminosity 36 fb−1 initially, and subsequently increased to 139 fb−1. The theoretical background
and the motivation is the subject of this chapter.
1.1 The Standard Model
The standard model of particle physics describes the fundamental particles and their interactions. It is
constructed by the quantum field theories of electromagnetic, strong and weak nuclear interactions [6,
7]. These interactions are described by a product of three local gauge symmetry groups: SU(3)C×
SU(2)L×U(1)Y . The SU(3)C is the symmetry group of quantum chromodynamics (QCD) which
governs the strong interactions, and it is also known as the symmetry group of colour charge. The
group product SU(2)L×U(1)Y describes the symmetry of the electroweak (EW) interaction, which
gives rise to electromagnetism and weak interactions at lower energies. SU(2)L represents the weak
isospin and U(1)Y represents the weak hyprecharge. There are two types of particles in the SM, which
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are divided by their spin quantum number: fermions, which have half-integer spin; and bosons, which
have integer spin. The particles contained in the SM are summarised in Figure 1.1 and listed in the
following:
• Quarks are fermions with spin = 12 which interact with all 4 forces. There are 6 quarks with 3
different colours (plus their antiparticles), namely up (u), down (d), strange (s), charm (c), top
(t) and bottom (b).
• Leptons are fermions with spin = 12 which do not interact with the strong force. Similar to
the quarks, there are 6 leptons plus their antiparticles. They are electrons(e), muons(µ), tau
leptons(τ), electron neutrinos(νe), muon neutrinos(νµ ) and tau neutrinos(ντ ).
• Gauge bosons: Also known as force-carrying bosons or vector (Spin 1) bosons due to their
properties. The interactions between the elementary particles are governed by the gauge bosons,
they are gauge-invariant under a continuous group of local transformations. Photons (γ) and
gluons (g) are responsible for the electromagnetic and strong forces, respectively; while the
W± and Z0 bosons are responsible for the weak force.
• Higgs boson: The only elementary scalar (spin 0) boson in the SM, it is related to the mass-
giving mechanism of the W±and Z0 bosons, and even some fermions.
Figure 1.1: The Standard Model of elementary particles. From ref.[8]
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1.1.1 Electroweak interaction & Higgs Mechanism
The electroweak interaction give rise to the electromagnetism and weak interaction at lower energies.
It was first proposed by Glashow [9], Weinberg [10] and Salam [11]. The theory is based on the
invariance with respect to the local gauge transformations of the symmetry group SU(2)L×U(1)Y , as
introduced above. The corresponding gauge fields are the three isospin fields from SU(2)L: W iµ(i =
1,2,3); and the weak hypercharge field from U(1)Y : Bµ . The weak interaction couples differently to
the left-handed and right-handed chiral particles and anti-particles. The right-handed particle and left-
handed anti-particle have isospin singlets with weak isospin, IW = 0. For example, the right-handed
electron and the right-handed neutrino are weak isospin singlets, denoted as eR and νR, respectively.
The left-handed particle and right-handed anti-particle are composed as the weak isospin doublet. For





where the upper member of the doublet always differs by +1 electric charge relative to the lower
member of the doublet. The upper member and lower member of the doublet always have the third
component of weak isospins I(3)W = +1/2 and I
(3)
W = −1/2, respectively. The weak hypercharges
of the particles in the weak isospin doublet has to be the same in order to be invariance under the
SU(2)L and U(1)Y gauge transformation. The hypercharge can be expressed as the combination of
the electric charge and the third component of weak isospins: Y = 2(Q− I(3)W ), where Q is the electric
charge. Therefore, the weak hypercharge is different between each type of fermions. For example, the
hypercharge of the left-handed charged leptons are Y = −1, while it is Y = −2 for the right-handed
charged leptons.





(W 1µ ∓W 2µ ),
Zµ =W 3µ cosθw−Bµ sinθw, and
Aµ =W 3µ sinθw +Bµ cosθw,
(1.1)
where θw is the weak mixing angle, which can be expressed by the weak (g) and electromagnetic (g′)









Although the theory successfully summarised the electromagnetic and weak nuclear interaction, it is
not possible to give the mass terms for the W± and Z0 boson, which are observed to be massive in
the experiment. In order to obtain the masses of the weak gauge bosons, the electroweak symmetry
breaking is needed in the theory. This can be achieved by the Higgs mechanism, which introduced a
new complex doublet field that has a non-zero vacuum expectation value (VEV) but it is symmetric
under the gauge transformations. In this case, the symmetry of the Lagrangian remain unchanged
while the vacuum state of the field does not respect the symmetry. This is also known as “spontaneous
symmetry breaking”. After the spontaneous symmetry breaking, there are four degrees of freedom in
the complex scalar field, three non-physical massless Goldstone bosons and a massive Higgs boson
is given by the field. These Goldstone bosons are absorbed by the W± and Z bosons, leading them
to acquire masses terms. The Higgs mechanism in the SM is achieved by introducing a weak isospin









where φ+(0) has a positive (neutral) electric charge, all φi are real fields. The corresponding La-
grangian for this field is
LHiggs = (Dµφ)†(Dµφ)−V (φ †φ), (1.4)
where Dµ is the covariant derivative, which is given by







where the σa,a = 1,2,3 are the usual Pauli matrices. The minimum potential, V , is renormalisable
and satisfying the gauge symmetry, can be expressed as:
V (φ) = µ2(φ †φ)+λ (φ †φ)2, (1.6)
where µ2 < 0 and λ > 0 are required in order to have a minimum in the potential which is not
symmetric without breaking the electroweak symmetry, which is the condition of the spontaneous
symmetry breaking. Also, one can choose the direction of minimum among the infinite number of
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degenerate minima such that three components of φ are zero. In order to fulfill the requirement that
the photon remains massless, the usual choice is φ1,φ2,φ4 = 0 and hence φ3 = |φ0|, which leads to the






 ,ν =√−µ2|λ | , (1.7)
where the VEV in the SM is approximately 246 GeV [6, 7]. Under the local gauge transformation







where H is the physical Higgs boson, oscillating around the vacuum. Substituting this expression











More importantly, the mass for the Higgs boson is given by mh =
√
−2µ2, which is a free parameter
of the theory. The Higgs mechanism can also be used to generate masses of the fermions in the SM.
After the spontaneous symmetry breaking, the fermion masses are generated by their interaction with
the Higgs field, which can be expressed by:
L f−Higgs =−y f
ν√
2
( fL fR + fR fL)− y f
H√
2




where the y f is known as the Yukawa coupling for fermion f , fL is the weak isospin doublet of the
left-handed fermions; and fR is the weak isospin singlet of the right-handed fermions.
In 2012, 50 years after the first proposal of the Higgs mechanism, ATLAS and CMS experiment
discovered a SM Higgs-like boson [1, 2], h, with mass, mh = 125.10±0.14 GeV [12]. After subse-
quent studies, this discovered boson has been found to be compatible with the description of Higgs
boson in SM such as the value of the intrinsic spin and the couplings to the gauge bosons [13–16].
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1.1.2 SM Higgs production and decay in LHC
The SM Higgs-like boson was discovered by ATLAS and CMS experiment through h→ γγ and
h→ ZZ→ 4` channels at √s = 7 and 8 TeV [1, 2]. There are four main production mechanisms for
the Higgs boson in the LHC [17]: gluon fusion (ggh), vector boson fusion process (VBF), Higgs-
strahlung (Vh) and tt̄-associated production (tth). Figure 1.2 shows example Feynman diagrams for
these production mechanisms in the LHC.
(a) (b)
(c) (d)
Figure 1.2: Higgs production at the LHC [17], (a) gluon fusion (ggh), (b) vector boson fusion process
(VBF), (c) Higgs-strahlung (Vh) and (d) tt̄-associated production (tth).
The Higgs boson at the LHC is mainly produced via gluon fusion and vector boson fusion. The
SM Higgs boson cross sections for mh = 125 GeV at
√
s = 13 TeV are shown in Table 1.1 and the
SM Higgs branching ratio near mh = 125 GeV is shown at figure 1.3. The h→ bb̄ is the main decay
channel of SM Higgs boson. However, due to the large QCD background in the LHC, the Higgs
boson was discovered by searching at h→ ZZ→ 4` and h→ γγ channels [1, 2].
Production mechanism ggh VBF Wh Zh tth









Table 1.1: LHC Higgs production cross sections for mh = 125 GeV at
√
s = 13 TeV [12, 17].
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Figure 1.3: The branching ratios for the main decays of the SM Higgs boson near mh = 125 GeV [12].
The theoretical uncertainties are indicated as bands.
In the LHC, several SM Higgs decay channels are also being studied. The discovery channels,
h→ ZZ→ 4` and h→ γγ , has been studied with more data collected after 2012 at√s = 13 TeV [18–
21], other channels such as the h→ ττ decay had been observed in 2017 [22, 23], the h→ bb̄ decay via
V h production mode has been seen in 2018 [24, 25]. A hint of the h→ µµ decay has been observed
in both CMS and ATLAS experiment in 2020 [26, 27]. The h→ cc channels are also being searched
for [28, 29]. Also, the coupling between t and h has been measured in 2018 with the confirmation of
tth production mode [30, 31].
1.1.3 Problems with the SM
Although most of the observations in particle physics can be described by the SM, there are still some
that cannot be accommodated [6, 7]. For instance, the gravitational interaction is a well-known phys-
ical phenomenon which does not fit into the SM. Another unexplained observation is the asymmetry
between matter and anti-matter in our universe.
There is a well-known problem with the SM called “Hierarchy problem”, which is related to the
energy scales of the elementary particles. In particle physics, there are different energy scales. For
example, the electroweak scale, which is related to the eletroweak physics, consider the energy at 100
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GeV level; and the Plank scale, which is important for the physics related to the Gravity, at 1019 GeV
level. However, the origin of the difference between these scales is not known. Another problem
related to the energy scale is the radiation correction on the spin 0 particle mass. These correction
works fine at the electroweak scale. However, they will become very large at such high mass scale
as the Plank scale. Eventually, it is hard to keep the mass of the SM Higgs boson at the electroweak
scale of 100 GeV. One can apply a fine-tuned cancellation to solve this problem, while a more natural
solution can be provided by supersymmetry (SUSY). In SUSY, SM particles have their corresponding
super-partners “sparticle” which differs by the spin [32]. Therefore, the loop of SM particles can be
exactly cancelled by the loop of the corresponding sparticles if they had the same masses as the
corresponding SM particles. Another issue related to the particle masses in the SM is that the Higgs
boson give mass to fermions such as quarks, but there are mass difference between different type of
fermions. For example, the mass of up quark and top quark are 2.16+0.49−0.26 MeV and 172.76± 0.30
GeV, respectively [17]. More studies are needed in order to understand the origin of this difference.
Another well-known problem is the “Strong CP problem”, which is related to the CP-violation
of the strong interaction. In the SM, it is possible to have a strong CP term in the QCD Lagrangian,
but the relevant parameter is zero. Peccei and Quinn [33, 34] shows that this can be explained by
introducing an extra U(1) symmetry. Under their assumption, the parameter becomes a dynamical
variable, and it is zero at the minimum of the potential. Weinberg [35] and Wilczek [36] even predicted
that spontaneous breaking of this symmetry leads to the generation of a new particle called “axion”
with mass ranging in 10−5 to 10−2 eV, depending on the energy scale of the extra U(1) symmetry.
The above examples show that some problems with the SM can be explained or solved by extend-
ing the SM with an extra degree of freedom. One of the simplest extensions of SM is the Two-Higgs-
Doublet-Model (2HDM). In 2HDM, an extra doublet has been added into the Higgs sector and hence
there are additional Higgs bosons [37]. The existence of these additional Higgs bosons has a great
potential to answer the unanswered question from the SM. For example, the minimum implementa-
tion of the SUSY has the structure of 2HDM. Generally, a more complicated Higgs sector is needed
in the SUSY model.
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1.2 Two-Higgs-Doublet-Model
The SM Higgs mechanism is the simplest way to give W± and Z boson masses with only one weak
isospin doublet. In the 2HDM, there are two weak isospin doublets: Φ1 and Φ2. Each of them has
four degrees of freedom. After the spontaneous symmetry breaking, three of them corresponding to
the W± and Z boson longitudinal polarisation degrees of freedom, leaving five Higgs bosons. In most
of the phenomenological studies, the model is simplified by assuming CP conservation in the Higgs
sector. In this case, the most general scalar potential is given by [37]:
















































where the ν1 and ν2 are VEVs of Φ1 and Φ2, respectively. The relation between νSM (VEV from SM




2 = νSM = 246 GeV. Also, the ratio between the














There are eight degrees of freedom after spontaneous symmetry breaking. As in the SM, three of them
are eliminated in order to generate the masses of the weak gague bosons, leaving five Higgs bosons
including a charged scalar(H±), two neutral scalars (h, H), and a pseudoscalar (A). The physical
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neutral Higgs bosons can be written as:
h = ρ1 sinα−ρ2 cosα,
H =−ρ1 cosα−ρ2 sinα, and
A = η1 sinβ −η2 cosβ ,
(1.15)
where the angle β ≡ arctanν2/ν1, and the angle α is also known as the Higgs mixing angle, which
is the mixing angle after diagonalising the mass matrix for the neutral scalars. The neutral scalars are
also called “CP-even Higgs” since their CP structure does not change during the interaction with other
particles. On the other hand, the pseudoscalar is also called “CP-odd Higgs” since the CP structure
will change during the interaction with other particles. In general, there are 7 physical parameters
in the 2HDM: Higgs boson masses (mh, mH , mA, mH±), potential parameter m212, tanβ and α . A
combination of parameters is often used in the 2HDM analysis: cos(β −α), the closer this parameter
to zero, the more the coupling of the h act like the SM Higgs. The coupling of h will be the same as
the couplings of the SM Higgs boson when cos(β −α)→ 0, this condition is also known as “weak
decoupling limit” [38] or the “alignment limit” [39]. Another limit, the “strong decoupling limit”,
required the additional Higgs boson to be much heavier than the SM Higgs.
There are several ways to arrange the Yukawa couplings in CP conserving 2HDM. If the flavour-
changing neutral currents are absent at tree level, there will be four possible arrangements [40] and
hence 4 types of model in CP-conserving 2HDM: Type-I, Type-II, lepton-specific and flipped. The
arrangement of the couplings between the fermions and the doublet is different in these models.
In Type-I, all charged fermions couple only to Φ2. In Type-II the up-type quarks couple to Φ2 and
down-type quarks couple to Φ1. The lepton-specific model is similar to Type-I but has charged leptons
coupling to Φ1. Lastly, in the “flipped” model is similar to Type-II but has charged leptons coupling
to Φ2. The Yukawa couplings coefficient with respect to the SM Yukawa coupling in each of the
models depends on the combination of the α and β [38], as summarised in Table 1.2.
As the couplings depends on the parameters in the 2HDM, the choices of parameter (benchmark
scenarios) will affect the results from interpretation or searches for the 2HDM Higgs bosons de-
cay. There are two main 2HDM benchmark scenarios used in the LHC: (a) The Higgs couplings
measurement and interpretation; and (b) The standard 2HDM searches. In the Higgs coupling mea-
surement [42], the mh is fixed at 125 GeV, where other Higgs bosons are assumed to be heavy enough
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Coupling Type-I Type-II lepton-specific flipped
huu sβ−α + cβ−α/tβ sβ−α + cβ−α/tβ sβ−α + cβ−α/tβ sβ−α + cβ−α/tβ
hdd sβ−α + cβ−α/tβ sβ−α − cβ−α · tβ sβ−α + cβ−α/tβ sβ−α − cβ−α · tβ
h`` sβ−α + cβ−α/tβ sβ−α − cβ−α · tβ sβ−α − cβ−α · tβ sβ−α + cβ−α/tβ
Huu cβ−α − sβ−α/tβ cβ−α − sβ−α/tβ cβ−α − sβ−α/tβ cβ−α − sβ−α/tβ
Hdd cβ−α − sβ−α/tβ cβ−α + sβ−α · tβ cβ−α − sβ−α/tβ cβ−α + sβ−α · tβ
H`` cβ−α − sβ−α/tβ cβ−α + sβ−α · tβ cβ−α + sβ−α · tβ cβ−α − sβ−α/tβ
Auu 1/tβ 1/tβ 1/tβ 1/tβ
Add −1/tβ tβ −1/tβ tβ
A`` −1/tβ tβ tβ −1/tβ
Table 1.2: Yukawa coupling coefficient with respect to the SM Yukawa coupling for h, H and A
Higgs bosons coupling to up-type quark (u); down-type quark (d) and charged leptons (`) [41]. The
shorthand notations are defined as: si ≡ sin i, ci ≡ cos i and ti ≡ tan i; where i = β or (β −α). These
coefficients are defined such that the Yukawa Lagrangian terms are−(m f /ν) f f φ and i(m f /ν) f γ5 f A,
where f = u,d, ` and φ = h,H.
that their radiation corrections do not affect the measurement to the h. The measurement sets con-
straints on the (cos(β −α), tanβ ) plane and hence cos(β −α) and tanβ are free parameters. For the
standard 2HDM searches, for example the search for A→ Zh [43], the masses of A, H and H± are
assumed to be equal to each other while the mh = 125 GeV is required. The cos(β −α) and tanβ are
free parameters, their range is varying depends on which part of the parameter space was probed by
the searches.
The perviously mentioned benchmark scenarios are not suitable for the search described in this
thesis since the A→ ZH decay require the mass difference between the A and H. In this search, the
following benchmark is required: cos(β −α)' 0, mh = 125 GeV, (mA−mH)≥ 100 GeV, mA ≤ 800
GeV, mH ≥ 130 GeV. Figure 1.4(a) and (b) shows an example of branching ratio of the A boson and
the H boson as a function of mH under the benchmark used in the search. Two scenarios depends on
the cos(β −α) values in the Type-I 2HDM are shown in this figure. The production cross section of
the A boson also vary across the 2HDM parameter space, Figure 1.4(c)–(e) demonstrated the produc-
tion cross section of the A boson as a function of tanβ under the gluon-gluon fusion and b-associated
production mechanisms. The production cross sections in Type-I and Type-II 2HDM are also com-
pared. Figure 1.4(c) and (d) shows that the production cross section of the A boson generally dropped
when the tanβ becomes larger. However, there is an exception as shown in Figure 1.4(e): In Type-II
2HDM, the production cross section of the b-associated produced A boson increase with the tanβ .
In Figure 1.5, the ratio of the width and the mass of the A boson, ΓA/mA, is shown as the number in
percentage in each bins along the mA and mH spectra in Type-I 2HDM with tanβ = 1, 5 and 10.




Figure 1.4: Example branching ratios of the A→ ZH decay (left) and H → bb̄ decay (right) as a
function of mH in 2 scenarios: cos(β −α) = 0 (Solid lines) and cos(β −α) = 0.4 (dotted lines) in
the Type-I 2HDM. Other parameters, mA and tanβ are fixed. Example production cross section of the
A with mA = 500 GeV and mH = 300 GeV. The cross section of the A boson produced by both (c)
gluon-gluon fusion in Type-I and Type-II 2HDM and b-associated production in (d) Type-I and (e)
Type-II 2HDM are shown [44].




Figure 1.5: The ratio of the width and the mass of the A boson, ΓA/mA, along the mA and mH spectra
in Type-I 2HDM with (a)tanβ = 1, (b) tanβ = 5 and (c) tanβ = 10. The ratio ΓA/mA is shown as the
number in each bins [44].
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1.2.1 2HDM Higgs production and decay in LHC
The production mechanisms of the 2HDM Higgs bosons are similar to the SM Higgs boson in the
LHC. All the neutral Higgs bosons can be produced via gluon fusion and a production in association
with a top or bottom quark. Only the CP-even Higgs boson can be produced by the VBF and the
Higgs-strahlung production modes since there is no such couplings for the CP-odd Higgs boson at
tree-level.
The decay modes of the 2HDM Higgs bosons are much complicated compare to the production
mechanisms described above. It is due to the fact that the branching ratio of the heavy Higgs boson
decays is depending on the choice of the 2HDM parameters. There are several searches for 2HDM
Higgs bosons decay at the LHC in the past include H →WW/ZZ [45–49], H → hh [50, 51], A→
Zh [43, 52], A/H → ττ/bb̄ [53–55]. In this thesis, the A boson is considered to decay into another
H boson associated with a Z boson; while the H boson will further decay into a pair of b quarks.
This channel has been studied by the CMS collaboration in 2016 [56]. The very first study of this
channel in the ATLAS collaboration is described in Section 5, the result of this search is published in
Ref. [57]. The search was improved in Ref. [58] with more data collected by ATLAS detector, which
is also discussed in Section 6. The benchmark used in this search is described in the previous section.
1.2.2 Electroweak-baryogenesis and 2HDM
Another motivation of the search is called “baryogenesis”, which is a mechanism proposed to ex-
plain the origin of the matter-antimatter asymmetry in our universe. In the standard cosmological
model [59], the amounts of matter and antimatter were equal in the very early universe. The way of
transition between this matter-antimatter balance universe to the matter dominated universe is still one
of the unanswered questions in both particle physics and cosmology. The condition of baryogenesis
as stated by Sakharov [60] are the following:
1. Non-conservation of baryon number.
2. Breaking of C and CP invariance.
3. Deviation from thermal equilibrium.
There are several scenarios of baryogenesis. For instance, the A→ ZH → llbb̄ search is moti-
vated by the scenario called “electroweak brayogenesis”, which can be realised via the Higgs sector
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at the energy scale of LHC. In order to have electroweak baryogenesis, following conditions are re-
quired [61]:
• The temperature evolution of the Higgs potential must be such that there are two degenerate
vacua at some critical temperature, and the electroweak phase transition proceeds through the
formation of bubbles of the new vacuum that gradually increase and fill the whole space.
• New sources of CP violation are needed in order to create the matter–antimatter asymmetry
close to the bubble walls.
• The critical temperature must be low enough compared to the Higgs vacuum expectation value
in order to violate the baryon numbers.
The electroweak baryogenesis does not require a more complicated Higgs sector than what we
have in the SM. However, in order to reach the conditions of electroweak baryogenesis with SM
alone, the mass of SM Higgs boson has to be lower than 80 GeV [61], which is already excluded by
the searches for the Higgs boson [62], as well as the LHC Higgs boson discovery. However, it is still
possible to have electroweak baryogenesis with more complicated Higgs sector such as 2HDM [61].
In order to have the electroweak baryogenesis happenning in the LHC energy scale, the study in
Ref. [61] suggested that (mA−mH) ≥ ν and mA ≤ 1 TeV are required. This paper shows that the A
boson with mass between 230 to 800 GeV; and the H boson with mass between 130 to 700 GeV is
more responsible for the realisation of the baryogenesis. In addition, the mass splitting between A
and H is required to satisfy the condition mA−mH > 100 GeV. Therefore, the mass range of the mA
and mH used in this search follow these conditions. The search for this channel was investigated at
the LHC in 2016 [56] by CMS collaboration. This is the first time for this channel to be investigated
with the data collected from the ATLAS experiment.
In the following chapters, the search is performed with LHC data recorded by the ATLAS detector
with proton-proton collision energy at 13 TeV with total Luminosity 36 fb−1 and 139 fb−1 in Chap-
ter 5 and 6, respectively. Next chapter, the experimental apparatus including the structure of the LHC
and the ATLAS detector will be discussed. The data handling and the analysis software will also be
introduced in the next chapter.
CHAPTER 2
Experimental Apparatus
Scientific theories require empirical evidence which is provided by experiments. There are several
types of particle physics experiments. In this thesis the focus is on collider experiments. In a par-
ticle collider, charged particles like electrons and protons are accelerated and brought into collision
in given points. The particle detectors then record the outcome of the collisions, so that it can be
further analysed. In this thesis, the search for A→ ZH → ``bb̄ is performed with the collision data
in the ATLAS detector, which is one of the detectors at the Large Hadron Collider. This chapter will
introduce the Large Hadron Collider and give a description of the ATLAS detector.
2.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is currently the world’s largest particle collider [63]. It is located
at CERN (Conseil Européen pour la Recherche Nucléaire) near Geneva, Switzerland. The LHC was
constructed between 1998 and 2008 inside a 27 km long circular tunnel, which is located around
100 m below ground level, crossing the border between Switzerland and France. Both protons and
heavy ions can be accelerated in opposite directions within the LHC beam pipes. In proton-proton
(pp) collision mode, proton beams are accelerated up to the energy of 6.5 TeV per beam. The protons
are first extracted off hydrogen atoms, and then they are accelerated using a linear accelerator named
Linac 2. The beam is subsequently injected into the Proton Synchrotron Booster (PSB) and Proton
Synchrotron (PS), then further accelerated at the Super Proton Synchrotron (SPS) and transferred
to the two beam pipes of the LHC. The proton beam is discontinuously transferred into LHC as a
series of proton bunches, which nominally have around 1011 protons each, with a nominal bunch
spacing of 25 ns, which means that the nominal crossing frequency is 40 MHz. The beams are
guided by superconducting dipole magnets and accelerated by radio frequency cavities. The beams
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cross at 4 interaction points around the ring, and the collision products are recorded by four particle
detectors: ATLAS (A Toroidal LHC ApparatuS)[64], CMS (Compact Muon Solenoid)[65], LHCb
(Large Hadron Collider beauty experiment)[66] and ALICE (A Large Ion Collider Experiment)[67],
which surround these interaction points. ATLAS and CMS are multipurpose detectors, which are
used to perform a wide range of searches and measurements. The LHCb is optimised to the B-hadron
precision physics and ALICE is specialised for the measurement of heavy-ion collisions. The LHC
accelerator complex is shown in Figure 2.1.
Figure 2.1: A schematic view of the CERN accelerator complex [68].
2.2 Luminosity
The energy is not the only important feature of high-energy particle collisions. Especially for rare
processes, like those that are of interest in the LHC, the number of collisions per unit time is of
paramount importance for the eventual physics performance. This feature is quantified in the concept
of luminosity, which is discussed in more detail in the following.







where Nb is the number of protons in a bunch and nb is the number of bunches per beam. The
revolution frequency of the particles is denoted by frev, the γr is the relativistic gamma factor, the
normalised transverse beam emittance is denoted by εn, the beta function at the collision point is
given by β∗, and the geometric luminosity reduction factor F , which is due to the crossing angle of
the beams at the interaction point. Table 2.1 list the peak luminosities of the LHC during the 2015 to
2018 running period.
Running period 2015 2016 2017 2018
Peak luminosity [1033cm−2s−1] 5.0 13.8 20.9 21.0
Table 2.1: Peak luminosities of the LHC during the 2015 to 2018 running period [70].




= L σpp→X , (2.2)
where the total number of events, Npp→X , is given by integrating the above expression over time. The
cross section, σpp→X , is time-independent but depends on the incoming and outgoing particles as well
as the centre-of-mass energy, such that Npp→X is directly proportional to the “integrated luminosity”,
L, which is the time integral of the instantaneous luminosity. Thus, the Npp→X in the pp collision is
given by:




Multiple pp collisions sometimes occur within the same bunch crossing. This is referred to as “pileup”
and it is a serious challenge for the physics analysis at the LHC. Two major components of pileup in
the LHC are “in-time pileup” and “out-of-time pileup”[71]. When there are more than one inelastic
pp collision taking place within the same bunch crossing is known as in-time pileup. On the other
hand, if the interactions occurs in different bunch crossings during the time taken by the detector
to process a single event are known as out-of-time pileup. Out-of-time pile-up is depending on the
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detector time resolution. The average number of pileup interactions per event, <µ>, is related to the
centre of mass energy of the collision, the number of bunches in the beam and the beam condition,
such as the number of protons per bunch.
2.4 The ATLAS Detector
The ATLAS detector is one of the two general purpose detectors at the LHC [64]. The particles that
come out of the collisions are detected by several sub-detector systems, which are sensitive to different
particle properties. A schematic picture of the ATLAS detector is shown in Figure 2.2. The sub-
system which is closest to the beam pipe is the inner detector system. It provides an electronic signal
when charged particles pass through. Surrounding the inner detector system, the ATLAS calorimeter
detects particles by stopping them and absorbing their energy. There are two types of calorimeters
in ATLAS: the electromagnetic calorimeter and the hadronic calorimeter. The outermost layer of
ATLAS is the muon spectrometer. The events are examined by a dedicated trigger system, about
whether they are interesting for the ATLAS physics programme or not. Only events that the trigger
system decides that they are interesting are stored permanently. Details of each sub-detector system
and trigger system are provided in the following sections.
Each sub-system is responsible for the measurement of specific particles. Figure 2.3 shows the
interaction of various particles with different sub-systems of ATLAS. Each particle type has its own
signature in the detector:
• Charged particles, for example electrons and charged pions, are detected both in the tracking
system and the calorimeters.
• Neutral particles, for instance unconverted photons and neutrons, are not detectable in the track-
ing system. Neutrons are detected by the energy deposit in the hadronic calorimeter, while
unconverted photons are detected by the electromagnetic calorimeter.
• Muons are very penetrating, being the only charged particles that regularly exit the calorimeters.
They are reconstructed by the signals from the muon spectrometer at the outermost layer of the
detector and the inner tracker.
• Neutrinos do not provide any signal in any of the sub-system in ATLAS since they rarely inter-
act with matter. However, the presence of neutrinos can be inferred can be inferred indirectly
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Figure 2.2: An overview of the ATLAS detector and its sub-detectors [64].
Figure 2.3: Diagram of the detection of different type of particles going from the interaction point
through the whole ATLAS detector. Figure taken from [72].
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by using the conservation of momentum to calculate the missing momentum in the final decay
products. Details of the calculation of the missing momentum are discussed in Section 2.4.1.
2.4.1 ATLAS Coordinate System
ATLAS uses a right-handed coordinate system with the z-axis along the beam pipe and the origin at
the interaction point, which is the centre of the detector as shown in Figure 2.4. The positive x-axis
points towards the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates
(ρ ,φ ) are applied in the transverse (xy) plane, where φ is the azimuthal angle around the beam pipe,
ranging between −π and +π with respect to the x-axis, and ρ is a measure of the radial distance
from the interaction point. Instead of the polar angle θ , which is the angle between the particle three-
momentum and the positive z-axis, the pseudo-rapidity, η , is often being considered. Pseudo-rapidity
is defined in terms of θ as:
η =− ln tan(θ
2
). (2.4)
Table 2.2 shows the corresponding pseudo-rapidity values as a function of θ .
Figure 2.4: The ATLAS coordinate system, where IP is the interaction point.
θ 0◦ 5◦ 10◦ 20◦ 30◦ 45◦ 60◦ 80◦ 90◦
η ∞ 3.13 2.44 1.74 1.31 0.88 0.55 0.18 0
Table 2.2: Pseudo-rapidity versus polar angle values, where θ = 0◦ and θ = 90◦ lies on z-axis and
xy-plane of ATLAS coordinate system, respectively.
Experimental Apparatus 23




where ∆φ and ∆η are the φ and η separation between the objects, respectively.
The projection of variables on the transverse plane with respect to the beam direction are often
being used. For instance, the transverse momentum and transverse energy of an object is denoted as
PT and ET , respectively:
PT = Psinθ , ET = E sinθ . (2.6)
These transverse quantities are often used for the object reconstruction.
2.4.2 Inner detector
The inner detector (ID) is the closest sub-system to the interaction point. It has a cylindrical geometry:
6.2 m in length and 2.1 m in diameter. It is immersed in a 2 T magnetic field produced by the
surrounding solenoid magnet. The magnetic field is needed in order to bend charged particles for the
momentum measurement. The ID is comprised of four detection systems, as shown at Figure 2.5.
These are (from nearest to furthest from the beam pipe): the insertable B-layer (IBL), the Pixel
detector, the Semiconductor tracker (SCT), and the Transition Radiation Tracker (TRT). SCT and
TRT are covering |η | < 2.5 and |η | < 2.0, respectively. While a charged particle is travelling though
the ID, it leaves a track, which is formed by the hits on silicon or the gas, along its trajectory.
The IBL is the closest sub-detector to the beam pipe. It was installed during the long shutdown 1
(LS1), which was the period between LHC Run-1 and Run-2 (2013 to 2014), to improve tracking and
vertexing performance due to the fact that in Run-2 the instantaneous luminosity was doubled with
respect to Run-1 [73]. The IBL consists of 14 staves arranged around the beam axis. The staves are
flat and arranged at a 14◦ tilt with respect to the beam axis, as seen in Figure 2.6. Each stave consists
of 20 sensor modules distributed along the z-axis. The pixel resolution of the IBL in the ρ − φ ,z
direction is 8 × 40 µm2.
Immediately after the IBL is the Pixel detector, which is composed of 3 concentric cylindrical
barrels with 3 disks at each endcap. When a charged particle passes though, it leaves a hit on each
24 Search for A→ ZH→ ``bb with the ATLAS Detector
(a) (b)
Figure 2.5: The layout of the ATLAS inner detector with its subsystems labelled in the (a) longitudinal
view [64] and (b) the cross-sectional view [64].
Figure 2.6: IBL structure in transverse plane [73].
pixel layer. The Pixel detector has a resolution of 10 µm in ρ-φ plane, 115 µm in z-direction for the
barrel region, and 115 µm in ρ for the endcaps.
Surrounding the Pixel detector is the SCT, which is composed of 4 cylindrical layers in the barrel
and 9 disks at each endcap. Each barrel layer contains 2 strip layers with different orientations: one
parallel to the beam axis, another one offset by 40 mrad. This geometrical arrangement allows for a
2-dimensional coordinate measurement at each layer. A similar setup is applied in the endcap where
one strip is radially aligned while the other one is offset by 40 mrad. These layers are arranged in a
way that a charged particle would leave 4 hits in the SCT. The design resolution of SCT is 17 µm in
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the transverse plane, 580 µm along the z-axis and 580 µm in ρ direction at the endcaps.
The outermost sub-detector system of the ID is the TRT. It is a straw tube tracker of around
300,000 drift tubes, each with a 4 mm diameter. The tubes in the barrel region are 144 cm long
and arranged parallel to the beam axis over 73 layers. In the endcaps, the tubes are 37 cm long and
arranged over 160 straw plane. The position per straw is 30 µm, and refers only to the transverse
plane. The layers of straws are interleaved with polypropylene fibres and foils in the barrel and end-
caps, respectively. These material will emit X-rays radiation when ultra-relativistic charged particle
passes through them. The X-ray is absorbed by the gas mixture within the tube, which contain 70%
of Xenon, 27% of CO2 and 3% of O2. Though the resolution is lower than the SCT and Pixel, the
TRT is able to make more measurements per track over a longer length, which is beneficial to particle
identification, especially in the discrimination of pions against electrons.
2.4.3 Calorimeter
The ATLAS calorimeter system consists of the electromagnetic calorimeter (ECAL) and the hadronic
calorimeter (HCAL). The energy of electrons and photons is measured in the ECAL, while HCAL
contains the energy deposed by hadronic showers. Each calorimeter system has a barrel region, which
is central around the inner tracking system and cylindrical, and two endcap regions, which provide
full coverage in φ . In order to maximise the coverage of electromagnetic and hadronic showers, the
thickness of the ATLAS calorimeter system is required to have at least 10 interaction lengths (λ ),
which is defined as the average distance required for the energy of particle to reduce by a factor of 1e
via hadronic interactions. This requirement ensures a good measurement of the missing energy and
also reduce the noise in the muon spectrometer which surrounds the calorimeter system.
The ECAL is a lead-liquid Argon detector, which uses liquid Argon (LAr) as the active medium,
with barrel (|η | < 1.475) and endcap (1.375 < |η | < 3.2) components. It is placed just outside the
ID and surrounded by the HCAL. ECAL, as its name suggested, measures the energy deposited by
the electromagnetically interacting particles. It has 1.53 mm and 1.7 – 2.2 mm thick lead absorber
plates in barrel and endcaps, respectively. The calorimeter has two to three layers depending on the
η range with the 2 mm thick active LAr layer in |η | < 1.8. The total thickness of the barrel region is
approximately equal to 24 radiation lengths (X0)1 [74].
1One radiation lengths (X0) is defined as the average distance required for the energy of particle to reduce by a factor
of 1e via electromagnetic interactions.
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The barrel HCAL is a tile calorimeter, which contains a central barrel for the range |η | < 1.0 and
two extended barrels in the region 0.8 < |η | < 1.7. The sampling material is scintillating plastic tiles
and the absorber is steel. The tile calorimeter extends from 2.28 m to 4.25 m radially, and divided
in 64 modules along the φ direction. The barrel is segmented in three layers with interaction lengths
(λ )2 of approximately 1.5, 4.1 and 1.8 for a total thickness of 7.4 λ at η = 0 [75].
The hadronic calorimeter in the endcap region is located directly behind the electromagnetic
calorimeter. It uses LAr as sampling medium and copper as the absorbers. It contains two inde-
pendent coaxial wheels on each side of the endcap, each wheel is built from 32 wedge-like copper
plate modules and cover the 1.5 < |η | < 3.2 region.
There is another calorimeter located at the endcap region, which is known as the Forward Calorime-
ter. It covers the range 3.1 < |η | < 4.9 and contains three modules 10 X0 deep. The first module has
copper absorber for electromagnetic measurements, while the outer two modules are made of tungsten
2.6 λ deep.
2.4.4 Muon Spectrometer
The muon spectrometer (MS) is the outermost part of the ATLAS detector. It is because the muons are
very penetrating and pass through the whole detector. The muons passing through the MS chambers
are deflected by a magnetic field, where the field lines are concentric with the beam axis. The field
is generated by three large air-core superconducting toroid magnets, one in the barrel and two in the
endcaps regions. The barrel toroid provides 0.5 T magnetic field in the range |η | < 1.4, while two
endcap magnets provide 1T magnetic field in the range 1.6 < |η | < 2.7. Both barrel and endcap toroids
provide a relatively low magnetic field in the “transition region”, which is the region within the range
1.4 < |η | < 1.6. The barrel MS is constructed by three cylindrical layers parallel to the beam axis,
while the endcap contain three disk-shaped layers parallel to the transverse plane.
There are four types of components in the MS and all of them are gas detectors [64, 76]: Monitored
Drift Tubes (MDTs), Cathode Strip Chambers (CSCs), Resistive Plate Chambers (RPCs) and the Thin
Gap Chambers (TGCs). The MDTs provide tracking measurements in both barrel and endcap regions,
with 35 µm z-resolution per tube. The gas mixture used in the MDTs is mixed by 93% of Ar and
2Interaction length (λ ) is defined as the average distance required for the energy of particle to reduce by a factor of 1e
via hadronic interactions
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7% of CO2. The CSCs are located at the first endcap layers, covering the region 2.0 < |µ| < 2.7 and
providing extra tracking power. The gas mixture used in the CSCs is mixed by 80% of Ar and 20%
of CO2. The resolution of CSCs is 40 µm in ρ and 5 mm in φ direction. RPCs and TGCs are used
as the muon trigger in the barrel and endcap regions, respectively. They are optimised for time and
position resolution. RPCs measure the φ and z components of muon with a spatial resolution of 1 cm,
while TGCs measure ρ and φ components with resolution of 2-3 mm and 3-7 mm, respectively. The
gas mixture used in RPCs consists 94.7% of C2H2F4, 5% of Iso-C4H10 and 0.3% of SF6; while the
gas in TGCs is mixed by 55% of CO2 and 45% of n-C5H12 (n-pentane). The time resolution is 1 ns
in PRCs, and 4 ns in TGCs.
2.4.5 Trigger system
The LHC beam bunches contain up to 1011 protons colliding with the design bunch-crossing rate of
40 MHz. A typical ATLAS event occupies a few MB of disk space and, hence, it is not realistic to
store every one of them. In addition, most of the events correspond to well-known processes that are
of no interest to the ATLAS physics program. In order to keep events with potential physics interest
with the limited amount of storage, a trigger system is employed.
The ATLAS Trigger system consists of a hardware-based level-1 (L1) trigger [77], and a software-
based Higher level trigger (HLT) [78]. The L1 trigger searches for events with early reconstructed
physical objects based on the measurements from muon trigger chambers and calorimeters then make
a decision in less than 2.5 µs. For the needs of the L1 operation, the detector is split in Regions of
Interest (ROIs) in η and φ , in order to locate the regions of the detector where particle candidates are
observed. Once the event has been identified as potentially interesting by the L1 trigger system, its
ROI information will be then passed to the HLT. The HLT trigger investigates the ROIs with the full
detector geometry, including the tracks from the ID as well as the ROI information from L1 triggers.
It takes roughly 40ms to make that decision. The event that passed both L1 and HLT will go offline
and further decision will be made in EF, with the processing time about 4 seconds. Eventually, the
output rate of the ATLAS Trigger system is about 1 kHz, depending on the data taking period and
conditions.
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2.5 ATLAS offline software
The analysis of the ATLAS experiment data highly depends on reliable computing, including storage
and analysis software. The hardware requirements of the offline computing system are demanded
by the high amount of data produced (at ~PB level). All these data have to be stored. Provisions
must be made not only for storage, but also for a system that allows collaborators to access the data
from around the world. Equally important is the offline software system, which is responsible for
the reconstruction of the physical objects, their calibration and the physics analysis. This section
represents a brief overview of the ATLAS storage and analysis framework.
2.5.1 The Computing Grid
The Worldwide LHC Computing Grid (WLCG) [79] is used to store and process the large amounts
of simulated and recorded data which are produced by the ATLAS detector. The WLCG is divided
into three different types of computing sites: Tier 0, Tier 1 and Tier 2. Tier 0 is the centre of the
WLCG. Any collision event passing the trigger(s) of an LHC experiment will be sent to the Tier 0
facility at CERN. The Tier 0 will execute a first-pass processing of the detector data (RAW data)
using experiment-specific reconstruction algorithms. The reconstructed datasets, often called “AOD”
(Analysis Object Data), are subsequently distributed among the Tier 1 sites to make them available
for user analysis and reprocessing like calibration. Once the primary AOD is fully calibrated and
aligned, it would be derived into smaller subset called “DAOD” (derived AOD datasets). Specific
events of interest are selected to store into the DAOD, any unnecessary information are dropped. It can
effectively reduce the number of events and reduce the event size to run over during the analysis. Also,
DAODs are more tuned into specific physics or detector projects, for instance electron identification
calibration. Tier 1 facilities provide access to reconstructed detector data as well as simulated event
data. Each Tier 1 site stores some fraction of the AOD, and it will be responsible for reprocessing
this data in a reprocessing campaign. The UK Particle Physics Grid (GridPP) [80] is one of the Tier 1
facilities across the UK. Tier 2 Facilities are mainly used to process physics analysis and simulation
jobs. About 170 Tier 2 sites are currently being hosted by various institutes around the world. Tier
2 sites differ in size an capacity and thus each site has a specific role which will differ from the roles
of other Tier 2 sites. An institute hosting a Tier 2 site that is also involved in a particular physics
analysis, will usually use their local Tier 2 to process and store the corresponding analysis jobs and
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DAODs. For instance, University of Liverpool is one of the institutes hosting the Tier 2 facilities
which is shared between institutes across the northern England.
2.5.2 Analysis Software: Athena
Athena is the ATLAS common analysis software, which provide a wide range of physics data-
processing applications [81]. It is based on the GAUDI framework [82], which is a software archi-
tecture is originally developed for LHCb. Athena has a component3-based architecture which allows
flexibility in developing both a range of shared components and, where appropriate, components that
are specific to the particular experiment and better meet its particular requirements. Beside the us-
age in the main analysis, Athena can be used in event generation, the High Level Trigger, detector
environment simulation and DAOD generation.
2.5.3 Detector Simulation
The detector simulation is needed for the physics analysis in order to simulate the ATLAS detector
response. At this stage, interactions of final state particles with the detector are simulated, including
displaced vertices for long-lived particles, shower evolution in the calorimeters and pileup. There are
two types of simulations in ATLAS, a full simulation and a fast simulation. The full simulation is
performed using GEANT4 [83], which is a toolkit used for the simulation of the passage of particles
through matter. The tool uses a complete description of the detector and models the trajectories of
every particles passing through the detector. The fast simulation aims to speed up the slowest part of
the full simulation. To achieve this, the low energy electromagnetic particles are removed from the
calorimeter and replaced with pre-simulated showers stored in memory [84]. In this thesis, both full
simulation and fast simulation of the ATLAS detector are used.
3Component: a block of software
CHAPTER 3
Data, Simulation, Object Reconstruction and
Object Identification
The data collected by ATLAS detector do not come from a single process. In order to understand
what kind of processes are included in the collected data, simulated samples for both the signal and
background processes are employed. In the search preformed in this thesis, A→ ZH → ``bb is the
signal process while the standard model processes with ``bb final state are considered as background.
In addition, the elementary particles that are used in LHC physics results are not directly ob-
served in the ATLAS detector. The particles are detected though their interaction to the sub-systems
of the ATLAS detector. The unstable collision products almost instantly decay into relatively stable
particles, which pass through the sub-systems of the ATLAS detector and leave indications of their
passage. In order to search for the particles which are produced in the collision, effective reconstruc-
tion and identification algorithms are needed.
The aim of this chapter is to describe the simulated samples that are used to understand the data
collected by the ATLAS detector and are employed in this thesis. The algorithms that are used to
reconstruct physics objects using these data are also discussed.
3.1 Data and simulated samples
The data samples used in this thesis as well as an overview of the Monte Carlo (MC) generators
used to produce simulated samples for signal and background processes is given in this section. All
simulated background samples are passed through the full simulation of the ATLAS detector produced
in GEANT4 [83], with both the data and simulated samples reconstructed using the same software.
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The simulated A→ ZH → ``bb signal samples with different mA and mH were passed through the
ATLAS fast simulation framework[85].
In the search for A→ ZH → ``bb, the main sources of backgrounds are Z+jets and top-quark-
pair production (tt). Other background processes, including diboson (VV ), single top, the SM Higgs
boson production in association with a Z boson (V h), and the top-quark-pair production in association
with a vector boson (ttV ), are also considered.
3.1.1 Data
The data used for the analysis in Chapter 5 was collected by the ATLAS detector during the 2015
and 2016 running periods, with the LHC operating at a centre-of-mass energy of
√
s = 13 TeV. The
cumulative integrated luminosity versus time delivered by the LHC and recorded by ATLAS during
the periods are shown in Figure 3.1. The selected data events were required to have all the relevant
components of the ATLAS detector running in good working condition. They correspond to a total
integrated luminosity of 36.1 fb−1. This data are also used in the flavour tagging calibration study in
Chapter 4. For the analysis described in Chapter 6, the data was collected by the ATLAS detector
at the LHC between 2015 and 2018 running periods, corresponding to an integrated luminosity of
139 fb−1 as shown in figure 3.1(c).
Besides the luminosity, the number of interactions per bunch crossing also increases after com-
bining data collected during 2017 and 2018. The number of interactions per bunch crossing, < µ >,
corresponds to the mean of the Poisson distribution of the number of interactions per crossing calcu-
lated for each bunch. Figure 3.2 shows the < µ > value for the data which is collected by the ATLAS
detector at the LHC during the 2015 to 2016 running period and the 2015 to 2018 running period.
The < µ > value is 23.7 for data collected during the 2015 to 2016 running period, while it is 33.7
after combined the 2017 and 2018 data.
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(a) (b)
(c)
Figure 3.1: The cumulative luminosity versus time delivered by the LHC (green) and recorded by
ATLAS (yellow) for (a) 2015 [86] and (b) 2016 [87]. In (c), the cumulative integrated luminosity is
shown versus time delivered by the LHC (green), recorded by ATLAS (yellow) and good quality data
(blue) for data in the 2015 to 2018 running period.
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Mean Number of Interactions per Crossing
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Figure 3.2: The number of interactions per bunch crossing in the data collected by the ATLAS
detector at the LHC during the (a) 2015 to 2016 running period and (b) 2015 to 2018 running period.
Taken from Ref. [70].
3.1.2 Simulated samples
The simulation of signal and background processes is performed using Monte Carlo methods over a
series of stages of computation. There are two main steps in the Monte Carlo simulation:
1. Simulation of the hard interactions. The hard interaction is simulated by calculating the matrix
element at either leading order (LO) or next-to-leading order (NLO) in perturbation theory. The
intermediate particles are decayed according to their branching ratios.
2. Parton showering. This is a process which the coloured partons radiate further partons and end
up with colorless hadrons. It is necessary in order to see how the resulting partons evolve after
the hard interactions.
Signal samples for A→ ZH→ ``bb
The heavy boson A that is searched for here is mainly produced via gluon-gluon fusion (ggA) and
b-associated production (bbA). Examples of the lowest order Feynman diagrams for these processes
are shown in Figure 3.3. Subsequently, the A boson decays to a Z boson and an H boson. Finally,
the Z boson further decays into the dilepton system, ``, and the H boson further decays into bb. The
signal samples are generated assuming various choices for mA and mH . The mass range is 230 GeV
– 800 GeV for mA and 130 GeV – 700 GeV for mH . The mA, mH values of the simulated signal
points are shown in figure 3.4. The ggA samples are generated using Madgraph5 [88] while the bbA























Figure 3.3: The examples of the lowest order Feynman diagrams for (a) gloun-gloun fussion (ggA)
and (b) b-associated production (bbA).
(a) (b)
Figure 3.4: The simulated mA and mH signal points probed in the analysis for both ggA and bbA
mechanism with total integrated luminosity of (a) 36.1 fb−1 and (b) 139 fb−1.
samples are generated using a dedicated implementation of the process in MG5_aMC@NLO [89].
The showering and hadronization has been done using Pythia8 [90]. Both narrow and large width
ggA samples are generated. For the large width samples the width choices are 5%, 10% and 20% as a
fraction of mA. Such widths are relevant in the decoupling limit, with tanβ values in the range from
1 to 20.
Background simulated samples
In the A→ ZH → ``bb analysis which will be discussed in Chapters 5 and 6, the event generation
for W/Z+ jets processes employ Sherpa 2.2.1 [91] with the NNPDF3.0NNLO PDF set [92]. Top-
quark pair production, tt̄, is simulated with PowHeg-BOX v2 [93–95] framework and the CT10nlo
PDF set [96]. The single-top-quark production is simulated with PowHeg-BOXv1 and CT10nlo_f4
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PDF set [96] for all the three production modes (t-channel, Wt-channel and s-channel). The parton
shower is performed with Pythia 6.428 [97] using the Perugia 2012 set of tuned parameters [98]. The
ttV processes are simulated using Madgraph5_aMC@NLO 2.2.3 and the NNPDF3.0NLO PDF set,
whereas PYTHIA8.186 is used for the parton shower. VV processes are simulated using Sherpa2.1
and the NNPDF3.0NNLO PDF set. The production of V h is generated using Pythia8 with POWHEG-
BOX and the NNPDF3.0NLO PDF set, whereas the parton shower is performed with Pythia 8.186
using the AZNLO tune [99]. Figure 3.5 shows the colour code used for the background simulated
samples in the pre-fit plots in Chapter 5 and 6. Pileup events are simulated using the soft QCD
processes implementation in Pythia8 with the A2 tune [100] and the MSTW2008LO PDF set [101].
Finally, an event-level re-weighting is performed to ensure that the distribution of the number of
interactions per bunch crossing in data matches the one in simulation.
(a) (b)
Figure 3.5: Colour code for the background simulated samples in the pre-fit plot shown in Chapter 5
and 6. (a) The colour code used in Chpater 5, (b) The colour code for simulated Z+bb, Z+bc and
Z+bc samples used in Chapter 6, while other simulated samples are using the same colour code as
shown in (a).
3.2 Track and Vertex Reconstruction
Tracks are one of the most basic elements used for particle reconstruction in ATLAS. They are recon-
structed from hits in the inner detector. Pixel and SCT hits are clustered to improve the accuracy of
the position measurement and to reduce the noise. After cluster creation, the track-finding algorithm
searches for three-point tracks in the silicon detectors [102]. These are extrapolated into the outer
regions of the tracking detector by iteratively associating new clusters to the track and updating the
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track parameters. This algorithm is designed to find charged particles emanating from the collision
point. The hits from the TRT are combined in an opposite direction, as they are extrapolated towards
the silicon detectors by a back-tracking algorithm. This algorithm finds tracks which do not originate
from the interaction region. The tracks reconstructed by the track-finding algorithm are required to
have transverse momentum pT > 400 MeV. The space coordinates of a track are also important. They
are described by the shortest distance in transverse and longitudinal direction between the interaction
point and the track. These are also known as the transverse and longitudinal impact parameters, which
are respectively denoted as d0 and z0.
Another basic element used for particle reconstruction in ATLAS are vertices. The point where
the hard scattering occurred is the primary vertex. If the particles produced in the primary vertex are
long lived to decay further away, a secondary vertex is formed. Vertices are reconstructed using an
iterative vertex finding algorithm [103]. Vertex reconstruction proceeds by calculating the crossing
point of several tracks and iteratively adding or discarding all tracks that are respectively compatible
or incompatible with originating from this crossing point. In this process, the vertex position is
updated with each change of the track association. Primary vertices are always within the interaction
region, whereas secondary vertices are usually not. Secondary vertices are crucial information for
heavy flavour identification, since heavy flavoured hadrons usually have long lifetimes, such that they
can decay several millimetres from the collision point. The SCT secondary vertex radial resolution
is typically around 0.2 to 0.3 mm. This is designed to reach the expected mean decay length for
long-lived particles. The lifetime of a B0 meson is about τ = 1.520× 10−12s [17]. For a B0 meson
with mass = 5279.58 MeV and a momentum of p = 10 GeV, the expected flight length is expected to
be about 0.8 mm, which is a measurable distance through the detector before decaying. This distance
can be seen in Figure 3.6, where it is labelled as Lxy.
The impact parameter often classified by their sign, which is called “signed impact parameter”.
The sign of the impact parameter is based on the angular momentum projection on the z axis. In the
case with the jet axis, the sign can be determined by the angle between the jet and the line between
the primary vertex and the point of the closest approach of the track, as shown in Figure. 3.7. In this
sketch, “1. Vertex” is the primary vertex, and the |δ | is the impact parameter. The sign of this impact
parameter is decided by the angle α . The signed impact parameter is one of the key elements for
heavy flavour identification, which will be discussed in section 3.5.
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Figure 3.6: Diagram of an event with a secondary vertex. The long-lived particle decay occurs at the
secondary vertex at a distance Lxy from the primary vertex. The distance labelled d0 is the transverse
impact parameter; this has a large value for B0 meson. Taken from Ref. [104].
Figure 3.7: Sketch of the impact parameter reconstruction. The sign of the impact parameter is based
on the angle between the jet and the line between the primary vertex and the point of the closest
approach of the track. The two cases for (left) a positive sign and (right) a negative sign are shown.
Taken from Ref.[104].
3.3 Electrons and Muons
Electrons are reconstructed by matching energy deposits in the ECAL with tracks in the inner detector.
A likelihood method is applied on several variables derived from calorimeter clusters, tracking and
combined cluster-tracking information in order to define three levels of electron identification [105].
These identification levels are denoted as Loose, Medium and Tight, and have progressively higher
background rejection power at a cost to electron efficiency. Only candidates within |η | < 2.47 (ex-
cluding the crack region1) with pT > 7 GeV are considered. All electrons must at least satisfy the
1Crack region is the transition region between the barrel and endcup calorimeters, within 1.37 < |η | < 1.52.
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loose identification criteria in the analysis outlined in this thesis. Figure 3.8 shows the electron iden-
tification efficiency measured with Z→ ee events using 2016 data as a function of ET and η for all
identification levels are shown. The identification efficiency varies from 55% at ET = 4.5 GeV to
90% at ET = 100 GeV for the Tight operating point. For the Loose operating point, the identification
efficiency varies from 85% at ET = 20 GeV to 96% at ET = 100 GeV.
(a) (b)
Figure 3.8: Measured electron identification efficiencies in Z→ ee events for the Loose (blue circle),
Medium (red square), and Tight (black triangle) operating points as a function of ET (a) and η (b). The
vertical uncertainty bars (barely visible because they are small) represent the statistical (inner bars)
and total (outer bars) uncertainties. For both plots, the bottom panel shows the data-to-simulation
ratios. Reproduced from Ref.[105].
Muons are identified by matching tracks in the ID with tracks in the MS. Muon identification is
performed by applying quality requirements in order to suppress backgrounds, mainly the pion and
kaon decays in flight, while selecting muons with a robust momentum measurement. There are four
identification working points recommended in Ref. [106]: Loose, Medium, Tight and High-pT . All
muons must at least satisfy the loose identification criteria with pT > 7 GeV in the analysis outlined in
this thesis. Figure 3.9 shows the muon identification efficiencies at medium and loose working points
as a function of η . The identification efficiency varies from 60% at |η | < 0.1 to around 99% in 0.1 <
|η | < 2.5 for the Medium operating point, while the efficiency for Loose operating point is 96% at |η |
< 0.1 [106].
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In addition to the identification requirements, electron and muon isolation requirements are ap-
plied to reject electrons and muons originating from hadronic decays, narrow jets or hadrons that pass
through the calorimeters so that to leave tracks in the MS. The isolation requirement consists of a
restriction on the sum of the calorimetric energy deposits around the candidate muon track relative to
the muon transverse momentum. The efficiency for Loose operating point is 99% [105].
Figure 3.9: Muon reconstruction efficiency as a function of η measured in Z→ µµ events for muons
with pT > 10 GeV shown for Medium (black dots) and Loose (blue squares) muon operating points.
The error bars on the efficiencies indicate the statistical uncertainty. The bottom panel shows the ratio
of the measured to predicted efficiencies, with statistical and systematic uncertainties [106].
3.4 Jets
The term jet refers to the group of collimated particles resulting from the fragmentation and hadroniza-
tion of gluons and quarks. Jets are reconstructed using the anti-kT algorithm with distance parameter
R = 0.4 [107]. Jets from the decay of heavy-flavour B-hadrons, C-hadrons and from the decay of
light-flavour hadrons are defined as b-jets, c-jets and light-jets, respectively. Different types of input
objects are used in the anti-kT algorithm to reconstruct different types of jets. In ATLAS, calorimeter
jets (calo-jets) are reconstructed using topological clusters and PFlow jets using particle flow objects.
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3.4.1 Calorimeter Jets
The reconstruction of calo-jets requires topological clusters [108], which are collections of calorime-
ter cell signals calibrated at the electromagnetic (EM) energy scale2. The cluster formation begins
with a seed cell and builds a cluster by iteratively adding neighbouring cells, providing these cells
have significant energy relative to the expected noise. This is performed by an algorithm that uses the
ratio of the cell signal to the average noise to decide the threshold of seed (ratio = 4), growth (ratio
= 2) and boundary (ratio = 0) of one cluster. Once the seed cell is located, the ratio of every cells
nearby the seed cells are examined. This process is repeated until all topologically connected cells
passing the seed, growth and boundary conditions criteria are found. Individual clusters represent the
full or fractional response to a single particle (full shower or shower fragment), the merged response
of several particles, or a combination of merged full and partial showers, depending on the incoming
particle types, energies, spatial separations and cell signal formation.
The calo-jets are reconstructed by using topological clusters as the input of anti-kT algorithm with
a jet radius parameter of 0.4 [107]. The measured jet energies are corrected based on the area of the jet
to reduce the effects due to additional proton-proton interactions in the same or neighbouring bunch
crossings (pileup) and the underlying event.
The jet energy at the hadronic scale is then obtained by applying calibration factors depending on
transverse momentum and pseudorapidity. Inner detector tracks are associated with the calorimeter
jets based on their distance in (η ,φ ) space. Calo-jets entering the analysis outlined in this thesis are
required to have a transverse momentum p jetT > 20 GeV and to be within the acceptance of the inner
detector, limited to |η jet |< 2.5, where tracking is possible.
In order to reduce the contamination of jets arising from additional pileup interactions, the jet-
vertex tagger tool (JVT)[109], building a 2-dimensional likelihood from tracking and vertexing in-
formation, is used. For calo-jets, the JVT output score is required to be greater than the 0.59 with
conditions p jetT < 60 GeV and |η jet | < 2.4, which corresponds to the medium JVT working point
[109].
2This scale reconstructs the energy deposited by electrons and photons correctly but does not include any corrections
for the loss of signal for hadrons in the ATLAS calorimeters [108]
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3.4.2 Particle Flow Jets
Particle flow (PFlow) objects can be used as an alternative input for jet reconstruction instead of
topological clusters. Unlike the topological clusters, the PFlow algorithm reconstructs the particles
in an event such as electrons, muons and hadrons. In order to produce a PFlow object, both tracks
and topological clusters are used as an input to the PFlow algorithm in order to produce a new set of
clusters, PFlow clusters, using a procedure that is summarised in figure 3.10 and Ref.[110].
Figure 3.10: A flow chart of how the particle flow algorithm proceeds. E/p is the ratio between energy
of the cluster and the momentum of the tracks. Taken from [110].
The PFlow jets are reconstructed employing the anti-kT algorithm with R = 0.4 taking both tracks
and calorimeter measurements as input. The energy deposited in the calorimeter by all the charged
particles is removed, and then the jet reconstruction is performed on the PFlow objects. These objects
consist of the remaining calorimeter energy and tracks which are matched to the hard interaction. For
any particle whose track measurement has been used, the corresponding energy must be subtracted
from the calorimeter measurement.
The track information also contributes to the pile-up rejection since the tracks considered in the
reconstruction, it is possible to search for the existence of its associated vertex. Therefore, the effect
of the additional particles in the pile-up interactions can be reduced by examining their vertices. In
addition, the JVT also applied to the PFlow jets with the JVT output greater than 0.5 for jets with
p jetT < 60 GeV and |η jet |< 2.4 [109].
3.5 Identification of b-jets
A jet that contains a B-hadron is defined as a b-jet. The process of b-jet identification (b-tagging) in
the ATLAS experiment is based on a set of basic b-tagging algorithms relying on the reconstruction
of track impact-parameters, secondary vertices, and decay chain multi-vertices. The output of these
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basic algorithms is then combined into a multivariate discriminant, trained for the optimal separation
between b-jets and the jets originating from the other flavours [111]. The output of the algorithm
is also used to select samples that are enriched in light or c-jets. The calibration of the b-tagging
efficiency will be discussed in Chapter 4.
In order to achieve a better discrimination than any of the basic algorithms can exploit individually,
a Boosted Decision Tree (BDT) algorithm, referred as MV2 in the following, using the ROOT Toolkit
for Multivariate Data Analysis (TMVA) [112], is employed. The distribution of the input variables
are shown in Figure 3.11, 3.12 and 3.13. The most commonly used version for ATLAS analyses
during 2015 to 2016 is labelled as MV2c10 used 90% light- and 10% c-jets in the training. The
performance of the b-tagging algorithm is characterised by the b-tagging efficiency (εb), which is the
probability of tagging a b-jet correctly, with the mis-tagging efficiency of c-jets (εc) and light-jets
(εlight), which is the probability of mistakenly tagging a c-jet and light-jet as a b-jet, respectively.
Several working points are defined with different b-tagging efficiencies, as shown in Table 3.1. In
this table, the rejection rates for light-flavour jets and c-jets are defined as the inverse of the efficiency
for tagging a light-flavour jet or a c-jet as a b-jet, respectively. Figure 3.14 shows the MV2c10 BDT
performance which is calibrated with respect to the tt̄ events from the 2016 ATLAS dataset [111]. For
the analysis outlined in this thesis, the 70% b-tagging efficiency working point is used.
Working Point MV2c10 score εb [%] c rejection rate light rejection rate
85% 0.11 85.23 2 28
77% 0.64 77.53 4 113
70% 0.83 70.84 8 313
60% 0.94 61.14 22 1204
Table 3.1: MV2c10 working points with the corresponding MV2c10 score, which is the discriminant
from MV2 algorithm, b-tag efficiency, c-jet rejection rate and light-jet rejection rate. Results based
on the calo-jet from tt̄ process [113].
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(a) (b)
(c) (d)
Figure 3.11: The distribution of MV2c10 BDT input: (a) The pT and (b) η distributions of the
jet, the log-likelihood ratio for the basic b-tagging algorithm which based on the (c) 2D and (d)
3D reconstruction of track impact-parameters. Distribution from b-jet, c-jet and light-jet are shown.
Reproduced from [111].




Figure 3.12: The distribution of MV2c10 BDT input: (a) The number of tracks, (b) the number of
two-track vertices reconstructed within the jet, (c) the invariant mass, (d) the transverse decay length,
(e) the 3D decay length significance and (f) the energy fraction, defined as the energy of the tracks
in the displaced vertex relative to the energy of all tracks reconstructed within the jet. Distribution
from b-jet, c-jet and light-jet are shown. All these variables are used in the secondary vertices-based
algorithm. Reproduced from [111].




Figure 3.13: The distribution of MV2c10 BDT input: (a) The number of tracks from vertex, (b) the
number of 1-track vertices, (c) the number of tracks from vertices with at least two tracks , (d) the
average flight length significance of the reconstructed vertices, (e) the invariant mass of tracks fitted to
one or more displaced vertices and (f) the energy fraction. Distribution from b-jet, c-jet and light-jet
are shown. All these variables are used in the decay chain multi-vertices based algorithm. Reproduced
from [111].
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(a) (b)
Figure 3.14: (a) MV2c10 BDT output for b- (solid blue), c- (dashed green) and light-flavour (dotted
red) jets evaluated with tt̄ events. (b) The light-flavour jet (dashed line) and c-jet rejection factors
(solid line) as a function of the b-jet tagging efficiency of the MV2c10 b-tagging algorithm. Repro-
duced from [111].
3.6 Missing Transverse Energy
Conservation of momentum in the plane transverse implies that the vector transverse momenta of the
collision products should sum to zero. An imbalance in the sum of visible transverse momenta is
known as missing transverse momentum, denoted as EmissT . This is a quantity which makes use of
the conservation of 4-momentum to indirectly measure any particles which do not deposit any energy
within the detector. In the ATLAS experiment, the EmissT reconstruction is calculated as the sum of a














where each term is given by the negative vector sum of the momenta of the respective calibrated
objects: electrons (e), photons (γ), hadronically decaying τ-leptons, jets, muons (µ) and soft term 3.
The magnitude of EmissT is then combined as:
EmissT =
√
(Emissx )2 +(Emissy )2. (3.2)
3The soft term is composed of reconstructed tracks that are not associated with any physical objects
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3.7 Overlap Removal
Since the objects are reconstructed and identified separately and independently, there might be an
object passing the reconstruction criteria of multiple object types. An overlap removal procedure,
which prioritises some objects in favour of others, is therefore applied among objects with a geometric
overlap to avoid double counting. The criterion to define which objects overlap is based on the angular
space (∆R) between 2 objects. Object removal criteria for the analysis outlined in this thesis are
defined as follow [115]:
• electron-muon: Remove the electron if it shares the same track with a muon.
• electron-jet 1: Remove jets within ∆R = 0.2 of any surviving electron.
• electron-jet 2: Remove electrons within ∆R= min(0.4, 0.04+10 GeV/pelectronT ) of the surviving
jet that passes JVT requirement as introduced above.
• muon-jet 1: Remove jets within ∆R = 0.2 of any surviving muon if the jet contain lass than 3
tracks.
• muon-jet 2: Remove muons within ∆R = min(0.4, 0.04+10 GeV/pµT ) of the surviving jet that
passes JVT requirement as introduced in section 3.4.
Event with object passed above criteria will be further selected in order to improve the discrim-
ination between the signal and backgrounds. The event selection criteria are described at Chapter 5
and 6.
Events from both the simulation and data are all reconstructed using the same algorithm which
described in this chapter. However, their performance are not necessarily matched to each other.
Therefore, the calibration is needed in order to reduce the difference between the recorded data and
the simulated samples before examined by the object removal criteria. The calibration method of one
of the parameters which related to the b-jet selection criteria will be discuss in the next chapter.
CHAPTER 4
Calibration of Light Flavour Jet b-tagging
Efficiency in ATLAS
This chapter focuses on the calibration of the “light jet mistagging efficiency”, εlight , which is the
probability of a light jet to pass the b-jet selection criteria that are described in Section 3.4. Ideally,
the simulated samples describe in a prefect way the data and no calibration is needed. However, this
is not the case. Additional calibration is often needed to account for differences between data and
simulation. Such differences may be originating, for instance, from an imperfect detector response
description or from limitations in the modelling of the underlying particle physics process, as in the
case of the modelling of the kinematics of the jets produced in association with a Z boson. Effects like
the ones described in the previous sentence may explain the differences between data and simulation
as shown in Figure 4.1, which shows the MV2c10 algorithm output (see also Section 3.5).
There are two calibration methods used in the ATLAS experiment in order to correct the light jet
mistagging efficiency: the adjusted simulation method and the negative tag method. The adjusted
simulation method will be described in this chapter in more detail. It is a new method which relies
on the data-driven calibrations of track related quantities and propagating them into the calibration of
the light jet mistagging efficiency. On the other hand, the negative-method based on the comparison
of the light jet mistagging efficiency between simulation and data in a light flavour enriched data set,
which is selected by altering the tag requirement of the b-tagging algorithm.
The negative-tag method relies on an assumption that the light jets are mistagged as b-jets because
of the finite resolution of the reconstructed impact parameters. Under this assumption, the signed
impact parameter (see Section 3.2) of the tracks associated with light jets are symmetric around zero.
On the other hand, the tracks associated with b- and c- jets will have a larger tail at large positive values
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Figure 4.1: MV2c10 output distribution for data and simulated multijet events. The simulated events
are split by jet flavour. The number of simulated events is scaled to the total number of data events
in different p jetT , |η jet | bin considered in the measurement regardless of the jet flavour. The MV2c10
output of the highest pT jet is shown for jets with pT > 60 GeV. The difference between data and
simulation samples at the bottom plane indicated that the calibration of b-tagging efficiency is needed.
Reproduced from [116].
due to their longer lifetime as shown in Figure 4.2. This difference is one of the key discriminating
properties used in the b-tagging algorithm. However, there are no such tails for b- and c-jets in the
negative values while the distribution of the light jets remains the same. Therefore, flipping the sign
of this parameter would largely reduce the acceptance for b-jets without altering the acceptance of
light-jets. Eventually, the negative tag method approximates the light jet mistagging efficiency as
the b-tagging efficiency found when running the lower level algorithm after reversing the sign of the
impact parameter of the jet tracks. The combined algorithm of these lower level algorithm are noted
as “MV2c10Flip”, the output of MV2c10 and MV2c10Filp is shown in Figure 4.3.
In the following section, the adjusted simulation method is described in more detail. Both this
method and the negative tag method are used for the calibrations used in the ATLAS experiment data
analyses up to 2017. Although adjusted simulation method in principle would have smaller system-
atic uncertainties in comparison to the negative-tag method, since it is only relying on the tracking
parameter calibration, only negative tag method has been used for the final ATLAS calibration since
2018. This is due to the high amount of computational resources needed for the adjusted simulation
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Figure 4.2: Signed transverse impact parameter, signed-d0 distributions for tracks associated to light
jets, c-jets and b-jets in simulated events. Reproduced from [116].
(a) (b)
Figure 4.3: The (a) MV2c10 and (b) MV2c10Flip output distribution for light jets, c-jets and b-jets
in simulated events. The highest pT jet in the event is shown, when this jet satisfies p
jet
T > 60 GeV.
Reproduced from [116].
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method. This is because the method requires comparisons of the calibrated track parameters along
with their systematic uncertainties, which can be done only using multiple copies of derived AODs.
The study presented here requires milti-TB level of storage and uses only 2015 and 2016 data. The
required disk space would increase by several times, should the complete set of Run-2 data is used.
4.1 Adjusted simulation method
The adjusted simulation calibration method relies on data-driven calibrations of track related quan-
tities, which are provided by the ATLAS tracking group. These quantities are used as input to the
b-tagging algorithm output evaluation. The adjusted simulation calibration method uses these quan-
tities as an input to re-run the b-tagging algorithm. Therefore, this method is well suited for the
calibration of the mistag rate due to the effects related to mismodelling of track impact parameters or
the existence of fake tracks, which are defined as reconstructed tracks that do not have a majority of
their hits associated with a single charged particle, associated to a light jet. The light jet mistagging
efficiency is largely determined by the properties of tracks, where differences between simulation and
data result in different b-tagging performance [116]. The light jet calibration scale factors can be ob-
tained by comparing the distribution of the original simulated sample, denoted as “nominal”, and the
calibrated track parameters, denoted as “adjusted”. This calibration scale factors are multiplicative
factors that are applied on the simulation in bins of jet pT .
The baseline mistag efficiencies for light jets in the standard simulated sample, εNominallight , are de-
rived separately for each of the MV2c10 algorithm working points: 60%, 70%, 77% and 85% as listed
in Table 3.1. The MV2c10 distribution is re-evaluated after adjusting the simulation to account for
several individual effects which might induce b-tagging performance differences between data and
simulation. Each of these “adjusted” distribution is used to derive “adjusted” light jet mistag efficien-
cies, εad justedlight . The effects that have been considered here are those that have been shown to have the
largest impact: the track impact parameter resolution, which will be discussed in Section 4.1.1, and
the fake track reconstruction rate, which will be discussed in Section 4.1.2. The calibration of these
parameters are studied by the ATLAS tracking group, with the calibration method and results are
recorded in Ref. [117]. Other effects, which have smaller impact on the calibration compared to the
impact parameter resolution and fake track reconstruction rate, are not considered in the study per-
formed in this chapter. However, they have been investigated in a previous study [116] and including
the following:
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• The fraction of long-lived strange-hadrons, such as Ks and Λs, is underestimated in Pythia 8
simulation.
• The non-Gaussian tails in the impact parameter distribution, which are difficult to reproduce
accurately in the simulation.
• The choice of the parton-shower model. This effect can be tested by comparing the MV2c10
output distribution of light flavour jets to alternative parton-shower implementations, such as
Ptyhia8 against Herwig++.
The procedure to adjust the simulated samples is the following:
1. Track parameters, such as track impact parameter resolution, fake-rate, track reconstruction
efficiency are determined in both data and simulation by the ATLAS tracking group [117].
2. The simulated track parameters are then “adjusted” based on the corresponding result from the
data-driven calibration (see Section 4.1.1 and 4.1.2 for details) to reproduce the track parameter
distributions observed in the data.
3. The b-tagging algorithm is applied to the adjusted simulation samples to extract a new mistag
efficiency, εad justedlight . The light jet calibration scale factor, SFLF , with respect to the standard







The systematic uncertainties originated from the calibration of simulated track parameters will be
propagated into the final light jet calibration scale factor. More details are given in Section 4.1.3.
The standard simulated sample used in the calibration is the top pair (tt̄) events which is defined
in Chapter 3. Events with at least one jet with transverse energy above 100 GeV are selected for both
the data and the simulated tt̄ sample using a single jet trigger. The calibration is performed for jets
with pT ≥ 20 GeV and |η | ≤ 2.5. The simulated tt̄ events have the advantage that the inclusive b-jets
can be probed. Calibration based on both calorimeter jets and particle flow jets is performed with the
corresponding JVT requirements, mentioned in Section 3.4. The resulting calibration scale factor can
be used to weight the simulated jets, in order to provide a better agreement with the data.
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4.1.1 Track Impact Parameter Resolution
The impact parameter resolution is the key element of this calibration method as well as the b-tagging
performance in general. The study of the track impact parameter resolution is done by the ATLAS
tracking group. In this section, the method they used would be described. Eventually, the correction
terms of the impact parameter resolution is obtained and used as an input of the adjusted simulation
method.
The impact parameter of the charged particle tracks with pT ≈ 1 (20) GeV reconstructed by AT-
LAS tracking system with a resolution of the order of 100 (10) µm, respectively [116]. This results
from a convolution of several effects; for instance: intrinsic single-hit resolution, alignment of the
tracking components, multiple scattering inside the detector material and the accuracy of track recon-
struction algorithms. These effects are difficult to simulate and, as a result, the track impact parameter
reconstruction performance in simulation may need additional tuning [118] to reproduce the data ad-
equately. The transverse and longitudinal track impact parameter resolutions, denoted as σ(d0) and
σ(z0), respectively, are measured using samples of simulated di-jet, minimum-bias 1 and Z → µµ
events. Events are required to have a reconstructed primary vertex with at least 10 tracks in the di-jet
sample, and to have a pair of opposite-sign reconstructed muons with invariant mass, mµµ , in the
window 60 < mµµ < 120 GeV in the Z→ µµ sample. Tracks from these samples with different pT
ranges are extracted for the impact parameter resolution measurement. Simulated di-jet samples with
pT < 110 GeV are used in the study. In the Z → µµ sample, tracks with pT > 20 GeV have been
used. Finally, tracks with 0.4 < pT < 10 GeV are extracted from minimum-bias events.
The impact parameter resolution is studied in bins of pT and η . The resolution of track impact
parameter measurements is directly related to the capability of single-track reconstruction of the AT-
LAS inner detector. However, the resolution of the event-by-event reconstructed primary vertex is
also convoluted with the measurement. The contribution from the primary vertex resolution, which is
the order of 10 µm in the transverse plane, is sizeable for ptrackT above a few GeV and the effect from
it needs to be removed to determine the track intrinsic impact parameter resolution. This process is
often called “unfolding”. The track impact parameter resolution after it has been corrected for the
effect of the vertex resolution is described as “unfolded”. The unfolding procedure uses an iterative
1Minimum-bias: It is a selection of inelastic events with the minimum possible requirements necessary to ensure that
an inelastic collision occurred. Typically, minimum bias events are dominated by soft interactions, with low transverse
momentum and low particle multiplicity [119].
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algorithm to deconvolute the primary vertex resolution in both data and simulation. This procedure is
described in detail in Ref. [117] as demonstrated in the following.
The unfolding procedure starts with the core of the impact parameter resolution for the recon-










P(σ(d0,PV ))dσ(d0,PV ), (4.2)
where the Gaussian function has a width equal to the sum in quadrature of the reconstructed track
resolution σ(d0,track) and the primary vertex resolution projected along the impact parameter direction
σ(d0,PV ). The integral runs on all possible primary vertex resolutions, P(σ(d0,PV )), corresponding to
all the considered tracks. The dependence on the primary vertex resolution can be removed by using
the change of variables:





Substituting this into Equation 4.2 allows the integral to be factorised and a Gaussian distribution of
width σ(d0,track) can be obtained.
Since the method in Equation 4.3 relies on the knowledge of the unknown observable of interest,
σ(d0,track). The iterative method described in ref. [117] allows to obtain the approximate value of
σ(d0,track) starting from the d0,reco variable. For each track the reconstructed impact parameter d0,reco
is corrected with the unfolding factor:






where the index (i) indicates the i-th iteration, and the d0,reco is the value of the original impact pa-
rameter before the first iteration and the errors σ(d0,reco) and σ(d0,PV ) are taken, track-by-track, from
the nominal track and vertex fits. The corection factor, K(i), is extracted using a iterative Gaussian fit
of the 1.5σ core of the distribution of d0,un f old,(i) and d0,reco for a set of tracks of given pT and η .
For the first iteration the original d0,reco is used as d0,un f old . The correction factor of primary vertex
resolution, KPV , has been set to 1.25 ± 0.08, where the uncertainty accounts for differences between
the reconstructed and expected primary vertex resolution [117].
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The uncertainty sources of the impact parameter resolution are the following [116]: (1) propaga-
tion of the unfolding statistical uncertainty, (2) variation of the definition of core of fits, (3) propaga-
tion of the KPV uncertainty, (4) track-density effects, which is evaluated by comparing the standard
impact parameter resolution and the one in the region where ∆R between a track and jet axis less than
0.02. In addition, the impact parameter resolution measurement extracted in Z→ µµ and minimum-
bias samples is used as a source of systematic uncertainty by taking the difference with respect to the
di-jet measurement.
The reconstructed track impact parameter resolution is found to be stable with K(i) ≈ 1 after two
iterations and the results are summarised in Figure 4.4, showing the result of data and simulation, as
a function of track pT .
Figure 4.4: Reconstructed track impact parameter resolution in the transverse direction (left) and in
the longitudinal direction (right). The top panels show the results for data (black) and simulation
(red) as a function of the track pT , after averaging the 2-dimensional pT −η distribution along η .
Systematic plus statistic uncertainties are shown as a dashed area. The bottom panels show the ratio
between data and simulation with corresponding uncertainties. Reproduced from ref.[116].
The simulation can be corrected to match the impact parameter resolution in data by using the bin-
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where σ cor(d0) and σ cor(z0) are the correction terms to be added to the simulation of the track trans-
verse and longitudinal impact parameter value, respectively. The correction is obtained with a smear-
ing procedure where a random value extracted from a Gaussian distribution of zero mean and width
equal to σ cor(d0) and σ cor(z0). The correction terms are added to the d0 and z0 of each simulated
track while all the other track parameters are left unchanged [116]. Figure 4.5 shows the distribution
of σ cor(d0) and σ cor(z0) in the (pT , η) parameter space.
(a) σ cor(d0) (b) σ cor(z0)
Figure 4.5: The (a) σ cor(d0) and (b) σ cor(z0) distribution across the (pT , η) parameter space. Only
di-jet events with 20 < pT < 300 GeV and |η |< 2.5 are considered.
In the adjusted simulation method, the correction is applied to the simulated tracks based on the
distribution of σ cor(d0) and σ cor(z0), shown in Figure 4.5. After the correction is applied, the cor-
responding primary vertex is reconstructed. After that, the b-tagging algorithm would be re-run with
these corrected tracks. Although the jet is not reconstructed again using these corrected tracks and
primary vertex, the jet energy calibration and JVT are re-applied after the b-tagging. This adjustment
is done separately in d0 and z0. The systematic uncertainties of the impact parameter resolution as
mentioned above are propagated into this adjustment, which is considered as a uniform±1σ Gaussian
uncertainty for each of the corrected tracks.
Figure 4.6 shows the light jet mistagging efficiency after the calibration on σMC(d0) and σMC(z0)
as a function of jet pT . The bottom panel shows the difference between calibrated and nominal impact
parameter resolutions. The adjustment of σdata(d0) and σdata(z0) in general has a similar effect on
the light-jet mis-tag efficiency. However, comparing the difference between the adjusted and nominal
samples, a bigger difference from σ cor(d0) has been found in the high jet pT (> 1000 GeV) region.
Systematic uncertainties are propagated from the correction of the impact parameter resolutions, as
mentioned above. The correlation between σ cor(d0) and σ cor(z0) is considered as an systematic
uncertainty in the combined calibration scale factor, which is described at Section 4.1.3.
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(a) Calibration on σMC(d0) (b) Calibration on σMC(z0)
Figure 4.6: The calibrated light jet mis-tag efficiency with respected to (a) σMC(d0) and (b) σMC(z0).
The nominal light jet mis-tag efficiency is overlaid. The difference between adjusted and nominal
impact parameter resolutions are shown at the bottom panel. Figures for these distributions with
different MV2c10 working points can be found in Appendix A.
4.1.2 Fake track reconstruction rate
As mentioned before, fake tracks are defined as reconstructed tracks that do not have a majority of
their hits associated with a single charged particle. They are reconstructed in the inner tracker due
to pile up, high track multiplicity and high density of hits on the inner detectors. The number of
fake tracks has a large uncertainty stemming from several sources. For instance, the interactions
between particles and detector components or dead sensors can produce incomplete track information
leading to fake tracks. The uncertainty on the number of fake tracks must be taken into account when
calculating the light jet mis-tag efficiency. To provide a cross-check on the modelling of the tracking
fake rate, an estimate of this quantity is made by assuming that the number of real tracks is to first
order proportional to the number of pile-up interactions. Any deviation from linearity is therefore
assumed to be due to fakes [120]. In Ref. [120], a study is performed with two sets of track selection:
“Loose” and “Tight primary”. The Loose tracks are required to have at least 7 hits in the Pixel and
SCT detectors. The Tight Primary required to have at least 9 hits in the Pixel and SCT detectors if
|η | ≤ 1.65, or 11 hits if |η | > 1.65. Data used in this study is recorded by ATLAS detector between
September and November 2015 and corresponding to an integrated luminosity of around 1.74 fb−1.
Simulation events from minimum-bias di-jet sample are used to evaluate the track reconstruction
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(a) < Ntracks > (b)
<Ntracks>(µ)− f (µ)
<Ntracks>(µ)
Figure 4.7: (a) Average number of reconstructed tracks as a function of µ for data and simulated di-jet
events, applying the Loose and Tight Primary selections. (b) An estimation of the tracking fake rate,
derived from the relative deviation from the linear fit to <Ntracks> as a function of µ . Reproduced
from ref.[120]
efficiency and to compare against the data. The average number of tracks, < Ntracks >, passing the
Loose and Tight Primary selections, as a function of the average number of interactions per bunch
crossing, µ , is shown in Figure 4.7(a). The estimation of the fake rate is provided by relative deviation
from the linear fit, which can be expressed as:
< Ntracks > (µ)− f (µ)
< Ntracks > (µ)
, (4.6)
where the f (µ) is a linear function which fitted the data from figure 4.7(a) in the region 10≤ µ ≤ 15.
In this region, both data and simulation demonstrate approximately linear behaviour. Figure 4.7(b)
shows the relative deviation as a function of µ .
Another study demonstrated a method to estimate the fake tracks in real data by fitting a fake
tracks enriched control regions, see Ref. [121] for more details. The result of this study suggested that
the number of fake tracks in simulation is usually less than what is observed in data. For simulated
fake tracks passing the loose requirement, the study suggested increasing the amount by 27% in
order to match the number observed in data. This result agreed with the difference between data and
simulation in Figure 4.7(a). Both of them indicated that the number of fake tracks can be one of the
possible parameters that can be used in the adjusted simulation method for light-jet calibration. Since
it is not possible to create new tracks in a simulated event, in order to mimic the difference between the
data and the simulated sample the adjustment is done by randomly removing 27% of the tracks wihch
passed the loose selection. This approach mirrors the effect from the study mentioned above, and
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therefore the impact has to be symmetrised. The symmetrisation with respect to the nominal sample
is done for each bin in the jet pT spectrum. Difference between the adjusted and nominal samples are
first calculated. If the difference is positive, the absolute value of the difference is subtracted from
the nominal value of that bin. If the difference is negative, its absolute value is added to the nominal
value of that bin. The uncertainty of this adjustment is estimated by repeating the adjustment with
the tight primary fake tracks. Since the study in Ref. [121] suggests increasing the amount pf tracks
by 124% in order to match the observation in the data for the tight primary fake tracks, 100% of the
tracks which passed the tight selection has been removed in the adjustment. As a consequence of
this procedure, only tracks which is not passed the tight selection has been used and this uncertainty
estimate is very conservative.
4.1.3 Combination of the tracking performance adjustments and calibration
result
The final calibration of the simulated samples is obtained assuming the effect of the impact parameter
resolution and the fake tracks to be uncorrelated. Under this assumption, the combined calibration













LF ·SFFakeLF , (4.7)
where the product is over the adjustments in d0, z0 and number of fake tracks. Figure 4.8 shows the
impact of each of the terms in Equation 4.7 on the MV2c10 output score. In the same figure, the
bottom panel shows the difference between the adjusted and nominal simulated samples. Figure 4.9
shows the breakdown of SFLF as a function of jet pT for calorimeter and particle flow jets. In general,
the SFLF and its breakdown have a similar distribution up to the jet in both calorimeter and parti-
cle flow jets. However, the distribution of SFd0LF and SF
z0
LF in particle flow jet SFLF has a different
behaviour compare to the calorimeter jet SFLF in the high jet pT region. Thus, the particle flow jet
combined scale factor in this region is lower in comparison to the one used for the calorimeter jets.
60 Search for A→ ZH→ ``bb with the ATLAS Detector
Figure 4.8: The MV2c10 output under different adjustment in calorimeter jet. The difference between
adjusted and nominal samples are shown at the bottom panel.
(a) Calorimeter jets (b) Particle flow jets
Figure 4.9: The combined calibration scale factor with its components as mentioned in Equation 4.7.
Distributions in both (a) calorimeter and (b) particle flow jets are shown. Figures for these distribu-
tions with different MV2c10 working points can be found in Appendix A.
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The following uncertainties for the combined calibration scale factor are considered:
• The statistical uncertainty associated with the simulated samples. This uncertainty is stemming
from the finite number of events in the simulated sample. This uncertainty becomes larger as
the jet pT increases.
• Uncertainties propagated from the track impact parameter resolution measurements. This is
covered by a uniform Gaussian 1σ confidence intervals for both σ cor(d0) and σ cor(z0) as men-
tioned in Section 4.1.1.
• The uncertainty of adjusting the number of fake tracks. The adjustment is repeated with the
tight primary fake tracks. The effect on the final scale factor is estimated by replacing the
SFFakeLF in Equation 4.7 with the adjustment of tight primary fake tracks. The difference with
respect to the SFLF in Equation 4.7 is used to evaluate a corresponding uncertainty.
• The uncertainty arising from correlations between the d0 and z0 corrections. This is due to the
mis-measurement that simultaneously degrades the impact parameter resolution in the longitu-
dinal and transverse plane.
The breakdown of the different systematic uncertainties, as a function of jet pT , is shown in
Figure 4.10. The largest systematic uncertainty comes from the adjustment on number of fake tracks.
The systematic uncertainties related to the impact parameter resolutions are similar in both calorimeter
and particle flow jets, except from the fact that the uncertainty of σ cor(z0) with jet pT > 1000 GeV
in particle flow jets is larger than the one in calorimeter jets. Figure 4.11 shows the SFLF for both
calorimeter and particle flow jets, with the total systematic uncertainties are shown as the envelope.
The difference between SFLF of calorimeter and particle flow jets is shown at the bottom panel. Except
from the very last jet pT bin in this plot, the SFLF is compatible between calorimeter and particle flow
jets, with difference about 2% according to the bottom panel. The difference in the last jet pT bin with
jet pT > 1000 GeV is about 6 % with a large statistic uncertainty. This originates from the different
behaviour of SFz0LF in calorimeter and particle flow jets, as shown in Figure 4.9 and discussed above.
The overall combined scale factor is about 1.15 for both calorimeter and particle flow jets.
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(a) Calorimeter jets (b) Particle flow jets
Figure 4.10: The combined calibration scale factor with components of systematic uncertainties.
Distributions of (a) calorimeter and (b) particle flow jets are shown. Figures for these distributions
with different MV2c10 working points can be found in Appendix A.
Figure 4.11: The combined calibration scale factor for calorimeter and particle flow jets with total
systematic uncertainties. The difference between the calibration scale factor for calorimeter and par-
ticle flow jets are shown in the bottom panel. Figures for this distribution with different MV2c10
working points can be found in Appendix A.
Calibration of Light Flavour Jet b-tagging Efficiency in ATLAS 63
As mentioned at the beginning of this chapter, the negative tag method is the official light jet
mistagging efficiency calibration method in the ATLAS experiment. Figure 4.12 compares the cali-
bration result from adjusted simulation method and the negative tag method in both calorimeter and
particle flow jets. The bottom panel shows the difference of the calibration result and the combined
calibration scale factor, provided by two methods. Overall, the result from the adjusted simulation
method agrees with the negative tag method, with the best agreement being observed in the particle
flow jets.
The results from the adjusted simulation method agree very well with the negative tag method.
Given that the particle flow jets would be the default method in future analyses, the adjusted simula-
tion method can be used as a cross-check of the result from the negative tag method with respect to
the 2017 and 2018 data, which is not included here.
The following improvements can be considered in a possible future study with this method. The
choice of the track selection using fewer constraints as the source of systematic uncertainty in the
adjustment of fake tracks. By reducing this largest uncertainty, the SFLF from the adjusted simulation
method would have a much narrower and less conservative total systematic uncertainty. Another
improvement can be done by increasing the number of generated events in the simulated sample,
in order to gain more events in the high jet pT region. As shown in Figure 4.9, the scale factor
has a relatively large statistical uncertainty in the region with jet pT ≥ 1000 GeV. A more precise
scale factor can also be estimated by increasing the number of events in that region. For example, the
number of generated events for simulated multi-jet samples dropped from around 1,900,000 to around
400,000 after the region with jet pT ≥ 3200 GeV. This sample can provide enough statistical power
for the adjusted simulation method to work well up to jet pT of 3 TeV. In addition, since the negative
tag method does not use tt events, the comparison in Figure 4.12 can be improved by introducing an
additional systematic uncertainty by considering the difference between the simulated samples.
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(a) Calorimeter jets
(b) Particle flow jets
Figure 4.12: The light jet calibration scale factors from adjusted simulation and negative-tag method
for (a) calorimeter and (b) particle flow jets. The difference between the results of two methods is
shown in the bottom panel. Figures for these distributions with different MV2c10 working points can
be found in Appendix A.
CHAPTER 5
Search for A→ ZH→ ``bb with 36 fb−1
In this chapter, the search discussed in this thesis, A→ ZH → ``bb̄, is introduced. The result was
published in Physics Letters B, see Ref. [57]. The search is performed with a proton-proton collision
data sample collected by the ATLAS detector, which corresponds to integrated luminosity of 36 fb−1.
The signal signature being searched for consists of a bb̄ pair that comes from an H boson decay,
where the H boson has mass 130 < mH < 600 GeV, and an `` pair (` = e or µ) that comes from
a Z boson decay. Also, a resonance forms in the ``bb̄ system coming from A→ ZH decay, where
200<mA < 800 GeV. An additional b-jet may be present if the signal is produced via the b-associated
production mechanism. Since the final implementation of this analysis is an effort of a larger group
in the ATLAS collaboration, this chapter will focus on aspects that were studied the most during the
work for this thesis.
5.1 Event selection
The selection criteria are applied in order to improve the discrimination between signal and back-
ground in the final signal extraction. Events in this search are initially selected by the single-lepton
triggers. These triggers are fired by electrons or muons satisfying several combinations of pT thresh-
olds, identification and isolation requirements that depend on the data taking period. These com-
binations are optimised such that the efficiency to select events with prompt electrons or muons is
maximised, taking also into account the limitations on the HLT bandwidth. In particular, the single-
electron trigger requirements are detailed in the following [122]:
• At least one electron with pT > 24 GeV satisfying the Medium identification criteria with iso-
lation requirements (pT > 26 GeV and Tight identification criteria in later data-taking periods).
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• At least one electron with pT > 60 GeV satisfying the Medium identification criteria.
• At least one electron with pT > 120 or 140 GeV, depending on the data-taking period, satisfying
the Loose identification criteria.
The single-muon trigger requirements are detailed in the following:
• At least one muon with pT > 24 or 26 GeV, depending on the data-taking period, satisfying the
isolation requirements as mentioned in Chapter 3.
• at least one muon with pT > 50 GeV.
Since this search has two leptons coming from the Z→ `` decay, events are required to have two
same flavour leptons, i.e., ee or µµ , where at least one of these leptons is required to match the lepton
that fired the trigger. These events are requited to satisfy the loose identification requirements, as
well as the isolation criterion described in Chapter 3. In addition to these requirements, at least one
of these leptons must have pT > 27 GeV. Also, for events that contain µµ pair are required to have
opposite charge muons. The mass of the `` system (m``) is constrained in the range 80 < m`` < 100
GeV, in order to compatible with the Z mass. The events are also required to contain at least 2 b-jets,
since the signal process contains the decay H → bb̄. The leading b-jet 1 is required to have pT > 45
GeV, in order to be compatible with the b-jets that are found in the signal, which tend to have high pT
due to the large mass of H,which is at least 130 GeV. In addition, a EmissT significance cut is applied
to reduce the top-quark pair production, which is defined as follows:









Figure 5.1 shows the EmissT before and after the E
miss
T significance cut.
Subsequently, two categories are defined: the nb = 2 category, which contains events with exactly
two b-jets, and the nb ≥ 3 category, which contains events with three or more b-jets. The nb ≥ 3
category is important for the b-associated production signals due to the existence of the associated b-
jets. In the nb ≥ 3 category, it is important to choose the correct pair of b-jets which coming from the
H → bb̄ decay from the many b-jets that are in the event. By default, the bb̄ system is reconstructed
by the two highest pT b-jets, since it is expected that the b-jets that are produced in association with
the A boson have lower pT in comparison with the b-jets from the H boson decay. It is still possible
1leading b-jet: The b-jet with the highest pT .
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Figure 5.1: The (a) EmissT significance and the (b) E
miss
T distribution after the E
miss
T significance cut.
Only events that contain exactly 2 b-jets and at least 2 jets, with only the statistical uncertainty shown.
For the background simulated samples, color code shown in Figure 3.5 has been used. At the bottom
panel, the filled area represents the statistical uncertainties, while the blue line shows the combined
uncertainty from statistical and shape uncertainties. Figures for these distributions with event that
contain at least 3 b-jets can be found in Appendix B.
that the associated b-jet has higher pT than the b-jets from the H boson. In this scenario, the choice
of the two highest pT b-jets fails to identify the H→ bb̄ decay b-jets. In order to evaluate the effect of
wrong pairings, two studies were performed. In the first study, the bb̄ system is reconstructed by the
pair of b-jets which minimise the |mbb−mH |. In most of the cases, the m``bb distributions does not
improve. In the second study, kinematic variables including the p jetT and the ∆R are used as an input
of the neural-network based algorithm. The output of this algorithm improved the tail region of the
m``bb distribution of signals. However, the background rejection around the peak of the distribution
dropped by 20% compare to the default method. Therefore, the original approach is eventually used
to reconstruct the bb̄ system.
For the gluon fusion production, depending on the assumed mA and mH , 94%–97% of the events
passing the EmissT significance criterion. From those events, 36%–62% of them are classified in the
nb = 2 category, and 1%–4% are falling into the nb ≥ 3 category, which contains events with three
or more b-jets. On the other hand, for b-associated production signal has 89%–94% probability to
pass the EmissT significance criterion. From there, 40%–45% and 15%–24% of b-associated production
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signal events are classified in the nb = 2 and nb ≥ 3 category, respectively. In both nb = 2 and nb ≥ 3
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Σp2T/m``bb > 0.4 cut in the nb = 2 category. The numerator of the variable,
√
Σp2T ,
separate the signals from the Z+jets backgrounds since the jets are not forming the resonance in the
Z+jets events and hence the variable is softer. The denominator, m``bb, separate the signals from the
Z+jets background in the similar way as the m``bb of the signals are much higher than the Z+jets
backgrounds.
Finally, the invariant mass of the two leading b-jets, mbb, must be compatible with the assumed H
boson mass by satisfying the requirement of 0.85 ·mH−20 GeV < mbb < mH +20 GeV for the nb = 2
category, and 0.85 ·mH−25 GeV < mbb < mH +50 GeV for the nb ≥ 3 category. The region after the
application of the mbb window is the signal region. The event selection is summarised in Figure 5.3.
The
√
Σp2T/m``bb cut, and the boundaries of the mbb windows have been optimised as described in
Section 5.3.
In this search, the mass distribution of the ``bb̄ system, m``bb, for each signal hypothesis is used to
extract the signal after the corresponding mbb window is applied. To improve the resolution of the ``bb̄
spectrum, the four momentum of the `` and bb̄ system is scaled by mZ/m`` (mZ = 91.187GeV [17])
and mH/mbb (mH is the assumed H boson mass for each signal region), respectively. As a result,
the resolution can be improved by a factor of two without distorting the background distributions.
Figure 5.4 shows the m``bb distribution before and after the mass scaling in one of the signal regions.
The improvement of reconstructed A mass resolution after applying the mass scaling is demonstrated
by signal samples with mA = 500 GeV and mH = 250 GeV in Figure 5.5.
The effect of the selection criteria on the signal acceptance is shown in Table 5.1 for both signal
production mechanisms and for various selection stages for a selection of the of signal (mA,mH)
pairs used in this search before the
√
Σp2T/m``bb cut is applied. The signal acceptance is defined as
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(a)
√
Σp2T/m``bb (b) m``bb after
√
Σp2T/m``bb cut
Figure 5.2: The (a)
√
Σp2T/m``bb distribution and the (b) m``bb distribution after the
√
Σp2T/m``bb cut.
Only events in nb = 2 category are shown. For the background simulated samples, color code shown
in Figure 3.5 has been used. At the bottom panel, the filled area represent the statistical uncertainties,
while the blue line shows the combined uncertainty from statistical and shape uncertainties. The
total uncertainty which combines statistical and systematic uncertainties are also shown as a red line.
Figures for these distributions in the nb ≥ 3 category can be found in Appendix B.
the number of signal events after the selection divided by the number of generated signal events. In
Table 5.1, the first column refer to the stage before the EmissT significance < 3.5 selection, while second
column refer to the stage after the EmissT significance < 3.5 selection. The last two columns show the
signal acceptance in the nb = 2 and nb ≥ 3 categories, respectively. The effect of the selection criteria
in the signal acceptance after the
√
Σp2T/m``bb cut and in the corresponding signal regions are shown
in Table 5.2.
The signal region that is used to extract the final result of the fit is defined for each mH hypothesis
after the mbb window requirement. In each of these windows, the m``bb distribution, after the im-
provement in the resolution using the technique described previously, is fitted assuming different mA
hypotheses. The fit uses the data distributions and the background estimation described in Section 5.2.
In order to avoid bias, the optimization of the selection requirement described in this section has
been preformed without considering the data in the signal region. During the development of the
selection strategy, data is masked in any region after the mbb window requirement in the nb = 2 and
nb ≥ 3 categories.
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Figure 5.3: The sketch of selection processes for A→ ZH→ ``bb̄ analysis.
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(a) m``bb, passed mH = 200 GeV window (b) m``bb with mass scaling, passed mH = 200 GeV win-
dow
Figure 5.4: The m``bb distribution (a) without and (b) with the mass scaling in the signal regions
after the
√
Σp2T/m``bb cut and the mbb window in the nb = 2 category. For the background simulated
samples, color code shown in Figure 3.5 has been used. At the bottom panel, the filled area represent
the statistical uncertainties, while the blue line shows the combined uncertainty from statistical and
shape uncertainties. The total uncertainty which combines statistical and systematic uncertainties
are also shown as a red line. Figures for these distributions in the nb ≥ 3 category can be found in
Appendix. B.
(a) nb = 2 category (b) nb ≥ 3 category
Figure 5.5: The signal m``bb distribution shapes calculated by taking the mass of the ``bb̄ system
(filled histograms) and after scaling the bb̄ and `` systems with respected to the hypothetic H boson
mass and the Z boson mass (lines) for (a) the gluon-gluon fusion in the nb = 2 category and (b) b-
associated production in the nb ≥ 3 category of a A boson assuming mA = 500 GeV and mH = 250
GeV.
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Signal acceptance: gluon-gluon fusion samples
mA mH before EmissT after E
miss
T nb = 2 category nb ≥ 3 category
(GeV) (GeV) significance cut significance cut
230 130 0.2030 ± 0.0033 0.1926 ± 0.0033 0.0721 ± 0.0011 0.00208 ± 0.00021
250 130 0.2441 ± 0.0036 0.2325 ± 0.0035 0.0857 ± 0.0012 0.00310 ± 0.00026
300 130 0.2992 ± 0.0038 0.2852 ± 0.0038 0.1036 ± 0.0014 0.00338 ± 0.00025
300 200 0.2615 ± 0.0037 0.2456 ± 0.0036 0.1113 ± 0.0014 0.00347 ± 0.00029
400 130 0.3631 ± 0.0040 0.3434 ± 0.0040 0.1322 ± 0.0016 0.00449 ± 0.00029
400 200 0.3606 ± 0.0040 0.3390 ± 0.0039 0.1437 ± 0.0017 0.00568 ± 0.00033
500 130 0.3906 ± 0.0041 0.3637 ± 0.0040 0.1423 ± 0.0016 0.00526 ± 0.00033
500 200 0.4018 ± 0.0041 0.3746 ± 0.0040 0.1596 ± 0.0017 0.00705 ± 0.00044
500 300 0.3775 ± 0.0040 0.3501 ± 0.0040 0.1562 ± 0.0017 0.00821 ± 0.00048
500 400 0.2956 ± 0.0038 0.2671 ± 0.0037 0.1264 ± 0.0015 0.00609 ± 0.00038
700 130 0.4227 ± 0.0041 0.3833 ± 0.0040 0.1563 ± 0.0017 0.00677 ± 0.00044
700 200 0.4288 ± 0.0041 0.3904 ± 0.0041 0.1665 ± 0.0018 0.00801 ± 0.00045
700 300 0.4366 ± 0.0041 0.3973 ± 0.0041 0.1716 ± 0.0018 0.00954 ± 0.00044
700 400 0.4214 ± 0.0041 0.3818 ± 0.0040 0.1717 ± 0.0018 0.00865 ± 0.00043
700 500 0.3994 ± 0.0041 0.3563 ± 0.0040 0.1591 ± 0.0017 0.01001 ± 0.00052
Signal acceptance: b-associated production samples
mA mH before EmissT after E
miss
T nb = 2 category nb ≥ 3 category
(GeV) (GeV) significance cut significance cut
230 130 0.2174 ± 0.0034 0.2022 ± 0.0033 0.0816 ± 0.0021 0.0327 ± 0.0013
250 130 0.2502 ± 0.0036 0.2333 ± 0.0035 0.0955 ± 0.0022 0.0347 ± 0.0013
300 130 0.2904 ± 0.0038 0.2719 ± 0.0037 0.1076 ± 0.0025 0.0457 ± 0.0015
300 200 0.2849 ± 0.0038 0.2654 ± 0.0037 0.1193 ± 0.0026 0.0485 ± 0.0017
400 130 0.3410 ± 0.0039 0.3153 ± 0.0039 0.1281 ± 0.0027 0.0555 ± 0.0017
400 200 0.3401 ± 0.0039 0.3157 ± 0.0039 0.1362 ± 0.0028 0.0584 ± 0.0018
400 300 0.3065 ± 0.0038 0.2793 ± 0.0037 0.1229 ± 0.0027 0.0622 ± 0.0018
500 130 0.3744 ± 0.0040 0.3449 ± 0.0040 0.1391 ± 0.0028 0.0656 ± 0.0019
500 200 0.3678 ± 0.0040 0.3406 ± 0.0039 0.1429 ± 0.0029 0.0695 ± 0.0020
500 300 0.3530 ± 0.0040 0.3267 ± 0.0039 0.1421 ± 0.0029 0.0736 ± 0.0020
500 400 0.3167 ± 0.0039 0.2840 ± 0.0038 0.1248 ± 0.0027 0.0671 ± 0.0019
700 130 0.3958 ± 0.0041 0.3587 ± 0.0040 0.1472 ± 0.0030 0.0763 ± 0.0021
700 200 0.3978 ± 0.0041 0.3605 ± 0.0040 0.1481 ± 0.0030 0.0804 ± 0.0022
700 300 0.3930 ± 0.0041 0.3585 ± 0.0040 0.1524 ± 0.0030 0.0813 ± 0.0023
700 400 0.3889 ± 0.0041 0.3509 ± 0.0040 0.1500 ± 0.0030 0.0808 ± 0.0023
700 500 0.3625 ± 0.0040 0.3240 ± 0.0039 0.1378 ± 0.0029 0.0747 ± 0.0022
Table 5.1: Signal acceptance for gluon fusion and b-associated production samples in early selection
stages. Only some of the signal samples are shown in this table. Only uncertainties due to the finite
number of generated events in the simulated samples are considered.
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Signal acceptance: gluon-gluon fusion samples
mA mH nb = 2 category nb ≥ 3 category
(GeV) (GeV) after
√
Σp2T/m``bb cut signal regions after
√
Σp2T/m``bb cut signal regions
230 130 0.0667 ± 0.0010 0.0578 ± 0.0009 0.00152 ± 0.00017 0.00087 ± 0.00014
250 130 0.0786 ± 0.0012 0.0682 ± 0.0011 0.00250 ± 0.00023 0.00169 ± 0.00021
300 130 0.0888 ± 0.0013 0.0769 ± 0.0012 0.00261 ± 0.00022 0.00148 ± 0.00018
300 200 0.0991 ± 0.0014 0.0732 ± 0.0012 0.00302 ± 0.00028 0.00189 ± 0.00024
400 130 0.1106 ± 0.0015 0.0947 ± 0.0014 0.00324 ± 0.00024 0.00163 ± 0.00018
400 200 0.1218 ± 0.0015 0.0895 ± 0.0013 0.00462 ± 0.00030 0.00245 ± 0.00023
500 130 0.1186 ± 0.0015 0.1019 ± 0.0014 0.00409 ± 0.00030 0.00248 ± 0.00023
500 200 0.1317 ± 0.0016 0.0993 ± 0.0014 0.00564 ± 0.00034 0.00312 ± 0.00025
500 300 0.1335 ± 0.0016 0.0854 ± 0.0012 0.00696 ± 0.00045 0.00352 ± 0.00031
500 400 0.1080 ± 0.0014 0.0639 ± 0.0011 0.00534 ± 0.00035 0.00264 ± 0.00025
700 130 0.1272 ± 0.0016 0.1110 ± 0.0014 0.00538 ± 0.00035 0.00345 ± 0.00027
700 200 0.1337 ± 0.0016 0.1034 ± 0.0014 0.00603 ± 0.00040 0.00315 ± 0.00029
700 300 0.1414 ± 0.0016 0.0914 ± 0.0013 0.00737 ± 0.00038 0.00398 ± 0.00028
700 400 0.1429 ± 0.0016 0.0867 ± 0.0013 0.00717 ± 0.00040 0.00326 ± 0.00026
700 500 0.1325 ± 0.0016 0.0736 ± 0.0011 0.00842 ± 0.00048 0.00357 ± 0.00035
Signal acceptance: b-associated production samples
mA mH nb = 2 category nb ≥ 3 category
(GeV) (GeV) after
√
Σp2T/m``bb cut signal regions after
√
Σp2T/m``bb cut signal regions
230 130 0.0658 ± 0.0019 0.0498 ± 0.0017 0.0240 ± 0.0011 0.0191 ± 0.0010
250 130 0.0743 ± 0.0019 0.0550 ± 0.0017 0.0233 ± 0.0011 0.0184 ± 0.0010
300 130 0.0797 ± 0.0021 0.0551 ± 0.0018 0.0307 ± 0.0012 0.0217 ± 0.0010
300 200 0.0940 ± 0.0023 0.0566 ± 0.0018 0.0379 ± 0.0015 0.0266 ± 0.0013
400 130 0.0944 ± 0.0023 0.0620 ± 0.0019 0.0381 ± 0.0015 0.0245 ± 0.0012
400 200 0.1039 ± 0.0025 0.0605 ± 0.0019 0.0419 ± 0.0016 0.0277 ± 0.0013
500 130 0.1034 ± 0.0024 0.0648 ± 0.0019 0.0463 ± 0.0016 0.0274 ± 0.0013
500 200 0.1074 ± 0.0025 0.0629 ± 0.0019 0.0503 ± 0.0017 0.0299 ± 0.0013
500 300 0.1132 ± 0.0026 0.0555 ± 0.0018 0.0575 ± 0.0018 0.0330 ± 0.0014
500 400 0.0961 ± 0.0024 0.0411 ± 0.0016 0.0553 ± 0.0018 0.0304 ± 0.0013
700 130 0.1087 ± 0.0026 0.0653 ± 0.0021 0.0548 ± 0.0018 0.0334 ± 0.0014
700 200 0.1136 ± 0.0026 0.0631 ± 0.0020 0.0578 ± 0.0019 0.0338 ± 0.0015
700 300 0.1156 ± 0.0026 0.0557 ± 0.0019 0.0595 ± 0.0020 0.0356 ± 0.0015
700 400 0.1178 ± 0.0027 0.0498 ± 0.0017 0.0640 ± 0.0020 0.0352 ± 0.0015
700 500 0.1076 ± 0.0025 0.0410 ± 0.0016 0.0589 ± 0.0020 0.0319 ± 0.0014
Table 5.2: Signal acceptance after the
√
Σp2T/m``bb cut and for the signal regions in both nb = 2 and
nb ≥ 3 categories. Only some of the signal samples are shown in this table. Only uncertainties due to
the finite number of generated events in the simulated samples are considered.
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5.2 Background Estimation
The dominant background to the A→ ZH → ``bb̄ signal process comes from the production of a
Z boson in association with jets, which will be referred to as “Z+jets production” in the following,
and the top-quark pair (tt) production. Figure 5.6 shows example Feynman diagrams of the Z+jets
production and the tt production.
(a) Z+jets production (b) tt production
Figure 5.6: Example Feynman diagrams of the (a) Z+jets production and the (b) tt production.
The Z+jets production becomes more and more dominant as the lower end of the m``bb spectrum
is approached. The main source of this background in the nb = 2 category originates from Z boson
produced along with a pair of b-jets, which is estimated using simulation to be about 61% to 74%
of the total Z+jets backgrounds, depending on the mbb window. Similarly, in the nb ≥ 3 category,
the main source of Z+jets production is from a Z boson produced in association with a pair of b-jets
and another jet that passes the b-tagging requirement. The flavour composition of this additional jet
after the events have passed the
√
Σp2T/m``bb requirement is about 74% of the time is a b-jet. In
fact, the processes of Z production in association with several jets is a process that is difficult to
estimate precisely the cross section in the simulation. Thus, using some control region to derive a
normalisation would decrease the associated uncertainties. In addition, because it is difficult to have
a dedicated control region that is orthogonal to all signal regions in this search, a sideband region
is considered as the control region of Z+jets production for each of the signal region. The sideband
region is defined by inverting the mbb window (mbb < 0.85 ·mH − 20 GeV and mbb > mH + 20 GeV
for the nb = 2 category, mbb < 0.85 ·mH−25 GeV and mbb > mH +50 GeV for the nb ≥ 3 category).
These regions may have significant contamination from tt background. However, this method will
prove successful since the tt production can be controlled in a pure control region as explained in the
following paragraph.
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A top-quark pair decaying in the fully leptonic channel contains two b-jets and two leptons at
the lowest order as shown in Figure 5.6(b). The flavour of the leptons can be identical (ee or µµ
pairs) of different (eµ pairs). The tt background with same flavour leptons constitutes the source of
background for the signal region, whereas when the two leptons have different flavour can form an
excellent top control region that is naturally orthogonal to all signal regions. The tt background in the
nb = 2 category comes from the lowest order Feynman diagram directly, and hence it is expected to
be well modelled by the simulation. It is relatively more important at higher mbb windows as most of
the tt events are peaked around m``bb = 2mt and the tt events which are peaked around mbb = mt , it is
difficult to estimate precisely the cross section in the high mbb (≥ 400 GeV) and m``bb (≥ 600 GeV)
region. On the other hand, in the nb ≥ 3 category this background is formed by the tt production in
association with jets. This process is more difficult to simulate, and therefore larger differences with
respect to the simulation are expected.
Before the final signal extraction, a scale factor has been used to compare the shape of the distri-
butions in the plots and examine how well the cross section is estimated in simulation before and after
the
√
Σp2T/m``bb cut. The scale factor of tt is calculated assuming that all non-tt contributions in the
control region are predicted correctly by the simulation. The scale factor of Z+jets are calculated in a
similar way after the tt scale factor has been applied. In order to calculate these scale factor, the shape
of the backgrounds is taken directly from the simulated samples, and then it is compared against the
data. These scale factors are only for demonstration in the plots before the fit. The fitted value will
eventually being used in the final signal extraction, see Table 5.7.
5.2.1 Top background
The top control region, after the various mbb window requirements, are applied along the correspond-
ing signal region to determine the tt normalisation. The normalisation of the tt background has been
checked before the mbb window is applied. The scale factors before and after the
√
Σp2T/m``bb cut
are shown in Table 5.3. The difference of the scale factors between nb = 2 and nb ≥ 3 categories is
expected. This is due to the fact that most of the events contain 2 b-jets from the tt̄ decays in the
nb = 2 category of the top control region. In the nb ≥ 3 category, most of the events comes from the tt
production in association with jets, which is difficult to simulate as mentioned before. Thus, the scale
factor in this category is expected to be different from the one in nb = 2 category.
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Figure 5.7 shows the scale factor as a function of mbb in nb = 2 and nb ≥ 3 categories of the
top control region, respectively. In this figure, the scale factors before and after
√
Σp2T/m``bb cut
are shown as straight lines across the mbb spectrum, while the scale factors after mbb window with
respect to different mH assumptions are presented with statistical uncertainties across the correspond-
ing mbb window. The statistical uncertainties in the regions corresponding to higher mH become
larger because they contain relatively fewer events compare to other regions. Also, the scale factors
in these regions are different with respect to the inclusive one, which is derived before the mbb win-
dows requirement is applied. This is due to the difficulty of modelling mbb in such high mbb region as
mentioned in Section 5.2.
The mbb and m``bb distributions with and without mass scaling of the top control region in nb = 2
category are shown in Figure 5.8. The corresponding scale factor has been applied. This control
region after the mbb window will be included in the final signal extraction. The tt background in






nb = 2 nb ≥ 3 nb = 2 nb ≥ 3
Data: 8464 365 6624 259
Rest: 20.553 ± 3.062 0.47 ± 0.20 13.91 ± 2.73 0.41 ± 0.20
Top: 8227.74 ± 60.45 264.00 ± 11.62 6520.12 ± 54.09 196.91 ± 10.16
Scale factor 1.027 ± 0.014 1.381 ± 0.095 1.014 ± 0.015 1.31 ± 0.11
Table 5.3: The number of events before and after the
√
Σp2T/m``bb cut used for the calculation of tt
scale factor in the control region of nb = 2 and nb ≥ 3 categories. Only uncertainties due to the finite
number of generated events in the simulated samples are shown.
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(a) nb = 2 category (b) nb ≥ 3 category
Figure 5.7: Scale factors of tt background as a function of mbb in top control region of (a) nb = 2
and(b) nb ≥ 3 categories for several selection requirements. This scale factor is not used in the fit, see
Section 5.6 for more details. Statistical uncertainties from the data and systematic uncertainties that
are due to the finite number of simulated events are considered.
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(a) mbb (b) m``bb
(c) m``bb with mass scaling, passed mH = 400 GeV win-
dow
Figure 5.8: The (a) mbb, (b) m``bb distributions before the
√
Σp2T/m``bb > 0.4 cut and the (c) m``bb
with mass scaling for the top control region in the nb = 2 category. For the background simulated
samples, color code shown in Figure 3.5 has been used. At the bottom panel, the filled area represents
the statistical uncertainties, while the blue line shows the combined uncertainty from statistical and
shape uncertainties. The total uncertainty which combines statistical and systematic uncertainties
is also shown as a red line. Figures for these distributions in the nb ≥ 3 category can be found in
Appendix B.
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5.2.2 Z+jets background
As mentioned in Section 5.2, it is not possible to define a dedicated Z+jets control region orthogonal
to all the signal regions used in this search. Therefore, a sideband region for each signal region has
been used. This region is defined as the region outside the mbb window. During the development
of the selection strategy, the normalisation of the Z+jets backgrounds is estimated by an inclusive
scale factor before and after the
√
Σp2T/m``bb cut in order to check the description of the shapes in
the simulation. These scale factors are shown in Table 5.4, which is calculated after corrected the
normalisation of tt background. Figure 5.9 shows the scale factor as a function of mbb in the nb = 2
and nb ≥ 3 categories. In this figure, the scale factors before and after
√
Σp2T/m``bb cut are shown
as straight lines across the mbb spectrum, while the scale factors after mbb window with respect to
different mH assumptions are presented with statistical uncertainties across the corresponding mbb
window. The mbb, m``bb and corrected m``bb distributions in the nb = 2 category after the application






Categories nb = 2 nb ≥ 3 nb = 2 nb ≥ 3
Data: 41349 1403 25238 883
Rest: 9445.03 ± 63.64 442.52 ± 19.73 7345.56 ± 55.73 317.20 ± 16.40
Z: 25699.06 ± 133.59 833.39 ± 21.88 15016.60 ± 83.99 ± 84 477.84 ± 16.31
Scale factor 1.2411 ± 0.0069 1.152 ± 0.037 1.1916 ± 0.0076 1.184 ± 0.053
Z+jets sample break-up
Zl + Zcl 504.91 ± 1.54 12.30 ± 10.82 262.17 ± 0.98 4.02 ± 4.24
Zcc 832.48 ± 4.88 21.47 ± 6.85 488.63 ± 3.23 14.88 ± 6.63
Zbl 1260.58 ± 56.15 91.15 ± 7.67 692.64 ± 37.66 44.56 ± 6.13
Zbc 1685.70 ± 38.61 145.694 ± 12.023 970.12 ± 26.57 77.80 ± 10.42
Zbb 21415.41 ± 114.79 562.78 ± 10.56 12603.04 ± 70.13 336.61 ± 7.61
Table 5.4: The number of events before and after the
√
Σp2T/m``bb cut used for the calculation of the
Z+jets inclusive scale factor for the nb = 2 and nb ≥ 3 categories. The normalisation of tt background
is corrected before the calculation. Only uncertainties due to the finite number of generated events in
the simulated samples are shown.
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(a) mbb in nb = 2 category (b) nb ≥ 3 category
Figure 5.9: Scale factors of Z+jets background as a function of mbb in (a) nb = 2 and (b) nb ≥ 3
categories for several selection requirements. This scale factor is not used in the fit, see Section 5.6
for more details. Statistical uncertainties from the data and systematic uncertainties that are due to
the finite number of simulated events are considered.
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(a) mbb (b) m``bb
(c) m``bb with mass scaling, passed mH = 400 GeV win-
dow
Figure 5.10: The (a) mbb, (b) m``bb distributions before the
√
Σp2T/m``bb > 0.4 cut and the (c) m``bb
distribution with mass scaling in the nb = 2 category. Both tt and Z+jets scale factors are applied. For
the background simulated samples, the colour code shown in Figure 3.5 has been used. At the bottom
panel, the filled area represents the statistical uncertainties, while the blue line shows the combined
uncertainty from statistical and shape uncertainties. The total uncertainty which combines statistical
and systematic uncertainties are also shown as a red line. Figures for these distributions in the nb ≥ 3
category can be found in Appendix B.
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5.3 Selection optimisation studies
The selection optimisation study is an important task in this search. The task is to identify variables
that can discriminate between signal and background and to optimise their cut values. In this section,
two of the specific selection criteria after the EmissT significance selection are introduced: a cut on
the
√
Σp2T/m``bb variable and the mbb window requirement for each mH signal hypothesis. In order
to determine the value for a tested variable, the optimisation takes into account only the number
of signal and background events, these numbers are used to estimate a significance measure and
maximise its value. The number of signal and background events in each histogram bin follows a
Poisson distribution. The number of signal events is denoted by s, while the number of background
events is denoted by b. For large enough values of b this is approximated by a Gaussian with standard
deviation
√




In this search, the significance measure in use is obtained by an approximation for s << b, which is
more precise and often called the asymptotic significance formula [124]:
σ =
√
2((s+b) ln(1+ s/b)− s), (5.2)
the significance is calculated for different cut values in order to find the one that maximises it. Fig-
ure 5.11 shows an example of optimisation of the
√
Σp2T/m``bb variable with one of the gluon–gluon
signals. The bottom panel shows the value of the significance. The integrated number of events from
the particular bin to the last bin is considered in the calculation of the significance for each bin. The
location where the significance is maximum in the bottom panel indicates the optimal cut. For this
particular signal, events with
√
Σp2T/m``bb > 0.55 passed the selection.
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Figure 5.11: The
√
Σp2T/m``bb distribution of the backgrounds and one of the signal sample. An
ability normalisation has been applied to the distribution of the signal sample. The bottom panel
shows the value of σ for each bin of the distribution in the top panel. In this example, signal sample
with mA = 500 GeV and mH = 400 GeV has been used.
b-associated production gluon fusion samples
nb ≥ 3 category nb = 2 category
mA mH Optimised value Optimised value mA mH Optimised value Optimised value
(GeV) (GeV) without mbb with mbb (GeV) (GeV) without mbb with mbb
230 130 0.16 0.38 230 130 0.43 0.43
250 130 0.16 0.34 250 130 0.41 0.40
300 130 0.17 0.28 300 130 0.37 0.35
400 130 0.24 0.24 400 130 0.37 0.26
500 130 0.18 0.24 500 130 0.43 0.47
700 130 0.13 0.13 700 130 0.47 0.49
300 200 0.35 0.38 300 200 0.42 0.43
400 200 0.17 0.38 400 200 0.37 0.39
500 200 0.25 0.38 500 200 0.34 0.41
400 300 0.29 0.42 400 300 0.52 0.51
500 300 0.30 0.36 500 300 0.40 0.40
700 300 0.25 0.36 700 300 0.35 0.38
500 400 0.53 0.50 500 400 0.55 0.54
700 500 0.28 0.36 700 500 0.50 0.43
Table 5.5: Optimised values for the
√
Σp2T/m``bb cut for the nb ≥ 3 and nb = 2 categories with and
without the mbb window cuts. Only some of the signal samples are shown in this table.
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The
√
Σp2T/m``bb cut has been optimised before and after the application of the mbb window
requirement; the optimised values are listed at Table 5.5. Without the mbb window, the average
cut value is about 0.4 in nb = 2 category, while it is about 0.3 in nb ≥ 3 category. Performing the
optimization again with the application of the mbb window, moves the average cut only in the nb ≥ 3
category to 0.4. For this reason and in order to simplify the selection, a single cut value of 0.4 is
chosen for both categories.
The mbb window is applied after the
√
Σp2T/m``bb variable cut. The boundaries of the mbb window
depend on the mH value of each signal hypothesis. The optimisation is done by extending the mbb
window starting from mH ±5 GeV and going up to mH ±105 GeV. Table 5.6 lists the optimised mbb
window boundaries for some of the signal hypotheses. Because eventually the signal hypotheses that
are tested in this search are more than the simulated samples, see also Section 5.4, a rule is needed to
define the mbb window boundaries for arbitrary mH values. For this reason, a linear function is fitted
to the optimised window boundary values obtained by the available simulated points. The result of
this procedure is shown in Figure 5.12. The window boundaries used for this search come from these
results, and are the following:
0.85×mH−20 GeV < mbb < mH +20 GeV (nb = 2 category)
and
0.85×mH−25 GeV < mbb < mH +50 GeV (nb ≥ 3 category).
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b-associated production gluon fusion samples
nb ≥ 3 category nb = 2 category
mA mH Optimised window mA mH Optimised window
(GeV) (GeV) (GeV) (GeV)
230 130 100 - 180 230 130 105 - 145
250 130 100 - 150 250 130 110 - 145
300 130 105 - 155 300 130 105 - 150
400 130 115 - 145 400 130 105 - 145
500 130 105 - 145 500 130 110 - 145
700 130 115 - 145 700 130 115 - 145
300 200 165 - 230 300 200 160 - 215
400 200 160 - 220 400 200 165 - 220
500 200 160 - 230 500 200 165 - 220
700 200 170 - 220 700 200 170 - 220
400 300 215 - 365 400 300 245 - 325
500 300 215 - 315 500 300 245 - 325
700 300 215 - 380 700 300 255 - 320
500 400 295 - 435 500 400 340 - 425
700 400 295 - 470 700 400 340 - 425
700 500 395 - 555 700 500 425 - 535
Table 5.6: Optimised values for the mbb window for the nb ≥ 3 and nb = 2 categories. Only some of
the signal samples are shown in this table.
(a) nb = 2 category (b) nb ≥ 3 category
Figure 5.12: The mbb window as a function of mH for (a) gluon-gluon fusion signal samples in nb = 2
category and (b) b-associated production signal samples in nb ≥ 3 category. The values of mbb lower
edge and upper edge are listed in Table 5.6.
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5.4 Signal modelling
The experimental resolution of the m``bb distribution is excellent in this search as shown in Figure 5.5.
Therefore, it is necessary to estimate the signal shape at any point in the mA−mH plane. However, due
to the limitations in computational resources, only a limited number of signal points in the mA−mH
plane are generated, as shown in Figure 3.4. In order to estimate the signal shape across the whole
mA−mH plane, a functional forms are used to preform an analytical fit to the signal distribution of
the generated signal samples and then interpolate the fit parameters among the different masses on
the mA−mH plane. This interpolation method has been validated in a region with more tightly spaced
generated signal points along mA = 500 GeV and mH = 200 GeV in gluon-gluon fusion as shown
in Figure 3.4. This method has the advantage that the systematic uncertainties associated with the
interpolation itself can straightforwardly be assigned. In addition, the same procedure is used for the
case when the natural width of the A boson is larger than the experimental mass resolution, which is
true for part of the 2HDM parameter space that is of interest in this search.































and the double-sided Crystal Ball (DSCB) function [126]:
fDSCB(m;a,σ ,kL,kH ,n1,n2) =


























where g(m;a,σ ,k,n) = [(|k|/n)(n/|k| − |k|+(m− a)/σ)]−n. these functions consist of a Gaussian
core with mean a and variance σ2, whereas the rest of the parameters (kL, kH , n1, n2) describe the
tails. The EGE function uses exponential tails, whereas the DSCB use power-law based tails. It is
found that the EGE function can describe the gluon-gluon fusion in the nb = 2 category, while the
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DSCB function describes better the b-associated production in both nb = 2 and nb≥ 3 categories. The
tail parameters are chosen as a constant value with some dependence on the (mA−mH). Then the core
parameters is fitted with these tail parameters. As an example of the performance of the interpolation,
Figure 5.13 shows a comparison for the (mA,mH)= (500,250) GeV mass point between the simulated
distributions and the analytical functions described above. The agreement between the simulated
distribution and the interpolated distribution is very good. The differences between the simulation
and the interpolated shape divided by the statistical uncertainties are generally in the range from -2 to
+2 in both nb = 2 and nb ≥ 3 categories.
The parameterisation described above applies to signal samples generated with narrow-width2 A
bosons. In this search, the A boson’s width is significant compared with the detector resolution in
some regions of a particular parameter space of the 2HDM. The large width signals are optimised
for the A→ ZH signature in the context of the 2HDM. For this particular signature, the A boson
width that may vary, whereas the H has narrow width. The reason is that the benchmark considered
in this search is at the alignment limit, cos(β −α) = 0, as mentioned in Chapter 1. Under this
scenario, the natural width of H boson is restricted. Also, the mbb window selection is correlated to
the narrow-width H boson, therefore the acceptance of the large width samples is expected to be the
same as the narrow-width samples. The drawback of this approach is that the results cannot be used to
interpret the search for the H→ ZA decay. In that case, the large width of the A will lead to different
distributions and different acceptance with respect to this search. In order to model the m``bb shape of
A bosons with large natural widths, a modified Breit–Wigner distribution is convolved with the EGE
and DSCB functions [115]. The modification is the multiplication of the Breit–Wigner distribution
with a log-normal distribution to account for the distortion due to the event selection. The procedure is
validated by comparing the results of the convolution with those of the simulated samples of A bosons
with large natural widths. Widths of up to 20% of the A boson mass are considered. An example of
signal distributions with large natural widths is shown in Figure 5.14 for the same signal points used
in Figure 5.13.
2narrow-width: In this search the narrow-width A boson is considered with ΓA = 1 GeV
88 Search for A→ ZH→ ``bb with the ATLAS Detector
Finally, the signal efficiencies for the interpolated mass points are obtained through separate two-
dimensional interpolations on the (mA,mH) plane using thin plate splines [127]. The uncertainties are
assessed by comparing the interpolated signal yield and the generated yield for each generated signal
points when that point is left out of the interpolation input. It is found that a 5.5% uncertainty on the
signal acceptance due to the yield interpolation generally covers the difference between the generated
and interpolated acceptances in the (mA,mH) plane. Therefore, this additional uncertainty is applied
to each signal point in the final signal extraction. Also, the change in the signal acceptance due to the
A boson’s large width is studied and a flat uncertainty of 2% is placed on the signal acceptance when
(ΓA/mA) > 5%.
(a) (b)
Figure 5.13: Simulated signal m``bb distributions (closed circles) assuming mA = 500 GeV and mH =
250 GeV for the following cases: (a) the gluon fusion in the nb = 2 category and (b) b-associated
production in the nb ≥ 3 category. Signal parameterisations are overlaid for comparison. The solid
curves are from parameter values obtained directly from the fits to the simulated distributions, whereas
the dashed curves use the interpolated parameter values. The differences between the simulation and
the interpolated shape divided by the statistical uncertainties of the simulation are shown in the bottom
panels. From Ref [57].
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(a) (b)
Figure 5.14: The interpolated signal m``bb distribution shapes assuming mA = 500 GeV and mH = 250
GeV and various A boson widths for the following cases: (a) gluon fusion in the nb = 2 category and
(b) b-associated production in the nb ≥ 3 category. Taken from [57]
5.5 Systematic uncertainties
The ability to constrain a new physics process is limited by both statistical and systematic uncer-
tainties. Systematic uncertainties usually originate from a lack of complete understanding or mis-
measurement of the physics objects in the detector or simulation. This section describes the systematic
uncertainties considered in this search, which are divided into three groups: experimental uncertain-
ties, background modelling uncertainties and uncertainties related to the simulation programs that
were used to generate the signal events.
5.5.1 Experimental uncertainties
The experimental uncertainties are related to luminosity, pileup, physics object reconstruction and
identification. There is a 2.1% uncertainty on the measured integrated luminosity of the data. This is
derived by calibrating the luminosity scale with x−y beam separation scans, see ref. [128] for details.
This uncertainty is applied to all simulated backgrounds except Z + jets and tt, as their normalisation
is determined from control region data.
The uncertainty due to the pile-up re-weighting procedure of the simulated samples is also in-
cluded in this search. It is estimated using the ratio of the measured over predicted inelastic cross
sections in the fiducial region which is defined by the hadronic mass, MX , with MX > 13 GeV [129].
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There are several sources of uncertainties related to the lepton properties: trigger, reconstruction,
identification and isolation efficiencies, energy or momentum scale and energy or momentum reso-
lution. The uncertainties related to the trigger efficiency, reconstruction efficiency, identification and
isolation efficiencies have pT and η dependence due to the calibration method used to estimate the
efficiencies [130, 131]. The uncertainty of the combined efficiencies are in the range from 0.007%
to 0.5%, depending on the pT of the electron. For muons, the uncertainty range from 0.05% to 2%,
depending on the muon pT .
The uncertainty associated with the electron energy scale also depends on the electron pT and
η [132]. The total uncertainty on the electron energy scale ranges from 0.04% to 0.4% for electrons
with pT at 40 GeV. For electrons with pT = 10 GeV, the uncertainty ranges between 0.3% and 1%.
The uncertainty related to muon momentum scale and energy resolution affect the muon efficiency by
0.2% and 1.2% depending on the shape of the muon pT .
Uncertainties associated with the jets are propagated from jet energy scale and jet energy resolu-
tion calibrations, as well as the efficiencies of jet vertex tagging and b-tagging. The total jet energy
scale uncertainty ranges from 4.5% at p jetT = 20 GeV to 2% for jet with p
jet
T = 2 TeV [133]. The uncer-
tainties on the jet energy resolution range from 10% - 20% at p jetT = 20 GeV to about 5% at p
jet
T = 200
GeV. The uncertainty coming from jet vertex tagging is approximately 1%. The uncertainties from
b-tagging efficiencies are approximately 5% to 10% [134].
The main sources of uncertainty on the missing transverse energy is the propagated systematic
uncertainties from all the reconstructed objects that are used to build it. An additional uncertainty is
also included to account for the soft terms, defined in Section 3.6. The uncertainty originated from the
energy resolution and scale of the soft term is approximately 2% on the value of missing transverse
energy [135].
5.5.2 Background modelling uncertainties
Modelling uncertainties associated with the major backgrounds are one of the most important sources
of systematic uncertainties. Although in the final signal extraction, the normalisation is derived from
the data and the distribution shapes are taken from simulation, several quantities like the pT of the
Z boson or the top quark are generally difficult to model in the simulation since they are sensitive
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to higher order corrections. The distributions of the bb̄ system and pVT of the `` system are com-
pared against data in signal depleted regions and eventually, a corresponding systematic uncertainty
is estimated.
For the Z+jets background, the modelling uncertainties are estimated using the region where
events satisfy all the selection criteria apart from the mbb window. This region is dominated by
Z+jets and any potential signal processes are diluted. The disagreement between the distribution
shape of data and simulation in this region can be used for the estimation of the modelling uncertain-
ties. This method is originally developed for the standard model V h→ bb̄ search [24]. In the analysis
of Ref. [24], the uncertainty for pVT , ∆ p
V
T , is parameterised using a smooth function whose parameters
are fitted to data to be:
∆ pVT =

±0.2log10(pVT/50 GeV), pVT > 10 GeV
±0.139, pVT ≤ 10 GeV
±0.181, pVT ≥ 400 GeV.
For the uncertainty for mbb, ∆ mbb, the function takes the form:
∆ mbb =
±0.0005× (mbb−100GeV), mbb < 300 GeV±0.1, mbb ≥ 300 GeV.
These parameterisations were used for the standard model V h→ bb̄ search and their suitability for
this particular analysis was examined separately. Figure 5.15 (a) and (b) shows the ratio
N(Data)−N(non-Z)−N(Z+jet)×SFZ
N(Z+jet)×SFZ
as a function of pVT , where the N(Data) is the number of data events, N(non-Z) is the number of events
in the simulated non Z+jets sample, N(Z+jet) is the number of events in the simulated Z+jet sample
and SFZ is the scale factor from Table 5.4. The functional form used in the analysis of Ref. [24] is
overlaid and found that it is adequate for the pVT distribution in the nb = 2 category. For the nb ≥
3 category, the statistics are not enough to derive adequate conclusions and the uncertainties are
compatible with the data.
A similar approach is used to estimate the uncertainty associated with the shape of the mbb distri-
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bution. The functional form used in the analysis of Ref. [24] is not optimal for the mbb range relevant
for the A→ ZH search, which is 130–600 GeV. An alternative fit was preformed with a logarithmic
function. Figure 5.15 (c) and (d) shows the ratio
N(Data)−N(non-Z)−N(Z+jet)×SFZ
N(Z+jet)×SFZ
as a function of mbb with the result of the fit as a thick red line. The alternative fit has a better
performance compare to the functional form used in the analysis of Ref. [24]. The functional form




±0.5log10(mbb/200GeV), for 150 < mbb < 600 GeV
±0.062, for mbb ≤ 150 GeV
±0.239, for mbb ≥ 600 GeV.
The estimation of the modelling uncertainties of the tt background follows the same strategy as
the one used for the Z+jets background. The following functional forms have been used for pVT and
mbb uncertainties:
f (pVT ) =
−0.05−
8
10000 · pVT [GeV], for pVT < 500 GeV





1000 ·mbb [GeV], for mbb < 500 GeV
−5.84, for mbb ≥ 500 GeV.
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(a) nb = 2 category, pVT (b) nb ≥ 3 category, pVT
(c) nb = 2 category, mbb (d) nb ≥ 3 category, mbb
Figure 5.15: The shape uncertainties derived in the nb = 2 and nb ≥ 3 categories for the pVT and mbb
distribution of Z+jets events. The y axis shows the ratio defined in the text. This ratio as a function of
pVT are shown in (a) nb = 2 and (b) nb ≥ 3 categories. The ratio as a function of mbb are shown in (c)
nb = 2 and (d) nb ≥ 3 categories. The thick blue line corresponds to the functional form used in the
analysis of Ref. [24]. An alternative fit for mbb is shown with red thick line.
The validation of these functions using a data-simulation comparison from the top control region
after the
√




and compares it to the shape uncertainty functions (coloured lines), where the N(Data) is the number
of data, N(tt̄) is the number of simulated tt̄ sample and SFtt̄ is the scale factor as listed in Table 5.3.
The comparison gives results that are compatible with the result from the analysis of Ref. [24], apart
from the pVT distribution in the nb ≥ 3 category. An alternative function has been used, shown as
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dashed line in Figure 5.16 (c):
f (pVT ) =
−0.179−
25.3
10000 · pVT [GeV], for pVT < 300 GeV
−0.938, for pVT ≥ 300 GeV.
(a) nb = 2 category, pVT (b) nb ≥ 3 category, pVT
(c) nb = 2 category, mbb (d) nb ≥ 3 category, mbb
Figure 5.16: The shape uncertainties derived in the nb = 2 and nb ≥ 3 categories for the pVT and mbb
distribution of tt events. The y axis shows the ratio defined in the text. This ratio as a function of
pVT are shown in (a) nb = 2 and (b) nb ≥ 3 categories. The ratio as a function of mbb are shown in
(c) nb = 2 and (d) nb ≥ 3 categories. The thick blue and red line corresponds to the functional form
used in analysis of Ref. [24]. The pVT systematic from that analysis does not cover the variation in the
nb ≥ 3 category and hence alternative fit function has been used as shown with dashed line.
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5.5.3 Uncertainties associated with the signal generation
The uncertainties associated with the simulated signal samples affect the acceptance of the signal
events. The sources of these uncertainties are: missing higher order calculations, initial- and final-
state radiation, and due to the choice of the parton distribution function (PDF). All the studies are per-
formed with the following mass points in both gluon–gluon fusion and b-associated production: (mA
[GeV],mH [GeV]) = (230,130), (300,130), (400,250), (500,130), (600,400), (700,200) and (800,500).
No shape effect is found from these uncertainties, and hence only the effect on the normalisation is
considered.
Uncertainties due to missing higher orders are estimated by varying the factorization and renor-
malization scale, denoted as µF and µR respectively, by a factor of 2 and 0.5. The largest difference on
the signal acceptance, before the mbb window is applied with respect to the nominal values, is taken
as an estimate of the uncertainty. Figure 5.17 shows the acceptance uncertainties as the function of
mA. Although the uncertainties are estimated along the mA spectrum, no significant dependence on
the mA is found. Eventually, uncertainty values of 2% and 1.5% are chosen for the signal produced
via gluon-gluon fusion and b-associated production, respectively.
The uncertainties related to initial-state and final-state radiation are estimated by varying the tune
parameters following the prescription described in Ref. [136]. The tune parameters are grouped into 5
difference groups as shown in Table 4 of Ref. [136]: Group “VAR1” corresponds to the effect coming
from the underlying event; group “VAR2” corresponds to jet structure effects; group “VAR3a,b,c”
for different aspects of extra jet production. Each group has 2 subsets, corresponding to positive and
negative variations. The uncertainty is estimated by the difference on the signal acceptance between
the nominal and variation from each subset. Eventually, the quadratic sum of the positive and the
quadratic sum of the negative variations are used as the uncertainties due to the tune parameters,
which ranges from -6% to 6% and from -8% to 8% for the signal produced via gluon-gluon fusion
and b-associated production, respectively. Figure 5.18 (a) - (c) shows the acceptance uncertainties
due to the tune parameters in each subset along the mA spectrum. Figure 5.18 (d) shows the sum of
the positive variations and the sum of the negative variations as the function of mA.
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(a) nb = 2 category, ggA
(b) nb = 2 category, bbA (c) nb ≥ 3 category, bbA
Figure 5.17: The acceptance uncertainty due to missing higher order corrections as a function of mA
for the (a) gluon-gluon fusion signal samples in nb = 2 category. The uncertainties for the b-associated
production signal samples in the (b) nb = 2 category and the (c) nb ≥ 3 category.
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(a) nb = 2 category, bbA (b) nb ≥ 3 category, bbA
(c) nb = 2 category, ggA (d) Quadratic sum
Figure 5.18: The estimated acceptance uncertainty related to initial-state and final-state radiations as
a function of mA for the b-associated production signal samples in the (a) nb = 2 category and (b)
nb ≥ 3 category. The (c) uncertainty for the gluon-gluon fusion signal samples in nb = 2 category.
The (d) uncertainty associated with the sum of the positive variations and the sum of the negative
variations as the function of mA.
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Uncertainties on the signal acceptance due to the choice of the PDF are estimated by taking the
difference from the internal PDF error sets or the difference between the choice of PDF sets. In
this search, the former has been used to estimate the uncertainties for the gluon-gluon fusion signal
samples, while the latter has been used to estimate the uncertainties for the b-associated production
signal samples; as suggested by the ATLAS PDF recommendation [137]. The LHAPDF package
[138] has been used to calculate the uncertainty. The nominal PDF sets used in gluon fusion and
b-associated production are NNPDF23_lo_as_0130_qed [139]and CT10nlo_nf4 [96], respectively.
For gluon-gluon fusion, the standard deviation of a set of 100 PDF error sets are used to estimate the
uncertainty. Eventually, the uncertainty ranges from 4% to 8%, depending on the mA of the signal. For
b-associated production, the PDF uncertainty is approximated by comparing the difference between
the choice of PDF set. The study is performed by determining the relative difference to the nominal
PDF set with the PDF4LHC15 [137] PDF set. Both PDF4LHC15 nominal and variation PDF set
are used. No clear mH dependence has been found. Eventually, a flat 5% uncertainty is assigned
for b-associated production. Figure 5.19 shows the acceptance uncertainties as a function of mA. In
Figure 5.19(a), the overlaid red line represents the fitted function on mH = 130 GeV signal points.
The function is the following:
PDF uncertainty[%] = 2.2+0.68× mA
100 GeV
.
In Figure 5.19(b) and (c), only the maximum variation PDF4LHC15 PDF set is shown as variation
set in these figures. The flat 5% uncertainty corresponds to the difference between this maximum
variation PDF4LHC15 PDF set and the CT10nlo_nf4 PDF set.
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(a) nb = 2 category, ggA
(b) nb = 2 category, bbA (c) nb ≥ 3 category, bbA
Figure 5.19: The (a) uncertainties on the signal acceptance due to the choice of the PDF for gluon-
gluon fusion signal samples in the nb = 2 category. The uncertainties on the b-associated produced
samples in the (b) nb = 2 category and the (c) nb ≥ 3 category.
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5.6 Statistical Analysis
In order to claim a discovery or exclude the existence of a new signal process (A→ ZH → ``bb̄
process in this search), a statistical analysis has to be performed to quantify the evidence for or
against signal production. If the evidence is found, then the significant of this evidence has to be
quantified. If no clear evidence is observed, the disagreement between the data and the simulation of
the process will be quantified. The statistical analysis is done using the classical statistical method
known as hypothesis testing, which is based on the likelihood ratio test statistic. The consistency
between observations and expectations in the search for the predicted physics processes is examined
in the hypothesis testing.
In the hypothesis testing, the null hypothesis is the Standard Model background prediction, while
the alternative hypothesis is the Standard Model background plus the signal for which the search
is performed. If a deviation from the null hypothesis is observed, the statistical significance of the
observed signal is quantified by a p-value. This is used to determine whether the signal strength is
sufficient to claim a discovery. The sensitivity of an experiment can be characterised by the expected
significance associated with a given signal hypothesis. In the absence of a signal, 95% confidence
level limits are set on model parameters, such as the cross-section of a particular process or the mass
of a particle. An upper limit excludes values of the given parameter below the quoted limit at 95%
confidence level. In this case, the null hypothesis is the signal-plus-background hypothesis and the
alternative hypothesis is the background-only scenario.
5.6.1 Likelihood function, test statistic and upper limits
In this search, the likelihood function is constructed using the m``bb distribution, which is expected to
exhibit a resonant structure if signal events are present, while background events result in a smooth
falling spectrum. The shape differences in the m``bb distribution between signal and background con-
tributions are determined via binned maximum-likelihood fits of the signal-plus-background hypothe-
ses to extract potential signal contributions based on the statistical framework described in Refs. [124,
140, 141]. For a given mass hypothesis of (mA,mH), the likelihood function is defined based on the
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Here Ni is the number of observed events, Si(mA,mH ,~θ) and Bi(~α,~θ) are the expected number of
signal and background events in bin i, respectively. The vector ~α represents free background scale
factors, which will be described later, and ~θ denotes all the nuisance parameters associated with sys-
tematic uncertainties described in Section 5.5. The function G(~θ) represents the probability density
function of the nuisance parameters. The parameter of interest in this search is the signal-strength
parameter µ , which is the product of the fitted signal production cross section times branching ratio:
σ(A)×BR(A→ ZH)×BR(H → bb) in units of pb. When µ = 0, signal events are absent, whereas,
µ = 1 suggests that there is a signal which compatible with the assumption of the hypothesis. The
binning algorithm of the m``bb distribution considers signal resolution, peak positions and the statis-
tical uncertainty related to the number of background events. For both gluon fusion and b-associated
production signals in nb = 2 category, the overall background statical uncertainty is required no more
than 20%. For b-associated production signals in nb ≥ 3 category, 90% signal events are required in
one signal peak bin, and the overall background statical uncertainty is required no more than 20%.





θ(µ))/L(µ̂, θ̂), if 0≤ µ̂ ≤ µ
0, if µ̂ > µ
where L(µ,θ) is the likelihood function, µ denotes the parameter of interest, and θ is the nuisance
parameters. The set of parameters that represents the global maximum of the likelihood is denoted by
(µ̂ ,θ̂ ), with the corresponding likelihood function is expressed as L(µ̂, θ̂). The notation L(µ, ˆ̂θ(µ))
corresponds to the maximum likelihood for the given µ value, where ˆ̂θ(µ) is the nuisance parameter
that maximise the likelihood with this µ value. The test statistic compares the likelihood at a certain µ
value to either the likelihood global maximum, where µ̂ is positive, or the null hypothesis likelihood,
where µ̂ = 0. The p-value is computed for a test statistic distribution in order to quantify the level






f (q̃µ |µ,θ)dq̃µ ,
where f (q̃µ |µ,θ) is the probability distribution function for a test statistic. Upper limits on the signal
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f (q̃µ |0, ˆ̂θ(µ = 0,obs))dq̃µ .
The upper limit on µ ,denoted by µup, is obtained by solving p′µup = 5% in order to reject the signal
hypothesis at 95% confidence-level.




θ)/L(µ̂, θ̂), if µ̂ ≥ 0
0, if µ̂ < 0
.
In this case, the test statistic measures the compatibility between the null hypothesis, which in this
case is the background-only hypothesis, and the signal strength that maximises the likelihood.
The p-value is often converted to a significance, Z, defined such that a Gaussian distributed vari-
able found Z standard deviations above its mean has an upper-tail probability equal to p, which is
given by:
Z = Φ−1(1− p),
where Φ−1 is the inverse of the cumulative distribution of the standard Gaussian. In high energy
physics, rejection of the background-only hypothesis typically requires a significance of Z ≥ 5 to
constitute a discovery, corresponding to p = 2.87× 10−7. The exclusion of the signal hypothesis
occurs at a threshold p-value of p = 0.05 as mentioned above is equivalent to Z = 1.64.
5.6.2 Fit inputs and effect of systematic uncertainties
The inputs to the fits to the likelihood function includes the following: (a) the binned reconstructed
A mass distribution, m``bb, for a given signal region (b) the number of events for the Z+jets control
region and (c) the number of events in the tt control region. Signal and minor backgrounds are nor-
malised to their respective theoretical cross sections. The normalisation of the dominant background,
Z+jets and tt, is constrained by the control regions. To achieve this, two free scale factors for each
category are derived from the corresponding control regions. Table 5.7 shows some examples of this
scale factors for Z+jets and tt backgrounds in different signal regions. Systematic uncertainties are
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incorporated in the likelihood as nuisance parameters with either Gaussian or log-normal constraint
terms.
nb = 2 category nb ≥ 3 category
mH [GeV] for signal region Z + jets tt̄ Z + jets tt̄
130 1.20±0.12 0.96±0.08 1.34±0.26 0.93±0.19
200 1.12±0.09 0.96±0.06 1.07±0.20 1.22±0.20
250 1.16±0.11 0.98±0.06 0.93±0.21 1.50±0.25
400 1.20±0.12 1.05±0.1 1.18±0.25 1.37±0.32
Table 5.7: The Z+jets and tt scale factors used in the fit with respected to different mH hypothesis of
signal region. Scale factors are estimated in the Z+jets sideband region and tt control region.
The effect of systematic uncertainties on the search is studied using the signal-strength parameter
µ . Uncertainties having the largest impact depend on the choice of (mA,mH) signal point. Table 5.8
shows the relative uncertainties in the best-fit µ value from the leading sources of systematic uncer-
tainty for two example mass points of both gluon fusion and b-associated production of a narrow-
width A boson. In this table, the uncertainties are combined into different groups: “Data stat.” and
“Sim. stat.” represent the statistical uncertainty for the data and simulated samples, receptively; “Total
syst.” represent all the systematic uncertainties introduced in Section 5.5, including several subsets:
background modelling systematic uncertainties are denoted as “Bkg. model.”, the systematic uncer-
tainties due to the jet energy scale and jet energy resolution calibration are grouped into “JES/JER”,
the uncertainties related to the lepton properties are denoted by “Leptons”, while the uncertainties due
to the b-tagging are labelled as “b-tagging”, and finally the signal modelling uncertainties are grouped
into “Theory”. The leading sources of systematic uncertainty are similar for other mass points and
for larger A boson widths. For all cases, the limited size of the simulated samples has the largest
impact on the search sensitivity among all the sources of systematic uncertainty. While systematic
uncertainties and the statistical uncertainty of the data have comparable impact at low masses, the
search sensitivity is mostly determined at high masses by the limited size of the data sample.
5.7 Results
This section presents the results of this search after the statistical analysis described in Section 5.6.
In this search, fits are preformed under three scenarios: Consider only the gluon fusion signal in
nb = 2 category; consider the b-associated production signal in both nb = 2 and nb ≥ 3 categories;
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gluon fusion production b-associated production
(230,130) GeV (700,200) GeV (230,130) GeV (700,200) GeV
Source ∆µ/µ [%] Source ∆µ/µ [%] Source ∆µ/µ [%] Source ∆µ/µ [%]
Data stat. 32 Data stat. 49 Data stat. 35 Data stat. 46
Total syst. 36 Total syst. 22 Total syst. 38 Total syst. 26
Sim. stat. 22 Sim. stat. 10 Sim. stat. 26 Sim. stat. 12
Bkg. model. 16 Bkg. model. 10 b-tagging 14 Bkg. model. 11
JES/JER 12 Theory 9.1 JES/JER 11 b-tagging 10
b-tagging 9.9 b-tagging 8.5 Bkg. model. 9.8 Theory 6.8
Theory 7.5 Leptons 4.2 Theory 7.0 JES/JER 6.2
Table 5.8: The effect of the most important sources of uncertainty group on the signal-strength pa-
rameter at two example mass points of (mA,mH) = (230,130) GeV and (mA,mH) = (700,200)GeV
for both the gluon fusion and b-associated production of a narrow-width A boson.
consider both gluon fusion and b-associated production signals in nb = 2 category and only the b-
associated production signal in nb ≥ 3 category. First two scenarios are used in the p-value scan and
upper limit calculation across the (mA,mH) plane as shown in Figure 5.20 and 5.22, respectively. The
third scenario is used in the upper limit calculation across the 2HDM parameter space as shown in
Figure 5.23.
In each signal region, the m``bb spectrum is scanned for potential excesses due to narrow-width A
bosons produced via gluon-gluon fusion or b-associated production. The p-value is calculated across
the (mA, mH) plane, and the results are shown in Figure 5.20. Both nb = 2 and nb ≥ 3 categories are
taken into account in the b-associated production, while only nb = 2 category has been considered in
the gluon-gluon fusion.
(a) gluon-gluon fusion (b) b-associated production
Figure 5.20: p-value scan from the test statistic q0 for (a) gluon-gluon fusion and (b) b-associated
production.
The largest significance excess for gluon-gluon fusion is locally 3.5σ , found at (mA, mH) = (750,
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610) GeV, which corresponding to 2.0σ after taking into account the look-elsewhere effect, as de-
scribed in Ref. [143]. For the b-associated production, the largest excess occurs at (mA, mH) = (510,
130) GeV with a local significance of 3.0 σ , which corresponding to 1.2σ after considering the look-
elsewhere effect. The m``bb spectra corresponding to mH = 130 and 610 GeV hypothesis are shown
in Figure 5.21.
The upper limits on σ(A)×BR(A→ ZH)×BR(H → bb) are calculated at 95% confidence-level
using the CLs method, which is described in Section 5.6.1. Figure 5.22 shows the upper limits for
gluon-gluon fusion and b-associated production. The b-associated production has been taken into
account in both nb = 2 and nb ≥ 3, while while only nb = 2 category has been considered in the
gluon-gluon fusion.
In order to preform a scan in the 2HDM parameter space, a new signal model weighted by the
predicted cross sections of the two processes is built for every point tested in the 2HDM parameter
space. Upper limits on σ(A)×BR(A→ ZH)×BR(H → bb) with σ here including contributions
from both processes are recalculated and compared with the 2HDM predictions to derive the limits
in the 2HDM parameter space. The number of free parameters in 2HDM are fixed by some explicit
assumptions required by the benchmark of in this search as mentioned in Chapter 1. The widths of
the A and H bosons are taken from the predictions of the 2HDM and the corresponding large-width
signals are used. The cross-sections for A boson production in the 2HDM are calculated using up
to NNLO QCD corrections for gluon fusion and b-associated production in the five-flavour scheme
as implemented in SusHi [144–147]. For b-associated production a cross-section in the four-flavour
scheme is also calculated as described in Refs. [148, 149] and the results are combined with the five-
flavour scheme calculation following Ref. [150]. The Higgs boson widths and branching ratios are
calculated using 2HDMC [151]. The procedure for the calculation of the cross-sections and branching
ratios, as well as for the choice of 2HDM parameters, follows Ref. [12].
Figure 5.23 shows the observed and expected limits for the Type-I, Type-II, lepton specific and
flipped 2HDMs for various tanβ values in the (mA, mH) plane. Similar constraints are shown in Type-
II and flipped 2HDM because the Yukawa couplings are the same for all fermions apart from leptons
in these models. The same holds when comparing Type-I and lepton-specific 2HDM. However, the
increased significance of the H → ττ decay for tanβ > 1 in the lepton-specific model causing the
difference in sensitivity between Type-I and lepton-specific 2HDMs. The loss of sensitivity in Type-I
and lepton specific 2HDM for high tanβ values is due to the fact that the gluon fusion production cross
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(a) nb = 2 category,mH = 130 GeV (b) nb ≥ 3 category,mH = 130 GeV
(c) nb = 2 category,mH = 610 GeV (d) nb ≥ 3 category,mH = 610 GeV
Figure 5.21: The m``bb distribution for the mH = 130 GeV window in the (a) nb = 2 and (b) nb ≥ 3
categories, and for mH = 610 GeV hypothesis in the (c) nb = 2 and (d) nb ≥ 3 categories. The
solid dots in the bottom panels represents the ratio of the data events over the background prediction
obtained from the maximum likelihood function with µ = 0, while the open circles correspond to the
ratio of the data to the pre-fit background prediction. The signal distributions assume σ(A)×BR(A→
ZH)×BR(H→ bb) = 1 pb.
section decreases with increasing tanβ . In Type-II and flipped models, the b-associated production
dominates in the large tanβ region. This is expected because in these models, the coupling of the A
boson to down-type quarks is enhanced with respect to the tanβ as shown in Table 1.2. In this model,
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s = 13 TeV, 36.1 fb−1
Expected 95% CL upper limits on














(a) gluon-gluon fusion, expected upper limits














s = 13 TeV, 36.1 fb−1
Observed 95% CL upper limits on














(b) gluon-gluon fusion, observed upper limits














s = 13 TeV, 36.1 fb−1
Expected 95% CL upper limits on














(c) b-associated production, expected upper limits














s = 13 TeV, 36.1 fb−1
Observed 95% CL upper limits on














(d) b-associated production, observed upper limits
Figure 5.22: The expected and observed upper limits at 95% confidence-level on σ(A)×BR(A→
ZH)×BR(H→ bb) across the (mA, mH) plane for gluon-gluon fusion and b-associated production.
the exclusion can reach up to mH ≈ 400 GeV at tanβ < 10 and mH ≈ 600 GeV when tanβ > 20. An
exclusion up to mH = 350 GeV is observed for tanβ = 1 in all examined models.
In conclusion, no significant deviation from the standard model background predictions are ob-
served in the ZH→ ``bb̄ final state that is considered in this search. Considering each production pro-
cess separately, upper limits are set at the 95% confidence level for σ(A)×BR(A→ ZH)×BR(H→
bb) of 14–830 fb for gluon fusion and 26–570 fb for b-associated production of a narrow A boson for
the mass ranges 130–700 GeV of the H boson and 230–800 GeV of the A boson. Taking into account
both production processes, this search tightens the constraints on the 2HDM in the case of mA−mH ≥
100 GeV, where mA is ranging from 230 to 800 GeV up to the time this search was published. Now
these limits are less stringent in comparison to the new result with respect to the analysis described in
the next chapter.
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Figure 5.23: The expected and observed upper limits at 95% confidence-level on σ(A)×BR(A→
ZH)×BR(H→ bb) across the (mA, mH) with various tanβ values for (a)Type-I, (b)Type-II, (c)lepton
specific and (d)flipped 2HDM parameter space.
CHAPTER 6
Search for A→ ZH→ ``bb with 139 fb−1
In this chapter, the search for the A→ ZH→ ``bb̄ with a proton-proton collision data sample collected
by ATLAS detector corresponding to integrated luminosity of 139 fb−1 will be discussed. The result
of this search has been published in The European Physical Journal C [58]. The search strategy is
the same as in 36 fb−1 result (see Chapter 5) with the following differences: A new dataset with an
updated pile up profile has been added and the choice of the simulated signal points (mA,mH) has
changed, as mentioned in Chapter 3; new triggers with respect to the LHC data taking periods in 2017
and 2018 are added into the trigger list; a more detailed study of the generator modelling uncertainties
for the Z+jets and top pair production has been performed. This chapter will focus on the elements
that differ with respect to the 36 fb−1 analysis.
6.1 Event selection
The baseline of the event selection follows the same procedure described in Section 5.1, summarised
in Figure 5.3. New triggers have been added with respect to the new data taking period. They
have similar requirements to the one used in Section 5.1. In particular, the single-electron trigger
requirements different from the 36 fb−1 analysis are detailed in the following:
• At least one electron with pT > 26 GeV satisfying the Tight identification criteria with isolation
requirements in the data-taking period during 2017 to 2018.
The single-muon trigger requirements are detailed in the following:
• At least one muon with pT > 26 GeV in the data-taking period during 2017 to 2018, satisfying
the isolation requirements introduced in Chapter 3.
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As summarised in Figure 5.3, two categories are defined after the EmissT significance criterion. For
the gluon fusion production, more than 95% of the events passing the selection fall into the nb = 2
category. For the b-associated production, only 25%–35% fall into the nb ≥ 3 category, whereas the
remaining events pass in the nb = 2 category. The overall signal efficiencies of the nb = 2 category
after the
√
Σp2T/m``bb and mbb window cut are 5.1%–11% and 2.5%–6.6% for gluon fusion and b-
associated production, respectively. This efficiency depends on the mA and mH values of the signal
samples. Similarly, the efficiency of the nb ≥ 3 category is 1.3%–3.2% for the b-associated produc-
tion. Tables 6.1 and 6.2 show the signal acceptance for both gluon fusion and b-associated production
in difference selection stages. In comparison with Tables 5.1 and 5.2, the overall acceptance in signal








230 130 0.06112 ± 0.00043 0.05727 ± 0.00042 0.05087 ± 0.00037
250 130 0.07137 ± 0.00047 0.06608 ± 0.00046 0.05753 ± 0.00043
300 130 0.08554 ± 0.00057 0.07354 ± 0.00053 0.06286 ± 0.00049
300 200 0.09427 ± 0.00055 0.08425 ± 0.00052 0.06433 ± 0.00046
350 250 0.10509 ± 0.00059 0.09269 ± 0.00055 0.06480 ± 0.00046
400 130 0.11040 ± 0.00062 0.09213 ± 0.00056 0.07774 ± 0.00052
500 130 0.12664 ± 0.00067 0.10558 ± 0.00061 0.08941 ± 0.00056
500 200 0.14329 ± 0.00071 0.11917 ± 0.00065 0.09008 ± 0.00056
500 300 0.14961 ± 0.00073 0.12817 ± 0.00067 0.08465 ± 0.00055
500 400 0.11963 ± 0.00064 0.10322 ± 0.00060 0.06389 ± 0.00047
700 130 0.14726 ± 0.00073 0.12125 ± 0.00067 0.10514 ± 0.00062
700 200 0.15746 ± 0.00076 0.12712 ± 0.00068 0.09777 ± 0.00060
700 300 0.16702 ± 0.00079 0.13677 ± 0.00071 0.09185 ± 0.00058
700 400 0.16902 ± 0.00079 0.14281 ± 0.00073 0.08751 ± 0.00057








230 130 0.0765 ± 0.0011 0.06104 ± 0.00095 0.04646 ± 0.00084
300 200 0.1059 ± 0.0013 0.0832 ± 0.0011 0.05204 ± 0.00090
400 200 0.1279 ± 0.0014 0.0969 ± 0.0012 0.05817 ± 0.00097
500 130 0.1326 ± 0.0015 0.0974 ± 0.0013 0.0591 ± 0.0010
500 300 0.1383 ± 0.0015 0.1082 ± 0.0013 0.05466 ± 0.00097
500 400 0.1228 ± 0.0014 0.0980 ± 0.0013 0.04487 ± 0.00088
700 200 0.1459 ± 0.0016 0.1089 ± 0.0014 0.0628 ± 0.0011
700 300 0.1466 ± 0.0016 0.1121 ± 0.0014 0.0558 ± 0.0010
700 400 0.1460 ± 0.0016 0.1142 ± 0.0015 0.05022 ± 0.00097
700 500 0.1356 ± 0.0016 0.1079 ± 0.0014 0.04343 ± 0.00091
Table 6.1: Signal acceptance before and after the
√
Σp2T/m``bb cut; and for the signal regions in
nb = 2 category. Only some of the signal samples are shown in this table. Only uncertainties due to
the finite number of generated events in the simulated samples are considered.








230 130 0.001509 ± 0.000068 0.001202 ± 0.000060 0.000733 ± 0.000047
250 130 0.002040 ± 0.000079 0.001624 ± 0.000070 0.000973 ± 0.000054
300 130 0.002597 ± 0.000098 0.002009 ± 0.000086 0.001140 ± 0.000065
300 200 0.002716 ± 0.000093 0.002292 ± 0.000086 0.001379 ± 0.000066
350 250 0.00328 ± 0.00010 0.002760 ± 0.000095 0.001463 ± 0.000069
400 130 0.00363 ± 0.00011 0.002838 ± 0.000098 0.001481 ± 0.000071
500 130 0.00431 ± 0.00012 0.00328 ± 0.00011 0.001764 ± 0.000079
500 200 0.00526 ± 0.00014 0.00400 ± 0.00012 0.002005 ± 0.000083
500 300 0.00545 ± 0.00014 0.00461 ± 0.00013 0.002270 ± 0.000089
500 400 0.00467 ± 0.00013 0.00405 ± 0.00012 0.002002 ± 0.000083
700 130 0.00523 ± 0.00014 0.00409 ± 0.00012 0.002389 ± 0.000093
700 200 0.00614 ± 0.00015 0.00467 ± 0.00013 0.002569 ± 0.000096
700 300 0.00711 ± 0.00016 0.00556 ± 0.00014 0.00278 ± 0.00010
700 400 0.00736 ± 0.00016 0.00610 ± 0.00015 0.00295 ± 0.00010








230 130 0.02365 ± 0.00055 0.01699 ± 0.00047 0.01304 ± 0.00041
300 200 0.03898 ± 0.00073 0.03048 ± 0.00065 0.02122 ± 0.00054
400 200 0.04726 ± 0.00084 0.03437 ± 0.00072 0.02249 ± 0.00058
500 130 0.05235 ± 0.00089 0.03782 ± 0.00076 0.02183 ± 0.00058
500 300 0.06007 ± 0.00098 0.04751 ± 0.00087 0.02799 ± 0.00068
500 400 0.05380 ± 0.00092 0.04505 ± 0.00085 0.02679 ± 0.00066
700 200 0.0676 ± 0.0011 0.04868 ± 0.00091 0.02873 ± 0.00070
700 300 0.0708 ± 0.0011 0.05327 ± 0.00094 0.03117 ± 0.00071
700 400 0.0716 ± 0.0011 0.05677 ± 0.00097 0.03225 ± 0.00073
700 500 0.0668 ± 0.0011 0.05504 ± 0.00096 0.03056 ± 0.00072
Table 6.2: Signal acceptance before and after the
√
Σp2T/m``bb cut; and for the signal regions in
nb ≥ 3 category. Only some of the signal samples are shown in this table. Only uncertainties due to
the finite number of generated events in the simulated samples are considered.
6.2 Signal modelling & Background estimation
The signal modelling follows the same procedure as described in Section 5.4: the reconstructed A
boson mass, m``bb, is modelled using EGE or DSCB functions, depending on the production mech-
anism. The EGE function is used for gluon-gluon fusion signals and the DSCB function is used for
the b-associated production signals, whose parameters are interpolated to cover the mass points that
are not simulated. The yield interpolation is also applied. The large width samples are also treated in
the same way as described in Section 5.4.
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The dominant background of this search is the same as mentioned in Section 5.2, which is comes
from the Z+jets and tt processes. Table 6.3 shows the fraction of Z+jets and tt events estimated in
different signal regions. The same strategy as in the 36 fb−1 analysis has been used, where in the
distributions scale factors are used for the Z+jets and the tt yield. These scale factors are evaluated in
the same way as explained in Section 5.2. Their values for the 139−1 analysis are shown in Table 6.4
and Table 6.5 for tt and Z+jets, respectively. Figure 6.1 and 6.2 shows the scale factor as a function
of mbb in nb = 2 and nb ≥ 3 categories for tt and Z+jets in the corresponding regions, respectively.
In this search, a new control region, denoted as nb = 1 control region, that requires exactly 1 b-jet, as
well as an early selection stage before the mbb window and the
√
Σp2T/m``bb criteria have been added
to test the background modelling which will be discussed in Section 6.2.1. The m``bb distribution in
nb = 1 control region, nb = 2 and nb ≥ 3 categories can be found in Appendix C.
nb = 2 category nb ≥ 3 category
mH [GeV] for signal region Z + jets tt̄ Z + jets tt̄
130 67.8% 26.6% 63.2% 29.0%
350 48.7% 49.3% 54.5% 38.4%
500 56.7% 40.5% 57.8% 34.4%
700 68.3% 27.9% 66.0% 23.9%
Table 6.3: Fraction of simulated Z+jets and tt events with different mH hypothesis of signal region.
Fractions are calculated by diving the number of Z+jets or tt events over number of all the simulated
backgrounds.
Category: nb = 1 control region nb = 2 nb ≥ 3
Top control region: Before
√
Σp2T/m``bb variable cut
Data: 40459 27902 1034
Rest: 539.11 ± 25.15 84.13 ± 4.93 8.66 ± 0.57
Top: 39954.27 ± 46.85 28036.49 ± 35.26 764.48 ± 5.97
Scale factor 0.999 ± 0.005 0.992 ± 0.006 1.341 ± 0.043
Top control region: After
√
Σp2T/m``bb variable cut
Data: 27374 21885 773
Rest: 329.89 ± 14.33 66.82 ± 1.97 7.13 ± 0.51
Top: 27640.04 ± 38.88 22318.23 ± 31.31 555.273 ± 5.085
Scale factor 0.978 ± 0.006 0.978 ± 0.007 1.379 ± 0.052
Table 6.4: The number of events in the top control region before and after the
√
Σp2T/m``bb variable
cut for the nb = 1 control region, nb = 2 and nb≥ 3 categories along with their associated scale factors.
Statistical uncertainties from the data and systematic uncertainties that are due to the finite number of
simulated events are considered.




Category: nb = 1 control region nb = 2 nb ≥ 3
Data: 822983 128579 3727
Z: 675559.91 ± 1236.79 77449.07 ± 181.32 1936.38 ± 20.47
Top: 42940.93 ± 50.83 28593.97 ± 36.18 1069.25 ± 8.51
Other: 14238.29 ± 49.27 3517.212 ± 14.061 221.34 ± 3.26
Z+jets Scale factor 1.134 ± 0.002 1.246 ± 0.003 1.258 ± 0.014
Z+jets ample break-up
Zcl+Zl 188654.79 ± 863.97 794.82 ± 1.25 19.62 ± 6.54
Zcc 28272.62 ± 288.92 2717.91 ± 8.58 39.63 ± 6.38
Zbl 383904.63 ± 805.44 2039.93 ± 34.07 132.05 ± 4.22
Zbc 25863.99 ± 121.82 4714.61 ± 51.21 334.39 ± 11.81
Zbb 48863.90 ± 190.14 67181.79 ± 170.35 1410.69 ± 13.36
Table 6.5: The number of events before the
√
Σp2T/m``bb variable cut for the nb = 1 control region,
nb = 2 and nb ≥ 3 categories along with their associated scale factors for Z+jets. Statistical uncertain-





Category: nb = 1 control region nb = 2 nb ≥ 3
Data: 441084 78834 2305
Z: 351976.18 ± 893.94 44062.79 ± 110.43 1139.63 ± 15.53
Top: 29210.62 ± 41.55 22416.88 ± 31.66 802.97 ± 7.51
Other: 9079.32 ± 29.49 2650.43 ± 11.89 161.42 ± 2.76
Z+jets Scale factor 1.144 ± 0.003 1.220 ± 0.003 1.176 ± 0.017
Z+jets ample break-up
Zcl+Zl 95050.87 ± 543.98 405.01 ± 0.79 5.81 ± 2.34
Zcc 15740.46 ± 186.78 1548.49 ± 5.65 26.48 ± 6.10
Zbl 200782.24 ± 670.21 1042.14 ± 20.67 73.55 ± 2.41
Zbc 13622.74 ± 75.67 2531.09 ± 31.66 188.84 ± 9.98
Zbb 26779.86 ± 115.84 38536.06 ± 103.60 844.93 ± 9.64
Table 6.6: The number of events after the
√
Σp2T/m``bb variable cut for the nb = 1 control region, nb =
2 and nb ≥ 3 categories along with their associated scale factors for Z+jets. Statistical uncertainties
from the data and systematic uncertainties that are due to the finite number of simulated events are
considered.
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(a) nb = 2 category (b) nb ≥ 3 category
Figure 6.1: Scale factors of tt background as a function of mbb in top control region of nb = 2 and
nb ≥ 3 categories after several selections stages. Statistical uncertainties from the data and systematic
uncertainties that are due to the finite number of simulated events are considered.
(a) nb = 2 category (b) nb ≥ 3 category
Figure 6.2: Normalisation scale factors of Z+jets background as a function of mbb in nb = 2 and
nb ≥ 3 categories after several stages of selections including the mbb window. Statistical uncertainties
from the data and systematic uncertainties that are due to the finite number of simulated events are
considered.
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6.2.1 Backgound modelling
The distributions of the Z+jets simulated events have been studied for possible systematic effects.
In particular, the discrepancy between the data and simulation has been corrected for the following
variables: The pT of the Z boson, denoted by pZT ; the mbb distribution and the
√
Σp2T/m``bb distri-
bution. The new control region, nb = 1 control region, have been used to perform comparisons of
the simulation against data. Corrections to the simulation have been derived from the nb = 1 control
region and parameterised using the variables shown in Table 6.7.
Variable Region to derive the correction Region where the correction is applied
pZT nb = 1 control region nb = 2 category√
Σp2T/m``bb nb = 1 control region nb = 2 category
mbb nb = 1 control region nb = 2 & nb ≥ 3 category
Table 6.7: Summary of the corrections used in this search.
Half the size of the correction is applied as an uncertainty in the nb = 2 category, while full size
of the correction in the nb ≥ 3 category is considered as the associated uncertainty. This is because
the origin of events is similar in nb = 1 control region and nb = 2 category. Therefore, the associated
uncertainty in the nb = 2 category can be reduced by using the nb = 1 control region as a handle.
However, due to the different origin of events between the nb = 1 control region and nb ≥ 3 category,
a conservative approach has been considered and hence a larger uncertainty has been assigned in this
category.
Figure 6.3 shows the shape of the distributions for Z+jets in data versus the simulation in various
regions used in this search as a function of pZT ,
√
Σp2T/m``bb, and, mbb. The shape of the Z+jets
events in data is estimated by taking the data in the regions after subtracting contributions from non-
Z+jets backgrounds using simulation. While subtracting the contribution from tt, the corresponding
scale factor as shown in Table 6.4 has been applied. The shape difference between the data and the
simulation is expressed as bin-by-bin correction factors that are shown in Figure 6.3. In Figure 6.3(a)
and (b), only the shape of the distribution from nb = 1 and nb = 2 categories have been shown.
Figure 6.3(c) also show the distribution from nb ≥ 3 category.




Figure 6.3: The comparison of the shape of the distributions for Z+jets in data versus the simulation
in various regions used in this search as a function of pZT (a),
√
Σp2T/m``bb variable (b), and, mbb (c).
Statistical uncertainties from the data and systematic uncertainties that are due to the finite number of
simulated events are considered.
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The shape correction for pZT
It is well known that the pT of the Z boson for the simulated Z+jets is modelled inaccurately in the
generator, for example it has been observed in Ref. [24]. In the search described in Chapter 5, a
systematic uncertainty on the pZT was estimated by parameterizing the data-simulation differences in
an early selection stage. Here, a correction is derived using the nb = 1 control region. Subsequently,
the correction is validated in two regions of the nb = 2 category: The low and high mbb regions, which
contains the events for which the mbb mass is smaller than the lower edge of the lowest mH window
and higher than the higher edge of the highest mH window, respectively. A systematic uncertainty
is derived by fitting the shape distribution in nb = 1 control region to a linear function, then half of
the value of this function is taken as the systematic uncertainty of the correction. Eventually, the
following empeirical function is used to estimate the uncertainty associated with the pZT correction:
f (pZT ) =
0.0725+(-0.0009 · p
V
T [GeV]), for p
V
T < 190 GeV
-0.1006, for pVT ≥ 190 GeV .
Figures 6.4(a) and 6.4(b) show the pZT distributions before the correction in nb = 1 and nb = 2
categories, respectively. A validation has been preformed in the nb = 2 category using regions with
mbb < 130 GeV and mbb > 700 GeV that are not considered in the signal regions. The pZT distribution
for these validation regions are shown in Figure 6.4(c) and 6.4(d). The corrected pZT distribution in
nb = 1 and nb = 2 categories is shown in Figure 6.4(e) and 6.4(f), respectively.
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(a) nb = 1, no pZT correction (b) nb = 2, no p
Z
T correction
(c) nb = 2 category with mbb < 130 GeV,
pZT corrected
(d) nb = 2 category with mbb > 700 GeV,
pZT corrected
(e) nb = 1, pZT corrected (f) nb = 2, p
Z
T corrected
Figure 6.4: The pZT distribution before the p
Z
T correction in the (a) nb = 1 and (b) nb = 2 categories.
Distribution with correction applied in the nb = 2 category with (c) mbb < 130 GeV and for (d)
mbb > 700 GeV. The pZT distribution after p
Z
T correction applied in the (e) nb = 1 and (f) nb = 2
categories. For the background simulated samples, color code shown in Figure 3.5 has been used. At
the bottom panel, the filled area represent the statistical uncertainties, while the blue line shows the
combined uncertainty from statistical and shape uncertainties. The total uncertainty which combines
statistical and systematic uncertainties are also shown as a red line.
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The shape correction for
√
Σp2T/m``bb
A discrepancy in the shape of
√
Σp2T/m``bb distribution has been found in this search. There were
some hints of such discrepancy which were much less significant in the 36 fb−1 analysis as shown
in Figure 5.2(a). Several potential sources of this mismodelling were investigated, including the
angular distance between the closest (b-)jet to the Z boson system, which is known to be modelled
inadequately. Alternative variables were investigated, which are expected to be modelled better, such
as replacing the denominator of the
√
Σp2T/m``bb variable with any jet and not only the b-jets of
the events. Also, a study preformed that the
√
Σp2T/m``bb variable is modelling better by replacing
the Sherpa with the Madgraph5 generator. However, MadGraph5 generator is not suitable for events
with high jet multiplicity, which is important for this search. Eventually, these studies show that
there is a residual uncertainty that related to the Z boson recoil pT with respect to different jets that
cannot be simply corrected by deriving a correction factor for some other variable such as the pZT
correction. Figure 6.5(a) and 6.5(b) shows that the pZT correction cannot explain the discrepancy in
the
√
Σp2T/m``bb distribution. The discrepancy mostly affect the tail of the distribution, which only




Σp2T/m``bb correction is evaluated using the same nb = 1 control region as the p
Z
T correc-
tion. The correction is only applied on the nb = 2 category, since the distribution of this variable in
the nb ≥ 3 category does not seem to have any significant discrepancy, as shown in Figure 6.5(c). A
systematic uncertainty on the correction is derived by following the same procedure as the method de-


















Σp2T/m``bb distribution with the correction applied in both nb = 1 and nb = 2 categories are
shown in Figures 6.5(d) and 6.5(e), respectively.
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(a) nb = 1, pZT corrected (b) nb = 2, p
Z
T corrected
(c) nb ≥ 3, no correction










Σp2T/m``bb distribution with p
Z
T correction in (a) nb = 1 and (b) nb = 2 (b)
categories. Distribution without correction in (c) nb ≥ 3 category. The distributions before the√
Σp2T/m``bb variable cut in (d) nb = 1 and (e) nb = 2 categories with
√
Σp2T/m``bb variable correc-
tion derived in the nb = 1 control region. For the background simulated samples, color code shown
in Figure 3.5 has been used. At the bottom panel, the filled area represent the statistical uncertainties,
while the blue line shows the combined uncertainty from statistical and shape uncertainties. The total
uncertainty which combines statistical and systematic uncertainties are also shown as a red line.
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The shape correction for mbb
The mbb correction was introduced in order to correct the bias of the shape in the signal region with
high value mH windows. There is a slope in the mbb distribution appearing after the
√
Σp2T/m``bb
variable cut, as shown in Figure 6.6(a) and 6.6(b). The slope does not affect the tt normalisation
since the normalisation is taken by a dedicated top control region after the mbb window cut applied.
However, this will affect the normalisation of the Z+jets events since their normalisation are estimated
from the sideband regions. The normalisation is biased by the events in the region with lower mbb
since the statistics rapidly reduce as mbb increases. Eventually, the applied scale factor which was
derived before the mbb window cannot explain the difference between data and simulated events in
such low statistics region, and hence the slope appeared. Figure 6.6(a) and 6.6(b) shows the m jb





T corrections, the mbb correction is done by using the shape of
the m jb distribution from the nb = 1 category. The m jb and mbb distributions after the correction are
shown in Figure 6.6(c) and 6.6(d).
The mbb correction is applied also on the nb≥ 3 category. The only difference is that the associated
uncertainty in the nb ≥ 3 category is larger than the one in the nb = 2 category. The uncertainties used
in both nb = 2 and nb ≥ 3 categories are:
f (mbb,nb = 2) =
0.02357+(−0.00017 ·mbb), for mbb < 609 GeV−0.07996, for mbb ≥ 609 GeV
and
f (mbb,nb ≥ 3) =
0.04714+(−0.00034 ·mbb), for mbb < 609 GeV−0.15992, for mbb ≥ 609 GeV .
Figure 6.6(e) and 6.6(f) shows the mbb distribution in the nb ≥ 3 category before and after the correc-
tion, respectively.
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(a) nb = 1,
√
Σp2T/m``bb corrected (b) nb = 2,
√
Σp2T/m``bb corrected
(c) nb = 1, m jb corrected (d) nb = 2, mbb corrected
(e) nb ≥ 3, no mbb correction (f) nb ≥ 3, mbb corrected
Figure 6.6: The m jb and mbb distributions after the
√
Σp2T/m``bb cut in different categories. (a)
The m jb distributions in nb = 1 control region with
√
Σp2T/m``bb correction applied. (b) The mbb
distributions in nb = 2 category with
√
Σp2T/m``bb correction applied. (c) The m jb distributions in
nb = 1 control region with m jb correction applied. (d) The mbb distributions in nb = 2 category with
mbb correction applied. (e) The mbb distributions in nb ≥ 3 category without mbb correction applied.
(f) The mbb distributions in nb≥ 3 category with mbb correction applied. For the background simulated
samples, colour code shown in Figure 3.5 has been used. At the bottom panel, the filled area represent
the statistical uncertainties, while the blue line shows the combined uncertainty from statistical and
shape uncertainties. The total uncertainty which combines statistical and systematic uncertainties are
also shown as a red line.
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The nb = 1 control region
As shown in Table 6.7, all the corrections are derived from the corresponding distribution in the nb = 1
control region. It is important to examine the properties, for instance the signal contentment and the
agreement between data and simulated backgrounds after the m jb window, in the nb = 1 control
region. Table 6.8 shows the signal acceptance in the nb = 1 control region, and Figure 6.7 shows the
m`` jb distribution after the m jb window, which is defined as: 0.85×mH − 20 GeV < m jb < mH +
20 GeV, in the nb = 1 control region. All the corrections along with their systematic uncertainties are
used, the agreement within the systematic uncertainties is good. Comparing the signal acceptance in
Table 6.8 and 6.1, the signal acceptances are very similar. However, Table 6.5 and 6.6 shows that the
backgrounds are 7 times larger in the nb = 1 control region, and therefore it is safe to be used as a
control region.
(a) m`` jb, passed mH = 200 GeV window (b) m`` jb with mass scaling, passed mH = 200 GeV win-
dow
Figure 6.7: The m`` jb distribution (a) without and (b) with the mass scaling in the signal regions after
the
√
Σp2T/m``bb cut and the m jb window in the nb = 1 control region. All correction described in this
section has been applied with their systematic uncertainties. For the background simulated samples,
color code shown in Figure 3.5 has been used. At the bottom panel, the filled area represent the
statistical uncertainties, while the blue line shows the combined uncertainty from statistical and shape
uncertainties. The total uncertainty which combines statistical and systematic uncertainties are also
shown as a red line.







Σp2T/m``bb m jb windows
230 130 0.09117 ± 0.00054 0.07082 ± 0.00048 0.04113 ± 0.00037
250 130 0.11027 ± 0.00060 0.08458 ± 0.00053 0.04707 ± 0.00040
300 130 0.13822 ± 0.00075 0.10178 ± 0.00064 0.05093 ± 0.00045
300 200 0.10431 ± 0.00059 0.08247 ± 0.00053 0.04083 ± 0.00037
350 250 0.10673 ± 0.00060 0.08508 ± 0.00054 0.04001 ± 0.00037
400 130 0.16256 ± 0.00076 0.11905 ± 0.00065 0.05569 ± 0.00045
500 130 0.17124 ± 0.00079 0.12495 ± 0.00068 0.05962 ± 0.00047
500 200 0.16575 ± 0.00078 0.12633 ± 0.00068 0.05845 ± 0.00046
500 300 0.15219 ± 0.00074 0.12056 ± 0.00066 0.05326 ± 0.00044
500 400 0.10939 ± 0.00062 0.08908 ± 0.00056 0.04072 ± 0.00038
700 130 0.17437 ± 0.00081 0.12725 ± 0.00069 0.06710 ± 0.00050
700 200 0.17511 ± 0.00081 0.13047 ± 0.00070 0.06305 ± 0.00049
700 300 0.17288 ± 0.00081 0.13423 ± 0.00071 0.05997 ± 0.00047
700 400 0.16145 ± 0.00078 0.13044 ± 0.00070 0.05658 ± 0.00046







Σp2T/m``bb m jb windows
230 130 0.0789 ± 0.0011 0.05746 ± 0.00094 0.03951 ± 0.00079
300 200 0.0877 ± 0.0012 0.0667 ± 0.0010 0.03512 ± 0.00077
400 200 0.1050 ± 0.0013 0.0792 ± 0.0012 0.03913 ± 0.00082
500 130 0.1170 ± 0.0015 0.0844 ± 0.0012 0.04185 ± 0.00088
500 300 0.0995 ± 0.0016 0.0776 ± 0.0012 0.03409 ± 0.00080
500 400 0.0833 ± 0.0012 0.0648 ± 0.0011 0.02950 ± 0.00072
700 200 0.1129 ± 0.0015 0.0832 ± 0.0013 0.04159 ± 0.00088
700 300 0.1092 ± 0.0014 0.0841 ± 0.0013 0.03847 ± 0.00085
700 400 0.1043 ± 0.0014 0.0829 ± 0.0012 0.03485 ± 0.00081
700 500 0.0958 ± 0.0013 0.0780 ± 0.0012 0.03450 ± 0.00078
Table 6.8: Signal acceptance before and after the
√
Σp2T/m``bb cut; and after the m jb windows in
nb = 1 control region. Only some of the signal samples are shown in this table. Only uncertainties
due to the finite number of generated events in the simulated samples are considered.
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6.3 Statistical Analysis
The statistical analysis is conducted based on the statistical framework as described in Section 5.6.
The likelihood function, the definition and the application of the scale factors considered in this search
is exactly the same as the one mentioned in Section 5.6. Table 6.9 shows some examples of the scale
factors for Z+jets and tt backgrounds in different signal regions. The Z+jets scale factors are derived
from the Z+jets sideband region, while the tt scale factors are derived from the tt control region.
The detailed event selection and the definitions of the signal and control regions are described in
Section 5.1. Compare to Table 5.7, the agreement of the scale factors in the corresponding regions
between the searches is very well.
nb = 2 category nb ≥ 3 category
mH [GeV] for signal region Z + jets tt̄ Z + jets tt̄
130 1.216±0.009 0.996±0.010 1.43±0.05 1.46±0.06
350 1.199±0.031 0.905±0.018 1.58±0.13 1.41±0.11
500 1.18±0.06 0.92±0.05 1.27±0.23 1.15±0.20
700 1.307±0.098 0.99±0.11 0.79±0.27 1.35±0.35
Table 6.9: The Z+jets and tt scale factors used in the fit with respected to different mH hypothesis of
signal region. Scale factors are estimated in the Z+jets sideband region and tt control region.
The effect of systematic uncertainties on the search is studied using the signal-strength parameter
µ for hypothesised signal production. As mentioned in Section 6.2.1, the systematic uncertainties
associated with the corrections are considered as the new source of shape systematic uncertainties
within the “Bkg. model.” group. Table 6.10 shows the relative uncertainties in the best-fit µ value
from the leading sources of systematic uncertainty for two example mass points of both gluon fusion
and b-associated production of a narrow-width A boson. In this table, the uncertainties are combined
into different groups and the short-hands are introduced in Section 5.6. The leading sources of sys-
tematic uncertainty are similar for other mass points studied and for larger A boson widths. For all
cases, the limited size of the simulated samples has the largest impact on the search sensitivity among
all the sources of systematic uncertainty. While systematic uncertainties and the statistical uncertainty
of the data have comparable impact at low masses, the search sensitivity is mostly determined at high
masses by the limited size of the data sample.
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gluon fusion production b-associated production
(230,130) GeV (700,200) GeV (230,130) GeV (700,200) GeV
Source ∆µ/µ [%] Source ∆µ/µ [%] Source ∆µ/µ [%] Source ∆µ/µ [%]
Data stat. 37 Data stat. 75 Data stat. 50 Data stat. 76
Total syst. 63 Total syst. 25 Total syst. 50 Total syst. 23
Sim. stat. 17 Sim. stat. 1.9 Sim. stat. 14 Sim. stat. 1.9
Sig. interp. 4.7 Sig. interp. 2.8 Sig. interp. 8.1 Sig. interp 6.4
Bkg. model. 17 Bkg. model. 11 Bkg. model. 9.5 Bkg. model. 9.5
JES/JER 19 JES/JER 11 JES/JER 9.2 JES/JER 9.0
b-tagging 2.7 b-tagging 5.4 b-tagging 4.1 b-tagging 5.1
Theory 2.6 Theory 3.3 Theory 2.2 Theory 1.8
Table 6.10: The effect of the most important sources of uncertainty group on the signal-strength
parameter at two example mass points of (mA,mH) = (230,130) GeV and (mA,mH) = (700,200)
GeV for both the gluon fusion and b-associated production of a narrow-width A boson [58].
6.4 Results
As mentioned in Section 5.7, fits in this search are also preformed under three scenarios: Consider
only the gluon fusion signal in nb = 2 category; consider the b-associated production signal in both
nb = 2 and nb≥ 3 categories; consider both gluon fusion and b-associated production signals in nb = 2
category and only the b-associated production signal in nb ≥ 3 category. First two scenarios are used
in the p-value scan and upper limit calculation across the (mA,mH) plane as shown in Figure 6.8
and 6.10, respectively. In this search, the upper limit calculated from the large width samples are also
preformed, as shown in Figure 6.11 and 6.12. The third scenario is used in the upper limit calculation
across the 2HDM parameter space as shown in Figure 6.14.
(a) gluon-gluon fusion (b) b-associated production
Figure 6.8: p-value scan from the test statistic q0 for (a) gluon-gluon fusion and (b) b-associated
production.
The largest significance excess for gluon-gluon fusion is locally 3.1σ , found at (mA,mH) = (610,
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290) GeV, which corresponding to 1.3σ after taking into account the look-elsewhere effect. For the b-
associated production, the largest excess occurs at (mA,mH) = (440,220) GeV with a local significance
of 3.1 σ , which corresponding to 1.3σ after considering the look-elsewhere effect. The m``bb spectra
corresponding to mH = 130 and 610 GeV hypothesis are shown in Figure 6.9.
(a) nb = 2 category,mH = 300 GeV (b) nb ≥ 3 category,mH = 300 GeV
(c) nb = 2 category,mH = 500 GeV (d) nb ≥ 3 category,mH = 500 GeV
Figure 6.9: Distribution of m``bb for mH = 300 GeV hypothesis in the (a) nb = 2 and (b) nb ≥ 3
categories, and for mH = 500 GeV hypothesis in the (c) nb = 2 and (d) nb ≥ 3 categories. The solid
dots in the bottom panels represent the ratio of the data to background prediction obtained from
the Maximum Likelihood Function with µ = 0. The signal distributions are presented under the
assumption of σ(A)×B(A→ ZH)×B(H→ bb) = 1 pb.
The upper limits on σ(A)×B(A→ ZH)×B(H → bb) are calculated at 95% confidence-level
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based on the CLs method which described in Section 5.6.1. Figure 6.10 shows the upper limits for
gluon-gluon fusion and b-associated production. In this figure, upper limits are calculated using the
narrow-width A bosons. The expected and observed upper limits for gluon fusion produced narrow-
width A bosons in the nb = 2 category are shown in Figures 6.10(a) and 6.10(b), respectively. For the
b-associated production of narrow-width A bosons, the expected and observed limits for the combi-
nation of the nb = 2 and nb ≥ 3 categories are shown in Figures 6.10(c) and 6.10(d), respectively. The
upper limits for gluon fusion vary from 6.2 fb for (mA,mH) = (780, 129) GeV to 380 fb for (mA,mH)
= (250, 150) GeV. This is to be compared with the corresponding expected limits of 15 fb and 240 fb
for these two signal hypotheses. For the b-associated production the upper limit varies from 6.8 fb
for (mA,mH) = (760, 220) GeV to 210 fb for (mA,mH) = (230, 130) GeV, whereas the corresponding
expected limits are 15 fb and 160 fb, respectively. Compare to the result from Section 5.7, the upper
limits for gluon fusion are improved from the range of 14-830 fb to the reange of 6.2-380 fb, while
the limits for b-associated production are improved from 26-570 fb to 6.8-210 fb. The improvement
is expected due to the increased luminosity and the improved generator modelling uncertainties of the
backgrounds in the search described in this chapter.
Upper limits are also calculated for signal assumptions with large natural widths of the A boson
in comparison with the experimental mass resolution, which is needed for the interpretation in the
context of the 2HDM. The upper limit degrades with the increasing natural width with respect to the
narrow A boson width upper limits that were discussed earlier. In particular, a gluon–gluon produced
A boson with natural width of 10% with respect to its mass degrades the upper limits on average by
a factor of approximately 3. This factor becomes approximately 4 when the natural width increases
20%. The b-associated produced A bosons have worse experimental mass resolution and the degra-
dation of the limit is on average smaller: the upper limits are degraded by a factor of about 1.9 and
2.3 for a natural width of 10% and 20%, respectively. Figure 6.13 shows the upper limits for a fixed
choice of mH = 130 GeV. In this figure, upper limit calculated using narrow-width, natural width
of 10% and 20% with respect to the A boson mass are shown for both gluon–gluon produced and
b-associated produced A bosons in 6.13(a) and 6.13(b), respectively.
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(a) (b)
(c) (d)
Figure 6.10: Upper bounds at 95% CL on the production cross-section times the branching ratio
B(A→ ZH)× B(H → bb) in pb for (a, b) gluon fusion and (c, d) b-associated production. The
expected upper limits are shown in (a) and (c) and the observed upper limits are shown in (b) and (d).
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(a) (b)
(c) (d)
Figure 6.11: Upper bounds at 95% CL on the production cross-section times the branching ratio
B(A→ ZH)×B(H→ bb) in pb for (a, b) gluon fusion and (c, d) b-associated production with natural
width of 10% with respect to the A. The expected upper limits are shown in (a) and (c) and the
observed upper limits are shown in (b) and (d).
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(a) (b)
(c) (d)
Figure 6.12: Upper bounds at 95% CL on the production cross-section times the branching ratio
B(A→ ZH)×B(H→ bb) in pb for (a, b) gluon fusion and (c, d) b-associated production with natural
width of 20% with respect to the A. The expected upper limits are shown in (a) and (c) and the
observed upper limits are shown in (b) and (d).
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(a) (b)
Figure 6.13: Observed and expected upper limits at 95% CL on the production cross section times the
branching ratio B(A→ ZH)×B(H → bb) in pb as a function of mA for a fixed choice of mH = 130
GeV. The upper limits are shown for an A boson with narrow width with respect to the experimental
mass resolution, and for a natural width of 10% and 20% with respect with its mass. The plots refer
to an A boson produced via (a) gluon fusion and (b) b-associated production.
The results with natural A boson widths that are comparable or larger with respect to the experi-
mental mass resolution are used for the interpretation of the search in the context of the CP-conserving
2HDM. The choices of the 2HDM benchmark and the methodology of calculate the cross-sections
for A boson production are the same as mentioned in Section 5.7. The interpretation of the search in
the 2HDM is performed on (mA, mH) plane, as shown in Figure 6.14. In this plot, colour shaded areas
and solid lines indicate expected and observed exclusions for various tanβ values, respectively. There
is one plot for each of the four 2HDM types. Similarly to the result from Chapter 5, the constraints
are similar for the type-I and lepton-specific 2HDM because they only differ in the lepton Yukawa
couplings. The search excludes the type-I and lepton-specific 2HDM parameter space up to mH . 350
GeV for tanβ = 1 but the sensitivity degrades for larger tanβ values: For tanβ = 10 the exclusion
is up to mH . 320 GeV and mA . 550 GeV. Type-II and flipped are dominated by b-associated pro-
duced A bosons as tanβ increases, although gluon fusion is still important for tanβ ≈ 1. Similarly to
type-I and lepton-specific, they show similar constraints because the only differ in the lepton Yukawa
couplings. The contribution due to the b-associated signal production increases the sensitivity at large
tanβ values, which excludes mH . 650 GeV for tanβ = 20. The search sensitivity degrades at lower
tanβ values, excluding up to mH . 350 GeV for tanβ = 1.
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(a) (b)
(c) (d)
Figure 6.14: Observed and expected 95% CL exclusion regions in the (mA,mH) plane for various tanβ
values for (a) type I, (b) type II, (c) lepton-specific and (d) flipped 2HDM.
In conclusion, no significant deviation from the standard model background predictions are ob-
served in the final state that is considered in this search. Considering each production process sep-
arately, upper limits are set at the 95% confidence level for σ(A)×B(A→ ZH)×B(H → bb) of
6.2–380 fb for gluon fusion and 6.8–210 fb for b-associated production of a narrow A boson for the
mass ranges 130–700 GeV of the H boson and 230–800 GeV of the A boson. Taking into account
both production processes, this search further tightens the constraints on the 2HDM parameter space
comparing to the result shown in Section 5.7, especially for low tanβ values in the high mA regions.
CHAPTER 7
Conclusion
In this thesis, searches for heavy Higgs bosons A decaying into a Z boson another heavy Higgs boson
H and is presented in the ``bb final state, using 36.1 fb−1 and 139 fb−1 of proton-proton collision
data at center-of-mass energy of
√
s = 13 TeV recorded by ATLAS detector at the LHC. Both gluon
fusion production and b-associated production of the A boson are considered. The observed data are
found to be compatible with the standard model prediction, with no significant excess observed.
No significant excess from the standard model background prediction are observed in the ZH →
``bb final state which is considered in the searches described in this thesis. Considering each pro-
duction process separately, upper limits are set on the product σ(A)×BR(A→ ZH)×BR(H → bb)
with 95% confidence-level across the (mA,mH) plane. For the search with integrated luminosity of
36.1 fb−1, the upper limits range from 14 fb to 830 fb and from 26 fb to 570 fb for the gluon fusion
production and b-associated production of a narrow-width A boson, respectively. In the search with
integrated luminosity of 139 fb−1, the upper limits range from 6.2 fb to 380 fb and from 6.8 fb to
210 fb for the gluon fusion production and b-associated production of a narrow-width A boson, re-
spectively. Taking into account both production processes, the search also tightens the constraints on
difference types of 2HDMs in the past of the parameter space with a large mass splitting between
mA and mH by taking into account both production processes. These constraints are established for
Type-I, Type-II, lepton-specific and flipped 2HDMs in the (mA,mH) plane with different tanβ values.
As the LHC physics program continues, this channel remains a smoking gun of new physics be-
yond the standard model. The Run-III operation of LHC is planned to start at the beginning of March
2022, with a goal of delivering instantaneous luminosity of about 300 fb−1 of data at the center-of-
mass energy of 14 TeV until the end of 2024. After that, the high luminosity LHC is scheduled to
come into operation at the end of 2027 with an expected total integrated luminosity of about 3000 fb−1
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in around a decade. All of these further extend the discovery potential at the LHC and improve the
sensitivity to the rare processes will provide a more complete picture of the elementary particles. For
the A→ ZH searches, the constraints on the 2HDM phase space will be further tightened by analyse
the data collected from these high luminosity machines. Also, they provide an opportunity to search
for some rare processes such as t-associated production or searches away from the weak decoupling
limit, for example ZH→ ``WW/ZZ/hh final states. This channel remains a viable option for search-
ing new physics beyond the Standard Model in the upcoming high luminosity era of particle physics.
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APPENDIX A
Additional plots for Calibration of Light Flavour
Jet b-tagging Efficiency in ATLAS
In this appendix, additional figures for Chapter 4 with different MV2c10 working points are shown.
Figure A.1 shows the calibrated light jet mis-tag efficiency with respected to σMC(d0) and σMC(z0).
Figure A.2 shows the combined calibration scale factors with its components, distribution in both
calorimeter jets and particle flow jets are shown. The combined calibration scale factors with com-
ponents of systematic uncertainties are shown in figure A.3 for distribution in both calorimeter jets
and particle flow jets. The combined calibration scale factors with total systematic uncertainties are
shown in figure A.4 for distribution in both calorimeter jets and particle flow jets. Lastly, the com-
bined calibration scale factors from adjusted simulation and negative-tag method for both calorimeter
jets and particle flow jets are shown in figure A.5.
Additional plots for Calibration of Light Flavour Jet b-tagging Efficiency in ATLAS 153
(a) Calibration on d0 with MV2c10 85% work-
ing point
(b) Calibration on z0 with MV2c10 85% work-
ing point
(c) Calibration on d0 with MV2c10 77% work-
ing point
(d) Calibration on z0 with MV2c10 77% work-
ing point
(e) Calibration on d0 with MV2c10 60% work-
ing point
(f) Calibration on z0 with MV2c10 60% working
point
Figure A.1: The calibrated light jet mis-tag efficiency with respected to σMC(d0) and σMC(z0). Dis-
tribution with MV2c10 85%, 77% and 60% working points are shown.
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(a) Calorimeter jets with MV2c10 85% working
point
(b) Particle flow jets with MV2c10 85% working
point
(c) Calorimeter jets with MV2c10 77% working
point
(d) Particle flow jets with MV2c10 77% working
point
(e) Calorimeter jets with MV2c10 60% working
point
(f) Particle flow jets with MV2c10 60% working
point
Figure A.2: The combined calibration scale factor with its components as mentioned in Eq. 4.7.
Distributions in both calorimeter and particle flow jets with MV2c10 85%, 77% and 60% working
points are shown.
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(a) Calorimeter jets with MV2c10 85% working
point
(b) Particle flow jets with MV2c10 85% working
point
(c) Calorimeter jets with MV2c10 77% working
point
(d) Particle flow jets with MV2c10 77% working
point
(e) Calorimeter jets with MV2c10 60% working
point
(f) Particle flow jets with MV2c10 60% working
point
Figure A.3: The combined calibration scale factor with components of systematic uncertainties. Dis-
tributions of calorimeter and particle flow jets with MV2c10 85%, 77% and 60% working points are
shown.
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(a) MV2c10 85% working point (b) MV2c10 77% working point
(c) MV2c10 60% working point
Figure A.4: The combined calibration scale factor for calorimeter and particle flow jets with total sys-
tematic uncertainties. The difference between the calibration scale factor for calorimeter and particle
flow jets are shown in the bottom panel. Distributions with MV2c10 85%, 77% and 60% working
points are shown.
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(a) Calorimeter jets with MV2c10 85% working
point
(b) Particle flow jets with MV2c10 85% working
point
(c) Calorimeter jets with MV2c10 77% working
point
(d) Particle flow jets with MV2c10 77% working
point
(e) Calorimeter jets with MV2c10 60% working
point
(f) Particle flow jets with MV2c10 60% working
point
Figure A.5: The light jet calibration scale factors from adjusted simulation and negative-tag method
for calorimeter and particle flow jets. The difference between the results of two methods is shown in
the bottom panel. Distributions with MV2c10 85%, 77% and 60% working points are shown.
APPENDIX B
Additional plots for Search for A→ ZH→ ``bb
with 36 fb−1
Additional plots for Chapter 5 are shown in this appendix. Figure B.1 shows the EmissT significance
and the EmissT distribution after the E
miss
T significance cut for the events that contain at least 3 b-
jets and at least 2 jets. Figure B.2 shows the
√
Σp2T/m``bb distribution and the m``bb distribution
after the
√
Σp2T/m``bb cut in nb ≥ 3 category. Figure B.3 shows the m``bb distribution in the signal
regions after the
√
Σp2T/m``bb cut and the mbb window in the nb ≥ 3 category. Figure B.4 shows the
mbb, m``bb distributions before the
√
Σp2T/m``bb > 0.4 cut and the m``bb with mass scaling for the
top control region in the nb ≥ 3 category. Figure B.5 shows the mbb, m``bb distributions before the√
Σp2T/m``bb > 0.4 cut and the m``bb distribution with mass scaling in the nb ≥ 3 category.
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Figure B.1: The (a) EmissT significance and the (b) E
miss
T distribution after the E
miss
T significance cut.
Only events that contain at least 3 b-jets and at least 2 jets, with only the statistical uncertainty shown.
For the background simulated samples, color code shown in figure 3.5 has been used. At the bottom
panel, the filled area represents the statistical uncertainties, while the blue line shows the combined
uncertainty from statistical and shape uncertainties.
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(a)
√
Σp2T/m``bb (b) m``bb after
√
Σp2T/m``bb cut
Figure B.2: The (a)
√
Σp2T/m``bb distribution and the (b) m``bb distribution after the
√
Σp2T/m``bb cut.
Only events in nb ≥ 3 category are shown. For the background simulated samples, color code shown
in Figure 3.5 has been used. At the bottom panel, the filled area represents the statistical uncertainties,
while the blue line shows the combined uncertainty from statistical and shape uncertainties. The total
uncertainty which combines statistical and systematic uncertainties is also shown as a red line.
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(a) m``bb, passed mH = 200 GeV window (b) m``bb with mass scaling, passed mH = 200 GeV win-
dow
Figure B.3: The m``bb distribution (a) without and (b) with the mass scaling in the signal regions
after the
√
Σp2T/m``bb cut and the mbb window in the nb ≥ 3 category. For the background simulated
samples, color code shown in Figure 3.5 has been used. At the bottom panel, the filled area represents
the statistical uncertainties, while the blue line shows the combined uncertainty from statistical and
shape uncertainties. The total uncertainty which combines statistical and systematic uncertainties is
also shown as a red line.
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(a) mbb (b) m``bb
(c) m``bb with mass scaling, passed mH = 400 GeV win-
dow
Figure B.4: The (a) mbb, (b) m``bb distributions before the
√
Σp2T/m``bb > 0.4 cut and the (c) m``bb
with mass scaling for the top control region in the nb ≥ 3 category. For the background simulated
samples, color code shown in Figure 3.5 has been used. At the bottom panel, the filled area represents
the statistical uncertainties, while the blue line shows the combined uncertainty from statistical and
shape uncertainties. The total uncertainty which combines statistical and systematic uncertainties is
also shown as a red line.
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(a) mbb (b) m``bb
(c) m``bb with mass scaling, passed mH = 400 GeV win-
dow
Figure B.5: The (a) mbb, (b) m``bb distributions before the
√
Σp2T/m``bb > 0.4 cut and the (c) m``bb
distribution with mass scaling in the nb ≥ 3 category. Both tt and Z+jets scale factors are applied. For
the background simulated samples, the color code shown in Figure 3.5 has been used. At the bottom
panel, the filled area represents the statistical uncertainties, while the blue line shows the combined
uncertainty from statistical and shape uncertainties. The total uncertainty which combines statistical
and systematic uncertainties is also shown as a red line.
APPENDIX C
Additional plots for Search for A→ ZH→ ``bb
with 139 fb−1
Additional plots for Chapter 5 are shown in this appendix. Figure C.1 shows the m`` jb distribution in
different selection stage in the nb = 1 control region. Figure C.2 shows the m``bb distribution in the
nb = 2 category. The
√
Σp2T/m``bb distribution, mbb distribution and the meµbb distribution in the top
control region for the nb = 2 category are shown in figure C.3. Figure C.4 shows the m``bb distribution
in the nb ≥ 3 category. The
√
Σp2T/m``bb distribution, mbb distribution and the meµbb distribution in
the top control region for the nb ≥ 3 category are shown in figure C.5.
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(a)
√
Σp2T/m``bb corrected (b) m jb corrected
(c) mH = 300 GeV window (d) mH = 300 GeV window, mass scaling
applied
(e) mH = 500 GeV window (f) mH = 500 GeV window, mass scaling
applied
Figure C.1: The m`` jb distribution with (a)
√
Σp2T/m``bb correction and (b) m jb correction after the√
Σp2T/m``bb cut in the nb = 1 control region. m`` jb distribution with and without mass scaling in the
signal regions are also shown. At the bottom panel, the filled area represent the statistical uncertain-
ties, while the blue line shows the combined uncertainty from statistical and shape uncertainties. The
total uncertainty which combines statistical and systematic uncertainties are also shown as a red line.
166 Search for A→ ZH→ ``bb with the ATLAS Detector
(a)
√
Σp2T/m``bb corrected (b) mbb corrected
(c) mH = 300 GeV window (d) mH = 300 GeV window, mass scaling
applied
(e) mH = 500 GeV window (f) mH = 500 GeV window, mass scaling
applied
Figure C.2: The m``bb distribution with (a)
√
Σp2T/m``bb correction and (b) mbb correction after the√
Σp2T/m``bb cut in the nb = 2 category. m``bb distribution with and without mass scaling in the signal
regions are also shown. At the bottom panel, the filled area represent the statistical uncertainties,
while the blue line shows the combined uncertainty from statistical and shape uncertainties. The total
uncertainty which combines statistical and systematic uncertainties are also shown as a red line.
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(a) before
√





Σp2T/m``bb cut (d) after
√
Σp2T/m``bb cut
(e) mH = 200 GeV window (f) mH = 200 GeV window, mass scaling
applied
Figure C.3: The (a)
√
Σp2T/m``bb distribution and (b) the meµbb distribution before the
√
Σp2T/m``bb
cut, the (c) mbb distribution and (d) the meµbb distribution after the
√
Σp2T/m``bb cut in the top control
region of the nb = 2 category. The meµbb distribution with mbb window in the top control region of the
nb = 2 category also shown. At the bottom panel, the filled area represent the statistical uncertainties,
while the blue line shows the combined uncertainty from statistical and shape uncertainties. The total
uncertainty which combines statistical and systematic uncertainties are also shown as a red line.
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(a) no correction (b) mbb corrected
(c) mH = 300 GeV window (d) mH = 300 GeV window, mass scaling
applied
(e) mH = 500 GeV window (f) mH = 500 GeV window, mass scaling
applied
Figure C.4: The m``bb distribution (a) without and (b) with the mbb correction after the
√
Σp2T/m``bb
cut in the nb ≥ 3 category. m``bb distribution with and without mass scaling in the signal regions are
also shown. At the bottom panel, the filled area represent the statistical uncertainties, while the blue
line shows the combined uncertainty from statistical and shape uncertainties. The total uncertainty
which combines statistical and systematic uncertainties are also shown as a red line.
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(a) before
√





Σp2T/m``bb cut (d) after
√
Σp2T/m``bb cut
(e) mH = 200 GeV window (f) mH = 200 GeV window, mass scaling
applied
Figure C.5: The (a)
√
Σp2T/m``bb distribution and (b) the meµbb distribution before the
√
Σp2T/m``bb
cut, the (c) mbb distribution and (d) the meµbb distribution after the
√
Σp2T/m``bb cut in the top control
region of the nb ≥ 3 category. The meµbb distribution with mbb window in the top control region of the
nb ≥ 3 category also shown. At the bottom panel, the filled area represent the statistical uncertainties,
while the blue line shows the combined uncertainty from statistical and shape uncertainties. The total
uncertainty which combines statistical and systematic uncertainties are also shown as a red line.
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