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FIGURE 1
The potential is shown to be asymmetric in the horizontal direction in the page, whereas
the vertical direction denotes the switching between this and a ﬂat potential in which a
particle is free to diffuse in a random fashion. The dotted lines indicate that the potential is
set to zero. This switching between two potentials neither of which has a net directional
bias gives rise to a biased random walk of a particle localised at the bottom of the
potential well in the lowest ﬁgure. The location is tracked by the histograms in the ﬁgure.
Time progresses from bottom to top.
It is important to point out why such a combination of determinism
and stochasticity is a relevant system to consider as a potential source
of computational inspiration. In a conventional computer, resources are
consumed in carrying instructions to the central processing unit as well
as in executing the algorithm. In the machinery of the cell, the genetic
apparatus is responsible for transcription and translation of proteins which
undertake much of the cellular activities. While some signalling is performed
without any net transport of matter, there is substantial bulk transportation
undertaken in the cell which exploits the cytoskeleton. The ratchet principle
has been used to explain, with varying degrees of consensus, the different
motions required for transport as well as for the transcription from DNA
via the enzymatic motor RNA polymerase. Not only is there evidence
that the cell seems to make use of the noise and non-inertial dissipative
effects of the cellular environment, the diffusive “backtracking” of RNA
polymerase in the Brownian ratchet phase of its transcription elongation
steps [5, 1] is tied into the repair of transcription errors.
In the Figure 1 below, the lowest sketch shows a particle localised at one of
the minima of the asymmetric potential (for any V(−x)  = V(x + a) ∀a ∈ R,
where x denotes spatial location and a is a ﬁxed arbitrary offset). In the
next depicted time step, this potential is switched off (dotted sketch of the
potential) and the particle is then free to diffuse and the histogram shows
the likelihood of the distance travelled by the particle until the asymmetric
potential is switched back on, whereby the particle slides down the potential
gradient to the nearest local minimum.
In view of the heights of the histograms in the top sketch, we can
view the Brownian ratchet as a device for generating a biased randomIJUC-S˜1 International Journal of Unconventional Computing November 30, 2006 15:30
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where ξt is a white noise process,
 ξt =0,  ξtξt  =δ(t − t ), (12)
to [E+]0 in eq. 11 we end up with a Langevin equation [20], where a
ﬂuctuating term of the form
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ξt. (13)
is added to the right hand side of eq. 11. This leads to a Fokker-Planck
equation for the probability distribution of the concentrations [X] (see [23]):
∂tP([X],t) = ∂[X]

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∂[X](D([X])P([X],t))
	
, (14)
with “drift term” a([X]) given by the kinetic rate terms in eq. 11 and an
effective “diffusion constant” (obtained via a ﬂuctuation-dissipation relation
calculated from  d[X]td[X] 
t ) given by
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At steady state, the probability distribution is obtained by multiplying with
the integrating factor for the ﬁrst order differential equation which follows
from the stationarity condition ∂tP([X],t) = 0:
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For the “zero current” case, the constant on the right hand side is 0, and
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We omit the details here, referring the reader to ([23]). Setting the derivative
of the stationary distribution to 0 gives the equation for the isocline:
a([X]) −
1
2
∂[X]D([X]) = 0.
Upon inserting for a([X]) and D([X]) the expressions in eq. 11 and eq. 15,
we get
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which turns out to be quartic in [X] (see ref. [20]). This yields the possibility
of multiple stable responses [X∗] to the same [E+].IJUC-S˜1 International Journal of Unconventional Computing November 30, 2006 15:30
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