Abstract: Path planning is one of the critical issues in mobile robot applications. Traditional methods for path planning in unknown dynamic environment generally plan one step rather than multiple controlling steps. This paper proposes an approach with multiple controlling steps which integrates receding horizon control (RHC) for mobile robot path planning in which the obstacle avoidance problem is converted into mathematic constraint. Besides, the distance from target to robot is optimized through involving a quadratic cost function. Finally, a quadratic constrained quadratic programming (QCQP) is generated, from which a sequence including multiple control steps is easily obtained. Based on the proposed approach, simulations are demonstrated to verify the effectiveness of the novel method.
INTRODUCTION
Path planning in dynamic environment is one of the most challenging issues for autonomous vehicle. Traditionally, path planning problem is defined as: given a vehicle A and a target G that are moving, planning a trajectory enables the vehicle to catch the target and satisfies some specified constrains while avoiding obstacle O. Also, each of the obstacles can be either mobile or immobile in the environment during the planning procedure. All the waypoints of the vehicle should be available so as the constraints of the vehicle, including the kinematics and dynamics constraints would be satisfied. Besides, the path needs to consider some optimal criterion, such as the shortest travelled distance, the minimum consumed time or energy. The traditional methods in this field have achieved some applications in static environments [1] [2] . However, the robot has to plan in real-time once it keeps in dynamic environment where the target and the obstacles are moving. This poses a great challenge when planning in unknown dynamic environment.
In order to solve this problem, many methods have been proposed in past decades. One of these methods is mixed integer linear programming (MILP). It calculates the trajectory points with collision-avoiding constraints [3] [4] . By introducing binary variables and linearization technique, MILP computes the actions that will be taken by vehicle in the next step. However, MILP only supplies the next step actions instead of multiple steps. In order to improve the planning performance, receding horizon control (RHC) has been used in path planning [5] [6] [7] [8] [9] [10] [11] [12] . After that, some linear constraints in future time can be added in MILP [7] and then a solution sequence can be derived. This method shows the feasibility in static environment [8] .
An important condition in the above MILP method is the linearization of all the constraints which are built on many assumptions [13] . However, the kinematic and dynamic of a real robot are definitely nonlinear. So, the MILP solution is ready to be much conservative even no solution. To solve this problem, this paper focuses on the relaxation of the linear constraints by introducing the quadratic constrained quadratic programming (QCQP). In this new method, it is unnecessary to linearize the kinematic or the dynamic function but reserve the original quadratic cost functions. Finally, a QCQP model is built on the receding horizon control framework. This method has potential application in variable control, such as autonomous vehicle control [14] . This paper is arranged as follows. Section II introduces some assumptions and the state equations of the robot. The QCQP model is established in Section III which mainly investigates how to acquire the constraints in the receding horizon framework. Some simulations are demonstrated in Section IV. A brief conclusion is drawn in Section V.
STATE EQUATIONS OF THE MOBILE

ROBOT
Some Assumptions and Nomenclatures
This method will plan the accelerations of the mobile robot, a=(a x , a y ), which is supposed moving on a 2-D plane. We assume that the current position and velocity of the robot are known by means of sensors. In the following expressions, the subscript A denotes the robot, O the obstacles, and G the target. The control period is described by τ. 
Relative velocity from the vehicle to the obstacle:
Relative position from the vehicle to the target:
relative velocity from the vehicle to the target:
The real-time velocity and position of the target and all the obstacles can be detected or estimated. No uncertainties are considered in this study. We make this assumption throughout the paper as in [15] . Moreover, the vehicles are assumed to be equipped with accurate waypoint controllers that exactly tracks the desire trajectories. 
State Equations of the Mobile Robot
We here consider the mobile robot which moves in two dimensions as shown in Figure 1 . The state equations are easily obtained when consider the control period τ.
, the above state equations can be rewritten as
where, ...
The relative position and velocity from the robot to the target are
, respectively . Similarly, the relative position from the robot the obstacles can be described as
RECEDING HORIZON CONTROL OF THE PATH PLANNING
Objective Function -Minimized Pursuing Distance.
The final goal of the robot is to catch the moving target. At the terminal time K, the path planning objective is to minimize the relative distance from the robot to the target. This is shown in Eq (3).
subjecting to
where k=1, 2, …, K. We now can summary the optimization of the path planning problem. By adjusting the accelerations of the robot in each interval, the relative distance from the robot to the target is minimized in every iterative procedure. Finally, a classical quadratic programming is derived.
Constraints -Collision Avoiding
In order to avoid an obstacle, the relative distance from the robot to the obstacle mass point should be larger than its radius, R Oi . This can be expressed as
The left of Eq. (4) represents the relative distance from the robot to the ith obstacle at time step k.
Constraints -Dynamic and Kinematic
The acceleration of the robot at any time should be in its bounds. That is
where, k=1, 2, …, K. max a is an estimated bounds, i.e., the maximum of the acceleration. Similarly, the velocity sequence should satisfies this kind constraint. 2 2 max 2 V k ≤ Vs (6) where, V max is a constant, the maximum speed of the robot.
Modeling the Path Planning Problem -QCQP
The horizon width, denoted by K, is predefined here for path planning with receding horizon control. Then, at each time step k, the robot accelerations, the control variables, should be calculated which include a sequence, a 0 , a 1 , …,  a K-1 . k =0, 1, . .., K-1. Robot states corresponding to these control variables are described as s 1 , s 2 , …, s K . The initial state is denoted by s 0 . These variables compose a group of candidate solutions for this path planning problem which aims to minimize the relative distance from the robot to the target at any time step. Consequently, the constraints, including Eq (4), (5) and (6), will be expanded to k=0, 1, …, K-1.
According to RHC principle, only the first element of the control sequence, a 0 , will be picked out as the real input for robot while ignoring other K-1 elements. When robot reaches next interval, another control sequence will be calculated by solving the QCQP model again. Just like the above treatment, only the first element will be used. i) In order to solve the model, this study treats the state sequence equally with the control sequence, then yielding an augmented variable matrix denoted by x in Eq. (7).
( )
It is easy to find that, as vectors embedded in x, (x 4k-3 x 4k-2 )
T denotes the robot position at time step k and (x 4k-1 x 4k ) T denotes the robot velocity. k=1,2,…,K. From Eq (4), the collision avoiding constraints at interval k can be reformulated as the following. 
ii) Similarly, Eq (4) and (5) can be rewritten as iv) Quadratic objective function sums the costs at all time steps. 
SIMULATIONS
We solve the QCQP model by using fmincon under MATLAB 2010a. In these simulations, three circular obstacles are aligned on vehicle's way to the target place. Both static and dynamic environment are considered for verifying effectiveness of this approach.
Simulation in Static Environment
In the simulation of this section, robot parameters are listed in Table 1 , such as the bounds of velocity and acceleration, control period and the horizon width. All the initial positions and the radiuses of obstacles and the target are listed in Table 2 . At the beginning of the simulation, the robot A moves to the target T with zero initial velocity. Because the obstacles are just on the way to the target, the vehicle has to move around one of them and get to the target. Figure 2 shows the corresponding velocity curve during the path planning. The final trajectories are shown in Figure 3 . The horizon width in Table 1 denotes that there are 30 continuous control variables are computed at each time step planning. From Figure 3 and Figure 2 , the vehicle begins to evade the obstacle (ob2) to its right obviously at about time step 54 (21.6 s). After the avoidance, the robot continues moving to the target by adjusting its velocity direction. The whole planning process lasts 139 intervals (55.6 s) and a distance of 5018.8 cm has been traveled. This simulation demonstrates that the receding horizon control enables the robot successfully planning in static environment as well as achieving a feasible trajectory that satisfies itself dynamic and kinematic. 
Simulation in Dynamic Environment
In this subsection, the parameters used in the simulation are the same as those in static environment (Table 1 and Table   2 ) except the initial velocities of the obstacles and the target. We list these modified initial velocities in Table 3 . In this simulation, all the obstacles and the target are assumed to follow linear trajectories with constant velocity (initial velocity). The horizon width K is 6. During the process, the largest obstacle (ob2) is definitely on the way for pursuing the target. Consequently, the robot has to move around the obstacle so as to catch the moving target. Figure  4 shows the velocity curve of the robot. The whole pursuing process consumed 140 intervals (56 s) and the distance traveled is about 5108.8 cm, slightly longer than that in static environment. This simulation demonstrates that the receding horizon control framework makes the mobile robot able to track the moving target in a sub-optimal manner. Meanwhile, the robot guarantees to avoid any possible collisions. The avoiding happens about at time step 50 to 100 (20 s to 40 s) according to 
CONCLUSIONS
In this paper, we propose a QCQP method for mobile robot path planning in complex environment. Based on receding horizon control framework, this method calculates a sequence for the robot controlling in each interval. No matter static or dynamic environment, this method enables the robot to avoid any potential collisions as well as pursue and catch the target. By using the receding horizon control, the environment changes became certain predictability, which reduces planning blindness and improves planning efficiency and success rate. In addition, horizon width can be adjusted adaptively online according to environment complex. It can be reduced to increase the efficiency when the robot locates in relative safety scenarios. On the other hand, the robot is expected to increase the horizon width to improve the predictability of future environmental planning accuracy. Several simulations show the effectiveness of this new method.
