Linial and Radhakrishnan introduced the following problem. A pair (a, c) with a ∈ R n and c ∈ R defines the hyperplane {x :
Introduction
A hyperplane in n dimensions is an (n − 1)-dimensional affine subspace. We represent this by the pair (a, c) with a ∈ R n and c ∈ R, where the set of points in the hyperplane is {x : a · x := i a i x i = c}. A set of hyperplanes H covers a set S ⊂ R n if every x ∈ S is contained in some hyperplane (a, c) ∈ H. Various covering problems have been considered before. For example, Alon and Füredi [2] proved that the minimum number of hyperplanes required to cover the set {0, 1} n \ {(0, . . . , 0)}, with no hyperplane containing the point (0, . . . , 0), is n. (More generally, covering problems have been explored in settings such as cosets in abelian groups [6, 8] : a hyperplane is a coset of R n as the additive group; or in the integers [5] .) Linial and Radhakrishnan introduced the following problem [9] . How many hyperplanes are required to cover the cube {0, 1} n ? Trivially, the answer is 2, by taking the hyperplane given by x 1 = 0 together with the hyperplane given by x 1 = 1. To avoid this trivial covering, say that a collection {(a j , c j ) : j ∈ [m]} is an essential cover of {0, 1} n , if it is a cover, with no redundant hyperplanes, and also such that every co-ordinate is used. Formally:
n is contained in some hyperplane;
(E2) for every j ∈ [m], there exists x ∈ {0, 1} n such that x lies in (a j , c j ), but does not lie in any other hyperplane; (E3) for every i ∈ [n], there exists j ∈ [m] with a In [9] , a construction of an essential cover of {0, 1} n with n/2 + 1 hyperplanes is given. For n = 2(m−1), take the hyperplanes x 2i−1 +x 2i = 1 for i = 1, . . . , m−1 together with the hyperplane (x 1 − x 2 ) + (x 3 − x 4 ) + · · · + (x 2m−3 − x 2m−2 ) = 0. The main result of [9] is that every essential cover of {0, 1}
n must use at least ( √ 4n + 1+1)/2 hyperplanes, or equivalently, that m hyperplanes cannot essentially cover a cube of dimension bigger than m(m − 1).
The problem of precisely determining the minimum number of hyperplanes required to cover a cube of dimension n, or even determining the correct order of magnitude of this as a function of n, appears to be hard. It seems likely that the construction above is best possible, so that m hyperplanes cannot cover a cube of dimension greater than 2(m − 1), but it is not obvious how to show this.
In the first part, we therefore investigate the fully solvable restricted problem where every hyperplane (a, c) has positive coefficients a i ≥ 0. In the second part, we reduce the problem to a conjecture that, if true, would imply that the construction above is best possible.
To aid the reader, note that the variable i and sets I, I 0 , etc, will index co-ordinates in [n]; and the variable j and sets J, J 0 , etc, will index hyperplanes in [m].
Positive covers
Say that a cover with hyperplanes (a j , c j ) is a positive cover if a j i ≥ 0 for every i, j. There exist many essential positive covers of {0, 1} n using n + 1 hyperplanes. For example, for n = 3, we can take the collection x 1 + x 2 = 0, x 1 + x 2 = 1, x 3 = 1, and x 1 + x 2 + x 3 = 2. The next theorem states that n + 1 is the minimum size of any such collection.
} be an essential positive cover of the cube {0, 1} n . Then m ≥ n + 1.
To prove Theorem 2.1, we need the following lemma, which says that given an essential positive cover of {0, 1}
n , there exists a positive cover of {0, 1} n with n ≤ n , that satisfies a Hall-type condition.
Note that Lemma 2.2 does not claim that the generated cover is essential.
, then we are done, since we may take the original set of hyperplanes.
Otherwise, let J 0 ⊂ [m ] be maximal subject to the condition | ∪ j∈J0 A j | < |J 0 |, and let
Consider a hyperplane (a k , c k ) with k ∈ J 1 . By condition (E2), there is some y ∈ {0, 1} n such that y is contained in the hyperplane (a k , c k ), but no others. In particular, y is not contained in any hyperplane indexed by J 0 , and hence nor is any x ∈ {0, 1} n such that x i = y i for all i ∈ I 0 (since for such x, a j · x = a j · y for all j ∈ J 0 ). Thus the set of hyperplanes J 1 must cover the subcube {x ∈ {0, 1} n : x i = y i for i ∈ I 0 }.
We can now define the collection (b j , d j ) indexed by J 1 (that is, j ∈ J 1 ), and co-ordinates indexed by I
n be the indicator vector of the set I. Observe that if
(using the fact that the cover is positive). Let I 0 = ∅. The point 1 I0 is contained in one of the hyperplanes, say (b
Thus the point 1 I1 is not contained in the hyperplane (b j1 , d j1 ), and hence must be contained in some other hyperplane (b j2 , d j2 ). Let I 2 = I 1 ∪ {j 2 } = {j 1 , j 2 }. Similar reasoning yields that the point 1 I2 is not contained in either of the hyperplanes indexed by j 1 or j 2 . Continuing in this fashion, we get a sequence of sets I 0 ⊂ I 1 ⊂ · · · ⊂ I m ⊂ [n]. The final point 1 Im is then not contained in any hyperplane, a contradiction.
General case
Recall that the permanent of an n × n matrix A is π∈Sn n i=1 A iπ(i) , where the summation ranges over all permutations π of [n]. 
Then B contains an m × m submatrix with non-zero permanent. n with m hyperplanes satisfies n ≤ 2(m − 1).
We remark that Conjecture 3.1 is similar to the following conjecture of Kahn [4, 10] : given a non-singular matrix A ∈ R n×n , then the n × 2n matrix [AA] formed from two copies of A contains an n × n submatrix with non-zero permanent. Indeed Conjecture 3.1 would imply this, and suggests that "non-zero-matching" is the correct condition to impose on A (that is, there exists a row permutation of A with no zero entries on the diagonal), rather than "non-singularity".
With a little work, Conjecture 3.1 also implies the truth of the {1, 2, 3}-conjecture concerning graph colourings [7] . This says that for every graph G without an isolated edge, there exists a function c : E(G) → {1, 2, 3} such that, defining the colour of a vertex to be the sum of the weights of its incident edges, the colouring is proper (i.e., with no monochromatic edges). (The connection is explored in Bartnicki, Grytczuk and Niwczyk [3] , although they arrive at a slightly different condition on the matrix. One considers the natural polynomial f : R E(G) → R of degree e(G), where for a given function c : E(G) → {1, 2, 3}, the associated vertex colouring is proper if and only if f (c) = 0. By applying Alon's Combinatorial Nullstellensatz [1] to f , there exists a proper colouring of G if an appropriate matrix of dimension e(G) × 2e(G), satisfying the conditions of Conjecture 3.1, has a submatrix with non-zero permanent.)
Here we give some further motivation for Conjecture 3. . By the definition of the permanent, the value of each p i is a linear sum of the q i with coefficients in the first row of B. It can be shown that this is an invertible system whenever ≥ k, which occurs exactly when n ≥ 2m − 1. Condition (2) on B also applies to the submatrix in rows {2, . . . , m}, so by induction, at least one of the q i is non-zero. Since the system is invertible, this implies that at least one of the p i is non-zero, as required. (Under a different restriction on B, one can also perform induction on the number of columns, provided that the columns satisfy a certain linear independence condition.) We have also verified the conjecture up to m = 5 by direct analysis.
The corresponding key lemma for Theorem 3.2 is as follows. 
The proof of this lemma is essentially the same as that of Lemma 2.2 and we omit it. Let us now prove Theorem 3.2, whose proof also gives an alternative proof of Theorem 2.1. Consider the multilinear polynomial g : R n → R defined by g(x) = m j=1 (b j · x − d j ). This vanishes on the cube {0, 1} n , and so g must be identically zero. (Indeed, suppose there exists K ⊂ [n] such that the coefficient of x K := i∈K x i in g is non-zero. We may assume that K is minimal. But then the coefficient of x K is g(1 K ) = 0, a contradiction.)
Let B be the m × n matrix defined by B ji = b j i , and for I ⊂ [n], let B I be the m × |I| submatrix of B with columns I. The permanent of the submatrix B I is the coefficient of x I in g, which is zero. However, the matrix B satisfies the conditions of Conjecture 3.1 by (3), so there exists I ∈ [n]
(m) such that B I has non-zero permanent. This contradiction completes the proof of the theorem.
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