for all i < r j , we get (j + 1)-tower E j+1 , T E j+1 T 2 E j+1 , . . . , T h j+1 E j+1 , where
Thus, a measure-preserving map T is defined on all j-towers, hence, on their union X as well. Adams has proved [1] the mixing of staircase transformations satisfied the conditions r j → ∞ and r 2 j /h j → 0. The author has presented (at Paris 6, LPMA, summer 2000) his proof of mixing for all staircases with r j → ∞ in case of µ(X) = 1. We reproduce it below.
Let a sequence m j ∈ [h j , h j+1 ) satisfy one of the following conditions:
where d j is defined from the representation
Let us fix sets A, B ⊂ X of a positive measure. We have to prove
(the orthogonal projection into the constants is denoted by Θ). We can see that by a choice of subsequences we come to one of the cases (0),(C), (∞).
The case (0) is exactly the Adams case. To prove the mixing in case of (C) we need only to modify Adams' proof. In case of (∞) we deduce the mixing from the weakly mixing property using "a progression of delays". Now s j r j >> h j , and a "geometrical" picture is the following: a peace-wise linear image T m j E j (or a part of it) intersects many times the roof of our j-tower and divides the tower into certain domains D p with a constant "delay"
(Maybe it will be better to say "upper relative delay" of T m E 
Cases (C) and (∞)
A progression of delays is a key property implying the mixing in case of (∞). Indeed, there is a standard "rank one" approximation technique (see below) showing What is a delay? If
The case (∞). Proof. We define a collection of sets (now i is not connected with old i-s 
where
We fix a very small δ > 0 and consider from now only v satisfied δh j < v < (1 − δ)h j . Since µ(X i ) > δ from now, we get
To prove the mixing in the case (∞) let's recall the Blum-Hanson inequality: if
(We say that a majority of d consists from ε-good d-s.) Indeed, we know that
We get Θ = aP + (1 − a)P ′ , where the Markov operators P, P ′ commute with S. Since S is weakly mixing, P = Θ implies a = 0 (Θ is an extreme point in Markov centralizer of S). So, we showed that for any fixed i most of d satisfied T id f, f < ε. Setting S = T l we prove lemma. Lemma 1 says that a majority of delays d ∈ [d j , d j + u j ] consists from ε-good ones, hence, from (1) we get The case (C). Proof. Now we have d j r j ≈ Ch j . From
, where some N > C is fixed, we have
. Defining again the "rakes"
using the Blum-Hanson-Adams trick we get the mixing on our rakes:
We have (trivially) the mixing on D 0 ( amusing, we can use rakes for D 0 with a delay d = 1). We cover X \ D 0 by rakes, we obtain the mixing. Thus, µ(T m j A ∩ B) ≈ µ(A)µ(B) is proved in case of (C).
The Adams case (0 
Now we find q such that h jp−1 < qd j < 2h jp−1 for some We note that Adams' method has been generalized in several directions by D.Creutz, C.Silva, and by the present author. We shall discuss some generalizations later. D.Creutz and C.Silva have got their proof of the mixing for staircase transformations (see Mixing on rank-one transformations, Studia Math. 199, 2010, 43-72) . Our method, we think, is more "direct" and more close to Adam's proof.
On "Infinite" Transformations. Let µ(X) = ∞, i.e. we consider a situation in case of j r j /h j = ∞. The above proof is quite suitable for the infinite measure case. Let's pay finally attention to one of open problems. Problem. Prove the mixing for the "r j = h j " staircase transformation. Conjecture. Any staircase transformation is mixing as r j → ∞.
[1] T.M. Adams. Smorodinsky's conjecture on rank one systems, Proc. Amer. Math. Soc. 126 (1998), 739-744. vryzh@mail.ru 
