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3.6 Docker compose . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.7 Sublime Text . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.8 Git . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.9 GitHub . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.10 Cobra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.11 GCloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4 UALTools 21
4.1 Requisitos del sistema . . . . . . . . . . . . . . . . . . . . . . . . 21
4.1.1 Requisitos generales . . . . . . . . . . . . . . . . . . . . . 21
4.1.2 Requisitos no funcionales . . . . . . . . . . . . . . . . . . 23
4.2 Diagrama de casos de uso . . . . . . . . . . . . . . . . . . . . . . 24
4.2.1 Especificación de actores del sistema . . . . . . . . . . . . 25
4.2.2 Especificación de casos de uso del sistema . . . . . . . . . 25
4.3 Arquitectura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.4 Implementación . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.5 Controladores de Docker . . . . . . . . . . . . . . . . . . . . . . . 29
iii
4.5.1 pkg/docker/container.go . . . . . . . . . . . . . . . . . . . 29
4.5.2 pkg/docker/image.go . . . . . . . . . . . . . . . . . . . . . 33
4.5.3 pkg/docker/network.go . . . . . . . . . . . . . . . . . . . 33
4.5.4 pkg/docker/container options.go . . . . . . . . . . . . . . 35
4.5.5 pkg/docker/watcher.go . . . . . . . . . . . . . . . . . . . . 37
4.6 Especificación de contenedores . . . . . . . . . . . . . . . . . . . 41
4.7 Ejecución de contenedores . . . . . . . . . . . . . . . . . . . . . . 43
4.8 Configuración de la aplicación . . . . . . . . . . . . . . . . . . . . 45
4.8.1 pkg/config/config.go . . . . . . . . . . . . . . . . . . . . . 45
4.8.2 pkg/config/env.go . . . . . . . . . . . . . . . . . . . . . . 47
4.8.3 pkg/config/project.go . . . . . . . . . . . . . . . . . . . . 48
4.9 Contenedores base de UALTools . . . . . . . . . . . . . . . . . . 49
4.9.1 dev-go . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.9.2 dev-java . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.9.3 go . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.9.4 java . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.9.5 python . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.9.6 mysql . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.9.7 redis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.9.8 phpmyadmin . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.9.9 migrator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.10 Comandos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
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39 Comienzo del código fuente de pkg/containers/containers.go 41
40 Función de ejecución de comandos Interactive. . . . . . . . . . . 44
41 Función de ejecución de comandos InteractiveWithOutput. . . . 45
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UALTools es una herramienta de creación de entornos de desarrollo en Go y
Java, que permite la ejecución de scripts o test unitarios básicos en Java, Python
y Go, permite crear bases de datos en MySQL y Redis y que además posibilita el
crear bases de datos MySQL a través de la ejecución de migraciones. UALTools
es sencillo de instalar (sólo requiere la instalación de Docker) y configurar
(se configura con un fichero ualtools.yml). Proporciona acceso a un set de
herramientas que permite ejecutar programas o scripts de prueba de la forma
más sencilla posible, configurando únicamente cosas esenciales de cada una de
las herramientas involucradas en el proceso.
Abstract
UALTools is a tool for creating development environments in Go and Java,
which enables the execution of basic scripts or unit tests in Java, Python and
Go, allows creating databases in MySQL and Redis and also makes it possible
to create databases MySQL through the execution of migrations. UALTools
is easy to install (only requires the installation of Docker) and configure (it is
configured with a file ualtools.yml). It provides access to a set of tools that
allows you to run programs or unit tests in the simplest way possible, configuring




En el presente Trabajo de Fin de Grado (TFG en adelante), se hará una
descripción del proceso de investigación y desarrollo de la aplicación UALTools,
creada por David Vicente Ocaña Robles (el autor en adelante). Dicha aplicación
se puede describir como una aplicación de consola, para la creación de entornos
de desarrollo y ejecución de scripts en distintos lenguajes de programación,
basada en contenedores Docker y compatible con distintos sistemas operativos.
La aplicación estará desarrollada en Go y con libreŕıas de software libre.
1.1 Motivación
La razón principal que inspira el desarrollo del presente TFG, es la de brindar la
posibilidad a los usuarios más inexpertos, estudiantes de ingenieŕıa informática y
otras ingenieŕıas, de agilizar el proceso de de desarrollo de software de un entorno
de programación, sin necesidad alguna de instalar (hablando en términos de
tamaño de datos) pesados IDEs (como Visual Studio, Eclipse o IntelliJ) y
posteriormente configurarlos. Una ardua tarea cuando sobre todo, no se está
familiarizado con este tipo de software, y que en muchos casos, puede llevar al
usuario a perder horas cruciales y valiosas al principio de su aprendizaje.
Otra de las razones que inspira el desarrollo del presente TFG, es la de mostrar
un enfoque sencillo de la ejecución de aplicaciones a través del Terminal (Linux,
MacOS) o Consola (Windows), haciendo de éstos una herramienta esencial para
todo el proceso de desarrollo y puesta en marcha de una aplicación. La principal
razón de poner en valor este enfoque es que en el mundo laboral, en muchas
ocasiones es algo con lo que hay que convivir d́ıa a d́ıa.
Por último, se pretenden mostrar las inquietudes del autor de añadir una capa
de abstracción en cuanto al uso de Docker [5] reduciendo su complejidad y
aumentando su comprensión, elaborando comandos que simplifican a lo esencial
la utilización de dicha herramienta y por tanto, haciendo que UALTools sea un
primer paso perfecto para la comprensión, sintetización e introducción a Docker
y otras herramientas como Docker-Compose [1].
1.2 Objetivos
En el presente TFG, el autor posee y expone una serie de objetivos que se pueden
agrupar de la siguiente forma:
• Objetivos formativos
• Objetivos de la aplicación
• Objetivos personales
1.2.1 Objetivos formativos
En este punto se pretende destacar el aporte formativo que brindará la realización
del presente TFG al autor:
1
1.2 Objetivos
• Profundizar en el funcionamiento interno de Docker y en el uso de Docker-Compose
• Descubrir la forma en la que los lenguajes de programación integrados en
la herramienta interactúan con el sistema operativo.
• Conocer de principio a fin el desarrollo y mantenimiento de una aplicación
y extrapolarla a varios S.O.
• Aprender a utilizar la herramienta LaTeX, utilizada para la redacción del
presente TFG.
1.2.2 Objetivos de la aplicación
El proceso de elaboración de UALTools está guiado por los siguientes objetivos
a cumplir por la misma:
• Su funcionamiento debe estar basado en la ejecución de contenedores con
Docker.
• Facilitar la instalación de UALTools en los sistemas operativos Windows
10, Linux y MacOS.
• Ejecución de programas simples o scripts en Java, Go y Python[4].
• Ejecución de servicios o aplicaciones de Java y Go que interactúen con
bases de datos, y permitan la creación de APIs. De tal forma que se puedan
crear entornos de desarrollo. Los servicios o aplicaciones del entorno se
configurarán con un fichero de configuración llamado ualtools.yml, que
la UALTools leerá para ejecutar todos los contenedores necesarios.
• Crear bases de datos SQL y NoSQL que interactúen con las aplicaciones
dentro del entorno. En este caso MySQL y Redis.
• Lanzar migraciones para facilitar la puesta en marcha de la base de datos
de MySQL y posibilitar la automatización de dicha funcionalidad con
comandos.




Figura 1: Representación de entornos de UALTools.
1.2.3 Objetivos personales
Obviando el fin de que UALTools y la presente documentación sean el medio
para aprobar la asignatura de TFG, el autor tiene como objetivo ofrecer la
herramienta a la docencia del Grado de Ingenieŕıa Informática de la Universidad
de Almeŕıa para si se ve conveniente, utilizarla en las asignaturas pertinentes.
1.3 Planificación
La planificación del proyecto se ha abordado en 3 fases principales, una de
análisis del proyecto, otra de diseño del mismo, y por último otra fase de
implementación que se ha llevado a cabo junto a las pruebas del mismo trabajo
(ver Figura 2).
Figura 2: Planificación temporal.
Cada semana de planificación tiene un total de 25 horas estimadas
3
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1.3.1 Organización y seguimiento - Trello
Aqúı una muestra del tablero de UALTools tras la finalización del proyecto de
UALTools.
Figura 3: Panel Trello UALTools.
Como se puede ver en la Figura 3, todas las tareas están en una columna
Finished. Durante el análisis del proyecto, primero se fueron añadiendo tarjetas
a IDEAS, que durante la realización de dichas tareas, se pasaban a IN COURSE




Todo el progreso que ha ido subiéndose a la plataforma GitHub.
Figura 4: Progreso de commits en GitHub.
En la Figura 4 se muestra el volumen de commits del proyecto a lo largo de
marzo/agosto de 2019.
A continuación, en las siguientes secciones se describen las principales tareas
que han formado parte del desarrollo del proyecto.
1.4.1 Análisis de herramientas
En esta fase, el objetivo principal era obtener el conocimiento necesario tanto de
las herramientas que se iban a utilizar para la puesta en marcha del desarrollo
y pruebas de UALTools (Docker, Docker-compose y Go) cómo de decidir e
investigar el set de contenedores (en un contexto de herramientas) que iba a
integrar UALTools (Go, Python, Docker, entornos en Go, entornos en Java,
MySql, Redis, phpmyadmin y una herramienta para lanzar migraciones). Dicho
proceso duró unas 75 horas.
1.4.2 Diseño UALTools
El Diseño de UALTools fue un proceso de aproximadamente unas 75 horas, 25
de ellas simultáneas con el punto de Análisis de herramientas, esta fase se
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puede partir en 3 puntos:
• Diseño de un sistema de Go que haga uso de Docker: Tanto
a nivel de comandos como a nivel de creación de entornos con distintos
contenedores, ha sido necesario diseñar un sistema que permita extrapolar
dichos mecanismos y aśı poder hacer uso de Docker a través de la aplicación.
• Diseño de un entorno diferenciado de pruebas: Dado que las imágenes
de los contenedores contenedores de la aplicación se descargan desde Container
Registry1 de Google Cloud Platform[6], es importante poder testear cada
una de las herramientas que se añaden a UALTools sin necesidad de subir
las imágenes de los contenedores a la nube. Es por esto, que se ha añadido
un fichero Docker compose para facilitar el testeo de nuevos contenedores
a posteriori de subirlos a la plataforma.
• Diseño de la estructura del fichero de configuración de entornos:
Para la creación de entornos, se decidió diseñar un fichero de configuración
cuyo funcionamiento está inspirado en los docker-compose.yml2, de tal
forma que UALTools es capaz de generar automaticamente el entorno
haciendo una lectura de dicho documento, llamado ualtools.yml
1.4.3 Implementación UALTools & Pruebas UALTools
Estos dos pasos de la planificación, se han realizado de forma conjunta, dada
la naturaleza de la aplicación, el autor consideró la necesidad de ir testeando la
aplicación a la vez ésta iba a ir siendo implementada. La implementación se ha
hecho en el orden y siguiendo los puntos especificados en el diseño.
1.4.4 Redacción del TFG
Se necesitó la última semana del més de agosto de 2019, junto con ajustes
puntuales en el desarrollo para redactar el documento, que está escrito en el
lenguaje de programación LATEX.
1.5 Estructura de la memoria
El TFG data de los siguientes capitulos:
1. Introducción: En este punto se expone una idea genérica de en qué
consiste la aplicación UALTools, herramientas que se utilizan para el
desarrollo y en qué consiste el proceso de elaboración del mismo
2. Estado del arte: Consiste en una enumeración de distintas herramientas/tecnoloǵıas
que muestran funcionalidades similares a UALTools, exponiendo los puntos
en común y distantes entre todo el conjunto expuesto en dicho punto.
1Aplicación de Google Cloud [2] dónde se guardan imágenes de contenedores, que
posteriormente pasan a hacerse públicos.
2Fichero de configuración de docker-compose
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3. Tecnoloǵıas y herramientas: Aqúı se aborda el conjunto de tecnoloǵıas
y herramientas que hacen posible la implementación y funcionamiento de
UALTools.
4. UALTools: Exposición detallada de cómo se ha desarrollado la aplicación,
haciendo una descripción o explicación de cada uno de los procesos llevados
a cabo.
5. Resultados: Se expone el funcionamiento de la aplicación con casos reales
y todas las posibilidades y experiencias que ofrece el uso de UALTools.
6. Conclusiones y trabajos futuros: Este caṕıtulo aborda las conclusiones
del autor después de la realización del proyecto y de qué forma se podŕıa
mejorar la aplicación.
• Bibliograf́ıa Se enumeran las referencias y fuentes consultadas para la
elaboración del presente TFG.
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2 Estado del arte
Al igual que UALTools, existen varias herramientas que proporcionan al usuario
la posibilidad de crear entornos de desarrollo, sin tener que invertir tiempo en
buscar y configurar individualmente cada una de las herramientas.
Dos de las herramientas más conocidas que muestran ciertas similitudes con
UALTools son XAMPP y Docker Compose:
2.1 XAMPP
Figura 5: Logo de XAMPP.
XAMPP es la herramienta para instalar en entornos fundamentalmente
de desarrollo por excelencia. Dicha instalación, contiene un set básido de
herramientas, entre las que se encuentran:
• Apache: Servidor HTTP (implementa protocolo http 1.1) de código
abierto multiplataforma, fácil de usar y muy popular.
Figura 6: Logo de Apache.
• mariadb: Es un sistema de gestión de bases de datos basado en MySQL
y desarrollado por la comunidad de desarrolladores de software libre y
la fundación MariaDB. Presenta funcionalidades extra con respecto a
MySQL (entre ellas más mecanismos de almacenamiento y una mayor
facilidad de uso) convirtiéndolo en una alternativa más completa.
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Figura 7: Logo de mariadb.
• PHP: Lenguaje de programación de 1995 que fue diseñado para el preprocesado
de textos en formato UTF-8, pero que acabó siendo durante muchos años
(aun sigue teniendo gran influencia) el lenguaje por excelencia para el lado
del servidor en desarrollo web.
Figura 8: Logo de PHP.
• Perl: Lenguaje de programación de 1987, dicho lenguaje está inspirado
en C, shell y AWK entre otros.
Figura 9: Logo de Perl.
2.2 Docker compose
Figura 10: Logo de docker-compose.
Docker compose es un gestor de contenedores de Docker, que permite crear
entornos con contenedores de haciendo uso de un fichero de configuración llamado




Una vez expuestas las herramientas más populares y que más se asemejan en
funcionalidades a UALTools, sólo queda incidir en las diferencias principales, a
grandes rasgos entre ellas.
Figura 11: Tabla comparativa de herramientas similares.
En la Figura 11, se destaca que UALTools es un Set de herramientas
ampliable, aunque no se pueda hacer con el uso de la misma aplicación (como
śı se hace en el caso de docker-compose), se puede hacer de una forma sencilla
y siempre es posible sugerir al autor un Pull request3 a través del repositorio
público del proyecto, ubicado en https://github.com/dvormagic/ualtools
para añadir una herramienta que pueda ser útil para su uso.
3Acción de sugerir un cambio a un repositorio del que un usuario no es miembro, o desde




3 Tecnoloǵıas y Herramientas
Este caṕıtulo abordará todas las tecnoloǵıas que se han utilizado, una breve
descripción de cada una de ellas, y el por qué es necesario utilizar dicha herramienta
para el desarrollo de UALTools.
3.1 Ubuntu MATE
Ubuntu MATE [11] es una vertiente del sistema operativo Ubuntu4 que utiliza
el escritorio MATE. Haciéndolo bastante más ligero que la versión original,
además, su navegabilidad se hace bastante más intuitiva y los menús son bastante
personalizables. Además de todas las razones anteriores, el autor decidió usar
este sistema operativo por la familiarización que tiene con él.
Figura 12: Logo de Ubuntu MATE.




Postman es una herramienta pensada para el Testeo de APIs, que permite
construir peticiones de una forma sencilla e intuitiva. Se ha utilizado para
testear las APIs de los servicios de desarrollo de UALTools.
Figura 13: Logo de Postman.
3.3 Trello
Trello es la aplicación que se ha utilizado para llevar una organización de tareas y
seguimiento del estado del proyecto. Ésta es una aplicación online que permite
la gestión de tareas a través de un sistema de ”tarjetas” (aśı se denominan
dentro de la aplicación) que van pasando de un bloque a otro en el transcurso
de ejecución del proyecto.




Go [3] es un lenguaje de programación del año 2009 desarrollado por Google,
es de tipo compilado, concurrente, imperativo y estructurado. De entre estas
caracteŕısticas, cabe destacar la de la concurrencia5, ya que como se verá en el
siguiente apartado de UALTools, ha sido indispensable su uso para la puesta en
marcha de la aplicación.
Figura 15: Logo de Go.
3.5 Docker
Docker es un sistema de gestión de contenedores. Dichos contenedores se podŕıan
denominar como unidades de software estándar, que empaquetan el código y
todas sus dependencias para que dicha unidad o aplicación se pueda ejecutar de
una forma rápida y confiable en distintos entornos y sistemas operativos.
Figura 16: Logo de Docker.
3.5.1 ¿Qué diferencia a los contenedores de una máquina virtual?
Principalmente, los contenedores realizan una virtualización del sistema operativo
mientras que, una máquina virtual realiza una virtualización del hardware.
5Capacidad de lanzar procesos o hilos de ejecución creados por un mismo programa, de
forma independiente y sin inferir entre ellas
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¿Qué implica esto? Básicamente, para la ejecución de una máquina virtual,
es necesario que el Hypervisor6 del sistema operativo reserve los recursos de la
propia máquina host para dedicarlos en mayor, o menor medida a las máquinas
virtuales que estén funcionando en el sistema operativo.
Figura 17: Virtualización de máquinas virtuales.
Por otra parte, los contenedores abstraen la capa de la aplicación del sistema
operativo, permitiendo la agrupación del código y las dependencias. Se pueden
ejecutar varios contenedores en un mismo Host, compartiendo éstos el kernel7
del sistema operativo entre śı. Además, éstos se ejecutan como procesos aislados
en el entorno del usuario.
Figura 18: Virtualización de contenedores.
Una vez expuestas estas diferencias, es claro que los contenedores ocupan
menos espacio que las máquinas virtuales, pueden controlar más aplicaciones y
6Plataforma encargada de la virtualización y monitorización de otros sistemas operativos
dentro de un sistema operativo host.
7Núcleo de un sistema operativo
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sobre todo, consumen menos recursos de la máquina host (ya que no es necesario
que éstos sean reservados, si no que por aśı decirlo, éstos cogen los recursos que
necesitan).
Finalmente, la decisión de usar Docker en UALTools viene dada además de
por todos los puntos anteriores, por la facilidad de uso y abstracción que tiene.
Dando la posibilidad de crear una interfaz en un lenguaje de programación
(en este caso Go) que ejecute comandos por debajo y permita manejar esta
herramienta de una forma programática, ajustándose a los requisitos necesarios
de UALTools.
3.6 Docker compose
Como se ha mencionado anteriormente, y como se detallará más adelante, ha
sido necesario el uso de ésta herramienta para el testeo de la aplicación. Docker
compose ofrece la posibilidad de levantar un conjunto de contenedores con un
sólo comando, y además permite sobrescribir un contenedor (o más bien, el
tag del mismo) permitiendo aśı poder testear los contenedores la aplicación
UALTools.
3.7 Sublime Text
Sublime Text[10] es un editor de texto creado para ser una extensión de vim
que fue cogiendo vida propia con el paso del tiempo. Está escrito en C++ y
utiliza Python para las extensiones. Se ha decidido usar esta herramienta por
que es ligera, personalizable y además, el autor está muy familiarizado con ella.




Software de control de versiones pensado para llevar un registro de los cambios
en los archivos de un programa y además, para coordinar el trabajo de varias
personas sobre un desarrollo conjunto.
El uso que se ha hecho de Git[7] en UALTools ha sido básicamente para ir
guardando los cambios en un repositorio externo, a pesar de no haber trabajado
con ramas, ya que el desarrollo ha sido llevado a cabo por una sola persona (el
autor).
Figura 20: Git logo.
3.9 GitHub
GitHub es una plataforma de desarrollo colaborativo, dónde se alojan proyectos
haciendo uso de Git. Por norma general, es utilizado para almacenar el código
de programas o proyectos de software, ya sean públicos o privados.
UALTools aparece como un repositorio público en dicha plataforma
(https://github.com/dvormagic/ualtools) dando la posibilidad a todos los
usuarios de la misma de visualizar el código fuente, de sugerir cambios a través
de pull requests y colaborar en el proyecto.




Figura 22: Logo Cobra.
La libreŕıa Cobra [9] libreŕıa de Go permite tanto crear potentes aplicaciones
modernas de CLI8 como un programa para generar aplicaciones y archivos de
comandos.
Muchos de los proyectos de Go más usados usan Cobra, entre ellos: Kubernetes,
Docker, OpenShift o CrocoachDB entre otros muchos.
El uso que se le va a dar será el de definir comandos con funcionalidad propia
de una forma muy sencilla.
3.11 GCloud
Figura 23: Google Cloud Platform logo.
Google Cloud Platform es la plataforma sobre la cual UALTools despliega sus
contenedores y sus ficheros binarios para instalación. Para ello se hará uso
de Container Registry y Google Cloud Storage respectivamente. Container
Registry es la herramienta de Google Cloud Platform que permite gestionar
contenedores de Docker en la nube y acceso a los mismos. Google Cloud Storage
es el sistema de almacenamiento de Google Cloud Platform. Las instancias que
8Interfaz de ĺınea de comandos
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almacenan información se hacen llamar Segmento (o Buckets). En el caso de
UALTools, se usa un bucket llamado ualtools.
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4 UALTools
Este punto es, posiblemente, el más importante del presente TFG. En él se
abordará todo el proceso de desarrollo de UALTools.
4.1 Requisitos del sistema
4.1.1 Requisitos generales
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4.1 Requisitos del sistema
4.1.2 Requisitos no funcionales
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4.2 Diagrama de casos de uso
4.2 Diagrama de casos de uso
Figura 24: Diagrama casos de uso
La Figura 24 representa todos los casos de uso que se dan entre el usuario y la
aplicación.
24
4.2 Diagrama de casos de uso
4.2.1 Especificación de actores del sistema
4.2.2 Especificación de casos de uso del sistema
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Figura 25: Arquitectura UALTools.
La arquitectura de UALTools se caracteriza, a grandes rasgos, por un punto de
entrada de comandos, que de una forma u otra interactúan con varios controladores
de Docker (en la Figura 25 se ha representado como DOCKER CONTROLLER).
Estos controladores son:
• Controlador de contenedores: Será el encargado de ejecutar comandos de
Docker sobre los contenedores de la aplicación.
• Controlador de imágenes: Será el encargado de descargar las imágenes
de los contenedores y sobrescribirlas. Dichas imágenes se descargarán a
través de Container Registry con el comando ‘ualtools pull‘
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• Controlador de redes: Será el encargado de crear una red para cada
contenedor, habrá varios tipos en función del tipo de contenedor o comando
que se esté ejecutando.
Si se trata de comandos que ejecutan servicios o aplicaciones dentro de un
entorno, UALTools usará el fichero ualtools.yml de dicho entorno para extraer
la configuración de los contenedores y que el controlador trabaje con ellos.
4.4 Implementación
La estructura que del proyecto de UALTools es la siguiente:
Figura 26: Árbol del proyecto UALTools.
En él se pueden apreciar 3 directorios principales, ésta seŕıa una breve
descripción de cada uno de ellos:
• cmd: Directorio entrypoint de la aplicación. Contiene todos los comandos
que el usuario puede ejecutar para interactuar con la aplicación
• containers: Contiene todos los directorios con todas las herramientas
que va a utilizar UALTools. Cada uno de estos directorios contiene un
Dockerfile y algún fichero de bash en caso de que fuese necesario.
• pkg: Aqúı está el core de la aplicación, donde está definida toda la
funcionalidad de la misma. Dentro existen 4 subdirectorios que a grandes
rasgos son:
– config: Este directorio es en el que se añade todo el comportamiento
de la aplicación a nivel de configuración. Tanto la parte de parsing
del fichero ualtools.yml como un set de funciones para hacer ciertos
tipos de comprobaciones durante el funcionamiento de la aplicación.
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– containers: Aqúı es dónde se indica a UALTools cual es el set
de herramientas que utiliza (o dicho de otra forma, cuales son los
contenedores que va a utilizar), y qué caracteŕısticas se desea que
éstas tengan dentro del entorno o durante la ejecución de cada uno
de ellos.
– docker: Este directorio es quizás el más relevante dentro de la
aplicación. Es el encargado de dar presencia a los contenedores dentro
de la aplicación. Es decir, contiene los controladores de Docker,
dónde se definen la estructura de los contenedores, imágenes, redes
y operaciones que se pueden realizar con ellos entre otro conjunto de
operaciones necesarias para el correcto funcionamiento de UALTools.
– run: Este directorio es donde se establece la ejecución de comandos
de docker, definidos a través de todos los controladores.
En los siguientes apartados, se explicará detalladamente cada uno de los
puntos recientemente explicados, para entender de forma global el funcionamiento
de UALTools.
4.5 Controladores de Docker
En este apartado se realizará un análisis exhaustivo de la forma en la que se ha
abstraido la utilización de comandos de terminal a estructuras y funciones para
utilizar todo lo que necesitamos en Go. Aqúı se muestra el árbol de ficheros
incluido en el directorio pkg/docker:
Figura 27: Árbol de ficheros pkg/docker.
4.5.1 pkg/docker/container.go
Este fichero contiene el esqueleto del gestor de contenedores de UALTools y toda
su funcionalidad.
Aqúı se muestra la estructura de dicho gestor:
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Figura 28: Gestor de contenedores Docker.
Dicho gestor, posee una serie de campos que representan un conjunto de flags
que se añaden a la hora de ejecutar los comandos ‘docker run ...‘ o ‘docker create
...‘ o ciertas propiedades de estos contenedores, en caso de que alguno de los
campos tenga su representación como flag, se indicará en el punto correspondiente:
• name: Nombre que recibe el contenedor (o tag). El flag que representa
es ‘–name‘.
• image: Es la imagen desde la que se construye el contenedor, que está
representada por un gestor de imágenes que se explicará más adelante.
• network: Al igual que la imagen, el contenedor también tendrá asociado
un gestor de redes que será explicado más adelante. El flag que representa
es ‘–network‘.
• localUser: Este campo representa si el contenedor posee un usuario local,
ya que hay ciertos casos, por ejemplo los contenedores de desarrollo/entorno
de Go y de Java, en los que es necesario que el contenedor necesita
ejecutar comandos con un usuario root. Por la propia naturaleza de
los contenedores, no suelen traer usuarios configurados, a no ser que se
añadan en el Dockerfile, como mostraremos más adelante para los dos
casos mencionados. El flag que representa es ‘–user‘.
• networkAlias: Alias asignado al contenedor en la red que está asociada
al mismo. El flag que representa es ‘–network-alias‘.
• noTTY: En este caso, se utiliza un campo para indicar si el contenedor
posee una terminal a la que se pueda acceder para ejecutar comandos de
forma interna. El flag que representa es ‘-t‘.
• env: Este es el mapa para almacenar variables de entorno en el contenedor
en caso de ser necesario en la construcción del mismo. El flag que representa
es ‘-e‘, es posible llamarlo varias veces en caso de que haya varias variables
de entorno.
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• volumes: Este campo representa el mapa de volúmenes asociados del
contenedor, es decir, directorios o ficheros externos que se añaden al
contenedor durante la construcción. El flag que representa es ‘-v‘, al igual
que con env, se puede llamar varias veces en caso de haber varios.
• ports: Este campo contiene el mapa de puertos expuestos del contenedor.
El flag que representa es ‘–p‘, misma mecánica que con volumes y variables
de entorno.
• workdir: Este campo representa el directorio de trabajo dónde estará
ubicado el entorno del contenedor. El flag que representa es ‘-w‘.
• userWorkdir: Este campo representa el directorio de trabajo de un
usuario, en caso de ser especificado, sustituirá al campo workdir
• persistent: Representa si el contenedor es de tipo persistente o no. En el
caso de los servicios que se especifican en el fichero ualtools.yml, serán de
tipo persistente, ya que en caso de que se paren, interesa que se conserve
el estado que teńıan. El flag que representa es ‘–rm‘, en caso de estar
activo, el contenedor se eliminará una vez ejecutado. (Por ejemplo, a la
hora de ejecutar scripts puntuales)
Seguidamente, aparece el constructor de contenedores:
Figura 29: Constructor de contenedores.
Dónde básicamente, se genera un nuevo contenedor con los campos que
anteriormente se han visto en caso de que se le indique a través de opciones
por argumento.
Posteriormente, aparecen un conjunto de métodos que en casi todos los casos
van a representar una serie de comandos de Docker que serán especificados en
cada apartado cuando se ejecuten. Entre estos métodos cabe resaltar:
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• Exist: Comprueba si el contenedor indicado existe o no. Ejecuta por
debajo ‘docker inspect (container-name)‘.
• Running: Comprueba si el contenedor indicado se está ejecutando o no.
Ejecuta por debajo ‘docker inspect -f .State.Running (container-name)‘
• Stop: Detiene la ejecución de un contenedor. Por debajo lanza el comando
‘docker stop (container-name)‘.
• Start: Ejecuta el contenedor y lo crea en caso de no existir. Por debajo
lanza el comando ‘docker start (container-name)‘
• Kill: Detiene y elimina el contenedor enviando al proceso en ejecución
una señal SIGKILL. Ejecuta por debajo ‘docker kill (container-name)‘.
• Remove: Detiene y elimina el contenedor. Ejecuta por debajo ‘docker
rm (container-name)‘.
• Run: Arranca el contenedor. Ejecuta por debajo ‘docker run (flags)‘
• Create: Crea un nuevo contenedor. Ejecuta por debajo ‘docker create
(flags)‘.
Como se ha mencionado antes del listado de métodos, Run y Create utilizan
por debajo la función privada buildCommand, que se encarga de construir el
comando del método que lo llame añadiendo todos los flags que necesiten ser
activados, mencionados en la descripción del gestor de contenedores.
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4.5.2 pkg/docker/image.go
Este fichero contiene el gestor de imágenes de los contenedores de la aplicación.
Figura 30: Constructor de imágenes.
A diferencia del gestor de contenedores, el gestor de imágenes es mucho
más simple. La estructura que representa a las imágenes, ImageManager sólo
contiene un campo name. Por otra parte, el constructor sólo permite enviarle
2 strings, uno llamado repo (entiendase como el id o directorio de container
registry dónde se almacenan las imágenes) y otro llamado name, que retorna
un ImageManager con un nombre.
Por último, este fichero contiene el método Pull. Éste método ejecuta el
comando ‘docker pull (image-name)‘ para descargar la última versión de la
imagen almacenada en container registry.
4.5.3 pkg/docker/network.go
Este fichero contiene el gestor de redes de los contenedores de la aplicación.
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Figura 31: Constructor de redes.
Este controlador se asemeja bastante al de imágenes por el hecho de que
solamente hay un campo name en el NetworkManager. Pero en este caso,
el constructor creará una red con el nombre ‘ualtools (network-name‘. De tal
forma que todas las redes de todos los contenedores estarán dentro de un mismo
contexto.
Entre los métodos de este controlador, se van a destacar los 3 más importantes.
• Exists: Este método ejecuta por debajo el comando ‘docker network
inspect (network-name)‘, que básicamente realiza una comprobación de
si la red existe o no.
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• Create: Este método ejecuta el comando ‘docker network create (network-name)‘,
que se encarga de crear una nueva red con el nombre que posee el controlador.
• CreateIfNotExist: Este método ejecuta el método anteriormente mencionado,
solamente en el caso de que la red no exista, haciendo uso también del otro
método de este fichero Exists. Este método se llama en el método privado
anteriormente mencionado del fichero container.go, buildCommand,
que dećıamos que se encargaba de completar los comandos de Run y
Create, para ser posteriormente ejecutados.
4.5.4 pkg/docker/container options.go
Este fichero es dónde están las funciones que son llamadas en el constructor
para añadir los flags que nos interesan. El conjunto de funciones de este fichero
están implementadas de una forma peculiar, proveniente de la programación
funcional. A este tipo de funciones se les llama Opciones funcionales, porque
básicamente son eso. Funciones que se ejecutan opcionalmente (solamente en
caso de que hayan sido llamadas como argumento) y se ejecutan dentro del
constructor en este caso.
Para entender el mecanismo de este tipo de funciones, se procede a explicar un
caso concreto:
Figura 32: Opción funcional WithImage.
Ahora, recapitulando al constructor del gestor de contenedores, como segundo
argumento teńıa un array de options que eran de tipo ContainerOption, que
a su vez es el tipo que devuelve WithImage (al igual que el resto de opciones
funcionales de este fichero). ¿Qué es ContainerOption?
Figura 33: Tipo ContainerOption.
Es una función. Por tanto, al constructor del gestor de contenedores se le
está pasando un array de funciones, que retornan funciones. Posteriormente,
para ejecutar dichas funciones, el gestor hace esto por dentro:
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Figura 34: Ejecución de opciones funcionales.
En primer lugar, se crea el ContainerManager vaćıo, y a través de las
opciones funcionales, añadimos aquellos parámetros que queramos. De tal
forma, que si por ejemplo hubiesemos llamado al constructor y se le hubiese
enviado WithImage, se asignaŕıa la imagen indicada al gestor del contenedor.
Además del método ejemplificado, este fichero contiene las siguientes funciones:
• WithNetwork: Añade una red que se le especifique al contenedor en
cuestión.
• WithDefaultNetwork: Añade una red con un nombre por defecto,
haciendo uso del nombre del directorio en que se encuentra ubicado el
usuario que ejecuta el contenedor en cuestión del formato ‘ualtools (dirname)‘
• WithLocalUser: Establece el campo del gestor de contenedores localUser
a true.
• WithSharedSSHSocket: Transfiere el socket ssh de la máquina host al
contenedor.
• WithNetworkAlias: Añade un network alias al gestor de contenedores.
• WithoutTTY: Establece a true el campo del gestor de contenedores
noTTY.
• WithSharedWorkspace: Establece un workspace común entre todos los
contenedores que tengan habilitada esta opción y habilita un directorio
workspace como workdir dentro del contenedor.
• WithEnv: Añade una variable de entorno al contenedor. Esta función se
puede enviar varias veces al constructor
• WithVolume: Añade un volumen compartido desde el exterior al gestor.
Puede ser llamada varias veces en un mismo constructor.
• WithPort: Expone un puerto del contenedor a la máquina host. Al igual
que las dos anteriores, puede ser llamado en varias ocasiones.
• WithSharedGopath: Por la forma en la que Go gestiona los paquetes,
es necesario añadir una serie de volúmenes espećıficos a través de esta
función al constructor del gestor del contenedor.
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• WithWorkdir: Establece el workdir que contiene el contenedor.
• WithPersistence: Establece a true el campo persistent del contenedor.
• WithStandardHome: Establece la variable de entorno $HOME como
”home/container”
4.5.5 pkg/docker/watcher.go
En este fichero, se establece un elemento necesario para la ejecución de entornos
en UALTools. La lógica que hay detrás de la ejecución de entornos es la de 1o
poder lanzar en procesos independientes cada uno de los contenedores, 2o que
estos se vayan arrancando de forma ordenada y 3o tener un logging personalizado
de la actividad de los mismos.
Es aqúı donde aparece la necesidad de crear la estructura Watcher:
Figura 35: Definición y constructor de Watcher.
Esta es una de las razones por las cuales se ha sacado provecho de utilizar
Go, y es la de utilizar goroutines9. Observando la estructura de Watcher se
distinguen dos campos.
• wg: Abreviatura de WaitGroup, es un tipo de estructura encontrado en
el paquete nativo sync de Go. Se puede entender como un controlador
de goroutines. Hay que indicarle un número de goroutines que pueden
ejecutarse simultáneamente (método wc.Add(1) en este caso), y hacer
que las que terminen de ejecutarse env́ıen una señal de que han terminado
(wc.Done()), una vez llega la señal, se lanzará otra goroutine desde una
colección con otras goroutines que se encuentran esperando (gracias al
comando wc.Wait()).
9Caracteŕıstica de Go que permite lanzar varios hilos de forma simultánea en un mismo
proceso, optimizando los tiempos de procesamiento y dándole el atributo de concurrente a
este lenguaje de programación
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Figura 36: Métodos Run y Wait del watcher.
Aqúı se puede observar cómo, al llamar a Run() se indica al WaitGroup
que no permita ejecutar más de una goroutine simultánea. Posteriormente,
se define el método Wait() dónde se indicará al WaitGroup que espere
para ejecutar otro hilo hasta que reciba una señal de Done().
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Figura 37: Método privado runForeground.
Por último, el método privado runForeground, que es el que se encarga
de crear/arrancar los contenedores en una goroutine, hace una llamada al
principio del mismo a wg.Done() con un defer10
• notifyExit: Este campo representa otro aspecto muy interesante de Go,
que es el de los canales.11.
Haciendo referencia de nuevo a las Figuras 36 y 37. En la primera, se
puede apreciar cómo en el método Wait() antes de lanzar el Wait() del
wg, se lanza una goroutine que básicamente, captura señales de Ctrl+C12.
10Etiqueta del Go que permite indicar a una función u operación que se ejecute al final de
un proceso, en este caso, al final de la ejecución del método Run
11Los Canales son las tubeŕıas que conectan goroutines concurrentes. Se pueden enviar
valores por un canal de una goroutine y recibir esos valores en otra goroutine.
12Señal de interrupción
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En caso de detectarla, se enviará esta señal a todos los posibles canales
abiertos del wg, indicándole que los procesos deben terminar.
En la Figura 37, se puede apreciar cómo al final aparece un selector,
que hace una operación (haciendo uso de otro canal) en caso de que haya
habido un error en la ejecución del contenedor en el propio método privado
runForeground, o por otro lado devuelve otro error en caso de que la
señal haya sido interrumpida por el usuario.
Por último, hacer mención al tercer punto que se comentaba en la introducción
de este apartado. El logging personalizado de la actividad que registra cada
una de las herramientas o servicios en ejecución. Para ello se ha utilizado
la libreŕıa logrus [8] https://github.com/sirupsen/logrus. Que ofrece una
gran personalización de los logs, aportando más claridad cuando se trata de
buscar errores o identificar fallos en la terminal.
Figura 38: Personalización y logging de las herramientas y servicios.
En primer lugar, se crea una estructura privada prefixFormatter. En
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la libreŕıa utilizada para los logs, un formateador es una interfaz que tiene
que devolver una función func (f *formater) Format(entry *log.Entry)
([]byte, error). Básicamente, el formateador que se pretende crear es uno que
imprima el nombre del servicio y el mensaje de entrada en cada log.
En segundo lugar, se crea un writer, que cumple con el requisito de interfaz
impuesto para los writer en el paquete os/exec de Go (que posea un método
Write como el que se ha implementado), cuando queremos pintar la salida de
un comando. Este writer limitará el temaño de los logs, para evitar imprimir
logs excesivamente grandes y permitirá activar el login de depuración en caso
de que se le indique.
Se puede observar el uso del formateador y del writer en la Figura 37,
dentro de la goroutine, justo después de crear y arrancar el contenedor que
esté procesándose en ese momento.
4.6 Especificación de contenedores
Una vez explicados los controladores de Docker creados en Go. El siguiente paso
importante es el de echar un vistazo al conjunto de herramientas (contenedores)
que van a ser utilizados por UALTools, y de qué forma se han configurado.
Todos ellos están ubicados en el directorio pkg/containers.
Antes de nada, se ha creado una estructura auxiliar a ContainerManager
que contiene la configuración previa que se le va a aplicar a cada ContainerManager
en el futuro.
Figura 39: Comienzo del código fuente de pkg/containers/containers.go
Se inicializa una constante const Repo = ”eu.grc.io/ual-tools”, que
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es básicamente la ruta dónde se encuentran las imágenes de UALTools en
producción.
Después aparece una estructura Container. Esta es la estructura auxiliar
mencionada anteriormente. Sólo tiene 3 campos:
• Image: Aqúı va el nombre de la imagen. Posteriormente se explicará
cómo se hace uso de la constante inicializada anteriormente y del nombre
de la imagen para descargar la imagen del contenedor.
• Tools: Aqúı se especifican las herramientas que hacen uso de dicha imagen,
estas herramientas sólo se utilizarán para casos en los que no sea necesario
tener un entorno preparado.
• Options: Se especifican las opciones que se mencionaban en el punto
4.5.4
Posteriormente, se inicializa un slice (array) de la estructura que se acaba
de definir con todos los contenedores de la aplicación. En la figura se aprecia
dev-go, que es el contenedor pensado para el servicio/entorno de desarrollo, por






También aparece reflejado la imagen dev-java, que posee unas caracteŕısticas
similares.
Además de estos dos contenedores. El slice presenta los siguientes:
• go: Para ejecución de scripts de Go. Las herramientas go y gofmt hacen
uso de esta imagen y habilita las opciones: WithSharedWorkspace
WithLocalUser WithSharedGopath WithStandardHome WithSharedSSHSocket
• java: Para ejecución de scripts de Java. La herramienta java hace uso de
esta imagen para su ejecución y utiliza las opciones: WithSharedWorkspace,
WithLocalUser, WithStandardHome y WithSharedSSHSoket.
• python: Para ejecución de scripts de Python. La herramienta python
hace uso de esta imagen y habilita las mismas opciones que el contenedor
de Java.
• mysql: Para habilitar una base de datos MySQL. La herramienta mysql
hace uso de esta imagen y habilita las opciones: WithSharedWorkspace
y WithoutTTY
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• phpmyadmin: Panel de consulta de la base de datos MySQL. No es
usado por ninguna herramienta ni habilita ningún tipo de opción. Esta
herramienta simplemente se expone en un puerto en la configuración y se
habilita en una ruta local.
• migrator: Herramienta utilizada para realizar las migraciones de la base
de datos MySQL. Las herramientas migrator e init-migrator hacen uso
de este contenedor. Habilita las opciones WithSharedWorkspace y
WithStandardHome
• redis: Habilita un servicio de Redis. La herramienta redis-cli hace uso
de esta imagen y habilita la opción WithoutTTY
Por último, este fichero tiene 3 funciones:
• Images(): Retorna un listado de las imágenes de cada uno de los contenedores
mencionados anteriormente.
• List(): Retorna el listado completo de contenedores.
• FindImage(): Se le env́ıa una imagen por argumento y devuelve su
contenedor correspondiente o un error de no encontrado.
4.7 Ejecución de contenedores
Haciendo referencia al punto 4.5.1, dónde se aborda el tema de el controlador
de contenedores. Se menciona el hecho de cada uno de los métodos se encarga de
montar un comando de terminal usando Docker (ya sea directamente en el propio
método o haciendo uso por debajo de la función auxiliar buildCommand),
pues una vez construido el comando, todos los métodos ejecutan una de las
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Figura 40: Función de ejecución de comandos Interactive.
Esta función se encarga básicamente de ejecutar dichos comandos y añadir
a los logs de debug y de errores una etiqueta de debug o de error, además,
no mostrará los logs de tipo Info. Se utiliza en el método Run() del
controlador de contenedores.
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• InteractiveWithOutput
Figura 41: Función de ejecución de comandos InteractiveWithOutput.
Esta función muestra directamente los logs de salida del contenedor en la
máquina Host. Sin tratar dichos logs de ninguna forma.
4.8 Configuración de la aplicación
En este apartado se tratará de explicar todo lo referente a pkg/config, que
es dónde se encuentra todo lo referente a la configuración de UALTools. Se
abordará este apartado haciendo mención a cada uno de los ficheros del mismo.
Figura 42: Árbol de directorio de configuración.
4.8.1 pkg/config/config.go
Este fichero es el que se encarga de leer el fichero de configuración ualtools.yml
y lo parsea a estructuras de Go para posteriormente sacar la preparación de los
entornos de desarrollo que se configuren.
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Figura 43: Inicio del fichero pkg/config/config.go.
En primer lugar, aparece una variable global Settings que es de tipo Config.
Dentro tiene 3 campos:
• Project: Este campo se encarga de definir el nombre del proyecto, dentro
del mismo se podrán definir distintos servicios (unos en Go, otros en Java)
que se comuniquen entre śı sin problema.
Figura 44: Servicios y herramientas de la configuración.
• Services: Es la parte dónde se definen los servicios o ”aplicaciones” que
queramos ejecutar en nuestro entorno. La estructura sobre la que se monta
cada servicio tiene los campos:
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– Type: Decide el tipo de servicio que va a representar, si es Go o
Java.
– Deps: Aqúı es dónde se le indica qué dependencias necesita para
funcionar correctamente. Por ejemplo, si un servicio interacciona con
otro servicio, o un servicio interactúa con una de las herramientas,
será necesario mencionar ese servicio o herramienta dentro de este
campo.
– Ports: Es dónde se indican los puertos que van a exponerse.
– Workdir: Este campo contiene el workdir, en caso de que interese
indicarlo.
– Volumes: En este campo, se indican los volúmenes que se van a
compartir con la máquina host.
– Env: Aqúı se indican las variables de entorno con las que se pretende
que el servicio arranque.
• Tools: Define las herramientas o dependencias que será necesario habilitar
para el correcto funcionamiento de alguno de los servicios habilitados
anteriormente. Para este caso, MySQL, Redis o phpmyadmin son los
3 tipos de herramientas que se pueden definir. La estructura que contiene
a dichas herramientas tiene los campos:
– Container: Define el contenedor del que va a hacer uso esta herramienta,
por ejemplo. Podŕıa definirse una herramienta ”database” que usase
el contenedor de MySQL. A los ojos del resto de servicios, la herramienta
será database.
– Deps: De la misma forma que en los servicios, aqúı se deben introducir
las dependencias de la herramienta.
– Ports: Mismo mecanismo que en los servicios, en este caso los
puertos que se exponen.
– Volumes: Similar a los volúmenes de las herramientas.
4.8.2 pkg/config/env.go
Este fichero contiene funciones que realizan comprobaciones sobre si hay ciertas
variables de configuración habilitadas.
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Figura 45: Fichero de comprobación de variables de entorno.
Este fichero posee 4 funciones:
• SSHAgentSocket: Retorna la variable de entorno SSH AUTH SOCK.
• Windows: Retorna true o false en función de si el sistema operativo en
el que se está ejecutando es Windows o no.
• Home: Retorna la variable de entorno HOMEPATH en Windows y
HOME en otros sistemas operativos.
4.8.3 pkg/config/project.go
Este fichero contiene una fución privada init, que inicializa dos variables globales.
Una que establecerá el nombre del proyecto y otra que establecerá el paquete
del proyecto en función del Project que se indique en el fichero ualtools.yml.
Además, se pueden apreciar dos funciones públicas que devuelven el valor de
las dos variables mencionadas anteriormente.
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Figura 46: Fichero de configuración pkg/config/project.go.
4.9 Contenedores base de UALTools
En esta sección se analizará cada uno de los Dockerfile que conforman las
herramientas de la aplicación y se explicarán los aspectos más interesantes de
cada uno de ellos.
Figura 47: Árbol de contenedores de la aplicación.
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4.9.1 dev-go
Figura 48: Dockerfile del contenedor dev-go.
Este Dockerfile usa la imagen de Go 1.12, después ejecuta una serie de comandos
donde en primer lugar, actualiza el contenedor. Después, crea el directorio
/home/container y /data, asignándole todos los permisos. De tal forma que se
puedan evitar problemas a la hora de que el contenedor necesite realizar ciertas
operaciones de escritura.
Después, se indica el GOPATH y se instala un paquete necesario para
facilitar la ejecución del Go como servicio (de la forma que interesa para UALTools).
La libreŕıa en cuestión es https://github.com/cortesi/modd.
Por último, se copia un script que será ejecutado al final del presente Dockerfile
y se establecerá la variable de entorno PATH a /gotools/bin.
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Figura 49: Script run.sh que se ejecuta al poner en marcha el contenedor.
Este Script se encarga de ubicar al contenedor en el WORKDIR, configura e
instala la aplicación para más adelante poder ejecutarla con el comando ‘modd
-f /tmp/modd.conf‘
4.9.2 dev-java
Figura 50: Dockerfile del contenedor dev-java.
Este es el Dockerfile del contenedor para entornos de desarrollo en Java. Utiliza
la imagen de maven. Ya que se decidió que el contenedor pudiese ejecutar APIs,
se optó que éstas fuesen en Spring y las dependencias se gestionasen con maven.
El contenedor crea los diretorios /home/container y /data al igual que dev-go
y además, crea un directorio en /home/container/.m2.
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Posteriormente, copia al usuario del sistema Host y lo añade dentro del
contenedor. Por último, establece una variable de entorno MAVEN CONFIG
al directorio /home/container/.m2.
Por último, el contenedor ejecuta el comando ‘mvn spring-boot:run‘
4.9.3 go
Figura 51: Dockerfile del contenedor go.
Este es un contenedor un tanto especial, ya que necesita configurar sus propiedades
ssh internas y cambiar el puntero de git para poder ejecutarlo sobre la máquina
host. Además de añadir las propiedades del usuario de la máquina host en el
contenedor.
4.9.4 java
Figura 52: Dockerfile del contenedor java.
En este Dockerfile, simplemente se usa la imagen de openjdk y se establece el
WORKDIR a /workspace.
4.9.5 python
Figura 53: Dockerfile del contenedor python.
En el contenedor de Python simplemente se usa la imagen de Python
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4.9.6 mysql
Figura 54: Dockerfile del contenedor mysql.
Este contenedor usa la imagen oficial de MySQL y configura una base de datos
con unas credenciales por defecto y una configuración de codificación.
4.9.7 redis
Figura 55: Dockerfile del contenedor Redis.
Al igual que el de Python, este contenedor śımplemente utiliza la imagen de
Redis.
4.9.8 phpmyadmin
Figura 56: Dockerfile del contenedor phpmyadmin.
El Dockerfile de phpmyadmin configura una variable de entorno que permite
establecer la conexión con la base de datos del entorno.
4.9.9 migrator
Figura 57: Dockerfile del contenedor migrator.
Este Contenedor utiliza la imagen de Go e instala 2 herramientas del repositorio
https://github.com/altipla-consulting/migrator. Estas herramientas permiten
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inicializar una base de datos para realizar migraciones (añadiendo una tabla para
ello) y además ejecutan los ficheros de migración sobre la base de datos con un
sencillo comando.
4.10 Comandos
Esta es una, si no la sección más importante dentro del presente TFG. En ella,
se describirá de qué forma se han definido todos y cada uno de los comandos que
el usuario puede ejecutar, y de qué forma interactúan los controladores con los
contenedores y todos los aspectos anteriormente explicados para llevar a cabo
la ejecución de dichos comandos.
Figura 58: Árbol de ficheros del directorio cmd/ualtools.
4.10.1 Libreŕıa https://github.com/spf13/cobra
Se usará la libreŕıa Cobra para establecer en el main.go un comando de entrada
de la aplicación (que se encuentra CmdRoot) y ejecutar sobre él el método
.Execute(). En el resto de ficheros del directorio cmd/ualtools se definirán el




Figura 59: Punto de entrada de la aplicación.
Este fichero es el punto de entrada de la aplicación, directamente llama al
método CmdRoot.Execute(), comentado en el punto anterior, que inicializa
el comando de entrada de la aplicación, ‘ualtools ...‘ que se mostrará en detalle
a continuación.
4.10.3 cmd root.go
Figura 60: Ráız de ejecución de comandos.
Aqúı se define el comando de inicio de la aplicación ‘ualtools ...‘. Como se puede
apreciar, se le añade el flag ‘d‘ o ‘debug‘ (y se establece a false) para permitir




Cabe destacar que el campo del comando CmdRoot PersistentPreRunE,
en caso de que el logging de depuración se haya activado, se establecerá dicho
nivel de depuración con la libreŕıa que se ha utilizado para los logs de UALTools,
https://github.com/sirupsen/logrus
4.10.4 cmd start.go
Este es el comando más complejo y el que arranca los servicios de desarrollo.
Este comando hará comprobaciones del fichero definido y configurado por el
usuario ualtools.yml.
Figura 61: Inicio de fichero de comando start.
En primer lugar, se añade el comando a CmdRoot para que el usuario pueda
continuar la secuencia ‘ualtools start ...‘. Al ejecutarlo se hará una llamada al
método privado startCommand(args), dónde se le añadirán los argumentos
que se le hayan pasado a continuación del comando anteriormente mencionado.
Antes de continuar explicando el método startCommand, se procederá a
explicar el método resolveDeps
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Figura 62: Método privado resolveDeps
Este método hace comprobaciones de si los argumentos que se han enviado
son servicios o herramientas (haciendo uso del paquete config explicado en el
punto 4.9.1, Figura 43) y las extrae de la configuración definida por el usuario
ualtools.yml. Una vez hace la primera comprobación, vuelve a comprobar si
en las deps del servicio o herramienta hay más herramientas o servicios. Cuando
se comprueban los servicios y herramientas, se añaden a dos listas (una para
cada tipo) que son las que devuelve finalmente el método.
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Figura 63: Preparación de herramientas.
Una vez explicado el proceso de extraer los servicios y herramientas, se
comienza por recorrer cada una de las herramientas. El primer paso al recorrer
las herramientas, es el de buscar que la imagen se encuentre entre las imágenes
de los contenedores definidos en el punto 4.6.
Si todo va bien, se definirá una colección de opciones funcionales (la técnica
de Go que permit́ıa añadir opcionalmente funciones que se ejecutaban internamente,
ubicadas en el fichero pkg/docker/container options.go y explicadas en el
punto 4.5.4) dónde se añaden: WithImage, WithDefaultNetwork, WithPersistence
y WithNetworkAlias. Después de añadir estas cuatro opciones funcionales,
se añaden todas las que vienen por defecto desde el contenedor extraido de
container options.go.
Una vez añadidas las opciones, se comprueban los puertos y volúmenes
definidos en el archivo de configuración, comprobando además que el puerto está
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escrito en un formato correcto para finalmente, añadir las opciones funcionales
WithPort o WithVolume en función de lo que corresponda. Cuando se han
añadido todas las opciones funcionales, se usa el constructor del controlador de
Docker para generar un contenedor con todas las opciones añadidas anteriormente
y el nombre de la herramienta que corresponda. Por último, se lanza el comando
Start para arrancar la herramienta (que crea el contenedor en caso de no existir).
Una vez todas las herramientas se han iniciado/creado. Se procede a crear los
servicios. Un servicio será básicamente una aplicación en Go o en Java que
podrá interaccionar con distintas herramientas.
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Figura 64: Creación de watcher y preparación de servicios.
Primero se inicializa un watcher (aquel elemento que permit́ıa que las goroutines
se ejecutasen de una en una). Posteriormente, se comienzan a recorrer los
servicios procediendo exactamente de la misma forma que se ha hecho con
las herramientas, sólo que con distintas opciones funcionales y que al final,
se añaden variables de entorno en caso de haberlas y en lugar de ejecutar el
método Start del contenedor, se env́ıa al método Run del watcher, que ejecutaba




Este es el fichero dedicado al comando stop.
Figura 65: Fichero de comando para parar servicios.
Como se puede apreciar este fichero es bastante más sencillo que el del
comando start. Básicamente, si no se le pasa ningún argumento (servicio o
herramienta). Recorre todas las herramientas de configuración y las almacena
como argumentos. Recorre todos los servicios y extrae su contenedor correspondiente
con el método docker.Container(). Si el contenedor no está en ejecución





Fichero del comando restart.
Figura 66: Fichero de comando para reiniciar servicios.
Este comando reutiliza los métodos de stopCommand y startCommand
explicados en los puntos anteriores para reiniciar el servicio de desarrollo.
4.10.7 cmd rm.go
Fichero del comando rm.
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Figura 67: Fichero de comando para eliminar contenedores de servicios.
Si no hay argumentos, recopila todos los servicios y herramientas. Más
adelante, recorre dichos servicios y herramientas, extrayendo su contenedor y
en caso de que se esté ejecutando, llama al método Stop() del contenedor
previamente para finalmente (y caso en el que el contenedor no se está ejecutando)




Este comando es el que se utiliza para usar herramientas de forma externa
sin necesidad de crear entornos, interaccionando con el directorio dónde esté
ubicado el sistema.
Previamente a la explicación del comando, se procede a explicar la función
createToolEntrypoint que tendrá gran peso en el uso del comando.
Figura 68: Método para crear el entrypoint de una herramienta.
Esta función recibe un contenedor por argumento, una herramienta y el
directorio de trabajo y retorna una función para ser ejecutada como comando
por Cobra. En primer lugar, se inicializa una lista de opciones funcionales.
Después, se añaden las opciones funcionales del contenedor a dicha lista. En
caso de que el directorio de trabajo venga vaćıo, se establece uno por defecto.
Después, se llama al constructor del controlador de contenedores para crear un
contenedor con el tag tool-(imagen)-(herramienta) y las opciones funcionales.
Se cogen los argumentos que se hayan añadido después del comando y se ejecuta
el contenedor con dichos argumentos.
Ahora si, se procede a la explicación del comando.
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Figura 69: Fichero de comando para ejecutar herramientas en directorios.
Este comando inicializa un mapa de string (herramienta o servicio) a comandos
de Cobra. Posteriormente, recorre los servicios en caso de que se esté ejecutando
el comando desde un directorio de un servicio, para añadirlos al mapa.
Después, recorre todos los contenedores y herramientas haciendo una llamada
al método List() visto en el fichero de contenedores pkg/containers/containers.go,
para crear un comando por cada herramienta, herramienta de depuración o
servicio en caso de haberlo. Internamente, cada uno de estos comandos ejecuta
el método descrito anteriormente createToolEntryPoint, con los parámetros
adaptados a cada una de las herramientas.
De esta forma, cada vez que se haga una llamada del tipo ‘ualtools python
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hello world.py‘, UALTools lo reconocerá ya que se ha establecido el entrypoint
a raiz del fichero de contenedores.
4.10.9 cmd cache print.go
Este comando es méramente informativo.
Figura 70: Fichero de comando para mostrar directorio de caché de
herramientas.
Al llamarlo, imprimirá la localización de dónde están cacheados los artefactos
de las herramientas.
4.10.10 cmd debug.go
Este es el fichero del comando para activar el logging de depuración
Figura 71: Fichero de comando para activar logging de depuración.
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Al ejecutarlo, se establecerá el nivel de depuración con la libreŕıa que se ha
utilizado para los logs de UALTools, https://github.com/sirupsen/logrus
4.10.11 cmd run.go
Este fichero representa al comando run, que accede al contenedor de una herramienta
y permite ejecutar comandos manualmente dentro del mismo.
Figura 72: Fichero de comando para acceder a contenedores para ejecutar
comandos.
El método createRunEntryPoint se encarga de devolver una función que
podrá ejecutar la libreŕıa Cobra (al igual que en ‘ualtools tools ...‘), define
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las opciones funcionales, añade las opciones funcionales del contenedor que
corresponda y genera un contenedor con el constructor del controlador de contenedores.
Por último, ejecuta el método Run() del controlador.
Volviendo a la definición de los comandos (principio del fichero), se recorre la
lista de contenedores para crear cada uno de los comandos por cada uno de los
contenedores y para finalmente, añad́ırselos al comando run. De tal forma que
finalmente, se podŕıa ejecutar por ejemplo ‘ualtools run python‘, se accedeŕıa
a la consola de python y se podŕıan ejecutar sentencias de python (entre otros
ejemplos).
4.10.12 cmd pull.go
Este fichero es el que controla el comando de descarga y actualización de imágenes.
Figura 73: Fichero de comando para actualizar imágenes de contenedores.
Una vez se ejecuta el comando ‘ualtools pull‘, se recorren todas las imagenes y
gracias al controlador de imágenes, se inicializa cada una de ellas para posteriormente
ejecutar el método Pull y descargarlas una a una en local.
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4.11 Docker compose y pruebas del entorno
Ya se ha explicado cómo está estructurado el proyecto, sus paquetes más relevantes
y cómo interaccionan entre ellos. Sólo falta explicar de qué forma se han ido
probando los distintos comandos e interacciones con los distintos contenedores.
Se ha preparado el entorno para descargar las imágenes desde el container
registry del proyecto en Google Cloud Platform. Evidentemente, no es la
solución más óptima de cara a hacer pruebas de los distintos contenedores.
Para ello se ha hecho uso de docker-compose, el fichero es el siguiente:
Figura 74: Fichero docker-compose del proyecto UALTools.
Con docker-compose, se define el conjunto de servicios o contenedores que
se desea poner en marcha. Una vez definidos, para cada servicio, se asignan 2
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valores.
• image: El tag que tiene el contenedor, para todos los casos
eu.grc.io/ual-tools/(contenedor):latest. Ya que los que se descarguen
de producción tendrán el mismo tag e interesa que se sobreescriba en caso
de querer probar ciertos cambios de la aplicación.
• build: Dentro contiene el valor context, y básicamente es el sitio dónde
se ubica el Dockerfile correspondiente a la imagen que se va a construir.
Para la construcción de un contenedor, basta con ejecutar por ejemplo el
comando ‘docker-compose build python‘, este comando, estará ejecutando por
debajo ‘docker build -t python -f Dockerfile containers/python && docker tag
foo eu.gcr.io/ual-tools/python:latest && docker tag python eu.gcr.io/ual-tools/python:123456‘,
que básicamente hace lo explicado anteriormente en la estructura del docker-compose.
De igual forma, si se ejecuta el comando ‘docker-compose build‘, se lanzarán
todos los comandos simultáneamente.
Figura 75: Ejecución comando ‘docker-compose build‘.
Bien, una vez están montados todos los contenedores en local, es momento de
compilar la aplicación. En este caso, ya que ha sido desarrollada con el sistema
operativo Ubuntu Mate, simplemente será necesario ir al terminal, ubicarse en el




Figura 76: Compilación del programa UALTools con Go.
En el directorio de ficheros binarios de la carpeta personal del autor ya
aparece el fichero binario ‘ualtools‘, para comprobar que efectivamente se ha
instalado, basta con escribir en la terminal el comando ‘ualtools‘:
Figura 77: Ejecución del programa UALTools.
Finalmente, se hicieron las pruebas pertinentes de cada uno de los servicios
y funcionalidades, ajustando los contenedores que lo necesitasen y consiguiendo
que el sistema funcione correctamente y como el autor deseaba. En el apartado
de 5. Resultados se mostrará el uso de la aplicación en todas sus variantes.
4.12 Despliegue
Para poner en producción la aplicación, simplemente se ha subido el fichero
binario generado a storage para todos los sistemas operativos. Para las distintas
compilaciones se ejecutará:
• Linux: ‘go build -o /linux/ualtools ./cmd/ualtools‘




• Windows: ‘env GOOS=windows GOARCH=amd64 go build -o /windows/ualtools.exe
./cmd/ualtools‘
Una vez ejecutados dichos comandos se ejecutaŕıan los siguientes comandos
para la subida a storage de los binarios:
• ‘gsutil -h ’Cache-Control: no-cache’ cp /linux/ualtools gs://ualtools/linux/ualtools‘
• ‘gsutil -h ’Cache-Control: no-cache’ cp /mac/ualtools gs://ualtools/mac/ualtools‘
• ‘gsutil -h ’Cache-Control: no-cache’
cp /windows/ualtools.exe gs://ualtools/windows/ualtools.exe‘
Para poder subir dichos ficheros a Storage, es necesario previamente habilitar
un Bucket y autorizar la cuenta de administrador de Google Cloud Platform
desde la máquina de desarrollo.
El bucket tiene las siguientes caracteŕısticas:
Figura 78: Caracteŕısticas Bucket de Storage para subida de binarios.
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Figura 79: Binario Linux subido a Storage





Después de subir los binarios a Storage, de igual forma será necesario habilitar
el servicio de container registry, configurarlo y subir todas las imágenes a storage.
Para la subida de los contenedores a storage, se ha ejecutado desde el
directorio del proyecto el siguiente script bash:
Figura 80: Script de subida de contenedores.
Posteriormente, se comprueba que las imágenes se han sincronizado correctamente.
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Figura 81: Imágenes en container registry.
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5 Resultados
En este caṕıtulo se abordará el funcionamiento de cada una de las funcionalidades
de UALTools.
5.1 Ejemplo de uso de herramientas de UALTools
Para ilustrar este caso, se va a hacer uso de la herramienta Python, ya que
permite interactuar con ella de distintas formas.
5.1.1 Ejecución de scripts de Python
Será necesario un script .py, en este caso, se ha creado el script hello.py, que
simplemente imprimirá por consola un ”Hello World!”.
Figura 82: hello.py.
Una vez el fichero está listo, desde el terminal se ejecuta el comando ‘ualtools
python hello.py‘:
Figura 83: Hello World en python.
Al ser la ejecución de una herramienta, se creará una red con el nombre del
directorio dónde se está ejecutando, y posteriormente la herramienta python
ejecutará el código del script. Este caso es aplicable a ejecutar scripts en Go y
en Java.
5.1.2 Ejecución de test JUnit de Java
Aqúı se va a mostrar como ejecutar un test sencillo de JUnit con Java. Para ello,
se creará un directorio javaexample dónde añadiremos los ficheros de java (Abc
y AbcExample) y además se añadirán las dependencias de JUnit (ya que son
libreŕıas externas). Los ficheros Abc y AbcTest son básicamente un sumador y
la comprobación de la suma:
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Figura 84: Fichero Abc.java
Figura 85: Fichero AbcTest.java
Figura 86: Directorio javaexample.
Ahora desde el terminal, será necesario compilar los archivos .java, para
generar los .class y poder ejecutarlos posteriormente, para ello, se ejecutará el
comando ‘ualtools javac -cp junit-4.12.jar:. AbcTest.java‘
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Figura 87: Directorio javaexample con ficheros compilados.
Como se puede apreciar, ahora han aparecido los ficheros compilados Abc.class
y AbcTest.class. El siguiente paso es ejecutar el test unitario, ejecutando el
comando ‘ualtools java -cp junit-4.12.jar:hamcrest-core-1.3.jar:. org.junit.runner.JUnitCore
AbcTest‘:
Figura 88: Ejecución test JUnit con UALTools.
Finalmente, se ejecutarán los test unitarios con el resultado esperado.
5.1.3 Ejecución de comandos desde dentro de un contenedor
Ahora se va a mostrar un ejemplo de cómo acceder a un contenedor de Python
(se puede hacer con el resto de herramientas) y ejecutar comandos desde dentro.
Figura 89: Ejecución comandos dentro de contenedor Python.
Una vez se ejecuta el comando ‘ualtools run python‘, se abrirá el terminal
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desde dentro del propio contenedor, y permitirá ejecutar comandos. En este
caso, se ha ejecutado otro ”Hello World”.
5.2 Ejecución de un entorno de desarrollo con distintos
servicios de UALTools
Esta sección, trata sobre cómo poner en marcha un servicio de desarrollo de
UALTools, y muestra dos ejemplos ilustrativos que exponen el punto fuerte de
la aplicación.
5.2.1 Estructura del proyecto de ejemplo
El proyecto de ejemplo que se ha creado recibe el nombre de example, éste es
el árbol de directorios:
Figura 90: Directorio example.
En él se distinguen los directorios:
• apps, que es dónde están las dos aplicaciones o servicios en Go y Java,
llamados goenv y javaenv respectivamente.
• config, que es el directorio dónde se añaden los ficheros de configuración
de goenv.
• infra, que básicamente contiene un fichero initdb.sql creado para permitir
la conexión de la base de datos MySQL entre distintos contenedores,
en dicho fichero se ejecuta la sentencia SQL ‘GRANT ALL ON *.* TO
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’dev-user’‘ (todo usuario que se logee con el nombre ’dev-user’ tendrá todos
los permisos sin importar la procedencia).
• migrations, que pasará a explicarse en el próximo punto y por último,
y el núcleo del funcionamiento de los servicios de UALTools, el fichero
ualtools.yml.
Figura 91: ualtools.yml
En este fichero, se definen los siguientes servicios y herramientas:
• goenv: Es de tipo go, se encuentra ubicado en apps/goenv, tiene como
dependencia la herramienta redis, está expuesta en el puerto 8000 y expone
un volumen de configuración config/goenv en etc/goenv dentro del contenedor.
• javaenv: Es de tipo Java, está ubicado en apps/javaenv, tiene la dependencia
la herramienta database (nombre que se le ha asignado a la herramienta
MySQL) y está expuesto en el puerto 8080.
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• database: Esta herramienta usa el contenedor de mysql, está expuesto en
el puerto 3306 y expone el fichero de infra/init comentado anteriormente
dentro del contenedor, para que MySQL se configure internamente.
• phpmyadmin: Esta herramienta utiliza el contenedor de phpmyadmin y
śımplemente se expone en el puerto 5000.
• redis: Esta herramienta usa el contenedor de Redis y se expone en el
puerto 6379.
5.2.2 Ejecución de migraciones
Para la ejecución de migraciones, es importante mostrar primero el fichero
Makefile del proyecto example:
Figura 92: Makefile
En él se muestran los comandos gofmt (para dar formato a los ficheros
de Go), initdb, que ejecuta el comando ‘ualtools init-migrator -user dev-user
-password dev-password -address database‘, que consiste en decirle a la herramienta
de migraciones de ualtools el usuario y la contraseña, para crear una base de
datos ”migrator” que será necesaria para la ejecución de migraciones. Aqúı
la comprobación en phpmyadmin (previamente, es necesario arrancarla con
‘ualtools start phpmyadmin‘ desde el directorio example.
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Figura 93: Schema de migrator.
Como se puede apreciar, en la ruta localhost:5000, entre las bases de datos,
aparece una llamada migrator con la tabla migrations, que es la que se ha
ejecutado al lanzar el comando ‘make initdb‘. El siguiente comando de Makefile
es migrations, éste es el encargado de ejecutar las sentencias SQL ubicadas en
el directorio migrations de UALTools. El directorio migrations, contiene dos
ficheros:
Figura 94: Ficheros de migración.
Aparecen 2 ficheros, uno para crear la base de datos de example y otro para
crear una tabla users (su uso se verá explicado en el siguiente punto).
Figura 95: Creación de base de datos example.
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Figura 96: Creación de tabla users.
Una vez se ejecuta el comando make migrations:
Figura 97: Ejecución comando make migrations.
Figura 98: Tabla de usuarios creada v́ıa migraciones.
Se puede comprobar con phpmyadmin que se ha creado la base de datos y
la tabla esperadas.
5.2.3 Ejemplo API REST con Java y MySQL
Este punto expone la creación de una API REST con Java, que hace operaciones
MySQL con la tabla creada en el punto anterior, de la misma forma, se podŕıa
hacer con Go.
La API que se ha creado está hecha con Spring, y permite gestionar los
usuarios de la tabla que se ha creado anteriormente. En este punto, se expondrá
el funcionamiento de la misma como servicio, sin profundizar en el código del
mismo.
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En primer lugar, será necesario ejecutar el comando ‘ualtools start javaenv‘:
Figura 99: Ejecución del servicio javaenv.
Figura 100: Log Spring del servicio javaenv.
Una vez puesto en marcha el servicio. Se mostrarán los endpoint y los
métodos de la API de usuarios.
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Figura 101: API de usuarios en Java.
Ahora con Postman se lanzará una petición para crear un usuario:
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Figura 102: Creación de un usuario con la API de Java.
Comprobando en la base de datos:
Figura 103: Usuario creado en la base de datos.
Finalmente, el usuario aparece en la tabla, garantizando el funcionamiento
del servicio javaenv.
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5.2.4 Ejemplo API REST en Go con Redis
Del mismo modo que se ha hecho en el punto anterior, se mostrará el funcionamiento
de una API hecha en Go, que interacciona con una base de datos NOSQL de
Redis.
En primer lugar, se ejecutará el comando ‘ualtools start goenv‘:
Figura 104: Ejecución del servicio de desarrollo goenv.
Una vez arrancado, aqúı están los endpoint de la API y los métodos a los
que llama, que consisten en un sistema de gestión de nombres asociados a un
trabajo:
Figura 105: Ejecución del servicio de desarrollo goenv.
Ahora, se lanzarán 2 peticiones a Postman, una para crear un nombre-trabajo
y otra para mostrarlo (ya que no se ha añadido a UALTools una herramienta
estilo phpmyadmin para visualizar los registros de Redis):
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Figura 106: Creación de un par nombre-trabajo.
Figura 107: Visualización del par nombre-trabajo creado anteriormente.
Finalmente, se comprueba que el servicio goenv funciona correctamente, y
es capaz de interaccionar con redis.
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6 Conclusiones
UALTools es finalmente la herramienta que el autor esperaba. Una aplicación
capaz de simplificar la instalación de múltiples lenguajes de programación,
libreŕıas y otra serie de utilidades a la instalación de una aplicación CLI, que es
sencilla de utilizar y puede facilitar el proceso de aprendizaje de un desarrollador
novel. Además, es una aplicación que dada su arquitectura es capaz de ampliar
su número de herramientas y/o funcionalidades de una forma relativamente
sencilla. Para ello, volver a mencionar que es un proyecto público de GitHub
abierto a PullRequest.
6.1 Trabajo futuro
Se da con este punto por concluido el presente TFG que continuará con un
Complemento de Trabajo de Fin de Grado dónde, se explicará todo el proceso de
integración continua, automatización de subida de ficheros y control de versión
de la aplicación, permitiendo a los usuarios mantener siempre la aplicación
actualizada sin necesidad de ejecutar el comando ‘ualtools pull‘ y permitiendo
al desarrollador no preocuparse por subir todos los ficheros a storage cada vez
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UALTools es una herramienta de creación de entornos de desarrollo en 
Go y Java, que permite la ejecución de scripts o test unitarios básicos
en Java, Python y Go, permite crear bases de datos en MySQL y redis y 
que además posibilita el crear bases de datos MySQL a través de la 
ejecución de migraciones. UALTools es sencillo de instalar (sólo requiere 
la instalación de Docker) y configurar (se configura con un fichero
Llamado ualtools.yml con una sintáxis legible). Proporciona acceso a un 
set de herramientas que permite ejecutar programas o scripts de prueba 
de la forma más sencilla posible, configurando únicamente las cosas 
más esenciales de cada una de las herramientas involucradas en el 
proceso.
UALTools is a tool for creating development environments in Go and 
Java, which enables the execution of basic scripts or tests in Java, Python 
and Go, allows creating databases in MySQL and Redis and also makes it
possible to create databases MySQL through the execution of migrations. 
UALTools is easy to install (only requires the installation of Docker) and 
configure (it is configured with a file ualtools.yml). It provides access to a 
set of tools that allows you to run programs or unit tests in the simplest
way possible, configuring only essential things of each of the tools
involved in the process.
