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1. Introduction and preliminaries
Cabello Sánchez, Castillo and R. García in [6], Díaz and Dineen in [12] and Lassalle and Zalduendo in [15] study when
an isomorphism between the duals of some Banach spaces implies an isomorphism between spaces of polynomials/analytic
functions deﬁned on those spaces. On the other hand, Carando et al. in [7] go in the opposite direction: they study when
an isomorphism between some spaces of analytic functions implies an isomorphism between the spaces containing the
domains (or their duals, biduals, etc.). The latter is what is usually called a Banach–Stone type theorem. This type of results
for polynomials or analytic functions can also be found in [5,8,19]. The authors in [7] proved, for example, that whenever
you have two Banach spaces X and Y , one of them having the approximation property, two absolutely convex open sets
U ⊂ X∗ and V ⊂ Y ∗ and the algebras Hw∗u(U ) and Hw∗u(V ), of holomorphic functions which are uniformly w(X∗, X)-
continuous on U -bounded (resp. V -bounded) sets, see below for the deﬁnitions, are topologically algebra isomorphic, then
X and Y are isomorphic. In this study a key element is the description of the spectra of those algebras. Some questions
remained open and we are going to deal with them. Before stating these questions we need to introduce some notations.
We refer to [13] for background information on inﬁnite-dimensional complex analysis. In what follows X and Y will
stand for real or complex Banach spaces. The motivation for our investigation comes from complex spaces but many results
are true also for the real ones (with a simpler proof, usually). So, K will denote the respective ﬁeld – either C or R. By BX
we will denote the open unit ball of X , DX will denote the closed unit ball of X .
Let U ⊂ X be an open set. A subset B of U is U-bounded if it is bounded and has positive distance to X \ U . A countable
family B = (Bn)∞n=1 is a fundamental sequence of U-bounded sets if it satisﬁes the following conditions:
* Corresponding author.
E-mail addresses: Domingo.Garcia@uv.es (D. García), kalenda@karlin.mff.cuni.cz (O.F.K. Kalenda), Manuel.Maestre@uv.es (M. Maestre).
1 Supported in part by MEC and FEDER Project MTM2008-03211.
2 Supported by Prometeo 2008/101.
3 Supported in part by the grant GAAV IAA 100190901 and in part by the Research Project MSM 0021620839 from the Czech Ministry of Education.0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.09.051
664 D. García et al. / J. Math. Anal. Appl. 363 (2010) 663–678(i) Bn is U -bounded for all n;
(ii) for any U -bounded set B there exists n such that B ⊂ Bn;
(iii) there exists a sequence of positive numbers (rn)∞n=1 such that Bn + rnB X ⊂ Bn+1 for all n.
It is easy to check that each open set U admits a fundamental sequence of U -bounded sets. The canonical choice is (Un)∞n=1
where
Un =
{
x ∈ U : ‖x‖ n and dist(x, X \ U ) 1
n
}
, n ∈ N.
This family will be addressed as the canonical fundamental family of U-bounded sets.
For an open subset U of a complex space X , Hwu(U ) will denote the space of holomorphic functions on U that are
uniformly weakly continuous on U -bounded sets. It is endowed with the topology of the uniform convergence on U -bound-
ed sets, i.e. with the family of seminorms
‖ f ‖B := sup
{∣∣ f (x)∣∣: x ∈ B}, B U -bounded.
This space is a Fréchet algebra since it is a closed subalgebra of the space of holomorphic functions on U , bounded on
U -bounded sets, which is Fréchet when endowed with that topology (see e.g. [3]).
The spectrum of this algebra, consisting in all continuous homomorphisms from Hwu(U ) into C, will be denoted by
Mwu(U ).
Analogously, for an open subset U of X∗ , Hw∗u(U ) will stand the space of holomorphic functions on U which are
uniformly w(X∗, X)-continuous on U -bounded sets. As in the case of Hwu(U ), this space is also a Fréchet algebra endowed
with the topology of the uniform convergence on U -bounded sets. The spectrum of this algebra will be denoted by Mw∗u(U ).
The most obvious homomorphism in the spectra is the evaluation at a point x ∈ U . When U = BX , it is well known that
by uniform continuity any function f ∈ Hwu(BX ) has a unique extension f˜ to BX∗∗ that is uniformly weak-star continuous
on rB X∗∗ for all 0 < r < 1. Therefore, to each point x∗∗ ∈ BX∗∗ we can associate a continuous homomorphism δx∗∗ ∈ Mwu(BX )
by δx∗∗ ( f ) = f˜ (x∗∗) for every f ∈ Hwu(BX ). Actually f˜ ∈ Hw∗u(BX∗∗). Indeed, by [9, Theorem 5] the function f has a
holomorphic extension to BX∗∗ called the Aron–Berner extension of f . But, the unique symmetric multilinear functions
associated to the polynomials in the Taylor series expansion f at the origin are weak continuous on bounded sets, and by
this method are extended to uniformly weak-star continuous multilinear functions on products of rB X∗∗ for all 0 < r < 1. So
the Aron–Berner extensions of these polynomials (and hence of f ) are also uniformly weak-star continuous on rB X∗∗ for all
0 < r < 1 too. By the uniqueness of the uniformly weak-star continuous extension of f we get our claim.
The same happens when U is an absolutely convex open set, replacing BX∗∗ by the ‖·‖-interior in X∗∗ of the w(X∗∗, X∗)-
closure of U (see [7, Remark 13]).
Thus to move around this stuff, ﬁnding a description of the spectra, is natural to start in the dual X∗ of X .
Let U ⊂ X∗ be an open set and (Un)∞n=1 a fundamental family of U -bounded sets. Then, every f ∈ Hw∗u(U ) is uniformly
weak-star continuous in each Un , so it extends uniquely to a weak-star continuous functions f˜ on Un
w∗
with ‖ f˜ ‖
Un
w∗ =
‖ f ‖Un . Hence each x∗ ∈ Unw
∗
produces a continuous homomorphism on Hw∗u(U ).
We set
U˜ :=
⋃
n
Un
w∗
.
This set coincides with⋃{
B
w∗
: B is U -bounded
}
and it is an open subset of X∗ contained in Int‖·‖ U
w∗
, the norm-interior of U
w∗
. A natural mapping can be deﬁned:
δ : U˜ → Mw∗u(U ), δ
(
x∗
) := δx∗ .
In [7] some characteristics of the relationship between U , U˜ and Mw∗u(U ) were pointed out. The main questions con-
cerning the relationship between U and U˜ which we address also in this paper are the following:
(1) When U˜ = Int‖·‖ Uw
∗
?
(2) Let (Un)∞n=1 be a fundamental family of U -bounded sets. Is (Un
w∗
)∞n=1 a fundamental family of U˜ -bounded sets?
The sets U for which the second question has positive answer are called boundedly regular in [7]. It was noticed in
[7, Remark 5(ii)] that the answer to both questions is positive if U is bounded and absolutely convex.
The importance of the second question is clear from [7, Proposition 3] which we now recall. Trying to clarify the proper-
ties of the extension of any element of Hw∗u(U ), in [7] was introduced a new class of Fréchet algebras. For an open subset
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is rn > 0 with Bn + rnB X∗ ⊂ Bn+1. (Note that this is a weakening of the notion of fundamental family of U -bounded sets.)
Endowed with the topology of the uniform convergence on these sets,
HBw∗u(U ) :=
{
f ∈ H(U ): f |Bn is weak-star uniformly continuous on Bn for all n ∈ N
}
is a Fréchet algebra. In the case that B is a fundamental sequence of U -bounded sets it follows that the equality HBw∗u(U ) =
Hw∗u(U ) holds algebraically and topologically. Now we are ready to recall the promised proposition from [7] which is a
generalization of [2, Theorem 3].
Proposition 1.1. (See [7, Proposition 3].) Let X be a complex Banach space.
(i) Let U be a balanced open subset of X∗ , (Un)∞n=1 a fundamental family of U-bounded sets andB = (Un
w∗
)∞n=1 . Every f ∈ Hw∗u(U )
extends uniquely to an f˜ ∈ HBw∗u(U˜ ) and the mapping i : Hw∗u(U ) → HBw∗u(U˜ ), i( f ) := f˜ is a topological algebra isomor-
phism.
(ii) If U is an absolutely convex open subset of X∗ and X has the approximation property then Mw∗u(U ) = δ(U˜ ).
If U is boundedly regular, it is clear that in the assertion (i) of this proposition we can substitute HBw∗u(U˜ ) by Hw∗u(U˜ ),
hence the algebras Hw∗u(U ) and Hw∗u(U˜ ) are canonically isomorphic.
In [7, Example 7] an unbounded balanced open set U was constructed such that U is not boundedly regular and, more-
over, the respective Fréchet algebras Hw∗u(U ) and Hw∗u(U˜ ) are different. In the present paper we complete this example
by some more counterexamples to the above questions.
In Section 2 we deal with bounded balanced sets. We prove that there is a bounded balanced open set U such that
U˜ = U = Int‖·‖ Uw
∗
. Note that this U is boundedly regular for trivial reasons.
In Section 3 we study the envelopes of open convex sets. It turns out that the convex case is very different from the
balanced case. In particular, if U is convex and boundedly regular, then necessarily U˜ = Int‖·‖ Uw
∗
.
In Section 4 we use a method developed in the previous section to construct several counterexamples. We show that
there are unbounded absolutely convex open sets U such that ˜˜U = U˜ . In fact, the iteration of the˜ operation may produce
long transﬁnite one-to-one sequences. We also prove that an absolutely convex open set U need not be boundedly regular
even if ˜˜U = U˜ .
In Section 5 we prove that for absolutely convex U the Fréchet algebras Hw∗u(U ) and Hw∗u(U˜ ) are canonically isomor-
phic if and only if U is boundedly regular. Thus for the constructed examples the respective Fréchet algebras are different.
In the last section we collect some open questions.
2. Examples of bounded balanced sets
The aim of this section is to prove the following example.
Example 2.1. There is a separable Banach space X and a balanced open set U  BX∗ such that U˜ = U and U is weak∗ dense
in BX∗ . We can take, for example, X = 1.
The following theorem speciﬁes for which spaces X we are able to ﬁnd such an example in X∗ . The previous example
follows immediately from Theorem 2.2 and Example 2.3.
Theorem 2.2. Let X be a separable Banach space. Suppose there is ε > 0 such that each nonempty relatively weak∗ open subset of
D X∗ has norm-diameter at least ε. Then there is a balanced open set U  BX∗ such that U˜ = U and U is weak∗ dense in B X∗ .
Before proving the theorem let us discuss which spaces satisfy the assumptions. First note that X∗ must be nonseparable.
Indeed, if X∗ is separable, then any nonempty bounded subset of X∗ admits nonempty relatively weak∗ open subsets (in
fact slices) of arbitrarily small diameter. This follows for example from [18, Theorem 2.19 and Lemma 2.18]. An easy positive
example is the following one.
Example 2.3. Any nonempty weak∗ open subset of the unit ball of ∞ = ∗1 has diameter 2.
Proof. Note that the closed unit ball of ∞ is
D = {t: |t| 1}N
and the weak∗ topology coincides with the product topology. Let U be a nonempty open subset of D . Choose (xn)n ∈ U .
Then there is N ∈ N and ε > 0 such that{
(yn)n ∈ D: |yn − xn| < ε for n = 1, . . . ,N
}⊂ U .
666 D. García et al. / J. Math. Anal. Appl. 363 (2010) 663–678Deﬁne two points y = (yn)n and z = (zn)n as follows:
yn = zn = xn, n = 1, . . . ,N,
yn = 1, zn = −1, n > N.
Then y, z ∈ U and ‖y − z‖ = 2. 
We may ask whether there are some other spaces satisfying the assumptions of Theorem 2.2. There are some results in
this direction. For example, in [4, Theorem 2.5] it is proved that whenever A is an inﬁnite-dimensional C∗-algebra, then
every nonempty relatively weakly open subset of the unit ball has diameter 2. If A is moreover a dual space, then a fortiori
nonempty relatively weak∗ open subsets of the unit ball have diameter 2. So, this covers our example ∞ = ∗1 and also the
noncommutative version B(2) = N(2)∗ , the space of bounded linear operators on 2 which is the dual of the space of all
nuclear operators on 2. Some generalizations of the results of [4] are contained in the recent paper [1].
There are also some related results in the realm of real spaces – see [11, Section III.1]. We are convinced that at least
some of them can be proved for complex spaces as well, but we have not checked it.
Now we give a series of lemmas which prove Theorem 2.2. We start by the following lemma on “cones” which we will
need to compute U˜ for certain sets U .
Lemma 2.4. Let X be a Banach space. Let x ∈ X \ {0} and 0 < a < ‖x‖. Set
C :=
⋃{
t(x+ aBX ), t ∈ K \ {0}
}
,
D :=
⋃{
t(x+ aDX ), t ∈ K
}
.
Then C = Int‖·‖ D.
Proof. Without loss of generality we may assume ‖x‖ = 1. Let y ∈ X arbitrary, y /∈ span{x}. Set E := span{x, y}. Let ϕ ∈ E∗
be such that ϕ(x) = 1, ϕ(y) = 0. Then
(1) y ∈ C if and only if ‖ϕ‖ > 1a ,
(2) y ∈ D if and only if ‖ϕ‖ 1a .
Indeed, if y ∈ C then there is t ∈ K \ {0} such that ‖y − tx‖ < |t|a. Hence |ϕ(y − tx)| = |t| > 1a ‖y − tx‖. Thus ‖ϕ‖ > 1a .
Analogously, if y ∈ D then there is t ∈ K such that ‖y − tx‖ |t|a. So |ϕ(y − tx)| 1a ‖y − tx‖. As y − tx = 0 (y /∈ span{x}),
we get ‖ϕ‖ 1a .
If y /∈ C then ‖y − tx‖ |t|a for all t ∈ K \ {0}. For t = 0 this inequality also holds. Hence ‖αy − tx‖ = |α|‖y − tα x‖ |t|a
for α = 0. This also remains true for α = 0. Therefore |ϕ(αy − tx)| = |t| 1a ‖αy − tx‖. Thus ‖ϕ‖ 1a . Analogously, if y /∈ D
then ‖y − tx‖ > |t|a for all t ∈ K. Hence |ϕ(αy − tx)| < 1a ‖αy − tx‖ for αy − tx = 0. Thus ‖ϕ‖ < 1a (note that ϕ is deﬁned
on a two-dimensional space and hence attains its norm).
Now, we prove that C = Int‖·‖ D . As C is open and C ⊂ D , we have C ⊂ Int‖·‖ D . We will show the converse inclusion.
Suppose y /∈ C ∪{0}. Then y /∈ span{x} and we can deﬁne E and ϕ as above. Moreover, we have that ‖ϕ‖ 1a . Let ψ ∈ E∗
be such that ψ(x) = 1, ‖ψ‖ = 1. Set ηδ = (1− δ)ϕ + δψ , δ ∈ (0,1). Then ηδ(x) = 1 and ‖ηδ‖ (1− δ) 1a + δ < 1a (recall that
a < 1). Let z ∈ Kerψ , z = 0. If ϕ(z) = 0, then Kerψ = Kerϕ and hence ψ is a multiple of ϕ . As ϕ(x) = ψ(x) = 1, we conclude
ϕ = ψ , so ‖ϕ‖ = 1 < 1a . Thus y /∈ D .
Now suppose that ϕ(z) = 0. Set
μδ := y − δ
1− δ
ψ(y)
ϕ(z)
z.
Then μδ → y for δ → 0+ and
ηδ(μδ) = (1− δ)ϕ(μδ) + δψ(μδ) = (1− δ)
(
− δ
1− δ
ψ(y)
ϕ(z)
ϕ(z)
)
+ δψ(y) = 0.
Since ‖ηδ‖ < 1a it follows that μδ /∈ D . Thus y /∈ Int‖·‖ D .
Finally, suppose that y = 0. Let ψ ∈ X∗ such that ‖ψ‖ = ψ(x) = 1 and choose z ∈ Kerϕ , z = 0. As ‖ψ‖ = 1 < 1a , we have
z /∈ D . Hence tz /∈ D for all t ∈ (0,1) and tz → 0 = y for t → 0+ . So, again y /∈ Int‖·‖ D and the proof is completed. 
Lemma 2.5. Let X , x, a, C and D have the same meaning as in Lemma 2.4. Set
C ′ = C ∩ BX , D ′ = D ∩ DX .
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(a) D ′ ⊂⋃{t(x+ aDX ), t ∈ K, |t| 1‖x‖−a }.
(b) Int‖·‖ D ′ = C ′ .
(c) C ′‖·‖ = D ′ . If X is, moreover, a dual Banach space equipped with the dual norm, then D ′ is weak∗ closed and hence C ′w∗ = D ′ .
Proof. (a) Let y ∈ D ′ . As y ∈ D , there is t ∈ K such that y = t(x + aDX ). Hence there is z ∈ DX with y = t(x + az). If
|t| > 1‖x‖−a , then
‖y‖ |t|(‖x‖ − a‖z‖) |t|(‖x‖ − a)> 1,
so y /∈ D ′ . This proves (a).
(b) This follows from Lemma 2.4, as
Int‖·‖ D ′ = Int‖·‖(D ∩ DX ) = Int‖·‖ D ∩ Int‖·‖ DX = C ∩ BX = C ′.
(c) Let y ∈ D ′ . By (a) there is some t ∈ K with |t| 1‖x‖−a and z ∈ DX with y = t(x+ az). For k ∈ N set
yk = t
1+ 2ak(‖x‖−a)
·
(
x+ a
(
1− 1
k
)
z
)
.
It is clear that yk norm-converges to y. Moreover, yk ∈ C ′ . Indeed, obviously yk ∈ C and, moreover,
‖yk‖
‖y‖ + ‖ta zk‖
1+ 2ak(‖x‖−a)

1+ ak(‖x‖−a)
1+ 2ak(‖x‖−a)
< 1.
This proves that C ′ is norm-dense in D ′ .
It remains to prove that D ′ is closed in the norm topology (in the weak∗ topology if X is a dual space). We will prove it
simultaneously:
Let y be in the closure of D ′ . Then there is a net yτ in D ′ converging to y. For each τ there is tτ ∈ K, |tτ | 1‖x‖−a and
zτ ∈ DX with yτ = tτ (x+azτ ). As the net tτ is bounded, we can assume (up to passing to a subnet) that it converges (in K)
to some t . If t = 0, then yτ → 0, hence y = 0 ∈ D ′ . So suppose that t = 0. Then we can suppose that tτ = 0 for each τ .
Therefore,
zτ = yτ − tτ x
atτ
→ y − tx
at
.
Denote this limit by z. Then z ∈ DX (as zτ ∈ DX and DX is closed in the norm topology and weak∗ closed in the dual case)
and hence y = t(x+ az) ∈ D . Moreover, ‖y‖ 1 (again by closedness of DX ), so y ∈ D ′ . This completes the proof. 
Lemma 2.6. Let X be a Banach space, ε ∈ (0,1) and (ξn)n∈N a sequence in S X∗ . Suppose that the following condition is satisﬁed:
(i) dist(ξn, span{ξ1, . . . , ξn−1}) > ε for all natural numbers n 2.
Let (an)n∈N be a sequence of real numbers satisfying the following conditions:
(ii) 0 < an < ε17 for each n ∈ N.
(iii) an → 0.
Then the set
U :=
(
1
2
BX∗ ∪
⋃{
t(ξn + anB X∗): t ∈ K \ {0}, n ∈ N
})∩ BX∗
is a bounded balanced norm-open set in X∗ satisfying U˜ = U  BX∗ .
Proof. It is clear that U is an open balanced set and that U ⊂ BX∗ . It remains to prove that U = BX∗ and U˜ = U .
For n ∈ N set
Dn :=
⋃{
t(ξn + anDX∗): t ∈ K
}∩ DX∗ , D ′n := Dn \ 12 BX∗ ,
Cn :=
⋃{
t(ξn + anB X∗): t ∈ K \ {0}
}∩ BX∗ , C ′n := Cn \ 12 BX∗ .
The proof will continue by proving several consecutive claims.
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Let n ∈ N and η ∈ D ′n be arbitrary. By Lemma 2.5 there is some t ∈ K with |t|  11−an and η ∈ t(ξn + anDX∗). We will
check that |t| satisﬁes also the lower bound:
Fix θ ∈ DX∗ such that η = t(ξn + anθ). If |t| < 12(1+an) , then
‖η‖ |t|(‖ξn‖ + an‖θ‖) |t|(1+ an) < 1
2
,
so η /∈ D ′n .
(b) dist(D ′n, D ′m) ε4 for all n,m ∈ N, n =m.
Let m,n ∈ N be such that n = m. Without loss of generality suppose n > m. Take ηn ∈ D ′n and ηm ∈ D ′m . By the al-
ready proved assertion (a) there are θm, θn ∈ DX∗ and numbers tn, tm with modulus in [ 12(1+an) , 11−an ] and [ 12(1+am) , 11−am ]
respectively such that
ηn = tn(ξn + anθn), ηm = tm(ξm + amθm).
Then
‖ηn − ηm‖ |tn| ·
∥∥∥∥ξn − tmtn ξm
∥∥∥∥− |tn| · an‖θn‖ − |tm| · am · ‖θm‖
 1
2(1+ an) · ε −
an
1− an −
am
1− am >
ε
2(1+ ε17 )
− 2
ε
17
1− ε17
>
ε
4
,
where we used the triangle inequality, assumptions (i) and (ii) and the fact that ε < 1.
(c) Cn
w∗ = Cn‖·‖ = Dn and Int‖·‖(Dn) = Cn for all n ∈ N.
This follows from Lemma 2.5.
(d) For each n ∈ N there is some ζn ∈ X∗ with ‖ζn‖ = 1 such that tζn ∈ Dn \ Cn for each t ∈ K with 0 < |t| < 1.
Set M = BX∗ \ {0}. Then Cn is an open subset of M and, due to (c), Dn ∩ M is the relative norm-closure of Cn in M . As
Dn ∩ M  M (this follows, for example, from (b), as D ′m ∩ M is nonempty and disjoint from Dn for each m ∈ N, m = n) and
M is obviously connected (note that X∗ is a complex space of dimension at least one, and so each two points of M can be
joined in M either by a segment or by an arc), we conclude that (Dn ∩ M) \ Cn = ∅. If we choose η in this difference, it is
enough to set ζn = η‖η‖ .
(e) Let n ∈ N and η ∈ C ′n be arbitrary. Then dist(η, X∗ \ U ) 5an1−an .
Let ζn be the point given by (d). Then there is ω ∈ DX∗ and s ∈ K with ζn = s(ξn + anω). As ‖ζn‖ = 1, we get by the
triangle inequality |s| ∈ [ 11+an , 11−an ] (the computation is the same as that in Lemma 2.5 and in (a) above).
We further remark that uζn /∈ U for |u| 12 . Indeed, if |u| 1, then uζn /∈ BX∗ . Moreover, if |u| ∈ [ 12 ,1), then ‖uζn‖ 12
and uζn ∈ Dn \ Cn by (d). Thus uζn /∈ Dm for m = n (by (b)) and so uζn /∈ U .
Finally, choose any η ∈ C ′n . By (a) there is θ ∈ DX∗ and t ∈ K with |t| ∈ [ 12(1+an) , 11−an ] such that η = t(ξn + anθ).
We will ﬁnd u ∈ K with |u| ∈ [ 12 ,1) such that |t − us|  3an1−an . First let us ﬁnd α ∈ K with |α| = 1 such that α st = | st |.
Next we consider the following cases:
• |t| < 12 |s|. Set u = 12α. Then u has the required form and
|t − us| =
∣∣∣∣t − 12αs
∣∣∣∣= 12 |s| − |t| 12(1− an) − 12(1+ an) = an1− a2n  an1− an .
• 12 |s| |t| < |s|. Then we set u = ts . This u has the required form and |t − us| = 0.
• |t| > |s|. Set u = 1−2an1−an α. Then u has the required form (it follows from (ii)) and
|t − us| =
∣∣∣∣t − 1− 2an1− an αs
∣∣∣∣= |t| − 1− 2an1− an |s| 11− an − 1− 2an(1− an)(1+ an) = 3an1− a2n  3an1− an .
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‖η − uζn‖ =
∥∥t(ξn + anθ) − us(ξn + anω)∥∥ |t − us| + an(|t| + |us|) 5an
1− an .
(f) If B ⊂ U is a U -bounded set, then there exists n0 ∈ N such that
B ⊂ 1
2
BX∗ ∪
n0⋃
n=1
Cn.
This follows immediately from (e) and the deﬁnition of a U -bounded set, as 5an1−an → 0.
(g) Int‖·‖( 12 DX∗ ∪
⋃
n∈N Dn) = U .
The inclusion ⊃ is obvious, let us prove the second one. Let η be in the set on the left-hand side.
If ‖η‖ > 12 then there exists n ∈ N such that η ∈ Dn . Choose s > 0 such that s < min( ε8 ,‖η‖ − 12 ) and η + sB X∗ is
contained in the set on the left-hand side. As η + sB X∗ ∩ Dm = ∅ for all m = n by (b), we get η + s1BX∗ ⊂ D ′n hence η ∈ C ′n
by (c). Thus η ∈ U .
If ‖η‖ = 12 , choose s > 0 such that η+ sB X∗ is contained in the set on the left-hand side. Then η′ = (1+ s)η also belongs
to the set on the left-hand side and ‖η′‖ > 12 . So, η′ ∈ U by the previous paragraph. As U is balanced, we conclude that
η ∈ U .
Finally, if ‖η‖ < 12 , obviously η ∈ U .
(h) Conclusion: U˜ = U  BX∗ .
That U  BX∗ follows, for example, from (d) and (b), as 34 ζn ∈ BX∗ \ U for each n ∈ N.
If B ⊂ U is U -bounded, let n0 ∈ N be the number provided by (f). Then
B
w∗ ⊂ 1
2
BX∗ ∪
n0⋃
n=1
Cn
w∗
= 1
2
DX∗ ∪
n0⋃
n=1
Dn ⊂ 1
2
DX∗ ∪
⋃
n∈N
Dn.
Therefore
U˜ ⊂ 1
2
DX∗ ∪
⋃
n∈N
Dn.
As U˜ is norm-open, we conclude that
U ⊂ U˜ ⊂ Int‖·‖
(
1
2
DX∗ ∪
⋃
n∈N
Dn
)
= U
by (g). This completes the proof. 
A sequence (ξn) satisfying the assumptions of Lemma 2.6 can be constructed in the dual of any inﬁnite-dimensional
space by an easy application of the Riesz lemma. The following lemma shows us that in some spaces we can choose such a
sequence which is moreover weak∗ dense in DX∗ . In this way we prove Theorem 2.2.
Lemma 2.7. Let X be a separable Banach space and ε′ > 2ε > 0 be such that each nonempty relatively weak∗ open subset of D X∗ has
diameter greater than ε′ . Then there is a sequence (ξn), n ∈ N in X∗ satisfying the following conditions:
(i) ‖ξn‖ = 1 for n ∈ N.
(ii) {ξn: n ∈ N} is weak∗ dense in DX∗ .
(iii) dist(ξn, span{ξ1, . . . , ξn−1}) > ε for each n 2.
Proof. As X is separable, (DX∗ ,w∗) is a metrizable compact, and so it has a countable basis. Fix Un,n ∈ N such a basis
consisting of nonempty sets.
Note that X is necessarily inﬁnite-dimensional, hence the sphere S X∗ is weak∗ dense in BX∗ .
Choose ξ1 ∈ U1 ∩ S X∗ arbitrary. Suppose we have constructed ξ1, . . . , ξn−1. We will choose ξn ∈ Un ∩ S X∗ such that
dist(ξn, span{ξ1, . . . , ξn−1}) > ε.
If we do that, then ξn ’s clearly satisfy (i)–(iii). It remains to show that the choice of ξn is possible.
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F = (1+ 2ε)DX∗ ∩ span{ξ1, . . . , ξn−1}.
As F is norm-compact, there are ﬁnitely many points η1, . . . , ηm ∈ F such that
F ⊂ {η1, . . . , ηm} +
(
ε′
2
− ε
)
BX∗ .
Then we get
F + εDX∗ ⊂ {η1, . . . , ηm} + ε
′
2
DX∗ . (2.1)
As each nonempty weak∗ open subset of BX∗ has diameter greater than ε′ and Un = ∅, we get Un \ (η1 + ε′2 DX∗ ) = ∅.
Repeating the same argument (n − 2) times we get
Un \
(
{η1, . . . , ηm} + ε
′
2
DX∗
)
= ∅.
Moreover, this set is clearly weak∗ open in DX∗ , therefore we can choose ξn in that set satisfying ‖ξn‖ = 1. By (2.1) we get
dist(ξn, F ) > ε. As for η ∈ span{ξ1, . . . , ξn} \ F we have ‖η‖ > 1+ 2ε and so ‖ξn − η‖ > 2ε, we conclude that (iii) is satisﬁed
and the induction step is completed. 
Theorem 2.2 now follows immediately from Lemmas 2.7 and 2.6.
3. Envelopes of unbounded convex sets
In this section we study the behaviour of U˜ for unbounded open convex sets U . The main focus is on absolutely convex
sets as, due to Proposition 1.1, it is natural to consider balanced sets. Anyway, most results of this section are of geometrical
or topological nature and hold also for arbitrary convex sets. Therefore we formulate those results in this more general
setting which may be also interesting in itself.
We focus on the question when ˜˜U = U˜ . It is easy to see that the latter equality holds whenever U is boundedly regular.
The converse does not hold as we will show in the next section. We characterize those open convex sets which satisfy
˜˜U = U˜ and describe a method of constructing counterexamples. In the next section we will use it to provide a variety
of examples of unbounded open absolutely convex sets satisfying ˜˜U = U˜ . This will be also applied to distinguishing the
respective algebras of holomorphic functions.
As we will deal with iteration of the -˜envelope, we adopt the following notation. If U ⊂ X∗ is an open set and α is an
ordinal, we deﬁne inductively
U (α˜) =
⎧⎪⎨⎪⎩
U if α = 0,
U˜ (β˜) if α = β + 1,⋃
β<α U
(β˜) if α is limit.
It turns out that the -˜envelope is closely related to the following operation: Let A ⊂ X∗ be any subset. Set
A(1) =
⋃
n∈N
A ∩ nBX∗ w
∗
,
i.e., A(1) is the set of all limits of weak∗ convergent bounded nets in A. If X is separable, it is just the set of all limits
of weak∗ convergent sequences from A. We deﬁne inductively A(α) for any ordinal α by the obvious way. We recall that,
provided A is convex, by the Banach–Dieudonné theorem [14, Theorem 222] A(1) = A if and only if A is weak∗ closed.
The relationship of the two operations is witnessed by the following theorem.
Theorem 3.1. Let X be a Banach space and U ⊂ X∗ an open convex set. Then we have the following:
(1) U˜ = Int‖·‖ U (1) .
(2) U (α˜) = Int‖·‖ U (α) for each ordinal α.
(3) Consider the following assertions.
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(ii) ˜˜U = U˜ .
(iii) U˜ = Int‖·‖ Uw
∗
.
(iv) U
w∗ = U (1)‖·‖ .
Then the assertions (ii)–(iv) are equivalent and are implied by the assertion (i).
Let us remark that the implication (ii) ⇒ (i) in the part (3) of the above theorem does not hold. An example is given
in the next section. Anyway, already this theorem will enable us to construct absolutely convex open sets which are not
boundedly regular by violating conditions (ii)–(iv).
To prove the theorem we need two lemmas.
Lemma 3.2. Let X be a real or complex Banach space and U an open convex set containing 0. Then the sets
Bn = nBX ∩
(
1− 1
n
)
U , n ∈ N,
form a fundamental family of convex U-bounded sets.
Proof. We will verify the three conditions from the respective deﬁnition.
First, we have to show that each Bn is U -bounded. It is obviously bounded. Further, choose c > 0 with cB X ⊂ U . Then
Bn + c
n
B X ⊂
(
1− 1
n
)
U + 1
n
U = U
as U is convex. Thus dist(Bn, X \ U ) cn . This completes the proof that Bn is U -bounded.
Further, let A ⊂ U be U -bounded. We will ﬁnd some n ∈ N with A ⊂ Bn . As A is U -bounded, there is M > 0 with
A ⊂ MBX and c > 0 with A + cB X ⊂ U . Then(
1+ c
M
)
A ⊂ A + c
M
A ⊂ A + cB X ⊂ U ,
thus A ⊂ 1
1+ cM U . It remains to take some n ∈ N such that n M and
1
1+ cM < 1−
1
n . Then clearly A ⊂ Bn .
Finally, obviously
Bn +
(
1
n
− 1
n + 1
)
BX ⊂ Bn+1.
This completes the proof. 
Lemma 3.3. Let Y be a normed space and U ⊂ Y a convex set such that 0 ∈ Int‖·‖ U . Then
Int‖·‖ U = Int‖·‖ U =
⋃
t∈[0,1)
tU .
Proof. Let p be the Minkowski functional of U . As 0 ∈ Int‖·‖ U , p is continuous and hence A = {x ∈ Y : p(x) < 1} is open
and B = {x ∈ Y : p(x) 1} is closed. Moreover, it is clear that A ⊂ U ⊂ B , A is dense in B and Int‖·‖ B = A. The announced
equalities now follow. 
Proof of Theorem 3.1. Let U ⊂ X∗ be an open convex set. Without loss of generality we can suppose that 0 ∈ U .
(1) We have the following equalities:
U˜ =
⋃
n∈N
nBX∗ ∩
(
1− 1
n
)
U
w∗
=
⋃
n∈N
⋃
m∈N
mBX∗ ∩
(
1− 1
n
)
U
w∗
=
⋃
n∈N
((
1− 1
n
)
U
)(1)
=
⋃
n∈N
(
1− 1
n
)
U (1) = Int‖·‖ U (1).
Indeed, the ﬁrst equality follows from Lemma 3.2 and the deﬁnition of U˜ . The inclusion ⊂ of the second equality is obvious,
the converse one follows from the observation that mBX∗ ∩ (1− 1n )U ⊂ kB X∗ ∩ (1− 1k )U whenever kmax{m,n}. The third
equality follows immediately from the deﬁnitions, the fourth one is obvious. The last one follows from Lemma 3.3 applied
to the convex set U (1) .
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(2) If α = 0, the assertion is obvious, the case α = 1 is covered by the assertion (1). Suppose that α > 1 and that the
assertion is true for all β < α.
First suppose that α is isolated, i.e., α = β + 1 for some β . Then
U (α˜) = U˜ (β˜) = ˜Int‖·‖ U (β) = Int‖·‖
(
Int‖·‖ U (β)
)(1) ⊂ Int‖·‖ (U (β))(1) = Int‖·‖ U (α).
Indeed, the ﬁrst equality follows from the deﬁnitions, the second one from the induction hypothesis, the third one from the
assertion (1). The rest is obvious.
In this way we have proved the inclusion ⊂. To prove the converse one, choose any ξ ∈ Int‖·‖ U (α) . By Lemma 3.3 there
is some r ∈ [0,1) and η ∈ U (α) with ξ = rη. Then there is M > 0 such that η ∈ U (β) ∩ MBX∗ w
∗
. Fix some s ∈ (r,1). Then we
have
sη ∈ sU (β) ∩ sMBX∗ w
∗
⊂ U˜ (β).
Indeed, this follows from Lemma 3.2 if we choose n ∈ N with n > sM and 1− 1n > s. So,
ξ = rη = r
s
· sη ∈ r
s
(˜
U (β)
)= ˜( r
s
U (β)
)
⊂ ˜(Int‖·‖ U (β))= (˜U (β˜))= U (α˜).
The ﬁrst two equalities are trivial. The following relation is proved above. The third equality is trivial, the next inclusion
follows from Lemma 3.3, the next equality follows from the induction hypothesis. The last one is just the deﬁnition.
Next suppose that α is limit. Then
U (α˜) =
⋃
β<α
U (β˜) =
⋃
β<α
Int‖·‖ U (β) =
⋃
β<α
⋃
t∈[0,1)
tU (β)
=
⋃
t∈[0,1)
t
( ⋃
β<α
U (β)
)
=
⋃
t∈[0,1)
tU (α) = Int‖·‖ U (α),
where we used the deﬁnitions, induction hypothesis and Lemma 3.3.
This completes the proof of (2).
(3) The implication (i) ⇒ (ii) is obvious.
(ii) ⇒ (iii) Suppose that ˜˜U = U˜ . Then for each ordinal α  1 we have U˜ = U (α˜) . Further, obviously there is an ordinal
α  1 such that U (α+1) = U (α) . It follows from the Banach–Dieudonné theorem [14, Theorem 222] that for this choice of α
the set U (α) is weak∗ closed. Hence U (α) = Uw∗ (as clearly U ⊂ U (α) ⊂ Uw∗ ). Then we have by (2) that
U˜ = U (α˜) = Int‖·‖ U (α) = Int‖·‖ Uw
∗
,
which completes the proof.
(iii) ⇒ (iv) Suppose (iii) holds. By Lemma 3.3 we get that
U˜ =
⋃
t∈[0,1)
tU
w∗
,
hence U˜ is norm-dense in U
w∗
. As U˜ ⊂ U (1) ⊂ Uw∗ by (1), we conclude that U (1) is a norm-dense subset of Uw∗ , thus (iv)
is valid.
(iv) ⇒ (iii) Suppose (iv) holds. Then
Int‖·‖ U
w∗ = Int‖·‖ U (1)‖·‖ = Int‖·‖ U (1) = U˜ .
Indeed, the ﬁrst equality follows from the assumption (iv), the second one from Lemma 3.3 and the last one from the
assertion (1).
(iii) ⇒ (ii) is obvious due to (2) as
U˜ ⊂ ˜˜U = Int‖·‖ U (2) ⊂ Int‖·‖ Uw
∗
. 
Now we turn to the method of constructing counterexamples. The key tool is the following proposition.
Proposition 3.4. Let X be a Banach space, A ⊂ X∗ a convex set and r > 0. Then U = A + rB X∗ is an open convex set and for each
ordinal α we have
U (α˜) = A(α) + rB X∗ .
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Lemma 3.5. Let Y be a normed space, A ⊂ Y a nonempty convex set, x ∈ Y and d > 0 such that dist(x, A) d. Then for each δ ∈ (0,1)
there is y ∈ SY such that for each t > 0 we have dist(x+ ty, A) d + (1− δ)t.
Proof. Suppose Y , A, x and d are as in the assumptions. Set B = x + dBY . Then B is an open convex set and A ∩ B = ∅.
Hence by the Hahn–Banach separation theorem there is some ξ ∈ SY ∗ and c ∈ R such that
supRe ξ(A) c  inf Re ξ(B).
Note that inf Re ξ(B) = Re ξ(x) − d, so Re ξ(x) c + d.
If δ ∈ (0,1) is given, ﬁnd y ∈ SY such that ξ(y) ∈ R and ξ(y) > 1 − δ. We claim this y has the required properties.
Indeed, let t > 0 and z ∈ A arbitrary. Then∥∥(x+ ty) − z∥∥ ∣∣ξ(x+ ty − z)∣∣ Re ξ(x+ ty − z)
= Re ξ(x) + tξ(y) − Re ξ(z) (c + d) + t(1− δ) − c = d + t(1− δ).
This ﬁnishes the proof. 
Proof of Proposition 3.4. It is enough to prove the proposition for α = 1. The general case is then immediate by transﬁnite
induction. We will prove that
U˜ = A(1) + rB X∗ .
Firstly, A(1) + rB X∗ ⊂ U˜ since
A ∩ nBX∗ + sB X∗ + (r − s)BX∗ = A ∩ nBX∗ + rB X∗ ⊂ U ,
for all n ∈ N and 0 < s < r, so A ∩ nBX∗ + sB X∗ is U -bounded. Finally, it is clear that weak∗ closure of these sets cover
A(1) + rB X∗ .
Conversely, suppose ξ ∈ U˜ . Then there is M ⊂ U˜ which is U -bounded and ξ ∈ Mw∗ . First let us prove that there is some
s ∈ (0, r) with M ⊂ A + sB X∗ .
As the distance of M to the complement of U is positive, there is some c > 0 with M + cB X∗ ⊂ U . Choose any η ∈ M and
set d = dist(η, A). Suppose that d > 0. By Lemma 3.5 there is ζ ∈ S X∗ such that for each t > 0 we have dist(η+tζ, A) d+ t2 .
As η + cB X∗ ⊂ U , we get dist(η + tζ, A) < r whenever t ∈ (0, c). Therefore r  d + c2 , so d r − c2 . It follows that r − c2  0
and that M ⊂ A + (r − c2 )DX∗ , so M ⊂ A + sB X∗ for any s ∈ (r − c2 , r).
So ﬁx some s ∈ (0, r) with M ⊂ A + sB X∗ . The set M is also bounded, so there is some R > 0 with M ⊂ RBX∗ . Then
clearly
M ⊂ (A ∩ (R + s)BX∗)+ sB X∗ ,
hence
ξ ∈ Mw∗ ⊂ (A ∩ (R + s)BX∗)+ sB X∗ w∗ ⊂ (A ∩ (R + s)BX∗)w∗ + sD X∗ ⊂ A(1) + rB X∗ .
This completes the proof. 
We ﬁnish this section by the following proposition which shows how to construct examples of (absolutely) convex sets
which are not boundedly regular.
Proposition 3.6. Let X be a Banach space. The following assertions are equivalent:
(i) For each (absolutely) convex open set U ⊂ X∗ we have ˜˜U = U˜ .
(ii) For each (absolutely) convex set A ⊂ X∗ we have Aw∗ = A(1)‖·‖ .
Proof. The implication (ii) ⇒ (i) follows immediately from Theorem 3.1(3).
Let us show (i) ⇒ (ii). Suppose (ii) does not hold. So there is an (absolutely) convex set A ⊂ X∗ with Aw∗  A(1)‖·‖ . So,
we can ﬁx ξ ∈ Aw∗ \ A(1)‖·‖ . Further, ﬁnd r > 0 such that dist(ξ, A(1)) > r and set U = A + rB X∗ . Then U is (absolutely)
convex and open and, moreover, U˜ = A(1) + rB X∗ by Proposition 3.4, so ξ /∈ U˜ . On the other hand, ξ ∈ Aw
∗
, so there is an
ordinal α with ξ ∈ A(α) and therefore also ξ ∈ U (α˜) . Thus, U (α˜) = U˜ , hence ˜˜U = U˜ . 
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In this section we collect examples of absolutely convex sets U which are not boundedly regular. Most of them even do
not satisfy ˜˜U = U˜ , but we also give one example satisfying ˜˜U = U˜ .
The method of construction consists in using Proposition 3.4 with A being a linear subspace of X∗ . Recall that a Banach
space X is called quasireﬂexive if the quotient X∗∗/X has ﬁnite dimension. We have the following well-known dichotomy.
Proposition 4.1.
(1) Let X be a Banach space. Then X is quasireﬂexive if and only if E(1) = Ew∗ for each linear subspace E ⊂ X∗ .
(2) Let X be a separable space which is not quasireﬂexive. Then for each countable ordinal α there is a linear subspace E ⊂ X∗ such
that E(α+1) = X∗ and E(α) is contained in a proper closed hyperplane in X∗ .
Proof. (1) This follows from [17] (the only if part) and [10] (the if part).
(2) Let X be a separable Banach space which is not quasireﬂexive and α be a countable ordinal. By [16, Theorem] there
is a linear subspace E ⊂ X∗ such that E(α)  E(α+1) = X∗ . Moreover, it follows from the proof that E(α) is contained in a
proper closed hyperplane in X∗ . Indeed, one can take E to be of the form K (g0,α, A) in the notation of [16, Lemma 2]. By
the assertion 1) of the quoted lemma we have E(α) ⊂ Ker g0. As g0 ∈ X∗∗ , the proof is completed. 
As a consequence we get the following theorem.
Theorem 4.2. Let X be a separable Banach space which is not quasireﬂexive. Then, for each α < ω1 there is an (unbounded) absolutely
convex open set U in X∗ such that U (β˜)  U (˜β+1) for every ordinal β  α and U (˜α+1) = X∗ .
Proof. Let X be a separable Banach space which is not quasireﬂexive and α be a countable ordinal. Let E ⊂ X∗ be a linear
subspace given by Theorem 4.1 and r > 0 be arbitrary. Set U = E + rB X∗ . Then U is an open absolutely convex set. By
Proposition 3.4 we have U (β˜) = E(β) + rB X∗ for each ordinal β . In particular,
U (˜α+1) = E(α+1) + rB X∗ = X∗
and
U (α˜) = E(α) + rB X∗ ⊂ H + rB X∗  X∗,
where H is a closed hyperplane in X∗ . This completes the proof. 
Even if the above theorem yields plenty of counter-examples, we are going to give an explicit one.
Example 4.3. Let
A = {x ∈ ∞(N × N): ∀k ∈ N: {n ∈ N: x(k,n) = kx(k,1)} is ﬁnite}.
Then A is a linear subspace of ∞(N × N) = 1(N × N)∗ . Then{
x ∈ ∞(N × N):
{
(k,n): x(k,n) = 0} is ﬁnite}⊂ A(1) ⊂ {x ∈ ∞(N × N): lim
k→∞
x(k,1) = 0
}
.
Indeed, let x be in the set on the left-hand side. Then there is some N ∈ N such that x(k,n) = 0 whenever k > N or
n > N . Deﬁne a sequence xm as follows:
xm(k,n) =
{
x(k,n), k N, n N,
kx(k,1), k N, n N +m,
0, otherwise.
Then xm is a bounded sequence of elements of A which weak∗ converges to x. This proves the ﬁrst inclusion.
Let us show the second one. Let x ∈ A(1) . Then there is N ∈ N such that x ∈ {y ∈ A: ‖y‖ N}w∗ . Let ε > 0 and k ∈ N
such that |x(k,1)| > ε. Then there is y ∈ A with ‖y‖  N such that |y(k,1)| > ε. By the deﬁnition of A there is some (in
fact many) n ∈ N with y(k,n) = ky(k,1), so |y(k,n)| > kε. Thus kε < N , so k < Nε .
It follows that |x(k,1)| ε if k Nε . Therefore lim x(k,1) = 0, which completes the proof of the second inclusion.
From the ﬁrst inclusion we get A(2) = ∞(N × N), the second one implies that A(1) is contained in a closed hyperplane.
Thus if we set, for example, U = A + B∞(N×N) we obtain an open absolutely convex set with U˜  ˜˜U .
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sets satisfying ˜˜U = U˜ .
Example 4.4. There is a linear subspace A ⊂ 1 = c∗0 such that A(1) is a proper norm-dense subset of 1.
Proof. We will consider 1(N × N) and set
A =
{
x ∈ 1(N × N): (∀k ∈ N)
(
x(k,1) = 1
k
∞∑
n=2
x(k,n)
)}
.
Then A is clearly a linear subspace of 1(N × N). First we will show that A(1) is norm-dense in 1(N × N). To this end it is
enough to show that each ﬁnitely supported vector belongs to A(1) .
Let x ∈ 1(N×N) be ﬁnitely supported. Then there is some N ∈ N such that x(k,n) = 0 whenever k > N or n > N . Deﬁne
a sequence xm as follows:
xm(k,n) =
{
kx(k,1) −∑Nj=2 x(k, j), k N, n = N +m,
x(k,n), otherwise.
Then clearly xm ∈ A and the sequence xn converges to x pointwise on N × N. Moreover,
‖xm‖ ‖x‖ +
N∑
k=1
∣∣∣∣∣kx(x,1) −
N∑
j=2
x(k, j)
∣∣∣∣∣ (1+ N)‖x‖,
so the sequence xm is bounded. Hence the sequence xm weak∗ converges to x and so x ∈ A(1) .
Finally, we will show that A(1) is a proper subset of 1(N × N). Namely, the element x deﬁned as
x(k,n) =
{
1
k2
, n = 1,
0, otherwise
belongs to 1(N × N) \ A(1) . Indeed, suppose that x ∈ A(1) . Then there is M > 0 such that x ∈ A ∩ MB1(N×N)w
∗
. Choose
N ∈ N such that ∑Nk=1 12k > M . We can ﬁnd y ∈ A with ‖y‖ < M such that |y(k,1)| > 12k2 for k = 1, . . . ,N . As y ∈ A, we get
‖y‖ =
∑
k,n∈N
∣∣y(k,n)∣∣ N∑
k=1
∣∣∣∣∣
∞∑
n=2
y(k,n)
∣∣∣∣∣=
N∑
k=1
k
∣∣y(k,1)∣∣> N∑
k=1
1
2k
> M,
a contradiction. 
The following proposition contains a characterization of boundedly regular sets among the sets of the form considered
in this section.
Proposition 4.5. Let X be a Banach space and A ⊂ X∗ a weak∗-dense linear subspace. Let r > 0 be arbitrary and U = A + rB X∗ . Then
U is boundedly regular if and only if A(1) = X∗ , i.e., A is norming.
Proof. First suppose that A(1) = X∗ . Then A ∩ BX∗ w
∗
contains cB X∗ for some c > 0. (This is an easy and well-known con-
sequence of the Baire category theorem.) Let C ⊂ U˜ be U˜ -bounded. As U˜ = X∗ (by Proposition 3.4), it means just that C is
bounded, i.e., C ⊂ MDX∗ for some M > 0. As
MDX∗ = M
c
cDX∗ = M
c
cBX∗
w∗ ⊂ M
c
A ∩ BX∗ w
∗ = A ∩ M
c
BX∗
w∗
.
As A ∩ Mc B X∗ is U -bounded, we conclude that U is boundedly regular.
Conversely, suppose that U is boundedly regular. Then necessarily ˜˜U = U˜ and so U˜ = X∗ . (As Aw∗ = X∗ , there is an
ordinal α such that A(α) = X∗ . Then U (α˜) = X∗ as well by Proposition 3.4.) The set 2rB X∗ is then U˜ -bounded. As U is
boundedly regular, there is a U -bounded set C ⊂ U such that 2rB X∗ ⊂ Cw
∗
. C is necessarily bounded, so there is some
M > 0 such that C ⊂ (A ∩ MBX∗) + rB X∗ . So, we have
2rB X∗ ⊂ (A ∩ MBX∗) + rB X∗ w
∗ = A ∩ MBX∗ w
∗ + rD X∗ .
For x ∈ X set
p(x) = sup{∣∣ξ(x)∣∣: ξ ∈ A ∩ MBX∗ w∗}.
Then p is clearly a seminorm on X such that p(x) M‖x‖ for each x ∈ X .
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∗
and θ ∈ DX∗ . So,
p(x)
∣∣η(x)∣∣= ∣∣2rξ(x) − rθ(x)∣∣ 2r∣∣ξ(x)∣∣− r∣∣θ(x)∣∣ 2r − r = r.
It follows that p(x) r‖x‖ for x ∈ X , so p is an equivalent norm on X . By the bipolar theorem the respective dual unit ball
is A ∩ MBX∗ w
∗
. Thus the latter set is a unit ball of an equivalent norm on X∗ , so it contains cB X∗ for some c > 0. It follows
that A(1) = X∗ . 
Now we are ready to give the announced example:
Example 4.6. There is an open absolutely convex set U ⊂ 1 = c∗0 such that ˜˜U = U˜ but U is not boundedly regular.
Proof. Let A be the linear subspace of 1 provided by Example 4.4 and set U = A+ B1 . As A(1) is norm dense in 1, U˜ = 1
and so ˜˜U = U˜ . Finally, as A(1) = 1, U is not boundedly regular by Proposition 4.5. 
Finally, we use Proposition 4.5 to partially extend Theorem 4.2 to nonseparable setting.
Theorem 4.7. Let X be a (not necessarily separable) Banach space which is not quasireﬂexive. Then there is an open absolutely convex
set U ⊂ X∗ which is not boundedly regular.
Proof. By [10] there is a weak∗ dense linear subspace A ⊂ X∗ such that A(1) = X∗ . Then U = A + BX∗ is the required
example due to Proposition 4.5. 
5. Distinguishing algebras of holomorphic functions
The aim of this section is to prove the following theorem, which can be viewed as a kind of converse of Proposition 1.1
for absolutely convex sets.
Theorem 5.1. Let X be a complex Banach space and U ⊂ X∗ an absolutely convex open set. Then each f ∈ Hw∗u(U ) can be extended
to some f˜ ∈ Hw∗u(U˜ ) if and only if U is boundedly regular.
Let (Un)n∈N be a fundamental sequence of U -bounded sets consisting of absolutely convex sets (one can use Lemma 3.2)
and set B = (Unw
∗
)n∈N .
The if part of the above theorem follows from Proposition 1.1, as for boundedly regular U the algebras HBw∗u(U˜ ) and
Hw∗u(U˜ ) coincide.
To prove the only if part we use the following proposition.
Proposition 5.2. Let X be a complex Banach space and U be an absolutely convex open set in X∗ which is not boundedly regular.
Then Hw∗u(U˜ ) is a proper subset of HBw∗u(U˜ ) and the topology of Hw∗u(U˜ ) is strictly stronger than the topology inherited from
HBw∗u(U˜ ).
Proof. As U is not boundedly regular, there exists a subset E of U˜ such that is U˜ -bounded but is not contained in any Un
w∗
,
for n = 1,2, . . . . Hence we can take x∗n ∈ E \ Unw
∗
. By applying the bipolar theorem, we can ﬁnd an element xn ∈ X such
that |x∗n(xn)| > 1 and |x∗(xn)| 1 for all x∗ ∈ Unw
∗
.
We choose a pn ∈ N such that∣∣x∗n(xn)∣∣pn > n,
for each n ∈ N. We take the pn-homogeneous polynomial Pn : X∗ → C deﬁned by
Pn
(
x∗
)= (x∗(xn))pn .
Then Pn ∈ Hw∗u(U˜ ) and Pn ∈ HBw∗u(U˜ ) for all n ∈ N.
But sup{|Pn(x∗)|: x∗ ∈ E}  n for all n and E is a U˜ -bounded set. Hence the sequence (Pn) is unbounded in Hw∗u(U˜ ),
but on the other hand sup{|Pn(x∗)|: x∗ ∈ Upw
∗ } sup{|Pn(x∗)|: x∗ ∈ Unw
∗ } 1 for all n p and any continuous polynomial
is bounded on bounded subsets of X∗ . Thus the sequence (Pn) is bounded in HBw∗u(U˜ ).
Since the inclusion i : Hw∗u(U˜ ) → HBw∗u(U˜ ) is always continuous, by the open mapping theorem, we have that Hw∗u(U˜ )
is a proper subspace of HBw∗u(U˜ ) and the topology of Hw∗u(U˜ ) is strictly stronger than the restriction of the topology of
HBw∗u(U˜ ) to that subspace. 
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there is some f ∈ HBw∗u(U˜ ) \ Hw∗u(U˜ ). Let g be the restriction of f to U . Suppose that g˜ ∈ Hw∗u(U˜ ) is an extension of g .
As we have g˜ ∈ HBw∗u(U˜ ) as well, g˜ = f by Proposition 1.1 (by the uniqueness of the extension). But this is a contradiction
as f /∈ Hw∗u(U˜ ).
6. Final remarks and open problems
In this section we collect some questions we do not know the answers. We begin by questions on balanced sets.
Question 6.1. Is there a bounded balanced open set in a dual Banach space which is not boundedly regular? In particular, is
˜˜U = U˜ for any bounded balanced open set?
In [7] an example of an unbounded balanced set which is not boundedly regular is given. Our example in Section 2
shows that balanced sets have very different behaviour from convex ones but still is boundedly regular.
Question 6.2. Is Theorem 5.1 valid also for balanced sets?
Note that in the proof of Theorem 5.1 the convexity was essentially used due to the use of the bipolar theorem.
We continue by questions on convex sets:
Question 6.3. Let X be a quasireﬂexive Banach space.
(a) Is A
w∗ = A(1) for each (absolutely) convex set A ⊂ X∗?
(b) Is each (absolutely) convex open subset of X∗ boundedly regular?
Note that the question (a) has positive answer if A is a linear subspace. Anyway the respective proof strongly uses
linearity and it seems not to be clear how to adapt it to the (absolutely) convex case.
We also remark that both questions have positive answer if X is reﬂexive. Indeed, in this case weak∗ topology on X∗
coincides with the weak one. Moreover, the weak closure of any convex set equals to its norm closure. So, U˜ = U for each
open convex set U ⊂ X∗ .
Question 6.4. Let X be a Banach space, A ⊂ X∗ an (absolutely) convex open set. Is it true that A+ rB X∗ is boundedly regular
for each r > 0 if and only if A
w∗ = A(1)?
Proposition 4.5 shows that it is true if A is a weak∗ dense linear subspace.
Question 6.5. For which Banach spaces X there is a linear subspace A ⊂ X∗ such that A(1) is a proper norm-dense subset
of X∗? Is it true whenever X is not quasireﬂexive?
Note that we have just one example of such a subspace for X = c0. It seems not to be clear how to adapt it even for
X = 1.
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