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ABSTRACT
We examine the counts-in-cells probability distribution functions that describe dark matter halos
in the Dark Energy Universe Simulations (DEUS). We describe the measurements between redshifts
z = 0 to z = 4 on both linear and non-linear scales. The best-fits of the gravitational quasi-equilibrium
distribution (GQED), the negative binomial distribution (NBD), the Poisson-Lognormal distribution
(PLN), and the Poisson-Lognormal distribution with a bias parameter (PLNB) are compared to sim-
ulations. The fits agree reasonably consistently over a range of redshifts and scales. To distinguish
quintessence (RPCDM) and phantom (wCDM) dark energy from Λ dark energy, we present a new
method that compares the model parameters of the counts-in-cells probability distribution functions.
We find that the mean and variance of the halo counts-in-cells on 2 − 25h−1Mpc scales between red-
shifts 0.65 < z < 4 show significant percentage differences for different dark energy cosmologies. On
15− 25h−1Mpc scales, the g parameter in NBD, ω parameter in PLN, b and Cb parameters in PLNB
show larger percentage differences for different dark energy cosmologies than on smaller scales. On
2 − 6h−1Mpc scales, kurtosis and the b parameter in the GQED show larger percentage differences
for different dark energy cosmologies than on larger scales. For cosmologies explored in the DEUS
simulations, the percentage differences between these statistics for the RPCDM and wCDM dark en-
ergy cosmologies relative to ΛCDM generally increases with redshift from a few percent to significantly
larger percentages at z = 4. Applying our method to simulations and galaxy surveys can provide a
useful way to distinguish among dark energy models and cosmologies in general.
Keywords: cosmology: theory — dark matter — dark energy — large-scale structure of universe
1. INTRODUCTION
Two decades of observational evidence strongly sug-
gest that an unknown form of dark energy with neg-
ative pressure dominates our universe. Luminosity dis-
tance measurements of high-redshift Type Ia supernovae
(SNe) indicate an accelerating expansion of the universe
with a positive vacuum energy density (i.e. positive
cosmological constant Λ) (Riess et al. 1998; Perlmut-
ter et al. 1999). The observed cosmic microwave back-
Corresponding author: Di Wen
diwen2@illinois.edu
ground (CMB) power spectrum shows very good agree-
ment with spatially-flat cold dark matter models and
a cosmological constant (ΛCDM; Planck Collaboration
et al. 2016, 2018). Combined analyses of the baryon
acoustic oscillation (BAO) signal in galaxy surveys and
the CMB acoustic scale have found consistency with the
results from CMB alone (Cole et al. 2005; Eisenstein et
al. 2005; Alam et al. 2017). The standard flat ΛCDM
model is consistent with constraints from the combined
datasets of SNe, CMB and BAO (Giannantonio et al.
2008; Kowalski et al. 2008; Abbott et al. 2019a). The
recent Planck CMB power spectra combined with lens-
ing reconstruction and BAO give a best-fit ΛCDM model
with ΩΛ = 0.6889± 0.0056 and a dark energy equation
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of state w = −1.03 ± 0.03 (Planck Collaboration et al.
2018). Despite little physical understanding, it is widely
accepted that the energy density in the universe today
is mostly dark energy. Observational probes of cosmic
acceleration and the dark energy equation of state have
known shortcomings (see Albrecht et al. 2006; Frieman
et al. 2008; Weinberg et al. 2013; Huterer, & Shafer
2018, for reviews). The broadest set of probes for dark
energy are necessary to further constrain the dark en-
ergy equation of state and to distinguish dark energy
models. In this paper we develop a technique using the
counts-in-cells (CiC) distribution of dark matter halos
to distinguish among dark energy models. Here we ap-
ply this technique to N-body cosmological simulations
(to be described in Section 2.2) in the first instance to
measure the differences for different dark energy models
and also as a precursor to applying the method to ob-
served galaxy survey samples with greater measurement
uncertainties. In addition, as future simulations become
available, this approach can be extended to test their
consistency with future observational surveys.
1.1. Dark Energy
The nature of dark energy may not be as simple
as a vacuum energy represented by constant Λ and
w. Scalar-field models introduce quintessence (see Wet-
terich 1988; Ratra & Peebles 1988; Frieman et al. 1995;
Copeland et al. 2006, for reviews) and allow a time-
varying equation of state parametrized by a Taylor ex-
pansion w(a) = w0+(1−a)wa, where a is the scale factor
(Planck Collaboration et al. 2018). A cosmological con-
stant Λ corresponds to w0 = −1 and wa = 0. A constant
Λ and w = −1 is consistent with CMB+BAO+SNe+H0
measurements within approximately 10% uncertainty
with 95% confidence (Planck Collaboration et al. 2018).
However, w0 and wa for a dynamical dark energy equa-
tion of state are less constrained by combinations of
different probes (Fig. 4 in Planck Collaboration et al.
2016). The case when w < −1 is ”phantom” dark en-
ergy, in which the sum of the pressure and energy den-
sity is negative, causing a ”big rip” universe (Caldwell
et al. 2003). For a weakly coupled scalar field, w can be
parametrised by the slope parameter, s, whose negative
values correspond to phantom models. The value of s
is not well constrained even combining multiple probes.
1.2. Clustering Statistics
Statistics of large scale structure in the CMB, in
galaxy surveys and large cosmological simulations can
test theoretical models of cosmic evolution. The de-
scription of the CMB largely relies on the measurement
of angular power spectra (e.g. Planck Collaboration et
al. 2018). Power spectra are also widely used to val-
idate results of dark-matter-only cosmological N-body
simulations (e.g. Springel et al. 2005; Alimi et al. 2010;
Klypin et al. 2011; Skillman et al. 2014). To compare
simulations with galaxy surveys, halo finders (Davis et
al. 1985; Behroozi et al. 2013; Knebe et al. 2013) gener-
ate halo catalogs and the halos are then populated with
galaxies using theoretical models, such as halo abun-
dance matching (Kravtsov et al. 2004; Tasitsiomi et al.
2004; Vale & Ostriker 2004; Conroy et al. 2006). An-
other method to quantify large scale structure is the
two-point correlation function; this is the Fourier trans-
form of the power spectrum (Peebles 1980; Saslaw 2000).
The power spectrum is often more convenient for con-
tinuous matter density, and the two-point correlation
functions for discrete distributions of objects. Higher
order spectra or correlation functions are usually more
difficult to estimate accurately and are computationally
challenging (Smith, & Zaldarriaga 2011; Munshi et al.
2011).
Nonlinear clustering produces higher order correla-
tions (e.g. Peebles 1980; Bernardeau et al. 2002) for
galaxies, halos and the underlying density field. The
hierarchy of correlation functions, in principle, provides
complete information about the statistical distribution
of structures, but it is impractical to measure accurate
correlation functions of high orders. Moreover, two-
point correlation functions and power spectra also do
not contain any phase information. Two spatial den-
sity distributions can have the same power spectrum,
but have very different clustering morphology caused
by phase differences (Chiang 2001). Primordial non-
Gaussianity in the initial density field from inflation can
leave signatures of spatial phases. Nonlinear evolution
can produce non-random phases (Coles 2003). Useful
statistical measures of the spatial phase distribution are
yet to be discovered.
1.3. Counts-in-Cells Distribution
The number counts of discrete objects in an ensemble
of cells of a fixed size and shape gives a CiC probability
distribution function (PDF) (Saslaw 2000). We compare
the CiC PDFs in N-body dark matter cosmological sim-
ulations for different dark energy models. This method
is an extension of galaxy cluster abundance, which can
be considered the first moment, i.e. mean, of the CiC
distribution with a high mass cut at ∼ 1014M. If ha-
los greater than galaxy masses are included, the sample
is much larger and nonlinear clustering is also probed.
CiC distributions contain much more information from
higher moments and higher order correlations (Saslaw
2000). Galaxy-mass halo distributions can be related
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to the galaxy distributions in galaxy surveys through a
mass-luminosity relation. Halos and galaxies are both
biased tracers of the underlying dark matter density,
but simulations have not found any qualitative differ-
ence between the mean bias relations for galaxies and
halos (Uhlemann et al. 2018). Measuring the count-in-
cells distributions of halos is a crucial first step to mea-
sure the differences of different dark energy models, be-
fore similar measurements are conducted with observed
galaxy survey samples with greater uncertainties.
It is possible that the halo and galaxy distributions
are very similar if each halo is usually occupied by one
galaxy. Even so, tests over a wide range of scales and
redshifts are necessary to confirm the validity of the an-
alytical PDF for structure formation and clustering. If
these distribution functions are roughly similar at low
redshift, then high redshift samples could provide tighter
constraints on their functional form. The effect of dark
energy on the distribution functions of halo and galaxy
clustering has yet to be explored. The analytical mod-
els of CiC statistics considered in this paper (Section
2.4) have not explicitly included evolving dark energy.
To distinguish the difference between galaxy and halo
distribution, the low mass halos should be included, al-
though they may not host any galaxies. However, this
may be difficult because the resolution of simulations
across a wide range of halo masses is limited. The scale-
dependence of halo bias (Dalal et al. 2008) and galaxy
bias (Weinberg et al. 2004) indicate that the distribu-
tion functions of halos and galaxies due to clustering
are scale-dependent. While the scale-dependence of the
moments of the CiC distribution has been measured in
surveys and simulations, the analytical form of the CiC
PDF as a function of scale and redshift has not been
extensively studied. The halo number density and halo
CiC PDF can be influenced differently by different dark
energy models, but difficult to measure due to limited
simulation volume (e.g. Shi & Baugh 2016). The CiC
distributions for different equations of states with dark
energy might show measurable differences for halos at
certain mass ranges, length scales and redshifts.
The main goals of this paper are:
a) to demonstrate the utility of CiC for distinguishing
different dark energy models;
b) to find the best-fit analytical model of the halo CiC
PDF; and,
c) to make predictions of the scales and redshifts of
CiC statistics that show the largest deviations from
ΛCDM.
In Section 2, we describe our CiC algorithm and the
analytical models used for model fitting. In Section 3,
we give results for the residuals of CiC PDFs, for the
moments of the CiC PDFs, and for the best-fit ana-
lytical models as functions of cell size and redshift for
various dark energy models. In Section 4, we discuss
how our method describes the differences in dark energy
models and the sources of uncertainties. In Section 5,
we summarize our findings.
2. METHOD
Our framework for distinguishing cosmological models
with CiC statistics is as follows: i) select dark matter
halos by mass in the simulation halo catalogs; ii) count
the number of halos in the enumerated cell sizes and
calculate the associated CiC PDF for each cell size; iii)
fit analytical models to the measured CiC PDFs; and,
iv) compare the differences in CiC moments and fitted
model parameters over the different cosmologies. Be-
fore we discuss our method in detail, we first provide
some background on the application of the CiC method
in surveys and simulations and the analytical models
proposed for the CiC PDF.
2.1. Background
CiC statistics contain more information than the two-
point correlation function. The CiC PDF shows the en-
semble average of clustering properties and combines in-
formation from a range of length scales up to the cell size
(Wall & Jenkins 2012). The PDF moments can be read-
ily computed (in both two and three dimensions), and
be related to the correlation functions (Peebles 1980).
It has been shown that the CiC statistics do not depend
on cell shapes strongly (Saslaw & Crane 1991; Szapudi
& Colombi 1996; Szapudi 1998).
The mean of the CiC at a given redshift (e.g. galaxy
cluster abundance) constrains models of structure for-
mation and clustering (Mana et al. 2013). It depends
on the evolution of the halo mass function (Tinker et
al. 2008). For a Gaussian-distribution density field or
Poisson-distributed halos or galaxies, i.e. without clus-
tering, the mean contains complete information about
the statistical properties (Wall & Jenkins 2012). A clus-
tered distribution has an increased variance and a non-
zero skewness compared to a Poisson distribution. These
indicate nonlinear gravitational clustering (Wall & Jenk-
ins 2012). The second order moment σ8 is the matter
density fluctuation at a scale of 8 Mpc/h. It has been
readily measured for the CMB (Planck Collaboration
et al. 2018) and used as a cosmological parameter in
simulations (e.g. Klypin et al. 2011). To constrain cos-
mological models, higher order moments of the CiC as
a function of redshift and scale are necessary.
The moments of the galaxy CiC PDF have been used
to quantify galaxy clustering in the CFHTLS-Wide sur-
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vey (Wolk et al. 2013) and the spectroscopic Sloan Dig-
ital Sky Survey (SDSS) (Bel & Marinoni 2014). CiC
has also been used to measure galaxy bias for submil-
limeter galaxies observed with the Atacama Large Mil-
limeter Array (ALMA) (Ono et al. 2014), galaxy sam-
ples from the ALHAMBRA survey (Lo´pez-Sanjuan et
al. 2015), the VIPERS survey (Di Porto et al. 2016) and
the Dark Energy Survey (DES) (Salvador et al. 2019).
The third and fourth order moments of CiC have been
measured for simulated galaxies in smoothed particle
hydrodynamic simulations (Weinberg et al. 2004) and
dark matter halos in different simulated cosmologies as
a function of scale and redshift (Casas-Miranda et al.
2003; Angulo et al. 2008). All these CiC measurements
only assumed the ΛCDM model, except for Bel & Mari-
noni (2014) who also included a varied w.
There are advantages in fitting an analytic form to the
measured discrete CiC PDF rather than computing the
first few moments numerically. An analytical form in-
herently contains moments of all orders and sheds light
on the stochastic processes underlying the clustering
statistics and it provides hints about the physical pro-
cesses behind structure formation and clustering. The
CiC PDF from galaxy surveys and N-body simulations
have been compared with theoretical models of structure
formation and clustering, but there is no clear consen-
sus on the detailed functional form of the CiC PDF of
galaxies, halos or dark matter densities, other than clear
evidence for non-Poisson distributions. The analytical
forms of CiC PDF models are described in Section 2.4.
Some examples in the literature of fitting an analytic
CiC PDF to survey data or simulations include studies
using the 2dF Galaxy Redshift Survey (2dFGRS) and
dark matter in the Hubble Volume simulation (Croton
et al. 2004), the DEEP2 Galaxy Redshift Survey and
mock galaxies from simulations (Conroy et al. 2005),
SDSS galaxies (Yang & Saslaw 2011; Hurtado-Gil et al.
2017), VIPERS galaxies (Bel et al. 2016), DES galaxies
and MICE mock galaxies (Clerkin et al. 2017) and dark
matter halos in other simulations (Neyrinck et al. 2014;
Ahn et al. 2015).
2.2. DEUS Halo Catalog
In this study, we measure the CiC statistics of sim-
ulated dark matter halos in three cosmologies and find
the best-fit parameters of model probability distribution
functions in a range of length scales and redshifts. We
make use of the publicly available Dark Energy Universe
Simulations halo position catalogs (DEUS; Alimi et al.
2012). A set of three simulations in comoving space
with box-lengths of 648 h−1Mpc and 20483 dark matter
particles (Alimi et al. 2012) are selected for comparison
between three dark energy models, namely, the cosmo-
logical constant (ΛCDM), Ratra-Peebles potential for
quintessence scalar field (RPCDM) and phantom dark
energy model (wCDM) with constant equation of state.
Table 1 lists the cosmological parameters used for these
simulations (see Bouillot et al. 2015, for details on the
choice of cosmologies in DEUS). In summary, the cosmo-
logical parameters for RPCDM and wCDM were chosen
by DEUS to be statistically consistent with the best-fit
flat ΛCDM model to the WMAP-7yr data while being
indistinguishable from ΛCDM at the significance level
of the WMAP-7yr data. In our work we use the simu-
lations as provided by DEUS. It is worth noting that
the values of Ωm, w0 and w1 chosen at the time of
DEUS are not fully consistent with recent constraints
combining multiple observational probes (Abbott et al.
2019a,b). New simulations adopting more tightly con-
strained cosmologies would produce smaller differences
in CiC between different dark energy models, but should
still be distinguishable with a subset of similar CiC mea-
surements. We plan to use a wider range of simula-
tions that systematically vary the cosmological param-
eters in future work to test our proposed framework for
distinguishing dark energy models. Here we use the halo
catalogs from DEUS with smaller box-lengths than the
DEUS-FUR, but with the same cosmological parame-
ters. The smaller box-length and fewer number of parti-
cles allow a higher mass resolution so that galaxy-sized
halos are included in the halo catalogs. Each halo con-
tains at least 100 particles, found using the Friends-of-
Friends algorithm (Roy et al. 2014), which gives a mass
cut at Mhalo > 2.4 × 1011M for all three cosmologies.
The halos are from 9 snapshots at redshifts spaced be-
tween 0 6 z 6 4.
2.3. Counts-in-cells algorithm
The CiC distribution sampled here is the PDF of a
discrete random variable, N , the number count of dark
matter halos with Mhalo > 2.4×1011M inside spherical
cells of a given radius. We make 216 CiC measurements
using the 3 halo catalogs for 8 different cell sizes of radii
R = 2, 4, 6, 8, 10, 15, 20, 25 h−1Mpc, at 9 different red-
shifts z = 0, 0.1, 0.25, 0.4, 0.65, 1, 1.5, 2.3 and 4. Each
side of the cubic simulation box is divided into 512 sec-
tions and the centers of the 5123 cubes are the centers of
the 5123 spherical cells used for the CiC measurements
(see Appendix A). Since the cells can be overlapping, our
CiC is oversampling the simulation box. The oversam-
pling method is inspired by the infinite sampling CiC
method (Szapudi 1998), which transforms counting dis-
crete objects in sampling cells into calculating the ratios
of overlapping area/volume for cells around discrete ob-
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Parameters ΛCDM RPCDM wCDM
Ωm 0.2573 0.23 0.275
Ωbh
2 0.02258 0.02273 0.02258
σ8 0.801 0.66 0.852
w0 -1 -0.87 -1.2
w1 0 0.08 0
mp(h
−1 M) 2.26× 109 2.02× 109 2.42× 109
Table 1. Cosmological parameter values of the DEUS simu-
lated cosmologies. We use a set of smaller simulations with a
smaller box-length and higher mass resolution compared to
the DEUS-FUR, but with the same cosmological parameter
values (Bouillot et al. 2015). For all models the scalar spec-
tral index is set to ns = 0.963 and the Hubble parameter
h = 0.72. We list the values of a linear equation of state
parameterization w(a) = w0 + w1(1 − a) for the different
models and the particle mass mp. For all three simulations
the box-length is Lbox = 648h
−1Mpc and the number of dark
matter particles is 20483.
jects. The infinite sampling CiC method is argued to
be free of measurement errors. The densely populated
cell centers in our method can be viewed as sampling the
overlapping regions in the infinite sampling CiC method.
When the number of cells tends to infinity, the ratios of
overlapping volumes are then exactly recovered. Our
choice of the cell number is based on a resolution study
(see Appendix A). The number of halos in each cell is
found by comparing the cell radius and the distance be-
tween the cell center and halo center. The occurrence
of each count N is then counted for cells that are com-
pletely within the simulation box, excluding incomplete
cells on the edges of the simulation box. Lastly, the
histogram is normalized to produce a PDF, called the
CiC distribution. The CiC algorithm is parallelized with
Message Passing Interface (MPI; Gropp et al. 2014) in C
and is run on the Blue Waters supercomputer at the Na-
tional Center for Supercomputing Applications (NCSA).
2.4. Model Fitting
Four models are fitted to the resulting CiC distribu-
tions. The first is the gravitational quasi-equilibrium
distribution (GQED) given by
fGQED(N) =
N(1− b)
N !
(
N(1− b) +Nb)N−1 e−N(1−b)−Nb
(1)
where N is the average number of halos in a given cell
volume and b is the ensemble average ratio of the grav-
itational correlation energy to twice the kinetic energy
of peculiar velocities (Saslaw & Hamilton 1984).
The second is the negative binomial distribution
(NBD) derived by Elizalde & Gaztanaga (1992). We
use a formulation with the Gamma function (Yang &
Saslaw 2011),
fNBD(N) =
Γ
(
N + 1g
)
Γ
(
1
g
)
N !
nN
(
1
g
) 1
g
(
n+ 1g
)N+ 1g (2)
where n is the average number of halos in a given cell
volume and g is a clustering parameter. The third model
is a log-normal distribution, commonly used to describe
the matter density distribution. The Poisson sampled
log-normal distribution includes the shot noise as halos
are discretely sampled from a log-normally distributed
continuous matter density field (Clerkin et al. 2017),
fPLN (N) =
∫ ∞
−1
N¯N (1 + δg)
N
N !
e−N¯(1+δg)f(δg)dδg (3)
where
f(δg)dδg =
1
w
√
2pi
exp
(−x2
2w2
)
dx (4)
x = ln(1 + δg) +w
2/2 and w2 is the variance of the cor-
responding normal distribution f [ln(1+δg)]. The fourth
model is the log-normal distribution plus a halo bias pa-
rameter b and a matter density variance parameter Cb
(Hurtado-Gil et al. 2017),
fPLNB(∆) =
1√
2piH0
exp (− 12 y
2
H0
)
∆ + b− 1 (5)
where
∆ = N/N¯ (6)
H0 = log (1 + Cb) (7)
y = log
(
(∆ + b− 1)
√
1 + Cb
b
)
(8)
Appendix A shows two examples of the best-fit mod-
els for different cell radii and cosmologies. Of these
four models, the GQED model has a physical basis
in the thermodynamics (Saslaw 2000, and earlier ref-
erences) and statistical mechanics (Saslaw & Ahmad
2010) of cosmological gravitational many-body systems.
The physics behind the other three models seems more
obscure. All four models are Lagrangian distributions.
The NBD is essentially a Poisson sampled gamma dis-
tribution and the GQED is a Poisson sampled truncated
Borel distribution (also called a convolved or compound
distribution in some literature) (Saslaw 2000). One in-
terpretation for the Poisson component of these distri-
bution functions is that the formation of galaxies or dark
matter halos around galaxies out of the underlying den-
sity field is a Poisson process. The question then is what
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statistical distribution the underlying dark matter den-
sity field follows. Another interpretation is a halo model,
where the distribution of dark matter halos that host
galaxy clusters follows a Poisson distribution, and the
distribution of galaxies in galaxy clusters can be mod-
eled by a halo occupation distribution, essentially gov-
erned by the halo mass and mass profile as well as bias-
ing effects (Sheth & Saslaw 1994; Fry et al. 2011). With
suitable values of the bias factors, this full halo model
shows good agreement with the first few moments of the
dark matter halos and subhalos CiC from an adaptive
mesh refinement cosmological simulation of dark matter
particles (Fry et al. 2011). However, the physics behind
this phenomenological halo model is not clear. The as-
sumption that the validity of the emergence of cluster-
sized halos is a Poisson process requires verification.
We find the best-fit model parameter with the least
squares weighted uniformly for all counts N
x =
Nmax∑
N=0
(
fmodel(N)− fCiC(N)
E
)2
(9)
where E = 0.0005 and fCiC(N) is the measured CiC
PDF. The uniform weighting factor E allows the cells
with underdensity and overdensity to have the same
weighting as the peak of the CiC distribution func-
tion. The least-squares is scaled larger with a small E
for easier comparison and smaller round-off errors dur-
ing fitting. We use MPFIT1 (Markwardt 2009), a
least squares fitting library in C using the Levenberg-
Marquardt technique (Press et al. 2002), to iteratively
search for the best-fit parameters and the least squares
for all four models. Both PLN and PLNB are integral
functions. The CQUAD doubly-adaptive integration in
the GNU Scientific Library2 is used to evaluate the inte-
gral functions. Due to the presence of factorials of large
integers as well as very small or large exponential func-
tions in all four models, double precision floating-point
numbers in C/C++ programming language are insuffi-
cient for evaluating our model over the desired range of
parameters. We make use of the GNU MPFR library3
(Fousse et al. 2007), a C library for multiple-precision
floating-point computations with correct rounding, for
function evaluations. At least 80-bits significand must
be kept to ensure the smoothness of model functions, the
success of integration and the convergence of the least
squares fitting.
1 https://pages.physics.wisc.edu/∼craigm/idl/cmpfit.html
2 https://www.gnu.org/software/gsl/doc/html/integration.html
(Galassi et al. 2009)
3 https://www.mpfr.org/
3. RESULTS
3.1. Jackknife Error of CiC
The jackknife method (Shao & Tu 1995) is used to
estimate the uncertainties of the CiC distributions for
two test cases, cell radii R = 2h−1 Mpc and R = 10h−1
Mpc at z = 0 in ΛCDM. The sample of 5123 cells are
divided into n equal volume subsamples by coordinates,
then one subsample is deleted at a time to obtain a jack-
knife CiC subsample. For a given n, there are therefore
n different jackknife CiC subsamples, and every cell is
deleted once. The jackknife error is given by
σJK =
√√√√n− 1
n
n∑
i=1
(δi − δJK)2 (10)
where
δJK =
1
n
δi (11)
and δi denotes the rms error when all the cells except the
i-th are used. The sum of the squared jackknife errors
for a CiC distribution may vary with delete fraction. For
the two test cases, we choose n between 2 and 2048.
For two test cases, cells of radii R = 2h−1 Mpc and
R = 10h−1 Mpc at z = 0 in ΛCDM, the sums of jack-
knife errors for a given delete fraction are similar (Fig-
ure 1). Except when half or 1/4 of the cells are deleted,
the sum of jackknife errors decreases as the delete frac-
tion decreases. The jackknife errors are slightly larger
than the uncertainties due to uncertain counts near the
boundaries of cells in the resolution study, but are much
smaller than the least squares of best-fit analytical mod-
els. The jackknife errors for the CiC distributions of
other cell sizes, redshifts and cosmologies are expected
to be similar and well below the deviations between the
analytical models and CiC distributions. The origin of
the uncertainties in our CiC measurement is discussed
further in Section 4.
3.2. CiC Distribution
The measured CiC distributions f(N) shown in Figure
2 and 3 are smooth unimodal probability distribution
functions. In Figure 3, at a given redshift the peak of the
distribution moves to larger halo counts as the cell radius
increases, because larger cells contain more halos. On a
log scale, f(N) is less smooth in larger cells at higher
redshifts. For a fixed cell radius (Figure 2), the peak of
f(N) shifts towards largerN at higher redshifts, because
the same physical volume encloses a larger comoving
volume. The peak also decreases at higher redshifts,
as the probability spreads into a wider range of N . The
differences between distributions in different dark energy
models in smaller cells and lower redshifts are smaller,
halo counts-in-cells 7
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Figure 1. Sum of jackknife errors for cell radii R = 2h−1
Mpc and R = 10h−1 Mpc at z = 0 in ΛCDM as a function
of the delete fraction.
but grow very significantly as a function of both cell
radius and redshift.
In Figure 4 we examine the lowest-order statisti-
cal moments of the residuals between quintessence and
ΛCDM and phantom dark energy and ΛCDM, denoted
by 4f(N)RP−Λ = f(N)RPCDM − f(N)ΛCDM and
4f(N)w−Λ = f(N)wCDM − f(N)ΛCDM respectively.
The mean, variance, skewness and kurtosis of the resid-
uals of f(N) between both alternative dark energy mod-
els and ΛCDM are larger in smaller cells. The mean of
the residuals 4¯f(N)RP−Λ and 4¯f(N)w−Λ decrease at
higher redshifts. The residual means are computed over
all N (from 0 to the largest N with non-zero count),
so their values are vanishingly small and do not distin-
guish well between dark energy models due to this av-
eraging. The variance of of the residuals 4f(N)RP−Λ
is larger than that of 4f(N)w−Λ for all cell radii and
redshifts. Generally, as redshift increases, the variance
of the difference tends to first decrease and then in-
crease, although this trend is not seen for all cell radii.
The skewness of the residuals 4f(N)RP−Λ is generally
smaller than that of 4f(N)w−Λ. Both values approach
zero at higher redshifts and in larger cells except for cell
radius R = 2h−1Mpc. The kurtosis of the differences
4f(N)RP−Λ and 4f(N)w−Λ are not strongly distin-
guished by dark energy cosmological model; the kur-
tosis of these differences generally decreases for larger
cells and higher redshifts. It increases very slightly from
z = 2.3 to z = 4. Figure 4 shows that the variance,
skewness and kurtosis of the residuals 4f(N)RP−Λ and
4f(N)w−Λ on 2h−1Mpc scale at z > 2.3 are the largest
and the most different among RPCDM, wCDM and
ΛCDM. The skewness and kurtosis of the residuals on
4 − 6h−1Mpc scales are larger at z < 0.65. At scales
larger than 8h−1Mpc, the moments of the residuals are
not significantly far from zero at 0 < z < 4.
The percentage differences of the lowest moments of
the measured CiC f(N) in other dark energy models
compared to the moment values obtained in ΛCDM are
shown in Figure 5. Overall, RPCDM clearly shows
larger amplitude and opposite signs in percentage dif-
ferences than wCDM when compared with ΛCDM. The
percentage difference of the CiC f(N) mean between
RPCDM and ΛCDM decreases almost linearly as a func-
tion of redshift regardless of cell radius from about -8.0%
at z = 0 to about -67.7% at z = 4. The percentage
difference of the CiC mean between wCDM and ΛCDM
increases almost linearly as a function of redshift regard-
less of cell radius from about 3.9% at z = 0 to about
25.5% at z = 4. The colored lines for different cell radii
overlap almost exactly in the upper left panel of Figure
5. This shows that the percentage difference of the CiC
means between RPCDM/wCDM and ΛCDM depends
only on redshift, not scale. The trend for variance is
similar, but shows slightly larger percentage differences
in smaller cells up to a maximum ∼ −80% for RPCDM
and about 30% for wCDM at z = 4. The percentage
difference of skewness as a function of redshift shows
only smooth trends for cell radii up to 10h−1Mpc, but
has erratic and non-monotonic variation in larger cells.
The percentage difference in kurtosis between RPCDM
and ΛCDM increases up to more than 60% and that
between wCDM and ΛCDM more than -10%. The per-
centage difference changes sign and crosses 0 at z ∼ 0.25.
Smaller cells show larger percentage differences in kur-
tosis. Overall, Figure 5 shows that in the redshift range
of 0 < z < 4, the mean, variance, skewness and kur-
tosis of the CiC PDFs are more promising in showing
differences among RPCDM, wCDM and ΛCDM at high
redshifts than at low redshifts. The percentage differ-
ences in mean and variance of the CiC PDFs do not
depend strongly on scale between 2 − 25h−1Mpc. The
percentage difference in skewness is a smooth function of
redshift on 2−10h−1Mpc scales and increases as a func-
tion of scale. The percentage differences in kurtosis are
more pronounced on small scales between 2−6h−1Mpc.
3.3. Modeling the CiC
The parameters N¯ and b obtained from the best fit
of the GQED model (Equation 1) to the measured CiC
PDF f(N) are plotted in Figure 6 as a function of cell
radius and redshift; this Figure shows the fitted param-
eter values for the RPCDM and wCDM cosmologies and
their percentage difference relative to the same fitted pa-
rameters for the ΛCDM cosmology. Comparable plots
for best-fit NBD parameters n and g (Equation 2), PLN
parameters N¯ and ω (Equation 3), and the PLNB pa-
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Figure 2. Counts-in-cells distributions f(N) for the ΛCDM (solid line), RPCDM (dash line) and wCDM (dash dot line) at
various spherical cell radii. In every panel, the colors of the line series indicate redshift z = 0 (blue), z = 0.1 (orange), z = 0.25
(green), z = 0.4 (red), z = 0.65 (purple), z = 1 (brown), z = 1.5 (pink), z = 2.3 (gray) and z = 4 (black).
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Figure 3. Counts-in-cells distributions f(N) for the ΛCDM (solid line), RPCDM (dash line) and wCDM (dash dot line)
at various redshifts. In every panel, the colors of the line series indicate spherical cell radii R = 2h−1Mpc (blue), 4h−1Mpc
(orange), 6h−1Mpc (green), 8h−1Mpc (red), 10h−1Mpc (purple), 15h−1Mpc (brown), 20h−1Mpc (pink) and 25h−1Mpc (gray).
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Figure 4. Mean, variance, skewness and kurtosis of 4f(N)RP−Λ = f(N)RPCDM − f(N)ΛCDM (dash line with triangles)
and 4f(N)w−Λ = f(N)wCDM − f(N)ΛCDM (dash dot line with stars) as a function of redshift. Colors represent the same cell
radii as those in Figure 3.
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Figure 5. Percentage difference in the counts-in-cells f(N) mean, variance, skewness and kurtosis for RPCDM (dash line with
triangles) and wCDM (dash dot line with stars) compared with ΛCDM as a function of redshift. In the upper panels, the
decreasing lines are the dash lines with triangles and the increasing lines are the dash dot lines with stars; the overlying lines
show that the trends are scale-independent. Colors represent the same cell radii as those in Figure 3.
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Figure 8. The best-fit PLN parameters of RPCDM (dash line with triangles) and wCDM (dash dot line with stars) compared
with ΛCDM (solid line with dots). Colors represent the same cell radii as those in Figure 3.
rameters N¯ , b, and Cb (Equation 5) are shown in Figures
7, 8, and 9 respectively.
Examination of these figures shows that in all four
fitted models, the parameters related to the mean halo
count (either N¯ or n) all show very similar trends in
percentage differences with redshift relative to ΛCDM
as the first-moment (mean) of the CiC f(N) computed
directly and shown in Figure 5. The best-fit b in GQED
increases and then decreases as a function of redshift,
with larger b in large cells; we remind the reader that
the b parameter in the GQED model (Equation 1) is a
clustering rather than a bias parameter. The percent-
age difference of best-fit b between RPCDM and ΛCDM
grows positively but decreases strongly to negative am-
plitudes as redshift increases. In Figure 6 the smaller
cells with R = 2h−1Mpc show more than -18% differ-
ence and the largest cells with R = 25h−1Mpc show
about 5% difference at z = 4. The percentage differ-
ences in b between RPCDM and ΛCDM at z < 2.3 and
wCDM and ΛCDM at z < 4 are all below 2%. Only
RPCDM at very high redshift shows significant percent-
age difference compared to ΛCDM. The best-fit g in the
NBD is smaller for larger cells and decreases as a func-
tion of redshift. The percentage difference of g between
RPCDM and ΛCDM increases from about 8% to about
50-80% and from a few percent negative to more than
-10% between wCDM and ΛCDM. Larger cells generally
show larger percentage differences in g. The trend for
ω in PLN is very similar with the percentage differences
roughly halved. In PLNB, the best-fit bias parameter b
generally increases then decreases as a function of red-
shift. The bias and the percentage differences in bias
between alternative dark energy models and ΛCDM is
generally larger in larger cells. The percentage difference
in bias in RPCDM and wCDM have opposite signs rela-
tive to ΛCDM, ranging in absolute magnitude from zero
to 40%. The best-fit variance parameter Cb in PLNB de-
creases as a function of increasing redshift and cell ra-
dius. RPCDM and ΛCDM show significant percentage
difference (more than 100%) in the variance parame-
ter Cb, whereas wCDM and ΛCDM show less than 50%
absolute magnitude difference in Cb. The percentage
differences for the bias and the variance parameters in
PLNB are greater for large scales up to 25h−1Mpc at
1 < z < 4.
The bias and the variance parameters in the PLNB
fit were found to be effectively mathematically degener-
ate during model fitting. The MPFIT algorithm could
not then converge to a global minimum for large cells
at high redshifts. To confirm the degeneracy, we fixed
N¯ and evaluated the sums of squares for different bias
and variance parameters on a grid. A two-dimensional
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Figure 9. The best-fit PLNB parameters of RPCDM (dash line with triangles) and wCDM (dash dot line with stars) compared
with ΛCDM (solid line with dots). Colors represent the same cell radii as those in Figure 3.
grid search for b and Cb to locate the global minimum
showed that the smallest sums of squares fell on a mono-
tonic curve relating these two parameters. An arbitrar-
ily small variance and a large bias (and vice versa) can
therefore yield the same sum of squares. As a result,
when the fitted bias was larger than 10 or reached an
upper bound of 10, we took this as evidence of strong
degeneracy and we used radial basis functions to per-
form linear and cubic interpolation over existing con-
verged solutions to obtain the bias and variance param-
eters instead. The residuals of the linearly interpolated
parameters were found to be smaller and to vary more
uniformly. The linearly interpolated variance could be
negative in this approach however, which is not physical,
so we adopted the linearly interpolated bias b and fixed
its value when fitting the mean count N and variance
Cb. The interpolated valued of b and the fitted Cb are
included with other successful three-parameter fits in
Figure 9. For the parameter range where degeneracy is
not dominant we found the Levenberg-Marquardt algo-
rithm to be robust to choices of initial parameter values.
The cases of PLNB with linearly interpolated bias b and
fitted Cb and N¯ give the smallest least squares among
all four analytical models considered.
Figures 10 and 11 show the scaled least squares (Equa-
tion 9) for all four models as a function of redshift,
cell radius and dark energy model. The best-fit model
for the halo CiC distribution is the NBD model for
14 Wen et al.
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Figure 10. Scaled least squares of the best-fit GQED, NBD, PLN and PLNB for the ΛCDM (solid line with dots), RPCDM
(dash line with triangles) and wCDM (dash dot line with stars) as a function of redshifts. Colors represent the same cell radii
as those in Figure 3.
R < 6h−1Mpc and the PLNB model for R > 6h−1Mpc.
The choice of dark energy model does not appear to in-
fluence significantly the choice of the best-fit analytical
model. For R = 6h−1Mpc, the best-fit model transi-
tions from NBD to PLNB for z > 0.25. The quality of
fits are generally the best at high redshifts for small cells
R < 10h−1Mpc and at medium redshifts for large cells
R > 15h−1Mpc. This improves monotonically as a func-
tion of redshift for R > 6h−1Mpc. For R < 6h−1Mpc,
the scaled least squares have a peak as a function of red-
shift. In the cell radius range 2 6 R 6 25h−1Mpc, the
PLN model always has the lowest residual least squares
compared to the other three models. For R > 8h−1Mpc,
the ranking of the best-fit model is always PLNB, NBD,
GQED, and PLN. The GQED ranks second for small
cells R < 4h−1Mpc at low redshifts after NBD as
the best-fit. The CiC distribution f(N) is most accu-
rately modeled by the GQED, NBD and PLN for cells
R = 25h−1Mpc at z = 1, R = 20h−1Mpc at z = 1.5
and R = 15h−1Mpc at z = 2.3. It is most accurately
modeled by PLNB for cells R = 25h−1Mpc at z = 0.65,
R = 20h−1Mpc at z = 1 and R = 15h−1Mpc at z = 2.3.
In Figure 11, for cell R = 2h−1Mpc, RPCDM is best
fit by the four models, but for larger cells RPCDM pro-
duces worse fits than ΛCDM and wCDM. Only cell ra-
dius R = 2h−1Mpc shows significant differences in the
quality of fits between various dark energy models. The
differences in the quality of fits between various dark
energy models are smaller than the differences in the
quality of fits between the analytical models. The best-
fits of models for small cells R = 2h−1Mpc are at low
and high redshifts. The best-fits of models for cells
R = 4 − 10h−1Mpc are at high redshifts. The best-
fits of models for large cells R = 15 − 25h−1Mpc are
at medium redshift (1 < z < 2.3). These results are
discussed further in Section 4.
4. DISCUSSION
4.1. Gravitational Clustering Timescale
Consider the Friedmann equation for ΛCDM (Peacock
1999)
H2 =
8piG
3
ρ+
Λc2
3
(12)
whereH is the Hubble parameter, ρ is the energy density
and Λ is the cosmological constant. The timescale for
the dark matter halos to merge in an expanding universe
can be approximated by the gravitational timescale
τ−2grav ≡
8piG
3
ρ = H2 − Λc
2
3
= H2(1− ΩΛ) (13)
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Figure 11. Scaled residual least squares for cell radius 2-25 Mpc/h for the ΛCDM (solid line), RPCDM (dash line) and wCDM
(dash dot line) cosmologies as a function of redshift. The colors represent the analytical models: GQED (blue dots), NBD
(orange triangles), PLN (green stars) and PLNB (red squares).
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where ΩΛ is the density parameter for the cosmological
constant. Because ΩΛ > 0, the gravitational timescale
τgrav should always be longer than the universe’s ex-
pansion timescale τHubble = 1/H. In the thermody-
namic description of galaxy clustering that gives rise
to the GQED (Saslaw 2000), the assumption for quasi-
equilibrium evolution holds if the macroscopic timescale,
τmacro, exceeds the microscopic timescale τmicro ≈ Lv ,
where L and v are characteristic microscopic lengths and
velocities respectively. Here
τ−1macro = 2H(1− b) (14)
where H is the Hubble parameter and b is the cluster-
ing parameter in Equation 1. The microscopic timescale
τmicro  τHubble in the nonlinear regime and τmicro ≈
τHubble in the linear regime (Saslaw 2000). The CiC
distribution of dark matter halos is a result of halo for-
mation, clustering, merging and the expansion of the
universe. Merging halos reduces the number of halos
and decreases the two-point correlation function of ha-
los. The effect of merging is more prominent when
the halo number density is higher at larger redshifts.
The expansion of the universe also reduces the num-
ber density of halos and reduces halo correlation func-
tions, but its effect is only dominant at low redshifts
after the expansion accelerates. The value of b in the
GQED model increases as halos cluster gravitationally,
but also decreases because of the competing effects of
halo merging and the expansion of the universe. As-
suming ΩΛ = 1 − Ωm = 1 − 0.2573 = 0.7427, then
τmacro > τgrav if b > 0.746 and τmacro > τHubble
if b > 0.5. In Figure 6, we see b > 0.746 for cell
radii R > 6h−1Mpc. This means at scales larger than
6h−1Mpc, the degree of gravitational clustering for a
many-body system in ΛCDM evolves slower than the
expansion of the universe and slower than halo forma-
tion through merging. In contrast, b < 0.746 for cell
radius R = 2h−1Mpc at 0 < z < 4. At this non-linear
scale, local gravitational collapse and mergers happen
faster than the global evolution of gravitational cluster-
ing. When a halo forms through merging, the number of
halos changes for the whole thermodynamic system, so
the system changes from one system in quasi-equilibrium
to a new system with a different number of halos. Grav-
itational clustering takes longer to respond to abrupt
changes due to mergers, so at small scales the deviation
from equilibrium is larger. As a result, the GQED tends
to fit less accurately at smaller scales than at large scales
in Figure 10.
4.2. The Uncertainties of CiC Measurement
The CiC distribution measured by our oversampling
CiC algorithm has small uncertainties from uncertain
counts near cell boundaries. The small jackknife er-
rors indicate that the CiC distribution function mea-
surements are quite precise. The overlapping cells sam-
ple the same volume in the simulation box many times
and produce very smooth CiC distributions. However,
the overlapping cells are inherently correlated, so the
deleted jackknife subsamples are not independent and
may underestimate the errors. Also, excluding incom-
plete cells near the edges of the simulation box may in-
troduce additional errors, because the simulation box
is then no longer uniformly sampled. This edge effect
is larger at high redshifts when a significant fraction
(∼ 40%) of cells are excluded. The fact that the resul-
tant CiCs at high redshifts are still quite smooth means
that the simulation box is large enough. By using the
multi-precision library for model evaluation, the uncer-
tainty due to evaluating complex functions should be
negligible. The fitting parameters obtained are robust
against varied initial guesses as long as the parameters
are not degenerate. Only the PLNB model has degener-
ate parameters in certain parameter ranges and requires
appropriate numerical treatment as described above.
4.3. The Best-Fit Model of CiC
Among the four analytical models we fitted to the
measured CiC PDF f(N), there is no model that fits
the CiC best universally in all ranges of cell radii and
redshifts. The CiC is best described by the NBD model
for cells with R < 6h−1Mpc and by the PLNB model for
cells R > 8h−1Mpc. Based on comparisons of the resid-
ual least squares (Figure 11), these individual dark en-
ergy models do not favor any particular analytical model
of CiC. We find that the CiC f(N) is best modeled for
all four analytical models with large cells at medium
redshifts. Figure 11 indicates that various dark energy
models show significant differences only at a scale of
R = 2h−1Mpc.
All these various models have ranges of the counts-in-
cells distribution function where they more or less agree
with the simulations and with each other, as judged by
their least squares differences. Yet as Tufte (1983) dis-
cusses, statistical agreement, even (or especially) with
many parameters, does not convey the full import of
data. Therefore we would be cautious in claiming that
small differences in distribution functions are meaning-
ful.
To help overcome this problem it is useful to relate
these statistics to the fundamental physical properties
of halo clustering. If the statistics need to be modified,
so do the physical properties. This is easier to under-
stand in the case of the GQED since its physical origin
is much less obscure than for the NBD, PLN and PLNB
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distributions. This may be because in the GQED only
one force, gravity, dominates the evolution.
4.4. Effects of Dark Energy on CiC
An important factor concerning the differences shown
by different dark energy models lies in the cosmologi-
cal parameters chosen for this set of simulations (Ta-
ble 1). Bouillot et al. chose degenerate parameters
the mean cosmic mater density, Ωm, the dark energy
equation of state, w, and the root-mean-square fluctu-
ation amplitude of the density contrast at 8 h−1 Mpc,
σ8 within the marginalized ∼ 1 σ contour that fits the
cosmic microwave background anisotropy power spectra
and the luminosity distances measurements to super-
nova Type Ia (Bouillot et al. 2015). The Bouillot et al.
simulation aims to break the degeneracy between these
cosmological parameters by testing non-linear cluster-
ing. The accelerated expansion in ΛCDM is stronger
than in RPCDM, so to fit the observations as well as
in the ΛCDM, the smaller acceleration in RPCDM is
compensated by a larger dark energy density than is re-
quired. This is reflected in the smaller matter density,
Ωm, in RPCDM (Alimi et al. 2010). The opposite is
true for wCDM. As a result, the CiC mean, as well as
the mean number count in the fitted analytical mod-
els, all show fewer halos in RPCDM and more halos in
wCDM throughout their cosmic history.
Figure 3 shows that the CiC distributions measured
with the same physical cell radius R have an increas-
ing average halo count and an increasing most probable
halo count from z = 0 to z = 4 for all three cosmolo-
gies. This is mainly because the matter density at a
higher redshift is higher and a spherical cell with the
same physical volume encloses a larger comoving vol-
ume at a higher redshift. In the same comoving volume,
more bound halos should have formed at a lower red-
shift, but this increase in the number of halos is clearly
offset by the expansion of the universe at z 6 4. At
sufficiently high z, such as z > 4, large halos above our
minimum mass criterion are very few, hence reversing
the trend of increasing halo count with increasing red-
shift. The differences in halo counts between RPCDM
or wCDM and ΛCDM are larger at higher redshifts.
Apart from the effect of various dark energy models
on the number density of halos through changing the
expansion history, a more subtle effect on the degree of
clustering as a function of redshift was also shown in the
halo CiC distributions. The best-fit GQED b parameter
as an indicator of the degree of clustering is found to be
closer to unity for larger cells. Because b is an integral
of the two-point correlation function within the scale of
the cell, the values of b closer to 1 in larger cells are ex-
pected. The absolute difference of the best-fit b between
wCDM and ΛCDM is very small across all redshifts and
cell radii. The largest percentage difference of b between
wCDM and ΛCDM is found to be about 2% with a cell
radius of 2h−1Mpc at z = 4. Therefore, b is not very
useful for distinguishing wCDM and ΛCDM. The differ-
ence in b between RPCDM and ΛCDM is more obvious.
The absolute difference between bRPCDM and bΛCDM is
larger with smaller cells and at higher redshifts. It is up
to about 18%. It is interesting to note that the percent-
age differences between bRPCDM or bwCDM compared
to bΛCDM change sign at z ∼ 1.7, (except for RPCDM
with R = 2h−1Mpc cells). In other words, at the turning
point z ∼ 1.7, all three dark energy models have nearly
identical best-fit values of b for all CiC with R = 4 to
25h−1Mpc. At lower z < 1.7, bRPCDM is most distin-
guishable at z = 0.65 in cells R = 4h−1Mpc with a per-
centage difference of about 2%. In Figure 6 it is worth
noting that the turning point for b occurs at a higher
redshift for wCDM and at a lower redshift for RPCDM
compared to ΛCDM. Our method makes a clear predic-
tion for the redshift at which b reaches the maximum
for different dark energy models. CiC in galaxy surveys
should be able to test our prediction.
The NBD parameter g can be interpreted as another
clustering parameter that is approximately equivalent
to the two-point correlation (Yang & Saslaw 2011).
The absolute difference between gRPCDM and gΛCDM is
larger than the absolute difference between gwCDM and
gΛCDM for a given cell radius and redshift. Both tend to
be more significant for smaller cell radii across all red-
shifts. In the last panel of Figure 7 the percentage differ-
ences of gRPCDM and gwCDM compared to gΛCDM are
both larger for large cell radii and increase to their max-
ima at z ∼ 2.3 to about 48% difference for RPCDM and
18% for wCDM. The substantial differences in the evolu-
tion history of clustering indicated by b and g as a result
of various dark energy models suggest that the clustering
parameters as a function of redshift are promising probes
for distinguishing RPCDM and wCDM from ΛCDM.
The comparison between PLN and PLNB clearly
shows that if the matter density is modeled by a log-
normal distribution, bias must be considered in order to
model the CiC accurately. The bias parameter in PLNB
does not take the scale dependence of bias and nonlin-
ear bias into account, so a better model of bias would
be necessary to improve the accuracy of the PLN or
the PLNB. The PLNB, being the best-fit model to the
CiC in large cells, shows about 40% differences in b and
larger than 100% differences in Cb between RPCDM
and ΛCDM. The variance Cb in the PLNB increases
from high redshift to low redshift as matter density
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fluctuations grow. The bias parameter clearly shows a
scale dependence, but does not vary much as a function
of redshift at small scales. The bias at large scales tends
to decrease towards lower redshifts. The PLN and the
PLNB both show larger percentage differences in larger
cells at higher redshifts. The trends of the parameters
in PLNB are not as smooth as in the other models,
which may make clearer predictions.
4.5. Relations to Observations
Our CiC methods and model fitting can be applied to
current and future galaxy surveys. The trends of CiC
and their best-fit models are expected to be similar for
galaxies, but whether the large percentage differences
would be measured in the CiC of galaxies might be less
certain for a number of reasons. Firstly, the galaxy sur-
veys may not have large enough samples of galaxies at
z > 2.3 or z > 4 to measure the very large percentage
differences between dark energy models precisely. At
very high redshifts, the galaxy samples are not complete
samples because very faint galaxies are below detection
limits.
Secondly, the percentage differences between dark en-
ergy models may be smaller when cylindrical cells are
used for galaxy surveys, which are subject to photomet-
ric redshift uncertainties and redshift-space distortions.
These cylindrical cells are circular cells elongated in the
redshift direction. The CiC measured with the cylin-
drical cells are redshift-averaged, whereas our measure-
ments of simulations are snapshots at particular red-
shifts. CiC measurements done in 3D cells and 2D pro-
jected cells are not directly comparable. We will ex-
plore 2D CiC in redshift-space in further detail in future
work. The redshift-averaged CiC will only be close to
our simulation measurements if the redshift thickness is
small. However, the galaxies in a thin redshift bin may
not be a large enough sample to give reliable results.
Furthermore, there are larger uncertainties associated
the photometric redshifts that make galaxy samples in
very thin redshift bins even more uncertain. The count
of objects per steradian per unit increment in redshift
can be approximated by dNdz =
n0
H0
r2(z)√
Ωm(1+z)3+ΩΛ
, where
r(z) = 1H0
∫ z
0
dz′√
Ωm(1+z′)3+ΩΛ
(Peebles 1993). Assum-
ing that photometric redshift uncertainties and redshift-
space distortions produce σz = 0.002(1 + z), the frac-
tional galaxy count uncertainty dN/N for a redshift
bin 0.4 < z < 0.6 is about 2.8%. Assuming a larger
σz = 0.02(1 + z) for a redshift bin 0.8 < z < 1.2,
dN/N ≈ 20%. Assuming a small σz = 0.002(1 + z)
at high redshift 3.8 < z < 4.2, dN/N ≈ 5%. The rel-
ative uncertainty in the galaxy count for the DES Sci-
ence Verification catalog at 0.1 < z < 0.5 is about 5%
(Clerkin et al. 2017). The requirement for Year 10 LSST
large-scale structure analysis is that the systematic un-
certainty in the mean redshift of each tomographic bin
shall not exceed 0.003(1 + z) and the systematic uncer-
tainty in the photometric redshift scatter σz shall not
exceed 0.03(1+z) (The LSST Dark Energy Science Col-
laboration et al. 2018). The average number of galaxies
in our fitting models should have similar fractional un-
certainty as the above values of dN/N . The uncertain-
ties and percentage differences of the clustering parame-
ters of our fitting models for different cosmologies must
be found by fitting the CiC of galaxies. Our predicted
large differences between dark energy models at z > 1
should still be detectable if the galaxy counts have 5%
uncertainties due to photometric redshift uncertainty.
Further redshift-space CiC studies with simulations that
sample the cosmological parameter space more densely
would better forecast the detectability of the differences
from different dark energy models in future surveys and
are a target of our future research.
Lastly, the process of removing satellite galaxies may
introduce more uncertainties. Once a halo merges into
a larger halo, its count in our measurement will become
zero. This means that for galaxy CiC, satellite galaxies
in galaxy clusters that reside in smaller halos that pre-
viously merged into larger halos would not be counted.
From a theoretical standpoint, not considering subhalos
or satellite galaxies is easier, because the stochasticity
of the halo occupation number is no longer a concern.
However, for observations, it is harder to decide if a
galaxy belongs to a galaxy cluster, especially without
the spectroscopic redshifts of the galaxies in the cluster.
CiC for galaxy surveys do not need accurate mass de-
termination, especially when compared to the CiC dis-
tribution of galaxy-sized halos in simulations, because
the observable galaxies are above the minimum observ-
able mass for galaxy-mass halos and dwarf galaxies. The
large sample of galaxies and the easily obtained discrete
number of galaxies make CiC measurements easier to
implement than other probes of dark energy mentioned
in Section 1.
5. CONCLUSIONS
We have developed a new technique using the counts-
in-cells (CiC) probability distribution functions (PDFs)
of dark matter halos to distinguish dark energy models.
We have compared the CiC statistics and their models
on 2 − 25h−1Mpc scales at 0 < z < 4 for dark mat-
ter halos more massive than 2.4× 1011M in the DEUS
simulations. In comparison to ΛCDM, the RPCDM and
wCDM show larger percentage differences in the best-fit
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model parameters of the CiC PDFs at high redshifts up
to z = 4. These are consistent with the trends for the
CiC mean, variance, skewness and kurtosis. We advo-
cate comparing the best-fit analytical models of the CiC
PDFs, because they inherently contain moments of all
orders and shed light on the stochastic processes under-
lying the clustering statistics. This also provides hints
about the physical processes behind structure formation
and clustering. The physics behind the analytical mod-
els needs to be better understood in order to improve the
models of the CiC. The analytical models of the CiC fit
best at 15−25h−1Mpc scales between 1 < z < 2.3. The
best-fit model of the CiC is the NBD for 2 − 6h−1Mpc
scales and the PLNB for 8−25h−1Mpc scales. The clus-
tering parameter b in the GQED shows larger percentage
differences between the RPCDM and ΛCDM models for
small scales down to 2h−1Mpc at z > 2.3. The clus-
tering parameter g in the NBD shows larger percentage
differences between the RPCDM or wCDM model and
ΛCDM for large scales up to 25h−1Mpc at high red-
shifts up to z = 4. The bias and the variance parame-
ters in the PLNB show larger percentage differences for
different dark energy cosmologies on large scales up to
25h−1Mpc at 1 < z < 4.
The percentage differences in mean and variance of
the CiC PDFs do not depend strongly on scale between
2 − 25h−1Mpc. The percentage difference in skewness
is a smooth function of redshift on 2− 10h−1Mpc scales
and increases as a function of scale. The percentage
differences in kurtosis are more pronounced on small
scales between 2 − 6h−1Mpc. Quantifying the differ-
ences in CiC PDFs with the residuals 4f(N)RP−Λ and
4f(N)w−Λ, the variance, skewness and kurtosis of these
residuals on 2h−1Mpc scale at z > 2.3 are the largest
and the most different. The skewness and kurtosis of the
residuals on 4−6h−1Mpc scales are larger at low redshift
of z < 0.65. At scales above 8h−1Mpc at 0 < z < 4,
the moments of the residuals are too close to zero for
distinguishing dark energy models.
For the cosmologies explored in the DEUS simula-
tions, which are consistent with the CMB and Type
Ia supernovaents at the time of the simulation, the
mean number of dark matter halos more massive than
2.4 × 1011M is up to 20% more at z = 4 in the
quintessence dark energy model and up to 70% less than
in the phantom dark energy model compared to a con-
stant Λ dark energy model (Figure 4). Comparing to
ΛCDM at z = 4, the clustering parameter g in the NBD
is up to 80% different in RPCDM and up to 20% differ-
ent in wCDM (Figure 7). The quantitative conclusions
comparing RPCDM and wCDM to ΛCDM are only for
the cosmologies explored in the DEUS simulations, but
the methodology is generally applicable to cosmological
simulations and galaxy surveys. Our CiC analyses of
the simulations provide very useful hints on the scales
and redshifts to probe for deviations caused by differ-
ent dark energy. The moments and model parameters
of the CiC PDFs for galaxies on 2 − 25h−1Mpc scales
at 0.65 < z < 4 are more likely to show detectable
differences among various dark energy models for future
galaxy surveys like the LSST. The methods of CiC anal-
yses that we develop here, using available models and
simulations, can be extended to gain considerable in-
sights into future models and observations. Our method-
ology applied to a suite of simulations that systemati-
cally explores a wider range of cosmological parameters
would make useful predictions about the minimum de-
tectable deviations and possible degeneracies.
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APPENDIX
A. CIC RESOLUTION STUDY
We perform a resolution study of the CiC methodology to understand the effects of uncertain counts due to the
floating point number precision limit of the halo positions on the resulting CiC probability distribution function and
to choose an appropriate CiC resolution. Cell radii of 10 and 25 h−1Mpc are selected for comparison. The resolution
of the CiC measurement is increased by increasing the number of grids on each side of the simulation box, hence
increasing the number of cells.
We divide the cubic simulation box into a cubic grid with equal cells. Every cubic grid’s center is the center of one
cell. The total number of cells is given by the cubic power of the number of divisions on one edge of the simulation box.
In every iteration, the square of the distance between a halo center and a cell center is computed. If the square of the
ratio between the distance and the cell radius, r, is smaller than 1, the halo is considered inside the cell. In practice,
infinitely increasing the number of cells does not necessarily yield lower measurement errors due to the limited precision
of the halo positions. Because the halo position catalogs from DEUS store single-precision floating point numbers for
the spatial coordinates of halos, the coordinates of halo centers have only 6 or 7 significant figures. When the ratio r is
in close proximity to 1, whether the halo is in the cell is uncertain. To reduce uncertain counts, double-precision floating
numbers are used for variables and operations. In our measurement, eps (epsilon), the smallest positive number that,
added to 1.0, is not equal to 1.0 within machine precision, is found to be 1.19209×10−7; negeps (negative epsilon), the
smallest positive number that, subtracted from 1.0, is not equal to 1.0, is found to be 5.96046×10−8 for our algorithm
(Press et al. 2002). When r falls into the range (1-negeps, 1+eps), an uncertain count is recorded. After determining
how many halo centers fall in each cell, the number of occurrences of each number count, starting from 0, is counted,
which gives a discrete number distribution, which is then normalized to give a count probability distribution known as
the CiC distribution. The number of occurrences of each number count is first computed by considering all uncertain
cases as not-inside-the-cells, then is computed again by considering all uncertain cases as inside-the-cells. By comparing
the two, the uncertainties of the CiC distribution due to the halo catalogs limited precision level are calculated for
every number count. When an uncertain count is considered inside instead of not-inside, the occurrence of a particular
count N will decrease by 1, whereas the occurrence of the count N + 1 will increase by 1. The lower limit to a count
N corresponds to the case that uncertain cases increase the occurrence of N + 1 at the expense of the occurrence of
N and no uncertain cases increase the occurrence of N at the expense of the occurrence of N − 1. The upper limit to
a count N corresponds to the case that uncertain cases increase the occurrence of N at the expense of the occurrence
of N − 1 and no uncertain cases increase the occurrence of N + 1 at the expense of the occurrence of N .
Figure 12 shows that the number of uncertain cases increases linearly with the number of cells for both cell sizes.
The total number of iterations is given by the number of cells multiplied by the number of halos, Nhalo = 3045305.
The fraction of uncertain cases in all the iterations converges to ∼ 4×10−12 for cell radius 10 h−1Mpc and ∼ 6×10−11
for cell radius 25 h−1Mpc after the number of cells reaches 1283. The fraction of uncertain cases for cell radius 25
h−1Mpc is about 15 times that for cell radius 10 h−1Mpc, which is close to the expected ratio of (25/10)3 = 15.625.
For cell radius of 10 h−1Mpc the occurrence count N ranges from 0 to 273 and for cell radius of 25 h−1Mpc the
occurrence count N ranges from 0 to 1602. For each count N , the difference between the upper limit and the lower
limit of its number of occurrences, divided by N , gives a fractional uncertainty of that count. Figure 13 (left) shows
how the uncertain cases affect the maximum fractional uncertainty differently as a function of the number of cells. It
shows that the largest fractional uncertainty is below 7% for a cell radius of 25 h−1Mpc and below 2.5% for a cell
radius of 10 h−1Mpc. Figure 13 (right) shows the sum of fractional uncertainty averaged over all N as a function of
the number of cells. For a cell radius of 25 h−1Mpc, the mean fractional uncertainty converges to 0.04%. For a cell
radius of 10 h−1Mpc, the mean fractional uncertainty does not show a clear trend of convergence within the range
of resolution tested. The maximum fractional uncertainty and the mean fractional uncertainty for a cell radius of 10
h−1Mpc show possible convergences after the number of cells reaches 10243. The maximum fractional uncertainty and
the mean fractional uncertainty for a cell radius of 25 h−1Mpc show that fluctuations become small after the number
of cells reaches 5123.
Four analytical models are used to fit the CiC distribution. Figure 14 (left) shows the least squares of the best-fits of
the four models to the CiC distributions of dark matter halos. We use the least squares as an indicator for the closeness
of the fit. The quality of fit of all models clearly improves as the number of cells increases. After the number of cells
reaches 5123, the least squares of all models converges. Figure 14 (right) shows the least squares for the best-fit models
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Figure 12. On the left: Number of uncertain cases as a function of number cells. On the right: Number of uncertain iterations
as a function of total number of iterations.
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Figure 13. On the left: Maximum fractional uncertainty in halo count as a function of total number of cells. On the right:
Mean fractional uncertainty as a function of total number of cells.
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Figure 14. On the left: Minimized least squares by fitting four distribution functions to counts-in-cells distribution as a function
of total number of cells for a cell radius of 25h−1Mpc. On the right: Minimized least squares by fitting four distribution functions
to counts-in-cells distribution as a function of total number of cells for a cell radius of 10h−1Mpc, scaled to PLNB with 20483
cells.
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Figure 15. The counts-in-cells distributions of halos M > 2.4 × 1011M for cell radii of R = 10h−1Mpc in ΛCDM (left)
and R = 25h−1Mpc in wCDM (right) at z = 4, fitted with four models. The orange error bars on the left are jackknife errors
obtained with 1/8 deleted fraction (see Section 3.1). The orange error bars on the right are uncertainties due to uncertain counts
near the boundaries of cells (see text of this Appendix).
normalized by that of the highest resolution for each model, scaled least squares, as a function of the number of cells.
The scaled least squares make comparison between least squares that differ by orders of magnitude easy to visualize.
The quality of fits clearly converges after the number of cells reaches 5123 and no longer improves significantly with
more cells. The convergence of the least squares for a cell radius of 25 h−1Mpc and the scaled least squares for a
cell radius of 10 h−1Mpc suggest that for the purpose of measuring and fitting the CiC distribution, 5123 cells are
sufficient to obtain the best-fit models given the precision level of the halo catalog.
