Abstract. We investigate convex constrained nonlinear optimization problems and optimal control with convex state constraints in the light of the so-called Legendre transform. We use this change of coordinate to propose a gradient-like algorithm for mathematical programs, which can be seen as a search method along geodesics. We also use the Legendre transform to study the value function of a state constrained Mayer problem and we show that it can be characterized as the unique viscosity solution of the Hamilton-Jacobi-Bellman equation.
Introduction
In this paper we report some applications to constrained optimization problems with a particular emphasis on convex constraints. Our study is based on the so-called Legendre transform induced by a penalization function g : R n → R ∪ {+∞} associated with a given convex set K ⊆ R n .
At a first stage we are concerned with nonlinear (finite dimensional) optimization problems of the form inf{f (x) | x ∈ K}. The main contribution in this context is the study of an interior point method written as:
This algorithm can be interpreted as a geodesic search method provided that int (K) is endowed with a Riemannian metric induced by the squared Hessian of the penalization function g. The analysis provided for the method is based on a dual lecture given to the original problem thanks to the Legendre transform.
To the best of our knowledge, the algorithm we propose has not been directly studied before. However, there are some works of similar nature when seeing it as a penalization method; see for instance [4, 29] . Nevertheless, our approach, specially the choice of the descent directions, seems to be new.
At a second stage we use the Legendre transform to study the value function of the Mayer problem with convex state constraints:
inf{f (p(T )) |ṗ ∈ F (p) a.e. on [0, T ], p(t) ∈ K for each t ∈ [0, T ]}.
In particular, we provide a characterization of the optimal cost map as the unique viscosity solution to the Hamilton-Jacobi-Bellman equation on int (K). It is well-known that the value function verifies this property, when no state constraints are considered; cf. [5] . However, in presence of these restrictions the situation is different and without additional compatibility assumptions, this might not be longer true. Regarding this issue, the most common hypotheses are the so-called pointing conditions, which are, roughly speaking, assumptions over the direction to where the dynamics points to; we refer for more details to [34, 20, 15, 19] .
In this paper, we consider control systems for which the boundary of the state constraints is absorbing, and so the pointing conditions are not satisfied; precise statements can be found at Section 4. We also mention that there are other ways, different from the proposed here, to deal with the value function overcoming the usual compatibility assumptions; see for example [7, 21] .
The underlying idea behind the applications to finite and infinite optimization is that int (K) can be endowed with the structure of Riemannian manifold by means of a class of penalization functions known as the Legendre functions. The principal advantage of using this transformation, as already remarked in [2] , is that under suitable assumptions, it provides an isometry between int (K) and R n . This fact is essential for understanding the nature of the paper's exposition, because it allows us to transform constrained problems into unconstrained ones.
We finally mentioned that the interest in optimization problems on manifolds has been increasing in the last years; for instance [33, 1] in nonlinear optimization, [29, 35] in convex optimization and [13, 11] in optimal control. The present work contributes also in this direction by providing an explicit study for the manifolds that are convex open sets on the ambient space, which can be endowed with a Riemannian metric induced by the squared Hessian of g; this is the subject of discussion in Section 5.
1.1. Notation. Throughout this paper R denotes the sets of real numbers, | · | and ·, · are the Euclidean norm and inner product on R n , B stands for the unit open ball and B(x, r) = x + rB. For a given set S, int (S), S and bdry (S) stand for the interior, closure, and boundary of S, respectively. The effective domain of a given function ϕ : R n → R ∪ {+∞} is dom ϕ = {x ∈ R n | ϕ(x) ∈ R}. If Φ : R n ⇒ R m is a set-valued map, dom Φ is {x ∈ R n | Φ(x) = ∅}.
We denote by C k (O) the set of k-times continuously differentiable functions on the open set O ⊆ R n . When appropriate, ∇ϕ(x) and ∇ 2 ϕ(x) stand for the gradient and Hessian matrix of ϕ at x, respectively.
In all the paper, the abbreviations "l.s.c." and "u.s.c." stand respectively for "lower semicontinuous" and "upper semicontinuous".
Preliminaries.
2.1. Some notions of Convex Analysis. We begin with a short review of some concepts of Convex Analysis ( [31, 10] ). We denote by Γ 0 (R n ) the class of all convex and l.s.c. functions defined on R n with values in R ∪ {+∞} whose effective domain is nonempty. For any g ∈ Γ 0 (R n ), we write g * for its Legendre-Fenchel conjugate
and we denote by ∂g its subdifferential
Accordingly to [31, Section 26] , g ∈ Γ 0 (R n ) is called essentially smooth if
This property has a dual interpretation in terms of the Legendre-Fenchel conjugate. Indeed, g is essentially smooth if and only if g * is strictly convex on every convex subset of dom ∂g; see [31, Theorem 26.3] . The last property is known as essential strictly convexity. In other words, the following holds true g is essentially smooth if and only if g * is essentially strictly convex.
This last relation motivates the next definition taken from [31, Section 26] .
is called of Legendre type or simply Legendre function provided it is essentially smooth and essentially strictly convex.
Notice that g is a Legendre function if and only if g * it is as well. In this case, by [31, Theorem 26.5] , ∇g : int (dom g) → int (dom g * ) is a homeomorphism known as the Legendre transform. Furthermore, we have
Remark 2.1. A well-known example of Legendre function on R is the Boltzmann-Shannon entropy:
In this case g * ent (y) = exp(y) for any y ∈ R.
2.2.
Legendre zone consistent pairs. We now introduce a definition that plays a fundamental role throughout this manuscript. Indeed, this is the essential tool we use to provide all our results. From now on, the symbol Ω is reserved to denote a given open nonempty convex set of R n and g is a given Legendre function.
Definition 2.2. For any g ∈ Γ 0 (R n ) of Legendre type and any nonempty open convex set Ω ⊆ R n , we say that the pair (Ω, g) is Legendre zone consistent if int (dom g) = Ω and dom g * = R n .
The preceding definition essentially implies that the function g is a suitable penalization function for the set Ω. In a general situation, the open convex set is given and we look for a Legendre function such that the pair (Ω, g) is Legendre zone consistent. The existence and construction of a Legendre function for an arbitrary open convex set is not a trivial task, however, as shown in [9] , for many important cases it is possible to give a constructive way to find one of such Legendre functions; see also [10, Chapter 7.4] .
Before continuing with the exposition, we define a Riemannian metric on Ω and introduce some notation, in order to simplify the forthcoming discussion.
on Ω if the following condition are met:
The idea of Legendre zone consistent pairs is also useful to establish an isometry between Ω (endowed with an appropriate Riemannian metric) and the Euclidean space R n . A discussion about this interpretation has been postponed to Section 5.
We write, when appropriate,
On the one hand, (2) corresponds to the so-called Riemannian gradient of f when Ω is endowed with a Riemannian metric induced by ∇ 2 g; see [2] for details. On the other hand, as we will see in Section 5, (3) is the so-called geodesic distance on Ω, when the latter has an appropriate Riemannian structure; see Corollary 5.1.
2.3.
Dual unconstrained problem and first applications. We finish the preliminary part by showing how to link an optimization problem with constraints represented by K = Ω with an auxiliary unconstrained problem. This, as we have already mentioned, is the key feature of the exposition.
Let Ω be given together with a function f : R n → R ∪ {+∞}. We assume that there is g ∈ Γ 0 (R n ) such that (Ω, g) is Legendre zone consistent. We consider the problem
For the purposes we will see shortly, we introduce an auxiliary cost ϕ g :
The function ϕ g is well-defined on R n because dom g * = R n , and by virtue of the Legendre transform y = ∇g(x) we have
Therefore, by proceeding in this way we can associate (P o ) with an auxiliary optimization problem where no constraints are involved:
The notation (D o ) has been used to emphasize the idea of duality between Ω and R n given by the Legendre transform. This makes us refer to (P o ) as the primal problem, to f as the primal function and to ϕ g as the dual function.
Remark 2.2. Several notions of duality exist in the literature of convex optimization and optimal control; see for instance [32] . Note that, we do not need the convexity of any of the objective functions (neither primal nor dual) to make sense to our duality scheme. Therefore, our notion differs from the classical conjugate duality and works for nonconvex problems as well. We stress that, the dual problem (D o ) is concerned with the minimization, of a given cost, over y = ∇g(x), instead of the primal variable x. In this context, ∇g(x) plays the role of dual variable. It is also worthy to notice that, our notion of duality strongly relies on the convexity of the constraints Ω and the existence of a penalization function g. We refer to [23, 38] , for other suitable notions of duality, specially tailored for infinite dimensional nonconvex problems with nonconvex constraints.
The next result summarizes the relations between the problems (P o ) and (D o ). Furthermore, it also identifies a simple no-gap condition over the cost f . Theorem 2.1. Let (Ω, g) be a Legendre zone consistent pair and f : R n → R ∪ {+∞} be bounded from below and continuous on its domain. Suppose {x k } ⊆ Ω, then it is a minimizing sequence for (P o ) if and only if {∇g(x k )} is a minimizing sequence for (D o ). In any case val(P o )=val(D o ). Moreover, x ∈ Ω is a local minimizer (maximizer) of f if and only if ∇g(x) is a local minimizer (maximizer) of ϕ g .
Proof.
Note that by (4) and (5) the affirmation for the minimizing sequence holds true. Remark that val(P o )∈ R, so there exists a minimizing sequence {x k } such that f (x k ) →val(P o ). By continuity of f on its domain we can find, for every k ∈ N, a pointx k ∈ Ω so that f (x k ) ≤ f (x k ) + 1 k . Hence, noticing that f (x k ) →val(P o ) and using that {∇g(x k )} is minimizing sequence for (D o ) we get the result.
Finally, since ∇g is a homeomorphism, it is an open mapping and so, from (4) and (5) the affirmation about the local extremals is straightforward.
Example 2.1. Consider the function
Let
We see that (Ω, g) is a Legendre zone consistent pair. Let us consider the problem
Hence, the dual problem is
Notice that the solution of (P 1 ) is (1, − π 2 ) ∈ bdry (Ω) and the solution of (D 1 ) is not attained, but {(0, −k)} k is a minimizing sequence for the dual problem and consequently, val (P 1 ) = val (D 1 ).
On the other hand, one may expect that differentiability properties on the primal function are inherited by the dual function. This is indeed the case as we will see shortly. It is worthy to note that further regularity on g is required.
Proposition 2.1. Let (Ω, g) be a Legendre zone consistent pair. Suppose that f is continuously differentiable and g is twice continuously differentiable in a neighborhood of x ∈ Ω with ∇ 2 g(x) being nonsingular. Then ϕ g is continuously differentiable in a neighborhood of y = ∇g(x) and moreover
Proof. It is a general fact that (cf. [16] ), if g ∈ Γ 0 (R n ) is twice continuously differentiable in a neighborhood of x ∈ R n with ∇ 2 g(x) being positive definite, then g * is twice continuously differentiable around ∇g(x). In particular
Therefore, by the chain rule the conclusion follows easily. Now, this type of result can also be stated for nondifferentiable functions. Indeed, it is possible to characterize the viscosity subgradients (resp. supergradients) of ϕ g when it is only l.s.c. (resp. u.s.c.). Before going further, we recall the definition of the viscosity subgradients and supergradients.
Definition 2.4. Let ω : R k → R∪{+∞} be a given function and z ∈ dom ω.
a. If ω is l.s.c., a vector ζ ∈ R k is called a viscosity subgradient of ω at z if and only if there is a function ψ, continuously differentiable around z, so that ∇ψ(z) = ζ and ω − ψ has a local minimum at z. b. If ω is u.s.c., a vector ζ ∈ R k is called a viscosity supergradient of ω at x if and only −ζ is a viscosity subgradient of −ω at z. The viscosity subdifferential (resp. superdifferential) is set of viscosity subgradients (resp. supergradients) of ω at z and it is denoted by ∂ V ω(z) (resp.
The following result is going to be helpful in Section 4 where we use the viscosity subgradients and supergradients to investigate the value function of a Mayer problem in an application to optimal control. Proposition 2.2. Let (Ω, g) be a Legendre zone consistent pair with g being twice continuously differentiable in a neighborhood of x ∈ Ω and ∇ 2 g(x) being nonsingular. Suppose that f is l.s.c., then
If on the other hand, f is u.s.c., then
Proof. Suppose f is l.s.c., the other case is analogous. Let y = ∇g(x) and take ζ ∈ ∂ V ϕ g (y), then there exist δ > 0 and a function ψ, continuously differentiable on B(y, δ), such that ∇ψ(y) = ζ and
This function is continuous differentiable function in a neighborhood of x, and by Proposition 2.1,
. Furthermore, by Theorem 2.1, x is a local minimizer of f − ψ g . Hence ψ g is an admissible test function, which means that ∇ψ g (x) ∈ ∂ V f (x), and consequently
The other inclusion is similar, therefore the conclusion follows.
3. Gradient-like algorithms for solving optimization problems.
3.1. Curvilinear search methods. Inspired by the dual scheme proposed in the previous section, we study an interior point algorithm for the constrained optimization problem (P o ). This strategy can be seen as a line search algorithm on R n transported to the original space Ω by means of the Legendre change of coordinates y = ∇g(x).
From this point onward, we assume that the following holds:
We recall that the general scheme we are interested in is the following:
where d k ∈ R n and t k > 0 are appropriate descent directions and step lengths. It is important to note that each iteration of (6) belongs to Ω, and so it is an interior point method. This strategy can be classified as well as a Geodesic search method (cf. [33, 39] ) because, as we will see in Section 5, the map t → ∇g * (∇g(x k ) + td k ) defines a geodesic on Ω when the latter is endowed with a suitable Riemannian metric.
Remark 3.1. The line search strategy is a particular case of (6).
2 |x| 2 is an admissible Legendre function for (H 0 ) to hold.
Descent directions.
The interest of this algorithm lies in the dual lecture that we can give to (6) . First of all, note that if we transport the equation (6) to the dual space R n by means of the Legendre transform and we set y k = ∇g(x k ) for any k ∈ N, we get
This sequence corresponds to a line search strategy on the Euclidean space R n . So, considering this, we have a natural way to define descent directions and rules for choosing the step-size t k based on the line search methods applied to (D o ).
The next table shows some suitable choices for the descent directions. By Proposition 2.1 we have that ∇ϕ g (y k ) = ∇ g f (x k ), and so we can also exhibit the expressions in terms of the dual variable y k . Table 1 . Some descent directions for a given point x k .
In Table 1 , M k is a real nonsingular matrix. Note that the directions of Table 1 yield to the steepest descent and the quasi-Newton method for the dual problem (D o ), respectively. In particular, the way in which M k is chosen can be based on conditions involving the dual function ϕ g as well. We refer the reader to [28, Chapter 6] for more details about the Quasi-Newton methods.
Remark 3.2. Other choices for the descent directions d k , not based on the dual problem, are also possible. In [4] the authors considered the iteration
where D g denotes the Bregman pseudo-distance associated with g:
If (H 0 ) holds, then using the optimality condition and the strict convexity of g, it is not difficult to see that x k+1 in (8) is characterized by
Therefore, by (1) we see that (8) corresponds to (6) 
We now show that (6) is well-defined for a class of descent directions.
Proposition 3.1. Assume that (H 0 ) holds and f ∈ C 1 (Ω). Let us define
Then, for any x ∈ Ω and any d ∈ ∆(x) there exists t > 0 such that
In particular, the sequence (6) is well-defined whenever d k ∈ ∆(x k ) and moreover, {f (x k )} k∈N is nonincreasing.
Proof. Let x ∈ Ω and d ∈ ∆(x), we set X(t) := ∇g * (∇g(x) + td) for any t ∈ R, this is well-defined because dom g
Recall from the proof of Proposition 2.1 that
. Consequently, since φ(0) < 0 and t → ∇ g f (X(t)) is continuous, there exists δ > 0 such that d dt φ(t) < 0 for any t ∈ [0, δ). So the conclusion follows easily.
3.3.
Step lengths. We now discuss how to set rules for choosing the step length by transferring the information with the help of the Legendre transform.
Definition 3.1. Let (Ω, g) be a Legendre zone consistent pair and f ∈ C 1 (Ω). Take x ∈ Ω and d ∈ R n , consider X(t) = ∇g * (∇g(x) + td) for any t ∈ R. We say that t 0 ∈ R satisfies: a. the curvilinear Cauchy rule if t 0 ∈ arg min{f (X(t)) | t > 0}. b. the curvilinear Wolfe rule if there exist 0 < c 1 < c 2 < 1 so that
Note that the curvilinear Cauchy and Wolfe rules correspond to the exact line search and the Wolfe rules applied to (D o ), respectively; see for example [28, Chapter 3] for a concise exposition about there rules. Hence, it is not difficult to see that in our setting these rules are well defined; cf. [28, Lemma 3.1] .
On the other hand, we can also present an adapted version of the Zoutendijk theorem of convergence. Proposition 3.2. Suppose that (H 0 ) holds and that f ∈ C 1 (Ω). Take x 0 ∈ Ω and consider the sequence given by (6) with d k ∈ ∆(x k ) (see (9) ) and t k satisfying the curvilinear Wolfe rule. Then ∇ g f (x k ) → 0 as long as k → +∞ provided that i. there exists δ > 0 such that
ii. x → ∇ g f (x) verifies a Lipschitz estimate: ∃L > 0 so that ∀x,x ∈ Ω we have
Proof. By Proposition 2.1 we get that (11) 
Finally, by (10) and Proposition 2.1 we get that
3.4. Convexity properties and value convergence. In this section we investigate the special case when the function ϕ g turns out to be convex. This situation can also be understood in the light of variable metrics. Indeed, the convexity of ϕ g yields to the convexity of f but in the sense of Riemannian Geometry, i.e. convexity along geodesics; see for example [35] . A short discussion about this fact has also been included in Section 5; see Remark 5.2. We take g(x 1 , x 2 ) = x 1 log x 1 − x 1 + 1 2 tan 2 x 2 as well. Under these circumstances, we have that dual function is convex because it is given by
To prove a convergence theorem for convex function in the Riemannian sense (Theorem 3.1 below), we require a convergence result for the classical convex case. The next statement is well-known (cf. [12] ) and so we skip its proof.
Lemma 3.1. Let ϕ ∈ Γ 0 (R n ) ∩ C 1 (R n ). Suppose that ϕ is bounded from below and that ∇ϕ is L-Lipschitz on {y ∈ R n | ϕ(y) ≤ ϕ(y 0 )}. Let {y k } ⊆ R n be the sequence defined via (7) starting from y 0 ∈ R n and such that {ϕ(y k
The convergence theorem reads as follows.
Theorem 3.1. Assume that (H 0 ) holds and take f ∈ C 1 (Ω) bounded from below and continuous on its domain. Let {x k } be the sequence induced by (6) with x 0 ∈ Ω. Suppose that f • ∇g * is convex and (11) holds as well.
Furthermore, if {x ∈ Ω | f (x) = val (P o )} = ∅, then the sequence induced by (6) converges to some x ∞ ∈ {x ∈ Ω | f (x) = val (P o )}.
Proof. By the statement, ϕ g ∈ C 1 (R n ) and it is also convex. Moreover, ∇ϕ g is L-Lipschitz continuous on {y ∈ R n | ϕ g (y) ≤ ϕ g (y 0 )}. Indeed, by (11) we have that for any y,ỹ ∈ R n so that ϕ g (y),
Furthermore, by (3) we get the Lipschitz continuity of ∇ϕ g . Therefore, by i. in Lemma 3.1, ϕ g (y k ) → inf ϕ g and since f is continuous on Ω, by Theorem 2.1 we get that val(P o )=val(D o ) and so the first conclusion follows. Besides,
Consequently, by ii. in Lemma 3.1 there is y ∞ ∈ S such that y k → y ∞ , and thus x k is a minimizing sequence for (P o ) (see Theorem 2.1), which in addition converges to x ∞ := ∇g * (y ∞ ).
Application to Optimal Control problems.
In this section we present an application to an infinite dimensional optimization problem with dynamical constraints. We consider an optimal control problem of Mayer type with convex state constraints.
It is known that, unless some compatibility condition between constraints and dynamics holds, the value function has not enough regularity and can fail to be the unique viscosity solution to the Hamilton-Jacobi-Bellman (HJB) equation. In this section we explore the fact that the original problem can be transported into an unconstrained one, and we use this to characterize the original value function in terms of the HJB equation.
The main theorem we study is about the characterization of the value function with convex state constraints K = Ω for a system where no pointing condition holds. For simplicity the analysis is focused on the Mayer problem ϑ(t, x) := inf
where S T t (x) denotes the set of absolutely continuous arcs defined on [t, T ] verifyinġ
We recall that given O ⊆ R n and a Hamiltonian function (x, η) → H(x, η) (not necessarily associated with an optimal control problem), a viscosity solution of the Hamilton-Jacobi (HJ) equation (see for instance [ 
5, Chapter 2])
H(x, ∇ω(t, x)) = 0, ∀(t, x) ∈ (0, T ) × O is a continuous function that is a super and subsolution in the next sense:
• An l.s.c. function ω is a viscosity supersolution of the HJ equation if
x). • An u.s.c. function ω is a viscosity subsolution of the HJ equation if
In this paper, the hypotheses required for the characterization of the value function ϑ, differ from the standing assumptions done in the literature; see Theorem 4.1 for details. Actually, our hypotheses are due to the penalization technique we are studying. It is worthy to notice that, our assumptions are not covered by the current literature, which is mainly done for Lipschitz continuous dynamics. One of the main features of our result concerns dynamics that are absorbing at bdry (Ω) in the sense that ∃c > 0 so that max
where (Ω, g) is a Legendre zone consistent pair that verified (H 0 ).
Before going further, let us present some examples to illustrate the potential of the theory we develop in this paper, and how this complements the existing literature of HJB theory and optimal control. . We can check that (H 1 ) holds by taking the Boltzmann-Shannon entropy g ent given in Remark 2.1. Let us point out that, since F (x) = {0} at x = 0, this simple dynamics does not satisfy the pointing qualification conditions done in the literature (cf. [34, 15, 19] ). It is also worthy to mention that, this dynamical system can be treated in the framework proposed in [21] . Example 4.2. Let us consider the two-dimensional control systemẋ 1 = x 1 log(x 2 )ẋ 2 = x 2 u with u ∈ [−1, 1] and the state constraints x 1 , x 2 ≥ 0. Note that here F (x 1 , x 2 ) = {x 1 log(x 2 )} × [−x 2 , x 2 ]. Under these circumstances, we can also check that (H 1 ) holds by taking the Boltzmann-Shannon entropy g ent in R 2 , that is,
In this example the dynamics at the boundary of Ω satisfies:
Hence, we have that, if η is a normal vector to Ω at x ∈ bdry (Ω), the following statement holds true (sometimes by vacuity):
Therefore, no pointing qualification conditions (cf. [34, 15, 19] ) can be satisfied by this dynamical system. Furthermore, this dynamical system can not be treated by the theory proposed in [21] , because the dynamics F can not be defined in a neighborhood of the state constraints K = Ω.
Remark 4.1. We say that (H 1 ) is an absorbing condition at bdry (Ω) because, for any x ∈ bdry (Ω), v ∈ F (x) and any normal vector η to Ω at x, it is likely to have v, η = 0; this can be verified in Example 4.1 and Example 4.2. To see this in a more general setting, suppose that Ω = {h(x) < 0} and that g(x) = θ(h(x)), where h belongs to C 2 (Ω) and θ ∈ Γ 0 (R) is such that ((0, +∞), θ) is a Legendre zone consistent pair with θ (r) < 0 for any r > 0 small enough. By the Fundamental Theorem of Calculus, we have that θ (r) θ (r) → 0 as r → 0, and so [∇ 2 g(x)] −1 ∇g(x) → 0 as x approaches to ∂Ω. Therefore, since any normal to Ω can be written as η = − t |∇h(x)| ∇h(x) for some t ≥ 0 and
Since the righthand side converges to 0 as x approaches to bdry (Ω), we obtain that v, η = 0 for any x ∈ bdry (Ω) and v ∈ F (x).
The proof of the characterization of the value function defined in (P c ) (Theorem 4.1 in Section 4.2) is based on the Legendre transform ∇g : Ω → R n as well. It turns out that, the problem (P c ) can be associated with another optimal control problem, that doesn't have state constraints. We study this fact in the next subsection.
4.1. Dual optimal control problem. We now introduce an unconstrained auxiliary problem which is intrinsically related to the original problem (P c ). We begin with the definition of an auxiliary differential inclusion.
where Φ g (y) = ∇ 2 g * (y) −1 F (∇g * (y)) for any y ∈ R n . Moreover, suppose that there exists a Legendre function g together with two matrices A and B of dimensions n×n and n×m, respectively, for which
In this setting, the dual differential equation (12) is a linear system because
Furthermore, if there exist two vector fields f 1 , f 2 : R n → R n so that
the dual differential equation (12) is a control-affine system.
Notice that since dom g * = R n , then q(·) remains in R n , and so we can associate to (12) an unconstrained Mayer process. More precisely, let S T t (y ; g) indicate the set of absolutely continuous curves defined on [t, T ] satisfying (12) with initial condition q(t) = y. The auxiliary problem at issue is:
We remind that ϕ g : R n → R is the dual function or auxiliary cost defined via
The map g : [0, T ] × R n → R ∪ {+∞} is the value function of the auxiliary Mayer problem. On the other hand, let q ∈ S T t (y ; g), then thanks to the Legendre transform, ∇g * (q) ∈ S T t (∇g * (y)) and so, there is an one-to-one correspondence between S T t (∇g(x) ; g) and the trajectories of S T t (x) that live in Ω. This means that
Without additional hypotheses the equality may not hold. However, under an interior approximation hypothesis, as (H 3 ), the equality is reached. Interior approximation hypotheses, as the recently mentioned, are made in order to ensure that any feasible trajectory can be approximated by a sequence of trajectories lying on the interior of the state constraint. Proposition 4.1. Suppose (H 0 ) holds. Assume that f is uniformly continuous on Ω of modulus α f (·) and that the following holds:
Then, the value functions given by (P c ) and (D c ) satisfy:
Proof. If ϑ(t, x) = +∞, we get that g (t, ∇g(x)) = +∞ as well, so under these circumstances, there is nothing to be proved.
Assume that ϑ(t, x) < +∞ and take {ε k } ⊆ (0, 1) a sequence such that ε k → 0 as k → +∞. Thus, for any k ∈ N, there exists p k ∈ S T t (x) for which f (p k (T )) ≤ ϑ(t, x) + ε k . Besides, by (H 3 ), for any k ∈ N we can find
By gathering the last inequalities we get
So, letting k → +∞, the conclusion follows.
The importance of the previous statement lies in the fact that, for optimal control problems without state constraints, the relation between the value function and the HJB equation is well-understood, and no additional compatibility assumptions are required. Indeed, under the assumptions we have done so far, we can identify g as the viscosity solution of a HJB equation. Proposition 4.2. Suppose that (H 0 ) and (H 1 ) hold. Assume that f is continuous and F has nonempty convex compact images on Ω. If F satisfies the following Lipschitz-like estimate: for each r > 0, there is L > 0 for which
Then, the value function g , defined in (D c ), is the unique viscosity solution of
that satisfies ω(T, y) = ϕ g (y) for any y ∈ R n . Here, the Hamiltonian is given by H(y, ξ) = sup{− v, ξ | v ∈ Φ g (y)} for any y, ξ ∈ R n .
Proof. Since F has nonempty convex compact images on Ω, we can easily check that Φ g has nonempty convex compact images on R n . By the absorbing property (H 1 ), we have that Φ g has linear growth on R n and thanks to (H 2 ) it is also locally Lipschitz continuous on R n . Moreover, since f is continuous so does ϕ g .
Finally, since the auxiliary problem has no state constraints, it is a classical result that under these circumstances the value function is the unique continuous viscosity solution of the HJB equation; see for instance [5 [37, Theorem 12.3.7] . Therefore, the result follows.
4.2.
Characterization of the value function of the primal problem. Now, with all these tools at hand, we are now in position to state and provide the proof of the principal result of this section, which reads as follows.
Theorem 4.1. Suppose (H 0 ) holds. Let F : R n ⇒ R n be a set-valued maps having nonempty compact convex images on Ω. Assume that f is uniformly continuous on Ω, that the dynamics is absorbing at bdry (Ω), that is, (H 1 ) holds, and that the Lipschitz-like condition (H 2 ) holds as well.
Then, the value function ϑ, defined in (P c ), is the unique uniformly continuous function on Ω, that satisfies the final time condition ϑ(T, x) = f (x) for any x ∈ Ω and that is a viscosity solution of
Proof. First of all, note that (H 3 ) holds trivially because for any x ∈ Ω, t ∈ [0, T ] and p ∈ S T t (x), we have p(s) ∈ Ω as long as s ∈ [t, T ]. Indeed, by shifting t if necessary, we can assume that T = inf{s ∈ [t, T ] | p(s) / ∈ Ω}. Due to the Gronwall's Lemma (cf. [14, Proposition 4.1.4]), for any τ ∈ [t, T ), each q ∈ S τ t (∇g(x) ; g) satisfies
.
Notice that for any
Since dist(p(τ ), bdry (Ω)) → 0 as τ → T , we get a contradiction with the fact that g is essentially smooth on Ω, which implies that (H 3 ) holds. On the one hand, by Proposition 4.2 we have g is the unique continuous function that satisfies
On the other hand, Proposition 4.1 implies that ϑ(t, x) = g (t, ∇g(x)) for any (t, x) ∈ [0, T ] × Ω. By Proposition 2.2 we get that (θ, ∇g(x)ζ) ∈ ∂ V ϑ(t, x) if and only if (θ, ζ) ∈ ∂ V g (t, ∇g(x)). A similar relation also holds for the viscosity superdifferential. Hence, the value function ϑ satisfies
The previous arguments show that the value function ϑ is a viscosity solution of the HJB equation on (0, T )×Ω. The uniqueness comes from the fact that, if α : [0, T ] × Ω → R is a viscosity solution of the preceding HJB equation, Proposition 2.2 implies that β(t, y) = α(t, ∇g * (y)) defined on [0, T ] × R n is a viscosity solution of (13)- (14)- (15), so by Proposition 4.2 we obtain that β = g and wherefore α = ϑ.
4.3.
Discussion. In this section we have investigated the HJB approach for problems with state constraints from a point of view that seems to be quite new for optimal control. The methodology used has been widely studied in mathematical programming theory in the so-called interior-point methods, where a suitable barrier function is introduced in order to construct algorithms, whose iterations are strictly feasible on the interior of the constraints; see for instance [28, 30] among many others. The technique has also been employed to study continuous versions of numerical methods, usually referred as central path methods; see for instance [6, 26, 22, 2, 8] .
Here we have taken the idea of penalizing the state constraints and make use of it in order to study the value function of an optimal control problem with convex state constraints. The outcome is that we have identified a class of problems, neither covered by the current literature nor by the more recent works ( [7, 21] ).
A Riemannian manifolds interpretation
We finish the paper with an interpretation of the results in terms of Riemannian geometry; for a deeper introduction into the subject we refer to [17, 24] .
We evoke from the classical theory of differential geometry (cf. [25, Proposition 3.10] ) that the tangent space T x M to a smooth (C ∞ ) manifold M is a finite dimensional vector space for any x ∈ M . This fact allows to endow each T x M with an inner product (·, ·) x . Roughly speaking, when this procedure can be done in such a way that the inner dot depends on x in an appropriate smooth manner, the manifold is called a Riemannian manifold. When M is an open set of R n , tangent space T x M can be identified with the whole space R n , and so Definition 2.3 provides a suitable notion of Riemannian manifold when M = Ω.
One of the main purposes of introducing the concept of Legendre zone consistent pairs lies in the possibility of defining a Riemannian metric on a given open convex set. Let (Ω, g) be a Legendre zone consistent pair with g ∈ C 2 (Ω). For any x ∈ Ω consider the bilinear mapping defined on R n × R n as follows
It turns out that the preceding bilinear map can define a Riemannian metric, in the sense of Definition 2.3, if the hypothesis (H 0 ) is slightly strengthen.
Lemma 5.1. Let Ω ⊆ R n be convex and consider g ∈ Γ 0 (R n ) so that (H 0 ) holds with g ∈ C k+2 (Ω). Then, the family {ρ x } x∈Ω is a C k -Riemannian metric on Ω.
Proof. We have that [∇ 2 g(x)] 2 is symmetric and positive definite for any x ∈ Ω, so, ρ x is an inner product on R n . Besides, since Ω is an open set, the tangent space to Ω at x can be identified with R n for any x ∈ Ω. Furthermore, given that g ∈ C k+2 (Ω), for any
Definition 5.1. Let Ω ⊆ R n be convex and g ∈ Γ 0 (R n ) so that (H 0 ) holds with g ∈ C k+2 (Ω). The family of inner products given by (16) is called the squared Hessian Riemannian metric on Ω induced by the Legendre function g, and it is denoted by (·, ·)
Consequently, with a slight abuse of notation, we say that (Ω, g) is a squared Hessian Riemannian manifold.
Remark 5.1. Take Ω = B in R n , a suitable choice of Legendre function that makes (Ω, g) a squared Hessian Riemannian manifolds is
In the light of the foregoing definition, we can see that all along this paper we have basically studied a nonlinear optimization problem and a Mayer problem on a squared Hessian Riemannian manifold. This explain the form of the hypotheses we have required. Actually, as we will see later, the assumption dom g * = R n is nothing else that the completeness of the Riemannian manifold as a metric space endowed with the distance given by (3).
As we have claimed before, Ω endowed with the squared Hessian Riemannian metric is isomorphic to the euclidean space R n . To give a precise statement of this result, we recall first that if M and N are two Riemannian manifolds, a diffeomorphism Ψ : M → N is called an isometry between M and N provided (17) (
Let Ω ⊆ R n be convex and consider g ∈ Γ 0 (R n ) so that (H 0 ) holds with g ∈ C k+2 (Ω). Then ∇g : Ω −→ R n is a C k isometry between the Riemannian manifold (Ω, g) induced by g and R n endowed with the Euclidean metric.
Proof. Since g is a Legendre function with nonsingular Hessian, it follows from the inverse function theorem that ∇g is a diffeomorphism. Furthermore, for any u, v ∈ R n and x ∈ Ω we have
Therefore, (17) is verified and so ∇g is an isometry between (Ω, g) and R n endowed with the Euclidean metric.
In the light of the previous lemma, we can fully characterize the geodesics on a squared Hessian Riemannian manifold. The next result, and in particular the formula (18) , explains why the algorithm (6) is a geodesic search method.
Proposition 5.1 (Geodesics).
Let Ω ⊆ R n be convex and g ∈ Γ 0 (R n ) so that (H 0 ) holds with g ∈ C k+2 (Ω). The geodesic on (Ω, g) that satisfies ], Y (t) = ∇g(X(t)) is a geodesic in R n endowed with the Euclidean metric, this means that Y (t) = y 0 + tw 0 for some ∃y 0 , w 0 ∈ R n . Therefore, y 0 = ∇g(x 0 ) and sinceẎ (t) = ∇ 2 g(X(t))Ẋ(t), we deduce that w 0 = ∇ 2 g(x 0 )v 0 . Hence, thanks to (1) we finally obtain (18).
Remark 5.2. Notice that by (18) , there is a unique geodesic X : [0, 1] → Ω defined on (Ω, g) joining x,x ∈ Ω, which is defined via
Consequently, setting y = ∇g(x) andỹ = ∇g(x) we get
Hence, since tf (x) + (1 − t)f (x) = tϕ g (ỹ) + (1 − t)ϕ g (y) for any t ∈ [0, 1], it is recognizable that ϕ g being convex, as in Section 3.4, implies that f is convex along geodesics. Some authors call this property convexity in the Riemannian sense; see for instance [35] . Consequently, by Proposition 5.1 the geodesic of (Ω, g) starting from x 0 ∈ Ω with initial velocity ∇ 2 g(x 0 ) −1 d 0 is determined by
The geodesics of a squared Hessian Riemannian manifold are intrinsically related to constrained optimization problems with linear objective functions. Indeed, these arcs can be seen as central path trajectories of a penalized problem, where the penalization term is the Bregman pseudo-distance associated with g (see Remark 3.2 ). In this case, the variable t acts like a penalization parameter. For more details about central path methods we refer the reader to [36, Chapter 25] .
Proposition 5.2 (Central Path).
Let Ω ⊆ R n be convex and g ∈ Γ 0 (R n ) so that (H 0 ) holds with g ∈ C k+2 (Ω). Let t → X(t) be the geodesic on (Ω, g) that satisfies
Proof. Let t → X(t) be the maximal geodesic starting from x 0 with initial velocity v 0 . By (18) and (1), X(t) solves
Since, X(t) ∈ Ω for any t ∈ (T min , T max ), the equation (20) corresponds to the first-order optimality condition for the following minimization problem:
which is equivalent to the righthand side of (19) for any t ∈ (0, T max ), in terms of optimal solutions. Note that both problems are convex, so X(t) solves problem on the righthand side of (19) . By strict convexity of g on Ω, the solution is unique, so (19) holds true.
Since Riemannian isometries are arc-length preserving (cf. [24, Proposition 5.6]), it is possible to characterize the Riemannian distance on a squared Hessian Riemannian manifold as well. The distance on a Riemannian manifold M gives to the manifold the topological structure of metric space and it is defined as follows: (γ(t),γ(t)) γ(t) dt.
Corollary 5.1 (Geodesic distance).
Let Ω ⊆ R n be convex and g ∈ Γ 0 (R n ) so that (H 0 ) holds with g ∈ C k+2 (Ω). Then, the geodesic distance dist Ω (·, ·) on the squared Hessian Riemannian manifold associated with a Legendre zone consistent pair (Ω, g) coincides with the expression given by (3) , that is,
dist Ω (x,x) = |∇g(x) − ∇g(x)|, ∀x,x ∈ Ω. Since Y ε = ∇g • X ε is an absolutely continuous curve joining y andỹ we have that (Y ε ) ≥ |y −ỹ|. Therefore, by Lemma 5.2 the length of X ε and Y ε has the same value, so letting ε → 0 we get (21) .
On the other hand, the completeness of a squared Hessian Riemannian manifold can also be studied. There are some conditions that ensure this property in the self-concordant case; see for instance [27] . We present a sort of dual characterization for the case of study of this paper. The next result implies in particular that T min can be taken as −∞ and T max as +∞ in Proposition 5.1 and Proposition 5.2.
Corollary 5.2 (Completeness).
Let Ω ⊆ R n be convex and g ∈ Γ 0 (R n ) so that (H 0 ) holds with g ∈ C k+2 (Ω). Then, the squared Hessian Riemannian manifold (Ω, g) is geodesically complete and (Ω, dist Ω ) is a complete metric space.
Proof. Note that (18) provides an explicit formula for the geodesic starting from x 0 ∈ Ω with initial velocity v 0 = −∇ 2 g(x 0 ) −1 d 0 . Therefore, we can check that the geodesic is defined for every t ∈ R if and only if ∇g(x 0 )−td 0 ∈ int (dom g * ) for every t ∈ R. Since Ω is an open set, we have no restriction over the vector d 0 , but this is not an issue because dom g * = R n , so the first conclusion follows. The last affirmation is direct from the Hopf-Rinow's Theorem ([24, Theorem 6.13]).
Conclusions and outlook
Finally, we would like to stress that, our results only require the existence of a Legendre function g for a given convex domain Ω. It is suitable then to wonder if a particular choice of g provides any advantage over any other choice.
Preliminary results show that the rate of convergence of the method (6) doesn't seem to change when different Legendre functions are considered. However, this fact still needs to be studied in details, as well as a proper comparison with the long list of algorithms designed to solve constrained mathematical programs.
In a similar way, different choices of Legendre functions can yield to different dual Mayer problems (D c ). It is clear that the characterization of the value function defined in (P c ), is not affected by this choice. Nevertheless, a numerical scheme to construct the value function can be.
These are subjects of ongoing works that deserve to be further investigated before presenting it to the scientific community.
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