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Настоящее издание представляет собой учебное пособие по 
главе спецкурса "Некорректно поставленные задачи", который 
в Тартуском госуниверситете читается для ІУ курса математи-
ков-прикладников. Оно полезно и для аспирантов и специалис­
тов в данной области, так как охватывает свежие материалы, 
разбросанные в журнальной литературе и тезисах конференций. 
С содержанием работы можно ознакомиться по оглавлению. 
Дадим краткое резюме. Мы с единой точки зрения исследуем 
широкий класс методов регуляризации линейных некорректно 
поставленных задач в гильбертовых пространствах. Сюда вклю­
чаются методы Тихонова, Лаврентьева, разные итерационные 
схемы и пр. Много внимания уделяется принципу невязки выбо­
ра параметра регуляризации, а также оценкам погрешности 
приближенных решений. Выяснено, что выделенный класс методов 
имеет оптимальный порядок на классах истокопредставимых ре­
шений. 
Рассмотрения проводятся в ситуации, когда неточно из­
вестен не только свободный член, но и оператор решаемого 
уравнения. Подобная ситуация наиболее естественна доя при­
ложений, ибо неточности в операторе неизбежны - они вызы­
ваются приближенностью математических моделей исследуемых 
явлений, а также дискретизацией задачи в стадии ее подготов­
ки для решения на ЭВМ. 
В основной текст мы включили минимум ссылок. Библиогра­
фические замечания см. в конце работы. 
3 
.. л 
_ ' I ' - ' - '-«"-л 
Оглавление 
Предисловие 3 
Введение: ОСНОВНЫЕ ПОНЯТИЯ ТЕОРИИ НЕКОРРЕКТНО ПО­
СТАВЛЕННЫХ ЗАДАЧ 7 
О.І. Корректно и некорректно поставленные 
задачи 7 
0.2. Понятие о регуляризаторе 8 
0.3. Оптимальные и оптимальные по порядку 
методы II 
§ I. ПОСТРОЕНИЕ КЛАССА МЕТОДОВ РЕШЕНИЯ НЕКОРРЕКТ­
НО ПОСТАВЛЕННЫХ ЗАДАЧ 15 
1.1. Решаемая задача 15 
1.2. Класс методов для задачи с самосопря­
женным неотрицательным оператором . . 16 
1.3. Класс методов в случае необязательно 
неотрицательных операторов 17 
1.4. Класс методов для несамосопряженной 
задачи .... 18 
1.5. Комментарии, замечания, дополнения. . 18 
1.6. Другие возможности симметризации за­
дачи 20 
1.7. Один способ построения семейства 
ф у н к ц и й  . . . . . . . . . . . . .  2 2  
1.8. Повышение квалификации методов ... 22 
1.9. Класс итерационных методов 23 
IjO. Операторная форма итераций 25 
§ 2. ПРИМЕРЫ МЕТОДОВ 26 
2.1. Случай задачи с самосопряженным неот­
рицательным оператором 26 
2.2. Случай задачи с самосопряженным (не­
обязательно неотрицательным) операто­
ром 28 
2.3. Случай несамосопряженной задачи ... 31 
2.4. Замечания и дополнения 32 
4 
§ 3. ОЦЕНКИ РАЗНОСТИ СТЕПЕНЕЙ ОПЕРАТОРОВ ... 34 
3.1. Формула разности степеней операторов 
ров 34 
3.2. Оценка в случае неотрицательных 
операторов 35 
3.3. Оценка в общем случае 37 
3.4. Оценка в случае самосопряженных 
операторов 40 
§ 4. АПРИОРНОЕ ЗАДАНИЕ ПАРАМЕТРА РЕГУЛЯРИЗАЦИИ 41 
4.1. Самосопряженная задача 41 
4.2. Самосопряженная задача с неотрица­
тельным оператором 43 
4.3. Несамосопряженная задача 44 
4.4. Случай точно заданного оператора 47 
4.5. Оптимальность некоторых методов. . 49 
4.6. Случай точно заданных оператора и 
правой части 54 
§ 5. ПРИНЦИП НЕВЯЗКИ: САМОСОПРЯЖЕННАЯ ЗАДАЧА 56 
5.1. Поведение невязки 56 
5.2. Правила выбора параметра регуляри­
зации 58 
5.3. Сходимость и оценка погрешности. . 59 
5.4. Доказательство теоремы: правило 
. . . . . . . . . .  6 1  
5.5. Доказательство теоремы: правило 
(  ^2 ,  ) • • • • • • • • • • • • • •  6 4  
5.6. Доказательство теоремы: правило ( П3 ) 66 
5.7. Случай неотрицательного операто-
тора А 66 
5.8. Случай точно заданного оператора . 67 
5.9. Непрерывность и монотонность не­
вязки 68 
5.10.Еще один вариант принципа невяз­
ки 69 
§ 6. ПРИНЦИП НЕВЯЗКИ: НЕСАМОСОПРЯЖЕННАЯ ЗАДАЧА 71 
6.1. Формула невязки 71 
6.2. Поведение невязки 72 
6.3. Правила выбора параметра регуляри­
зации 73 
5 
- ". т. .Л.-,. 
6.4. Сходимость и оценка погрешности ... 76 
6.5. Доказательство теоремы 6.1 78 
6.6. Доказательство теоремы 6.2 80 
6.7. Случай точно заданного оператора. š . 81 
§ 7. КРИТИЧЕСКИЙ УРОВЕНЬ НЕВЯЗКИ 82 
7.1. Постановка задачи 82 
7.2. Критический уровень невязки для при­
ближения (1.7] приводит к расходяще­
муся процессу 84 
7.3. Численные примеры 86 
7.4. Неравенство для приближения (І.ІЗ). . 88 
7.5. Сходимость приближений (І.ІЗ) . . . . 91 
7.6. Сходимость метода итераций 95 
7.7. Случай точно заданного оператора. . . 95 
7.8. Заключение: как выбирать параметр ре­
гуляризации 98 






ТЕОРИИ НЕКОРРЕКТНО ПОСТАВЛЕННЫХ ЗАДАЧ 
0.1. Корректно и некорректно доставленные задачи.ПУСТЬ 
EHF- метрические пространства, А: E F оператор из 
EBF. Рассмотрим уравнение (задачу отыскания UeE по 
JL6 F ) 
A Vlz ~ ^ * (OeI) 
Задачу (0.1) принято называеть корректно поставленной (по 
Адамару), если выполнены следующие три условия: 
1. при любом существует решение «еЕ ; 
2. это решение единственно; 
3. решение непрерывно зависит от правой части уравне­
ния: из /и. (по метрике F ) следует сходимость соот­
ветствующих решений и.
л 
и. (по метрике E ). 
Если же нарушается любое из перечисленных трех усло­
вий, то задача (0.1) называется некорректно поставленной. 
Другими словами, задача (0.1) поставлена корректно, 
если А имеет непрерывный обратный оператор А'л: F -* E , и 
некорректно поставлена в противном случае. 
Задача (0.1) называется условно корректно поставленной 
на множестве -M с. E , или корректно поставленной на JC по 
Тихонову, если выполнены следующие три условия: 
I*. априори известно, что решение уравнения (0.1) су­
ществует и принадлежит Л , т.е. AJt 
2*. решение единственно в Mt т.е. существует A':AМ-*Мі 
3*. если , то ц,„-A r^v-* A^i = а. 
При этом Jl называется классом корректности задачи (ОД). 
Мы больше не будем затрагивать столь общих задач: няти 
основные рассмотрения (§§ 1-7) касаются линейных уравнений 
в гильбертовых пространствах. Но пока примем, что FHP-
банаховые пространства, а A (Ej F)J т.е. А линейный 
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непрерывный оператор из E в Г. Линейная задача (0.1) на­
зывается существенно некорректно поставленной^ если область 
значений 
Si(A)= f  = Au., «.€ Ej s F 
оператора А незамкнута. Для такой задачи нарушены условия 
I и 3 определения корректной постановки. Задача (0.1) с не­
вырожденным вполне непрерывным рператором поставлена сущест­
венно некорректно. 
Типичными примерами (существенно) некорректно поставлен­
ных задач являются интегральные уравнения первого рода, рас­
сматриваемые в пространстве F=F = С£&-, или L 
j4 (•£>-$) u(*>)ds> = іЮ (уравнение Фредгольма I рода), 
CU 
(уравнение Вольтерра I рода) 
(на ядро накладываются любые условия, гарантирующие полную не­
прерывность соответствующего интегрального оператора). Даль­
нейшие примеры некорректно поставленных задач см. в [63, 35, 
47, 22, 29]. 
Приведем один пример условию корректно поставленной за­
дачи, имеющий отношение к основному материалу (§§ 1-7). Пусть 
Et F - гильбертовы пространства, AeäffF, F); обозначим 
IAlsfAvA)- это самосопряженный неотрицательный опера­
тор в E (модуль оператора А ). Оказывается, что задача 
(0.1) поставлена условно корректно на каждом множестве "исто-
копредставимых" элементов 
= {ие Е: Us-IAlPw, Ilw"Il р> 0/ ? >0. 
Эти классы корректности, вообще говоря, некомпактны. 
0.2. Понятие о регудяризаторе. Рассмотрим некорректно 
поставленную задачу (0.1), в которой Ae^CCEj F), Ej F - ба­
наховы пространства. Как правило, правая часть этого уравне­
ния известна неточно, т.е. вместо -^еЗ^(А) в нашем распоря­
жении некоторое его приближение fg.G E, Iifg-f Ii где S-
малое положительное число, которое обычно известно. В ряде 
задач неточно известен и сам оператор А , вместо него в на-
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шем распоряжении некоторое его приближение А .^6 F), 
IfA-^-A Il . Таким образом, вместо "точной" задачи (0.1) 
мы имеем задачу 
А и,= ^5" (0.2) 
или задачу 
/А-у W' - . (0.3) 
"Точная" задача (0.1) разрешима, так как по предположению 
£ € 9? (А). Приближенные задачи (0.2) и (0.3) необязательно 
разрешимы, так как необязательно /уе3?(А) или -^еЗ^ГА^). 
Но даже если ^g- е !RfA), соответственно ^$-6 £ f A ^, всё-равно 
решения этих уравнений нельзя принять за приближенные реше­
ния уравнения (0.1). Это связано с отсутствием непрерывной 
зависимости решения от правой части (нарушением условия 3 
п. 0.1): сколь угодно малым изменениям ^ могут соответст­
вовать сколь угодно большие изменения решения «. уравнения 
(0.1). 
Выход из положения дается построением регуляризатора 
задачи (0.1). Регуляризатор задачи (0.1) - это семейство 
отображений 
% :  F - > F  ( 0 < S * S o ) ,  
таких что 
vccp dui fäs fe, A 1j?) о при О е5?fА). (0.4) 
Здесь А" f - полный прообраз элемента ^ , т.е. множество 
решений уравнения (0.1), а cU*b ($$$5, - расстояние 
от элемента до указанного множества. Если нулевое 
подпространство (я^ро) 
AHfA)= {и.еЕ: Au-Oj 
оператора А тривиально, т.е. состоит только из нулевого 
элемента, то условие (0.4) можно записать и так: 
I lRg-Px-и((->о при 5"-» о V <-<. в £\ 
Hfs-AчЦ<$ 
Регуляризатор позволяет в случае точно заданного опера­
тора А в предельном процессе <5"-> С восстановить решение и. 
при любом j- е 3? (Ar) j  известном приближенно (I j  - £ Ij  ^  <f). 
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При достаточно малом <5">0 элемент будет хорошим 
приближением к точному решению и. 
Задача (0.1) называется £егуля£Изуемой
х 
если для нее 
существует хоть один регуляризатор. 
Рассмотрим теперь целый класс задач (0.1), определяемый 
некоторым множеством Ot я ££(.£, F) операторов А . Пусть 
Ol'c<£(F,F) - некоторое множество, в котором могут менять­
ся операторы (II Ay-А )1 ^ Назовем (OL,С^'З-^егуля^изато-
£ом семейство отображений 
- FxCt'-* t (ocStšo; 
облажающих свойством 
-VtЧ/D cLi^t (Q&JW A*J)J Д >£ ) —> О при 5"-»Oy 
AvSOl' (0.5) 
Цб-^ЫЩ-АЩ f VAeOl VfeSt(A). 
Класс задач (0,1) называется ( OljOl' )-2е£уля£изуемой, если 
существует хоть один (Oly,0[z)-регуляризатор. 
Если Ol-Ol' состоит только из одного оператора А , 
то определение (Olv Ol')-регуляризатора равносильно опреде­
лению (0.4) регуляризатора задачи (0.1). 
Оказывается, что задача (0.1) не всегда регуляризуема» 
Формулируемые ниже две теоремы дают некоторое представление 
о том, какие задачи регуляризуемы; их доказательства можно 
найти в специальной литературе (см. [55], а также [23, 24]). 
Теорема 0,1. Пусть JT(A)= О. Для регуляризуемости за­
дачи (0.1) необходимо, а в случае сепарабельного простран­
ства E и достаточно, чтобы 
//и,Ij £ с ср «и, иЛ)| м.еЕ (с=соп^). (0.6) 
f 
ЦиЧМ 
Здесь P*- сопряженное к F пространство, A^e^fF* 
-сопряженный к А оператор, A*F*=3?(A*) £• F*; через і-О 
обозначено значение функционала иЛе E * на элементе и е £. 
Заметим, что при выполнении условия (0.6) 
Ill Uzlll := |< а, а*>| 
u*eA*F* ІЮІ=1 
является нормой, эквивалентной норме пространства E . 
IO 
Теорема 0.2. Для того, чтобы задача (0,1) била регуля-
ризуемой при каждом Ae *6(Е, F), необходимо и достаточно, 
чтобы пространство E было квазирефлексивным, т.е. 
сиг*, в * VF < °°. 
Каждое рефлексивное пространство квазирефлексивно. Из­
вестны примеры квазирефлексивных нерефлексивных пространств, 
но эти примеры несколько искусственны. 
Теорема 0.3. Пусть пространство E рефлексивно. Тогда 
су щ е с т в у е т  ( 0 1 ,  О і / ) - р е г у л я р и з а т о р  с  O l - O l ' =  Z t C E j  F ) .  
Набросок_доказатетства. Известно (см. [71]), что в 
рефлексивном банаховом пространстве существует эквивалент­
ная норма, относительно которой £ локально равномерно вы­
пу к л о ,  т . е .  и з  с о о т н о ш е н и й  H ^ r v I I =  I l a H = I v  I l ^ n , + u . с л е ­
дует Il Vch,- и, J/ 0. Такая норма обладает H-свойством, т.е. 
из слабой сходимости и
к
-->и и Il и., ]|-И|ц,|/ следует 
Ii^ rv-Не ограничивая общности, можно с самого начала 
считать, что E локально равномерно выпукло и, значит, нор­
ма пространства E обладает H -свойством. Рассмотрим функ­
ционал А.Н.Тихонова 
Фоі (w-) = (5" Iji"+ ot /Itt-I/\ oL>Oj U€ E. 
' Минимизирущие последовательности этого функционала сильно 
сходятся к единственной точке минимума Lcet е E (см. [8]). 
Согласуем <* = с 5' и ^  таким образом, что 
ос-»о, (<5Ч"7) <* —> О при 5->о, irJ •—? О, 
и положим 5^ 5 А„) = • Стандартным образом до­
казывается (см. [8,69]), что если е^ 3?М-), If-f г - •£ 11^ 5, 
IlA^ -A IUто Uot ^  ^-г» U0 при 5-*о, «j ~>о, где 
Uc €• - нормадьное__решение (решение наименьшей нормы) 
уравнения (0,1). Это означает, что 9½ ^ является ((%,(%')-
ре г у л я р и з а т о р о м  с  O l  - O l ' =  ^ t C E j  F ) .  
Доказательство теоремы завершено. 
0.3. Оптимальные и оптимальные по порядку методы. Про­
должим изучение некорректно поставленной задачи (0.1), в 
которой Або£(£г, Zr), EjF- банаховы пространства. Различные 
методы решения задачи (0.1) будем сравнивать на некотором 
II 
- ,к К,-*' 
центрально-симметрическом ограниченном множестве My с В 
точных решений. При этом будем считать, что правая часть 
уравнения задана с точностью (Г, а оператор А задан точ­
но; случай приближенного оператора обсудим в конце пункта. 
Под методом решения уравнения (0.1) будем здесь понимать лю­
бое отображение Р: F-* E (такое несколько странное опреде­
ление метода выгодно, чтобы сравнению подвергались, в част­
ности, все "разумные" методы, не вникая в классификацию 
методов на "разумные" и "неразумные"). Точность метода P на 
множестве <М охарактеризуем наибольшим возможным отклоне­
нием приближения Pfe от истинного решения и, е Л : 
М5-,М;Р)= IIPfs-uH (0.3 
Ilf3-AaN? 
Метод Pj- называется оптимальным на M, если 
Д (<3*; Д; Pj.) =: д(5j iAL) Р) 
ассиштотически оптимальным н&_М, если 
П^[л'(5~М-'?~)/ Л(5;М)Р)]=^ 
методом оптимального_порядо<а_на M , если 
Afd-; Л) Ps) < с CKf A(Ž)Jl >jP) (о<5*$*\ с=CDnd 
(инфимум берется по всем методам). 
Теорема 0.4. Для всякого метода P 
Л j P)ž и>Сб,Л)} (0.8) 
где 
со(5> Ji) = IIolIL (0.9) 
tc €М/ІІАи\і<5 
Доказательство-^. Пусть £>0 сколь угодно мало. Возь­
мем такое CcevUi, что Ц A CZ ||<3", )) u. Il ? co(S; Ж) - е. Ввиду 
центральной симметрии M также - и. еМ , и в соответствии с 
(0.7) имеем 
I) Теорема 0.4 имеется в [353; см. также [60J. Мы рас­
сматриваем более простую, чем в [35], ситуацию и снимаем 
некоторые второстепенные ограничения. 
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P)^ іГ фу/ Vucp IIPfo-U> Ilj IlPft+ &QJ. 
ЛАа-^гИ IIAa+£||^ 
Условие IIAiZ ІІ4& позволяет здесь положить ^j=O, что может 
привести только к уменьшению оценки: 
A (õ)Ji) P)ž гъах^ІІРо - <Z j|, HPo+ й jj ? l^jlPo-u: jj + 
-hl/Po-t- ü jj)^ J| (Po-u.)- (Po 1- й-))) = || iL Il^ ю^З;Л.)- 6. 
Ввиду произвольности t >0 это и доказывает оценку (0.8). 
Теорема доказана. 
Найдем функцию co(S$ М.) в случае, когда EzF гиль­
бертовы пространства, а имеет вид 
Мр^ = {и,еЕ: ^ IAlfy ІМІ*?}, р>о, $»0(о.Ю) 
где (Al= (А*А) е<$(Ej E). Имеем 
io(S;Jlp.p)- *ир Ilvcll- ч,р lllAfЩ. 
Х 
и=ІАіЧ ЙА|А|М<5 ,*4¾?, ^ 
-X Il IAIP+VJl^o 
В силу неравенства моментов ' 
II |А|Р«г|| <: Il IAlP+Vfl p^ vl Vll vij^ 0 
получаем Vfp-н) _ P/<fPt-yO 
^ § S 
Неравенство моментов превращается в равенство на собствен­
ных элементах. Если j Altv-= >ч , Цw||=p, то при >.=(&/оу^  
имеем lj IAIPhVV- Ij = ^P'i'1||**r|| -S, и 
*><*; Mfjf)= f (о.Ю 
I) Если В - самосопряженный неотрицательный (необяза­
тельно ограниченный) оператор в гильбертовом пространстве, 
то при любых р и % (о< р < ty) и любом и- из области опреде­
ления оператора Bt^имеет место неравенство (см. [42]) 
к в /і ^ к в к /і и. г1" ov^. 
Это простейшей вариант неравенства моментов; его можно так­
же назвать интерполяционным"~неравёнством. 
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Если % = (&/$У принадлежит не точечному, а непрерывно­
му спектру оператора IAlj то существует такая последова­
тельность iVX, что Il«г»И =р> /А I r^t- A-UTn, ->0 при п-^оо, 
и мы снова приходим к равенству (О.11). В итоге, для выпол­
н е н и я  р а в е н с т в а  ( 0 . I I ;  д о с т а т о ч н о ,  ч т о б ы  С ^ d f / A l ) .  
Подчеркнем, что для существенно некорректной задачи нуль 
является точкой сгущение спектра &(lAJ) оператора /АІ. 
В сочетании с теоремой 0.4 получаем следующий резуль­
тат: доя всякого метода решения задачи (0.1) имеет место не­
равенство 
Л (*> MP/f; Р) 5 ?^ 5Р^ >, (0.12) 
по крайней мере, при тех 5* , при которых (<5/у)1ValCjAt). 
Если для некоторого метода удается установить 
A(S) л
Р/?-, Р)#С у №+,>ггр///"Ч 
то такой метод будет автоматически методом оптимального по­
рядка на (оптимальным методом, если с = 1 ). 
Рассмотрим теперь случай, когда приближенно заданы пра­
вая часть и оператор А (F^P) уравнения (0.1). Под мето­
дом решения уравнения (0.1) в таком случае будем понимать 
любое отображение P : FxdCEj P)-* Ej сопоставляющее пра­
вой части и оператору A ^ ( I l A y - A l I  )  
элемент A^) € £, который принимается за приближенное 
решение задачи (0.1). Точность метода P на центрально-сим­




Затем, как и выше, определим понятия оптимального и оптималь­
ного по порядку метода. 
В случае, когда E и E - гильбертовы пространства, а 
Jl=Jlpt^  _ множество (0.10), можно опять показать (см. [35]} 
что для любого метода P 
Ь(Ъ,у,Л
р^
 \ с'$/ф*ІЗ+ >])р/ф*'j с'= с£>поі:?о. (О.ІЗ) 
Если для некоторого метода удается установить обратное нера­
венство 
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MS jvMm-,PU (°<SiS>, 0<Г>1 
то такой метод будет методом оптимального порядка. 
Оценки (0.12) и (0.13) распространяются на множества 
вида 
*•=IAfj»o,f>o,u0б£. 
§ I. ПОСТРОЕНИЕ КЛАССА МЕТОДОВ РЕШЕНИЯ 
НЕКОРРЕКТНО ПОСТАВЛЕННЫХ ЗАДАЧ 
І.І. Решаемая задача. На протяжении всего дальнейшего 
£* и F будут гильбертовыми пространствами. Нашей целью будет 
изучение класса методов решения уравнения 
Atu^f, (І.І) 
где А - линейный непрерывный оператор из F* в F . Нулевое 
подпространство 
Jf(A) = {ив E : Au -О], 
вообще говоря, нетривиально; область значений Si(A)=A Е, 
вообще говоря, незамкнута, т.е. задача (І.І) существенно не­
корректно поставлена. 
Обычно предполагаем, что ^eSl(A)f а иногда, что 
Q^e Q(A\ где Q - ортопроектор в F, проектирующий на 
9?(А), замыкание области значений оператора А . В последнем 
случае уравнение (І.І) разрешимо в смысле наименьших квадра­
тов. Решение в смысле наименьших квадратов - это решение 
экстремальной задачи 
Il Au. —^ (j4 t—> rnZn 
в F ; нетрудно видеть, что решения в смысле наименьших квад­
ратов совпадают с решениями уравнений Au= Qf и А*А и = 
= где Е) - сопряженный к А оператор. Ре­
шения уравнения (І.І) являются решениями и в смысле наимень­
ших квадратов. Обратное не всегда верно, но если задача 
(І.І) разрешима, т.е. если то решения в смысле 
наименьших квадратов являются решениями и в обычном смысле. 
Вместо точного f в нашем распоряжении, как правило, 
лишь некторое приближение е Ff 
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I l f 5 -  f  Ii i S -  . (1.2) 
оператор Ae tX(B l tF) тоже может быть известен лишь приближен-
но, вместо него в вычислениях используется некоторое прибли­
жение 6 Р), 
JIA1-A-N 7* (і.З) 
Здесь 5" и 7 - малые положительные числа, о< S < S0yl о < 
1.2. Класс методов для задачи с самосопряженным неотри­
цательным оператором. Рассмотрим случай F-F, А=А*> о, 
— Aoj ^o1 
Цусть{^^^^^) - некоторое однопараметрическое 
семейство вещественно- или комплекснозначных функций, опре­
деленных и измеримых по Борелю ' на некотором отрезке [о,и], 
HA7Ij^a, (1.4) 
На эти функции наложим два условия: 
I (ь) I  ^ (^  > 0X (1.5) 
XpJ-I-X^Wl-6rPvp (-170/ a^pip-), (1.6) 
где у- HJfjs- некоторые независящие от t постоянные, рУ>°-
Поскольку ä(A*j)S[OyfCtJjTo можно строить оператор2^  
1) Напомним определения (см. [39]). Функция Qi !суг]-> R 
измерима по Борелю, если при любом се R множество 
TxT<gx)Vc}£-R принадлежит <7-алгебре бореловых множеств, 
т.еf наименьшей о-алгебре, содержащей все замкнутые подмно­
жества R . Функция Ioyf аЗ-» С измерима по Борелю, если 
ее вещественная и мнимая части измеримы по Борелю. 
Непрерывные и кусочно-непрерывные функции измеримы по 
Борелю. 
2) Напомним определение %(А)  в случае вполне непрерыв­
ного самосопряженного оператора А €Cbj tr ). Пусть л • и ч> • 
О = . ) - собственные значения и собственные векторы 
оператора А , причем {чч > образует ортонормальный базис E. 
Тогда для любой ограниченной функции < . С, ЦАІІ 
оператор ^ГА)=jÜ(E,E) можно определить формулой 
t/') = (S fj) ^  j . 
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где P^(X) - спектральное семейство проекторов (разложение 
единицы) оператора A^ (см. [37] или [50J; случай разрыв­
ной измеримой функции ;[о,рассмотрен в [5]). Из­
меримость 2^ по Борелю обеспечивает ее измеримость относи­
тельно всевозможных мер вида cl(PL(\)и, v), u.tzef, Av= 
= 4%,О, ? 7 
В качестве приближенного решения уравнения (І.І) при­
мем элемент 
( Г ~ Ay (A^)) и0 (А*і(*г>о), (1.7) 
где J - единичный оператор, и.0е Б - некоторое априорно из­
вестное начальное приближение к решению уравнения (І.І); 
можно положить и0=о, и приближение u^ тогда примет вид 
6"Ц)fJ- Отсвда, между прочим, можно понять, что 
функция В каком-то смысле должна аппроксимировать 
функцию і/х, соответствующую оператору A^"1. Количествен­
ная характеристика близости этих функций какраз дается усло­
виями 
(1.5) и (1.6). При возрастании t функция ^^ прибли­
жается к Vxy, оставаясь, однако ограниченной при каждом а. 
Параметр г в приближении (1.7) тем или иным образом 
согласуется с уровнями погрешности 5 и -у правой части и 
оператора, так что в действительности О способах 
согласования будет сказано позже (§§ 4-7). 
1.3. Класс методов в случае необязательно неотрицатель­
ных операторов. Теперь рассмотрим случай, когда по-прежнему 
E=Fy, A=A1*/ A, но откажемся от условия неотрица­
тельности операторов А и . 
Пусть { fo,~) - однопараметрическое семейство ве­
щественно- или комплекснозначных функций, определенных и из­
меримых по Борелю на некотором отрезке j- о.0, oj, о->о, 
таком что 
6YA^) с. [- а0, о. J (о< ^-$^ ). (1.8) 
Введем аналоги условий (1.5) и (1.6): 
(9чМ!^'1 (1>о), (1.9) 
-а0<х'<а- * 
^>0.> °*f>$po). (i.io) 
- а0 < X < а ' 
Приближенное решение уравнения (І.І) строим опять по 
формуле (1.7). 
1.4. Класс методов для несамосопряженной задачи. От об­
щей задачи (І.І) всегда можно перейти к самосопряженной за­
даче 
AM и, = (І.ІІ) 
с неотрицательным оператором А*Л . Неотрицательным являет­
ся и его аппроксимация • Поэтому для решения задачи 
(І.ІІ) можно применить методы п. 1.2. Условие (1.4) теперь 
примет вид 
ЦА^ЦЧа (о<^<^„). (І.І2) 
условия (1.5) и (1.6) сохраняют свою форму, а приближение 
(1.7) теперь запишется так: 
v t ^ i  =  ( Г - М ^ А ^ ) ) и . 0  ч -  A y )  А * ^  
1.5. Комментарии, замечания, дополнения. I. Как будет 
ясно из дальнейшего изложения, одной из существенных харак­
теристик приближенных методов (1.7) и (І.ІЗ) является число 
/а„в неравенствах (1.6) и (І.ІО). Наибольшее р0 , при кото­
рых (1.6), соответственно, (І.ІО) имеет место, назовем ква­
лификацией метода. Квалификация может быть и бесконечной. 
2. При изучении свойств методов (1.7) представляют 
интерес наименьшие значения постоянных f и Jp в (1.5) и 
(1.6), а также их асимптотические значения f и : 
г= 
^Tr1 s -Vocp i t13 vuup Л P11 — X 9At (>0І j ; I vVXD 1 o<«ct ° 
3S ^ р V«.p Л P / 1 ^ J ^ • 
P ->co A ~ <X 
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В случае условий (1.9) и (І.ІО) они определяются аналогично. 
Для методов (І.ІЗ) вместо f и f будут играть важную роль 
Г»- XІ/г I (>b\}j 
"L>b 1 
г» = & K14 "~fi Mfj. 
Нетрудно видеть, что 
r»^[rf<tro)rA, П * 
но эти оценки, вообще говоря,грубы. 
3. Методами (1.7) и (І.ІЗ) можно решать уравнения и с 
неограниченными замкнутыми операторами, если определены 
и измеримы по Борелю на [о, oo)} а условия (1.5) и (1.6) вы­
полнены С «'«О». 
4. Цусть F=F, A=4*^0, 4*= A^. Из (1.3) тогда следует, 
что • Дяя = А^+^Г имеем А^?о, HAy- A 
Таким образом, в случае неотрицательного>4 легко достигнуть 
неотрицательноети операторов Ay некоторым их огрублением. 
Но это огрубление можно и обойти, если функции ^  определены 
и измеримы по Борелю, каждая на своем отрезке aj, 




форму условия (1.6) сохраним, но заметим что в силу (I.14) 




Приближенное решение по-прежнему строим по формуле (1.7); его 
можно строить для X € (о, и/^], 
5. Из (1.6) следует, что 
R
*  ^ j :  (>>0Х 
и зафиксировав достаточно большое ^, получаем 
^ Лт , А - COribt > о ('г > о) . 




Таким образом, условия (1.5) и (1.6) соответствуют такой 
параметризации семейства что 
/ Э т  5  к
х  
о  < { Ь  <  X .  
Отметим, что вместо (1.5) и (1.6) в основу всех рассмотре­
ний можно было бы принять формально более общие условия 
Kft Г W при K-^OOj 
Однако, после перепараметризации семейства (¾¾= §> ) эти 
условия перейдут в (1.5) и (1.6) относительно ^ . 
6. Из выполнения (1.6) при р=0 и р>~р>
а 
вытекает его 
выполнение при всех промежуточных р, причем 
7. Если условия (1.5) и (1.6) выполняются для некоторых 
• ГОу cvJ Cj ТО ЭТИ условия выполняются и для вещественных 
частей Re - При переходе от к ReQtl постоянные Г и Гр * 
вообще говоря, уменьшаются и может даже произойти повышение 
квалификации. Тем не менее, иногда полезно привлекать ком-
плексно-значные функции 
1.6. Другие возможности симметризации задачи. I. Для 
несамосопряженной задачи (І.І) можно привлечь двойственную 
к (І.ІІ) симметризацию 
= f (U- = Av-V) 
и применить к ней методы п. 1.2: 
г
=(І-А7А* g^fAvA*))v„ +ЗгСА7А*)^, (I.I5) 
Но как следует из формулы (6.3J, получаемое приближение 
идентично приближению (1,13) с U0=A i^vO« Тем не менее, из 
вычислений с -^ можно извлечь практическую пользу: например, 
если E-Rlrv, F=Rrn, m < и., то A^A * является матрицей по­
рядка пг , тогда как А* А« - матрица порядка п.  
2. Теоретический интерес представляет еще одна возмож­
ность симметризации задачи (І.І), основанная на полярном 
разложении 
оператора A= Vi (Al - Записав уравнение (ІЛ) 
I) Поля£Ноеразложение будет нами и впредь неоднократно 
использовало, ^ формулируем"основные относящиеся скща факты 
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в виде U-JAl u. = ^ и применив к обеим частям оператор 11*, 
получаем задачу 
fA I VL = , 
с самосопряженным неотрицательным оператором IAl. К ней при­
менимы методы п. 1.2: 
aI. = (Г - IA^ I ^>і(/А^ |))и-о + Л A^l)u^ I А«^ j. 
К сожалению, мы не располагаем хорошими оцениками нормы 
К IAt1I-IAI И (некоторая оценка имеется в (3.6), р~1 ), поэто­
му рассматриваемая схема симметризации в теоретическом плане 
представляет интерес лишь в случае точно заданного оператора 





=( I-IAt ^((41))«.+ gJlAlH^j, A=1i/A|. (I.I6) 
Практическое построение полярного разложения оператора яв­
ляется трудной задачей, и методы класса (I.I6) практически 
реализуемы лишь в исключительных случаях (описание реализации 
одного метода см. в п. 2.4). 
Привлечение методов типа (I.I6) позволяет строить опти­
мальные методы для несамосопряженной задачи, если известны 
оптимальные методы для задачи самосопряженной. Непосредствен­
но из определения оптимальности метода (см. п. 0.3) вытекает 
следующее утверждение: если для каждого самосопряженного не­
отрицательного оператора А 
метод 
(доказательства можно найти в C38J). Доя любого оператора 
A F), где E и F- гильбертовы пространства, имеют 
место так называемые полярные разложения 
A= K(А*А) = (ЛА*У*и, 4*= U* (AAt)ut^ (A*A)^U*, 
где fA|=6vW* e^(£-,F) и /А*|=(АА*)^ eSC(F, F) - са­
мосопряженные неотрицательные операторы, а оператор 
jUetf(EiF) 
и его сопряженный 'U*e£(F; E) обладают свойствами 
IIUcl Ih Ilu-Il для "6%(A~)sE, Uu = O для а € KOTx= Jtf(A)SEy 
ІІІіЧ Il = Ы| лля 2€$(A)zF, U*2=o для &€ s F 
(такие операторы называются частичш^_изометршши^ ясно, что 
ItiИ— IIU*Ц з 1). Операторы P= 11*U и Q-HU* являются орто-
проекторами, проектирующими В на $(А*), соответственно, 
F на 9?(А). 
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U^v=CI- AgH rM)«-о+д>г,№ fg-, >р, $) 
оптимален на множестве 
{ i t e E :  C V - U 0 =  А р і  - ;  I l ^  I I  ^ f i ,  
то метод (І.І6) при том же выборе параметра t<=t(&,p>;f) оп­
тимален на множестве 
{ц,е£*: U-Uo= sIA-I^ t v c r  J U l t c rNf } 
для любого оператора А б šC (£> F). 
В п. 2.4 мы этим замечанием воспользуемся. 
1.7. Один способ построения семейства ф нкттий cr . 
Допустим, что измеримая по Борелю функция ср[о; «*>)->£ тако­
ва , что 
3TS \9М\<00, Г S *ХРН- Ь9(Ь)\<0О (°*p>Špo\ 
ОІУ<РО ^  / OiSXCPO Cl 
Тогда для семейства функций Cj^: Г0/00) -> С, определенных по 
формуле 
%%/>) = А) О>0, А>0) 
выполнены условия (1.5) и (1.6). 
Действительно, 
*сср (о^Сх)1 = ^  MUD Iq(^X)I = T ^  (а>°)/ 
О^Х<оо 0 43 
VCvp Х ^ ( л  —  Х9ъ(х)( = zvcvP XpH- > 
04Х<сх> 0 о4х'<е>о 
= VtU> (* х) РМ- > Х^6^ >) I=Tn^ p  (^>0, 04f>6po). 
0£-\<со 
Аналогично, если функция «*»)-» С такова, что 
Г= І9І>)|<оо, <ГрЕ - ^р іXjpH-ха60)<оо (о*р*рД 
— OO < > < 00 ' - OO < > < гэо Ö ' 
то для семейства функций 
д*Сх)~>г .£0*)  (^>0,  - о о < ^ <  о*) 
выполнены условия (1*9) и (IeIO) на (-оо,с*?). 
1.8. Повышение квалификации методов. Каждому методу 
классов (1.7) и (І.ІЗ) можно сопоставить его итерированный 
(конечное число раз) вариант. При итерировании квалификация 
метода повышается в столько раз, сколько итераций проделы-
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ва тся. 
Рассмотрим для конкретности метод (1.7) в условиях 
(1.4)-(1.6). Цусть его квалификация р0<°° • Зададим нату­
ральное число  ^1 и по начальному приближение 00OjI — 
= ч,
с
& E вычислим m итераций, построенных на основании фор­
мулы (1.7): 
(I- rtszV"., "V, (I.I7) 
Тогда представим формулой вида (1.7): 
(1~ Ay (Ay)) u O 
причем функция 
= = J-[l- (l-bgib))"*] (1*18) 
удовлетворяет условиями (1.5) и (1.6) при < !недействи­
тельно, , 
o šbšco  а  j -o 
с-сл X1^ jl- X 9w,ifx) I = *«.р .Х^|іW1 = 
с <  ^ с<х<а 
=[ ^  nV^-
Укажем еще одну форму записи итераций (І.І7): 
"-а,г =  W -O-VX- C t ^ M 7 Ц . =  4,_, гн; C^= $Ъ(А^).  
Аналогичным образом можно повысить квалификацию метода 
(1.7) в условиях (1.8)-(1.10), а также метода (І.ІЗ) в усло­
виях (1.5), (1.6), (І.І2). 
1.9. Класс итерационных методов. Рассмотрим случай ь= 
-F; А=А*>о, A1=A^O. Цусть -»R с а^IiA^Il 
(о<^^^) - непрерывная функция, такая что 
О< < 3. при 0$><а. (I.I9) 
Построим итерационную схему 
Hrv- Un4 - С? M7 U- 1^ -fa), к=ху > Cy=^(A 1 ) .  (1.20) 
За параметр t теперь примем номер итерации: ъ - n,. 
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По индукции легко проверить, что 
Uh= (I у)) + ŽI (I-Ayg(Ay))Jjj{Ay) Jtf, 
и сс
а 
представим формулой (іЛ) с функцией R, 
t^vO) = Z ^-['І n = 
^ (I.21) 
Последняя форма функции n^, позволяет ее при желании разпро-
странить и на ненатуральные %« 
Покажем, что для функций выполнены условия (1.5) и 
(1.6) с ре=оо. Прежде всего заметим, что 1 - > r^vCx) =• 
= (і-В силу условия (І.І9) 
m.«ух M- *#£>) I ~1: 
более того, 
3 twtvx I 1 ~ > 9f>)I < 1 Vr £ >о. (1.22) 
ь E -S > <с ^ 
Из (І.2І) видно, что условие (1.5) выполнено 
с постоянной Т~ ~ %(>>) . 
0 а 
Далее, ввиду непрерывности и*положительности функции 
существует постоянная (і>о, такая что 
/З^бО^Т (о б ьба,). 
На отрезке [о, У'/*] имеем^ * и 
хР|1-XJtoI"-< хр(113>Г5(-В?)''а-'' 
(на последнем шагу мы оценили максимум функции Лр(і-/3 >)*"). * 
На отрезке [ W, aJ имеем 
лИл-^Гл.М'ЧаЛгГ = аР(флпГ)п~і £ Cfi п'г 
где в силу (1.22) 
~ rwcux 14 ~ X j <Iy —» О при л, —» . 
Итак, мы приходим к неравенству (1.6): 
* р | і - W l =  X p I 1 - > > п " р  
rT1"*"* {(фУ* cP ]• 
I) Если VT> aV то рассмотрим отрезок [о;а]_ 
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Нетрудно также посчитать, что 
г= 
'У E -EhI {hT* п ъ с  х  A^ /jn^ x)/?= 5 
К-><эо 
6= i^ cvx л ~f/z ( н  -  с ~ л ) & 0 . 6 Ъ 2£ ;  
0 < А < Л >  
£•_ = -Ccrvv {П,Р Гг лх ^ P f i - Ь  Q n M i l  =/-—£—Л 0 < Ь < Р О .  
г  л->«х. V о<><а ö J I €£{ ° ) '  *  '  
ЕСЛИ функция £ определена и непрерывна на некотором 
отрезке f-*^ ] с ооо, то функции Qnудовлетворяют условию 
(І.І4): 
rwctX l9n^ )UrX Г= аС"*(е.С*-4). C= г г х I 9<>)|. 
-ai/h <^ <0 — ot < Л 
Действительно, для xef- «к/ч, о] имеем 
I 9к^ х>( <: 5Z H-*5OOP Ij(-aM - Ol4" СеС h )^ с-j-° </=° 
— £(4-t-Со( h 1) ~ і ] ° *  h. •$ Cot- d)°t vt = 1JT" л.. 
Это замечание, как мы увидим в дальнейшем (см., например, 
теоремы 4.2 и 5.2), позволяет применять итерационную схему 
(1.20) и в ситуации, когда А=А*^ 0, а операторы A^ =AjJ 
необязательно неотрицательные. 
В случае общей (необязательно самосопряженной) задачи 
(І.І) итерационная схема имеет вид 
и * п , ~  ^ п ~ л ~  C y A y  $ g \  я,,...) (-^ *23) 
Она получается применением схемы (1.20) к симметризованной 
задаче А*A о- = . Предполагается выполненным условие 
(I.I9) с а, ^ IfAy Jjjfc (о<у£у0). 
І.ІО. Операторная Форма итераций. В случае большого ко­
личества итерационных шагов более выгодной может оказаться 
операторная форма итераций (1.20), позволяющая строить Un, 
для номеров вида и, = тЛ (к=4,m?z задаваемое нату­
ральное число). По начальному оператору 
cOv7 = C7 (1.24) 
итеративно строим операторы 
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а*****-*,, , «ч-
£k,«7 = (I ~ С
ки 
^ K = I,!;,.. . (1.25) 
Jferito убедиться, что приближения 
и,г,- + (h,= nrv* к*4,1,.J (1.26) 
совпадают с приближениями (1.20). 




= £<>-$( А* A^), (1.27) 
Csi=Ck^ 7 ZCI-A*А? СК.(-7У; к-л,г,..., (1.28) 
I^TTO T~ С
КУ
^4^5" = , KS<,1;.M). (1.29) 
Любопытно, что разные итерационные схемы, соответствую­
щие разным функциям ^fx), в операторной форме отличаются 
только начальным приближением С0/у -
§ 2. ПРИМЕРЫ МЕТОДОВ 
2.1. Случай задачи с самосопряженным неотрицательным 
о п е р а т о р о м .  З д е с ь  р а с с м о т р и м  с л у ч а й  з а д а ч и  ( І . І )  с  B  =  F ,  
А  =  А * > с > ,  A y = •  
Метод Лаврентьева. За приближенное решение уравнения 
(І.І) принимается 
-fs • (2.1) 
Это приближение имеет форму (1.7) с и
о
=0 и функцией 
3V.t°,«=)-»R, gaCx)=-i-= £<>)=-1_, 
для которой выполнены условия (1.5) и (1.6) с %~=л, Tp~ 
= р р(*-р>У ^ f>o = 4 . Забегая вперед, отметим, что квали­
фикация р>0=м в некоторых случаях оказывается слишком малой 
(см., например, теорем 5.1). Поэтому большой интерес пред­
ставляет итерированный вариант метода. 
Итерировашшй вариант метода_Жв£еньев§. Зададим нату­
ральное число ГГЬ-^А и начальное приближение u 0 ^ = u 0 t f ;  
вычислим т. итераций 
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( г  Ay) С* 1  п-Л(2.2) 
за приближенное решение уравненш (I.I) примем aa=am^ . 
Это приближение имеет форму (1.7) с функцией 
S- •• К»)-» r> 9" w =Д sMõjm = M1' (^ IrJ' 
для которой условия (1.5) и (1.6) выполнены с -rw, = 
= (m-)^ 1 ~ "& ) ^ P0-nI. При m-i, U0=O возвращаемая к 
методу (2.1). 
Метод задачи_Коши. Положим U4= и(і\ где uflf) -
решение задачи Коши 




имеет форму (1.7) с функцией 
Sv[oyo°)->R, j е~(* —Ь'с 
^x)- ^ - 6 ), 
Условия (1.5) и (1.6) выполнены с /Х>=<х>. 
Методы_спект£адьной срезки. Пусть P-- спектральное 
семейство проекторов (разложение единицы) оператора А ~» 
Оператор обратим на подпространстве [Г- P Cx)]Ej а > о. 
Положим » 
«4= A^ C Г-P7(-*»&• (2.4) 
или 
(I- P^(\))fs- -h .  (2.5) 
Оба эти приближения имеют форму (1.7) с uo = 0f а функция 




Условия (1.5) и (1.6) выполнены для обеих функций с р-
р0 = <х=, причем г в случае (2.4) и г ~p%+p)"^ в 
случае (2.5). ' 
Явная итерационная_схема.При %(>)•== сог Л 
из 
(і„20) 
получаем обычную явную итерационную схему 
Ktv = uKW1 -/<• и,=4,г^... . (2.6) 
В ее операторной форме (1.24)-(1.26) следует положить 
СПри /4.е(о, л,/а.) выполнено условие (І.І9), и, 
значит, приближения представимы в виде (1.7) с функций 
, для которой условия (1.5) и (1.6) выполнены с 
/і о = оо. При у* е fo, #/а J имеем 
Неявная итерационная^с^ема. При = Vfoc 4-
= con^6 из (1.20) получаем неявную іРгерационную схему 
4 ПНД^,
і ;  
или, в более привычной форме, 
(ыГ+А) Vt t v = -1- $S > »г«<,2,у. . .  .  (2.7) 
В операторной форме (1.24)-(1.26) этой схемы следует поло­
жить C0 = (о<Іч-)-1. Условие (I.I9) выполнено, и, значит, 
приближения Urt представимы в виде (1.7) с функцией , для 
которой выполнены условия 11.5) и (1.6) с р = ы.~) р„=оо; при 
имеем fp - (оср)^. 
Условие (I.I9) оставляет большую свободу для построения 
дальнейших примеров итерационных схем. 
Во всех рассмотренных примерах функция в действи­
тельности определена и на некотором отрезке [<*%') а], <*>о, 
причем выполнено условие (І.І4). Поэтому рассмотренные мето­
ды применимы и в случае необязательно неотрицательных опера­
торов A^ = Atl . 
2.2. Случай задачи с самосопряженным (необязательно не­
отрицательным) оператором. Рассмотрим случай задачи (І.І) с 
F=F, A = A*, Af= А* ; от условие неотрицательности А мы 
отказались. 
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Моди&икшрш метода_%в£еньева. Приближение вычислим 
по одной из формул 
"WtVr + A1Y1P (2.8) 
ИЛИ 
и,^= R-e (^ 1I ^  А*|) $-5 > (2.9) 
где V-FT1. В случае приближения (2.9) считаем гильбертово 
пространство F вещественным, временно переходим к его ком­
плексному расширению, вычисляем в нем (іі~1І + АцУ1-рі и 
возвращаемая в исходное пространство £, беря вещественную 
часть найденного элемента. 
Приближение (2.8) имеет форму (1.7) с U0-=O и 
ЗЫ= -ГГ* '  
условия (1.9) и (І.ІО) выполнены с $-=л} Tp= 
Po =1. 
Приближение (2.9) имеет форму (1.7) с «*„=0 и 
#Ы= -Ar . 
Условия (1.9) и (І.ІО) выполнены с J-=Vz, ; 
р0=і. В этом примере при переходе от к квалифика­
ция повысилась от I к 2. Заметим также, что приближение (2.9) 
можно записать в вице 
lvI - (* 1 xI -+ А«і ) 1 > 
т.е. имеет форму метода Тихонова (ср. (2.17)). При больших % 
форма (2.9) может оказаться более предпочтительной, несмотря 
на вычисления в комплексной области. Это связано с тем, что 
«ах"/+A1)" Il #ч, a іа»-гГ+Л^Щ« . 
Итеріцжванные варианты методов (2.8) и (2.9) 
u^ws A^y1 п=А;..,,т, (2.10) 
К4(С^ ІІ'АуУ^і'г'"ип-Ь'г^іЛ іг = і,...,т (2.ІІ) 
имеют соответственно квалификации р0=т. и р 0~ хт. Итерации 
(2.II) можно записать в виде (ср. (2.19)) 
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Wftyt= 1 - f s ) ,  n = 4 ; . . . ;  m  .  
рершщонная_.схема 
Urv = Ref (U I  +  A f J  У  ( і ы . и п . л  +f j)], п = л , & , . . .  (2.12) 
цредставшіа в виде (ср. (2.24)) 
( * * l  +  A ^ )  1  (  e/4U.n-1 4- A y  f o ) ,  I b  =  I j l H j m  ,  
и ее исследование естественно проводить в рамках методов 
(І.ІЗ) для несамосопряженных задач1^ . Хуже обстоит дело с 
неявной итерационной схемой 
CLfv= ( І с С І + А у У  (іы.и,п-л -+fs), H =  IyZj .. . (2.13) 
- приближение u,n имеет форму (1.7), выполнено условие (1.9), 
но вместо (І.ІО) выполняется более слабое условие 
JTt<pc  ^ n~P/X (2.14) 
(если положить не ч.- } аі=^ , то условие (І.ІО) стано­
вится выполненным, но тогда нарушается условие (1.9)). 
Нет естественных аналогов и для явной итерационной схе­
мы и метода задачи Коши, для которых выполнялись бы условия 
(1.9) и (І.ІО). 
Мето£ы^ пект]эальной срезки (2.4) и (2.5) естественным 
образом распространяются на рассматриваемую задачу: вместо 
(У нужно привлечь оператор 8^ (4)=^ (^ )-9,(-½). Соот­
ветствующие приближения 
1H= A7'" (Ь B y  ( ±  ^ f s -  (2.15) 
и 
*> =А^1(Г- ^ (2.16) 
имеют форму (1.7), причем условия (1.9) и (І.ІО) выполнены с 
Г= л, р0=оои теми же значениями , что и для методов 
(2.4) и (2.5). 
I) В рамки условий (1.7)-(1.10) итерации (2.12) уклады­
ваются, положив не 
hI= п., а ъ = 
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2.3. Случай несамосопряженной задачи. Проведя по схеме 
п. 1.3 симметризацию задачи (І.І), можно к ней применить все 
рассмотренные выше методы. 
Метод Тихонова 
(2.17) 
является аналогом метода Лаврентьева (2.1) для несамосопря­
женное задачи. Приближение (2.17) реалиэирует минимум функ­
ционала А.Н. Тихонова (ср. п. 0.2) 
//A1M--Pj-II'-+ Vfl «.Г; 
если минимизировать функционал 
IIA^ U.-f? 11*4- jI"1 /Iu-KoII3', 
то в качестве точки минимума получаем 
«4 = + А^ГЧ и. + (2.18) 
Приближение (2.18) имеет форму (1,13) с функцией (\) = 
= VCi'1+*), для которой, как уже отмечалось, выполнены усло­
вий (1.5) и (1.6) с Pp=H. 
Выпишем алгоритмы еще нескольких методов; выполнение 
условий (1.5) и (1.6) обсуждалось в п. 2.1; см. также табл. 
4.1. 
Итерироващый вариант метода_Тихонова: uotl-u0i 
(*1'* I+Ay AyYi (2.19) 
v t fL- t cOT v^v • 
Метод задачи_Коши: ъ - t, и^ и ft), 
+ A^A у и.-Ayfs, и(о)-и0. (2.20) 
Методы_спект£альной срезки^  
*4= (Ay А
у
)'1ІГ~ Py (i)]Ayfj, (2.21) 
(AyAy) 7 J- Py(~k)]Ayfz +ъ Rf(^)AyfTj (2.22) 
где Py (х) - спектральное семейство проекторов оператора Ay Ay. 
Явная итераіщонная_схема: 
— ^ n-I Н~ А у {А I* f ) n—<j л,j». I j (2.23) 
/t 6 (О, Z/a), Л 5- IiA7IIz (°<y*y0). 
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Неявная итерационная „схема: 
(оіГ+A^A^tt^oCu^+A*^ n«H,ay... •, ot>0% (2.24) 
2,4» Замечания и дополнения. I. Во всех рассмотренных 
примерах Го=4, т.е. условие (1.6), соответственно (І.ІО), 
при ps:о выполняется с постоянной = 1. 
2. Обратим внимание на сходство итераций (2.2) и (2.7), 
а также других подобных пар. В итерированном варианте метода 
Лаврентьева (2.2) регуляризация достигается за счет малости 
параметра <* = V. В неявной итерационной схеме (2.7), на­
против, регуляризация достигается за счет величия n,, а па­
раметр ос зафиксирован необязательно малым. В практических 
вычислениях по итерационной схеме (2.7) удобно варьировать 
оба параметра ос им,. Если положить ъ= nyk ^ то для соот­
ветствующей функции 
выполнены условия U.5) и (1.6) с р0-<х> при условии, что 
N,->FO при aV-XSO. 
3. Метод задачи Koura и методы, спектральной срезки в 
приведенном виде практически реализуемы в лишь в исключитель­
ных случаях; в общем случае они требуют внесения какой-нибудь 
дополнительной аппроксимации. Однако, в приведенном "чистом" 
виде они представляют теоретический интерес, особенно метод 
(2.5) и его вариации. Остальные рассмотренные в п. 2.1-2.3 
методы хорошо приспособлены к практическим вычислениям по 
ним. 
4. Как будет замечено в п. 4.5, метод спектральной срез­
ки (2.5) в случае точно заданного оператора A^  = A и подходя­
щего выбора "L= ъ{<>,/>,£>) оптимален в смысле п. 0.3 на каж­
дом множестве 
Jlp^= («-еЕ: р>о> §»°-
Обсудим возможности численной реализации этого метода. До­
пустим, что оператор A= Aw^o вполне непрерывен. Цусть х
к
и 
<fK (кс- д,,.*.) - его (только)положительные собственные зна­
чения и соответствующие им собственные векторы: 
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Atfx= лкЧк <к=гі,г,.^), ^ / >к-»о при<->*>, 
(<fi, fK)=^CK (t,x = 'i, г^... X 
a Pfx) - спектральное семейство проекторов оператора Л . 
Тогда при %>о 






причем Pfo) - ортопроектор, проектирующий на ЛГТА) • При­
ближение (2.5) можно записать в виде 
^=.¾, ^ Г^-Гк +-L^S- E 
Л
к> ä к >«>ч 
Таким образом, для нахождения приближения Ha, нужно знать 
собственные значения Ak , большие Vt, и соответствующие 
собственные векторы оператора А . 
5. Укажем оптимальный на классах 
и=І If^H /5>Оу 5>>D 
метод для несамосопряженной задачи. Таким мётодом при под­
ходящем согласовании X с 5", р и j? будет 
^Ч = ІАГ1(Г- + Ъ P(-b)U*-fs, (2.26) 
где "U - частичная изометрия из полярного разложения A=HiM, 
а Pf а) - спектральное семейство проекторов оператора /Al = 
= {А*А) Д/. Оптимальность метода (2.26) на вытекает из 
оптимальности метода (2.5) на ^ lpjj>. По этому поводу см. 
заключительную часть п. 1.6; заметим, что метод (2.26) над­
строен на (оптимальный; метод (2.5) по схеме (I.I6). 
Обсудим возможности численной реализации метода (2.26). 
Допустим, что оператор Ае^(Е,Р) вполне непрерывен. 
Пусть и if 
к 
(к-и,і,...) - положительные собственные зна­
чения и соответствующие им собственные векторы самосопряжен­
ного неотрицательного оператора
1^  А*Ае£СЕ} Е): 
A A fК , Л
к
-»о при 
ЧкеЕ, fk!)=5cK ). 
I) Числа Att называются сингулярными числами оператора 
А (см. [30]). к 
5 
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Тогда для Vzk=A >к Дк (к=іУа,,...) имеем 
АА*>
К 
- *£ Фк, 
Ч'кб F, = 
Кроме того, 
/А/ f ^ . ^ K-Ij 3,, •«••), 
А 
= ^к (' І / /А| = (•_> <f к> f*> 
^i = Z ( V ^к)Фк, и* = ТЕ (•> 4,k)tfK ? 
P(*)=Ptf>)+5l Yj fK, I - Pf*)= £T (VVk)^k (* >°\ 
P Го) uv = 0. 
Приближение (2.26) запишется в виде 
E „ . Y. +% E ^ (te tk)*, • (2.27) 
XK >^ K  xK^ 
Для вычисления приближения (2.27) нужно знать все положитель­
ные собственные значения и соответствующие им собственные 
векторы операторов А*А и Л А*. Другими словами, нужно знать 
Е^ожени ^ Шмщта 
A= Z: %*(., 
вполне непрерывного оператора AG<£(EJF)-
§ 3. ОЦЕНКИ РАЗНОСТИ СТЕПЕНЕЙ ОПЕРАТОРОВ 
Результаты этого параграфа носят вспомогательный харак­
тер и используются только при выводе оценок погрешности ме­
тодов (1.7) и (І.ІЗ) в случае приближенно заданного операто­
ра. 
3.1. Формула разности степеней операторов. Пусть А = 
= А*> о и B= В*>о. Установим формулу 
А
*_ В*— ^ ult №*[Ш+АТл-Ш+ВГ]М (<><*<<). (зл) 
T о 
Вывод формулы (3.1) можно провести по следующей стандартной 
схеме. I. Для Ae= A-ttI, Bfc= 0 + еГ (£>о) основная формула 





где Г - любой спрямляемый контур в комплексной плоскости, 
охватывающий спектры операторов Ab и Bfc и лежащий в об­
ласти однозначности аналитической функции Л ; однозначность 
Tfc обеспечим, проведя разрез комплексной плоскости вдоль 












вытекает оценка ЦА-8ІІ 
Il(Al-At)'-(Xl-Bt) К* d i . i t '  
Пользуясь этой оценкой, легко убедиться, что в качестве Г 
можно взять, например, параболу Rt >= cflw, >)а, а затем де­
формировать 8ту параболу, прижав ее ветви к отрицательной 
вещественной оси ( с ); с учетом равенств = £*е 1"хЗГ, 
Aol=TtVtatu = (*! = -%) на верхней и нижней ветвях это 
приводит к равенству (3.1) для положительно определенных 
операторов A6 и Be. 3. Предельным переходом £ -> О полу­
чаем формулу (3.1) для А и В. Предельный переход осущест­
вим ввиду неравенства 
Ц(И + А
е
)~'~ О! + BeT1IMrvvd-*/Н^+А6УЧ, IIftbBfcVliJ^ 
которым воспользуемая около нуля, и неравенства 
)"'-(« +BtЯІ« /м-Bll-г4, 
которым воспользуемся при больших t . 
Формула 03.1) является очевидным следствием из формулы 
А.Балакришнана дробной степени оператора (см. [70, 36]); ее 
можно также получить из формулы (14.16) монографии [43]. 
3.2. Оценка в случае неотрицательных операторов. 
Лемма 3.1. Пусть A = A*^ о, A^= А* ЦА^-АИ^. 
Тогда при любом вещественном р ? О справедлива оценка 
Il A1^ -ApIU Ср = со п^. (3.2) 
Если выполнены условия (1.4) и (1.6), то при р>о 
(A p^-Ap)II* р rJj при ч~»оо, (3.3) 
где введено обозначение 
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Доказательство. Докажем оценку (3.2). Рассмотрим сперва 
случай р = fo,-0. По формуле 03.1) 
Aol-A01=- J-flUr+A-y-ai + AyjM. (3.4) 
' " О 
В промежутке (Oj у ) воспользуемся оценкой 
IlrtrtA1)-'- (UtA) ' 1  п*г\  
а в промежутке (у, ) — оценкой 
вытекающей из равенства 
(« +A1 Г1-«І+А)Н = (Ш A^VA-A1HiI.+А}"1. (3.5) 
В результате приходим к оценке (3.2): 
IlA1-A4IU ^^  ( 0 <и< л).  
При р = 0 оценка (3.2) тривиальна. При целом из 
равенства 
A ,"-Ak = Е: Aj (Av-AW" '•* 
I  J - O  I  <  
получаем 
IIA-Ij - А* Il ^ У ( к~ 1/3,; ••• )) 
т.е. оценка (3.2) верна и в таком случае. Наконец, при р = 
= к + ot^ где к^/| целое, 01^-(0,-і)
л 
имеем 
Af-A p = А*(А*-А«-)+ M1-A1OA4j 
и в оценке нуждается только член (см. (3.4)) 
A1C^-A") = - ^ 2 Ji«A*[(t I+A^-(UtAr]di .  
При помощи (3.5) и неравенства Ш-* A ^ у1 Ii £ оценим 
ЦЛДСШ^Г-Г^ЛГІІ 5 { [,'Mr"г)' 
Воспользуясь первой оценкой в промежутке 1о,1), а второй -
в (4j oo )t получаем 
IlA1^  (Ay-Aai) II ^ 11А^||К л(І-+ HAy И) у, 
и доказательство оценки (3.2) завершено. 
Докажем оценку (3.3). Доя простоты допустим, что усло­
вие (1.6) выполнено с р
а^
л . При оценка (3.3) немед­
ленно вытекает из (1.6) и (3.2), причем 
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При р = <хе(0,-0 имеем (см. (3,4)) 
A7GmK-А") — ^  Г*ЫА1<Ч7[(*Г+А,Г-«ЬАГ]'"-
Пусть/Зе Co,ot). Заметив, что A7S^7 = A75S, A71"^, 
Il Afff /+А?)н /|<ітР 
оценим _
и^ 
ііл 7Ц 7[«ЬА 7) м-«;+А)"'])І $ 7 >  
Воспользясь опять первой оценкой в промежутке (0,1), а вто­
рой - в (1, о»), приходим к оценке (3.3), в которой 
Если положить /3- ы/г,, то іг г~и/л + r . 
Лемма 3.1 доказана. 
3.3. Оценка в общем случае. Для А, A^eit(BjF) обоз­
начим IaI-MMVa, IA^I=B=A*Ay B^=. это 
неотрицательные операторы в F . 
Лемма 3.2. Дусть IIA7-AlI^y. Тогда при любом веществен­
ном р?0 справедлива оценка 
It IA 7I p- IAIfII 5 C p  (і +1 Іи, 71)-7С р  = схэп»*. (3.6) 
Если выполнены условия (1.6) и (142), то при р»0 
I I A 7 | / Ц I * 3 - 1 А | р ) 1 ъ } р - * 0  п р и  ( 3 . 7 )  
где I-A7 A7^ fzt7 A7) = Г- B^ (B7). 
Доказательство аналогично доказательству предыдущей 
леммы, но более технично. Мы повторим все нужные выкладки. 
Неравенство (3,6) равносильно неравенству 
||В?Р-< > &  C p  =  C x f i ,  (3.8) 
которое удобнее доказывать. 




- Д B^ (B7-B)Bk"1^ , 
B7 -B = A^ (A7-A)+ (A7 - А*) А 
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следует более точная, чем (3.8), оценка 
І(В7К- Bk IU < 7 (к«чу2, і1. ). (3.9) 
При p = е-(ои) по формуле (3.1) имеем 
В*. В*— ш+ By1Jctt. (З.Ю) 
В промежутке (Oj^ x) воспользуемся оценкой 
il (t I+в^Г-tf г+вГ/І *Г1, 
а в промежутках (^1 ) и (4, ее ), соответственно, оценками 
Il (tr+ B7)-1- (tl+ BJ1 Il« a,t"Vä7, 
||(«+ B1 Г- (« + В)"1 Il 5 (llA7ll-HIAIl)t"Y 




В результате при ос Ф *J% получаем 
Il B7 - B4II £ і%а[4±: + ч7і=3^1 +(ІІА7ІІ + ІІАІІ)1;^ ]. 
Поскольку V3 
1^2— s і е * у І  ( О < / І < Л ) ,  
то при оС>± 
х 
А - * ) * " 1 ' *  
а при °t < -j 
7 ^ ibr = VЧІГ-
при ос - •— множитель ^ I появляется при интегрировании 
непосредственно. Итак, 
Iia7--В°ЧИ<!5"+ #/«*7)7 +(iw,Ii+iiai\)7 («<*«} 
и оценка (3.8) в случае p=ot€ fo,i) установлена. 
Рассмотрим, наконец, случай р=к+ос> где к?и целое, 
<*е (Oy <). Тогда 
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B p- B p = S 7 kCB 7*-В ") + (в,"- Вк)В". 
Второй член в правой части оценим на основании (3.9). В 
оценке нуждается первый член (см. (3.10)) 
B1kCB7*- В')= -
Поскольку HB7Ctt+ В7)~>Цц, то из (З.ІІ) следует, что 
Первой оценкой воспользуемся на (0,1), второй - на (Aj о»), 
В результате получим уточнение оценки (3.8): 
Il В|- N Cp у (рзЛ. (3.12) 
Тем самым завершено доказательство оценки (3.6). 




р у, £І;р-*0 при (3.13) 
которую мы и докажем. Для простоты будем считать, что усло­
вие (1.6) выполнено с р0£ '/д. 
При f>24 оценка (3.13) немедленно вытекает из (1.6) и 
(3.12), причем 6%,= Cp . При р=<*е (О, і) на осно­
вании (3.10) и (З.ІІ) имеем 
B71X7 (в;- в*; = 
+ Jt-B7tilK4 МГ+В7)'УГ-А*)Л(Я+6)-^  і . 
О  ^
Ввиду полярных разложений 
A 7  = H 7 M^I ,  A= j U lA l  ( I IU y l I= I j  I lU l h l ) ,  
получаем неравенство 
IlK^ 7  (В*-В*)1I # 
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* AW,',! „ 
-Л,.*-. 
< {JVi IIB7 К,,7 («+6,Г lir-ctt+ 
+ JtolII Bf К_,7(Н+8.?Г Il т'На+ ВГIldtJу. 
Цусть />е ftb =0,Учитывая, что 
ii в а а j г и (t"-" Luoi 
при помощи (1.6) оценим подинтегральные нормы: 
, в ,
Ч
, ( н . в  
Iie7X7 (tr* B1)! Л [Ji-
"^"-erisEV. 
Верхние варианты этих оценок используем в промежутке ( 0 , - 1 ) ,  
нижение - в (і, о» ). В результате приходим к оценке (3.13) 
с k 
<-=г EZfib? 
В частности, положив /3 = , имеем 
(3.14) 
Лемма 3.2 доказана. 
Как видно из доказательства, при рв оценке (3.6) 
можно убрать множитель 1-+/-6*Неизвестно, можно ли это 
сделать при ре (о,%). В частности, неизвестно, верно ли не­
равенство Іі  IA-^ l  -  / A l  I)  ^  с  Л -  ЛI l .  
3.4. Оценка в случае самосопряженных операторов. В п. I 
мы уже рассмотрели случай неотрицательных самосопряженных 
операторов. Теперь откажемся от условия их неотрицательноети. 
Лемма 3.3. Цусть A=A*, Ay=A^, IlA^-А\і^. Тогда 
Il IA1IP-IAlP Il <^(-1-H (р>0). (3.15) 
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Если выполнены условия (1.8) и (І.ІО), то при р  > 0  
IIA^7OA7IP--IAlOJf* Чр7' Ч/> ~*° при ^^(3.16) 
где I 
Доказательство. Оценка (3.15) в предыдущем пункте уста­
новлена в более обшей ситуации (см. лемму 3.2). Доказатель­
ство оценки (3.16) мало отличается от доказательства оценки 
(3.7) и не будет повторено. 
§ 4. АПРИОРНОЕ ЗАДАНИЕ ПАРАМЕТРА РЕГУЛЯРИЗАЦИИ 
4.1. Самосопряженная задача. Начальное приближение 
UaG E считаем независящим от <5* и . 
Теорема 4.1. Пусть E-Fi, A-A*, A A^, f-е SZfA), 
IlAtz-AlI 4"}. Пусть выполнены условия (1.8)-(1.10). 
Если параметр 
tV-^zCFt у) в приближении (1.7) выбрать 
так, что 
№^)-г -->0 при о, >7-4о, (4.1) 
то 
uiKftI) и* ПРИ 1 -* 0 ' (4.2) 
где Um. - ближайшее к ис решение уравнения (І.І). 
Если начальная погрешность представима в виде 
и
с
-и* = (АІ* , ^ о<р^р , (4.3) 
то, положив 
> г - с і ( ( 5"+^) ^ ^  d -  oofv^t > о, (4.4) 
справедлива оценка погрешности 
0<ptp,. (4.5) 
Комментарии. I. Сходимость (4.2) при любом f- б ^R(A) 
означает, что метод {(1.7), (4.1)} является (Ol, Olz)-регуля-
ризатором, где Ol = Ot 'с-£(Е,Е) — множество самосопряженных 
операторов. 
2. Из оценки (4.5) следует (см. п. 0.3), что метод 
{(1.7), (4.4)} имеет оптимальный порядок на классе решений 
(4.3). 
3. В случае итерационных методов вместо (4.4) выбираем 
Civtfci ^
Г
де Itvi означает целую часть 
числа. В случае операторных итераций {(І.2Ь), (1.26)] выби­
раем наиболшее из чисел к , таких что т,* š d ("54*}) 
и положим T= ІУ к. Свойства регуляризации и оптимальности 
при этом сохраняются. 
Доказательство_тео£емы. Из (1.7) следует, что 
""Cu*= &і^ио- ctJ ttA *6^ 
мы учли, что Ay перестановочен с любой функцией от д * в 
частности, . 
Покажем, что 
^ ( и о  при у  -> о .  (4.7) 
Доказательство заключается в проверке условий теоремы 
Банаха—Штейнгауза: I. нормы операторов Gijt в ему усло­
вия (І.ІО) ограничены независящей ота и *| постоянной^ : 
»<Ч ii « ^)|S-,X|W^WUr" 
2. поскольку u,# - ближайшее к и0 решение уравнения (І.І), то 
U-O-Uv. ортогонален ATfA), т.е. u0-u* еЖА)-1- ; 
3. для элементов вида а= AV- (V^ Е), образующих в S^a) 
плотное подмножество, имеем 
IIGtvjf и, H= Цб^А -Ц £ Il G/,,^ (А-ArjVH+ IU 
It j i rIl+ Н'0'И ivW5 І>1 H- С>)1 —*• о при 1 у-9о. 
Далее, р
ь
-~А и„=(^-р-(Ау-А)и„, откуда 
H — A,j H ^ 5" + /!«•* Il^. 
По условию (1.9) 
Ilg-tCMIK і |гМІ « 
поэтому 
( ( ( f  ^  -  A ^  W - * . )  I l  <  ( I  Y  )  -  ( 4 . 8 )  
Из (4.6)-(4.8) и условия (4.1) выбора г следует сходи­
мость (4.2). 
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Цусть теперь начальная погрешность имеет вид (4.3). 
Оценим первый член правой части (4.6): 
11<Ц,(М|р-M1IpKIl+ 
+ IIGmIA1IPW S Го Il IAIp- IA1 |р Il IK-II + Tp 1~Р Il«г Il . 
Мы здесь опять воспользовались условием (І.ІО). Для нормы 
IlfAlp-IA^lpK справедлива оценка 
U  I Л І Р - І А ^ І Р H  <  C p  О - t  I t b y O y m * ' 1  ( О < р < о о )  (4.9) 
(см. лемму 3.2). В итоге, 
/16
М 
(Ло~ и* )  И  *  14 Cp ^ +1^-7! >7 + r P ^ p ] ?  
Совместно с (4.6), (4.8) и (4.4) это дает оценку (4.5). 
Теорема 4.1 доказана. 
Замечание. Как видно из доказательства, сходимость (4.2) 
имеет место и в том случае, когда вместо (I.IQ) выполнены 
следующие более слабые условия: 
cZxvyt f і>о), ) 
-4оЗА<а V (4.10) 
/Л! M — (>•)j —> О при а-»о». J 
- а0 
С другой стороны, при выводе оценки сходимости (4.5) условие 
(І.ІО) использовалось в полном объеме. 
В силу этого замечания, например, и итерационный метод 
(2.13) определяет регуляризатор (см. (2.14)).Но этот метод 
неоптимального порядка. 
Аналогичное замечание можно сделать об остальных теоре­
мах данного параграфа. 
4.2. Самосопряженная задача с неотрицательным операто­
ром. Если А=А*>о
у 
Ay=/С 2 О ,то применима теорема 4.1 с 
а*=о , т.е. условиями (1.5) и (1.6). Здесь мы обсудим слу­
чай, когда A-A*?О, а операторы A^=A^ необязательно 
неотрицательны. Как видно из примеров п. 2.1, для довольно 
широкого класса методов функции определены, каждая на 
своем отрезке [=I1V1, а j, ы,>о, причем нет общего отрезка 
[~<іо
у
а] с а*>о, на котором соблюдались бы условия (1.9) и 
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(I.10). Теорема 4.1 для таких методов неприменима. Однако, 
верно следующее видоизменение теоремы 4.1. 
Теорема 4.2. Пусть E=F, А =А*>Qj А^-А^, feS}(A), 
11¼--? Il Il Ay -AtI Пусть функции &] —>С с 
ы.>с, а?HAyll (о<*і<у
с
) удовлетворяют условиям (1.5), (1.6) и 
(І.І4). Тогда справедливы все утверждения теоремы 4.1. 
(В данном случае IAl = А ). 
Доказательство отличается от доказательства теоремы 
4.1 лишь второстепенными деталями (см. (І.І4), (І.І41)): 
' I oifVA <(Х ' 
Il <: ^ - 4 , У 1 С 1 * { г > Т * )  J  ^  ^ 7~1. 
4.3. Несамосопряженная задача. Некоторый результат о 
сходимости метода (І.ІЗ) можно сразу получить из теоремы 
4.1. Однако, этот результат можно существенно усилить. Это 
связано с тем, что в симметризированном уравнении A*Atc-
= свободный член не произвольный, перед £ стоит опе­
ратор А*, 
Теорема 4.3. IJyсть Г), -^eSs1(A), Il^j-І|Щ ІІА,?-М^. 
Пусть выполнены условия (І.І2), (1.5) и (1.6). 
Если параметр -I--XCS, у) в приближении (І.ІЗ) выбран 
так, что 




(j чVCj, при S-* О) rJ -^O , (4.12) 
T ) 
где и.* - ближайшее к U0 решение1' уравнения (І.І). 
I) ІІопрежнему считаем, что Uc, с- E не зависит от S и . 
Однако, как эта теорема, так и последующие результаты о не­
самосопряженной задаче сохраняют силу в случае, когда U0 = 
= =A* 0/ (- P фиксирован; под и* тогда следует 
понимать ближайшее к A 0^ решение уравнения (І.І). К ука­
занной форме начального приближения приходим, если вычисле­
ния проводятся по схеме (1.15), равносильной (1.13). 
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Если начальная погрешность представима в виде 
Ucr-и* = j AjP w-, ) о<р<ар>0> (4.13) 
то, положив 
*і = сІ($+«іУг/^ ** s d >0 , (4.14) 
справедлива оценка погрешности 
~ Il < ^ pd С5'+ 7) Р / ф  t  0<p(S,p o. (4.15) 
Таким образом, метод {(І.ІЗ), (4.11)} является (Ol,Ol')~ 
регуляризатором с Ol=Oi'- £(£:, F), а метод {(1.13), (4.14)} 
имеет на классе (4.13) точных решений оптимальный порядок. 
Доказательство. Для определенного формулой Cl-13) при­
ближения Ut имеем 
Ua-Us.= Krty^  А^).Д^ Cfo-AyW-*), (4.16) 
где 
К . I - A ^ A 1J д^(А*A^). 
При помощи теоремы Банаха—Штейнгауза убеждаемся, что 
І( 1<
П/,^ (u^u^)ll^o при I-* eo; ^  ~>о_ (4.17) 
Действительно, Ij KL || ^  ^  по условию (1.6); М'аУь 
= ЯM*) - для элементов вида м,= А*А (WE), образующих в 
55(А*) плотное подмножество, имеем 
'' А /4<г)|< Il (А A-A^ Ay) Il +Il At^ А,jvjj< 
^Г
и
(ІІА||і-IlA1^ ||)Mlу + ІК"|| Ajl-x^^(x)(-»o при%-»<%?-»(! 
Оценим норму оператора£ц(А^Ау)А» . Воспользовавшись 
полярным разложением 
А у ~ Ъіу і A^ і ; 
где IA^ I= (А^А^У^ zUy - частично изометрический оператор^ 
IIU^ H = If получаем 





T4.- [х і/х  ы-ор (Q^(\)jxVll< 
Ъ>Ь L 0$л'^ С U -J 
так как по условию (1.6) 
Итак, 
(½-А^ и#)|/^  Г* (5+//(4.,.(1^ ). (4.18) 
Из (4.16)-(4.18) на основании условия (4.II) выбора х 
следует сходимость (4.12). 
Пусть начальная погрешность представима в виде (4.13). 
Докажем оценку (4.15). Имеем 
I ^Iy-у (ио~и-*)ІІ = Il Кц,у IAlP<sИ< If(/A^-IAy 1^)^1/+ 
+ IlK^ 7IA7Ifturll 6 rj (A)P-IA7 |Р J Kll + Гм Il^ll, 
Воспользовавшись также неравенством (4.9), получаем 
Il К-,-,("»-«»)Il$ 
Подставив сада и в (4.18) х по формуле (4.14), приходим к 
оценке (4.15). 
Теорема 4.3 доказана. 
Оценки (4.15) и (4.5), хотя и имеют одинаковый порядок, 
дос" -аются при разных х (ср. (4.14) и (4.4)). Вычисления с 
большим х труднее проводить. Например, в итерационных мето­
дах 
hL - это количество итераций, а в методах Лаврентьева и 
Тихонова с ростом х ухудшается устойчивость относительно 
погрешностей окружения. По указанной причине в самосопряжен­
ной задаче (І.І) переход к уравнению AzU- = Af и методам 
класса (і.ІЗ) нежелательны, лучше применять методы класса 
и по условия 
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CI.7) непосредственно к уравнению (І.І). 
Рассмотрим теперь случай, когда уравнение (І.І) разре­
шимо в смысле наименьших квадратов. Напомним, что Q -орто-
проектор в F, проектирующий на 
Теорема 4.4. Цусть QfeSl(A), 'IA 
Цусть выполнены условия (I.I2), (1.5) и (1.6). 
Если параметр в приближении (І.ІЗ) выбран 
так, что 
» oe>f (В •+• —> О при S-* О; у-іО, (4.19) 
то 
и>і(0,*))-> ПРИ &->°> О, (4.20) 
где и.* - ближайшее к и0 решение уравнения (І.І) в смысле 
наименьших квадратов. 
Если начальная погрешность предетавима в виде (4.13), 
то, положив 
ci= cotvyt >о, (4.21) 
справедлива оценка погрешности 
J l - ^  \  0 < p š & p o -  ( 4 . 2 2 )  
Доказательство повторяет рассувдения, проведенные при 
доказательстве предыдущей теоремы. Видоизменяется только 
оценка (4.18), так как теперь вместо 4%-*=£ имеем Au^=Qfi 
Соответственно, 
fõ А*]и* - -f-)- (Ау~А)и* -+• (-f- Q*f). 
Поскольку OA-At т.е. (I-Q)A-Of то перейдя к сопряженным 
операторам и учитывая самосопряженность ортопроектора Q , 
получаем А*(I-Q)==O и 
Вместо (4.18) получаем, таким образом, неравенство 
IIgx(A^ Ay)A* (fs~A^ *)U r44V*(S+Kll?)i- ТЩ(4.23) 
В остальном повторяем рассуждения доказательства теоремы 
4.3. 
4.4. Случай точно заданного оператора. I. Постоянные 
cPsfrd в оценках сходимости (4.5), (4.15) и (4.22) можно 
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вычислить, но они имеют довольно сложный вид. Ограничимся 
случаем т.е. случаем точно заданного оператора At^=A. 
Проследив еще раз доказательство теоремы 4.1, увидим, 
что оценка (4.5) принимает вид 
Hutl-и*Ц<(Грусі~Рi = dS o<j>$p>0. 
Минимизируя эту оценку по d , получаем 
(4.24) 
•К-ч I l  С ( 1 + р ) ^ 0<^  
(4.25) 
2. Проследив доказательство теоремы 4.3, приведем 
оценку (4.15) в случае ^ = O к виду 
fd-p\T^)s^\ у,лГл">~\ 










Фигурируящая в оценках (4.25) и (4.27) функция Ц(р>)~ 
= изображена на рис. 4.1. 
Z — - —т—— _ 
*-*Р 
Рис. 4.1. График функции У(р)-(-1+р)р1 ^ .. Для нее 
t¢(0)-\, (fA)=& (максимум), <f fc>°)-=4, ^'(р)= - <f(p\ 
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4.5. Оптимальность некоторых методов. Оценки (4.25) и 
(4.27) позволяют установить оптимальность некоторых из рас­
смотренных в § 2 методов в смысле определения п. 0.3. Обо­
значат 
Jlp^ = {и*€ E : = /AIfV, ІЫІК?}. 
Согласно (0.12) для любого метода, в частности, для методов 
вида 
И 
f ^ лушй f-F, /4=/4* ) 
имеем 
(4.29) 
Если для некоторого метода в (4.29) достигается знак равен­
ства, то он автоматически будет оптимальным. 
Рассмотрим случай F- Fj A = A*. В соответствии с оцен­
кой (4.25) метод 
= > х = (PTp у(4.30) 
оптимален на классе точных решений ^ , если 
V-Cp)= (1 + / > ) И ) Г <  А . (4.31) 
Дли методов спектральной срезки (2.5) и (2.16), как показы­
вает элементарная проверка, это условие выполнено. Таким 
образом, метод 
{Л-А* У о) (4.32) 
оптимален на классе vU,^ , 
І
Р
>0/ ^ '>0с Не следует думать, 
что оптимальный метод единственен. Второй пример оптимально­
го метода для самосопряженной задачи предоставляет метод 
(2.9) при р =1; 
и
г~Яс( ti'1! +AT1^S,. 1= $/г$ и (A=A*). 
Анализ условия (4.31) дает наглядный критерий оптималь­
ности метода. Ради простоты ограничимся случаем /4=.А*>0 и 
вещественно-значных cj^:[o,a] -* R . Неравенство (4.31; можно 
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переписать в виде ^ > где 
cW= ( ,+р)"г  r р 
С учетом определения неравенство примет вид 
H - ^  ^ ^ (О > > ^  а). 
При §аМ < У а отсвда получаем 
-с
р / Г і -Рх-С)>\ 
а при Cx) > /А получаем 
Не следует забывать и условие (1.5), согласно которому 
J Cx) і ^T1T- • В итоге, метод оптимален на , если 
t w a x { - r A i ,  ( ' t - C p ,
г
і ~ Р а ~ Р ) ( 1 + С
Л Г
1  Л _ / > ) Л 1 Z  
(05 х < а, *г > о) .  
Это условие лишь в точке Azt = p/Y/H-Oy^) однозначно опреде­
ляет значение j в остальных точках остается неко­
торый произвол. На рис. 4.2 заштрихована область, в которой 
должен располагаться график функции • В случае необязя-
тельно неотрицательного оператора А эта область продолжает­
ся центрально-симметричным отображаением в левую полуплос­
кость. 
Рис. 4.2 Рис. 4.3 
Метод (4.30) оптимален на Метод (4.33) оптимален на 
Mpl^ y если график tja рас- > если график 
положен в заштрифованной расположен в заштрифованной 
области. области. 
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Рассмотрим случай несамосопряженной задачи. В соот­
ветствии с (4.27) метод 
g (AtA)A^fs-, 1=(pfa ?/Г» f/(p^  S"v i^> (4.33) 
оптимален на р > если 
*,(р)H (-Нр)р-' 6"И)Г//,'/",)SM . (4.34) 
Отсюда получаем критерий оптимальности (см. рис. 4.3) 
г» г W* * -М Л~'Л ] £ ^ 
< к и,, {У ^'/г, (o**<a, 1>о), 
с'ьг* °(T^r r*~P• 
Для метода Тихонова (2.17) /"*= г, fp=pp(i-p)4 ^  и усло­
вие (4.34) при р=4 выполнено. Таким образом, метод 
» оптимален на V d^v ^  -
Более универсальный (но трудно реализуемый, см. п. 2.4) 
пример оптимального метода предоставляет 
^ І А Г Ч Г -  P( і ) ) и \  +  х Р ( Ш Ч і >  
где % - частичная изометрия из полярного разложения A-UI.417 
а >) - спектральное семейство проекторов оператора Ml = 
-MM)Vz. Этот метод не укладывается в рамки методов (4.33); 
его оптимальность на ЛІ^ ~ при любых р>о, £>о вытекает 
из оптимальности метода (4.32) для задач с .4=А*>0 (см. 
п. 1.6). 
В таблице I иллюстрируется поведение коэффициентов 
(р) и для рассмотренных в § 2 методов. Метод тем 
ближе к оптимальному, чем ближе f(p), соответственно y+(pi) 
к 1 . Для самосопряженной задачи, наряду с методом 
спектральной срезки (2.5), хорошими свойствами обладают ите­
рационные методы. Для несамосопряженной задачи метод Тихоно­
ва лучше остальных при малых р (при о<р< і ). в широком 
диапазоне изменения р (при оср^ю ) хорошими свойствами 
обладает также метод задачи Koum; при 2.51286 он опти­
мален. Итерационные методы обладают в точности такими же 
характеристиками в 
асимптотическом смысле. Заметим, что 
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Таблица 4.1 
Сводка методов и их характеристик 






задачи Коши (2.3) 
спектр, срезки (2.4) 
спектр, срезки (2.5) 
итер. явн. (2.6) 
итер. неявн. (2.7) 
итер. (1.20), (І.І9) 





спектр, срезки (2.15) 















































Tp . Po 
Тихонова (2.17) 
Тихонова (2.19),ит. 
задачи Коши (2.20) 
спектр, срезки (2.21) 
спектр, срезки (2.22) 
итер. явн. (2.23) 
итер. неявн. (2.24) 
итер. (1.23), (IeIS) 





























Таблица 4.1 (продолжение) 
Коэффициенты f (f>) и в оценках (4.25) и (4.27) 
f(p)-(i&p)p P/(Prl) о< 
Метод 
р=0 P=OJ P'i/4 P~1 р-ъ p~5~ P=CO 
(2.1) I I.OI 1.05 I.I9 2.00 - - -
(2.2) I I.OI 1.04 I.I3 1.41 3.00 - - - -
(2.3) I I.OI 1.02 1.07 I.2I 1.54 1.89 2.25 2.61 OO 
(2.4) I 1.36 1.66 1.90 2.00 1.88 1.74 1.64 1.55 I 
(2.5) I I I I I I I I I I 
(2.6) I I.OI- 1.02 1.07 I.2I 1.54 1.89 2.25 2.61 о» 
(2.7) I I.IO 1.25 1.50 2.00 3.00 4.00 5.00 6.00 O0 
(1.20) I I.OI 1.02 1.07 I.2I 1.54 1.89 2.25 2.61 OO 
(2.8) I I.I7 1.33 I.5I 2.00 
(2.9) I 1.07 1.06 1.03 I I.I9 - - -
(2.10) I I.2I I.4I 1.65 2.00 3.43 - - - -
(2.II) I 1.07 1.08 1.05 I.OI 1.02 1.12 1.36 - -
(2.15) I 1.36 1.65 1.89 2.00 1.89 1.75 1.65 1.57 I 
(2.16) I I I I I I I I I I 
Метод 
P=O p=o.-f i/H P= 4Д P= 4 />=3 P= 4 P=S 
(2..IV) I 1.07 1.06 1.03 I I.I9 — 
(2.19) I . 1.07 1.08 1.05 I.OI 1.02 1.12 1.36 - -
(2.20) I 1.09 I.II 1.08 1.05 I.OI I.OI 1.02 1.05 OO 
(2.21) I 1.33 1.66 1.90 2.00 1.88 1.74 1.64 1.55 I 
(2.22) I I.I3 I.2I 1.25 1.24 I.I9 1.15 •I .12 I.II I 
(2.23) I I.I3 1.22 1.27 I.3I 1.36 1.41 1.47 1.52 OO 
(2.24) I 1.18 1.35 1.50 1.68 1.90 2.04 2.10 2.32 £X> 
(1.23) I 1.09 I.II 1.08 1.05 I.OI I.UI I.Ü2 . I.Ob *00 
п.7.1 I 1.07 1.15 1.26 I.4I (при Kpsp 0  оценка (7.2У)) 
асимптотические при <5~-»0 (при »%-»ое) свойства итерационных 
методов {(1.20), (I.I9)} и {(1.23), (1.19)] не зависят от 
функции , по которой метод строится. 
В последней строке таблицы приведены данные о классе 
методов (см. оценку (7.28)), описанных в п. 7.1; параметр г 
для них выбирается не априорным способом для целого класса 
а индивидуально для каждого fyg по принципу невязки 
(по условию (7.26;). 
4*6. Случай точно заданных оператора и правой части. 
В случае точных данных Ay-A для приближений 
Ч-тЛ -+§./4)/ (4.35) 
и 
"t = (I-A*Ag %(A'A))uo + ^ (А*А)А* f (4.36) 
можно поставить вопрос о быстроте сходимости при 
Теорема 4.5. Пусть F- F, A = A*, f е-55^Д) и выполне­
но условие (І.ІО). Тогда для приближения (4.35) имеет место 
сходимость 
ttI. -*при (4.37) 
где Ukh- ближайшее к ис решение уравнения (І.І). Если 
U 0-U h hZ= IAjP^ ц^ц<^ 0<p<p O j  (4.38) 
то 
Hи*~ 4-+1(½ Tp (4.39) 
Ilcca-к.* || = о-(1~Р), 0<р<ро. (4.40) 
Доказательство. Сходимость (4.37) и оценка (4.39) не­
медленно вытекают из условия (І.ІО) и равенства 
ІЦ— LL l l h  — ( [-Aj^r l  (Аг))( U 0  -M-*) =  (І~А^> г(Л')) I 
Докажем оценку (4.40). Достаточно показать, что при о<р<р 0  
H I - А Л ) )  I A l F ^ l l  =  C r i i  ' P ) ,  
т.е. 
If(T-A^(A))IAІрі "І/-fO при hL-^oot 
Это вытекает из теоремы Банаха—Штейнгауза: по условию (I.10) 
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^\[{l-A^(A))\A\^UTp> 
а для элементов вида и = IAI^u ^v- ( -^ E) имеем 
ьПі(Г-А^і*))ІЛІриІІ=ъРЦ(І-А^Ш IAllieV-HtfyfIr-P0Mh*)) 
элементы указанно вида образуют плотное подмножество в под­
пространстве Jf(A)1, на котором рассматриваемые операторы 
отличны от нуля. 
Теорема 4.5 доказана. 
Сходимость (4.37) остается в силе, если вместо условия 
(І.ІО) выполнены условия (4.10). 
Теорема 4.6. Пусть Ж А) и выполнено условие (1.6). 
Тогда для приближения (4.36) имеет место сходимость 
при а (4.41) 
где w.*- ближайшее к и0 решение уравнения (1.1) в смысле 
наименьших квадратов. Если 
«у- = ІА)Р-чг, О < р< &р0/ (4.42) 
то 
т
р/х 5 * /'/Л> 0<р$ърО) (4.43) 
JHtx- jj - О- О< р< Xpj • (4.44) 
Доказательство основывается на равенстве 
U 1- и*. =: (І-А^А^.-г (>4MJ)(«y- <<*.) 
и аналогично доказательству теоремы 4.5. 
Сравнение оценок (4.39) и (4.43) говорит еще раз о том, 
что в случае самосопряженных задач переход от уравнения (І.І) 
к уравнению А
г
и.~ Aj! невыгоден - сходимость замедляется. 
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§ 5. ПРИНЦИП НЕВЯЗКИ: САМОСОПРЯЖЕННАЯ ЗАДАЧА 
Рассмотренный в предыдущим параграфе априорный выбор 
параметра регуляризации ч, трудно реализуем на практике. 
Дело в том, что в большинстве задач мы не знаем, какому 
классу (4,3) решение «-* принадлежит, а выбор ъ осуществ­
лялся на базе именно такой информации (см. (4.4))* 
Рассматриваемый в этом и последующих двух параграфах 
принцип невязки дает способ выбора ъ , свободный от таких 
трудностей. Под принципом невязки понимается согласование 
невязки ІІАу и»г-&11 с уровнями погрешностей Sny правой 
части ^ и оператора А уравнения (1.1). 
5.1. Поведение невязки. В этом параграфе мы будем рас­
сматривать самосопряженную задачу (1.1) с F- Fy, A-A* Ay= Д* 
и приближение (1.7) для нее; будем считать выполненными 
условия (1.8)-(1.10). 




_»и.0 при (5.1) 
и вместе с тем 
A п р и  п.->о, (5.2) 
Изучении поведене невязки при п.-900 . Покажем, что 
А - *  С Ц - | г - -  f г  1 1 P H 1 ^  ^  - » ( 5 . 3 )  
где GL - ортопроектор, проектирующий на Q(A^)t и значит, 
I- - ортопроектор, проектирующий на .Из (1.7) сле­
дует формула 
"" -•fs'= (Г-А«| 
и для доказательства (5.3) достаточно убедиться, что 
( I - G y ) w  п р и  t  о 5  ( 5 . 4 )  
Поскольку A^(T-Qy)-Oj то и AyCjb(Ay)(I-Qrf)=O (операторы 
I) Сами приближения о,^ при расходятся, если 
Q1^CSfA7). 
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Ay и перестановычны), и 
(Г -  Ay (A 4 )) (I- Qr l )-^= (Г-öv,)^. 
Таким образом, (5.4) равносильно соотношению 
(Г-А у ^ f l (A 4 )) Qy -9 0 при ч.->лэ Vve E 1  
которое легко проверяется на основании теоремы Банаха— 
Штейнгауза: по условию (1.10) имеем 
Jl I-A^(A 4 )||*Xo К*?), 
причем для элементов вида Ir=-Ayw образующих в 
W(Ay)- Qy £ плотное подмножество, имеем 
К (I- A r^i(A11)) A^v II5 М-*о при А-^о». 
Итак, соотношение (5.3) установлено. Поскольку 
IIQyff --(*• Il •= 
то из (5.3) следует, что 
IIAtjU4- Il -* IlA^м,К при (5.5) 
Допустим теперь, что & (А)/ Aav = ^. Тогда 
ІеІ 
u
~fe Il £ HAy и+-И £2Г+ИUwII 




Бывают случаи, когда в (5.6) имеет место знак равенства. 
Цусть, например, A Hv.-у и.+ . Обозначим * = и*УIiи*.|| и 
положим 
•^•5 ~  ^  ^ > Ay- А — ^ (') )*J~л-» 
Тогда /|^-^І| = 5"
У 
HAy-AIf, Ay^+ = Aу^ = 
•fj- А«| w-w = (-fj-•£)- (Ay-A) и* = (5+ ІІч»||^)4г* бЖА^), 
( I - A ^  ( A 7 ) )  A y * * ) =  j s - A y  
а вместе с тем 
ил, (/AyU f l-j jj ~ tu. H (Г-Ay ^  (Av)) (Av  U0-/f) Il = 
~ Ay $ъ(А )) (AyU+—ls) H= Ilfe-AyU+Ц =S+Uu»{(y t  
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мы учли, что 
tihi, Jl ( I — A y ( а ^ ) ) а *ІК =•о. 
Заметим, что в этом примере ^ ^ отнюдь не должен быть 
малым вместе с  ^ - можно взять Ujt большой нормы. 
5.2. Правила выбора параметра регуляризации. В прибли­
жении (1.7) будем допускать значение п.= о, положив в соот­
ветствии с (5.1) іл,
а 
при і~о равным начальному приближению 
* 
Правило (II7). Зададим числа и 
Если при -t = O выполняется неравенство 
IIA^ Il < +(IitvII7) (5.7) 
(%*.-ближайшее к и0 решение уравнения (І.І)), то положим 
т = 0. В противном случае выберем любое такое -г > о, что (5.7) 
выполнено, а для некоторого "предшествующего" Ve[ і, і J вы­
полнено 
HA1 - fз (I 2 t/f+ N«* ll*|). (5.8) 
Конечно, в этом правиле естественно брать слу­
чай &, < допускается только из-за полезности в теорети­
ческих рассуждениях. Само правило лишь частично устраняет 
трудности, связанные с отсутствием информации о решении и+-
теперь нужно знать оценку его нормы. Поэтому в следующих двух 
правилах и * заменяется через Kurt || или If чч-ч >||+ Itu0 Ц. 
Правило (D1) гарантирует выбор п. при всех <5">о и ^>о 
( с м .  ( 5 . 6 ) ) .  П р и  з а м е н е  Л и » ц  ч е р е з  H K 4 | |  и л и  I l u a  - И ч 0 Ц  
такой гарантии уже нет. Как будет показано позже, при доста­
точно малых аг>0 и vji>u выбор *г все-же осуществим. Чтобы 
гарантировать выбор t при всех <5" и , дополним правила 
специальными условиями, которые, как окажется позже, при ма­
лых S и 7 не повлияют на выбор t . 
Правило Шо)« Зададим числа 6->i,d>o и 9<&(о, і). Если 
при г-О выполняется неравенство 
ІІА^ ч.
ч
— fs Il 1S- [ S -+ (/Iua- U0 jj ч- Ilu о lj) "7 j, (5.9) 
то положим ч. - о . В противном случае выберем любое такое 
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te(o, d/f<$"+-y)J, для которого (5.9) выполнено, а для неко­
торого і'&[ х,>г] выполнено 
IIA1 uv -fr jj >£-[5 + (Iluttt - «о Ы UeIlJ^] - (5.10) 
Если же такого 1 не существует, то положим а 
Правило (Пд) - такое же как правило (Hg), с заменой 
(5.9) и (5.10) на неравенства 
ІІА*і Cttv*-Ц <Hu^r(Iy)f (5.II) 
IIA114, -frll?<6-(*+ Iluv »7 ). (5.12) 
Правила (D1)-(Ilg) оставляют определенную свободу при 
их реализации. Они особенно удобны в итерационных методах: 
счет останавливаем на первом t = nšd/fS+n ),для которого 
выполнено соответствующее из неравенств (5.7), (5.9) или 
(5.II); второе из пары неравенств тогда автоматически-выпол­
нено при 
1X '= П - А . в случае операторной формы итераций 
{(1.24)-(1.26)} следует положить Подобную реализа­
цию в виде останова счета можно организовать и,для неитера­





= Ilw1 /&, "-=4,2., . . X  .  
Дальнейшие комментарии к правилам выбора 
hV будут даны 
в п. 5.9. 
5.3. Сходимость и оценка погрешности.. Начальное прибли­
жение и
с 
считаем независящим от J* и . 
Теорема 5.1. Цусть F-Fy, A-A*, A^ = A^ , !RCA), 
И HAy-АІЫ у. Цусть выполнены условия (1.8)-(1.10), 
причем в (1.10) > To = 'I. Пусть параметр в при­
ближении (1.7) выбран по правилу (H1) или Ш2). 
Тогда 
при (5.13) 
где и.*- ближайшее к U0 решение уравнения (І.І). 
Если начальная погрешность предетавима в виде 
Uv-Ui= iAJPtv-j j|ччг||^^у о<[>0-л, (5.14) 
то справедливы оценки 
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*v(S;4) £ cpj? (5.15) 
И - м - *  I l  <  C p y f  c x p S p t H , ( 5 . 1 6 )  
где постоянные и C y^ кроме p и 5? , зависят еще от 
параметров &
г
, &, (Р, с/ правил выбора %.  
В случае начальной погрешности (5.14) с 0<р<р
о
~-4 




IluItfiv)-"-*tl = при $-> О, "^—,0. (5.18) 
Все перечисленные утверждения справедливы и в случае 
правила (Il3) выбора % , если JV(A)=O или если 
-dr""*-* {НАІІ/ІІ£ І І;1}]>1. (5.19) 
Доказательство теоремы строится в п. 5.4-5.6. 
Кошентарии к теореме. I. Условие р» > л существенно. 
Например, для метода Лаврентьева (2.1) имеем р„= -і, и прин­
цип невязки в форме правил (II1)-(Il3) приводит к расходяще­
муся процессу. 
2. Условие Jra = I можно заменить условием в пра­
виле (II1) и, соответственно, условием 6- > f0 в правилах 
(II3) и (Il2). Отметим, однако, что для всех конкретных мето­
дов, рассмотренных в § 2, имеем ^0= л ,  
3. Выполнения условия (5.19) можно достигнуть, выбрав 
оі>о достаточно малым. Нормы l/AIl и Ilf-Ij легко оценить: 
Ші/llf l l  * (UA7 Ihy)ZQlfrtl-ІГ). 
4. Поскольку СХОДИМОСТЬ сс* при ^ Oj «7 -3» о 
имеет место при любом f-eJRfA), то метод (1.7) с правилом 
(II1), (H2) или (Il3) выбора х определяет ( Olj Oi )-регуля-
ризатор, где Ot — класс самосопряженных операторов. 
5. Из оценки погрешности (5Д6) следует (см. п. 0.3), 
что метод (1.7) с правилами (П}), (II2) или *Ш3) выбора г 
имеет оптимальный порядок на классе решений (5.14). При 
априорном выборе г была получена такая же оценка погреш­
ности (см. (4.3)-(4.5)), но для более широкого отрезка изме­
нения р , а именно для о<р ^ pd . В этом отношении принцип 
невязки уступает априорному заданию % . 
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6. Соотношение (5.18) означает, что для каждой индиви­
дуальной задачи (IeI) сходимость более быстрая, чем это сле­
дует из оценки на всем классе (5.14). 
7. В заключение проакциентируем основное преимущество 
принципа невязки в форме правил (11,)-(1¾) перед априорным 
заданием % : он правильно регулирует выбором п. без наличия 
информации о принадлежности решения какому-нибудь классу 
(5.14). 
5.4. Доказательство теоремы; правило Ш^). I. Для при­




"*= «*), ^-A7J4 (А^(5.20) 
u-a- = (U0-Ult)-6*1,4 (fr~A7 vtv). (5.21; 
Ранее нами установлено (ем. (4.7) и (4.8)), что 
(5.22) 
((§•1 и.*.) [j ^  y>t (5+IIaJI^) (5.23) 




Действительно, по условию (1.10) 
•т- IlA7(Ixl7 И (i>o,«|>o)#(5.25) 
а для элементов вида ее- /W ( -е Е)
у
образующих в £(А) 
плотное подмножество, имеем 
ъ Jl A7 u jj = a /ІЛ^ А лг И $ 
SailA7Gv7O-A7Vfl 4- а І(A7 Gv7A7Irfl^ 
^ Ti Il^Il^ > Іх|г/1-х^МІ-»о при 
AfetfJ; nij) 
(Здесь существенно, что условие (I.IQ) выполнено с р 0 > Л - )  
Поскольку, U0 --u.w 6 Л7А)^=5264-), то (5.24) этим установле­
но. 
2. Если правило (II1) вццает г=O при сколь угодно ма­
лых <5">о и ч?о, т.е. если 
Il A7 <<о — •fs Il £ $~х ІІ^* К у 
то в пределе S^oj «j-*О получаем Au0-Q=Oj т.е. U0 - ре-
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шение уравнения (І.І). В таком случае утверждения теоремы 
тривиальны. Поэтому будем считать, что при достаточно малых 
5~>о и <ро правило (II1) дает 
.t=V5)Y)>o, >0, 
Поскольку //£*, ^ (| то из (5.21) получаем неравенства 
llAt|  ^(ко~Ц-#) Jj $ і(ц-ъ И (5.26) 
IlA7Giv^  (U0-Uw)Ib ^ 4)654 І/М^ ). (5.27) 
Из (5.27) и (5.24) 
%'(£-f-l)(8~+ üb-»l/y) £ dv , 
Отсіща видим (см. (5.24)), что при  ^
-^»0, а вместе с тем установлено первое из соотношений 
(5.13). Второе по соотношений (5.13) теперь следует из 
(5.20, (5.22) и (5.23), если <5)^ )-)«онри -у^ о.Слу­
чай ограниченного рассмотрим отдельно '. 
3. Докажем импликацию 
tfx, ^ 7-L = COlbyb, У*,= AinGLjtftr^  Ыо~Ц*)-*0 при п-хиф 
 ^ Ыо-ч*) -> О при п,-> оо. (5.28) 
Действительно, последовательность -£
к 
ограничена и поэтому 
слабо компактна; пусть *
К
~->Х€ Ь (иe U'cN),Тогда #*~А 
п
\~ 
-A*n,+(A*i^ -A)Ax (іе /Vz), a TäK как no 
условию -іО^ то Ax-O. Теперь 
j|a~  ^ а*-)) = 
~Ып, U0-Um.)- (у$t„(A n^)(u0-u.t))~-> (XjU0-U4)-C (пе# ), 
так как х&Jf(A)j *a-u¥tMA)x 
Отсюда следует, что и вся последовательность (nelsl) схо­
дится к нулю, и (5.28) установлено. 
Если гс'3,<})< K = C-Onsyt при то из (5.26) к 
I) Такой случай возможен, хотя и совершенно нетипичен. 
А именно, можно показать, что тогда (Р(л0)- Р(-*с))("©-«*Ь<2, 
где а» - некоторое положительное число, Р(л) - спектральное -
семейство проекторов оператора А . 
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(5.28) получаем сходимость к нулю первого члена в правой 
части (5.20); второй член сходится к нулю ввиду неравенства 
(5.23). Тем самым завершено доказательства сходимости (5.13). 
4. Пусть H0-Hw представим в виде (5.14). Доказатель­
ство оценок (5.15) и (5.16) опирается на неравенства (см. 
лемму 3.3; при целом р они очевидны) 
I l  ^ ( 5 . 2 9 )  
IIA^G.Y,7(IA7iP4/4-|OlU4p*b при (5.30) 
Оценим заново элемент CU^fw0-U*.) : 
MAf 6*,у ( kO-^b)II- Il Ay (Al p-W-/! ^  
£ IlAyGn^  (f А|Р— I )P)t«r Ij -t- IiAy J$ 
5 E-н,р 7 Kll + I-MlMl (5.31) 
(мы воспользовались условием (1.10) и неравенством (5.30)). 
Сопоставляя это (5.27), получаем 





Поскольку при -V-*Oo а т.47) < \*(Ъ, , то от­
сюда следует оценка (5.15). 
Оценка (5.16) следует из (5.20), (5.23), (5.15) и про­
водимой ниже оценки члена (ц0-и.^, Имеем 
I I ( 1 < - о ~ и ^ ) Ц  =  I l G f z  I A l p ^ l l 4  
<  ( А ^ ^ Ц  +  I f  /  A l .  
Последняя норма в силу (5.29) дает вклад &(*£ PyVrP-+1)) 
у 
а 
IAfjIfVИ г= (I IA^|^6i^*v-|j оценим при помощи неравен­
ства моментов: 
Ii 1а^РЦ 7«-||$ ІІ I а чг і&^ЧІ р / 0 м , }  K l^li , / ф% 
( ІІА 7£, ;,,|А, г)Р^|| р /^ Mt v a"* <£ 
S (і!А7&„, (IA^-|A|'>lit IIA7S1z7 
<  ( t v / +  I I A 7 S 7  К - ^ ) І І ) р / ' р " у / й , > + , )  ( 5 . 3 2 )  
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На последнем шаге мы опять воспользовались неравенством 
(5.30); принимая во внимание (5.26), получаем для рассматри­
ваемой нормы оценку порядка CP ( . Тем самым 
оценка (5.16) доказана. 
5. При о<р<р> 0 ~1 аналогично (5.24) доказывается, что^  
IA^  I f V Il  — • >  0  при  О.  
Введя соответствующее уточнение в (5.31), получаем соотноше­
ние (5.17). При выводе (5.18) используем это соотношение 
вместо (5.15), а в (5.32) вместо неравенства *>*(/£ I(мгЦ 
привлечем соотношение IlО при (ср. 
(5.22)). Соотношение (IG.jurIl-^ O верно и в случае, когда 
остается при S-*о, *]-? ограниченным - нужно во-
пользоваться импликацией типа (5.28). 
Теорема 5.1 в случае правила (H1) доказана. 
5.5. Доказательство теоремы: правило (По)» Случай, ког­
да U0 - решение уравнения (.1.1), тривиален. Будем считать, 
что Au0 • Наша цель - показать, что для определенного 
по правилу (H2) *1 = ^ *^1) при достаточно малых 5">о и ^ >£7 
имеем 
IIA^ u4-Iy К + (5.33) 
3  і/е I lAyU f l '  ~ f ? (^ "е)ц°і\* 'O^ ], 
(5.34) 
где e>0  сколь угодно мало (зафиксируем его так, что >0. 
Тем самым случай правила (H2) сводится к случаю правила (U1)f 
рассмотренному в предыдущем пункте. 
Прежде всего заметим, что 
&УЧ I l к о  ( ( ^  і Ы ^ - U e l f ^  (5.35) 
S--^ oz -> о 
Действительно, если для некоторой последовательности а
а 
с 
г„-»оо, В„-»о, >^,-»0 имеем ІіінЦц,^ - u0\\ < //1Iw--Ml,, то 
эта последовательность ограничена и, значит, слабо компакт-
I) Без ограничения общности можно считать, что * -е ЛТА)"^  
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ная; будем считать, что -*ц/ при а->ое. Из (5.21) 
заключаем, что HA n^U- n^—£?п||-»оа вместе с тем 
Поэтому А и,'=При этом в силу слабой сходимости сц ~к0--> 
и.'- и0 выполняется неравенство Ilu.'- и^(І £ -Ütte Il cUl1- uö[\< 
< Ilи,щ.- U0IljЧТО противоречит определению а* как ближайшего 
к Uc, решения уравнения (І.І). Противоречие доказывает 
(5.35). 
Согласно (5.6) имеем 
I l A f j  ^ -  f g  Il £ &+ Kult (I^ + ( И и * ~  
С учетом (5.35) при достаточно больших г и достаточно ма­
лых 5> о и выполняется неравенство (5.9). Поэтому при 
достаточно малых 5">о и ^ >о существуют и fV = 
= "?)€f ъ,-ij, для которых выполнены условия (5.9) и 
(5.10); убедимся, что при этом 
*ь(5,ц) <&/(&+*і). • (5.36) 
Действительно, если /(S-Kf), то >])^(5+у)J(Qd) 
и из (5.21), (5.24) и (5.35) при достаточно малых <Г>о и 
^>0 получаем 
H A t f U v - f y I l ^  A Y < T y 7 )  +  5 +  I l U i t < ^ - [ 5 + ( / / c t v - « v | |  +  H  
что противоречит (5.10). 
Из (5.20), (5.22), (5.23) и (5.36) получаем, что 
l l u K f ,  у )  ІІ * con^  "PK £ -» С. 
Поэтому из (5.9) и (5.10) следует, что 
H A y  ( S t l l u * HуX 
I l A y  и % ,  - f i s  ( /  ъ  ( & — ь 0 { 1 + I l « o l ( ) y ] ž ( £ - € , ) ( 8 +  І і ч * | | « )  
с большой пока постоянной С . Но это уже позволяет применить 
теорему с правилом (H1) и получить сходимость им 
при 5"->о, >£-»о
л 
а затем из (5.9) и (5.10) получить неравен­
ства (5.33) и (5.34). 
В рассуждениях мы использовали соотношение -* о» 
при 5"->0у о. Если же г f<£„, *\,) = соп^" при некоторых 
5„-?о, то, привлекая импликацию (5.28), получаем 




Теорема 5.1 в случае правила (II2) доказана. 
5.6. Доказательство теоремы: правило (По). I. Пусть 
JffA)=0. Тогда аналогично (5.35) доказывается, что 
І^чЦ ^ I I й *  I l .  1-9 ое>; 
Используя это неравенство вместо (5.35), аналогично предыду­
щему пункту доказывается, что для ъ = определенного 
по правилу (¾), при достаточно малых 5>о и ^ >0 имеем 
I/.f g -Ц $ f&t е)№-/іМіу)
л 
(5.37) 
3  ; l ' €  І & ъ , * * ] :  I I A y  u > t '  -  l (  ž  [ & - £ < )  ( 3  + I I й *  I l  у ) .  (5.38) 
Тем самым получается сведения случае правила (П3) к случаю 
правила (Ilj). 
2. Пусть выполнено условие (5.19). С учетом условия 
получаем из (5.20), (5.22) и (5.23) 
H H  ž  Iiu1 t I i  - Ü Z ,  ^('^/7)(0 + ^^1(.7)5: 
о - 9  0 ,  
? //".Il- rd. ? Як* W (< 
Из равенства = |следует, что і / І І и ^ Ц  < I l A l l / l l  f l l .  С уче­
том (5.19) имеем, таким образом, 
&  ih- .  &  о) I l  ^  H  t i K  H y  & і >  I -
О  D j  у  О  
Это неравенство позволяет снова получить (5.37) и (5.38), а 
вместе с тем сведение к случаю правила (H1). 
Доказательство теоремы 5.1 завершено. 
5.7. Случай неотрицательного оператора А . Рассмотрим 
случай, когда А=.А*>0, а А у-Ay необязательно неотрицатель­
ные. _ 
Теорема 5.2. Пусть Ь  -  I - ;  А -  А * ž  О ,  A ^ - A v  ,  - f  е  R( А ) }  
f IlAiJ-All šy. Пусть функции g4-. [«•'г", а ]-*£ с*?о, 
(o<rj 0^) удовлетворяют условиям (1.5), (1.6) и 
(1.14), причем р0>у1 Пусть параметр х = х($,г}) в приближе­
нии (1.7) выбран по правилу (II2) или правилу (Il3), причем в 
случае правила (П3) считаем выполненным условие MlA) ~ О или 
условие (5.19). Пусть наконец, 
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öUot, i- >1^^и{Го, + (5.39) 
Тогда справедливы утверждения теоремы 5.1. 
На правило (II1) эта теорема распространяется при усло­
вии, что оно дополнено ограничением \ sd/CÕ-r n), подобно 
правилам (IW и (Il3), а вместо (5.39) выполняются условия 
cUос, > *ъл,*{Го; 4 + ^т'\. (5.40) 
Доказательство получается незначительным видоизменением 
рассуждений п. 5.4-5.6 и предоставляется читателю. Рассуж­
дения п. 5.1 о поведении невязки проходят без изменений. 
Отметим, что в случае 1 числа >1 и в пра­
вилах (ILf)-(Hg) можно выбрать сколь угодно близкими к I; 
выполнение условий (5.39) и (5.40) тогда достигается за 
счет выбора достаточно малого сі> о> 
5.8. Случай точно заданного оператора. В случае A^=A 
можно указать постоянные в оценках сходимости. Правила 
(II1)-(II3) сливаются в одно правило (при этом примем, что в 
(II1) & ): 
Правило (П). Зададим числа и б fo, і). Если при 
•г = 0 выполнено неравенство 
I f A u l - Ц  (5.41) 
то положим % =0. В противном случае выберем любое такое 
*ь>0, при котором (5.41) выполнено, а при некотором 




Теорема 5.3. Пусть t-F, A-A*, f €• J?(А)/ Ilfo-•£I l  • 
ITyсть выполнены условия (1.9) и (І.ІО), причем A-) с. [-а0, aj, 
pj> yIyl Tu = yI - Выберем в приближении 
(А"}) • * г fo 
параметр t = по правилу (П). 
Тогда 5"—» о.* при 5--* О, где Uv. - бли­
жайшее к и0 решение уравнения (І.І). 
Если начальная погрешность предетавима в виде (5.14), 




 ^ 'У1/9"> (5ЛЗ) 
"tcI(S) ~  I f ^  ср ?  ^  \  0 <  р $  р ^ - і ^  (5.44) 
где 
И^Г*. 4М"",уг. 
Если начальная погрешность предетавима в виде (5.14) с 
О  < р  < р 0  -  j I ,  Т О  
5 ö ,  Н и ъ ( # }  = ) при S - * C .  
Доказательство. Все утверждения, кроме оценок (5.43) и 
(5.44), непосредственно следуют из теоремы 5.1, в которой 
положим -у-О. Вывод оценок (5.43) и (5.44) получается по­
вторением соответствующих рассуждений в п. 5.4, которые за 
счет равенства .4^ = Л значительно упрощаются. 
5.9. Непрерывность и монотонность невязки. Будем опять 
считать выполненными условия (1.8)-(1.10). Введем два допол­
нительного условия: 
M при >о Vxe [-Q0y (5.45) 
I i - x ShMI  *  при  ( 5 л 6 ^  
Из условия (5.45) следует непрерывность функции -
- ІІ а из (5.46) ее монотонное убывание. 
Оба эти утверждения легко следуют из интегрального представ­
ления 
Л j j г ~  j/ (f ~A*i C A*j ))(A*i  ч -о  - ^ г)|/ -
-S ^x)!* (р*! (*)'£, *), 2- = ArjU0-
где (х) - спектральное семейство проекторов оператора A^ = 
= A* . В частности, (5.45) и оценка (1.9) позволяют совер­
шить предельный переход Th под знаком интеграла (теоре­
ма Лебега), что доказывает непрерывность (fft), а монотон­
ное убывание является следствием из (5.46) и возраста­
ния функции (Р Mbz ъ) по а (положительности меры 
c t  Г  M  t  > ^ ) ) »  
68 
Если выполнено условие (5,46), функции вещественно-
значны и 
*>о), (5.47) 
то функция фМ-=|(к,,)! Возрастает по %.  Действительно, из 
(5.46) и (5.47) следует, что 
^ при OCT1COt, -«о<а<л, 
и остается заметить, что в соответствии с (1.7) 
U x-U 0- (Aiy) (Ay Цо~ fs), 
IIu l^-It0Ila-= ^  I$1(*))3' d (Ру(*) 2-)^ ь~А^и0 -
-«с 
При условиях (5.46), (5.47) правило (II2) выбора t при­
обретает особенно прозрачный смысл. Ввиду убывания 
IlA^ 4,^-^5-)1 и возрастания /lu,^-u0 j/ множество тех а , для 
которых выполнено неравенство (5.9) - это некоторый интервал 
Latt, со) или (а», о© ), а неравенство (5.10) запрещает в нем 
брать слишком большие 
1X. 
Для общей итерационной схемы (1.20) условия (5.46) и 
(5.47) выполнены, если условие (I.19) усилить до неравенства 
0<%(ь)^4/А (о^><о,). 
В частности, это так для неявной схемы (2,7), а в явной схе­
ме (2,6) следует потребовать /ч е (о, jA-J . Условия (5,46) и 
(5.47) выполнены и для остальных методов п. 2.1. 
Условие (5.45) выполнено для всех рассмотренных в п.2.I 
и 2.2 методов, кроме метода (2.4) и итерационных методов 
(для последних условие (5.45) лишено смысла, так как ъ при­
нимает только натуральные значения). 
5.10. Еще один вариант принципа невязки. В случае не­
прерывной зависимости невязки IIA^ufl - 1| от t гаранти­
рован выбор t по следующему правилу. 
Правило (П|). Зададим числа > 1 и ^ л . Если 
IlAt7Uc - fe Ii £ n«-+ll-v ) > то положим а=о. В противном 
случае выберем любое такое ч >Oj для которого 
(5 -f IlUm. j/у ) ^ || Л^ U.^- fifU £ (5+ /IuwIl*?) 
( ближайшее к и
с 
решение уравнения (І.І)). 
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Привило (По). Зададим числа >-1, и cL>0. Если 
HA*jU,c-foHš e-z(&+tl«-o\iy)j то положим т =0» В противном 
случае выберем любое такое (о} &/(§+ п)]} для которого 
f5*+ (ll^-Ucll -I- (|ч0||)^] $ /IA^na- Il < 
$ ^  (К-си,НИч»1()^ J „ (5.48) 
Если же такого г не существует, положим <£/(õ~-\-^ ). 
Правило (П^) - такое же как правило (П^), с заменой 
(5.48) на неравенство 
(&+ І іч і  Ну) 4 I lAyU t -  f j  (Яч-ІІ^). 
Если выполнено условие (5.45), гарантирующее непрерыв­
ность невязки по 
1L , то для приближения (1.7) справедливы 
аналоги теорем 5.1 и 5.2, в которых правила (H1), (IL) и 
(Пд) заменяются соответственно на (П(), (П^) и (Пд). Доказа­
тельство получается повторением рассуждений п. 5.4-5.6. 
В случае точно заданного оператора /Ц=А правила 
(П^)-(П^) сливаются в одно: 
Правило (П7). Зададим числа 1 и &,/? . Если 
(IAk0~ f$-((< С- 5", то положим г = о. В противном случае выбе­
рем любое такое для которого 
•б-j б" $ ИЛа
х
~ f-g- j j  <  .  
Если выполнено условие (5.45), то для правила (Hz) 
справедлив аналог теоремы 5.3. В оценках (5.43) и (5.44) 
имеем 
В правилах (П^)-(П^) и (П') можно, конечно, положить 
^ > Ъ но это осложняет практическое применение 
этих правил. Интерес представляет вопрос, можно ли положить 
т.е. довести невязку до уровня H A ^ u x  - j ! -
= 5"+ Itм-* Il Оказывается, что этого делать нельзя - полу­
чается расходящийся процесс. Анализ вопроса проведен в § 7. 
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§ 6. ПРИНЦИП НЕВЯЗКИ: НЕСАМОСОПРЯЖЕШМ ЗАДАЧА 
В этом параграфе мы изучим различные варианты принципа 
невязки для приближения (І.ІЗ) в задаче (І.І) с А€<з£(!=,£). 
Будем считать выполненными условия (1.5), (1.6) и (І.І2). 
6.1. Формула невязки. Для приближения (І.ІЗ) справедли­
вы формулы 
А ~  ( ) )  ( 6 . 1 )  
Ay(AyU^~ fr)~ (Г-Ay Aytf i  (А*Ar))A^fAyкс-. (6.2) 
Для получения этих формул следует показать, что 
Эти равенства вытекают из следующей леммы. 
Лемма 3.1. Пусть ^: [о, а] ->£- измеримая по Борелю огра­
ниченная функция, |ІЛІ|4<а, Тогда 
А % (А*А) ~£(АА*)А. (6.3) 
ДоказательствоЛ. Рассмотрим отдельно случай непрерыв­
ной функции (доказательство в таком случае особенно про­
зрачно). Непрерывную функцию можно с любой степенью точности 
равномерно проаппроксимировать полиномами. Пусть 
\йп . іь)~я( X) i —* С при n -!,OOj 
Оь><а « '
где grt, - некоторый полином. Тогда 
Ü 3 ^ A * A )  A M - )  I )  ^  £ l v - ^ o y  W g n L A A * ) ^ g ( A A i t r )  ) ( ^  E t v  o .  
Дяя полинома формула (6.3) верна, в чем легко убедиться, 
рассмотрев одночлены Xk : 
А (А*А) к- (АА*)КД lt1 )• 
В пределе п оо получаем, что формула (6.3) верна и для 
функции Q . 
2. В общем случае необязательно непрерывной функции Gf 
возьмем в основу полярные разложения операторов А и А* 
(см. стр. 20, подстрочное замечание) 
А=1г(А*А)^ (6.4) 
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Отсюда следует, что U(A^A)U*- AA*, а значит и 
U P(*)U*= Q(\), 
где Pfx) и С2(>) - спектральные семейства проекторов операто­
ров А*А и AA* соответственно. Из интегральных представлений 






Применив к обеим частям равенства оператор (AAv)^ получаем 
на основании (6.4) равенство (6.3). 
Лемма 6.1 доказана. 
6.2. Поведение невязки. Из условия (1.5) следует, что 
Lufv^ ti0 при X -»О, а вместе с тем 
A?u,a- AyUc-^j Atl (A^u1,- (AyUo-frf при^o. 
Из условия (1.6) и равенства (6.2) следует, что 
I l A l J C A ^ К  </а,ІІА*іU0-^H _*о при г-»oo. (6.5) 
Убедимся, что 
A^a 4.--» -^б" при (6.6) 
где Q^ät (FyF) - ортопроектор, проектирующий на ЖА^)-
Действительно, 3? (At1) = } и по доказанному в предыду­
щем параграфе соотношению (5.4) имеем 
(I-A^ Ар) а- —з» (I - Q^) ъ при г*М-
Отсюда и из (6.1) немедленно следует (6.6). 
Если f-6-ЖЛ), то 
Il&*} ~ f-SIl = (l AyU -f-F j| < <5-t- lk*||t^, 
и из (6.6) получаем 
&MV ЦА*Цъ-&Ц<$+Ііч<* lty. (6.7) 
Ч — <  
Это неравенство положим в основу при формулировке правил выбо­
ра Y (см. п. 6.3). 
Неравенство (6.7) неулучшаемое. Пусть, например, е F 
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таков, что ІІА*ъ^ IIj/2?|(=1(его существование гарантиро­
вано, если осу < КAril, а 5?f4*3 незамкнута, что имеет ме­
сто в случае незамкнутой R(A), т.е. в случае существенно 
некорректной задачи). Положив £ = с AA* е S?fA) и считая 
ради простоты ATA)= имеем Ue=CA*^; обозначим также 
іг^=г и,*///** И = и-*/Сс^.Положим, далее, 
= jL-t- 5"г,у , A^= А - Y • 
Тогда = ^  IlA^-AII=Y' f 
€ ATfApy, CT- = f j- Ay а у (оператор Г -
проектирует на JlYA HQ^s - ((= //$г-A ^  и,* |(-2+Ilfcdty 
и в (6.7) достигается знак равенства. Если АГ(А*)^0} то 
проведенную конструкцию можно приспособить к любому 
f е Ж А А*). Таким образом, для довольно богатого набора пра­
вых частей ^ существуют возмущения j-s и Ay , при которых 
в (6.7) имеет место знак равенства. 
Если выполнено дополнительное fусловие 
при ^lv-?-T>0 VAefoy aj, (6.8) 
то функции IIAytc^-feli и Vx(I)=IlA*(AyUx-^)Ii не­
прерывны при 1 >о. Если 
И' xStaOM^'1- при 0<п 1 <.'г г )  0<\<CL, (6.9) 
то и монотонно убывающие. Наконец, если выпол­
нено условие (6.9), причем функции вещественно-значные и 
ъ при 
rV >0, 0< (6.10) 
то функция - Il и-ц,- ^ollмонотонно возрастающая. 
Эти три утверждения легко доказываются на основе ра­
венств (6.1) и (6.2); рассуждения аналогичны приведенным в 
п. 5.9. 
6.3. Правила выбора параметра регуляризации. Ввиду 
(6.7) существует CSj*]), удовлетворяющий условиям сле­
дующего правила выбора. 
Правило (П,). Зададим числа ^>а, и Qc(Oji). Если 
при % =O выполняется неравенство 
HAy Il  i i 1 *» I l ( 6 . I I )  
IO 
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(<4* - ближайшее к решение уравнения (І.І)), то поло­
жим %=о. В противном случае выберем любое такое т>о, 






, - fs (( ž £-,654-1/"-* Il 7). (6.12) 
Если выполнено условие (6.8), то гарантирован выбор ъ 
и по следующему правилу. 
Правило (Пр. Зададим числа > 1 ибдЗ#,. Если 
IIA^ K0- Il £ 6-,/5+ Kwll , то положим zZ--O. В противном 
случае выберем любое такое для которого 
(£ + ІІ&щ-Цу) < IlAy fid Il £ (54- ^)„ 
Эти два правила полностью идентичны соответствующим 
правилам из предыдущего параграфа. В последующих правилах 
мы вынуждены по-новому 
задавать верхнюю границу для t . 
Правило (П9). Зададим числа #->1, d>0 и Oe(0j<\)_ 
Если при п. -O выполнится неравенство 
IlAy fail < в-[0 + (Ци
х
~üdi +1 J > (6.13) 
то положим п. -0. В противном случае выберем любое такое 
i€ (Oj J } для которого (6.13) выполнено, а для 
некоторого Vefety^ J выполнено 
IIAtJ Utl/ -/а*Л ^  - koll IKfil)^ . (6.14) 
Если же такого xe(Oj d/ff-t-v)11] не существует, то положим 
Это правило особенно удобно в ситуации, когда 
IIA^ \і
х 
- Il монотонно убывает по г , а Hufv-и^Ц моно­
тонно возрастает. Напомним, что такая ситуации имеет место 
в условиях (6.9), (6.10). 
Правило (1¾) - такое же как правило (П2), с заменой 
неравенств (6.13) и (6.14) на неравенства 
I I A y U r - £  £ ( 5 - И 1  (6 . 1 5 )  
/ІД^ к, -£гіі Ikvll ?)- (6.16) 
Правило (П^). Зададим числа 3 и cl ><?. 
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Если (/A^u0-Il ^ &д,(5"+ )Іи0||^)л то положим >г=0. В про­
тивном случае выберем любое такое ъе (о, &/(&+ ч)л], что 
[ J+ (ііи^~ u0j|-f Il ^||) у J ^  IIAy Uszt-Jj^ 
5>(Ilu t-чо И+Ич*Н)ч]. (6.17) 
Если же такого % не существует, положим fZ- сі/(5~+ 
Правило (П^) - такое же как правило (П^), с заменой не-
равенства (6.17) на неравенство 
( &  + Н ь - i l l y )  6 IIA^ £ &д/5>І(<ч,Ич)-
Соотношение (6.5) дает основу следующему правилу. 
Правило (П
А
). Зададим числа &>0 и Oe-(OyJ). Если 
при 
1L=O выполняется неравенство 
ІІ Ay (A^ сіъ-£?)Ц<&(0+ч), (6.18) 
то положим 1. = 0. В противном случае выберем любое такое г>о, 
для которого (6.18) выполнено, а для некоторого Ve [ ^ъ] 
выполнено 
HA^ (А^ Utv - (6.19) 
Правило (Пд). Зададим числа >(7 и , Если 
HAy (Ay U0-f Sjll < то положим t-o. В противном 
случае выберем любое такое г>0; что 
&, СгЧ ?) 6 ІІА^А^г-fi-MI < 
Комментарии к правилам (П.,)-(¾) выбора г см. в п.5.2. 
Сделаем одно замечание о применении правил (II4) и (Пл) к 
итерационным методам. Для общей итерационной схемы (1.23) 
имеем 
~ ^ = " Cy Ay fAiy u,n_1 ~ X ч') Cy~^(AyA t^ 
Из условия (I.I9) вытекают оценки 
Ii 4 Г; 11С^Ч1^/3-\ 
где 
Г - 9 £>), /3- tu а£\)>о. 
D^ <cv I с 
Таким образом, 
зг~
1  //— un-i!(£ IlAy (АуЦ<п~і~~)il/|ы
п
~Ltn-iМ, 
и равносильные с (П^) и (П4) правила получаем, если вместо 
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IfA^f A^ un-fe)H использовать норму очередной поправки 
КCoft- и,п_1 К. 
6.4. Сходимость и оценка погрешности. В этом пункте 
приведем формулировки центральных результатов параграфа; их 
доказательства приводятся в последующих пунктах. 
Начальное приближение U 0  считаем независимым"^ от 5* и 
Ч • 
Теорема 6.1. Цусть £е 3?М), Н$д"~ |/А^-А||<<^. 
Цусть выполнены условия (І.І2), (1.5) и (1.6) с ро > д., 
= в случае привлечения правил группы Ш{)-(іф дополни­
тельно предполагаем выполненным условие (6.8). 
Если параметр 1 = у) в приближении (І.ІЗ) выбран по 
любощ из правил (II1), (II2), (Ilf), (Ilg), то 
и* при (6.20) 
где %*. - ближайшее к U0 решение уравнения (І.І). Если при 
этом начальная погрешность предетавима в виде 
U0^uw = IArlPur, IMlSf, o<j>$bpс-1, (6.21) 
то справедливы оценки 
*i(ž, £ Om (<J^ (6.22) 
11 If ^ c M  О<Р$Xp 0 - T i  (6.23) 
в случае начальной погрешности (6.21) с 0<р<а , р
о
~  1  справед­
ливы также соотношения 
(54*})2^* т})О, (6.24) 
" ~  ^  ^ п р и  5 - + 0 , ^ 0 .  ( 6 . 2 5 )  
Перечисленные утверждения справедливы и в случае правила 
(IL3), если Ar(A)=O или если 
£ [ 1 -  nv^vy. { H A I i J H f t l ,  i  (6.26) 
а также в случае правила (Пд), если M(A)=O или если 
^^ {HA l l /H f l l / l J ]> i .  (6.27) 
I) См. подстрочное замечание к стр.44. 
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Здесь £, md- параметры из правил (D3) и (Пд), 
Л = ***» М] • (6.28) 
Большинство комментариев к теореме 5.1 распространяет­
ся и на данную теорему. Особенно подчеркнем оптимальный по­
рядок оценки (6.23) на классе точных решений (6.21). Привле­
чение правил Ш4) и (іф, как это видно из следующей теоре­
мы, не приводит к оценкам оптимального порядка; зато эти 
правила применимы и в случае, когда уравнение (І.І) разреши­
мо лишь в смысле наименьших квадратов. 
Теорема 6.2. Пусть Ilfs -•£(!$$> HAy-A ||£^. 
Цусть выполнены условия (І.І2), (1.5) и (1.6) с р
с
>-і> а в 
случае привлечения правила (II4) также (6.8). Цусть, наконец, 
в правилах (П4) и Ш4) параметры & и Z1 таковы, что в- > 
> То Hf- Qp H > соответственно, > ^r0 Ilf - Qf ||. 
Если г-іС<5 ^)в приближении (І.ІЗ) выбран по правилу 
(II4) или (П4), то 
UxC?J4)~*u'* при ^0J *1~* °> (6.29) 
где - ближайшее к U0 решение уравнения (I0I) в смысле 
наименьших квадратов. Если при этом начальная погрешность 
представима в 
виде 
U0-U.+ - IAjI3^ y Il«rflšf, 0<р$Х(ро-і), (6.30) 
то справедливы оценки 
5
,?) # Chf (б.зі) 
-«•* Il # с'
м 
0<ріЬ(ро-*)-, (6.32) 
в случае начальной погрешности (6.30) с 0<р> <И (р0-4) спра­
ведливы также соотношения 
(&•+ —* О, (6.33) 
"~ 
и* If Р/({>) при $->Oj у-»0. (6.34) 
Условие & >ЭГо Kf-Q^lf нельзя снять; его можно, конеч­
но, заменить более грубым, но легко реализуемым условием 
б- у Tv Л-рМ • В случае ^e-SZ(A) имеем f- Qp=Oj и параметр 
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4  ^У г-: 
&>0  в правиле (П4) произволен. Аналогичное замечание ка­
сается правила (П^ ). 
6.5. Доказательство теоремы 6.1 отличается от доказа­
тельства теоремы 5.1 только техническими деталями. Поэтому 
мы будем теперь более краткими, сосредоточив внимание на уз­
ловых моментах доказательства. 
Введем обозначения 
В =A*А - I Afa, By-AyAy=IA^ I, 
~ Ay ^ (A yA y )  =  f — B y  ( B r j ) ,  
K^v = I-A1A* S^(A1Aj)4 
В вилу условия (1.6) 
КИн^ у  И ^  JH То  = yI < 
Для приближения (І.ІЗ) имеем (ср. 4.16) и (6.1) 
ССг-"*= K y^ ( и „  - + ^( B y ) A y  ( f e - A y  **), (6е35) 
-fs" = (<io~u.¥)— K^ y ((F ~AyU<*). (6.36) 
Ранее нами установлено (см. (4.17) и (4.18), что 
Il Kt v, у С***" l lV-)! (~>0 при -"X OO; —? Oj (6.37) 
ІІ^ (в7)л*(^ і-л7и*)||<з Ча'+к»іі^ ); (6-38) 
кроме того 
Il ( ~ f f ~ A y  м*) ^  54 Ilw-^ ll ^  ' (6.39) 
Аналогично (5.24) доказывается, что 
«Ц = ^IlA7 o^-Uv) H-^ o при -х~^ у ^ o. (6.40) 
Наконец, аналогично (5.28) устанавливается импликация 
Ayn I^in,у^ (ccC-"-*)-* ° при и -> <х? 
 ^ ty^  («о-<*») -> О при (6.41) 
Обратимся к правилу (IIj). Если оно выдает t=0 при 
сколь угодно малых 5>о и то Au0 = J!, и утверждения 
теоремы тривиальны. Поэтому будем считать, что при достаточ­
но малых <5">о и правило (H 1) дает t = >о, 
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Vef#*., tj. Из (6.36) и (6.39) для них по­
лучаем неравенства 
IIA^ K4^ ік0~uw) К £ (&
д
-м)б2Ч (6.42) 
I l K y ^  ( t t e —  и . * )  ) |  ^  ( & • +  I I й - *  i l  ) .  ( 6 . 4 3 )  
Из (6.40) и (6.43) 
поэтому ($+' \)х'і.'(<))*[)-*о, при 5->о,^-90„ 
Если 'одновременно \£5,ос при£--»о,^ то сходимость 
-»<<-* при <5^0, *j~$0 вытекает из (6.35), (6.37) и 






)<^= сол^ при некоторых 
то сходимость W"T.(arn,<гп)~* вытекает из (6.35), 
(6.38), (6.41) и (6.42). Итак, (6.20) доказано. 
Пусть и,#-и0 представим в виде (6.21). При помощи 
(1.6) и (3.7) находим 
I/Ay (U 0 -U i t )Л = IjAy IAjP^ rIl < 
$ Il К,)? BpzV Il + IlA7 к„/? IlA7IR- (A)pKlU 
53W*VffwyxIMI + Ч-; 1 IMJ, 6^,^0 при t-»». 
Сопоставляя это с (6.43), получаем 
З и)/д,М ^+^/г/МІ^(£,--<)£+ [ ( H " * Il 
Отсвда следует оценка (6.22). Оценка (6.23) следует из 
(6.35), (6.38), (6.22) и проводимой ниже оценки члена 
(uc-u.*). Имеем (см. (3.6)) 
I I Ы о -и-*) jj = Il  «-,,у IAI^Il  < 
^ К (A^j< IhH ^ (IA1 P- /Mj) < 
^ M I<^y + ^  (-/+ 1&іуі)у І(мг(і (6.44) 
Последний член имеет порядок член || lA^k^, *rj| 
оценим при помощи неравенства моментов точно так, как в 
(5.32). В результате получаем оценку Mk^(V0-Kv)Jj= 
= (9((^ и оценка (6.23) установлена. 
Соотношения (6.24) и (6.25) доказываются несложными 
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уточнениями рассуздений (ср. п. 5.4). 
Рассмотрим случай правила (П7'). Для т,-опреде­
ленного по правилу (Пр имеем (ср. (6.42) и (6.43) 
IjA^  (ьо-н*)!/ < -t I/и-х-ІІ 
IlAy к г, ^ ( -¼*-) Ji (^1- *)(*+ Iili* Jl •уЗ-
Видоизменения в рассудцениях касаются только оценки 
И они очевидны. 
Применение правил (II2), (1¾) и (П^ ), (П^ ) сводится к 
случаю правил (II1) и (П,) аналогично тому, как это делалось 
в п. 5.5, 5.6. 
Доказательство теоремы 6.1 завержено. 
6.6. Доказательство теоремы 6.2. Формула (6.35) верна 
и в случае (At) : 
Ufb- Cvv. = (%«,-«•*) -+• (By)Ay (•£$— Ay к.*). (6.45) 
Из нее (или из (6.36)) следует, что 
A^  (A^  By Kt,у — K^ yAlJ (fo-Ay u-*\ (6.46) 
Из § 4 нам известно, что (см. (4.17) и (4.23)) 
(1«Ъу(«'-и*)И'*0прЕ vI^0J (6.47) 
Ilj^ /(fs-Ay f/ffly; (6.48) 
проследив вывод (4.23), видим также, что 
Il Cfr-A7 и*.)|| ^  Го j/f-Qffly.(6.49) 
Далее (ср. (5.24)) 
 ^M &у ^tXyу (liO ~ Ч-*) If -> О при -X£Х>у у-эо. (6.50) 
Наконец, верна импликация (ср. (5.28)) 
*Ь * ъ - cWyt; Ъ~*0'  ^ при 
—^  ^ th, l^ n (^ o  ^ При П- —? » (6.51) 
Обратимся к правилу (II4). Если оно выдает і-О при 
сколь угодно малых <5>о и  ^р»о/то 
|jA^ "fA^ u0-fs-))! < при 5"->оу 
откуда следует, что A*(Ач.с>-£)-0, т.е. начальное прибли-
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жение м-о является решением уравнения (І.І) в смысле наимень­
ших квадратов. В таком случае утверждения теоремы тривиальны. 
Поэтому будем считать, что правило (П^) при достаточно малых 
<5*>о и ^ > о дает у)>0, -ч]. 
Из (6.46) и (6.49) для таких % и г' получаем 
Il («о-«„)#< & (У+^)+ ¢-¾, П I i f l lp (6.52; 
I i f-Sf I j .  
По условию теоремы £-  ^ r 0 I I f-Q f  Il  >0. Поэтому, если 
оо при &->0/ -у -9 0, то при достаточно малых ^ и ^ 
имеем 
НВцКъ',*] ( u °~ u *)Hž ^ 0 -  (6.53)  
Отсвда совместно с (6.50) получаем, что г YJ,^) с>, 
а вместе с тем £54^ )а£д)^)-^0 при 5^-эО, -*о. 
Дальнейшие рассуждения идут в по знакому нам руслу, ис­
пользуя (6.45)-(6.53) вместо (6.35)-(6.43). 
Доказательство теоремы 6.2 закончено. 
6.7. Случай точно заданного оператора. В случае А^~А 
правила (H1)-(Ilg) можно объединить в одно правило (П), а 
правила (П^Міф в одно правило Ш'). Их формулировки до­
словно повторяют приведенные в п. 5.8 и 5.10. В теореме 6.1 
можно уточнить постоянные: 
Теорема 6.3. Пусть ^e-SZ(A), ІІ^£. Цусть выполне­
ны условия (1.5) и (1.6) с а |1А-Цг, F0-4, а в случае 
привлечения правила (П') также условие (6.8). 
Если параметр t=r if<5") в приближении 
c t I =  ( - T - A * А ) )  w - o  т ^  ч ,  ( A v A )  
выбран по любому из правил (П) и (Hz), то 
и^
сГ
) -» о. * при 54 О, 
где Itv. - ближайшее к U 0  решение уравнения (І.І). Если при 
этом начальная погрешность представима в виде (6.21), то 
справедливы оценки . . 
, M t c r 3 ( 6 - 5 4 )  
й
и >ь(]г)-ЖCp у { р  ^ р / { р  \ CXpZbp 0 -^ (6.55) 
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Il 
- .  . . .  .  .  . . . . . .  
где в случае правила (П) 
с - . е - V ( 6 . 5 6 )  
V б- / 
а в случае правила Ш') 
C r  =  ^ с ;  , .  ( 6 . 5 7 )  
Доказательство этих оценок получается повторением рас­
суждений п. 6.5 в данной упрощенной ситуации. 
Постоянные можно подсчитать и в оценках теоремы 6.2. 
Кроме того, можно снять условия &>р-0 Hf- Qf-Kj llf-Qfll, 
т.е. параметры & > о  и ^>0 р правилах (П4) и (П|) могут 
быть произвольными. Это связано с тем, что А*([- Q)= 0, и 
вместо (6.49) в случае Arf-A получаем 
Il (Г- A4A ^n,[A*A)) - А <-ч) І| ^  Tf/Z г 
§ 7. КРИТИЧЕСКИЙ УРОВЕНЬ НЕВЯЗКИ 
7.1. Постановка задачи. Как выяснено в предыдущих двух 




-^5"|| - K A v  u  ~  ^  I I й *  IlV,  (7.1) 
fL > оо ' ^ £ f£ I 
где и*. - решение уравнения (І.І). В правилах выбора парамет­
ра регуляризации т мы позаботились о том, чтобы IIAyU^-fatl 
была величиной порядка £f<54 Il)
л 
&> 1. Возникает естест­
венный вопрос, допустимо ли вести вычисления до достижения 
невязкой критического уровня 
I l A y U t  -f J H =<5V Ilu* hy (7.2) 
или 
Il A1z u.^- l| =  ( I l  "о . (7.3) 
Здесь нужны некоторые уточнения, ибо, как было указано в п. 
5.1 и 6.2, в (7.1) иногда имеет место знак равенства, а не­
вязка l(A.«Wz^-£j(| обычно монотонно убывает по ^, и тогда 
HAyUn,-f FЦ >ö4 H(I*7при каждом конечном >о. Об этих 
уточнениях будет сказано позже по ходу дела. 
82 
Приближения (1.7) и (І.ІЗ) определены заданием функций 
. До сих пор мы брали в основу условия (1.5) и (1.6) на 





В дальнейшем существенно также условие к^<х? при ^ од­
нако, в целях единообразия мы это условие примем в "нормали­
зованном" виде 
О>о), >о, T=cVnsd, (7.5) 
В таком случае выполнено условие (1.5). Поскольку 
то в салу замечания 6 п. 1.5 для ре [о,{] выполнено также 
условие (1.6), т.е. квалификация Заметим также, что 
из (7.4) следует строгая положительность 
Предложение 7.1. Если функция <£\[о,<*=)-* R такова, 
что 
то для семейства функций 
(1 >) "I > О ) 
выполнены условия (7.4) и (7.5), причем Kn = . 
Доказательство элементарно. 
Предложение 7.2. Пусть фиксировано. Если условия 
(7.4) и (7.5) для семейства функций выполнены, то они 
выполнены и для семейства функций ^  m,, %, определенных^форцу-
лой (I.I8) и соответствующих итерированному варианту методов 
(1.7) и (І.ІЗ). 
Доказательство. Из (7.4) нетрудно заметить, что функция 
ga (>),, а также функция W свои наибольшие значения 
достигают при >-О. Поэтому из (1.18) получаем 
О, 
4- >2^(.>)=(i- ^))^=(1-^^1^))- Zj4^to) m~< 
5 -¾^ к Д x^Oj' - ~г
г 
г о-^му^сх).-
""^IT F"A F X) = ^"'" ( > )  (<>#>.$«.), Ч. И  . . 
T- К W, 
г  
Аналогично доказывается 
Предложение 7.3. Если функция ^  -Joyaj -*R такова, что 
дМ?о, о<4-(о<><а), Г = (х)-<»/ 7'6 ^ 
то для функций gKMt определенных формулой (1,21) и соот­
ветствующих итерационным методам (1.20) и (1.23), выполнены 
условия (7.4) и (7.5), причем K4= уг. Выполнено также усло­
вие (6.9). 
Обратимся к примерам § 2. В силу предложения 7.1 условия 
(7.4), (7.5) выполнены для методов Лавреньева и Тихонова, а 
в силу предложения 7.2 также для их итерированных вариантов. 
Далее, по предложению 7.1 условия (7.4), (7.5) выполнены для 
метода задачи Коши и для методов спектральной срезки (2.5) и 
(2.22); для методов (2.4) и (2.21) эти условия нарушены. На­
конец, в силу предложения 7.3 условия (7.4), (7.5) выполнены 
для неявных итерационных схем (2.7) и (2.24), а при,*<€(о,і/а] 
также для явных итерационных схем (2.6) и (2.23); при 
Vo-) эти условия наружены. 
7.2. Критический уровень невязки для приближения (1.7) 
ПРИВОДИТ к расходящемуся процессу. Рассмотрим случай F-F, 
А = А* ^  О; оператор А считаем заданным точно (*j = o). Усло­
вия (7.2) и (7.3) сливаются в условие 
IIAu x-Js Il -5", (7.7) 
где 
W t =  ( +  ( ? " 8 )  
Теорема 7.1. ПУСТЬ £"~ F. А = А*>0, ^ & Q(A), 
а нач а л ь н о е  п р и б л и ж е н и е  и 0  т а к о в о ,  ч т о  I I A u 0  -  f s  I l и  
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(Г-A^ fl(A))(U0-U4) при всех *г>о. (7.9) 
Цусть выполнены условия (5.45), (7.4), (7.5) с aj /(Alj . 
Тогда для любого M >> о и любого достаточно малого <Г> о 
найдется такой F, что Ilfr - f M = <5~ но при вы­
боре г= 5)из условия1' (7.7) для приближения (7.8) полу­
чаем 
- 
и* Il > M. 
Доказательство проведем при дополнительном условии о 
полной непрерывности оператора А , что упрощает выкладки. 
Обозначим через Aj и (/=4,2,,...) собственные значения и 
собственные элементы оператора А : 
А =  p i J ( J - b X j . . . ) ,  * j - * 0  п р и  
Элемент выберем так, что -fy --f5где =H, если 
R€(ttc-^ vfj)^ o; и Cfj =-I в противном случае; номер J=J(SjM) 
выбирается достаточно большим (об этом будет сказано ниже). 
Формулы (5.20) и (5.21) в данном случае дают 
Ot4-Ct + = (I-Agtl(A))CU0-U*) +¾¾¾¾)¾-, 
Aat- = A(I-Agfl(A))(uO-Ub)-^ Z 
Отсюда 
 ^Il^  5"^  (>у ) - , 
£4. = Ii (Г-А^ ГА))(«0-и ) )і ->0 при hL-^ ooj 
Il Aux- ((z^ flA (I-Ag4(A))(uо-ч*)||а-ь 
так как в силу выбора <3/ 
R е (Д (I-A^i(A))Cu0 -и*); -6J5(4-
По условию выбора х = т (&) из (7.7) 
ІІА (I - A^fl (A)) Cu0 -ut) )Іг+ дг(4~ Sx, 
I) В силу положительности А имеем £fA)= E Ž и 
llAu-I-PsIl^O при (см. (7.1)). Выбор fL из условия 
(7.7) гарантирован. 
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С учетом (7.9) отсюда легко усмотреть, что %(õ)-*oo при 
j со> в силу (7.4) имеем также 
а вместе с тем 
HxcT.Л") ~u*Hž^%кіг) ^ ~ 549 при J 
Теорема доказана. 
Отрицательный результат здесь был получен при весьма 
специальных возмущениях элемента Если возмущение 
имеет случайных характер, то, как показывают численные экс­
перименты, ухудшение приближения при приближении невяз­
ки к критическому уровню <5~ выражено нерезко. Не исключено, 
что в вероятностной постановке*' можно доказать сходимость 
метода {(1.7), (7.2)}. 
7.3. Численные примеры. Проиллюстрируем зависимость 
Ilua-и * И от &= НА Ufl-на численных примерах. Рас­
смотрим модельную задачу 
^ J^r1 ciLj uJ = (С = (7.10) 
в которой 
к= = 7Га 14(і-<^) при V, CIid- = C^L (^j=Ij.. ) -і), 
Матрица A= fA,ay ) симметрична и положительна: А = А*> О. 
Задача (7.10) получена дискретизацией интегрального уравне­
ния первого рода 
Я
л (6(t,4)ub)cU = $tt) (7.II) 
где ° 
QHy,)= "Р" і**, 
Л(л--Ь) при t >6 
- функцию Грина дифференциального оператора " при краевых 
условиях $(о)=д(>\)=Оь При достаточно больших /V задача 
(7.10) унаследует от задачи (7.Ii) свойства некорректно по­
ставленной задачи. 
I) По иным поводам вероятностные постановки рассмотрены 
в [21, 65, 67]. 
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nrA 6-= IlA ^гК/д* IlU 4-UvII %'л 
і* = HAu4l- fc||/5* К Uvt-U.^ (| 
и.UibU 14. Ii и.іаю и.иьзі 4D.4Ö U.UbUU 
0.0098 9.39 0.1176 0.0349 30.37 0.0409 
0.0089 8.48 0.ІІ70 0.0314 27.43 0.0404 
0.0080 7;В5 0.1176 0.0282 И.7Б 0.0408 
0.0052 5.08 0.1306 0.0122 10.85 0.0666 
0.0023 2.24 0.1918 0.0052 4.74 0.1215 
0.0010 0.99 0.2587 0.0023 2.08 0.1949 
Итеративный вариант метода Лаврентьева (2.2).^=2. ttO==O 
и-* 
V1 &= Ii А и. а-^(/<5" «Ч Il I"1 =IIAu4-fo|J/<5" IItVl-K. -Ц 
U.U3H2 3.43 U.1233 U. IbbV iti.4b U.U252 
0.0280 2.38 0.ІІ04 0.1351 12.83 0.0219 
0.0225 1.88 0.1063 0.1094 8.86 0.0213 
0.0203 1.68 0.1059 0.0886 CTB 0.0231 
0.0182 Г."51 0.1068 0.0717 4.18 0.0267 
0.0120 1.01 0.1234 0.0581 2.90 0.0319 
0.0079 0.70 0.1570 10.0471 2.05 0.0384 
Неявная итерационная схема (2.7).<*=0.2. ис =0 
U*.»= <^*,1 
lL=Kz &= KAtvt- И Srw* Il &= UAu^-fr 11/<Г IlUx-H4 К 
12 
і.ьЗ U.IUbb 1 IbU.lU U.IblV 
14 1.40 0.1005 2 25.07 0.0305 
16 1.24 0.0981 3 4.39 0.0178 
17 
ІД8 0.0978 4 тлз 0.0200 
18 1.Т2 0.0979 5 1.02 0.0239 
20 1.03 0.0992 6 0.95 0.0282 
22 0.96 0.1018 7 0.91 0.0326 
а»эа»,і 
•" f ' T l W " , . 
Ч,+- U +,% 
Isrv 6-=ІІАЧ^5-|//<Г fX=IV 6-=IfA Uvfy 11/5" KUil-U^ll 
ZU ü.aö U.14U1 
Ь 
28.SU U.U328 
30 1.97 0.1157 6 14.40 0.0207 
40 1.50 0.1028 7 7.31 0.0162 
50 1.24 0.0972 8 3.82 0.0150 
55 1.15 0.0965 9 2.19 0.0152 
60 1.07 0.0968 10 1.45 0.0159 
70 0.96 0.0998 15 0.96 0.0217 
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В качестве E= F в данном случае выступает простран­
ство QVtЛиверных векторов Cvsfu1y,...,Uaz i) с нормой 
. ниц= (л z  "jУ* 
В качестве точного решения задачи (7.10) зададим 
и* - и*,і — (^Л > - -., *і) 
или 
U-*,X — A 1 • 
По и* вычислим соответствующее ^ , который затем возмутим 
величинами ±5*. По получаемой приближенной правой части 
различными методами восстановим решение задачи (7.10). 
Численные результаты представлены в таблице 7.1. Подчеркнуты 
те значения & , при которых погрешность наименьшая. Бросает­
ся в глаза, что в случае метода Лаврентьева оптимальное S-
значительно больше, чем в других методах. Это не случайно: 
доя метода Лаврентьева правило (IZ) (см. п.5.8) приводит к 
расходящемуся процессу - не выполнено условие р
а 
> 1 теоре­
мы 5.3. Видно также, что доя остальных методов погрешность 
IlUfv-UstII зависит от S довольно слабо. При приближении S- к 
і Погрешность IIur-UllfII растет во всех примерах. Видимо, 
не располагая никакой дополнительной информацией о решении, 
в правиле (П) можно рекомендовать Чг-%. 
Качественно такая же картина наблюдалась, когда правые 
части системы (7.10) возмущались псевдослучайными числами. 
7.4. Неравенство доя приближения (І.ІЗ). Для приближе­
ния (І.ІЗ) выбор X из условия (7.2), как будет показано в 
следующем пункте, приводит к сходящемуся процессу. Доказа­
тельство опирается на следующую лемму. 
Лемма 7.1. Пусть выполнены условия (7.4) и (7.5), при­
чем съ£ IIAyI l z .  Тогда для приближения (І .ІЗ) при любом uef 
и любом >г > о имеет место неравенство 
\ l^-u,\f  + K x (IIA^U f l - fo j j z  _ HA 1  u-fo 1) г )^ 
£ ((Г-AfAygi (AyAy)) (и
е
-и), U0-и), (7.12) 
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Доказательство.По формуле (6.1) 
Ar, (I-Ay Ay gt (AyAy)) (AyU 0  -fj"), 
а вместе с тем 
I IA 7 14- | | г = j f r -*gn , (>)Td(QfMiAyUо-fo), Ay и0 - fa), 
где (2L Га) - спектральное семейство проекторов оператора 
Ay A l l  
Для приближения (І.ІЗ) и любого ие E имеем 
Ua-U. = (J-AyAy^ x (AyAy))(U 0  -U) -t- (AyAy)Ay ( j-S-Ay «,). 
Отсвда 
I la x -U-H a = ((I-AyAy^t(AyAy)) (^a-(І"Ау Ay^ x CAy A t ^))(u 0 -u^j  
-t-3.$.&((1-Ау Ау£ъ(АуА*і\)(цо-и), Qtl(Ay Ar^)Ay (fp-Ay ч.)) + 
*  t (** }A<y)Ay{ f s~A 7 u) ,  ^ i (AyAy)Ay ( f f -Ayu) )  = 
= ((I-AyAy$>l(4yAy))z(ko-4)/ K0 -*) + 
t (Ay (Ay Ay)( I-Ay Ay  ^ ^,(AyAy))CUo —  - ^ g - —  u _ )  + •  
A - ( A y A y  Q x ( A y A y ) g j % ( A y A y  ) ( f s ~ A y u . ) ,  — Ау^\ 
(на последней шаге преобразований мы воспользовались форму­
лой (6.3)). Раскладывая 4 на слагаемые А у (и.0 - и.) и 
А^ч.-f J, напишем вспомогательное равенство 
(^n-(AyAy)II-Av jAy<^ % (AyAy))(Ay и. и  - f s) ,  Ay и* - fa)= 
= (^a(АуАу)(І-АуАу(AyAy])Ау(ч.<, - L v) ,  Ay (и. 0  -и.)^ч-
^ х ^^(%^(^4у)(І-АуАу^(АуАу))АуЫо~^),  Ay + 
+ ($" і(АуА^)(І-АуАу  ^ x (AyAy)) (Ауьс- fa) ,  Ayu-- f  г)  -
-  (А«\ Ay f lxCAy A^t l-Ay Ay Cj^(AyA v ))  (и 0  -cc) ;  U o  ~w)~ 
+ (^fA 7 A|)(I-AyAy $1 (AyAy ))^fV- A-yu) ,  fT-A 7 u).  
Полученные два равенства сложим почленно: 
IlWa- Ij5, + (gtM7 )(1 - ^(Ar l  У) (Ayko-fa); Ay4»-fs-) -
~  (  ( Г ~ A * i  A y  ( A y  A y ) )  ( u o  - и , )  j  U 0  -  u ^  
По условию (7.4) вследствие чего 
(  $ г ( А у  A y  ) ( [ - A y A y  ( A y A y  ) )  ( A y  u u - f j ) ;  А у Ч ь - f c ) =  
-  S g i  М )  &  ( Q y  ( * ) ( А у  u O  - f a ) ,  Л  у  U 0  ~  f s ) ž  
ъ  « ч | W ) 4  ( б ? 7 Ы  ( A 7  K 0  - f  Л  A y U o - f o ) =  K f l  І І А 7 Ч ' Ы  
Учитывая также, что 
f s  - А  у  *  ) ½  Ч  I l A y  и - f  F H z j  
приходим к неравенству (7.12). Лемма 7.1 доказана. 
Теперь мы в состоянии проанализировать случай, когда при 
фиксированных fg- и A^ невязка приближения (І.ІЗ) не дости­
гает критического уровная (7.2). 
Лемма 7.2. Пусть выполнены условия (7.4) и (7.5), <х^ 
^ Ilj)\ Пусть f еЯГАУ, а м* - решение уравнения (І.І). 
Если доя приближения (І.ІЗ) при каждом х > О выполняется не­
равенство IIAv^i-{ёІ|>0 + ІКПІ Y > то уравнение 4?u. = ^  раз­
решимо в смысле наименьших квадратов, и и
я
-* к.5^ при а-*лз, 
где Ct5 — ближайшее к иа решение указанного уравнения в 
смысле наименьших квадратов. 
Доказательство. По условию при каждом т>с>имеем КA^ ^ jj< 
< Sл Il^lj^ < IlA7Ua-^I/, и из (7.12) получаем 
^и^-^^\\'х^[(1~АуАу^(А^Ау))(и0 -кД u-0-ky.)-< I l u 0 - и,, (I. 
Итак система элементов ограничена, а значит слабо ком­
пактна. Пусть и
ч 
и', т„->оо. Тогда.4«^U r b i--^AyU.'. В силу 
(6.6) Av, Ux^ -XJv1 -fs }  где Q1 - ортопроектор, проектирующий на 
$>(А^). Значит, 4уи'= -fc/и уравнение A^и,- разрешимо 
в смысле наименьших квадратов; пусть u s  - решение, ука­
занное в лемме. Поскольку ((Am1 - || =¾ ^ |( <? 
£ Il А «и.,,-^jJ (а>о), то из (7.12) получаем 
/К- ( ( T - A y A y f a C t f A 1  ) ) t « o - b f y ) ,  при ^^ 
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(здесь нужно провести стандартные рассуждения с привлечением 
теоремы Банаха—Штейнгауза; заметим, что U0 - u,S) ^  е )1 ~ 
= ЖАу). Лемма 7.2. доказана. 
Лемма 7.3. Пусть выполнены условия (6.9), (7.4) и (7.5), 
cl? IlAy Ilz, »|>о. Если для приближения (І.ІЗ) при каждом 
г >0 выполняется неравенство Il A ^ ~ |( > 5 + (Il ч Л -Hl * 
а 
- u 61| )у, 
то справедливы утверждения леммы 7.2. 
Доказательство. В силу условий (6.9) и (7.4) невязка 
ІІАуЧ-х—f&ll монотонно убывает, а l/u4-u0і( монотонно воз­
растает по 
aV (СМ. П. 6.2). Отсюда и условия леммы заклю­
чаем, что Ilк. 11| 5 coiyd; при -?<>&, после чего повторяются 
рассуждения доказательства предыдущей леммы. Лемма 7.3 до­
казана. 
7.5. Сходимость приближений (І.ІЗ). Допустим, что вы­
полнено условие (6.8), обеспечивающее непрерывность /М^«ч-£|| 
по t, . Если , то либо существует ч. -
= ъСВ;"]), при котором имеет место равенство (7.2), либо 
1/.4^ >5 + IIuW Il у при каждом ъ-т-о . В последнем случае 
условимая считать t  - Ua= (см. лем-
МУ7.2). 
Теорема 7.2. Дусть и* - ближайшее к и
а  
реше­
ние уравнения (І.І). Цусть Il^s- f Il  ^  ^  /ІА«-А||£у, 
> 5-HIu.* Ц-у и выполнены условия (6.8), (7.4) и (7.5) с 
а 1|*- (о<у о). Если параметр х- о) в приближе­
нии (І.ІЗ) подобран из условия (7.2), то 
при £-5> Oy р-*<Х (7.13) 
Если начальная погрешность представима в виде 
Uk-IAlP-Ur^ Оср t H w(l ij j (7.14) 
то справедлива (оптимальная по порядку) оценка погрешности 
Доказательство. В случае конечного % = tICZj ^ ) из (7.2) 
и (7.12) следует, что 




Kan.- U.J14 (Kt^ ("O-Uih); «о-ч.*); [-AyAy$г (AyAy)i (7.16) 
Отсвда в силу (4,17) немедленно получаем сходимость (7.13), 
если t(£j*i)->oc> при$-*о,^-#о.В случае неравенство 
(7.16) верно при каздом г>о, и сходимость (7.13) несложным 
образом получаем в -предельном процессе. В случае, когда 
ifö^tconyt при -* о, 1^*0, привлекаем рассудцения п.6.5 с 
импликацией (6.41). 
При доказательстве оценки (7.15) будем считать 
конечным. В случае X(Sl^) = Oo рассуждения такие же, нужно 
только рассматривать достаточно большие \ и в заключении 
совершить предельный переход 
Оператор К
П/у самосопряжен и неотрицателен - это вы­
текает из неотрицательности функции Из (7.16) и 
(7.14) получаем 
If Ч'ч"44'# Il ^ H К-г/у* Lu-O -"*)(!= НК-і/у I A-I^ur 
£  I l I A 7 J f X - U  +  К ( І А ^ Р - / А | І > І І .  
Здесь ^-X(SjVj) определено условием (7.2). С учетом (3.6) 
продолжим это неравенство так: 
11M-I- м< If Л I A y lP ; * -  (7.17) 
Но . . 
где Jp - постоянная из неравенства (1.6). Поэтому, если 
то мы сразу приходим к оценке (7.15). 
Если же 1 то оценку (7.15) полу­
чаем иным способом из (6.35) и (6.36), повторив заключитель­
ную часть доказательства теоремы 6.1. 
Теорема 7.2 доказана. 
Теорема 7.3. Пусть j t e j Z (A ) ,  I l f s - -P  11-¾ /ІА^-АЦ^, 
IIA^ M0--Ij >5+/Ік о j) . Цусть выполнены условия (6.8), (6.9), 
(7.4) и (7.5) с CcziiAyIlz (о<-у <«j0). Параметр -1L ^) в 
приближении (І.ІЗ) выберем так, чтоюы выполнялось условие 
(7.3); если равенство (7.3) при конечных не достигается, 
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положим в соответствии с леммой 7.3 6,9 j 
= . Тогда при <5"-»о
у ^
о, где и-*. - бли­
жайшее к а0 решение уравнения (IeI). 
Доказательство.Как уже отмечалось, в силу условий (6.9) 
и (7.4) IIA^ монотонно убывает, а Ilи,%-и0Il монотонно 
возрастает по х ; из (6.8) вытекает непрерывная зависимость 
указанных норм от г , Наряду с определенным в форму­
лировке доказываемой, теоремы, введем в рассмотрение -
= <5";7) л пРи котором имеет место (7.2). Если £ 
< то при таком х (и вообще всех х , предшествующих 
і*) имеет место (7.16), откуда немедленно вытекает сходи­
мость и, <5-л) ->«.* при о> ^ ^ о. 




ІІ * lfu*~UoHf 
ибо в противном случае І/«о «о 11 > Il**- Ц, откуда 
из-за отмеченной монотонности !(A1f к^-^-Ни IHtfl-UolI следо­
вало бы, что ), вопреки условию. Значит, 
система элементов и,
а^
.^ ограничена, а вместе с тем слабо 
компактна. Цусть к.^ где -1,,-1^7*), rJn-*0 • 
Т о г д а  A u ^ m  =  C A v ^ n - A u ^ n )  ,  п о э т о м у  Л  u . и  
Iluy- U0 ІІ < Il ч-іп— чо Il ^ ЦиХп~ ц0Ц^ Ilktl-Uoi/. 
Поскольку - ближайшее Kuc решение уравнения (І.І), то 
<я'.= Uw , Il U0 ІІ Ilи¥ - Uo Il. Последняя сходимость вместе 
со слабой сходимостью и,
Піі
-U0--* влекут за собой 
сильную сходимость Wznii-Ke и.*.-и», или Итак, 
слабо компактная при 6-»D, ^ —>о система aa(j- х оказы­
вается сильно компактной с единственной предельной точкой а,. 
Это означает, что ч-* при <5"-> о, 
Теорема 7.3. доказана. 
Сомнительно, верна ли оценка {(7.14), (7.15)] при выбо­
ре X= -х (5, ф из условия (7.3). Трудности связаны с отсутст­
вием оценки на х(5, -^) и нарушением неравенства (7.16) при 
г > Xv(K)yI). Если на г наложить естественную априорную 
ЭЗ 
границу , d = LOtibt> о (ср. § 6), то 
удается установить более слабую чем (7.15) оценку погрешно­
сти: 
Замечание. Цусть выполнены условия теоремы 7.3, а усло­
вие выбора п, модифицируем: если (7.3) имеет место при неко­
тором t e(0/d,/C<>+*i)x2> то это X-I (£j rj) примем за параметр 
регуляризации в приближении (І.ІЗ); в противном случае поло­
жим <5)*})= Ж/&-+*}У\ Тогда при 7 0^у 
причем в случае начального приближения (7.14) 
Ilu-VJ,.,)-"* l)5C-WC^l)e/W/W',)), 0<р*р„. (7.18) 
Доказательство. В случае г остается в силе 
неравенство (7.17); если же то из (7.12) 
получаем более грубое неравенство 
"
vvIfd) )) ~ ttV ІІ3, ^ И К'а(Sfl)i*! (Цс~ u*)ilZ + 
-^(|1А^ ¥^-^5"1|г- Ии.(3-+^ . (7.19) 
Здесь 
(ІА^ j| <і ik^il у <; 5-h fjl<<<7ll-r||u.v-uaHjy, 
І І А ч < Ч ф ч ) — (  I l  )  7 >  
IIA*] «-*.-^5" (Ix— Il Ay ч Зу- )) ~ "f? Il2" ^  
<г[<5> (likoll+llub-uoj| )7] (Ilk^-Uo !I-Il^'?,. 
Но ввиду монотонного возрастания Iiaa-U0Il имеем 
Ціс+- і^о||- - ко Il £ Il1++- 61 -5 // — IluI1r(S) ^ iio Il ^ 
š |k* - Wa^5,,)) il £ cpsf 
(см. теорему'7.2). В итоге второй член в правой части нера­
венства (7.19) имеет оценку 0(\ первый член 
оценим как в доказательстве теоремы 7.2. В результате прихо­
дим к оценке (7.18). 
Если */<5/7^ или х(ä)«\) йсопу>і• (5 +7)"*2^ * 1  \ т о  
вместо (7.18) получаем более точную оценку (7.15). К сожале­
нию, 
yI(S) Vj) может выйти за эти границы. 
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7.-6. Сходимость метода итераций. Следующие теоремы до­
казываются аналогично-теоремам 7.2 и 7.3. 
Теорема 7.4. Пусть измеримая по Борелю функция 
у:[ о , а ] -* R удовлетворяет условиям (7.6), причем а ^ fl AJj^ 
о ) .  Ц у с т ь ^ е $ Щ  j j H A y A  I i I l ч 0 - f g I j >  
><54. Остановим итерации 
= ^Г -і )Ау (Ay K-n-1 ~~ "fs)> п~^)^ • ^(7.20) 
на первом п = K(Sr^)f при котором 
I I A y  N 5Ч/|«*||у (7.21) 
( и,* - ближайшее к U0 решение уравнения (І.І)); если тако­
го п. нет, положим п($л) = оо и U00= U5- = ltm, Ufv (см. лем-
> I п-»в» 
му 7.2). Тогда 
lWM) при (7.22) 
причем в случае начальной погрешности^ 
W0- «-*. = I А| JV-, р>с?, Il^Hf (7.23) 
справедлива (оптимальная по порядку) оценка 
HtWSV*j) - ** Il £ Cpjf о<р<р°, (7.24) 
Теорема 7.5. Пусть IlAyU0 - Iiu0IIy , а в осталь­
ном выполнены условия теоремы 7.4. Остановим итерации (7.20) 
на первом и. =гдля которого будет выполнено хотя бы 
одно из следующих двух неравенств: 
ІІАу Un - lj -t (І^сІ|4-|Ікц-Чо||)^ } H ? d,j(%+"'\f'> 
где cl>0 - задаваемое наперед число. Тогда остается в силе 
сходимость (7.22), а в случае начальной погрешности (7.23) 
справедлива (неоптимальная по порядку) оценка 
І І ^ к х с ^  ^ )  -  И  с ( & • + * ]  )  P A a - ( P + D )  о  < р  < о о  :  
7.7. Случай точно заданного оператора.Поставим перед 
собой целью уточнение постоянной в оценке (7.15), 
I) Напомним (см. п. 1.9), что для итерационных методов 
квалификация р0 •=<*?> 
95 
Теорема 7.6. Цусть -fsSlCА), /І^zr ~ ^Il^^ НА U6-^51|>5" 




- (I- AvA(А*А)) OL0 -H £А*А) А*^ (7.25) 
выберем af<5") таким образом, что^ 
IIAc4-^II=S. (7.26) 
Тогда 
"-H(S) -+ при &+0; (7.27) 
где и,* - ближайшее к U0 решение уравнения (І.І). При этом 
в случае начальной погрешности (7.14) справедливы оценки 
Ilu-Tff)-"•* Il H 0<J>i-1 (7.28) 
""-VJ) -«* Il 6 Cj>f/('y")5P/(Pt'\ 1 </>*/>„, (7.29) 
где Cp - решение уравнения 
(7.30) 
8/э и Г* - характеристики (см. п. 1.5.2). 
Если на 
rLfS") наложить априорное ограничение fC(S)^djSf 
сС — CQtertх),то оценки (7.28) и (7.29) остаются в силе при 
дос тс точно малых 
Доказательство. Сходимость (7.27) в теореме 7.2 уста­
новлена в более общей ситуации. Докажем оценку (7.28). При 
fX--rX (S) ? определяемом из условия (7.26), справедливо нера­
венство (ср. (7.16)) 
^-•чіЫІК^ІАМ, Kx= I-А'АgjA"A). (7.31) 
Оператор I Af самосопряжен и неотрицателен. Применением 
неравенства моментов находим 
IUx-U.,Il< Ii KjJP41V1VIAIpt1V-IIpzfp"' IMl</ff'1). 
При имеем (p^)j(zp)ž -1. Учитывая также, что |/1<
ч
||Я; 
I) Неравенство//Aua-fs" Il > ^ при всех ^  > О возможно 
лишь в том исключительном случае, когда Qfo=-f, при 
ч ->оо, где Q - ортопроектор, проектирующий на WÄ). Это 
следует из (7.12). 
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получаем 
ІІІ^^ІАГ іи IIkaIArVJI= ЦАМч.-иОИ. 
Из (6.36) и (7.26) 
К A Ka («о - и *) Il < IlA *1 - f<r Il 4- Il fF-f Il <• 
и мы приходим к оценке (7.28). 
Докажем (7.29). Из (7.31) 
и«>*(<?)-и*IUTpxIfI&)yp/zf (°<р*ро). 
Если тС<5") > с x f^3 5 xJ(р> -* О ^ 
то 
отсвда 
- ч*Н < с 
Если же t/<5) <. с ^S 1UP^
то 
повторение 
заключительной части доказательства теоремы 6.1 дает 
Il<W) -«*// б (А p^Vft С^Рт^у)?"1^5^ 
Полученные две оценки принимают единую форму (7.29), если 
с определить из условия (7.30). 
Из (7.31) видно также, что при Yp^ Q 
£1, <^ <5") имеем . 
Поэтому априорное ограничение не выбирать %(&) больше, чем 
&/5\ не портит оценок (7.28) и (7.29) при достаточно малых 
<Г. 
Теорема 7.6 доказана. 




дз (7.12) и (7.14) получаем 
Іі^ )-".||Ч ^ ,
я
(*»-<054 
откуда, в частности, 
f/^  гг) - Il^ 5^ 0<р£<і, (7.32) 
а в случае > 1 вытекает также оценка на tf5). 
Оценка (7.32) уточняет оценку {(6.55), (6.57)} , но 
,3 
имеет более узкую сферу применимости (ограничения на и 
рі-
Правая часть оценки (7.32) тем меньше, чем меньше . 
Но было бы поспешным делать вывод, что наилучшая точность 
действительно достигается при 
4 л т.е. по правилу 
(7.26). 
7.8. Заключение: как выбирать параметр регуляризации? 
На протяжении §§ 5-7 мы подробно изучили различные варианты 
принципа невязки. Выскажем некоторые подытоживающие сужде­
ния о целесообразности того или 
иного выбора параметра г = 
= в приближениях (1.7) и (І.ІЗ). 
Для приближения (1.7) допустимы правила выбора т. , 
сформулированные и обоснованные в § 5; критический уровень 
невязки приводит к расходящемуся процессу (тебрема 7.1). 
Для приближения (І.ІЗ) в случае точно заданного опера­
тора A^-A допустимы как правила выбора t, рассмотренные 
в § 6, так и правила с доведением невязки до критического 
уровня. Оба варианты выбора г приводят к оптимальным по 
порядку методам на классах решений (7.14). Следует, правда, 
еще раз обратить внимание на то обстоятельство, что обосно­
вание выбора 
hL с доведением невязки до критического уровня 
получено при более жестких ограничениях, чем в § 6. Для не­
которых методов, например, для явной итерационной схемы 
(2.23) с /Uefi/jlAltjl/IIAlf) допустимость критического 
уровня (7.7) неззязки остается открытым. 
В случае неточно заданного оператора А с полной уве­
ренностью можно привлекать правила § 6. С другой стороны, 
выбор % из условия (7.2) практически нереализуем, а для 
его аналога (7.3) нам не удалось вывести оценок оптимально­
го порядка. 
Есть несколько причин в случае итерационных методов от­
дать предпочтение правилам § 6 выбора ъ. Во-первых эти пра­
вила, в отличие от правил настоящего параграфа, приводят к 
ограничениям на число итераций (см., например, (6.20), (6.22)), 
что весьма важно для практических вычислений. Во-вторых, 
хотя мы и не исследовали влияние ошибок округления, довольно 
ясно и без выкладок, что итерационный метод относительно 
таких ошибок тем устойчивее, чем меньше итераций нужно 
проделать
1^. В-третьих, наличие параметров и т.д. 
в правилах § 6 делают их гибкими, позволяют настроить их на 
решаемую задачу. Но эту гибкость можно расценивать и как 
недостаток - нужны дополнительные соображения о выборе 
и 
В задачах практики обычно уровни погрешности 5* и у 
jjIIAy-АІІ ) известны не совсем четко, поэто­
му мы волей-неволей вынуждены привлекать правила типов 
§§ 5, 6. Впрочем, и сам принцип невязки является лишь одним 
из практических способов для выбора параметра регуляризации. 
Обзор других способов см. [63, 64]. 
I) Анализ влияния ошибок округления в итерационных ме­
тодах см. в [32, 33, 14]. 
Библиографические замечания 
Основы теории некорректно поставленных задач заложены 
А.Н.Тихоновым, М.М.Лаврентьевым и В.К.Ивановым. 
Первые регуляризаторы типа (1.7) и (I.13) были построе­
ны М.М.Лаврентьевым [46] и А.Н.Тихоновым [бі]. Их методы 
описаны в п. 2.1 и 2.3 (А.Н.Тихонов излагает свой метод в 
более общей форме в вариационной формулировке). Кроме того, 
в [46] показано, что и явная итерационная схема определяет 
регуляризатор (утверждение типа теоремы 4.1 для метода ите­
раций), 
В литературе наиболее популярным объектом исследования 
являлся метод Тихонова. Особо отметим работы В.К.Иванова 
[34] и В.А.Морозова [51-54], положивших начало изучению 
принципа невязки для метода Тихонова. Затем эти тематика 
изучалась в работах [э, II, 27, 28]; отметим также недавние 
работы [2, 6, 33, 48, 69]. Принцип невязки для метода Тихо­
нова к настоящему времени всесторонне исследован, рассмотре­
ны задачи в банаховых пространствах, нелинейные задачи, раз­
личные варианты реализации принципа. Тем не менее, теоремы 
6.1 и 6.2 содержат новые результаты и в применении к методу 
Тихонова - это оценки сходимости в случае приближенно задан­
ного оператора. 
По методу итераций тоже выполнен ряд интересных работ. 
В [68, 41, 58, 59] итерационный метод исследован в случае 
точных данных задачи, а в работах [46, 40, 44] в случае не­
точных данных. Принципу невязки останова итераций посвящены 
работы [9, II, 32, 33, 14]. Перечисленные работы затрагивают 
явную итерационную схему. Неявная итерационная схема на уров­
не априорного задания числа итераций исследовалась в [51, 77, 
45]. Теоремы 6Л и 6.2 в применении к итерационным методам 
сравнимы с результатами [14]; в [14] использовалась другая 
методика доказательства. В последнее время, выполнен ряд ин­
тересных работ по нелинейным (нестационарным) итерационным 
методам; см. [74-76, I, 25-26, 66, 56-57, 20J. 
Идея построения регуляризаторов некорректно поставлен-
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ных задач как некоторых функций от оператора решаемого урав­
нения выдвинута и развита А.Б.Бакушинским [7-12]. Им, в 
частности, исследовался принцип невязки, но соответствующие 
результаты несколько эпизодические. Изложение §§ 1-7 следует 
работам [15-19]. В частности, в [18] выявлена решающая роль 
условий (1.5), (1.6) и квалификации метода при обосновании 
принципа невязки, а в [19] выделен класс методов, рассмотрен­
ный в § 7. Утверждения типа леммы 7.1 и теоремы 7.6 для мето­
да Тихонова и метода последовательных приближений (явной схе­
мы) были ранее получены в богатой новыми идеями работе 
В.И.Емелина и М.А.Красносельского [ЗЗ]. 
В работах [72, 73ц 80] исследован класс методов в усло­
виях точно заданной правой части и оператора; теорема 4.6 
усиливает и уточняет эти результаты. 
Основные достижения данной работы, на наш взгляд, связа­
ны с допущением неточного задания оператора решаемого уравне­
ния. Ради простоты, мы ограничились случаем, когда приближен­
ный оператор A^ близок к точному А по норме (ІІА^-А 
Однако, развитые нами методы позволяют проанализировать и 
случай, когда A^А поточечно или даже в смысле дискрет­
ной сходимости (о понятии дискретной сходимости на формализо­
ванном уровне см. [13]). Отметим попутно работы [3, 4, 78, 
79], в которых предпринята любопытная попытка использовать дис­
кретизацию задачи в качестве регуляризуещего фактора. 
• Отметим также недавнюю работу А.Н.Тихонова [62], в кото­
рой рассматриваются устойчивые методы решения приближенно за­
данных систем линейных алгебраических уравнений (разыскивает­
ся нормальное решение). 
Более подробную библиографию по различным аспектам тео­
рии некорректно поставленных задач, особенно по вариационным 
методам решения таких задач см. в монографиях [63, 35, 49]. 
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