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INTENZIT¶ASALAP¶U MODELLEZ¶ES ¶ES A
M¶ERT¶EKCSERE1
MEDVEGYEV P¶ETER { PLANK P¶ETER
Budapesti Corvinus Egyetem { Morgan Stanley
A dolgozatban a hitelderivat¶³v¶ak intenzit¶asalap¶u modellez¶es¶enek n¶eh¶any k¶er-
d¶es¶et vizsg¶aljuk meg. Megmutatjuk, hogy alkalmas m¶ert¶ekcser¶evel nemcsak
a dupl¶an sztochasztikus folyamatok, hanem tetsz}oleges intenzit¶assal rendel-
kez}o pontfolyamat eset¶en is kisz¶amolhat¶o az Äosszetett k¶ar- ¶es cs}odfolyamat
eloszl¶as¶anak Laplace-transzform¶altja.
Bevezet¶es
A hitelderivativ¶ak val¶osz¶³n}us¶egsz¶am¶³t¶asi eszkÄozÄokkel tÄort¶en}o matematikai le-
¶³r¶as¶ara k¶et alapvet}oen elt¶er}o modellez¶esi ¯loz¶o¯a ¶all rendelkez¶esÄunkre. A
struktur¶alis modellek a cs}odÄoket kÄozvetetten, pl. a v¶allalati kÄotv¶enyekre vo-
natkoz¶o CDS-ekb}ol ¶all¶o portf¶oli¶o eset¶eben a v¶allalatok ¶ert¶ek¶enek alakul¶as¶ab¶ol
pr¶ob¶alj¶ak visszakÄovetkeztetni, ¶am ekkor jelent}os sz¶am¶u, s legtÄobbszÄor meg-
k¶erd}ojelezhet}o felt¶etelez¶essel kell ¶elnÄunk. Ezzel szemben a reduk¶alt form¶aj¶u
modellek eset¶eben kÄozvetlenÄul a cs}odid}ok ¶es a cs}odÄok sor¶an realiz¶al¶od¶o k¶arok
modellez¶ese a c¶elunk, mely ekvivalens a cs}odÄok egy adott id}opontbeli sz¶am¶at
megad¶o sz¶aml¶al¶o folyamat, illetve a vesztes¶eg nagys¶ag¶at is ¯gyelembe vev}o
Äosszetett folyamat tanulm¶anyoz¶as¶aval. Ilyenkor a k¶ar vagy cs}odesem¶enyek
ok¶ar¶ol, egym¶asut¶anj¶ar¶ol l¶enyeg¶eben semmilyen kÄozgazdas¶agi, struktur¶alis fel-
t¶etellel nem ¶elÄunk. MindÄossze azt kÄoveteljÄuk meg, hogy az egyes k¶arese-
m¶enyek bekÄovetkez¶esekor az esem¶eny bekÄovetkez¶es¶er}ol tudom¶asunk legyen.
Matematikai terminol¶ogi¶aban ez azt jelenti, hogy az egyes k¶aresem¶enyek be-
kÄovetkez¶esi id}opontjai ¶ugynevezett meg¶all¶asi id}oket alkotnak.
VegyÄuk ¶eszre, hogy a helyzet nagyon hasonl¶o ahhoz, amivel az oper¶aci¶os
kock¶azat meghat¶aroz¶asakor szembesÄulÄunk. E terÄulet alapmodellje szerint a
hib¶ak bekÄovetkez¶es¶et Poisson-folyamattal, m¶³g a k¶ar nagys¶ag¶at lognorm¶alis
eloszl¶as¶u val¶osz¶³n}us¶egi v¶altoz¶oval szok¶as modellezni, melyek egyÄutt egy Äossze-
tett Poisson-folyamatot hat¶aroznak meg. A hitelderivat¶³v¶ak eset¶ehez hason-
l¶oan v¶egs}o soron itt is az egyes id}opontokban fenn¶all¶o kumulat¶³v k¶arnagys¶ag
(teh¶at az Äosszetett Poisson-folyamat adott id}opontbeli ¶ert¶ek¶enek) eloszl¶as¶at
szeretn¶enk megadni. A feladat megold¶asa azonban m¶ar ezen az egyszer}u
szinten is komoly kih¶³v¶ast jelent, hiszen a keresett eloszl¶ast kÄozvetlenÄul nem
tudjuk kisz¶amolni. A kÄozismert technika a Laplace-transzform¶alt invert¶a-
l¶as¶ara ¶epÄul. Nem meglep}o teh¶at, hogy a hitelderivat¶³v¶ak reduk¶alt form¶aj¶u
modellez¶ese sor¶an is e transzform¶alt meghat¶aroz¶asa a c¶elunk.
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Fontos kÄulÄonbs¶eg azonban az oper¶aci¶os kock¶azat modellez¶ese ¶es a p¶enzÄugyi
matematika kÄozÄott, hogy az ut¶obbi eset¶en az a val¶osz¶³n}us¶egsz¶am¶³t¶asban alap-
vet}o szerepet j¶atsz¶o felt¶etel, miszerint a val¶osz¶³n}us¶egi m¶ert¶ek ismert ¶es el}ore
rÄogz¶³tett nem haszn¶alhat¶o. A p¶enzÄugyi matematika legf}obb matematikai
trÄukkje az, hogy a piaci szerepl}ok preferenci¶ait a kock¶azatmentes m¶ert¶ekbe
olvasztja be. Ennek nagyon egyszer}u oka van: a p¶enzÄugyi dÄont¶esekre ¶altal¶aban
a nagy sz¶amok tÄorv¶enye nem haszn¶alhat¶o. B¶ar f¶aj¶oan sokan ¶ugy k¶epzelik, a
p¶enzÄugyek nem szerencsej¶at¶ek, ahol a tÄomegjelens¶egek viselked¶esi szab¶alyai
¶erv¶enyesek, hanem kock¶azatkezel¶es, ahol a vesztes¶egt}ol val¶o f¶elelem, a koc-
k¶azat minimaliz¶al¶asa a c¶el. Eleve k¶erd¶eses, hogy az egyes p¶enzÄugyi szitu¶a-
ci¶ok tekinthet}ok-e ism¶etl}od}o esem¶enyeknek, de ha annak is tekinthet}ok, az
egyes kimenetekt}ol val¶o f¶elelem automatikusan torz¶³tja a kimenetek ¶ar¶at.
Hi¶aba lesz egy ism¶etl}od}o helyzetben k¶et kimenet val¶osz¶³n}us¶ege azonos, ha az
egyikt}ol jobban f¶elÄunk, mint a m¶asikt¶ol, akkor az ¶arakban nem els}osorban a
kimenetelek val¶osz¶³n}us¶ege, hanem a f¶elelmek relat¶³v foka fog tÄukrÄoz}odni. A
p¶enzÄugyekben ugyan¶ugy, ahogyan a kÄozgazdas¶agtan minden m¶as terÄulet¶en az
¶arakat l¶enyeg¶eben a kereslet ¶es a k¶³n¶alat hat¶arozza meg, amelyek pedig alap-
vet}oen a piaci szerepl}ok mot¶³vumait¶ol, vagyis azok hasznoss¶agi fÄuggv¶enyeit}ol
fÄuggenek. Az alapvet}o m¶odszertani probl¶ema az, hogy mivel a piaci sze-
repl}ok gondolatait nem ismerjÄuk, feltesszÄuk, hogy az ¶altaluk bevitt torz¶³t¶ast
az ¶arakb¶ol tudjuk visszakÄovetkeztetni. FeltesszÄuk teh¶at, hogy adott egy Q
m¶ert¶ek, amely k¶odolt form¶aban tartalmazza mind a val¶osz¶³n}us¶egeket, mind
a hasznoss¶agi fÄuggv¶enyek ¶altal a piaci mechanizmusokon keresztÄul gyako-
rolt torz¶³t¶o hat¶asokat. Az ¶³gy kapott m¶ert¶ekr}ol egyetlen dolgot tehetÄunk fel,
nevezetesen, hogy a m¶ert¶ek ekvivalens az eredeti esetlegesen l¶etez}o val¶osz¶³-
n}us¶egi m¶ert¶ekkel. Ez alatt azt ¶ertjÄuk, hogy a nulla val¶osz¶³n}us¶eg}u esem¶enyek
a k¶et m¶ert¶ek alatt megegyeznek. Vagyis a k¶et m¶ert¶ek alatt a lehetetlen-
nek, kÄovetkez¶esk¶eppen a biztosnak tekintett esem¶enyek azonosak. FeltesszÄuk
tov¶abb¶a, hogy ezen m¶ert¶ek szerinti diszkont¶alt v¶arhat¶o ¶ert¶ekk¶ent sz¶amoljuk
ki az aktu¶alis ¶arakat. Ezt a modellfelt¶etelt k¶et dologra tudjuk felhaszn¶alni:
egyr¶eszt az ismert ¶arakb¶ol kÄovetkeztetni tudunk az ismeretlen Q m¶ert¶ekre
(ezt h¶³vjuk kalibr¶al¶asnak), m¶asr¶eszt a kalibr¶alt Q seg¶³ts¶eg¶evel kÄovetkeztetni
tudunk az esetleges ismeretlen ¶arakra. Az ¶arakat tÄobb okb¶ol nem ismerjÄuk:
vagy az¶ert, mert m¶eg a term¶ek nincs is a piacon ¶es az esetleges alkalmas
piaci ¶arat akarjuk kital¶alni, vagy, igen gyakran az¶ert, mert a term¶ek piaca
nem el¶eg likvid ahhoz, hogy az utolj¶ara meg¯gyelt ¶arak mÄogÄotti t¶enyleges
kereslet-k¶³n¶alati viszonyokat m¶ervad¶onak tekintsÄuk. A kalibr¶aci¶o, vagyis a Q
m¶ert¶ek kisz¶amol¶as¶anak tov¶abbi el}onye, hogy a Q m¶ert¶ek inform¶aci¶ot ny¶ujt
a piaci szerepl}ok kock¶azati preferenci¶aj¶ar¶ol is, vagyis az egyes kock¶azati for-
r¶asokt¶ol val¶o f¶elelem relat¶³v szintj¶ere. P¶eld¶aul a CDS-ek eset¶en a CDS-ek
¶ar¶ab¶ol kÄovetkeztetni lehet a cs}od Q m¶ert¶ek alatti val¶osz¶³n}us¶eg¶ere, amely
nemcsak az esem¶eny bekÄovetkez¶es¶enek val¶osz¶³n}us¶eg¶et tÄukrÄozi, hanem a cs}od
kÄovetkezm¶enyeit}ol val¶o f¶elelem fok¶ara is r¶avil¶ag¶³t.
Ezzel a megkÄozel¶³t¶essel van azonban egy alapvet}o matematikai probl¶ema:
a kÄulÄonbÄoz}o sztochasztikus tulajdons¶agok egy jelent}os r¶esze nem invari¶ans
az ekvivalens m¶ert¶ekcser¶ere n¶ezve. Mivel a val¶osz¶³n}us¶egsz¶am¶³t¶asi intu¶³ci¶o
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¶altal¶aban a ,,val¶odi" val¶osz¶³n}us¶egre ¶epÄul, k¶erd¶eses, hogy a kicser¶elt m¶ert¶ek
eset¶en milyen sztochasztikus tulajdons¶agok maradnak ¶erv¶enyben. A p¶enzÄugyi
modellez¶es sor¶an gyakran keveredik e tulajdons¶agok val¶os ¶es a kock¶azatmentes
m¶ert¶ek alatti vizsg¶alata, s a kett}o kÄozÄotti elt¶er¶es a modellkock¶azat legf}obb
forr¶asa. Mik¶ent megjegyeztÄuk, az egyedÄuli alkalmazhat¶o megkÄot¶es, hogy a
nulla val¶osz¶³n}us¶eg}u esem¶enyek halmaza nem v¶altozik. Ennek igen egyszer}u
kÄozgazdas¶agi oka van: azoknak ¶es csakis azoknak a v¶eletlen ki¯zet¶eseknek
lesz ¶ertelmes m¶odon pozit¶³v az ¶ara, amikor pozit¶³v val¶osz¶³n}us¶eggel kapunk is
valamit. KÄovetkez¶esk¶epp feltehetjÄuk, hogy a m¶ert¶ekcsere ekvivalens. Ha nem
is t¶ul sok tulajdons¶ag, de az¶ert n¶eh¶any nem v¶altozik az ekvivalens m¶ert¶ek-
csere sor¶an. Ilyen az ekvivalencia oszt¶alyok fogalma, az arbitr¶azs fogalma,
a szemimarting¶alok oszt¶alya, illetve a kvadratikus vari¶aci¶o, tov¶abb¶a a tra-
jekt¶ori¶ak topol¶ogiai tulajdons¶agai (mint amilyen pl. a folytonoss¶ag vagy a
differenci¶alhat¶os¶ag).
Az al¶abbi t¶argyal¶as kiindul¶opontja, hogy a sz¶aml¶al¶o folyamatok egy bi-
zonyos csal¶adja, nevezetesen az intenzit¶assal rendelkez}o sz¶aml¶al¶o folyamatok
oszt¶alya is invari¶ans az ekvivalens m¶ert¶ekcser¶ere n¶ezve, azaz a val¶os ¶es kock¶a-
zatmentes m¶ert¶ek kÄozÄotti elt¶er¶es az intenzit¶as v¶altoz¶as¶an keresztÄul modellez-
het}o. Ez a t¶etel tal¶an nem annyira ismert, mint az eml¶³tett tÄobbi invariancia
tulajdons¶ag, ¶³gy a bizony¶³t¶as¶at a kÄovetkez}okben ismertetni fogjuk.
Az intenzit¶assal rendelkez}o sz¶aml¶al¶o folyamatok oszt¶aly¶anak egyik igen
hasznos r¶eszcsal¶adj¶at alkotj¶ak az ¶ugynevezett dupl¶an sztochasztikus folyama-
tok. Ezek eset¶eben ugyanis a Poisson-folyamatokra ¶erv¶enyes sz¶amos eleg¶ans
sz¶amol¶asi szab¶aly kÄozvetlenÄul ¶atvihet}o. ¶Igy p¶eld¶aul meghat¶arozhat¶o az Äossze-
tett folyamat eloszl¶asa, vagyis amikor a v¶eletlenszer}uen bekÄovetkez}o k¶arok
modellez¶esekor nemcsak a k¶arok sz¶am¶at, hanem azok nagys¶ag¶at is ¯gyelem-
be akarjuk venni. Az elj¶ar¶as kiindul¶opontj¶aul az az ¶eszrev¶etel szolg¶al, hogy
az Äosszetett eloszl¶as Laplace-transzform¶altja az intenzit¶as alapj¶an fel¶³rhat¶o.
Fel¶³runk egy modellt az intenzit¶as alakul¶as¶ara, ez alapj¶an kisz¶amoljuk az
Äosszetett eloszl¶as Laplace-transzform¶altj¶at, majd a transzform¶alt invert¶al¶a-
s¶aval meghat¶arozzuk az Äosszetett eloszl¶ast. Ezen elv kÄozponti szerepet j¶atszik
az intenzit¶asalap¶u modellez¶es sor¶an, s r¶amutat mi¶ert is jelentenek e folyama-
tok hat¶ekony vizsg¶al¶od¶asi eszkÄozt.
A dupl¶an sztochasztikus folyamatok csal¶adja azonban t¶uls¶agosan sz}uk:
egyr¶eszt e folyamatok nem invari¶ansak az ekvivalens m¶ert¶ekcser¶ere n¶ezve
(ld. [7]), m¶asr¶eszt nem k¶epesek reproduk¶alni a cs}odÄok klaszterez}od¶es¶enek
jelens¶eg¶et, azaz a kor¶abban bekÄovetkezett cs}odÄok sz¶ama nem nÄovelheti a
k¶es}obbi cs}odÄok bekÄovetkez¶es¶enek es¶ely¶et. ¶Altal¶anos esetben azonban az in-
tenzit¶assal rendelkez}o sz¶aml¶al¶o folyamatok Laplace-transzform¶altj¶anak meg-
hat¶aroz¶asa kÄozvetlenÄul nem egyszer}u feladat. A megold¶ast az [5] dolgozat
egy igen sz¶ep gondolata tartalmazza: egy tov¶abbi m¶ert¶ekcser¶evel a Laplace-
transzform¶alt nem dupl¶an sztochasztikus folyamat eset¶en is kisz¶amolhat¶o az
intenzit¶as alapj¶an. Az eml¶³tett publik¶aci¶o egy kor¶abbi verzi¶oja azonban hib¶as
volt, az aktu¶alis v¶altozata viszont t¶ul kÄorÄulm¶enyes ¶es igen nehezen kÄovethet}o,
¶³gy v¶elhet}oen akad¶alyozza a technika sz¶eles kÄor}u elterjed¶es¶et. Mivel v¶e-
lem¶enyÄunk szerint egy igen fontos matematikai eszkÄozr}ol van sz¶o, ¶³gy az
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al¶abbiakban r¶eszletesen bemutatunk egy olyan, t}olÄunk sz¶armaz¶o egyszer}u
gondolatmenetet, amivel az [5] dolgozat eredm¶enyei kÄonnyen { legal¶abbis a
sztochasztikus anal¶³zisben j¶aratos olvas¶o sz¶am¶ara kÄonnyen { meg¶erthet}oek.
Az ¶altalunk bemutatott megkÄozel¶³t¶es seg¶³ts¶eget adhat a konkr¶et alkalma-
z¶asok hat¶ekony kidolgoz¶asa sor¶an, ugyanakkor a m¶odszer alapgondolat¶anak
meg¶ert¶es¶ehez nem szÄuks¶eges, hogy az olvas¶o a sztochasztikus anal¶³zis saj¶atos
nyelvezet¶enek minden r¶eszlet¶evel tiszt¶aban legyen. Az egyes l¶ep¶esek mate-
matikai t¶argyal¶asa mellett megpr¶ob¶alunk a sztochasztikus anal¶³zisb}ol ¶atvett
t¶etelek egyszer}u kÄozgazdas¶agi interpret¶aci¶oj¶ara is r¶avil¶ag¶³tani.
1 A kÄozgazdas¶agi h¶att¶er rÄovid bemutat¶asa
A dolgozatban t¶argyalt matematikai probl¶ema kÄozgazdas¶agi h¶atter¶enek be-
mutat¶as¶ahoz ¶erdemes a jelz¶aloghitelekre ¶epÄul}o sz¶armaztatott term¶ekek ¶ara-
z¶as¶anak k¶erd¶es¶eb}ol kiindulni. A probl¶ema fontoss¶aga nemcsak abb¶ol fakad,
hogy tÄort¶enetileg ¶eppen ezen derivat¶³v¶ak piac¶anak Äosszeoml¶asa vezetett a je-
lenlegi p¶enzÄugyi v¶als¶aghoz, hanem az¶ert is, mert az alapterm¶ek jelent}os¶ege a
v¶als¶agot kÄovet}oen is fennmarad, hiszen a jelz¶aloghitelek teszik ki a lakoss¶agi
hitel¶allom¶any t¶ulnyom¶o tÄobbs¶eg¶et. Vagyis a v¶als¶ag kapcs¶an felmerÄult prob-
l¶em¶ak nem tÄuntett¶ek el ezt az alapterm¶eket ¶es az avval kapcsolatos kock¶aza-
tokat, ¶³gy a jelz¶aloghitelek viselked¶es¶enek meg¶ert¶ese tov¶abbra is a p¶enzÄugyi
elm¶elet egyik fontos feladata marad.
De mib}ol is fakad a jelz¶aloghitelek kock¶azatoss¶aga? Ennek tÄobb oka van:
egyr¶eszt a hitelt felvev}o szem¶ely becs}odÄolhet, ¶³gy nem tudja ¯zetni a tov¶abbi
r¶eszleteket. A cs}od lehet}os¶eg¶en k¶³vÄuli tov¶abbi probl¶ema a tÄorleszt}or¶eszlet bi-
zonytalans¶aga, melynek nagys¶aga l¶enyeg¶eben a piaci szerepl}okt}ol fÄuggetlen
kÄuls}o { nagyr¶eszt makroÄokon¶omiai { t¶enyez}ok alakul¶as¶at¶ol fÄugg. Norm¶al
piaci-p¶enzÄugyi kÄorÄulm¶enyek kÄozÄott a tÄorleszt}or¶eszlet az aktu¶alis kamatl¶ab
fÄuggv¶enye, ¶am tov¶abbi (kÄozvetett) hat¶ask¶ent megeml¶³tend}o, hogy magas ka-
matl¶ab eset¶en ¶altal¶aban alacsony a foglalkoztat¶as, teh¶at kisebb a kÄolcsÄont
felvev}o jÄovedelme, ¶³gy n}o a cs}od val¶osz¶³n}us¶ege. Magyarorsz¶agon a tÄorleszt}o-
r¶eszletek gyakran idegen deviz¶aban vannak meghat¶arozva, kÄovetkez¶esk¶eppen
a kamatl¶abak ingadoz¶as¶an k¶³vÄul m¶eg a deviza¶arfolyamok alakul¶asa is egy bi-
zonytalans¶agi forr¶asul szolg¶al. Ezzel ellent¶etes folyamat az ¶ujra¯nansz¶³roz¶as
lehet}os¶ege, melyre sz¶amos orsz¶agban ad¶odik lehet}os¶eg: amikor a gazdas¶agi
kÄornyezet javul ¶es ¶³gy a kamatl¶abak csÄokkennek az ad¶osok egy esetlegesen
kedvez}obb hitellel kiv¶althatj¶ak a kor¶abbi hiteleiket, ¶am ez a hitelez}o szem-
pontj¶ab¶ol szint¶en vesztes¶eget jelent. KÄovetkez¶esk¶eppen a jelz¶aloghitelekb}ol
sz¶armaz¶o p¶enz¶aram l¶enyeg¶eben ¶attekinthetetlen m¶odon fÄugg a makroÄokon¶o-
miai felt¶etelekt}ol. Ezen bizonytalans¶agok egyÄuttese olyan nagy, hogy egyetlen
piaci szerepl}o sem sz¶³vesen v¶allalja ¶at }oket, a kÄolcsÄont ny¶ujt¶o helyi bankok ¶es
p¶enzÄugyi int¶ezm¶enyek teh¶at megpr¶ob¶alnak ezekt}ol a kock¶azatokt¶ol megsza-
badulni. A dolog n¶emik¶eppen eml¶ekeztet a viszontbiztos¶³t¶as probl¶em¶aj¶ahoz.
A helyi ,,kis" biztos¶³t¶ok az egyedi biztos¶³t¶asi kÄotv¶enyeket egy ,,nagyobb"
kos¶arba helyezik ¶es abban b¶³znak, hogy az egyedi kock¶azatok ingadoz¶asa {
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a nagy sz¶amok tÄorv¶enye alapj¶an { kiegyenl¶³t}odik ¶es ¶³gy a kock¶azatos p¶enz-
¶aramokat biztos p¶enz¶aramm¶a lehet konvert¶alni. A jelz¶aloghitelek eset¶en az
anal¶og trÄukk a jelz¶alogalap¶u kÄotv¶enyek kibocs¶at¶asa: egy sor egyedi jelz¶a-
logkÄotv¶enyb}ol egy ¶uj ,,szuperkÄotv¶enyt" hozunk l¶etre, e ezen ¶uj kÄotv¶eny bir-
tokos¶anak ¶atadjuk a ,,szuperkÄotv¶eny" alapj¶aul szolg¶al¶o egyedi jelz¶alogokb¶ol
sz¶armaz¶o bizonytalan p¶enz¶aramokat, term¶eszetesen egy ¯x vagy el}ore meg-
hat¶arozott rendben felmerÄul}o d¶³j ellen¶eben. A k¶erd¶es m¶ar csak annyi, hogy
mennyi ez a d¶³j?
A probl¶ema megold¶as¶ara k¶et ¶ut k¶³n¶alkozik. Az egyik lehet}os¶eg az, hogy
szak¶³tunk a val¶osz¶³n}us¶egsz¶am¶³t¶asi nyelvezettel ¶es a p¶enzÄugyi folyamatokat
a hagyom¶anyos kÄozgazdas¶agtani eszkÄozÄokkel pr¶ob¶aljuk modellezni. Ilyenkor
azonban szembekerÄulÄunk avval, hogy a mikroÄokon¶omiai szeml¶elet}u kÄozgazda-
s¶agi modellek jelent}os r¶esze nagyon nehezen operacionaliz¶alhat¶o, ugyanis az
elm¶eletben alapvet}o szerepet j¶atsz¶o hasznoss¶agi fÄuggv¶enyek nehezen ¯gyel-
het}ok meg. Gyakran elhangzik, hogy a p¶enzÄugyi elemz¶esben j¶at¶ekelm¶eleti
eszkÄozÄoket kellene haszn¶alni. Elvileg igen, de a p¶enzÄugyi gyakorlat minden-
napjaiban e modellek haszn¶alhat¶os¶ag¶at m¶eg nem sikerÄult igazolni, f}oleg az¶ert
nem, mert a j¶at¶ekelm¶elet alapj¶aul szolg¶al¶o fogalmak nem kÄozvetlenÄul meg-
¯gyelhet}ok, ¯xen adatb¶azisokban nem ¶³rhat¶ok le. Egy m¶asik lehet}os¶eg a
makrot¶enyez}ok be¶ep¶³t¶ese a modellekbe, de ilyenkor meg avval kell sz¶amolni,
hogy a modellek adattartalma ¶es id}ohorizontja egyszer}uen alkalmatlan a piaci
gyakorlat ¶altal t¶amasztott pontoss¶ag kiel¶eg¶³t¶es¶ere. Tov¶abbi { jobb alternat¶³va
h¶³j¶an felmerÄul}o { lehet}os¶eg, hogy meg}orizzÄuk a sztochasztikus nyelvezetet, an-
nak ellen¶ere, hogy pontosan l¶atjuk az ebb}ol ered}o probl¶em¶akat, de ¶ovatosan
¶es rendk¶³vÄul kÄorÄultekint}oen j¶arunk el: csak olyan val¶osz¶³n}us¶egi modelleket
engedÄunk meg, amelyek invari¶ansak az ekvivalens m¶ert¶ekcser¶ere.
ÄOsszetett vesztes¶egfolyamatok kÄozgazdas¶agi probl¶em¶ai
Mik¶ent az el}oz}o pontban eml¶³tettÄuk, a kÄulÄonbÄoz}o p¶enzÄugyi elemz¶esek egyik
alapvet}o k¶erd¶ese, hogy mik¶ent modellezhetjÄuk egy adott id}oszak alatt bekÄo-
vetkez}o k¶aresem¶enyek egyÄuttes¶enek eloszl¶as¶at, mely nyilv¶anval¶o m¶odon k¶et
komponenst}ol fÄugg: milyen gyakran ¶es mekkora k¶ar kÄovetkezett be. A klasszi-
kus biztos¶³t¶asmatematik¶aban feltehetjÄuk, hogy a k¶et folyamat egym¶ast¶ol fÄug-
getlen, ¶³gy e megkÄozel¶³t¶esi m¶od sor¶an ezek egym¶ast¶ol kÄulÄon¶all¶oan model-
lezhet}oek. E felt¶etel jelent}os egyszer}us¶³t¶est jelent a modell becsl¶ese szem-
pontj¶ab¶ol, hiszen hosszabb id}oszak alatt nagy sz¶am¶u adat ¯gyelhet}o meg
mind az egyes esem¶enyek kÄozÄott eltelt id}oszakokr¶ol, mind a bekÄovetkez}o
k¶arok nagys¶ag¶ar¶ol. A val¶osz¶³n}us¶egsz¶am¶³t¶asban azonban ¶altal¶anosan nem a
peremeloszl¶asok modellez¶ese, hanem az egyÄuttes eloszl¶asok megad¶asa jelenti
a probl¶em¶at. A felt¶etelezett fÄuggetlens¶eg miatt term¶eszetesen az egyÄuttes
eloszl¶as teljess¶eggel le¶³rhat¶o a peremeloszl¶asok seg¶³ts¶eg¶evel, ¶am mint arra a
bevezet}oben is kit¶ertÄunk, a jelz¶aloghitelek eset¶eben a fÄuggetlens¶eg felt¶etelez¶ese
nem elfogadhat¶o, hiszen a p¶enzÄugyi cs}odesem¶enyek eset¶en az egyik alapvet}o
¶eszrev¶etel a folyamatok Äoner}os¶³t}o volta. A bekÄovetkez}o cs}odÄok sz¶am¶anak
nÄoveked¶ese tov¶abb nÄoveli a cs}odÄok intenzit¶as¶at, illetve nagys¶ag¶at.
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Tov¶abbi probl¶em¶at jelent, hogy a k¶aresem¶enyek Äosszetett eloszl¶as¶anak
modellez¶es¶et k¶et kÄulÄonbÄoz}o c¶elra lehet felhaszn¶alni: a t}oketartal¶ek megha-
t¶aroz¶as¶ara, illetve a cs}odesem¶enyekhez kÄotÄott sz¶armaztatott term¶ekek el}oz}o
pontban felvetett ¶araz¶as¶ara. Az els}o esetben arra vagyunk k¶³v¶ancsiak, hogy
egy adott val¶osz¶³n}us¶eg mellett mekkora vesztes¶eget szenvedhetÄunk el, ilyenkor
teh¶at a sz¶am¶³t¶asok sor¶an a val¶os vesztes¶egadatokra t¶amaszkodunk. A p¶enz-
Äugyi matematika eml¶³tett alapm¶odszertana szerint azonban a sz¶armaztatott
term¶ekek ¶araz¶asakor hasonl¶o, de semmik¶eppen sem azonos m¶odon kell elj¶arni.
Ekkor a modellben szerepl}o vesztes¶egfolyamat viselked¶es¶ere nem a t¶enyleges,
hanem egy mesters¶eges { a kock¶azatokat ¶es a piaci szerepl}ok v¶eleked¶es¶et egy-
ar¶ant tÄukrÄoz}o { val¶osz¶³n}us¶egi m¶ert¶ek alatt, a piacon meg¯gyelhet}o ¶arakb¶ol
kiindulva pr¶ob¶alunk kÄovetkeztetni. Vagyis ¶ugy kell meghat¶arozni (kalibr¶alni)
a folyamatot le¶³r¶o param¶etereket, hogy a kalibr¶alt param¶eterekkel az adott
modellkereten belÄul a lehet}o legjobban tudjuk kÄozel¶³teni a sz¶armaztatott ter-
m¶ekek aktu¶alis, piacon meg¯gyelt ¶arait.
Valamely jÄov}obeli ki¯zet¶es jelenbeli ¶ara k¶et t¶enyez}ot}ol fÄugg: egyr¶eszt a
ki¯zet¶es id}opontj¶at¶ol, m¶asr¶eszt annak bizonytalans¶ag¶at¶ol. Az id}ovel kapcso-
latos probl¶em¶akat a diszkont¶al¶assal oldjuk meg, az ehhez szÄuks¶eges diszkont-
t¶enyez}o pedig a piacon meg¯gyelhet}o kamatokra t¶amaszkodva meghat¶aroz-
hat¶o. A diszkontt¶enyez}o, illetve a kamatok azonban csak a biztos ki¯zet¶esek
id}oben val¶o ¶atcsoportos¶³t¶as¶a¶ert j¶ar¶o kompenz¶aci¶o m¶ert¶ek¶et ¶³rj¶ak le. Nem
v¶eletlenÄul haszn¶aljuk a bizonytalans¶ag kifejez¶est, ugyanis a hagyom¶anyos va-
l¶osz¶³n}us¶egsz¶am¶³t¶asi ¶ertelemben nem felt¶etlenÄul tudjuk az egyes kimenetelek
eloszl¶as¶at. ¶Altal¶aban nem tÄomegesem¶enyekr}ol van sz¶o, hanem egyedi tÄort¶en¶e-
sekr}ol. A bizonytalans¶ag modellez¶ese ¶ugy tÄort¶enik, hogy az egyes lehets¶eges
kimenetelek mindegyik¶ehez egy-egy s¶ulyt rendelÄunk. Ezeket a s¶ulyokat szok¶as
szubjekt¶³v val¶osz¶³n}us¶egnek nevezni, a s¶ulyok relat¶³v nagys¶aga pedig a vesz-
tes¶egekt}ol val¶o f¶elelem m¶ert¶ek¶et tÄukrÄozik.
A minden p¶enzÄugyi tankÄonyvben megjelen}o p¶elda szerint a lott¶o j¶at¶ek
v¶arhat¶o nyeres¶ege negat¶³v, de a kock¶azati preferenci¶ak miatt a lott¶o j¶at¶ek ¶ara
m¶egis pozit¶³v. Ennek oka, hogy a kis val¶osz¶³n}us¶eg}u nagy nyeres¶eg lehet}os¶eg¶et
tÄobbre ¶ert¶ekeljÄuk, mint a nagy val¶osz¶³n}us¶eg}u kis vesztes¶eget. A preferenci¶ak
¶altal induk¶alt torz¶³t¶as ar¶any¶ara az ¶arb¶ol ¶es az eladott szelv¶enyek sz¶am¶ab¶ol
kÄovetkeztethetÄunk. Ezek a f¶elelmek azonban kÄozvetlenÄul nem ¯gyelhet}ok
meg, csak a piaci ¶arakon keresztÄul kÄovetkeztethetÄunk r¶ajuk, vagyis az aktu¶alis,
a diszkont¶al¶ashoz haszn¶alt kamatokat megad¶o hozamgÄorbe ¶es a bizonytalan
ki¯zet¶essel rendelkez}o term¶ekek ¶ar¶ab¶ol visszasz¶amoljuk a f¶elelmeket megad¶o
s¶ulyokat. A modellt teh¶at az ¶arakhoz ¶es nem a t¶enyleges gyakoris¶agi t¶abl¶akhoz
kalibr¶aljuk. A modell tov¶abbi haszn¶alatakor implicite felt¶etelezzÄuk, hogy a
kalibr¶aci¶o sor¶an kapott s¶ulyok { legal¶abbis egy rÄovid id}ohorizonton { sta-
bilak ¶es fÄuggetlenek a kÄozvetlenÄul meg¯gyelt helyzett}ol, kÄovetkez¶esk¶eppen
az ismeretlen ¶ar¶u ki¯zet¶esek eset¶en is alkalmazhat¶oak. VegyÄuk ¶eszre, hogy a
kalibr¶aci¶o sz¶eleskÄor}u haszn¶alat¶ara ¶epÄul a v¶allalati p¶enzÄugyek azon sz¶amtalan-
szor haszn¶alt szab¶alya is, miszerint valamely beruh¶az¶as jÄov}obeli p¶enz¶aram¶at
egy vele azonos bizonytalans¶ag¶u p¶enz¶aram ismert diszkontt¶enyez}oj¶evel kell
diszkont¶alni.
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Az ¶³gy kapott m¶odszertan nyilv¶anval¶o el}onye, hogy nagym¶ert¶ekben t¶a-
maszkodhat a sztochasztikus folyamatok ¶es a val¶osz¶³n}us¶egsz¶am¶³t¶as kiterjedt
irodalm¶ara. Szint¶en fontos tulajdons¶ag, hogy a kock¶azatkezel¶esi gyakorlatban
haszn¶alt eszkÄozt¶ar (legal¶abbis r¶eszben) azonos matematikai alapokra ¶epÄul,
mint a kalibr¶aci¶o m¶odszertana, ¶³gy az alkalmaz¶as sor¶an egyfajta kereszthat¶as
l¶ephet fel. ¶Am a megkÄozel¶³t¶es el}onye egy¶uttal a h¶atr¶any¶av¶a is v¶alik: alapve-
t}oen a val¶osz¶³n}us¶egsz¶am¶³t¶asi intu¶³ci¶ora ¶epÄul, ¶am mik¶ent jeleztÄuk, mindÄossze
felÄuletes formai azonoss¶agr¶ol van sz¶o. A val¶osz¶³n}us¶egr}ol mindenkinek van egy
tÄobb¶e-kev¶esb¶e megb¶³zhat¶o intu¶³ci¶oja, ami viszont nem mondhat¶o el a bizony-
talan kÄorÄulm¶enyek kÄozÄotti ¶aralakul¶asr¶ol, illetve az egyens¶ulyi piaci folyama-
tokr¶ol.
Mik¶ent m¶ar jeleztÄuk, matematikailag az egyik alapvet}o k¶erd¶es a kÄovetkez}o:
ekvivalens m¶ert¶ekcsere eset¶en mik¶ent v¶altoznak a kÄulÄonbÄoz}o sztochasztikus
tulajdons¶agok? Melyek azok a modellfelt¶etelek, m¶odszerek, amelyek inva-
ri¶ansak az ekvivalens m¶ert¶ekcser¶ere? TekintsÄuk p¶eld¶aul a sztochasztikus fo-
lyamatok irodalm¶anak egyik leggyakrabban haszn¶alt modellj¶et, a Markov-
l¶ancokat. Ha megv¶altoztatjuk az alapul vett m¶ert¶eket, nyilv¶anval¶oan megv¶al-
tozhatnak az ¶atmenetval¶osz¶³n}us¶egek, de sajnos maga a Markov-tulajdons¶ag
is elt}unhet. Gondoljunk csak arra, hogy a kÄovetkez}o cs}od bekÄovetkez¶es¶enek
id}opontja adott esetben fÄuggetlen lehet a kor¶abban bekÄovetkezett cs}odid}o-
pontokt¶ol, de a kÄovetkez}o cs}od elleni biztos¶³t¶as ¶ara fÄugg a m¶eg rendelkez¶esre
¶all¶o tartal¶ekokt¶ol, ¶³gy azok folyamatos kimerÄul¶ese eset¶en az ¶ujabb cs}od elleni
biztos¶³t¶as ¶ara n}o, vagyis a folyamat nem Markov-jelleg}u, ugyanis az ¶ar fÄugg
a kor¶abban megtett ¶utt¶ol, nem csak a jelen helyzett}ol. Ez m¶eg akkor is igaz,
ha a cs}odfolyamat t¶enylegesen Markov-l¶anc volt. Felvetheti valaki, hogy a
tartal¶ekokat is be¶ep¶³tve a modellbe a Markov-tulajdons¶ag meg}orizhet}o, de ez
f¶elrevezet}o, ugyanis a kitÄor}o p¶anik egyszer}uen a m¶ultbeli esem¶enyek lefoly¶as¶a-
t¶ol fÄugg, amelynek csak egyik eleme a tartal¶ek nagys¶aga. KÄovetkez¶esk¶eppen
az aktu¶alis ¶ar nemcsak a jelen helyzett}ol fÄugg, hanem igen nagy m¶ert¶ekben
a jelen helyzethez vezet}o ¶utt¶ol is. Hangs¶ulyozzuk, hogy ez akkor is igaz, ha
az alapul vett t¶enyleges folyamat statisztikailag kimutathat¶olag Markov-fo-
lyamat volt. De egy Markov-folyamat alakul¶as¶at¶ol val¶o f¶elelem mi¶ert is lenne
Markov-folyamat?
FÄuggetlen ¶es azonos eloszl¶as¶u val¶osz¶³n}us¶egi v¶altoz¶ok adott sorozata eset¶en
a m¶ert¶ekcsere sor¶an nemcsak az eloszl¶as, illetve a hozz¶a kapcsol¶od¶o param¶e-
terek (mint amelyiken a v¶arhat¶o ¶ert¶ek ¶es sz¶or¶as) v¶altozhatnak meg, hanem a
fÄuggetlens¶eg is elt}unhet, s}ot a val¶osz¶³n}us¶egi v¶altoz¶ok azonos eloszl¶as¶ara tett
megkÄot¶es sem marad fel¶etlenÄul ¶erv¶enyben. ¶Es ezen semmit sem seg¶³t az,
hogy a m¶ert¶ekcsere ekvivalens. A sztochasztikus modellez¶es m¶asik kedvence
a Poisson-folyamat, ahol az egyes esem¶enyek kÄozÄotti v¶arakoz¶asi id}ot fÄuggetlen
¶es azonos exponenci¶alis eloszl¶as¶u val¶osz¶³n}us¶egi v¶altoz¶ok adj¶ak. Mivel ekvi-
valens m¶ert¶ekcser¶ere ezen tulajdons¶agok egyike sem invari¶ans, milyen tulaj-
dons¶ag¶u marad a folyamat a m¶ert¶ekcsere ut¶an? Az ¶araz¶as szempontj¶ab¶ol
milyen eloszl¶ast fognak kÄovetni az egyes esem¶enyek kÄozÄott eltelt id}opontok?
P¶eld¶aul ahogyan n}o a cs}odesem¶enyek sz¶ama, ¶ugy n}o a kÄovetkez}o cs}odt}ol val¶o
f¶elelem, amely a cs}od elleni biztos¶³t¶as ¶ar¶anak nÄoveked¶es¶eben jelenik meg.
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A hagyom¶anyos biztos¶³t¶asmatematikai szeml¶eletben az ¶ar a v¶arhat¶o vesz-
tes¶egekt}ol fÄugg, ¶³gy az ¶araz¶as szempontj¶ab¶ol ¶ugy t}unik, mintha a folyamat
intenzit¶asa n}one, val¶oj¶aban pedig esetleg csÄokkenhet is, ugyanis adott sz¶am¶u
cs}od eset¶en { ¶eppen a rendelkez¶esre ¶all¶o er}oforr¶asok v¶egess¶ege miatt { a p¶anik
akkor is kitÄorhet, ha a tov¶abbi vesztes¶egek id}obeli gyakoris¶aga m¶ar elkezdett
csÄokkeni. M¶eg ha fel is tesszÄuk, hogy a cs}odÄok sz¶ama tov¶abbra is Poisson-
folyamatot kÄovet, hogyan hat¶arozzuk meg a folyamat intenzit¶as¶at megad¶o ¸
param¶eter alakul¶as¶at, ha a t¶enylegesen meg¯gyelt folyamat param¶etere nem
haszn¶alhat¶o? Ism¶etelten hangs¶ulyozzuk, hogy a statisztikailag meg¯gyelt
cs}odintenzit¶as a v¶arhat¶o vesztes¶egek eloszl¶as¶anak kisz¶amol¶as¶ara haszn¶alhat¶o,
de a vesztes¶eg¶ert ¯zetend}o ,,biztos¶³t¶as ¶ar¶anak" meghat¶aroz¶as¶ara nem, ugyanis
ez az ¶ar nem val¶osz¶³n}us¶egi k¶erd¶es, hanem a kereslet ¶es k¶³n¶alat ered}oje, vagyis
v¶egeredm¶enyben a kock¶azati preferenci¶ak fÄuggv¶enye.
2 Intenzit¶assal rendelkez}o pontfolyamatok
A hitelderivat¶³v¶ak, illetve ¶altal¶aban az Äosszetett vesztes¶egfolyamatok mate-
matikai modellez¶es¶enek legegyszer}ubb, de m¶egis tal¶an a leghat¶ekonyabb tech-
nik¶aj¶at az intenzit¶assal rendelkez}o pontfolyamatok adj¶ak. E modellek leg-
alapvet}obbike a Poisson-folyamat, a pontfolyamatokat pedig mint a Poisson-
folyamat ¶altal¶anos¶³t¶asait kell elk¶epzelnÄunk. A pontfolyamatok megad¶as¶ahoz
elegend}o ismernÄunk az egyes esem¶enyek bekÄovetkez¶es¶enek id}opontj¶at le¶³r¶o
(¿n) meg¶all¶asi id}okb}ol ¶all¶o sorozatot2. ¶Ertelemszer}uen feltesszÄuk, hogy ¿0 = 0
¶es minden n-re ¿n < ¿n+1: A (¿n) sorozat fel¶³r¶as¶aval ekvivalens, ha ismerjÄuk az
N (t)
±
=
P1
k=1 Â (¿k · t) sz¶aml¶al¶o folyamatot. Mik¶ent a nev¶eb}ol is kiderÄul, az
N (t) a t id}opontig bekÄovetkezett esem¶enyek sz¶am¶at adja meg. Az N sz¶aml¶al¶o
folyamat modellez¶ese kÄozvetlenÄul neh¶ez feladat, ez¶ert tov¶abbi megkÄot¶eseket
szok¶as tenni. A c¶³mben szerepl}o intenzit¶as sz¶o arra utal, hogy valamik¶eppen
m¶erhet}o, hogy az ugr¶asok milyen ,,intenzit¶assal" kÄovetkeznek be. A pontos
matematikai de¯n¶³ci¶o a kÄovetkez}o:
1. De¯n¶³ci¶o. Legyen N egy tetsz}oleges sz¶aml¶al¶o folyamat, ¸s ¸ 0 pedig
egy progressz¶³ven m¶erhet}o folyamat3. Azt mondjuk, hogy a ¸ az N folyamat
intenzit¶asa, ha az
M (t)
±
= N (t) ¡
Z t
0
¸s ds
2Eml¶ekeztetÄunk, hogy meg¶all¶asi id}on olyan v¶eletlen id}opontot ¶ertÄunk, amely mÄogÄotti
esem¶eny bekÄovetkez¶esekor tudjuk, hogy az esem¶eny bekÄovetkezett. Vagyis p¶eld¶aul egy
adott id}oszakban az ¶ar minimum¶anak id}opontja nem meg¶all¶asi id}o, ugyanis csak k¶es}obb
derÄul ki, hogy mikor volt az ¶ar minim¶alis. Vagyis feltesszÄuk, hogy a cs}od id}opontj¶aban
tudjuk, hogy a cs}od bekÄovetkezett. Ez praktikusan azt jelenti, hogy a cs}odÄot az els}o
nem¯zet¶essel azonos¶³tjuk.
3Ha az olvas¶o nem j¶aratos a sztochasztikus anal¶³zis nyelvezet¶eben, a progressz¶³ven
m¶erhet}o jelz}ot ¯gyelmen k¶³vÄul hagyhatja. Elegend}o, ha olyan folyamatra gondol, amely
folytonos komponensek mellett ugr¶asokat is tartalmazhat, vagyis egy igen b}o, szakad¶asokat
is megenged}o csal¶adr¶ol van sz¶o.
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¶ugynevezett kompenz¶alt folyamat lok¶alis marting¶al4.
A Poisson-folyamat eset¶en a ¸s ´ ¸ konstans, az integr¶al pedig ¶eppen a
Poisson-folyamat v¶arhat¶o ¶ert¶ek¶et megad¶o ¸t alakra egyszer}usÄodik. Ilyenkor
az M folyamatot szok¶as kompenz¶alt Poisson-folyamatnak is nevezni. Mivel a
Poisson-folyamat eset¶en az M fÄuggetlen nÄovekm¶eny}u ¶es nulla v¶arhat¶o ¶ert¶ek}u,
¶³gy ekkor az M nemcsak lok¶alis marting¶al lesz, hanem val¶odi marting¶al is.
Sz¶amos technikai probl¶ema elkerÄul¶ese c¶elj¶ab¶ol a sztochasztikus anal¶³zisben
megszokott m¶odon azonban c¶elszer}u megengednÄunk a de¯n¶³ci¶oban, hogy ¶al-
tal¶anos esetben az M nem felt¶etlenÄul val¶odi marting¶al. Az intenzit¶ast tartal-
maz¶o integr¶al speci¶alis esete az ¶altal¶anos kompenz¶ator fogalm¶anak. A spe-
cialit¶as abb¶ol ered, hogy a kompenz¶atorr¶ol feltesszÄuk, hogy deriv¶alhat¶o. Meg-
mutathat¶o, hogy minden N pontfolyamathoz tal¶alhat¶o egy olyan (Np m¶odon
jelÄolt) el}orejelezhet}o, monoton nÄoveked}o ¶es jobbr¶ol folytonos5 folyamat, hogy
az N ¡ Np kifejez¶es lok¶alis marting¶al. Ha az Np folytonos, akkor azt szok¶as
mondani, hogy az N folytonosan kompenz¶alhat¶o. Az intenzit¶as l¶etez¶es¶enek
felt¶etele azt jelenti, hogy a kompenz¶ator nemcsak folytonos, hanem abszol¶ut
folytonos is, ¶es a kompenz¶ator deriv¶altja ¶eppen az intenzit¶as. Folytonos eset-
ben a kompenz¶ator interpret¶aci¶oja igen k¶ezenfekv}o. Az N egy olyan ugr¶o
folyamat, amely a v¶eletlenszer}uen megjelen}o egys¶egnyi vesztes¶egek Äosszeg¶et
adja meg. Az Np egy olyan folyamatosan ¯zetett biztos¶³t¶asi d¶³jk¶ent inter-
pret¶alhat¶o, amely az ¶atlagban eltekinthet}onek gondolhat¶o lok¶alis marting¶al
erej¶eig kÄolts¶eg szempontb¶ol ¶atlagban azonos az N -nel.
A lok¶alis marting¶al felt¶etelnek sz¶amos el}onye van, tÄobbek kÄozÄott az, hogy
a kompenz¶ator kisz¶amol¶as¶ara haszn¶alhat¶o a kÄovetkez}o egyszer}uen alkalmaz-
hat¶o krit¶erium.
2. ¶All¶³t¶as. Egy Np el}orejelezhet}o folyamat pontosan akkor lesz az N sz¶aml¶al¶o
4A lok¶alis marting¶al fogalma mÄogÄott intuit¶³ve egy olyan folyamat ¶ertend}o, amely sta-
tisztikai ¶ertelemben elhanyagolhat¶o ¶es l¶enyeg¶eben a szok¶asos ,,hibatag" sztochasztikus
anal¶³zisben haszn¶alt absztrakci¶oja. A k¶es}obbiek szempontj¶ab¶ol nem l¶enyeges, hogy az
olvas¶o pontosan ¶ertse a lok¶alis marting¶al ki¯nomult fogalm¶anak r¶eszleteit. A l¶enyeges ¶esz-
rev¶etel az, hogy a de¯n¶³ci¶o szerint az N sz¶aml¶al¶o folyamat k¶et r¶eszre bonthat¶o: egy trend
tagra ¶es egy hibatagra. A de¯n¶³ci¶o l¶enyeges felt¶etele az, hogy a trend tag egy differen-
ci¶alhat¶o trajekt¶ori¶akkal rendelkez}o folyamat ¶es a trend deriv¶altja ¶eppen az intenzit¶as. A
tov¶abbiak meg¶ert¶ese szempontj¶ab¶ol a kulcs megjegyz¶es az, hogy az N hibatagra ¶es trendre
val¶o felbont¶asa v¶altozhat az ekvivalens m¶ert¶ekcser¶evel. Az ekvivalens m¶ert¶ekcsere k¶epes
a trendet megv¶altoztatni a hibatag rov¶as¶ara, ugyanis egy val¶osz¶³n}us¶egi v¶altoz¶o v¶arhat¶o
¶ert¶eke a val¶osz¶³n}us¶egi m¶ert¶ekt}ol is fÄugg ¶es nem csak a v¶altoz¶ot¶ol. A meglep}o matematikai
eredm¶eny, amely az al¶abbi gondolatmenet kiindul¶opontja, hogy intenzit¶assal rendelkez}o
folyamat eset¶en az ekvivalens m¶ert¶ekcser¶evel m¶odos¶³tott ¶uj trend szint¶en deriv¶alhat¶o lesz.
Vagyis a deriv¶alhat¶o trend l¶etez¶ese fÄuggetlen az aktu¶alis ekvivalens m¶ert¶ekt}ol, b¶ar a trend
nagys¶aga nyilv¶an v¶altozhat. KÄovetkez¶esk¶eppen a lehets¶eges m¶ert¶ekcser¶ek az intenzit¶as
seg¶³ts¶eg¶evel modellezhet}ok.
5Az el}orejelezhet}os¶eg ism¶et egy a sztochasztikus anal¶³zisben haszn¶alt j¶ol de¯ni¶alt foga-
lom, amely alatt az olvas¶o gondolhat a folytonoss¶agra is, ugyanis minden folytonos folya-
mat el}orejelezhet}o is. Eml¶ekeztetÄunk, hogy az el}orejelezhet}o folyamatok ¾-algebr¶aja ¶eppen
a folytonos, adapt¶alt folyamatok gener¶alj¶ak. Vagyis b¶ar nem tudjuk mindig garant¶alni
azt, hogy a kompenz¶ator folytonos legyen, legal¶abb a m¶erhet}os¶egi strukt¶ura szintj¶en
megpr¶ob¶aljuk a folytonoss¶agot ,,megtartani". Ugyanakkor most is egy olyan technikai
r¶eszletr}ol van sz¶o, amely az ¶altal¶anos keret miatt szÄuks¶eges, val¶oj¶aban ¶eppen az a c¶elunk,
hogy megmutassuk, el¶eg a deriv¶alhat¶o folyamatokkal foglalkozni.
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folyamat kompenz¶atora, ha tetsz}oleges C el}orejelezhet}o folyamat eset¶en
E
µZ 1
0
Cs dN(s)
¶
= E
µZ 1
0
Cs dN
p(s)
¶
:
Speci¶alisan egy ¸s ¸ 0 progressz¶³ven m¶erhet}o folyamat pontosan akkor lesz
az N sz¶aml¶al¶o folyamat intenzit¶asa, ha tetsz}oleges C el}orejelezhet}o folyamat
eset¶en
E
µZ 1
0
Cs dN(s)
¶
= E
µZ 1
0
Cs¸s ds
¶
:
Miel}ott tov¶abbmegyÄunk, ¶erdemes a t¶etel kÄozgazdas¶agi interpret¶aci¶oj¶ara
rÄoviden kit¶ernÄunk. A de¯n¶³ci¶oban szerepl}o C folyamat igen absztrakt szin-
ten portf¶oli¶os¶ulyoknak tekinthet}o. A C el}orejelezhet}os¶ege pedig ¶eppen azt
jelenti, hogy a befektet¶es sor¶an haszn¶alt s¶uly nem fÄugg a kÄovetkez}o ugr¶as
id}opontj¶at¶ol, azaz nem kÄotÄunk biztos¶³t¶ast azt kÄovet}oen, hogy a k¶aresem¶eny
m¶ar bekÄovetkezett. Mivel az N sz¶aml¶al¶o folyamat diszkr¶et id}opontokban
egys¶egnyi ugr¶asokat tartalmaz, ¶³gy a v¶arhat¶o ¶ert¶ekben szerepl}o
R 1
0
Cs dN(s)
integr¶al a Z 1
0
Cs dN(s) =
1X
k=0
C(¿k) ;
kifejez¶esre egyszer}usÄodik, vagyis a ¿k id}opontokban bekÄovetkez}o k¶arok eset¶en
az ¶eppen akkor aktu¶alis portf¶oli¶o nagys¶aga kerÄul ki¯zet¶esre. A l¶enyeges
¶eszrev¶etel, hogy a ki¯zet¶esek v¶eletlen, de diszkr¶et id}opontokban jelentkeznek.
A m¶asik oldalon szerepl}o
R 1
0
Cs dNp(s) integr¶al az Np (jellemz}oen folytonos)
folyamat ¶altal meghat¶arozott d¶³j¯zet¶eseket tartalmazza. A k¶et v¶arhat¶o ¶ert¶ek
azonoss¶aga pontosan azt jelenti, hogy az Äuzlet k¶et ¶aga ¶atlagban azonos ered-
m¶enyre vezet. ÄOsszefoglalva teh¶at tetsz}oleges N sz¶aml¶al¶o folyamathoz tar-
tozik egy olyan d¶³jfolyamat, amely seg¶³ts¶eg¶evel az N -ben diszkr¶et m¶odon fel-
merÄul}o ki¯zet¶esek kisim¶³that¶oak, vagyis a kock¶azatok, legal¶abbis ¶atlag szint-
j¶en kompenz¶alhat¶oak egy folytonos d¶³j¯zet¶es ¶altal. A t¶etel term¶eszetesen igen
absztrakt, bizony¶³t¶asa pedig meghaladja a dolgozat kereteit, ¶am az ¶erdekl}od}o
Olvas¶o a legtÄobb sztochasztikus anal¶³zissel foglalkoz¶o kÄonyvben megtal¶alhat-
ja (ld. pl. [9]).
De mi tÄort¶enik a m¶ert¶ekcsere sor¶an? Mivel a sz¶aml¶al¶o folyamatok de¯n¶³-
ci¶oj¶aban csak m¶erhet}os¶egi felt¶etelek j¶atszanak szerepet, ¶³gy N az ¶uj m¶ert¶ek
alatt is sz¶aml¶al¶o folyamat marad, teh¶at az a t¶eny sem v¶altozik, hogy ren-
delkezik kompenz¶atorral, mely term¶eszetesen nem felt¶etlenÄul lesz azonos az
eredetivel. De milyen csal¶adban keressÄuk az ¶uj kompenz¶atort? Ugyan a
k¶es}obbiekben erre nem lesz szÄuks¶egÄunk, de ¶erdemes megjegyezni, hogy egy
N sz¶aml¶al¶o folyamat Np kompenz¶atora pontosan akkor folytonos, ha az ug-
r¶asokat megad¶o meg¶all¶asi id}ok nem el}orejelezhet}oek6. A meg¶all¶asi id}ok el}o-
rejelezhet}os¶ege nem fÄugg a m¶ert¶ekcser¶et}ol, kÄovetkez¶esk¶eppen a kompenz¶ator
6Egy ¾ meg¶all¶asi id}o el}orejelezhet}os¶ege de¯n¶³ci¶o szerint azt jelenti, hogy megadhat¶o
egy olyan (¾k) meg¶all¶asi id}okb¶ol ¶all¶o sorozat, amely ,,¯gyelmeztet" a ¾ bekÄovetkez¶es¶ere,
vagyis a (¾k) szigor¶uan monoton nÄoveked}oleg tart a ¾-hoz, azaz ¾k % ¾. Ha nem tudunk
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folytonoss¶aga is invari¶ans a m¶ert¶ekcser¶ere n¶ezve. A t¶argyal¶as kiindul¶opontja
a kÄovetkez}o t¶etel.
3. T¶etel (Artzner{Delbaen). Ha N egy intenzit¶assal rendelkez}o sz¶aml¶al¶o
folyamat valamilyen P val¶osz¶³n}us¶egi m¶ert¶ek alatt, akkor az N intenzit¶assal
rendelkez}o sz¶aml¶al¶o folyamat minden P-vel ekvivalens Q val¶osz¶³n}us¶egi m¶ert¶ek
alatt is.
A t¶etel bizony¶³t¶as¶anak megismer¶ese nem szÄuks¶eges a dolgozat tov¶abbi
gondolatmenet¶enek meg¶ert¶es¶ehez, ¶³gy az elhagyhat¶o. M¶egis ¶ugy gondoljuk,
hogy r¶eszletes kÄozl¶ese seg¶³theti a t¶ema ir¶ant m¶elyebben ¶erdekl}od}o Olvas¶o
munk¶aj¶at, hiszen az ¶all¶³t¶as nem tartozik a sztochasztikus anal¶³zis ¶altal¶anos
elm¶elet¶ehez, ¶³gy kev¶esb¶e ismert. Ugyanakkor a t¶etel tartalm¶anak meg¶ert¶ese
a k¶es}obbi gondolatmenet alapja: a sz¶aml¶al¶o folyamat intenzit¶as¶anak l¶etez¶ese
univerz¶alis, vagyis tetsz}oleges ekvivalens m¶ert¶ek eset¶en fenn¶all¶o tulajdons¶ag.
A m¶ert¶ekcsere hat¶asa teh¶at az intenzit¶asok modellez¶es¶evel megoldhat¶o.
Bizony¶³t¶as. JelÄolje Z az ekvivalens m¶ert¶ekcser¶et megval¶os¶³t¶o dQ=dP
Radon{Nikodym-deriv¶altat ¶es legyen Zt
±
= EP(Z j Ft) a deriv¶alt folyamat.
A Q alatti intenzit¶as meghat¶aroz¶as¶at az el}oz}oekben id¶ezett ¶all¶³t¶as alapj¶an
fogjuk elv¶egezni. TekintsÄuk a kÄovetkez}o sz¶amol¶ast:
EQ
µZ 1
0
Cs dN(s)
¶
= EP
µZ 1
0
Cs dN(s)Z
¶
= EP
ÃX
k
C(¿k)Z
!
=
=
X
k
EP(C(¿k)Z) =
X
k
EP(C(¿k)E(Z j F¿k¡)) ;
ahol EQ ¶ertelemszer}uen a Q alatti v¶arhat¶o ¶ert¶eket jelÄoli. VegyÄuk ¶eszre, hogy
kihaszn¶altuk, hogy mivel a C folyamat el}orejelezhet}o, ez¶ert a C (¿k) m¶erhet}o
az F¿k¡ ¾-algebr¶ara n¶ezve. A bizony¶³t¶as v¶eg¶en megmutatjuk, hogy l¶etezik
olyan K el}orejelezhet}o folyamat, hogy minden k indexre EP (Z j F¿k¡) =
K(¿k): Ezt kihaszn¶alva az el}obbieket folytatva:X
k
EP(C(¿k)E(Z j F¿k¡)) =
X
k
EP(C(¿k)K(¿k)) =
= EP
µZ 1
0
CsKs dN(s)
¶
= EP
µZ 1
0
CsKs¸s ds
¶
=
=
Z 1
0
EP(CsKs¸s) ds =
Z 1
0
EQ(CsKs
1
Zs
¸s) ds =
= EQ
µZ 1
0
CsKs
1
Zs
¸s ds
¶
:
A sz¶amol¶as elej¶et ¶es v¶eg¶et Äosszevetve l¶athat¶o, hogy az N intenzit¶asa a Q
alatt ¶eppen a ¸sKs=Zs folyamat.
megadni egy ilyen sorozatot, akkor a ¾ bekÄovetkez¶es¶enek id}opontja semmilyen m¶odszerrel
nem l¶athat¶o el}ore. Az eml¶³tett t¶etel szerint az N folyamatnak pontosan akkor van folytonos
kompenz¶atora, ha az egyedi k¶arok el}orejelezhetetlenek, ahol az el}orejelezhetetlens¶eget ak¶ar
kÄoznapi ¶ertelemben is haszn¶alhatjuk.
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A bizony¶³t¶as befejez¶esek¶ent be kell l¶atnunk a K folyamat l¶etez¶es¶et, melyre
tÄobb lehet}os¶egÄunk is ad¶odik att¶ol fÄugg}oen, hogy mik¶eppen de¯ni¶aljuk az F¿¡
¾-algebr¶akat. A legegyszer}ubb megold¶as tal¶an a kÄovetkez}o: tetsz}oleges ¿
meg¶all¶asi id}o eset¶en jelÄolje F¿¡ azt a ¾-algebr¶at, amelyet azok az X(¿) alak¶u
v¶altoz¶ok gener¶alnak, ahol az X folyamatok a folytonos ¶es adapt¶alt folyama-
tok oszt¶aly¶at futj¶ak be. De¯n¶³ci¶o szerint legyen teh¶at F¿¡ az a legsz}ukebb
¾-algebra, amelyre n¶ezve az X(¿) meg¶all¶³tott v¶altoz¶ok m¶erhet}oek minden
folytonos ¶es adapt¶alt folyamat eset¶en. A monoton oszt¶aly t¶etelb}ol kÄozvetlenÄul
kÄovetkezik, hogy az X(¿) m¶erhet}o lesz minden olyan X folyamat eset¶en,
amely m¶erhet}o a folytonos ¶es adapt¶alt folyamatok ¶altal gener¶alt ¾-algebr¶ara
n¶ezve, vagyis az X(¿) m¶erhet}o minden el}orejelezhet}o folyamat eset¶en, ugyanis
de¯n¶³ci¶o szerint az el}orejelezhet}o folyamatok ¶eppen a folytonos ¶es adapt¶alt
folyamatok ¶altal gener¶alt ¾-algebr¶ara n¶ezve m¶erhet}o folyamatok halmaza.
Ebb}ol kÄovetkez}oen megadhat¶oak olyan Kn el}orejelezhet}o folyamatok, ame-
lyekre
Kn(¿n) = E
P(Z j F¿n¡) :
VezessÄuk be a K
±
=
P
n Â((¿n¡1; ¿n])Kn folyamatot. Vil¶agos, hogy K(¿n) =
Kn(¿n) minden n index eset¶en. Az ¶all¶³t¶as bizony¶³t¶as¶ahoz el¶eg megmutatni,
hogy az Xn
±
= Â((¿n¡1; ¿n]) folyamatok mindegyike el}orejelezhet}o. VegyÄuk
¶eszre, hogy
Xn = Â([0; ¿n]) ¡ Â([0; ¿n¡1]) ;
¶³gy el¶eg bel¶atni, hogy tetsz}oleges ¿ meg¶all¶asi id}o eset¶en az X
±
= Â([0; ¿ ])
folyamat el}orejelezhet}o. Legyen
Yn(t; !)
±
=
8<: 1; ha t · ¿(!)1 ¡ n(t ¡ ¿(!)); ha ¿(!) < t < ¿(!) + 1=n
0; ha t ¸ ¿(!) + 1=n .
KÄonnyen l¶athat¶o, hogy Yn folytonos ¶es adapt¶alt. Mivel Yn ! X, ez¶ert az X
el}orejelezhet}o. 2
A kÄovetkez}o k¶erd¶es az, hogy mik¶ent m¶odos¶³thatjuk m¶ert¶ekcser¶evel az in-
tenzit¶ast. Ehhez ¶es a k¶es}obbiek meg¶ert¶es¶ehez azonban rÄoviden eml¶ekeztet-
nÄunk kell az ¶ugynevezett Dol¶eans-formul¶ara ¶es tulajdons¶agaira.
Id¶ezzÄuk fel, hogy a szemimarting¶al fogalma tekinthet}o a trend plusz hiba-
tag felbont¶as ¶altal¶anos¶³t¶as¶anak, teh¶at a szemimarting¶alokra a legegyszer}ubb
p¶eld¶aul ¶eppen a sz¶aml¶al¶o folyamatok szolg¶alnak. Term¶eszetes k¶erd¶esk¶ent
merÄul fel, hogy mik¶ent ¶erdemes de¯ni¶alni az exponenci¶alis fÄuggv¶enyt e fo-
lyamatok eset¶eben. Az exponenci¶alis fÄuggv¶eny legfontosabb tulajdons¶aga,
hogy Äonmaga deriv¶altja, ¶am t¶avolr¶ol sem nyilv¶anval¶o, hogy egy sztochasztikus
folyamat eset¶en mik¶ent ¶ertelmezzÄuk a deriv¶alt fogalm¶at. A szemimarting¶alok
speci¶alis eset¶eben viszont egyszer}uen de¯ni¶alhatjuk az integr¶alt7, ¶³gy az ex-
ponenci¶alis fÄuggv¶enyt di®erenci¶al- helyett integr¶alegyenlettel adjuk meg:
7¶Erdemes eml¶ekeztetni arra, hogy sz¶amos szerz}o ¶eppen ¶ugy de¯ni¶alja a szemimarting¶a-
lokat, mint azon folyamatok oszt¶aly¶at, amelyek eset¶en az integr¶al ¶ertelmezhet}o.
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4. De¯n¶³ci¶o. Ha X egy tetsz}oleges szemimarting¶al, akkor az
E(t) = 1 +
Z t
0
E(s¡) dX(s)
sztochasztikus di®erenci¶alegyenlet megold¶as¶at E(X)-szel fogjuk jelÄolni ¶es az
X-hez tartoz¶o exponenci¶alis szemimarting¶alnak fogjuk nevezni.
A szok¶asos di®erenci¶al¶asos jelÄol¶est haszn¶alva a fenti Dol¶eans-egyenletnek
is nevezett kifejez¶es dE = E¡dX alakban ¶³rhat¶o. VegyÄuk ¶eszre, hogy az ex-
ponenci¶alis szemimarting¶al de¯n¶³ci¶oja ¶eppen arra ¶epÄul, hogy az y = exp(ax)
exponenci¶alis fÄuggv¶eny kiel¶eg¶³ti a dy = (ay) dx kÄozÄons¶eges differenci¶alegyen-
letet. Az egyenlet megold¶as¶at a kÄovetkez}o ¶all¶³t¶as tartalmazza.
5. ¶All¶³t¶as (Dol¶eans-formula). Ha X egy tetsz}oleges szemimarting¶al, akkor
a fenti Dol¶eans-egyenlet rendelkezik egy E(X) m¶odon jelÄolt egy¶ertelm}u meg-
old¶assal, amelyre teljesÄulnek a kÄovetkez}oek:
1. Ha az X v¶eges v¶altoz¶as¶u, akkor az E(X) is v¶eges v¶altoz¶as¶u.
2. Ha az X lok¶alis marting¶al, akkor az E(X) is lok¶alis marting¶al.
3. Az E(X) fel¶³rhat¶o a kÄovetkez}o formul¶aval:
E(X) = exp¡X ¡ X(0) ¡ 1
2
[X]c
¢Y
(1 + ¢X) exp(¡¢X) :
¶Erdemes ism¶et n¶eh¶any kieg¶esz¶³t}o megjegyz¶est tennÄunk, ugyanis a for-
mula els}o r¶an¶ez¶esre tal¶an nehezen ¶attekinthet}o. A kifejez¶es tartalm¶anak
meg¶ert¶es¶ehez gondoljunk arra, hogy a kÄozgazdas¶agtanban az exponenci¶alis
fÄuggv¶enyt els}osorban a bankbet¶etek alakul¶as¶anak le¶³r¶as¶ara szok¶as haszn¶alni.
Az egyszer}u interpret¶aci¶o c¶elj¶ab¶ol teh¶at tegyÄuk fel, hogy X a kamatl¶abak
folyamata, E (X) pedig az induk¶alt bankbet¶et alakul¶as¶at adja meg. Az
X folyamat felbonthat¶o egy folytonos r¶esz ¶es a ¢X m¶odon jelÄolt ugr¶asok
Äosszeg¶ere. Az exponenci¶alis fÄuggv¶eny az Äosszegeket szorzatba viszi, ebb}ol
kÄovetkez}oen az addit¶³v ugr¶asok hat¶asa az exponenci¶alis fÄuggv¶enyben multi-
plikat¶³v alakban jelentkezik. Az E(X) formula k¶et r¶eszre bonthat¶o, melyek
kÄozÄul val¶osz¶³n}uleg a m¶asodik tag ¶attekint¶ese egyszer}ubb, ahol a
Q
szimb¶olum
¶ertelemszer}uen azt jelenti, hogy az (1 + ¢X) exp(¡¢X) tagokat minden e-
setben az adott t id}opontig Äossze kell szorozni. Az exp(¡¢X) kifejez¶eseket
az¶ert szerepeltetjÄuk az 1 +¢X tagokkal egyÄutt, mert ezek n¶elkÄul esetlegesen
a szorzat nem lenne konvergens. Ha azonban ett}ol eltekintÄunk, vagyis ha
feltesszÄuk, hogy a szorzat ezek n¶elkÄul is konvergens, tov¶abb¶a az exp(¡¢X)
tagokat ¶atvisszÄuk az exponenci¶alis fÄuggv¶enybe, akkor a kitev}oben szerepl}o
negat¶³v jel miatt az ugr¶asok levonhatjuk az X-b}ol ¶es ilyenkor az exp(x) ex-
ponenci¶alis fÄuggv¶enyben a folyamat folytonos r¶esze szerepel, m¶³g a produk-
tumban pedig csak az 1 + ¢X ugr¶asok szorzata marad. Ez teljesen anal¶og
avval, hogy ha adott az ri kamatl¶abak egy sorozata, akkor a kamatos kamat
szab¶alya szerint a bet¶et adott id}oszakban val¶o nÄovekm¶enye ¶eppen
Q
i(1+ri),
vagyis diszkr¶et sorozat eset¶en az exponenci¶alis fÄuggv¶enyt a kamatos kamat
szab¶aly¶anak megfelel}oen kell sz¶amolni.
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J¶oval fog¶osabb az els}o tag intuit¶³v tartalm¶anak meg¶ert¶ese. Az el}oz}oek
alapj¶an legyen teh¶at az X egy folytonos folyamat. Ebben az esetben az
egyetemi tananyagban is szerepl}o Ito^-kalkulus szab¶alyai alkalmazand¶oak, ¶am
att¶ol m¶eg, hogy egy folyamat folytonos, nem biztos, hogy deriv¶alhat¶o is. Ha
az X folyamatot kis dX folyamatok Äosszegek¶ent k¶epzeljÄuk el, akkor egy ilyen
nÄovekm¶enyen a hagyom¶anyos exp(x) exponenci¶alis fÄuggv¶eny in¯nitezim¶alisan
az 1 + dX hat¶ast gyakorolja, felt¶eve, hogy a m¶asodrend}u 1=2(dX)2 tag m¶ar
el¶eg kicsi, mely akkor teljesÄul, ha X deriv¶alhat¶o. Ha nem ez a helyzet, akkor
az exp(x) exponenci¶alis fÄuggv¶eny hat¶asa
1 + dX +
1
2
(dX)2
lesz, felt¶eve, hogy m¶ar a harmadrend}u tag el¶eg kicsi. Az Ito^-kalkulus ¶erdemi
¶eszrev¶etele ¶eppen az, hogy nincsen szÄuks¶eg a harmadrend}u tagokra, el¶eg a
m¶asodrend}u korrekci¶ot alkalmazni. Ez m¶ask¶eppen fogalmazva azt jelenti,
hogy a hagyom¶anyos exp(x) exponenci¶alis fÄuggv¶eny a sztochasztikus E(X)
transzform¶aci¶ohoz k¶epest az 1=2(dX)2 taggal ,,t¶ull}o a c¶elon", ugyanis p¶eld¶aul
a kamatl¶ab hat¶asa a bankbet¶etre tov¶abbra is term¶eszetesen 1+dX szorz¶ok¶ent
jelentkezik. Ha a hagyom¶anyos exponenci¶alis fÄuggv¶ennyel akarjuk kifejezni a
sztochasztikus exponenci¶alis transzform¶aci¶ot, akkor ezt a tagot le kell vonni.
Mivel az X folyamat a dX nÄovekm¶enyek Äosszege, ¶³gy az exponenci¶alis fÄugg-
v¶eny ezek szorzata:
E(X) = exp¡X ¡ X(0) ¡ 1
2
X
(dX)2
¢
;
ahol a
P
(dX)2 tag a m¶asodrend}u megv¶altoz¶asok Äosszege, amit kvadratikus
vari¶aci¶onak szok¶as nevezni ¶es [X] m¶odon szok¶as jelÄolni8.
A Dol¶eans-formula ismeret¶eben t¶erjÄunk vissza a m¶ert¶ekcsere k¶erd¶es¶ehez.
6. T¶etel. Legyen N egy intenzit¶assal rendelkez}o sz¶aml¶al¶o folyamat ¶es jelÄolje
(¿k) az N ugr¶asainak id}opontj¶at, valamint legyen
M(t)
±
= N(t) ¡
Z t
0
¸s ds
a kompenz¶alt sz¶aml¶al¶o folyamat. Ha ' ¸ 0 egy olyan el}orejelezhet}o folyamat,
amelyre
R t
0
¸s's ds < 1, akkor a
Z(t)
±
= exp
³Z t
0
(1 ¡ 's)¸s ds
´ Y
¿i·t
'(¿i) ;
folyamat lok¶alis marting¶al. Ha a Z egyenletesen integr¶alhat¶o marting¶al, akkor
a dQ=dP
±
= Z(1) m¶ert¶ekcsere ut¶an az N intenzit¶asa ¸' lesz9.
8Az eredeti k¶epletben szerepl}o c fels}o index arra utal, hogy a folytonos r¶esz¶et kell venni
az X kvadratikus vari¶aci¶oj¶anak.
9A t¶etel tekinthet}o a klasszikus Girszanov-t¶etel ¶altal¶anos¶³t¶as¶anak. A probl¶ema pontosan
ugyanaz, mint a klasszikus esetben.
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A bizony¶³t¶as ugyan a Dol¶eans-formula kÄozvetlen kÄovetkezm¶enye ¶es egysze-
r}u sz¶amol¶assal megkaphat¶o, ¶am ism¶etelten nem szÄuks¶eges a dolgozat tov¶abbi
gondolatmenet¶enek meg¶ert¶es¶ehez. Amit fontos l¶atni az a kÄovetkez}o: a t¶etel
egy m¶odszert tartalmaz arra n¶ezve, hogy mik¶ent lehet egy adott intenzit¶ashoz
megkeresni a hozz¶a tartoz¶o m¶ert¶eket. Ha egy N folyamat intenzit¶as¶at ki
akarjuk cser¶elni egy ¸' folyamatra, akkor a ' folyamatnak k¶et felt¶etelt kell
teljes¶³tenie: egyr¶eszt a ¸' folyamatnak szintaktikusan helyesnek kell lennie,
hiszen ha az
R t
0
¸s's ds integr¶al nem v¶eges, akkor de¯n¶³ci¶o szerint a ¸' nem
lehet intenzit¶as. Ez a dolog kev¶esb¶e ¶erdekes r¶esze. Ugyanakkor a t¶etelben
szerepl}o Z kifejez¶esnek bizonyos korl¶atoz¶o felt¶eteleknek is eleget kell tennie,
azaz nem minden szintaktikusan megfelel}o ¸' folyamat lehet intenzit¶as. A
t¶etelben szerepl}o felt¶etelt legegyszer}ubben akkor tudjuk teljes¶³teni, ha a Z
folyamat korl¶atos. Ha a ' kicsi (p¶eld¶aul kisebb mint egy), akkor a szorzat
gyorsan konverg¶al ¶es korl¶atos lesz, de ilyenkor az integr¶al alatt szerepl}o 1¡'
tag nagy lesz, legal¶abbis pozit¶³v, ¶³gy az integr¶alr¶ol nem tudjuk, hogy korl¶atos
lesz vagy sem. A t¶etel teh¶at a lehets¶eges p¶eld¶ak konstru¶al¶as¶anak neh¶ezs¶egeit
mutatja be.
A formula meg¶ert¶es¶ehez legyen N egy Poisson-folyamat ¸s ´ ¸ konstans
intenzit¶asparam¶eterrel. A Z nemnegat¶³v lok¶alis marting¶al, ¶³gy szupermar-
ting¶al, kÄovetkez¶esk¶eppen ha nem veszti a v¶arhat¶o ¶ert¶eket, akkor val¶odi mar-
ting¶al. Legyen ' egy tetsz}oleges nemnegat¶³v konstanst, ekkor:
E(Zt) = E
³
exp
³Z t
0
(1 ¡ 's)¸s ds
´ Y
¿i·t
'(¿i)
´
=
= E(exp(¸t ¡ t'¸)'N ) = exp(¸t ¡ t'¸)
nX
k=0
'k
(¸t)k
k!
exp(¡¸t) =
= exp(¸t ¡ t'¸) exp('¸t) exp(¡¸t) = 1 :
Alkalmas m¶ert¶ekcser¶evel teh¶at a Poisson-folyamat intenzit¶asa b¶armilyen po-
zit¶³v ¶ert¶ekre kicser¶elhet}o. KÄovetkez¶esk¶eppen a statisztikailag meg¯gyelt in-
tenzit¶as nem ad haszn¶alhat¶o inform¶aci¶ot a kock¶azatsemleges m¶ert¶ek alatt.
Bizony¶³t¶as. VezessÄuk be az
U(t)
±
=
Z t
0
('s ¡ 1) dM(s) =
Z t
0
('s ¡ 1) dN(s) ¡
Z t
0
('s ¡ 1)¸s ds
folyamatot. Els}o l¶ep¶esk¶ent vegyÄuk ¶eszre, hogy Z ¶eppen a
Z(t) = 1 +
Z t
0
Z(s¡) dU(s)
Dol¶eans-egyenlet megold¶asa. Val¶oban, mivel az U korl¶atos v¶altoz¶as¶u, ez¶ert
a Dol¶eans-formul¶aban szerepl}o kvadratikus vari¶aci¶os tag nulla. Az U ugr¶asai
teh¶at megegyeznek az
R t
0
('s ¡1) dN(s) ugr¶asaival, amelyek ¶eppen a '(¿k)¡1
kifejez¶esek. KÄonnyen l¶athat¶o, hogy a
Q
exp(¡¢U) szorzata ¶eppen az
exp
³
¡
Z t
0
('s ¡ 1) dN(s)
´
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kifejez¶es. Ezt be¶³rva az im¶ent tett megjegyz¶es m¶ar evidens. Mivel a ' el}ore-
jelezhet}o, ez¶ert tetsz}oleges C el}orejelezhet}o folyamat eset¶en
E
³Z 1
0
Cs('s ¡ 1) dN
´
= E
³Z 1
0
Cs('s ¡ 1)¸s ds
´
;
amib}ol kÄovetkezik, hogy az
R t
0
('s ¡ 1) dN(s) folyamat kompenz¶atora ¶eppenR t
0
('s¡1)¸s ds lesz. KÄovetkez¶esk¶eppen az U lok¶alis marting¶al, ¶³gy a Dol¶eans-
formula miatt a Z is lok¶alis marting¶al.
V¶egezetÄul sz¶amoljuk ki az ¶uj kompenz¶atort. Mik¶ent az Artzner{Delbaen
t¶etel bizony¶³t¶asakor l¶attuk, az ¶uj m¶ert¶ek alatt a kompenz¶ator ¸K=Z lesz.
Hat¶arozzuk meg a K folyamatot. Ha a Z egyenletesen integr¶alhat¶o, akkor
minden n-re a meg¶all¶asi opci¶okr¶ol sz¶ol¶o t¶etel miatt
E(Z j F¿n¡) = E(E(Z j F¿n) j F¿n¡) = E(Z(¿n) j F¿n¡) = Z(¿n) ;
ahol kihaszn¶altuk, hogy mivel a ' el}orejelezhet}o, ¶³gy minden ¿k · ¿n eset¶en
a '(¿k) m¶erhet}o az F¿n¡ ¾-algebr¶ara n¶ezve. De mik lesznek a bizony¶³t¶asban
szerepl}o Kn fÄuggv¶enyek? KÄonnyen l¶athat¶o, hogy a
Kn(t)
±
= exp
³Z t
0
(1 ¡ 's)¸s ds
´ n¡1Y
k=1
'(¿k)'(t)Â(t > ¿n¡1)
fÄuggv¶eny adapt¶alt ¶es balr¶ol folytonos, ¶³gy teh¶at el}orejelezhet}o ¶es ez¶ert v¶alaszt-
hat¶o Kn fÄuggv¶enynek. A K konstrukci¶oj¶ab¶ol, illetve abb¶ol, hogy a [¿n¡1; ¿n)
szakaszokon a
Q
¿i·t '(¿i) kifejez¶es konstans, l¶athat¶o, hogy K=Z = '. 2
3 Dupl¶an sztochasztikus folyamatok
Az intenzit¶assal rendelkez}o sz¶aml¶al¶o folyamatok fontos aloszt¶aly¶at alkotj¶ak
a dupl¶an sztochasztikus folyamatok.
7. De¯n¶³ci¶o. Legyen N egy sz¶aml¶al¶o folyamat ¶es legyen (Ft) a hozz¶a tartoz¶o
¯ltr¶aci¶o. Ha az (Ft) egy alkalmas (Gt) r¶esz¯ltr¶aci¶oj¶ara l¶etezik egy ¸s ¸ 0
progressz¶³ven m¶erhet}o, a (Gt) ¯ltr¶aci¶ora adapt¶alt folyamat, hogy minden s < t
¶es k = 0; 1; . . . eset¶en
P(Nt ¡ Ns = k j Fs _ Gt) =
¡R t
s
¸u du
¢k
k!
exp
³
¡
Z t
s
¸u du
´
;
akkor azt mondjuk, hogy az N folyamat dupl¶an sztochasztikus.
A dupl¶an sztochasztikus folyamatok oszt¶alya ¶ertelemszer}uen a Poisson-
folyamatok oszt¶aly¶at ¶altal¶anos¶³tja. Poisson-folyamat eset¶en az intenzit¶as
konstans, dupl¶an sztochasztikus folyamat eset¶en ,,majdnem" konstans. Ter-
m¶eszetesen a de¯n¶³ci¶ob¶ol nem evidens, hogy a dupl¶an sztochasztikus folyam-
atok val¶oban az intenzit¶assal rendelkez}o folyamatok egy aloszt¶aly¶at alkotj¶ak.
Intenzit¶asalap¶u modellez¶es ¶es a m¶ert¶ekcsere 95
A de¯ni¶al¶o egyenletet k-val beszorozva, majd Äosszegezve ¶es a Poisson-eloszl¶as
v¶arhat¶o ¶ert¶ek¶enek k¶eplet¶et haszn¶alva viszont azonnal l¶athat¶o, hogy
E(Nt ¡ Ns j Fs _ Gt) =
Z t
s
¸u du :
Mind a k¶et oldalon az Ft szerint felt¶eteles v¶arhat¶o ¶ert¶eket v¶eve ¶es kihaszn¶alva,
hogy a ¸ progressz¶³ven m¶erhet}o volta miatt az integr¶al adapt¶alt marad:
E(Nt ¡ Ns j Fs) = E(
Z t
s
¸u du j Fs) =
Z t
s
¸u du ;
amib}ol { az eredeti (¿k) meg¶all¶asi id}oket lokaliz¶aci¶os sorozatk¶ent haszn¶alva {
vil¶agos, hogy az N(t) ¡ R t
0
¸u du lok¶alis marting¶al.
A dupl¶an sztochasztikus folyamatok nagy el}onye, hogy ilyenkor az Äossze-
tett folyamat eloszl¶as¶anak Laplace-transzform¶altja az intenzit¶as seg¶³ts¶eg¶evel
sz¶amolhat¶o. Legyen (»k) az egyes vesztes¶egek nagys¶aga, melyekr}ol tegyÄuk
fel, hogy azonos eloszl¶as¶uak, tov¶abb¶a fÄuggetlenek egym¶ast¶ol ¶es az ugr¶asok
id}opontj¶at megad¶o N folyamatt¶ol. Az alapvet}o k¶erd¶es a kÄovetkez}o: mi lesz az
X(t)
±
=
PN(t)
k=1 »k Äosszetett folyamat eloszl¶asa? Mivel az eloszl¶as kÄozvetlenÄul
nem sz¶amolhat¶o, ¶³gy a szok¶asos elj¶ar¶as, hogy az Äosszetett folyamat Laplace-
transzform¶altj¶at hat¶arozzuk meg. JelÄolje H az ugr¶asok kÄozÄos eloszl¶as¶anak
Laplace-transzform¶altj¶at ¶es legyen Ã(u) = 1 ¡ H(u). Ha az N dupl¶an
sztochasztikus, akkor a de¯n¶³ci¶ob¶ol, illetve a teljes v¶arhat¶o ¶ert¶ek t¶etelb}ol
kÄovetkez}oen:
Lt(u) = E
¡
exp(¡uX(t))¢ = E³exp¡¡u N(t)X
k=1
»k
¢´
=
= E
³
E
³
exp
¡¡u N(t)X
k=1
»k
¢ j N(t) = n´´ =
= E
³
E
³
exp
¡¡u nX
k=1
»k
¢ j N(t) = n´´ =
= E
¡
HN(t)(u)
¢
= E
³
E
¡
HN(t)(u) j Gt
¢´
=
= E
³ 1X
n=0
Hn(u)
¡R t
0
¸s ds
¢n
n!
exp
¡¡ Z t
0
¸s ds
¢´ ±
=
±
= E
³
exp
¡¡Ã(u)Z t
0
¸s ds
¢´
:
A baj csak az, hogy az ekvivalens m¶ert¶ekcsere sor¶an a dupl¶an sztochasztikus
jelleg nem marad meg. Mit lehet mondani ¶altal¶aban az intenzit¶asalap¶u mo-
dellekre?
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4 Egy m¶ert¶ekcsere
A kÄovetkez}okben megvizsg¶aljuk, hogyan sz¶amolhat¶o ki az Äosszetett
X (t)
±
=
N(t)X
k=1
»k
folyamat kompenz¶atora tetsz}oleges intenzit¶asalap¶u modell eset¶en. Ismert,
hogy az ¶ugynevezett lok¶alisan integr¶alhat¶o folyamatoknak l¶etezik kompenz¶a-
tora, ¶³gy ahhoz teh¶at, hogy besz¶elhessÄunk az Äosszetett folyamat kompenz¶a-
tor¶ar¶ol, az ugr¶asok nagys¶ag¶anak v¶eges v¶arhat¶o ¶ert¶ekkel kell rendelkeznie. A
tov¶abbiakban feltesszÄuk, hogy a (»k) ugr¶asok nagys¶aga azonos eloszl¶as¶u, ¶es
az ugr¶as mindenkori nagys¶aga fÄuggetlen a folyamat m¶ultj¶at¶ol. Ezt form¶alisan
¶ugy de¯ni¶aljuk, hogy minden k indexre a »k ugr¶as fÄuggetlen az F¿k¡ ¾-al-
gebr¶at¶ol. Az F¿k¡ szok¶asos interpret¶aci¶oja, hogy a ¿k v¶eletlen id}opont el}ott
bekÄovetkez}o esem¶enyek halmaza. Ugyanakkor, mivel az Äosszetett folyamat-
nak adapt¶altnak kell lenni, a »k = ¢X(¿k) m¶erhet}o az F¿k-ra, ¶³gy miel}ott
tov¶abbhaladhatn¶ank, be kell l¶atnunk, hogy e felt¶etel nem mond ellent az
el}obbi kÄovetelm¶enyÄunknek.
Az Äosszetett folyamatra az alapeset, amikor a ¯ltr¶aci¶o ¶eppen a folyamat
¶altal de¯ni¶alt kanonikus ¯ltr¶aci¶o ¶es a »k ugr¶asok egym¶ast¶ol ¶es az N sz¶aml¶al¶o
folyamatt¶ol is fÄuggetlenek. Az F¿k¡ ¾-algebr¶anak a kor¶abban eml¶³tettel egyik
ekvivalens de¯n¶³ci¶oja szerint az F¿k¡ azon legsz}ukebb ¾-algebra, amelyet az
F0 ¶es az olyan A halmazok gener¶alnak, amelyek el}o¶all¶³that¶oak A = F \
ft < ¿kg m¶odon, ahol F 2 Ft. Egy ¾-algebr¶at¶ol val¶o fÄuggetlens¶eg igazol¶as¶a-
hoz el¶eg megmutatni a ¾-algebr¶at gener¶al¶o halmazokt¶ol val¶o fÄuggetlens¶eget.
A kanonikus esetben az X(0) = 0 miatt F0 = f ;; g, amely nyilv¶an fÄuggetlen
a »k-t¶ol. Ha F 2 Ft; akkor a gener¶alt ¾-algebra de¯n¶³ci¶oja alapj¶an alkalmas
sk · t sorozatra ¶es B µ IR1 Borel-halmazra F = (X(s1);X(s2); . . .)¡1 (B).
Ebb}ol kÄovetkez}oen az A \ ft < ¿kg halmaz eleme a »1; »2; . . . ; »k¡1 ¶es az N
¶altal gener¶alt ¾-algebr¶anak, ami fÄuggetlen a »k-t¶ol.
8. Lemma. Ha a (»k) ugr¶asok kÄozÄos eloszl¶as¶anak van M v¶arhat¶o ¶ert¶eke,
akkor az X
±
=
PN(t)
k=1 »k Äosszetett folyamatnak is van kompenz¶atora, amely
¶eppen Xp = M ¢ Np.
A lemma interpret¶aci¶oja ism¶et igen k¶ezenfekv}o: a teljes k¶arfolyamatban
¯gyelembe kell venni a k¶aresem¶enyek gyakoris¶ag¶at ¶es nagys¶ag¶at. Az Äosszetett
folyamat kompenz¶atora ¶eppen a gyakoris¶agi folyamat kompenz¶atora szorozva
az ¶atlagos k¶ar nagys¶ag¶aval.
Bizony¶³t¶as. A v¶arhat¶o ¶ert¶ek l¶etez¶ese miatt az X szint¶en lok¶alisan
integr¶alhat¶o, vagyis eleme az Aloc t¶ernek, ¶³gy teh¶at l¶etezik kompenz¶atora.
A felt¶etelezett fÄuggetlens¶eg miatt a »n ugr¶as fÄuggetlen az F¿n¡ ¾-algebr¶at¶ol.
Tetsz}oleges C ¸ 0 el}orejelezhet}o folyamat eset¶en, felhaszn¶alva, hogy a C (¿k)
 
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m¶erhet}o az F¿k¡ esem¶enyt¶erre:
E
³Z 1
0
Cs dXs
´
= E
³ 1X
k=1
C(¿k)»k
´
=
1X
k=1
E(C(¿k)»k) =
=
1X
k=1
E
¡
E(C(¿k)»k j F¿k¡)
¢
=
=
1X
k=1
E
¡
C(¿k)E(»k j F¿k¡)
¢
=
=
1X
k=1
E
¡
C(¿k)E(»k)
¢
= M ¢ E
³Z 1
0
Cs dNs
´
=
= M ¢ E
³Z 1
0
Cs dN
p
s
´
;
amib}ol a lemma m¶ar evidens. 2
9. ¶All¶³t¶as. TegyÄuk fel, hogy az Np kompenz¶ator folytonos. VezessÄuk be a
ºi
±
= 1 ¡ exp(¡u»i), V ±=
PN(t)
k=1 ºk, valamint U
±
= V p ¡ V jelÄol¶eseket. A
Z
±
= exp(Ã(u) ¢ Np ¡ u ¢ X)
folyamat fel¶³rhat¶o Z = E(U) m¶odon, kÄovetkez¶esk¶eppen a Z egy lok¶alis martin-
g¶al. Ha valamely T id}opontban E(exp(Np(T ))) < 1, akkor a Z egyenletesen
integr¶alhat¶o marting¶al a [0; T ] id}ointervallumon.
Bizony¶³t¶as. Eml¶ekeztetÄunk, hogy de¯n¶³ci¶o szerint a Z = E(U) egyenl}o-
s¶eg azt jelenti, hogy a Z ¶eppen az egyetlen megold¶asa a
Z = 1 + Z¡ ² U
egyenletnek. A Dol¶eans-formula szerint (felhaszn¶alva, hogy az Np folytonos,
tov¶abb¶a az el}oz}o lemma miatt V p = Ã(u) ¢ Np):
E(U) = exp(U ¡ U(0) ¡ [U ]c)
Y
(1 + ¢U) exp(¡¢U) =
= exp(V p ¡ V )
Y
(1 ¡ ¢V ) exp(¢V ) =
= exp(V p)
Y
(1 ¡ ºi¢N) =
= exp(V p)
Y
(1 ¡ (1 ¡ exp(¡u»i))¢N) =
= exp(V p) exp(¡uX) = exp(V p ¡ uX) =
= exp(Ã(u)Np ¡ uX) ±= Z :
Az U lok¶alis marting¶al volt¶ab¶ol kÄovetkez}oen a Z szint¶en lok¶alis marting¶al.
Mivel pedig 0 · Ã(u) · 1, ez¶ert
0 · exp(Ã(u)Np ¡ uX) · exp(Np) · exp(Np(T )) :
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A major¶alt konvergencia t¶etel kÄozvetlen alkalmaz¶as¶ab¶ol az ¶all¶³t¶as m¶ar kÄovet-
kezik. 2
Tetsz}oleges u eset¶en a Z (T ) tekinthet}o a [0; T ] id}oszakaszra megszor¶³tott
folyamatokra egy m¶ert¶ekcsere s}ur}us¶egfÄuggv¶eny¶enek. JelÄoljÄuk a tov¶abbiakban
ezt a m¶ert¶eket Pu-val, az alatta vett v¶arhat¶o ¶ert¶eket pedig Eu-val. A Z (T )
de¯n¶³ci¶oja alapj¶an kÄonnyen l¶athat¶o, hogy
Lt(u) = E(exp(¡uX(t))) = Eu(exp(¡Ã(u)Np(t))) =
= Eu
³
exp
¡¡Ã(u)Z t
0
¸s ds
¢´
;
azaz a m¶ert¶ekcsere seg¶³ts¶eg¶evel (a dupl¶an sztochasztikus folyamatok eset¶eben
l¶atottakhoz hasonl¶oan) tetsz}oleges intenzit¶assal rendelkez}o sz¶aml¶al¶o folyamat
Laplace-transzform¶altj¶at is ki tudjuk fejezni az intenzit¶as seg¶³ts¶eg¶evel.
Az ¶altal¶anos Girszanov-t¶etel miatt, ha az M egy lok¶alis marting¶al, akkor
az M ¡ Z¡1 ² [Z; M ] szint¶en lok¶alis marting¶al az ¶uj m¶ert¶ek alatt. Mivel a
Z korl¶atos v¶altoz¶as¶u, ez¶ert ha az M folytonos, akkor a [Z; M] = 0: Ebb}ol
kÄovetkez}oen a m¶ert¶ekcsere nem ¶erinti a folytonos lok¶alis marting¶alokat, ¶³gy
p¶eld¶aul nem v¶altozik a Wiener-folyamatok oszt¶alya sem.
10. ¶All¶³t¶as. TegyÄuk fel, hogy az Np folytonos. Az N kompenz¶atora az ¶uj
m¶ert¶ek alatt H(u) ¢ Np alak¶u, ahol Np tov¶abbra is az N kompenz¶atora az
eredeti m¶ert¶ek alatt, a kor¶abbiakhoz hasonl¶oan pedig H(u) jelÄoli az ugr¶asok
eloszl¶as¶anak Laplace-transzform¶altj¶at az eredeti m¶ert¶ek alatt. Legyen g ¸ 0
egy Borel-m¶erhet}o fÄuggv¶eny ¶es legyen Y
±
=
PN(t)
k=1 g(»k). TegyÄuk fel, hogy
a (g(»k)) ugr¶asoknak van kÄozÄos M v¶arhat¶o ¶ert¶eke, ¶³gy az Y -nak van kom-
penz¶atora az eredeti m¶ert¶ek alatt. Ha
M(u)
±
= EP(g(»k) exp(¡u ¢ »k)) ;
akkor az Y kompenz¶atora az ¶uj m¶ert¶ek alatt Y p = M (u) ¢ Np.
Bizony¶³t¶as. Meg kell mutatni, hogy a
K
±
= (Y ¡ M(u) ¢ Np) ¢ Z
lok¶alis marting¶al az eredeti m¶ert¶ek alatt. A parci¶alis integr¶al¶as formul¶aja
alapj¶an
K = (Y ¡ M(u) ¢ Np)¡ ² Z + Z¡ ² (Y ¡ M(u) ¢ Np) + [Z;Y ¡ M(u) ¢ Np] :
A Z de¯n¶³ci¶oja alapj¶an, felhaszn¶alva, hogy az Np folytonos, Z pedig v¶eges
v¶altoz¶as¶u
[Z; Y ¡ M(u) ¢ Np] = [Z¡ ² (V p ¡ V ); Y ] = ¡[Z¡ ² V; Y ] = ¡Z¡ ² [V;Y ] :
Az integr¶ator kompenz¶atora az eredeti m¶ert¶ek alatt
[V;Y ]p =
³X
g(»i)(1 ¡ exp(¡u ¢ »i))¢N
´p
= (M ¡ M(u)) ¢ Np :
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KÄovetkez¶esk¶eppen
K = (Y ¡ M(u) ¢ Np)¡ ² Z + Z¡ ² (Y ¡ M(u) ¢ Np) ¡ Z¡ ² [V;Y ] =
= (Y ¡ M(u) ¢ Np)¡ ² Z + Z¡ ² (Y ¡ M ¢ Np) +
+ Z¡ ² ((M ¡ M(u)) ¢ Np ¡ [V; Y ]) ;
ami lok¶alis marting¶al, ugyanis mind a h¶arom integr¶alban az integr¶ator lok¶alis
marting¶al az eredeti m¶ert¶ek alatt. Ha g ´ 1, akkor a t¶etel m¶asodik fel¶eb}ol
kÄovetkezik az els}o. 2
Ha g = ÂB ; akkor a kompenz¶ator
Y p =
E(Â(» 2 B) exp(¡u»))
E(exp(¡u»)) E(exp(¡u»)) ¢ N
p
m¶odon is ¶³rhat¶o. Ilyenkor pedig az
E(Â(» 2 B) exp(¡u»))
E(exp(¡u»))
kifejez¶es tekinthet}o egy val¶osz¶³n}us¶egi m¶ert¶eknek, a szorzat m¶asodik tagja pe-
dig ¶eppen az N kompenz¶atora az ¶uj m¶ert¶ek alatt. A formula teh¶at form¶alisan
eml¶ekeztet a kor¶abbi lemm¶aban szerepl}o kifejez¶esre, ¶am nem tudjuk, hogy a
m¶ert¶ekcsere ut¶an az Äosszetett eloszl¶asra alkalmazhat¶o lesz-e a lemma gon-
dolatmenete, ugyanis k¶erd¶eses, hogy az azonos eloszl¶asra ¶es a fÄuggetlens¶egre
tett felt¶etelek ¶erv¶enyben maradnak-e. A kÄovetkez}okben a c¶elunk ¶eppen az,
hogy megmutassuk e felt¶etelek fenn¶all¶as¶at az ¶uj m¶ert¶ek alatt is, ehhez viszont
az el}obbiekben bizony¶³tott ¶all¶³t¶as jelenti a kiindul¶opontot.
11. ¶All¶³t¶as. TegyÄuk fel, hogy az Np folytonos. Ha » az ugr¶asok kÄozÄul az
egyik, akkor
Pu(» 2 B) ±= E
P(Â(» 2 B) exp(¡u»))
H(u)
;
vagyis az eml¶³tett m¶ert¶ek ¶eppen az ugr¶asok eloszl¶asa az ¶uj m¶ert¶ek eset¶en. KÄo-
vetkez¶esk¶eppen az ugr¶asok eloszl¶asa a m¶ert¶ekcsere sor¶an egyform¶an v¶altozik.
Bizony¶³t¶as. JelÄolje M a kifejez¶es jobb oldal¶at. Mivel a jobb oldalon ¶all¶o
kifejez¶es a P alatt sz¶amoland¶o, ez¶ert az ¶ert¶eke minden n eset¶en azonos. JelÄolje
Np az N kompenz¶ator¶at a Pu alatt. Legyen C
±
= Â((¿n¡1; ¿n]). Mivel a C
el}orejelezhet}o, ¶³gy az Y ¶uj m¶ert¶ek alatti kompenz¶ator¶at megad¶o ÄosszefÄugg¶est
haszn¶alva kapjuk, hogy
Pu(»n 2 B) = Eu(ÂB(»n)) = Eu(Y (¿n) ¡ Y (¿n¡1)) =
= Eu
³Z 1
0
Cs dY
´
= Eu
³Z 1
0
Cs dY
p
´
=
= M ¢ Eu
³Z 1
0
Cs dN
p
´
= M ¢ Eu
³Z 1
0
Cs dN
´
= M :
2
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12. ¶All¶³t¶as. TegyÄuk fel, hogy az Np folytonos. Ekkor az ¶uj Pu m¶ert¶ek alatt
is fenn¶all, hogy a »k fÄuggetlen az F¿k¡ ¾-algebr¶at¶ol.
Bizony¶³t¶as. Nyilv¶an elegend}o megmutatni, hogy »k fÄuggetlen a ¾-
algebr¶at gener¶al¶o halmazrendszert}ol. Legyen teh¶at F egy ilyen halmaz. Ha
F = A \ f¿k > tg, A 2 Ft; tov¶abb¶a
C = Â((¿k¡1; ¿k] \ (t; ¿k]) ¢ ÂA
akkor a C el}orejelezhet}o, mivel adapt¶alt ¶es balr¶ol folytonos. Ez¶ert
Pu(F \ »¡1k (B)) = Eu(ÂF ÂB(»k)) = Eu(
Z 1
0
Cs dY ) = E
u(
Z 1
0
Cs dY
p) =
= Eu
³Z 1
0
EP(ÂB(») exp(¡u»))
H(u)
Cs dN
p
´
=
=
EP(ÂB(») exp(¡u»))
H(u)
Eu(
Z 1
0
Cs dN) =
=
EP(ÂB(») exp(¡u»))
H(u)
Eu(ÂF ¢N(¿k)) =
= Pu(»¡1(B)) ¢ Pu(F ) :
Ha F 2 F0; akkor pedig az C = ÂF Â(¿k¡1; ¿k] folyamatra alkalmazva kapjuk
az ¶all¶³t¶ast. 2
5 Alkalmaz¶asi lehet}os¶egek
A matematikai h¶att¶er ¶attekint¶ese ut¶an rÄoviden ismertetjÄuk a sz¶aml¶al¶o folya-
matok felhaszn¶al¶asi lehet}os¶eg¶et a hitelderivat¶³v¶ak modellez¶es¶eben. Els}ok¶ent
a legismertebb portf¶oli¶o hitelderivat¶³va, a szintetikus CDO ¶araz¶asi alapelv¶et
tekintjÄuk ¶at, majd r¶at¶erÄunk a Laplace-transzform¶alt intenzit¶as ¶altal val¶o kife-
jez¶es¶enek jelent}os¶eg¶ere.
Hitelderivat¶³v¶ak modellez¶ese
A szintetikus CDO-k jellemz}oje, hogy az alapul szolg¶al¶o portf¶oli¶ot n darab
egys¶egnyi n¶ev¶ert¶ek}u, T lej¶arat¶u, illetve azonos (tm) pr¶emium¯zet¶esi id}opon-
tokkal rendelez}o CDS alkotja. Egy adott CDO tÄobb kÄulÄonbÄoz}o s¶avb¶ol (m¶as
n¶even tranche-b¶ol) tev}odik Äossze, melyeket az als¶o ¶es fels}o csatlakoz¶asi pontok
hat¶aroznak meg (a tov¶abbiakban ezeket rendre K 2 [0; 1) ¶es K 2 (K; 1]
jelÄoli), s melyek megadj¶ak, hogy az adott tranche-ot v¶alaszt¶o befektet}o a
portf¶oli¶ot ¶er}o vesztes¶eg mekkora szelet¶et kÄoteles t¶er¶³teni. Egy adott tranche
n¶ev¶ert¶eke Kn, ahol K
±
= K ¡ K.
A v¶edelem elad¶oja a rendszeres S nagys¶ag¶u spread-¯zet¶esek mellett a
pr¶emium egy r¶esz¶et a szerz}od¶eskÄot¶eskor el}oleg formj¶aban is megkaphatja, ezt
nevezzÄuk upfront fee-nek, mely kor¶abban els}osorban a legals¶o (jellemz}oen 0
¶es 3% kÄoz¶e es}o equity-nek nevezett) tranche-ot ¶erintette. Az upfront fee-t
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G-vel jelÄoljÄuk, s a spread-hez hasonl¶oan a n¶ev¶ert¶ekre vet¶³tve adjuk meg. A
term¶ek p¶enz¶araml¶asa a r¶esztvev}o felek szerint:
² A v¶edelem elad¶oja fedezi a portf¶oli¶oban bekÄovetkez}o vesztes¶egeket a
bekÄovetkez¶es pillanat¶aban, de csak abban az esetben, ha a kumulat¶³v
vesztes¶eg (melyet a kor¶abbiakhoz hasonl¶oan jelÄoljÄon X) az als¶o ¶es fels}o
csatlakoz¶asi pontok ¶altal meghat¶arozott intervallumba esik. A v¶edelem
elad¶oj¶anak szemszÄog¶eb}ol teh¶at az Ut
±
= (Xt ¡ Kn)+ ¡ (Xt ¡ Kn)+
vesztes¶egfolyamat ugr¶asai a m¶ervad¶oak. E ki¯zet¶eseket nevezzÄuk az
adott tranche cs}od¶ag¶anak (Default Leg, DL).
² A v¶edelem vev}oje a szerz}od¶eskÄot¶eskor ki¯zeti a GKn nagys¶ag¶u upfront
fee-t, majd a pr¶emium¯zet¶esek (tm) id}opontjaiban a tranche fenn¶all¶o
n¶ev¶ert¶ekre vonatkoz¶o spread Äosszeg¶et: SCm(Kn ¡ Utm), ahol Cm a
k¶et pr¶emium¯zet¶es kÄozÄott eltelt id}o (a gyakorlatban erre negyed¶evente
kerÄul sor, ¶³gy Cm ¼ 1=4). E ki¯zet¶eseket nevezzÄuk az adott tranche
pr¶emium ¶ag¶anak (Premium Leg, PL).
Min¶el magasabb az als¶o K csatlakoz¶asi pont, az elad¶o ann¶al kisebb kock¶a-
zatot v¶allal, s ebb}ol kÄovetkez}oen ann¶al kisebb pr¶emiumra sz¶am¶³that. Ennek
oka, hogy els}ok¶ent az als¶obb tranche-ok fogj¶ak fel a vesztes¶egeket, biztons¶agi
h¶al¶ot ny¶ujtva a magasabb csatlakoz¶asi ponton besz¶all¶o elad¶onak. A legals¶o,
equity-nek nevezett K = 0 csatlakoz¶asi pont¶u tranche a legkock¶azatosabb,
hiszen minden felmerÄul}o vesztes¶eget t¶er¶³teni kÄoteles, am¶³g n¶ev¶ert¶eke teljesen
fel nem em¶eszt}odik. ¶Epp e kock¶azatos volt¶ab¶ol fakad, hogy a sztenderdiz¶alt
keresked¶ese az upfront-ja alapj¶an tÄort¶enik rÄogz¶³tett spread mellett, mikÄozben
a magasabb s¶avok eset¶eben a spreadeket jegyezt¶ek rÄogz¶³tett G = 0 upfront
mellett. A v¶als¶ag hat¶as¶ara az ut¶obbi ¶evekben a kock¶azatoss¶ag megugr¶asa
miatt m¶ar a magasabb tranche-ok jegyz¶ese is az upfront alapj¶an tÄort¶ent.
A szerz}od¶eskÄot¶eskor a felek c¶elja egy igazs¶agos S spread meghat¶aroz¶asa,
amihez kÄulÄonbÄoz}o id}opontokban adott vesztes¶eg¶ert¶ekek (mint speci¶alis term¶e-
kek) igazs¶agos ¶ar¶at kellene ismernÄunk. A szok¶asos gyakorlat a marting¶alm¶er-
t¶ekre ¶epÄul}o ¶araz¶as technik¶aj¶anak felhaszn¶al¶asa. Teh¶at a bevezet}o fejezetben
ismertetett elv alapj¶an feltesszÄuk, hogy l¶etezik egy ekvivalens Q m¶ert¶ek, hogy
mind a cs}od¶ag, mind a pr¶emium ¶ag t-beli ¶ert¶eke megkaphat¶o a ki¯zet¶esek
diszkont¶alt ¶ert¶ek¶enek e m¶ert¶ek alatt vett v¶arhat¶o ¶ert¶ekek¶ent:
DLt(K; K) = E
Q
³Z T
t
B(t; s) dUs j Ft
´
=
= B(t; T )EQ(UT j Ft) ¡ Ut + r
Z T
t
B(t; s)EQ(Us j Ft) ds
PLt(K;K;G;S) = GKn + S
X
tm¸t
B(t; tm)Cm(Kn ¡ EQ(Utm j Ft)) ;
ahol B(t; s)
±
= exp(¡r(s ¡ t)) a diszkontfaktor. RÄogz¶³tett G upfront fee
mellett a t id}opontbeli igazs¶agos S
±
= St(K; K;G;T ) spread a DLt(K;K) =
PLt(K;K;G;S) egyenlet megold¶asak¶ent kaphat¶o.
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FigyeljÄuk meg, hogy az igazs¶agos spread ¶es upfront fee meghat¶aroz¶asakor
val¶oj¶aban call spread-ek ¶ert¶ek¶et kell meg¶allap¶³tanunk, ahol alapterm¶ekÄul most
nem egy r¶eszv¶eny, hanem az X vesztes¶egfolyamat szolg¶al:
B(t; s)EQ(Us j Ft) = B(t; s)(EQ((Xt ¡Kn)+ j Ft)¡(EQ((Xt¡Kn)+ j Ft) :
Intenzit¶asalap¶u modellek
L¶athat¶o teh¶at, hogy az Äosszetett X folyamat eloszl¶as¶at kell meghat¶aroznunk
a portf¶oli¶o hitelderiat¶³v¶ak ¶araz¶asa kapcs¶an. Az el}oz}oekben eml¶³tettek alapj¶an
ennek szok¶asos gyakorlata a Laplace-transzform¶alt kisz¶am¶³t¶as¶an alapul, s
mint megmutattuk, tetsz}oleges sz¶aml¶al¶o folyamat Laplace-transzform¶altja
megkaphat¶o a kompenz¶ator Pu m¶ert¶ek alatt vett Laplace-transzform¶altjak¶ent:
Lt(u) = E(exp(¡uX(t))) = Eu
³
exp
¡¡Ã(u)Z t
0
¸s ds
¢´
;
mely form¶alisan megegyezik a z¶er¶okupon kÄotv¶enyek sztochasztikus kamat-
l¶abak melletti ¶ar¶at megad¶o k¶eplettel. ¶Eppen ez az ÄosszefÄugg¶es az, mely az
intenzit¶asalap¶u modellez¶es er}oss¶eg¶et adja: a hitelderivat¶³v¶ak ¶araz¶as¶ahoz al-
kalmazhat¶ov¶a tehetjÄuk a kamatl¶abak irodalm¶anak kiterjedt eredm¶enyeit.
A kamatl¶abmodellek a kidolgozott elm¶eleti h¶att¶er mellett meglep}oen sok
olyan tulajdons¶aggal rendelkeznek, melyek k¶epesek reproduk¶alni a hitelderi-
vat¶³v¶akkal kapcsolatos empirikus meg¯gyel¶eseket, mint amilyen p¶eld¶aul a
bekÄovetkez¶esek gyakoris¶ag¶anak ¶atlaghoz visszah¶uz¶o jellege, illetve a cs}odÄok
klaszterez}od¶es¶enek jelens¶ege.
Legyen p¶eld¶aul X tov¶abbra is az Äosszetett sz¶aml¶al¶o folyamat, melynek
ugr¶asai most a cs}odÄok bekÄovetkez¶esekor realiz¶al¶o vesztes¶eget reprezent¶alj¶ak,
az X ugr¶asait sz¶aml¶al¶o folyamat ¤ intenzit¶asa pedig legyen egy ¸ folyamat
egyszer}u a±n fÄuggv¶enye10, azaz ¸t = R0 + R1¤t. TegyÄuk fel tov¶abb¶a, hogy
a ¸ dinamik¶aj¶at a kÄovetkez}o sztochasztikus di®erenci¶alegyenlet ¶³rja le:
d¸t = ¹(¸t) dt + ¾(¸t) dWt + ± dXt ;
ahol rÄogtÄon l¶athat¶o az Äongerjeszt}o jelleg, hiszen X kor¶abbi realiz¶aci¶oja befo-
ly¶asolja az intenzit¶ast, nevezetesen ¸ minden egyes cs}od eset¶en ugrik. Sz¶a-
m¶³t¶asi szempontb¶ol kedvez}o (¶am a megszor¶³t¶assal egyÄutt is viszonylag b}o)
modelloszt¶alyt kapunk, ha a ¹ ¶es ¾ fÄuggv¶enyekre a±n strukt¶ur¶at t¶etelezÄunk
fel, azaz ¹(x) = ¹0 + ¹1x, ¾2(x) = ¾0 + ¾1x, valamilyen konstans ¹0
¶es ¹1, illetve ¾0 ¶es ¾1 egyÄutthat¶ok mellett. Ekkor ugyanis a j¶ol ismert
Vasicek- ¶es CIR-modellek gondolatmenet¶eb}ol kiindulva rem¶enykedhetÄunk ab-
ban, hogy a Laplace-transzform¶alt megadhat¶o valamilyen kezelhet}o alakban.
10A kiindul¶asul szolg¶al¶o (azaz esetÄunkben a kock¶azatsemleges) m¶ert¶ek alatt ¶elÄunk a
¤t = ¸t felt¶etelez¶essel, azaz R0 = 0 ¶es R1 = 1. A param¶eter szerepeltet¶es¶enek oka, hogy
(mint a kÄovetkez}okben l¶atni fogjuk) el}oszÄor az eredeti m¶ert¶ek alatt vizsg¶ajuk a v¶arhat¶o
¶ert¶ek meghat¶aroz¶as¶at, s csak ezut¶an t¶erÄunk ¶at a Pu alatt vett kifejez¶es kisz¶am¶³t¶as¶ara.
Amint pedig a kor¶abbiakban l¶athattuk, ekkor az intenzit¶as egy konstanssal sk¶al¶az¶odik ¶at,
teh¶at az eredeti folyamat a±n fÄuggv¶enye lesz. ¶Igy a m¶ert¶ekcsere hat¶asa a param¶eterek
v¶altoz¶as¶an keresztÄul v¶alik kÄovethet}ov¶e.
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Az egyszer}us¶eg ¶erdek¶eben egy pillanatra tekintsÄunk el att¶ol a t¶enyt}ol, hogy
a v¶arhat¶o ¶ert¶eket a Pu m¶ert¶ek alatt kell meghat¶aroznunk. Ebben az esetben
a kamatl¶abak a±n lej¶arati szerkezet¶ere (A±ne Term Structure) gondolva az
a sejt¶esÄunk t¶amadhat, hogy az el}orejelezhet}o kompenz¶ator Ã(u) helyen vett
Laplace-transzform¶altja (mely ¶ertelmezhet}o egy z¶er¶okupon kÄotv¶eny ¶arak¶ent)
megadhat¶o az
E
³
exp(¡Ã(u)
Z t
0
¸s ds)
´
= exp
¡
®(0) + ¯(0)¸0
¢
alakban, ahol az ® ¶es ¯ fÄuggv¶enyek analitikusan, vagy legal¶abbis kÄonnyen
kisz¶amolhat¶o form¶aban adottak. Val¶oban, bizonyos technikai felt¶etelek fenn-
¶all¶asa eset¶en a [4] dolgozat eredm¶enyei alapj¶an a fenti v¶arhat¶o ¶ert¶ek el}o¶all
ilyen alakban, az ®, ¯ fÄuggv¶enyeket pedig kÄozÄons¶eges (¶altal¶anos¶³tott Riccati-)
differenci¶alegyenletek megold¶as¶aval kaphatjuk:
@t¯(t) = Ã(u) ¡ ¹1¯(t) ¡ 1
2
¾1¯
2(t) ¡ R1(H(1 ¡ ¯(t)))
@t®(t) = ¹1¯(t) ¡ 1
2
¾0¯
2(t) ¡ R0(H(1 ¡ ¯(t)))
¯(t) = 0; ®(t) = 0 ;
ahol H(u) tov¶abbra is az ugr¶asok Laplace-transzform¶altja a kiindul¶asul szol-
g¶al¶o m¶ert¶ek alatt.
Igen ¶am, de a sz¶amunkra a Pu m¶ert¶ek alatt vett v¶arhat¶o ¶ert¶ek meghat¶aro-
z¶asa a c¶el. Itt v¶alnak fontoss¶a a kor¶abbi fejezet m¶ert¶ekcser¶et vizsg¶al¶o t¶etelei.
Nevezetesen bel¶attuk, hogy a Wiener-folyamatok invari¶ansak a m¶ert¶ekcser¶ere
n¶ezve, a sz¶aml¶al¶o folyamat intenzit¶asa a 10. ¶all¶³t¶as alapj¶an (a konstans H(u)
szorz¶oval) m¶odosul, m¶³g a ugr¶asok eloszl¶asa a 11. ¶all¶³t¶as alapj¶an v¶altozik
meg. Ez alapj¶an minden szÄuks¶eges ismeret a rendelkez¶esÄunkre ¶all, hogy a Pu
m¶ert¶ek alatt alkalmazzuk a v¶arhat¶o ¶ert¶ek meghat¶aroz¶as¶ara szolg¶al¶o ¶all¶³t¶ast.
MindÄossze arra kell ¯gyelnÄunk, hogy az eredeti R0 = 0 ¶es R1 = 1 helyett
az R0 = 0 ¶es R1 = H(u) param¶etereket haszn¶aljuk Äosszhangban a sz¶aml¶al¶o
folyamat ¶uj intenzit¶as¶aval, a fenti di®erenci¶alegyenletekben szerepl}o Laplace-
transzform¶altat pedig m¶ar az ¶uj Pu m¶ert¶ek alatt kell vennÄunk.
6 ÄOsszefoglal¶as
A dolgozatban rÄoviden ¶attekintettÄuk az intenzit¶asalap¶u modellez¶es matema-
tikai p¶enzÄugyi probl¶em¶ait. Mik¶ent hangs¶ulyoztuk, a biztos¶³t¶asmatematik¶aval
szemben a p¶enzÄugyi elm¶eletben a k¶aresem¶enyekb}ol sz¶armaz¶o Äosszetett vesz-
tes¶egfolyamat eloszl¶as¶anak meghat¶aroz¶asakor olyan m¶odszereket szabad csak
haszn¶alni, amelyek robusztusak az alapul vett m¶ert¶ekcser¶ere ¶es a modell fel-
¶³r¶asakor csak igen korl¶atozottan t¶amaszkodhatunk az alapul vett k¶arfolyama-
tok konkr¶etan meg¯gyelt statisztikai tulajdons¶agaira, ugyanis az ¶araz¶askor
haszn¶alt m¶odszerek csak form¶alisan eml¶ekeztetnek a klasszikus elj¶ar¶asra. Az
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itt t¶argyalt m¶odszer l¶enyege, hogy a p¶enzÄugyi elm¶eletben j¶ol kidolgozott ka-
matl¶abmodellekkel tetsz}oleges m¶ert¶ek alatt kÄozvetlenÄul kisz¶amolhatjuk az
Äosszetett k¶arfolyamat Laplace-transzform¶altj¶at. A Laplace-transzform¶alt in-
vert¶al¶as¶aval m¶ar a kÄozismert (a biztos¶³t¶asmatematik¶aban is haszn¶alt) m¶odon
az Äosszetett vesztes¶egfolyamat kock¶azatsemleges m¶ert¶ek melletti eloszl¶asa is
kisz¶amolhat¶o. A m¶odszer el}onye, hogy robusztus ¶es minim¶alis matematikai
el}ofelt¶etelre ¶epÄul, tov¶abb¶a kÄozvetlenÄul felhaszn¶alhat¶ov¶a teszi a kamatl¶abmo-
dellek irodalm¶at, illetve az ezen a terÄuleten felhalmozott jelent}os ismereteket.
A m¶odszer h¶atr¶anya, hogy kÄozvetlenÄul nem az eloszl¶ast adja, hanem annak
Laplace-transzform¶alj¶at, ¶es ez¶ert a kalibr¶aci¶ot az eloszl¶as Laplace-transzfor-
m¶aci¶oj¶an keresztÄul kell elv¶egezni, ami komoly numerikus terhet jelent.
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INTENSITY-BASED MODELING AND THE CHANGE OF MEASURE
The paper addresses questions concerning the use of intensity based modeling in
the pricing of credit derivatives. As the speci¯cation of the distribution of the loss-
process is a non-trivial exercise, the well-know technique for this task utilizes the
inversion of the Laplace-transform. A popular choice for the model is the class of
doubly stochastic processes given that their Laplace-transforms can be determined
easily. Unfortunately these processes lack several key features supported by the
empirical observations, e.g. they cannot replicate the self-exciting nature of de-
faults. The aim of the paper is to show that by using an appropriate change of
measure the Laplace-transform can be calculated not only for a doubly stochastic
process, but for an arbitrary point process with intensity as well. To support the
application of the technique, we investigate the e®ect of the change of measure on
the stochastic nature of the underlying process.
