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ABSTRACT 
A SCHEME FOR STOCHASTIC STATE VARIABLE WATER RESOURCES SYSTEMS OPTIMIZATION 
This r e p o r t  de sc r ibes  the  development of an a n a l y t i c a l  scheme f o r  t h e  formu- 
l a t i o n  and opt imiza t ion  of wa te r  resources  systems. The scheme being proposed 
and i n v e s t i g a t e d  i s  t o  model t h e  s t o c h a s t i c  i n p u t  of annual  a s  w e l l  as monthly 
streamflows t o  a  hydro logic  and wa te r  resources  system, t o  formulate  t h e  system 
i n  a  s t a t e  v a r i a b l e  format ,  and t o  opt imize t h e  s t o c h a s t i c  s t a t e  v a r i a b l e  model 
s o  formulated by dynamic programming. For annual  s t reamflows,  a  second-order 
au to reg re s s ive  model w i t h  a  data-based t ransformat ion  i s  proposed, and both  
t h e  maximum l i k e l i h o o d  method and t h e  Bayesian approach a r e  used f o r  estima- 
t i n g  t h e  model parameters .  For monthly s t reamflows,  two l i n e a r  models a r e  
proposed, one i s  t h e  r eg re s s ion  model and t h e  o t h e r  i s  t h e  f u n c t i o n a l  r e l a -  
t i o n s h i p  model, and t h e i r  cons ide ra t i on  of both unco r r e l a t ed  and c o r r e l a t e d  
e r r o r s  and t h e i r  techniques of genera t ion  by a  s t a t i o n a r y  Markov process  a r e  
d i scussed .  The proposed s t a t e  v a r i a b l e  approach provides  a  gene ra l i zed  frame- 
work w i t h i n  which many d i f f e r e n t  k inds  of system models may b e  expressed and 
combined f o r  t h e  r e p r e s e n t a t i o n  of  a  given hydro logic  and wa te r  resources  . 
system. This s imple y e t  gene ra l  format i s  a  major advantage of t he  proposed 
s t a t e  v a r i a b l e  modeling. While t h e  annual  o r  monthly streamflows a r e  gener- 
a t e d  a s  s t o c h a s t i c  i n p u t s  t o  the  s t a t e  v a r i a b l e  system model by t h e  proposed 
scheme, a  new procedure of op t imiza t ion  of t h e  system by s t o c h a s t i c  dynamic 
programming i s  developed. Although t h e  r e sea rch  e f f o r t  should be  f u r t h e r  
extended t o  t h e  development of p r a c t i c a l  procedures  f o r  a p p l i c a t i o n ,  a  few 
simple examples a r e  given t o  i l l u s t r a t e  t h e  v a l i d i t y  of such a p p l i c a t i o n s .  
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I. INTRODUCTION 
1-1. o b j e c t i v e  of t he  Study. 
The main o b j e c t i v e  of t h i s  s t udy  i s  t o  develop a  scheme f o r  t h e  
op t imiza t ion  of water  resources  systems a s  an advanced methodology f o r  
t h e  optimum planning,  design and ope ra t i on  of water  r e sou rces  systems. 
However, a d d i t i o n a l  r e sea rch  w i l l  be needed t o  extend t h e  proposed scheme 
t o  p r a c t i c a l  procedures  t h a t  would be appl ied  t o  t h e  p lanning  and des ign  
of a c t u a l  water  resources  systems. 
The scheme being proposed and i n v e s t i g a t e d  i s  t o  model t he  
s t o c h a s t i c  i npu t  of annual a s  w e l l  a s  monthly streamflows t o  a  hydro logic  
and water  resources  system, t o  formulate  t h e  system i n  a  s t a t e  v a r i a b l e  
format ,  and t o  opt imize t he  s t o c h a s t i c  s t a t e  v a r i a b l e  model s o  formulated 
by t h e  use of dynamic programming. 
S ince  t h e  phys i ca l  mechanism of streamflow gene ra t i on  i s  n o t  
completely understood, t h i s  p rocess  may be t r e a t e d  a s  being s t o c h a s t i c ,  
and approximate mathematical models can be  der ived  us ing  t h e  h i s t o r i c  
da t a .  Such models should be simple enough t o  employ a  f e w  parameters as 
p o s s i b l e  and y e t  be f l e x i b l e  enough t o  cap tu re  a l l  t h e  e s s e n t i a l  f e a t u r e s  
of t h e  phys i ca l  p rocess .  
On t h e  b a s i s  of a  s t o c h a s t i c  model of t he  streamflow p roces s ,  
a  Monte Car lo  technique i s  used t o  gene ra t e  a  set of streamflow sequences 
t h a t  a r e  equa l ly  a s  l i k e l y  t o  occur a s  t h e  observed streamflow sequence. 
The sequences s o  generated make p o s s i b l e  a  r e l a t i v e l y  comprehensive 
s imula t ion  s tudy  of t he  performance of a  proposed hydro logic  design a s  i t  
responds t o  va r ious  p o s s i b l e  sequences of s t reamflows,  t hus  a i d i n g  t h e  
development of a  well-balanced design.  For t h a t  reason ,  streamflow 
gene ra t i on  used i n  conjunct ion wi th  s imula t ion  provides  a  design evalua- 
t i o n  techniques which i s  s u p e r i o r  t o  t r a d i t i o n a l  methods t h a t  u se  only 
t h e  observed streamflow sequence i n  eva lua t ing  hydrologic  designs.  Stream- 
flow genera t ion  does n o t  provide any new information about the  streamflow 
process  but  i t  unvei l s  and expands the  a v a i l a b l e  information i n  a  manner 
s u i t a b l e  f o r  a  s imula t ion  s tudy.  
Both annual and monthly streamflows a r e  f r equen t ly  used a s  
hydrologic  i npu t s  i n  planning and design s t u d i e s  of water  resources systems. 
The monthly streamflows i n  p a r t i c u l a r ,  c o n s t i t u t e  a  f a i r l y  genera l  case  
because of t h e i r  seasonal  s t r u c t u r e .  Since convent ional  s t o c h a s t i c  
hydrologic  modeling techniques do n o t  adequately account f o r  t h e  model 
parameter u n c e r t a i n t i e s ,  one ob jec t ive  of t h i s  s tudy i s  t o  explore  t h e  char- 
a c t e r i s t i c s  of such u n c e r t a i n t i e s  and t o  i nco rpora t e  them i n  the  modeling 
process .  
Once the  s t o c h a s t i c  i npu t s  a r e  modeled and can be generated,  
t he  hydrologic  and water  resources system should be modeled i n  a  f l e x i b l e  
format i n  o rde r  t o  accommodate t he  inpu t s  and t o  opt imize t h e  output  of 
the  system. In  t h i s  r e spec t ,  a  new s t a t e  v a r i a b l e  approach is  inves t iga t ed  
f o r  s e rv ing  i n  a  genera l ized  and f l e x i b l e  manner t o  accept  t h e  s t o c h a s t i c  
i n p u t s  and be optimized. 
The use of dynamic programming f o r  systems opt imiza t ion  is  a  
powerful and we l l  accepted t o o l .  However, i t  is convent iona l ly  app l i cab le  
only t o  d e t e r m i n i s t i c  systems. I n  t h i s  s tudy t h e  water  resources  system 
is made s t o c h a s t i c  because of i ts  s t o c h a s t i c  i npu t s .  Attempts have 
been made t o  develop s t o c h a s t i c  dynamic programming techniques;  however, 
they have n o t  been too  succes s fu l  because many d i f f i c u l t i e s  a r i s e  due t o  
t he  p r o b a b i l i s t i c  na tu re  of t he  system. The few s t o c h a s t i c  dynamic pro- 
g r a m i n g  techniques t h a t  have been proposed previous ly  a r e  r a t h e r  l i m i t e d  
t o  s i m p l i f i e d  assumptions. I n  t h i s  s tudy ,  i n v e s t i g a t i o n  is  made t o  
develop a  s t o c h a s t i c  dynamic programming algori thm on the  b a s i s  of more 
r e a l i s t i c  assumptions s o  t h a t  t h e  r e s u l t s  of applying t h e  proposed technique 
w i l l  be c l o s e r  t o  t h e  r e a l  world s i t u a t i o n .  
1-2. Scope of t h e  Study. 
The scope of t h i s  s t udy  i s  e s s e n t i a l l y  r epo r t ed  i n  t h e  subsequent 
f i v e  chapters .  Chapter I1 w i l l  d i s cus s  t h e  s t o c h a s t i c  modeling and 
genera t ion  of annual streamflows. I n  t h i s  chap te r ,  e x i s t i n g  methods of 
s t o c h a s t i c  modeling of streamflows a r e  b r i e f l y  descr ibed .  I n  o rde r  t o  
j u s t i f y  t h e  use of a v a i l a b l e  p r o b a b i l i s t i c  t h e o r i e s  which a r e  mostly based 
on normal d i s t r i b u t i o n s ,  Box-Cox t ransformat ions  of t h e  v a r i a b l e s  a r e  
introduced.  The transformed streamflows a r e  then  modeled by t h e  second- 
o rde r  au to reg re s s ive  model. Est imat ion of t h e  model parameters  i s  made 
by t h e  method of maximum l ike l ihood  and by t h e  Bayesian method. Then, a s  
an i l l u s t r a t i o n ,  a  s e t  of given annual streamflow d a t a  a r e  analyzed by 
t h e  proposed scheme. 
Chapter I11 covers t h e  s t o c h a s t i c  modeling of monthly stream- 
flows. I n  t h i s  chap te r ,  t he  development i n  s t o c h a s t i c  genera t ion  of 
monthly streamflows is b r i e f l y  reviewed and t h e  gene ra l  l i n e a r  model of 
f u l l  rank is recommended f o r  use.  Est imat ion of t h e  model parameters  and 
monthly streamflow genera t ion  a r e  d i scussed  f o r  t h e  case  of unco r r e l a t ed  
e r r o r s  a s  w e l l  a s  f o r  t he  case  of c o r r e l a t e d  e r r o r s .  However, because 
of l i m i t a t i o n s  i n  t ime,  no f u r t h e r  s t u d i e s  have y e t  been made on t h e  
development of t h e  algori thms f o r  applying t h e  proposed scheme f o r  
genera t ing  monthly streamflows a s  s t o c h a s t i c  i npu t s .  
Chapter I V  p r e s e n t s  t h e  s t a t e  v a r i a b l e  modeling of hydro logic  
and water  resources  systems. 'The b a s i c  concepts  and equa t ions  f o r  t h e  
s t a t e  v a r i a b l e  mathematical model a r e  f i r s t  descr ibed .  Then, t h e  fo r -  
mulat ion of d e t e r m i n i s t i c  s t a t e  v a r i a b l e  models and s t o c h a s t i c  s t a t e  
v a r i a b l e  models a r e  presen ted  wi th  i l l u s t r a t i o n  by examples. 
Chapter V d i s cus se s  t he  op t imiza t ion  techniques of s t o c h a s t i c  
dynamic programming. The d i scus s ion  inc ludes  s t o c h a s t i c  t ransformat ion ,  
formula t ion  of r ecu r s ive  equa t ions ,  chance c o n s t r a i n t s  and s t eady  s t a t e  
p r o b a b i l i t i e s ,  and r i s k  a n a l y s i s .  An example i s  g iven  t o  i l l u s t r a t e  t he  
op t imiza t ion  procedure and t o  d i s c u s s  t h e  r e s u l t s  of t h e  op t imiza t ion  
technique.  
The r e p o r t  i s  concluded wi th  summaries and conc lus ions ,  a l ist  
of r e f e r ences ,  and an appendix desc r ib ing  t h e  p h y s i c a l  and economic d a t a  
f o r  Watashearnu Dam and Reservoi r ,  which a r e  used i n  t h e  example of 
Chapter V. 
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11. MODELING OF STOCHASTIC INPUT: ANNUAL STREAMFLOWS 
2-1. S tochas t i c  Generation and Modeling of Streamflows. 
The ob jec t ive  of streamflow genera t ion  i s  t o  produce a  s e t  of syn- 
t h e t i c  streamflow sequences t h a t  would occur equal ly  a s  l i k e l y  a s  t h e  observed 
streamflow sequence. S t a t i s t i c a l l y ,  t h i s  amounts t o  t he  genera t ion  of a 
s e t  of samples from t h e  popula t ion  de f in ing  the  streamflow process .  However, 
t he  c h a r a c t e r i s t i c s  of t h i s  popula t ion  a r e  n o t  known b u t  can be i n f e r r e d  
from t h e  information contained i n  t h e  observed streamflow sequence. A 
dilemma h e r e  i s  t h a t  the  observed streamflow sequence i s  i t s e l f  a  sample, 
and s i n c e  i t  is  t y p i c a l l y  s h o r t ,  t h e  information i t  conta ins  may not  be 
r e p r e s e n t a t i v e  and r e l i a b l e  o r  may be  s u b j e c t  t o  l a r g e  sampling e r r o r s .  
Only wi th in  these  l i m i t a t i o n s ,  a  model f i t t e d  t o  the  observed streamflow 
sequence can be  considered a s  r e p r e s e n t a t i v e  of t he  s t o c h a s t i c  charac te r -  
i s t i c s  of t h e  streamflow and thus can be  used t o  reproduce t h e  streamflow 
process  and genera te  s y n t h e t i c  streamflow sequences.  Recognizing t h i s  f a c t ,  
hyd ro log i s t s  have suggested s e v e r a l  methods of streamflow genera t ion  f o r  
extending t h e  information contained i n  a  streamflow record f o r  u se  i n  water  
resources  systems planning and design. 
The phys i ca l  mechanism of t h e  streamflaw genera t ing  process  i s  n o t  
completely known and a  mathematical model is o f t e n  derived on t h e  b a s i s  of 
t h e  a v a i l a b l e  h i s t o r i c  observa t ions  t o  approximate t h e  underlying process .  
A model r ep re sen t ing  a  s t o c h a s t i c  process ,  such a s  streamf low, should be  
s imple enough t o  employ a s  few parameters a s  p o s s i b l e  and y e t  be f l e x i b l e  
enough t o  capture  a l l  the  e s s e n t i a l  f e a t u r e s  of t h e  phys i ca l  process .  
Bas i ca l ly  two types of models a r e  i n  use  today i n  s t o c h a s t i c  modeling of 
annual s t reamflows,  namely the  Markov models of Thomas and F i e r i n g  (1962) 
and the  f r a c t i o n a l  Gaussian n o i s e  (FGN) models of Mandelbrot and Wall is  
(1968)., Severa l  modif ica t ions  and ref inements  have been proposed t o  these  
models and extens ive  l f t e r a t u r e  reviews were made by Chow and Meredith 
(1968), K i s i e l  (1969), and Matalas and Wall is  (1975) among o the r s .  
Both types of models belong t o  a gene ra l  c l a s s  of d i s c r e t e  time 
l i n e a r  s t o c h a s t i c  processes (Box and Jenkins,  1970). The Markov model is  
simple i n  s t r u c t u r e  b u t  i t s  app l i cab i l ' i t y  is l imi t ed  because the  t h e o r e t i c a l  
au tocor re l a t ion  funct ion  is  n o t  f l e x i b l e  enough t o  f i t  a wide range of sample 
au tocor re l a t ion  funct ions .  The FGN model i s  a continuous moving average 
process of i n f i n i t e  order .  A s . t h e  f i r s t  s t e p  toward i t s  p r a c t i c a l  appl ica-  
t i o n ,  t he  FGN model must be replaced by a model of d i s c r e t e  f r a c t i o n a l  
Gaussian no i se  (DFGN) process.  The DFGN model has a p e c u l i a r  k e r n e l  
s t r u c t u r e  which does no t  s a t i s f y  the  Box and Jenkins (1970) d e f i n i t i o n  
of s t a t i o n a r i t y .  As t he  second s t e p  toward i ts  ope ra t iona l  u ses ,  t h e  DFGN 
model of i n f i n i t e  order  must b e  approximated by a process involving a 
f i n i t e  number of terms. So f a r  s i x  d i f f e r e n t  approximations t o  DFGN 
may be found; namely, Types I and I1 (Mandelbrot and Wal l i s ,  1969),  
f i l t e r e d  Type I1 (Matalas and Wal l i s ,  1970),  t h e  broken l i n e  process (Mejia, 
Rodriguez-Iturbe and Dawdy , 1972) , f a s t  f r a c t i o n a l  Gaussian n o i s e  (FFGN) 
(Mandelbrot, 1971; Chi, Neal and Young, 1973), and t h e  ARMA ( 1 , l )  wi th  the  
parameter $ c lose  t o  1 (0' Connell, 1971). 1 
Type I and 11, f i l t e r e d  Type 11, and t h e  broken l i n e  process a r e  
moving average models of f i n i t e  order .  In  gene ra l ,  moving average models 
a r e  i n f e r i o r  t o  au to reg res s ive  models f o r  t h e  fol lowing reasons:  (1) The 
au tocor re l a t ion  funct ion  of an autoregress ive  model t a i l s  of f  while  t h a t  
of moving average model cu t s  o f f ;  (2) t h e  au to reg res s ive  model is  l i n e a r  
i n  the  parameters whi le  the  moving average model i s  nonl inear  i n  the  para- 
meters;  and (3) the  au to reg res s ive  model i s  expressed i n  terms of t he  
observed p a s t  values while  t h e  moving average model is w r i t t e n  i n  terms 
of t h e  unobserved p a s t  random dis turbances .  The FFGN, a s  a genera t ing  
process ,  r e q u i r e s  t h e  summation of a l a r g e  number of terms. ARMA ( 1 , l )  
wi th  $ c lose  t o  1.0 can be  regarded a s  an approximation t o  t h e  FGN b u t  1 
i t  may no t  be a good approximation t o  a n a t u r a l  streamflow process ,  s i n c e  
t h e  model parameters a r e  not  est imated from t h e  observed streamflow 
sequence. 
I n  t h e  p r e s e n t  i n v e s t i g a t i o n ,  a new model, a second-order auto- 
r eg re s s ive  process  with a data-based t ransformat ion ,  is proposed t o  approxi- 
mate t h e  streamflow genera t ing  process .  The p r o p e r t i e s  of t h e  new model 
a r e  t o  be  presented  and the  parameter e s t ima t ion  procedures be  developed. 
Due t o  i t s  s i m p l i c i t y  i n  s t r u c t u r e  and i ts  g e n e r a l i t y  i n  d e s c r i p t i v e  £ i d e l - -  
i t y ,  t h e  new model seems t o  be very promising f o r  streamflow s imula t ion .  
2-2. The Box-Cox Transformations. 
Streamflow sequences seldom fol low t h e  normal p r o b a b i l i t y  d i s t r i b u -  
t i on .  I n  t h i s  s i t u a t i o n ,  i t  i s  o f t e n  found advantageous t o  t ransform t h e  
o r i g i n a l  sequence s o  t h a t  t h e  transformed sequence can be adequately repre-  
s en ted  by a s t o c h a s t i c  model based on t h e  normal p r o b a b i l i t y  d i s t r i b u t i o n  
theory.  The problem as soc ia t ed  wi th  t ransformat ions  is two-fold: F i r s t ,  
a s u i t a b l e  t ransformat ion  must be i d e n t i f i e d ;  and second, parameter e s t i -  
mators must be  found wi th  d e s i r a b l e  p r o p e r t i e s ,  using t h e  t ransformat ion .  
The procedure developed he re  cons iders  t h e s e  two a spec t s  of t h e  t r ans fo r -  
mation problem simultaneously.  
Consider a family of t ransformat ions  proposed by Box and Cox 
where y denotes the  streamflow value taken a t  time t .  Let us suppose t h a t ,  t 
f o r  some unknown value of A ,  t he  transformed observat ions can be represented 
by the  normal second-order autoregress ive ,  AR(2), process:  
where A' = ( ,  ,( ), which denotes t h e  t ranspose of &, is a vec tor  of 1 2  
unknown parameters associa ted  with the  transformed d a t a  and a t  is normally 
and independently d i s t r i b u t e d  random dis turbance ,  wi th  mean zero and 
variance 02 o r  NID (0 ,a:). E q .  (2-2b) can a l s o  be expressed i n  terms of 
a '  
t he  devia t ion  of z from i ts  mean, or t 
k t -u )  = m t -  + m2(zt-2-" + a t  (2-2c) 
where p i s  the  mean of the  process z By comparing E q .  (2-2c) with E q .  
t ' 
(2-2b), i t  can be seen t h a t  
Although E q .  (2-2c) is a commonly used f orm i n  s t o c h a s t i c  hydrology, E q .  
(2-2b) w i l l  be used i n  the  following ana lys i s  because i t  is  l i n e a r  i n  i t s  
parameters. E q .  (2-2c) contains the  product of parameters,  mly and ( 2 u ,  
and hence i t  is no t  l i n e a r  i n  i t s  parameters.  
2-3. Proper t ies  of the  Second-Order Autoregressive Model. 
When 1 ~ -  i s  assumed t o  be zero, t he  AR(2) model of E q .  (2-2b) can 
be w r i t t e n  a s  
Z t  = mlzt-l + 42zt-2 + a t 
For  s t a t i o n a r i t y ,  t h e  r o o t s ,  l / a l  and l / a 2 ,  of t h e  f o l l o w i n g  e q u a t i o n  
must l i e  o u t s i d e  t h e  u n i t  c i r c l e .  T h i s  is e q u i v a l e n t  t o  r e q u i r i n g  
. t h a t  t h e  pa ramete rs  and $2 l i e  i n  t h e  t r i a n g u l a r  reg ion :  
$2 - 01<1 
-1<$2<1 
a s  shown i n  Fig .  2-1. 
The a u t o c o r r e l a t i o n  f u n c t i o n  f o r  t h e  AR(2) p r o c e s s  is g iven  by 
t h e  second-order d i f f e r e n c e  equa t ion :  
w i t h  p o  = 1 and p l  = $1/(1-$2). The s o l u t i o n  of t h e  d i f f e r e n c e  e q u a t i o n  
(2-7) (S t ra lkowski ,  Wu, and DeVor 1970) i s  
k k  
p k  = C1al + C2a2 ; a1,a2 b e i n g  r e a l ,  unequal  
= (C +C k)cik; cil,a2 b e i n g  real, e q u a l  1 2  
k  
= C1y cos(kB+C ); ci ci b e i n g  complex 2  1 ' 2  
where C and C are c o n s t a n t s  and 1 2 
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The p a t t e r n s  i n  t h e  au toco r re l a t ion  func t ion  of t h e  AR(2) process  a r e  
a l s o  i l l u s t r a t e d  i n  Fig. 2-1. I f  t h e  r o o t s  a r e  r e a l ,  which occurs when 
m12 + 4m2 2 0, e i t h e r  t h e  a u t o c o r r e l a t i o n  func t ion  w i l l  be  p o s i t i v e  a s  
i t  damps ou t  t o  zero  (region A ) ,  o r  i t  w i l l  a l t e r n a t e  i n  s i g n  a s  i t  damps 
t o  zero (region B) .  However, i f  the  r o o t s  a r e  complex ($ + 4(2 < O), 1 
t h e  au toco r re l a t ion  func t ion  i s  a  damped s i n u s o i d a l  wave (regions C and D). 
The au toco r re l a t ion  func t ion  f o r  t h e  AR(2) process  is much more 
f l e x i b l e  than t h a t  f o r  t h e  Markov process .  The A R ( ~ )  process  may be used 
t o  f i t  e i t h e r  damped exponent ia l s  o r  damped s i n u s o i d a l s  i n  t h e  sample auto- 
c o r r e l a t i o n  func t ions .  A s  ear1.y a s  1927, Yule proposed a  second o rde r  
au to reg res s ive  model t o  desc r ibe  t h e  sequence of Wolfer 's  sunspot  number 
over a  176 yea r  per iod .  Since t h e  Yule 's  pioneering work, t h e  AR(2) model 
has  been ex tens ive ly  used t o  desc r ibe  a  v a r i e t y  of n a t u r a l  phenomena. For 
example, Quimpo (1968) used the  AR(2) process  i n  t h e  modeling of d a i l y  
r i v e r  flows. 
2-4. Est imation of Model Parameters.  
Having chosen a  model which w i l l  adequately r e p r e s e n t  t he  stream- 
flow sequence, the  next  s t e p  is t o  e s t ima te  t h e  model parameters.  It i s  
gene ra l ly  accepted t h a t  maximum l i k e l i h o o d  e s t ima te s  a r e  asymptot ica l ly  
more e f f i c i e n t  than moment es t imates .  The parameters of a  s t reanf low gener- 
a t i n g  model es t imated  from a s h o r t  h i s t o r i c  sequence, however, a r e  no t  l i k e l y  
t o  be  equa l  t o  t h e i r  r e spec t ive  populat ion values.  We may t r e a t  t h i s  para- 
meter unce r t a in ty  problem by employing t h e  Bayesian approach of s t a t i s t i c a l  
i n fe rence .  Bayesian in fe rence  provides a  framework t o  pool  a l l  t h e  a v a i l a b l e  
information t o  reduce the  parameter unce r t a in ty .  More impor tan t ly ,  t h e  
Bayesian approach can make exac t  f i n i t e  sample p r o b a b i l i t y  s ta tements  about 
t h e  unknown parameters.  
The model parameters a r e  es t imated  by using both t h e  maximum 
l ike l ihood  method and the  Bayesian approach. A numerical  example w i l l  be 
gfven i n  Sec t ion  2-5 t o  show how some of t h e  techniques developed could 
b e  used i n  t h e  a n a l y s i s  of a c t u a l  hydrologic  time s e r i e s  f o r  water  re- 
sources  systems planning. 
The parameters a r e  t o  be es t imated  f o r  t he  gene ra l  AR(p) process  
which i s  given by an extended form of Eq. (2-2a) o r  Eq. (2-2b): 
Eq. (2- l la )  inc ludes  an AR(1) process  a s  a  s p e c i a l  ca se  wi th  p=l .  When p=O, 
t h e  process  reduces t o  a  degenerate  s t o c h a s t i c  process  where y i s  indepen- t 
den t ly  and i d e n t i c a l l y  d i s t r i b u t e d .  Therefore t he  fol lowing procedure can 
a l s o  be appl ied  t o  f l ood  frequency ana lys i s .  
It i s  important  t o  n o t e  t h a t ,  f o r  given A ,  t h e  au to reg res s ive  
model shown by Eq. ( E l l a )  i s  l i n e a r  i n  t h e  parameters.  Also a t  time t ,  
Y t - 1 ~ Y t - 2 ~ - - . ~ Y  on t h e  r i g h t  s i d e  of Eq. ( E l l a )  have a l r eady  been t -P 
observed and s o  they a r e  n o t  random v a r i a b l e s  bu t  d e t e r m i n i s t i c  v a r i a b l e s .  
Hence, t h i s  au to reg res s ive  model s a t i s f i e s  a l l  t he  necessary  condi t ions  f o r  
t h e  formulat ion of a  normal l i n e a r  r eg re s s ion  model. Therefore,  t he  gene ra l  
p r i n c i p l e s  f o r  the  l i n e a r  r eg re s s ion  model a r e  d i r e c t l y  app l i cab le  t o  the  
au to reg res s ive  model. 
Since X is  an unknown parameter,  i t  w i l l  be  es t imated  along wi th  
o t h e r  unknown parameters ,  t h e  m's and oa. I n  what fo l lows ,  t h e  parameters 
a r e  t o  be est imated by us ing  both the  maximum l ike l ihood  method and the  
Bayesian approach. 
2-5. Maximum Likelihood Est imation of Parameters.  . 
(1) The Likelihood Function. Before d i scuss ing  t h e  maximum l i k e l i -  
hood method of e s t ima t ing  t h e  parameters ,  t h e  l i k e l i h o o d  f u n c t i o n w i l l  be  
def ined .  For t h i s  purpose, t h e  j o i n t  p r o b a b i l i t y  dens i ty  func t ion  (pdf) of 
g1 = (ylYy2,...,y ) given t h e  parameters A ,  A, and o can be  f ac to red  a s  
n a '  
fol lows : 
It is seen  from Eq. (2 - l l a )  t h a t  p (y1,y2,. . . ,y 1 A o )  involves  t h e  unknown 
P 
d a t a  yo , Y - ~ , .  . . ,y occurr ing be£ o r e  beginning of t h e  observa t ions .  A 1-P 
simple approximate method of r e so lv ing  t h i s  d i f f i c u l t y  is t o  cons ider  
y y a s  f i x e d  a t  t h e i r  observed va lues ;  t h i s  is equiva len t  t o  assum- 2 P 
i n g  t h a t  
where y' = ( Y ~ + ~  .Yp+2 ' . . . ,Yn) 
Since a i n  Eq. (2- l la )  i s  NID(O , o i ) ,  t h e  j o i n t  pdf of a '  t -
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exp i- - 7 1  (n-p)/2 
(2~0, )  2ua 
From Eq. (2- l lb)  t h e  fol lowing equat ions  can be w r i t t e n :  
o r  i n  ma t r ix  nota t ion :  
To w r i t e  t h e  j o i n t  pdf f o r  (yp+l,yp+2, . . . ,y ), t h e r e  i s  t h e  need 
n 
f o r  t h e  Jacobian of t h e  t ransformation from (ap+l 3 .  . , a ) t o  
n 
(yp+l JP+2 ' . . . , y  ), which can be  obtained from Eq.  (2- l la )  a s  n 
Then, 
- 
J [Z - 5 AI'[I  - X A I ,  exp (- - 
2 (n-pI12 2 
(2a\) 2ua 
When Eq. (2-18) is viewed a s  a func t ion  of t h e  parameters ,  i t  is  c a l l e d  
t h e  l i ke l ihood  func t ion ,  o r  
J [Z - x A] ' [Z - x A] 
fi(A.&.oa I - Y = (n-p)/2 exp (- 1 (2-19) 2 
(2~0, )  2oa 
It i s  o f t e n  convenient t o  work wi th  t h e  log  l i k e l i h o o d  func t ion  which i s  
given by 
L(A,&,oa I Y) - = l og  k(A.&,ua I - 1) 
2 
= - ( log  2n + log  oa) + l og  J 2 
- [Z - x &I [Z - x A] 
2 
2ua 
(2) Maximum l ike l ihood  Est imates .  The method of maximum l i k e l i -  
hood i s  p r e f e r a b l e  t o  the  method of moments s i n c e  maximum l ike l ihood  e s t i -  
mates a r e ,  i n  genera l ,  asymptot ica l ly  more e f f i c i e n t  than moment e s t ima te s  
.and a r e  asymptot ica l ly  unbiased (Kendall and S t u a r t ,  1967).  Maximum l i k e l i -  
hood e s t ima te s  may be  ad jus t ed  t o  d e r i v e  unbiased es t imates .  
The maximum l ike l ihood  e s t ima te s  of A,$-, and u2 can be  obtained 
a 
by maximizing t h e  l i ke l ihood  func t ion  of Eq. (2-19). For given A ,  Eq. 
(2-19) is  t h e  l i k e l i h o o d  f o r  a s tandard  l e a s t  squares  problem. Hence, t h e  
maximum l i k e l i h o o d  e s t ima te s  of t he  4's a r e  t h e  l e a s t  squares  e s t ima te s  
of t h e  4's: 
&(A) = ( ~ ' & ) - l  - x ' z  (2-21) 
It is  w e l l  known t h a t  &(A) a r e  t h e  unbiased minimum va r i ance  e s t ima te s  of 
&(A) (Schef £6, 1959). The maximum l i k e l i h o o d  e s t ima te  of uL (A) i s  
a 
where 
2 An unbiased e s t ima te  of u (A) i s  given by 
a 
The r e s i d u a l  v a r i a n c e  h a s  n-2p-1 degrees  o f  freedom s i n c e  t h e r e  a r e  e f f e c -  
t i v e l y  n-p o b s e r v a t i o n s  and p + l  degrees  of freedom are l o s t  i n  f i t t i n g  t h e  
unknown c o n s t a n t s  A. Eqs. (2-21) and (2-22) a r e  s u b s t i t u t e d  i n  Eq. (2-19) 
t o  o b t a i n  t h e  maximized l i k e l i h o o d  f u n c t i o n  a s  f o l l o w s :  
- n-p 
S i n c e  t h e r e  a r e  d i f f e r e n t  dimensions f o r  d i f f e r e n t  v a l u e s  o f  A ,  t h e  
p r e s e n c e  of t h e  Jacob ian  i n  Eq. (2-25) makes t h e  term i n  t h e  b r a c k e t  dimen- 
s i o n l e s s .  S i m i l a r l y ,  t h e  maximized l o g  l i k e l i h o o d  f u n c t i o n  i s  g i v e n  by 
L (A) = l o g  Lmax (A) = cons t  - 212 l o g  [ max 2 
i 
Since  only  t h e  r e l a t i v e  v a l u e  of R (A) is of i n t e r e s t ,  t h e  l i k e l i h o o d  
max 
f u n c t i o n  is u s u a l l y  regarded  a s  c o n t a i n i n g  an a r b i t r a r y  m u l t i p l i c a t i v e  
c o n s t a n t .  Likewise ,  t h e  l o g  l i k e l i h o o d  f u n c t i o n  c o n t a i n s  an a r b i t r a r y  
a d d i t i v e  cons t a n  t. Now Lmax(A) is e v a l u a t e d  f o r  v a r i o u s  v a l u e s  of X and 
t h e  v a l u e  which maximizes Eq. (2-26) is t h e  maximum l i k e l i h o o d  e s t i m a t e  
f o r  A .  Then, Eqs. (2-21) and (2-22), e v a l u a t e d  f o r  X = X^, a r e  t h e  maximum 
l i k e l i h o o d  e s t i m a t e s  f d r  and o2 r e s p e c t i v e l y .  
a' 
There h a s  been d i s c u s s i o n  abou t  whether  t h e  pa ramete rs  shou ld  
b e  e s t i m a t e d  from ' t h e  o r i g i n . a l  sample o r  from t h e  t ransformed sample.  
Matalas  (1967) '  Burges (19 72) ,  and Matalas  and W a l l i s  (1972) s u g g e s t e d  
c a l c u l a t i n g  t h e  sample s t a t i s t i c s  from t h e  o r i g i n a l  d a t a  f i r s t ,  s u b s t i -  
t u t i n g  them i n t o  t h e  e q u a t i o n s  which r e l a t e  t h e  p o p u l a t i o n  paramete rs  i n  
t h e  o r i g i n a l  and the  transformed u n i t s ,  and then so lv ing  t h e  equat ions f o r  
t h e  parameters i n  t h e  transformed u n i t s .  I n  t h i s  procedure the  parameters 
a r e  est imated by t h e  method of moments. However, i n  t h e  method of maximum 
l ike l ihood  t h e  parameters can be  e a s i l y  es t imated  from t h e  transformed 
da ta .  For t he  independent lognormal process ,  Finney (1941) and Ai tch ison  
and Brown (1963) showed t h a t  maximum l ike l ihood  e s t ima te s  a r e  much more 
e f f i c i e n t  than moment es t imates  f o r  l a r g e  samples. 
(3) Confidence Regions f o r  4 ,  and $, of t h e  AR(2) Model. The 
AR(2) model i s  recommended f o r  use i n  t h i s  s tudy.  The confidence of i t s  
es t imated  parameters $ and 4 2  i s  now discussed.  To a good degree of 
approximation, a 100(1-a)% j o i n t  confidence reg ion  f o r  t h e  parameters 
$2 f o r  given h is  given by Stralkowski ,  Wu, and DeVor (1970) a s  
where F (2,n-5) i s  t h e  upper lOOa percentage po in t  of an F d i s t r i b u t i o n  
a 
1 
w i t h  (2,n-5) degrees of freedom. Eq. (2-27) i s  t h e  equat ion  of an  e l l i p s e  
and can b e  w r i t  t en  i n  t h e  form 
where 
and 
I n  Eq.  (2-28), u(A) and v(A) a r e  transformed coord ina tes  centered a t  6 (A), 1 
i2(A) having d i r e c t i o n s  45O and 135O r e s p e c t i v e l y  and Bl(A) and B 2  (A) a r e  
t h e  one-half l eng ths  of t h e  p r i n c i p a l  axes of t h e  e l l i p s e .  
2-6. Bayesian Est imation of Parameters.  
(1) The Bayesian Theorem. The b a s i c  d i f f e r e n c e  between t h e  
Bayesian and non-Bayesian ( c l a s s i c a l )  approaches of s t a t i s t i c a l  i n fe rence  
is t h a t  t h e  Bayesian approach looks upon a  popula t ion  parameter a s  a  random 
v a r i a b l e  wh i l e  t h e  non-Bayesian approach looks upon a  popula t ion  parameter 
as an unknown cons tan t .  I n  t h e  Bayesian approach, a  pdf can b e  ascr ibed  t o  
a  popula t ion  parameter ,  which would conta in  any informat ion  known p r i o r  t o  
t ak ing  t h e  d a t a  p lus  t h e  information obtaine'd from t h e  da t a .  
Suppose t h a t  p(g,&) i s  a  j o i n t  pdf f o r  a  v e c t o r  of observa t ions  5 
and a  vec to r  of parameters &. Then, 
Given t h e  observed d a t a  z, t he  cond i t i ona l  d i s t r i b u t i o n  of & i s  
which can be expressed a l t e r n a t i v e l y  a s  
o r  p o s t e r i o r  pdf a p r i o r  pdf x l i k e l i h o o d  f u n c t i o n .  Eq. (2-33) is  u s u a l l y  
r e f e r r e d  t o  as t h e  Bayesian theorem. I n  t h i s  e q u a t i o n ,  p  (A), which t e l l s  
us  what is  known about  A w i t h o u t  knowledge of t h e  d a t a ,  is  c a l l e d  t h e  p r i o r  
d i s t r i b u t i o n  o f  A. The term p(zlA), viewed as a f u n c t i o n  of A, i s  t h e  
l i k e l i h o o d  f u n c t i o n .  The term p(j51z) i s  c a l l e d  t h e  p o s t e r i o r  pdf of A g iven  
z  and h a s  a l l  t h e  p r i o r  and sample i n f o r m a t i o n  i n c o r p o r a t e d  i n  i t .  The 
-
p o s t e r i o r  pdf is  employed i n  t h e  Bayesian approach t o  make i n f e r e n c e s  abou t  
pa ramete rs  ( Z e l l n e r ,  1971; Box and T iao ,  1973).  
(2) P o s t e r i o r  P d f ' s  f o r  Paramete rs .  As r e g a r d s  a  p r i o r  pdf f o r  
t h e  pa ramete rs ,  i t  is  assumed t h a t  t h e  i n f o r m a t i o n  i s  d i f f u s e  and r e p r e s e n t e d ,  
f o l l o w i n g  Box and Cox (1964),  by 
where J i s  t h e  J a c o b i a n  g iven  by Eq. (2-17) and p  is t h e  o r d e r  of an auto-  
r e g r e s s i v e  p r o c e s s  shown i n  Eq. ( 2 - l l b ) .  Note t h a t  t h e  $ I s  a r e  n o t  r e s -  
t r i c t e d  t o  b e  w i t h i n  t h e  s t a t i o n a r i t y  r e g i o n  and t h u s  t h e  a n a l y s i s  a p p l i e s  
w i t h o u t  imposing t h e  c o n d i t i o n  of s t a t i o n a r i t y  on a g iven  t ime  s e r i e s .  When 
some p r i o r  i n f o r m a t i o n  abou t  t h e  model pa ramete rs  is a v a i l a b l e ,  t h e  p r i o r  
pdf i n  Eq. (2-34) can b e  a l t e r e d  t o  i n c o r p o r a t e  t h i s  i n f o r m a t i o n .  As Benson 
and Matalas (1968) and Vicens ,  Rodriguez-I turbe  and Schaake (1974) r e p o r t e d  
t h a t  t h e  r e g i o n a l  r e g r e s s i o n  models f o r  t h e  a u t o c o r r e l a t i o n  c o e f f i c i e n t  were  
n o t  v e r y  s u c c e s s f u l  i n  p r o v i d i n g  t h e  p r i o r  i n f o r m a t i o n ,  t h e  above d i f f u s e  
p r i o r  is  recommended. 
On combining t h e  p r i o r  pdf i n  Eq. (2-34) w i t h  t h e  l i k e l i h o o d  
f u n c t i o n  i n  Eq. (2-19) us ing  t h e  Bayesian theorem, t h e  p o s t e r i o r  pdf f o r  
t h e  pa ramete rs  i s  o b t a i n e d  as: 
It i s  t o  be noted t h a t  t h e  l i k e l i h o o d  func t ion ,  E q .  (2-19), and t h e  pos- 
t e r i o r  pdf ,  Eq.  (2-35), a r e  p ropor t i ona l .  Hence, i t  i s  expected t h a t  t h e  
r e s u l t s  from t h e  Bayesian approach w i l l  be  comparable t o  those  from t h e  
maximum l i k e l i h o o d  method. Also i n  l a r g e  samples,  t h e  maximum l i k e l i h o o d  
e s t ima te s  a r e  t h e  approximate means of  t h e  p o s t e r i o r  pdf of t h e  parameters ,  
a pdf t h a t  w i l l  u s u a l l y  be approximately normal ( Z e l l n e r ,  1971).  
I n  t h e  Bayesian approach of s t a t i s t i c a l  a n a l y s i s ,  i n f e r ences  
about  unknown parameters a r e  made through the  use of t h e  p o s t e r i o r  pdf f o r  
t h e  parameters .  The j o i n t  p o s t e r i o r  pdf shown i n  E q .  (2-35) can be  analyzed 
convenient ly  by tak ing  no te  of t h e  fo l lowing  a l g e b r a i c  i d e n t i t y :  
2 , 
- ~r. &)'(z - 5 &) = (n-2p-1)s (A) + [& - &(A)] x'x [& - &(All (2-36) 
On s u b s t i t u t i n g  E q .  (2-36) i n  E q .  (2-35), 
J (n-2p-1) / (n-p) 2 (n-2p-1)s ( A )  + 
p(A,k,o IY) " a - (n-p+l) exp I- 
u 
2 
a 2u a 
I n t e g r a t i n g  E q .  (2-37) w i th  r e s p e c t  t o  o 
a '  
a J (n-2p-1)/(n-p){ ( r 1 - 2 ~ - l ) s ~  (A) + [& - &(A)] ' 
It can be  seen from Eq. (2-38) t h a t  t he  j o i n t  p o s t e r i o r  pdf f o r  &, given A ,  
i s  i n  t h e  m u l t i v a r i a t e  Student t form. The marginal  pdf f o r  4 given A ,  i ' 
i s  i n  t he  u n i v a r i a t e  Student  t form wi th  n-2p-1 degrees of freedom and wi th  
t h e  fol lowing moments : 
where kii i s  the  i - t h  d iagonal  element of (E/E)-'. 
Fu r the r ,  by i n t e g r a t i n g  Eq. (2-37) w i th  r e s p e c t  t o  &, 
P ( A , ~  a  IY) - = P(A,&,U I Y ) ~ &  1-, I-, * * *  I-, a  - 
For f i x e d  A ,  t h e  marginal p o s t e r i o r  pdf f o r  a  is  i n  t h e  form of an in-  
a  
ve r t ed  gamma func t ion  wi th  t h e  fol lowing moments: 
2  
var [oa(A]  = 2 (n- 2p- 3) - [E(oalA)l 
To o b t a i n  t h e  marginal  p o s t e r i o r  pdf f o r  A ,  i n t e g r a t e  Eq. (2-40) 
w i th  r e s p e c t  t o  aa: 
Z J  [s2 ( A )  I-  (n-2p-1) /2 
This  pdf can be  analyzed numer ica l ly ,  I n  t h e  l o g a r i t h m i c  form, 
l o g  p(A = cons t  - (n- 2p- 1 )  s 2 0 )  I 
- 2 
Thus, i n  comparison w i th  Eq. (2-25), i t  can be  s e e n  t h a t  t h e  maximum l i k e l i -  
hood e s t i m a t e  of A is  i d e n t i c a l  t o  t h e  modal v a l u e  of t h e  p o s t e r i o r  pdf f o r  A .  
(3)  Contours of P o s t e r i o r  P d f ' s  f o r  $I and m 2  of t h e  AR(2) Model. 1 
The p r o b a b i l i t y  d e n s i t y  f u n c t i o n  i n  Eq. (2-38) is a  monotonical ly  dec r ea s ing  
f u n c t i o n  of t h e  q u a d r a t i c  form [& - ~ ( A ) ] ~ ~ ' x [ $  - &(A) I .  Hence, t h e  con tours  
of p  A,y] a r e  e l l i p s o i d a l  i n  t h e  parameter  space  o f  9 (Box and T i ao ,  1972).  
- 
For an AR(2) p r o c e s s ,  t o  a  good degree o f  approximat ion,  t h e  
e l l i p s o i d a l  con tour  of p  ($I ,(I ( A  ,E) is  g iven  by 1 2  - 
Thi s  equa t i on  w i l l  d e l i n e a t e  a r eg ion  con t a in ing  an 100(1-a)% of  t h e  pos- 
t e r i o r  pdf f o r  and +2  g iven  A .  The e l l i p s o i d a l  p o s t e r i o r  r e g i o n  enc losed  
by t h e  con tour  g iven  by Eq. (2-44). is  numer ica l ly  e q u i v a l e n t  t o  an 100(1-a)% 
conf idence  r eg ion  f o r  I$ and + g iven  by Eq. (2-27). 1 2 
2-7. Analysis  of  Annual Streamflow Data. 
(1) The Annual Streamflow Data. I n  t h i s  s e c t i o n  some of t h e  
procedures  developed above a r e  appl ied  t o  an a c t u a l  hydro logic  t i m e  series. 
The annual  (ca lendar  year )  s t reamflow d ischarges  of  t h e  Sangamon River  n e a r  
Mont ice l lo ,  I l l i n o i s  were taken  from t h e  U.S. Geologica l  Survey Water-Supply 
Papers  No. 1308, 1728, 1915, and 2115. The d a t a  a r e  given i n  Table  2-1 and 
a r e  p l o t t e d  i n  Fig.  2-2. For e a s e  of  r e f e r ence ,  t h e  streamflow series from 
1945 t o  1969 i s  c a l l e d  S e r i e s  A; t h e  s t reamflow s e r i e s  from 1930 t o  1969, 
S e r i e s  B; and t h e  streamflow series from 1915 t o  1969, S e r i e s  C. 
(2)  Model I d e n t i f i c a t i o n .  The sample a u t o c o r r e l a t i o n s  f o r  S e r i e s  
A,  B and C a r e  shown i n  Table 2-2 and t h e  correlograms a r e  p l o t t e d  i n  Fig.  
2-3. For S e r i e s  A and B y  t h e  correlograms e x h i b i t  damped s i n u s o i d a l  
p a t t e r n s  wi th  p o s i t i v e  va lues  of 6 and t h e r e f o r e  an AR(2) model w i t h  para- 1 
meter va lues  i n  Area D i n  Fig.  2-1 should be  app rop r i a t e .  The correlogram 
f o r  S e r i e s  C does n o t  r e v e a l  any apparent  p a t t e r n  and t h e  s e r i e s  is f i t t e d  
by both  an AR(1) and AR(2) model. Computer programs a r e  a v a i l a b l e  f o r  
ana lyz ing  t i m e  s e r i e s  and m u l t i p l e  l i n e a r  r e g r e s s i o n  ( I B M ,  1970; Un ive r s i t y  
of I l l i n o i s ,  1974).  A s  is shown i n  Table  2-3, a 2  i n  t h e  AR(2) model i s  
ve ry  c l o s e  t o  zero and s o  S e r i e s  C could ve ry  w e l l  b e  represen ted  by t h e  
AR(1) model. 
It is t o  b e  po in ted  o u t  t h a t  a l though a u t o c o r r e l a t i o n s  a r e  no t  
i n v a r i a n t  under t h e  t ransformat ion ,  t h e  g e n e r a l  p a t t e r n  of  t h e  auto- 
c o r r e l a t i o n s  remain t he  same. Hence, t he  models i d e n t i f i e d  above could 
a l s o  b e  employed wi th  t ransformat ion .  
(3)  Est imat ion of A .  S ince  X is a non l inea r  parameter  i n  t h e  
model of Eq. (2-2a), X can n o t  be  es t imated  i n  a c losed  form. The r e s i d u a l  
2 
sum of  squa re s  S (1) i n  Eq. (2-23) f o r  a range of  va lues  of  X can b e  r e a d i l y  
Table 2-1. Annual Discharge of t h e  Sangamon River 
Near Ton t i ce l lo ,  I l l i n o i s  (1915-1969) 
Discharge Discharge Discharge 
Year i n  c f s  Year i n c f s  Year i n  c f s  
z LZ'O- = 4 
sTapoH pa73Td au 'E-Z aTqKL 
0 S0'0- EZ'O- EO'O- 01'0 LO'O OE'O L-1 SS 3 
0 90'0- 80'0- 90'0- 0'0 80'0 60'0 91-8 
10'0- SO'O- 91'0- 60'0- €1'0- SO'O- SZ'O L-1 09 a 
96.0- 81'0- 80'0 OZ'O 61'0 SO'O 90'0- 91-8 
10'0- 60'0- 82.0- 0 81'0- EO'O- ZP'O L-1 S Z V 
Annual Discharge (cfs) 
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- S e r i e s  B 
S e r i e s  C 
F igu re  2-4. P o s t e r i o r  d i s t r i b u t i o n s  of X f o r  s e r i e s  A,  B and C. 
29 
c a l c u l a t e d  by us ing  a computer program f o r  t h e  m u l t i p l e  l i n e a r  r e g r e s s i o n  
(IBM, 1970; Univers i ty  of I l l i n o i s ,  1974). Table  2-4 shows va lues  of Rmax(X) 
i n  Eq. (2-25) and of p(X Ix) i n  Eq. (2-42) over a range of X where t h e  den- 
- 
s i t y  is apprec iab le .  A s  expected,  maximum l i k e l i h o o d  e s t i m a t e  of X is 
i d e n t i c a l  t o  t he  modal va lue  of  t h e  p o s t e r i o r  pdf f o r  X f o r  each s e r i e s .  
The p o s t e r i o r  pd f ' s  f o r  X shown i n  Fig.  2-4 a r e  approximately normally d i s -  
t r i b u t e d .  It may b e  noted t h a t  l og  t ransformat ion  (X=O), which i s  q u i t e  
o f t e n  used i n  hydrology, i s  n o t  app rop r i a t e  f o r  any of t h e  s e r i e s .  The 
s u i t a b l e  t ransformat ions  a r e :  f i  = 0.75 f o r  S e r i e s  A, x = 1.0  f o r  S e r i e s  B,  
and x = 0.5 f o r  S e r i e s  C 
(4) Es t imat ion  of & and oa given A .  For given A ,  t h e  model i s  
l i n e a r  i n  t h e  parameters and t h e  model parameters  can be  r e a d i l y  es t imated  
by t h e  l e a s t  squa re s  method. For each s e r i e s ,  A=O ( log  t r ans fo rma t ion ) ,  
X = i ,  and X = l  (no t ransformat ion)  a r e  app l i ed  and a r e  f i t t e d  by AR(1) and 
AR(2) model. An AR(1) model is inc luded  because of i t s  popular  use  i n  
hydrology. For an AR(1) process ,  t h e  l i k e l i h o o d  func t ion  of Eq. (2-19) 
involves  n-1 observa t ions .  Hence, t o  have t h e  same number of e f f e c t i v e  
observa t ions  f o r  bo th  AR(1) and AR(2) models, one less obse rva t ion  i s  
employed f o r  t he  AR(1) model than those  f o r  the  AR(2) model. Table 2-5 
g ives  t h e  parameter  e s t ima te s  f o r  va r ious  combinations of a number of 
observa t ions ,  models, and X's. 
(5) Confidence Regions f o r  $ and $ of t h e  AR(2) Model. 1 
Approximately 95% confidence reg ions  f o r  and $2 f o r  S e r i e s  A, B and C 
i n  t h e  o r i g i n a l  u n i t s  and i n  t h e  transformed u n i t s  a r e  cons t ruc t ed ,  us ing  
Eq. (2-27), a s  shown i n  Figs .  2-5 and 2-6, r e s p e c t i v e l y .  They a r e  a l l  
w i t h i n  t h e  s t a t i o n a r i t y  boundary. Sampling v a r i a b i l i t i e s  of  t h e  para- 
meter e s t i m a t e s  a r e  w e l l  i l l u s t r a t e d  s i n c e  t h e  e s t i m a t e s  of  $ and $ f o r  1 2 
Table 2-4. Values of R (A) and of p(X Iy) Over a Range of X f o r  S e r i e s  A,  B and C 
max - 
Ser ie s  A Ser ie s  B Se r i e s  C 
X 
rnax (A) P (1 IY)  - 'max (A) P (A IY) - 'max (A)  I Y )  
x10 +5 7 x10 _ +lo4 x10 +I56 
-0.125 3.8 0.03 4.8 0.03 
0.0 11.6 0.08 23.9 0.13 
0.125 29.3 0.18 4.5 0.02 83.4 0.44 
Table 2-5. Model Parameter Est imates  
Data NOB ENOB Model X $0 $ 1  +J 2 s 
from t o  
* 
NOB i s  t h e  abbrevia t ion  f o r  "number of observat ions".  
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S e r i e s  A l i e  j u s t  i n s i d e  (Fig.  2-5) and o u t s i d e  (Fig .  2-6) of  t h e  95% con- 
f i d e n c e  r eg ion  f o r  S e r i e s  C. 
(6)  Contours of  P o s t e r i o r  p d f ' s  f o r  $ and $ of  t h e  AR(2) Model. 1 2  
A s  was s t a t e d  i n  Sec t i on  2-6(3),  t h e  p o s t e r i o r  d i s t r i b u t i o n  f o r  and $ 2  
i s  i d e n t i c a l  t o  t h e  conf idence d i s t r i b u t i o n  of and $2. Hence, F ig s .  2-5 
and 2-6 a l s o  d e l i n e a t e  a r eg ion  con t a in ing  95% of  t h e  p o s t e r i o r  p r o b a b i l i t y  
f o r  $ and $ given  t h e  v a l u e  of  A f o r  S e r i e s  A, B and C. The mean v a l u e s  
.1 2  
f o r  and namely, ( and 4 are t h e  least s q u a r e s  q u a n t i t i e s  g iven  by 1 2  ' 
I1 I. PIODELING OF STOCHASTIC INPUT : MONTHLY STREAMFLOTJS 
3-1. s t o c h a s t i c  Genera t ion  o f  Monthly Streamflows. 
The o b j e c t i v e  of s t o c h a s t i c  g e n e r a t i o n  of s t reamf lows  has  been 
d i s c u s s e d  p r e v i o u s l y  i n  S e c t i o n  2-1. The t e c h n i q u e s  d i s c u s s e d  i n  Chapter  I1 
are n o t  s u i t a b l e  f o r  t h e  g e n e r a t i o n  of monthly s t reamf lows  because  t h e  
proposed model cannot  t a k e  i n t o  account  of t h e  s e a s o n a l  s t r u c t u r e  of 
s t reamflows.  S e v e r a l  t e c h n i q u e s  have been proposed f o r  t h e  g e n e r a t i o n  of 
monthly s t reamf lows .  These t e c h n i q u e s  i n v o l v e  f i r s t  making a  r e l i a b l e  esti- 
m a t e  of  t h e  s t reamf low paramete rs  and t h e n  u s i n g  t h e s e  pa ramete rs  i n  a model 
t o  g e n e r a t e  monthly s t reamf lows .  The f o l l o w i n g  is a b r i e f  review of  some of 
t h e s e  t e c h n i q u e s  o f  importance.  
Benson and Matalas  (1967) proposed a  r e g i o n a l i z a t i o n  t e c h n i q u e  
t o  e s t i m a t e  t h e  s t reamflow paramete rs  a t  s i t e s  where v e r y  s h o r t  o r  no 
s t reamf low r e c o r d s  a r e  a v a i l a b l e .  By u s i n g  a l l  a v a i l a b l e  l o n g  s t reamf low 
r e c o r d s  i n  a r e g i o n ,  t h e y  employed r e g r e s s i o n  e q u a t i o n s  t o  r e l a t e  t h e  
means, s t a n d a r d  d e v i a t i o n s ,  and skewness and c o r r e l a t i o n  c o e f f i c i e n t s  of 
monthly and annua l  s t reamf lows  t o  t h e  p h y s i c a l  and c l i m a t i c  c h a r a c t e r i s t i c s  
o f  t h e  cor responding  b a s i n s .  They sugges ted  t h a t  t h e s e  r e l a t i o n s h i p s  can 
be  used t o  o b t a i n  e s t i m a t e s  o f  s t reamf low paramete rs  a t  any s i t e ,  w i t h i n  
t h e  same r e g i o n ,  hav ing  a  v e r y  s h o r t  o r  no s t reamf low record .  However, they  
could  n o t  o b t a i n  s a t i s f a c t o r y  r e l a t i o n s h i p s  f o r  t h e  skewness and c o r r e l a -  
t i o n  c o e f f i c i e n t s  of monthly s t reamf lows .  
Another approach t o  improve t h e  e s t i m a t e  of s t reamf low paramete rs  
is  t o  augment a s t reamflow r e c o r d  by c o r r e l a t i n g  i t  w i t h  l o n g e r  s t reamflow 
r e c o r d s  a t  nea rby  sites. F i e r i n g  (1962, 1963) c o n s i d e r e d  t h e  c a s e  where a  
s h o r t  r e c o r d  i s  augmented by r e g r e s s i o n  u s i n g  two l o n g e r  r e c o r d s  o f  e q u a l  
l e n g t h .  Assuming t h a t  t h e s e  r e c o r d s  a r e  samples from a t r i v a r i a t e  normal 
d i s t r i b u t i o n ,  h e  compared t h e  v a r i a n c e s  o f  sample means and sample 
v a r i a n c e s  ob t a ined  from t h e  o r i g i n a l  and t h e  augmented r eco rds .  He showed 
t h a t ,  depending on c e r t a i n  c o n d i t i o n s ,  augmentat ion can reduce o r  i n c r e a s e  
t h e  va r i ance s  of sample mean and sample va r i ance .  The re fo r e ,  under some 
c o n d i t i o n s ,  augmentation may produce poorer  e s t i m a t e s  of mean and v a r i a n c e  
than  could be  ob t a ined  from t h e  o r i g i n a l  r e co rd  a lone .  Hence, i t s  u t i l i t y  
i s  l i m i t e d .  I n  a similar s t u d y ,  Matalas  and Jacobs (1964) i nc luded  an  
e r r o r  term i n  t h e  r e g r e s s i o n  equa t i on  and cons idered  t h e  case  where a s h o r t  
r e co rd  is  augmented u s ing  a l onge r  record .  They no ted  t h a t  t h e  i n c l u s i o n  
of t h e  e r r o r  term improves t h e  e f f i c i e n c y  of augmentation.  G i l roy  (1970) 
gene ra l i z ed  Matalas  and J acob ' s  f o rmu la t i on  t o  t h e  case  where a s h o r t  
r e co rd  i s  augmented u s ing  any number of l onge r  r e co rds  of equa l  l e n g t h .  
Formulat ions  o f  F i e r i n g ,  Matalas and J acobs ,  and G i l roy  a r e  based  on t h e  
assumption t h a t  obse rva t i ons  i n  i n d i v i d u a l  r e co rds  are i d e n t i c a l l y  and 
independent ly  d i s t r i b u t e d .  For  t h a t  r e a son ,  t h e i r  r e s u l t s  a r e  a t  b e s t  
/' 
a p p l i c a b l e  t o  annua l  s t reamflows f o r  which t h e  assumption of independence can 
sometimes b e  j u s t i f i e d .  F r o s t  and Clarke (1973) r e l a x e d  t h e  assumption 
of independence and cons idered  t h e  e s t i m a t i o n  of parameters  of a f i r s t - o r d e r  
a u t o r e g r e s s i v e  s e r i e s  when a l onge r  f i r s t - o r d e r  a u t o r e g r e s s i v e  s e r i e s  which ' 
i s  c r o s s  c o r r e l a t e d  w i t h  t h e  s h o r t e r  s e r i e s  i s  a v a i l a b l e .  
Another approach t o  improve e s t i m a t e s  of  s t reamflow parameters  is  
t h e  Bayesian approach. Bayesian e s t i m a t i o n  aims a t  improving e s t i m a t e s  of 
parameters  by poo l i ng  a l l  a v a i l a b l e  in format ion  about  t h e  paramete rs .  I n  
t h e  Bayesian approach,  popu l a t i on  parameters  a r e  t r e a t e d  a s  random v a r i a b l e s ,  
and t h e i r  d i s t r i b u t i o n s  a r e  s p e c i f i e d  by "p r i o r "  d i s t r i b u t i o n s .  Any 
supplementary i n fo rma t ion  about  popu l a t i on  paramete rs  i s  i nco rpo ra t ed  i n t o  
t h e  a n a l y s i s  through p r i o r  d i s t r i b u t i o n s .  Es t ima t e s  of parameters  a r e  then  
based on " p o s t e r i o r "  d i s t r i b u t i o n s  which t a k e  i n t o  account  bo th  t h e  supple-  
mentary i n fo rma t ion ,  which e n t e r s  through p r i o r  d i s t r i b u t i o n s ,  and t h e  
sample i n fo rma t ion ,  which e n t e r s  through t h e  l i k e l i h o o d  f u n c t i o n .  Along 
t h i s  l i n e ,  Lenton e t  a l .  (1974) considered a Bayesian e s t ima t ion  of s e r i a l  
c o r r e l a t i o n  c o e f f i c i e n t  of annual streamflows descr ibed by a f i r s t - o r d e r  
au to reg res s ive  model. I n  t he  Bayesian approach, because of a n a l y t i c a l  
d i f f i c u l t i e s ,  t he  choice of p r i o r  d i s t r i b u t i o n s  is  usua l ly  d i c t a t e d  by 
mathematical r a t h e r  than phys ica l  cons idera t ions .  The degree of complexity 
i n  t he  Bayesian approach inc reases  s i g n i f i c a n t l y  when one cons iders  more 
than one parameter,  s i n c e  i n  t h a t  case dependence between parameters 
should be taken i n t o  account.  It should a l s o  be mentioned t h a t  t he  
Bayesian approach i s  s t i l l  a c o n t r o v e r s i a l  t o p i c ,  e s p e c i a l l y  among mathe- 
ma t i ca l  s t a t i s t i c i a n s .  
Although es t imates  of streamflow parameters can be improved by 
supplementing t h e  sample informat ion ,  t h e  sampling e r r o r s  a s soc i a t ed  wi th  
t h e s e  es t imatks  can never be e l imina ted .  S t a t i s t i c a l  e s t ima te s  a r e  always 
sub jec t ed  t o  sampling e r r o r s .  Therefore ,  a r e a l i s t i c  approach t o  stream- 
flow genera t ion  should recognize t h i s  f a c t  and e x p l i c i t l y  account f o r  t h e  
sampling e r r o r s  i nhe ren t  i n  the  e s t ima te s  of model parameters.  The 
p re sen t  s tudy  of modeling t h e  s t o c h a s t i c  i npu t  t o  a water  resources  system is  
motivated mainly by t h i s  cons idera t ion .  
Most hydro log i s t s  have avoided the  sampling e r r o r  problem by 
assuming t h a t  t he  populat ion parameters a r e  equal  t o  t h e i r  es t imates .  
This  approach implies  f u l l  confidence i n  t he  information used t o  ob ta in  
t h e  e s t ima te s  and, hence, cannot be e n t i r e l y  j u s t i f i e d  e i t h e r  phys i ca l ly  o r  
s t a t i s t i c a l l y .  Beard (1965) attempted t o  account f o r  sampling e r r o r s  by 
us ing  a d i f f e r e n t  s e t  of parameter e s t ima te s  f o r  each generated streamflow 
sequence. He claimed t h a t  d i f f e r e n t  s e t s  of e s t ima te s  can be generated by 
us ing  t h e  sampling d i s t r i b u t i o n s  of t he  e s t ima to r s .  However, a problem 
he re  is  t h a t  some of t h e  sampling d i s t r i b u t i o n s  he used depend on the  
unknown popula t ion  parameters ,  but  he d id  no t  exp la in  how he reso lved  t h i s  
problem. h o t h e r  problem is t h a t  some of t h e  sampling d i s t r i b u t i o n s  he 
used a r e  no t  independent of each o t h e r ;  t he re fo re ,  e s t ima tes  cannot be 
generated independently. Beard d i d  not  properly account f o r  t h i s  
dependence e i t h e r .  Even i f  d i f f e r e n t  s e t s  of e s t ima tes  can be generated 
proper ly ,  t h i s  approach does not  account f o r  t h e  e f f e c t s  of sampling 
e r r o r s  on ind iv idua l  streamflow sequences, because va lues  of e s t ima tes  
a r e  he ld  f ixed  f o r  i nd iv idua l  sequences. 
I n  t h e  Bayesian es t imat ion ,  t h e  sampling e r r o r  problem does not  
e x i s t  because Bayesian es t imates  a r e  conditioned on the  observed sample. 
However, parameter u n c e r t a i n t i e s  a r e  s t i l l  taken i n t o  account by t r e a t i n g  
populat ion parameters as  random v a r i a b l e s .  Parameter u n c e r t a i n t i e s  can 
be incorpora ted  i n t o  the  ana lys i s  through Bayesian d i s t r i b u t i o n s  which a r e  
obtained by i n t e g r a t i n g  over the  parameter space t h e  product of t he  
underlying p r o b a b i l i t y  dens i ty  func t ion ,  which is  condit ioned on populat ion 
parameters ,  and t h e  i o i n t  p o s t e r i o r  p robab i l i t y  d e n s i t y  funct ion  of the  
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populat ion parameters.  Vicens e t  a l .  (1974) appl ied  t h i s  approach t o  the  
genera t ion  of annual streamflows us ing  independent normal and f i r s t - o r d e r  
au to reg res s ive  processes.  
The approach t o  be discussed i n  t h i s  chapter  i s  t h e  use of a  
l i n e a r  model f o r  genera t ing  monthly streamflows f o r  which sampling e r r o r s  
of model parameters a r e  taken i n t o  account. 
3-2. Linear Models f o r  Monthly Streamf low Generation. 
The l i n e a r  models employed i n  t h i s  s tudy have t h e  form 
where y i s  a random v a r i a b l e ,  x2,x3, ..., x a r e  nonrandom v a r i a b l e s ,  B B P 1' 2'"' 
BP 
a r e  unknown parameters ,  and e  ( e r r o r )  i s  a  random v a r i a b l e  wi th  zero mean. 
I n  t h i s  s tudy ,  l i n e a r  models a r e  e s s e n t i a l l y  used f o r  r e l a t i n g  
monthly streamflows t o  one another .  I n  Eq. (3-l) , y r ep re sen t s  t h e  
streamflow (or  i t s ,  e .g . ,  logar i thmic ,  t ransformat ion)  i n  a p a r t i c u l a r  
ca lendar  month, and x2,x3, ..., x r ep resen t  t h e  streamflows ( o r  t h e i r  
P 
t ransformat ions)  i n  p-1 preceding calendar  months. A d i f f e r e n t  l i n e a r  
model is used f o r  each calendar  month r e l a t i n g  t h e  streamflow i n  t h a t  cal-  
endar  month t o  t h e  streamflows i n  a number of preceding calendar  months. 
This w i l l  r e s u l t  i n  twelve d i f f e r e n t  l i n e a r  models; they may n o t  b e  of t h e  
same o rde r ,  t h a t  i s ,  p may take  a d i f f e r e n t  va lue  f o r  each model. The 
l i n e a r  model f o r  a p a r t i c u l a r  month can then b e  used f o r  generat ing a stream- 
flow va lue  f o r  t h a t  calendar  month each y e a r  on t h e  b a s i s  of streamf low - 
values  a l ready  generated f o r  t h e  p-1 preceding ca lendar  months i n  t h a t  year .  
S t a r t i n g  wi th  t h e  most r ecen t  observa t ions  i n  t h e  record ,  and applying the  
above procedure sequen t i a l l y  f o r  .each ca lendar  month and c y c l i c a l l y  f o r  
each yea r ,  a monthly streamflow sequence of any des i r ed  length  can be gen- 
e r a t ed .  This sequence is then divided i n t o  sma l l e r  sequences of equa l  
l eng th ,  r e s u l t i n g  i n  a s e t  of monthly streamflow sequences t h a t  may be 
used i n  systems ana lys i s  of water  resources p r o j e c t s .  
To apply l i n e a r  models of t he  form (3-1) t o  monthly streamflows, 
two d i f f e r e n t  i n t e r p r e t a t i o n s  can be  given: 
(1) Funct iona l - re la t ionship  Model. Suppose t h a t  streamf low, y , 
i n  a p a r t i c u l a r  ca lendar  month can be expressed approximately a s  a func t ion  
of streamf lows, x2 ,x3,.  . . , X  f o r  p-1 preceding calendar  months a s  
P ' 
where B 1 , B 2 , . . . , B  a r e  unknown parameters t o  be  es t imated .  It is  f u r t h e r  P 
assumed t h a t ,  f o r  f ixed  values of x2,x3, ..., x , t he  t r u e  va lue  of y w i l l  
P 
f l u c t u a t e  about i t s  approximate va lue  B1 + 1 Bixi i n  a random fashion.  
i=2  
With these  assumptions, one can w r i t e  
where e is  a random v a r i a b l e  wi th  zero mean represent ing  the  e r r o r  of 
approximation. I n  Eq.  (3-3) , x2,x3,.  . . ,x a r e  v a r i a b l e s  i n  the  ord inary  
P 
sense ,  t h a t  i s ,  they a r e  nonrandom; and y is a random v a r i a b l e  because i t  
is  a funct ion  of random v a r i a b l e  e.  The d i s t r i b u t i o n  of y depends on the 
nonrandom v a r i a b l e s  x2 ,x3,.  . . , x on the  unknown parameters B1, B 2 , .  . . , B  
P P 
and on the d i s t r i b u t i o n  of random v a r i a b l e  e.  With these  cons idera t ions ,  
t h e  model defined by E q .  (3-3), which is r e f e r r e d  t o  a s  the  funct ional -  
r e l a t i o n s h i p  model, f i t s  i n t o  the  d e f i n i t i o n  of the  l i n e a r  model (3-1). 
(2) Regression Model. I n  the  func t iona l - r e l a t ionsh ip  model, 
streamflows a r e  r e l a t e d  i n  a mathematical sense  through t h e  funct ion  (3-2). 
However, streamflows can be  a l s o  r e l a t e d  i n  a s t a t i s t i c a l  s ense  by taking 
i n t o  account of t h e i r  j o i n t  p r o b a b i l i t y  d i s t r i b u t i o n .  
Suppose t h a t  the  streamflow, y ,  i n  a p a r t i c u l a r  calendar  month 
and t h e  streamflows, x ,x3 , . . . , xp , i n  t h e  p-1 preceding calendar  months 
a r e  j o i n t l y  d i s t r i b u t e d  random v a r i a b l e s  such t h a t  the  cond i t iona l  
d i s t r i b u t i o n  of y given x2,x3, ..., x can b e  defined by t h e  equat ion 
P 
where the  random v a r i a b l e  y i s  cond i t iona l  on the  random v a r i a b l e s  
x ~ , x ~ , . . . , x  , e i s  a random v a r i a b l e  wi th  zero mean, x2,x3, ..., x a r e  
P P 
v a r i a b l e s  represent ing  the  given values of random v a r i a b l e s  x2.x3,. . . .xp, 
and fi1,$2,...,$ a r e  t h e  unknown parameters.  The model def ined by E q .  P 
(3-4) a l s o  f i t s  i n t o  t h e  d e f i n i t i o n  of t h e  l i n e a r  model (3-1). I n  
a  m u l t i v a r i a t e  normal d i s t r i b u t i o n ,  f o r  example, cond i t i ona l  d i s t r i b u t i o n s  
can be expressed i n  t he  form (3-4). The genera t ion  of monthly stream- 
I 
I 
f lows can be  regarded as  a  problem of cond i t i ona l  i n fe rence  s i n c e  given t h e  
streamflows i n  a  number of preceding months, t h e  streamflow i n  a  p a r t i c u l a r  / 
month i s  i n f e r r e d ;  and hence, cond i t i ona l  d i s t r i b u t i o n s  of t h e  streamflows a r e  
P 
appropr ia te .  I n  E q .  (3-4), B1 + 1 f3 x  is t h e  cond i t i ona l  mean of random i i i= 2
v a r i a b l e  y given t h e  random v a r i a b l e s  x 2'X3' ..., x . Therefore,  t h e r e  i s  a  P 
l i n e a r  r e l a t i o n s h i p  between t h e  cond i t i ona l  mean of random v a r i a b l e  y and 
t h e  given va lues  of random v a r i a b l e s  x2,x3, ..., x . The plane def ined  by . 
P 
t h i s  r e l a t i o n s h i p  is c a l l e d  t h e  r eg re s s ion  plane of y  on x2,x3, ..., x . 
P 
For t h a t  reason,  model (3-4) i s  usua l ly  r e f e r r e d  t o  a s  a  r eg re s s ion  model. 
The r eg re s s ion  model i s  d i f f e r e n t  from t h e  func t iona l - re la t ion-  
s h i p  model i n  some aspec ts .  I n  t he  r eg re s s ion  model, streamflows a r e  
r e l a t e d  i n  a  s a b b a t i c a l  s ense  through t h e i r  j o i n t  p r o b a b i l i t y  d i s t r i b u -  
t i o n .  Although t h e r e  is a f u n c t i o n a l  r e l a t i o n s h i p  between t h e  cond i t i ona l  
mean of random v a r i a b l e  y and t h e  given va lues  of random v a r i a b l e s  
x ~ , x ~ , . . . , x  , t h e r e  i s ,  i n  gene ra l ,  no f u n c t i o n a l  r e l a t i o n s h i p  between 
P 
t h e  random v a r i a b l e s  themselves. I n  E q .  (3-41, X2 ,X3 Y . . Y X  a r e  v a r i a b l e s  
P 
r ep re sen t ing  t h e  given va lues  of random v a r i a b l e s  x2 ,x3, .  . . ,X  i n  t h e  P 
cond i t i ona l  d i s t r i b u t i o n  of random v a r i a b l e  y.  They a r e  n o t  v a r i a b l e s  i n  
t h e  ord inary  sense  because they have a  random o r i g i n .  However, they can 
b e  t r e a t e d  a s  nonrandom v a r i a b l e s  with the  i n t e r p r e t a t i o n  t h a t  s t a t i s t i c a l  
i n fe rences  a r e  cond i t i ona l  on t h e  observed va lues  of random v a r i a b l e s  
X 2 ' X 3 ~ - - ~ X p -  The d i f f e r ences  between t h e  func t iona l - r e l a t i onsh ip  model 
and t h e  r eg re s s ion  model, and t h e i r  imp l i ca t ions  a r e  d iscussed  by 
Kendall  (1951) and Grayb i l l  (1961). I n  s p i t e  of t he  d i f f e r e n c e s ,  t h e  
func t iona l - r e l a t i onsh ip  and r eg re s s ion  models a r e  s i m l l a r  from a s t a t i s -  
t i c a l  p o i n t  of view, and both can b e  considered as t h e  same type of l i n e a r  
models def ined  by Eq. (3-1). 
3-3. The General L inear  Model of F u l l  Rank 
Regarding t h e  l i n e a r  model (3-I) ,  suppose t h a t  n  sets of observa- 
t i o n s  a r e  a v a i l a b l e  on y ,x2 ,x3, .  . . ,x ; t h e  r e l a t i o n s h i p s  between t h e s e  
P 
observa t ions  can b e  w r i t t e n  a s  
where yjYxj2,xj3 ...., x a r e  t he  j - th  set  of observa t ions  on y,x2,x3 ,..., x . j P P 
and e is the  unobservable va lue  of  random v a r i a b l e  e corresponding t o  t h i s  j 
set  of observa t ions .  I n  t h i s  s t udy ,  y j  ,x j2  ,xj  3,. . . ,x  r e p r e s e n t  t h e  j P 
streamflow va lues  (o r  t h e i r  t ransformat ions)  i n  t h e  j - th  y e a r  of t h e  record  
f o r  a  given set  of p  succes s ive  ca lendar  months. Eqs. (3-5) can be  wri. t ten 
i n  a  mat r ix  form a s  
where 
With t h e  assumption t h a t  t he  rank of ma t r ix  X i s  equa l  t o  p  5 n ,  i .e . ,  f u l l  
rank ,  t h e  model def ined  by (3-6) is r e f e r r e d  t o  a s  t h e  g e n e r a l  l i n e a r  model 
of f u l l  rank. This i s  t h e  model proposed i n  t h i s  s tudy.  The assumption of 
f u l l  rank is usua l ly  s a t i s f i e d  when one is dea l ing  wi th  continuous v a r i a b l e s  
such a s  is t h e  case  i n  t h i s  s tudy  here .  I f  the rank of ma t r ix  X is equa l  
t o  p where p <p, then p-p of the  v a r i a b l e s  x 1 1 1 2 'X3 ' ..., x a r e  l i n e a r  func t ions  P 
of t h e  o the r s .  I n  t h a t  case ,  one can exclude these  v a r i a b l e s  from t h e  anal- 
y s i s  without  any l o s s  of information and thus reduce t h e  rank of mat r ix  X t o  
t h e  f u l l  rank pl. 
To make any progress  w i t h  the  gene ra l  l i n e a r  model of f u l l  rank,  
some assumptions concerning t h e  d i s t r i b u t i o n  of random vec to r  e should be  
made. Two types of t h e  model w i l l  b e  considered;  one assuming uncorre la ted  
e r r o r s  and t h e  o t h e r  assuming c o r r e l a t e d  e r r o r s .  
3-4. Linear  Model wi th  Uncorrelated Er ro r s .  
I n  t h i s  case ,  e i s  assumed t o  have a m u l t i v a r i a t e  normal d i s t r i b u -  
2 
t i o n  wi th  mean vec to r  E(e) = 0 and covariance mat r ix  cov(e) = a I ,  where 0 
2 is  t h e  n x l  n u l l  v e c t o r ,  I is t h e  nxn i d e n t i t y  mat r ix ,  and a i s  an unknown 
2 
cons tan t .  This assumed condi t ion  w i l l  b e  denoted by "e i s  N(0 ,a I) ," where 
N i n d i c a t e s  a m u l t i v a r i a t e  normal d i s t r i b u t i o n .  This  assumption i s  equiva- 
l e n t  t o  say ing  t h a t  el,e2, ..., e a r e  independent ly,  i d e n t i c a l l y ,  and nor- 
n 
2 
mally d i s t r i b u t e d  w i t h  mean zero and unknown va r i ance  a 
For t h e  func t iona l - r e l a t i onsh ip  model (3-3), el ,e2, ..., e repre-  
n 
s e n t  random e r r o r s .  It is reasonable t o  assume t h a t  these  e r r o r s  a r e  
i d e n t i c a l l y  d i s t r i b u t e d .  Assumption of normali ty  of e r r o r s  can be  j u s t i f i e d  
by appeal ing t o  t h e  c e n t r a l  l i m i t  theorem and by reasoning t h a t  a random 
e r r o r  r ep re sen t s  t h e  sum of a l a r g e  number of independent random e r r o r s .  
Assumption of independence of e r r o r s  can be j u s t i f i e d  i n  t h i s  s tudy  on t h e  
b a s i s  t h a t  they correspond t o  the  s treamf low observa t ions  a t  one year  a p a r t ;  
hence t h e i r  time dependence can be  neglected.  However, t h i s  assumption w i l l  
be  re laxed  l a t e r  i n  considering t h e  case  i n  which elye 2 , . . . , e  can be  
n 
co r r e l a t ed .  
For t h e  r eg re s s ion  model (3-4), assume t h a t  t h e  cond i t i ona l  d i s t r i -  
bu t ion  of random v a r i a b l e  y ,  given t h e  random v a r i a b l e s  x2 ,x3 , . . . ,xp ,  is  
D 
2 
normal w i th  mean el + Bixi and var iance  o , where a 2  does no t  depend on 
i= 2 
x2,x3, ... ,xp. This is  equ iva l en t  t o  say ing  t h a t  i n  Eq .  (3-4) t h e  random 
2 
v a r i a b l e  e i s  normally d i s t r i b u t e d  wi th  mean zero  and cons tan t  va r i ance  a . 
I n  a m u l t i v a r i a t e  normal d i s t r i b u t i o n ,  f o r  example, t h e  cond i t i ona l  d i s t r i -  
bu t ions  s a t i s f y  t h i s  assumption. For t h i s  ca se ,  t h e  assumption t h a t  
el,e 2, . . . ,e  a r e  independent ly ,  i d e n t i c a l l y ,  and normally d i s t r i b u t e d  w i th  n 
mean zero and va r i ance  a 2  impl ies  t h a t  y j s X j 2 2 X j 3 s  . . . ,x  ( j=1,2 , . . . ,n)  a r e  j P 
random samples taken from t h e  j o i n t  d i s t r i b u t i o n  of random v a r i a b l e s  y ,x 2 ' 
X3'""X P ' 
2 2 When e is  N(0,o I ) ,  i t  fo l lows  from (3-6) t h a t  Y i s  N(X6,a I ) .  
This means t h a t  y 1,y2,... ,yn a r e  independent ly  and normally d i s t r i b u t e d  wi th  
- P 2 
cons t an t  var iance  a and t h a t  E(y.)  = B1 + 1 Bixji, where E i s  t h e  expecta- 
J i= 2
t i o n  opera tor .  With t h e  above assumptions concerning t h e  d i s t r i b u t i o n  of  
random v e c t o r  e ,  t h e  gene ra l  l i n e a r  model of f u l l  rank can b e  w r i t t e n  a s  
2 Y i s  N(XB ,a I )  
rank (X) = p 
This  model has  been discussed ex t ens ive ly  by G r a y b i l l  (1961), i nc lud ing  t h e  
r e s u l t s  t h a t  may b e  ob ta ined  by using t h i s  model. 
3-5. Streamflow Generation by Linear  llodels w i t h  Uncorrelated E r ro r s .  
As  mentioned e a r l i e r ,  t he  l i n e a r  model f o r  a p a r t i c u l a r  calendar  
month w i l l  b e  used f o r  genera t ing  a streamflow va lue  f o r  t h a t  calendar  
month each yea r  on t h e  b a s i s  of streamflow va lues  a l ready  generated f o r  
t he  p-1 preceding calendar  months i n  t h a t  year .  Suppose t h a t  y (k=n+l, k 
n+2, ...) r e p r e s e n t s  the  (k-n)th streamflow t o  be generated f o r  a p a r t i c u l a r  
calendar  month and t h a t  x k 2 y \ 3 y . . . y  a r e  t h e  corresponding streamflow 
\P 
va lues  a l ready  generated f o r  t h e  p-1 preceding calendar  months. Based on 
P 
model (3-8) , yk i s  normally d i s t r i b u t e d  wi th  mean B + Bixki and va r i -  
0 0 1= 2 L L 
ance o . I f  B l , B 2 , . . . , B p  and o were known, then a va lue  f o r  streamflow y k 
could be generated by drawing a random number from t h e  above normal d i s t r i -  
bu t ion .  Since B L , B 2 , . . . ,  and 02 a r e  unknown, they must f i r s t  be  est imated 
BP 
using the  corresponding monthly streamflow observa t ions  i n  t h e  record  which 
c o n s t i t u t e  t h e  elements of mat r ices  Y and X i n  model (3-8). Then, t hese  
e s t ima te s  can be  used toge the r  wi th  x k2 'xk3 ' ..., x t o  genera te  a va lue  f o r  kp 
streamflow y k' 
2 The unknown parameters i n  model (3-8), B1,B2, .  . . , B p  and o can be 
es t imated  by t h e i r  maximum-likelihood e s t ima te s .  The maximum-likelihood 
e s t ima to r  of B , B  i s  given by t h e  i - t h  element of t h e  p x l  vec to r  which 
i iy 
where (') i s  t h e  t ranspose  opera tor .  A d e s i r a b l e  proper ty  of e s t ima to r  I? i 
i s  t h a t  i t  i s  t h e  minimum-variance unbiased e s t ima to r  of B . I n  o t h e r  words, i 
i t  i s  unbiased, i . e . ,  E ( E ~ )  = B i ,  and, f o r  a given sample s i z e ,  i t  has t he  
minimum va r i ance  among a l l  unbiased e s t ima tb r s  of B . The maximum-likelihood i 
es t ima to r  of u 2  (cor rec ted  f o r  b i a s )  i s  
2 
where $2 i s  t h e  minimum-variance unbiased e s t ima to r  of o . 
Going back t o  t h e  streamflow genera t ion  problem, one may assume 
2 
t h a t  t h e  popula t ion  parameters B1,B2,...,Bp,o a r e  equal  t o  t h e i r  maximum- 
., n2 l i k e l i h o o d  e s t ima te s  B1, B 2  , . . . ,Bp,o . Under t h i s  assumption, yk i s  nor- 
A 2 
mally d i s t r i b u t e d  wi th  mean B1 + f Bixki and va r i ance  o . O r ,  equ iva l en t ly ,  
i= 2
where N ( 0 , l )  i n d i c a t e s  a  normal d i s t r i b u t i o n  w i t h  z e r o  mean and u n i t  v a r i -  
ance,  and x  i s  a  p x l  v e c t o r  such  t h a t  x O  = ( l , ~ ~ ~ , x ~ ~ . . ~ . , x ~ ~ ) .  A va lue  k k  
f o r  s t reamf low y  can then be  genera ted  by drawing a  random number from t h e  k 
s t a n d a r d  normal d i s t r i b u t i o n ,  mu l t i p ly ing  i t  by G ,  and adding t o  i t  xOb.  k  
Hydro log is t s  have taken t h i s  approach i n  us ing  r e g r e s s i o n  models f o r  t h e  
s t reamflow gene ra t i on .  
The above approach avo ids  t h e  sampling e r r o r  problem by assuming 
t h a t  t h e  popu l a t i on  parameters  a r e  known. The maximum-likelihood e s t i m a t e s  
e n t e r  i n t o  t h e  a n a l y s i s  as t h e  known va lue s  o f  popu l a t i on  parameters .  They 
a r e  t r e a t e d  a s  known c o n s t a n t s ,  and sampling e r r o r s  i n h e r e n t  i n  t h e s e  esti- 
mates a r e  unaccounted f o r .  S ince  maximum-likelihood e s t i m a t o r s  iil. i2.. . . , 
A 2  BP u  a r e  unbiased e s  t i m a t o r s  of t h e  corresponding popu l a t i on  paramete rs  
B1,B2, .  a , B p  2  , a  , t h e  assumption t h a t  popu l a t i on  paramete rs  a r e  e q u a l  t o  
t h e i r  maximum-likelihood e s t i m a t e s  amounts t o  assuming t h a t  t h e  maximum- 
l i k e l i h o o d  e s t i m a t o r s  have ze ro  va r i ance s .  This  might  b e  a r ea sonab l e  
assumption i f  maximum-likelihood e s t i m a t o r s  have r e l a t i v e l y  s m a l l  va r i ance s .  
B u t , ' t h e r e  seems t o  be  no easy  means of e v a l u a t i n g  t h i s  assumption because 
d i s t r i b u t i o n s  of t h e  maximum-likelihood e s t i m a t o r s  depend on t h e  unknown 
popu l a t i on  paramete rs .  
A more r e a l i s t i c  approachwould be  one which r ecogn i ze s  and 
accounts  f o r  the  sampling e r r o r s  i n h e r e n t  i n  t h e  e s t i m a t e s  of model para-  
meters. With t h i s  o b j e c t i v e  i n  mind, cons ide r  t h e  problem of p r e d i c t i n g  
y  on t h e  b a s i s  o f  sample obse rva t i ons  y1,y2,. . . ,yn. k  Le t  g(y1,y2,. ,Y,) 
b e  a p r e d i c t o r  of y  where g  is any f u n c t i o n  of sample obse rva t i ons .  k  ' 
Among a l l  such  p r e d i c t o r s ,  one can choose a d e s i r a b l e  p r e d i c t o r  by u s ing  
t h e  minimum-variance unbiasedness  c r i t e r i o n .  The minimum-variance 
unbiased p r e d i c t o r  of y i s  t h e  p r e d i c t o r  2 (Y1,Y2,. . . ,y  ) which minimizes k n 
t h e  va r i ance  of [y -g (yl,y2,. . . ,yn)]  over  a l l  f unc t ions  g w i th  t h e  condi t ion  k 
t h a t  t h e  expected va lue  of [yk-g (yl ,y2 , . . . ,yn) ] is zero. It can b e  shown 
t h a t  x$ is  t h e  minimum-variance unbiased p r e d i c t o r  of y One can show k'  
t h a t  Y k - ~ k e  is normally d i s t r i b u t e d  w i t h  mean zero  and va r i ance  
2 -1 y k - ~ B  
u [lhrl;(X'X) xk] . Theref o r e ,  z = is N(0, l ) .  This r e l a -  
t i o n  involves  t h e  unknown parameter 0; however, one can d e l e t e  i t  e a s i l y .  
It can be  shown t h a t  v = (n-p) 8 2 is x (n-p) , i. e. , chi-square d i s t r i b u t i o n  
0 
w i t h  n-p degrees  of  freedom, and t h a t  i t  is independent of z .  From the  
z d e f i n i t i o n  of t - d i s t r i b u t i o n ,  i t  then fol lows t h a t  - is t (n-p) ,  i . e . ,  E 
t - d i s  t r i b u t i o n  w i t h  n-p degrees  of  freedom. Theref o r e ,  
y k - 6 i  
is t (n-p) 
I n  t he  above approach, t h e  maximum-likelihood e s t ima to r s  e n t e r  
i n t o  the  a n a l y s i s  a s  t he  e s t ima to r s  of unknown popula t ion  parameters .  They 
a r e  t r e a t e d  a s  random v a r i a b l e s ,  and t h e i r  sampling d i s t r i b u t i o n s  a r e  taken 
i n t o  account.  I n  t h i s  way, t h e  approach recognizes  and accounts  f o r  t h e  
sampling e r r o r s  i n h e r e n t  i n  t h e  maximum-likelihood e s t i m a t e s  . 
By us ing  sample va lues  of p and ;, one can use  r e l a t i o n  (3-12) t o  
gene ra t e  a va lue  f o r  streamflow y This  can be  done by drawing a random k ' 
number from t - d i s t r i b u t i o n  wi th  n-p degrees  of freedom, mul t ip ly ing  i t  by 
s/-, and adding t o  i t  x ~ B .  Re la t ion  (3-12) is f o r  a par- 
t i c u l a r  ca lendar  month, and i t  w i l l  b e  used f o r  gene ra t i ng  a s t reamflow 
va lue  f o r  t h a t  ca lendar  month each year .  I n  r e l a t i o n  (3- l2) ,  8 is  a random 
v a r i a b l e  and i s  a random vec to r .  For t h a t  reason ,  repea ted  use  of r e l a t i o n  
(3-12) i s  allowed i f  va lues  of p and 2 a r e  v a r i e d  randomly each time. But, 
t h e  streamf low record  provides  only one set  of va lues  f o r  and s. However, 
i f  r e l a t i o n  (3-12) is used t o  gene ra t e  va lues  f o r  s t reamflow y repea ted ly  k 
h A 
w i th  t h e  same sample va lues  of a and B y  t h e  sampling e r r o r s  a s soc i a t ed  w i th  
t he se  sample va lues  a r e  i n  e f f e c t  accounted f o r  by t r e a t i n g  them a s  random 
v a r i a b l e s  and by t ak ing  i n t o  account t h e i r  sampling d i s t r i b u t i o n s .  Rela- 
t i o n  (3-12) is  recommended f o r  use w i th  t h i s  i n t e r p r e t a t i o n .  This i n t e r p r e -  
t a t i o n  i s  a l s o  reasonable  by cons ider ing  t h e  problem from a Bayesian p o i n t  of 
view. Ze l lne r  (1971) der ived r e l a t i o n  (3-12) by using a Bayesian approach. 
I n  t h i s  approach, and e n t e r  i n t o  r e l a t i o n  (3-12) n o t  a s  random var ia -  
b l e s  b u t  a s  f i x e d  sample va lues .  Therefore ,  r e l a t i o n  (3-12) can be  used 
r epea t ed ly  w i th  t he  same sample va lues  of fj and wi thout  any d i f f i c u l t y .  
From any continuous record  of s t reamflows,  r e l a t i o n  (3-12) can 
b e  used t o  gene ra t e  a s e t  of monthly streamflow sequences.  The charac- 
t e r i s t i c s  of t h e s e  sequences can then be  compared wi th  those  of t h e  sequences 
genera ted  by using r e l a t i o n  (3-11). The comparison w i l l  i n d i c a t e  whether 
account ing f o r  sampling e r r o r s  would i n t roduce  any s i g n i f i c a n t  changes on 
t h e  generated s t reamflows.  
Re la t i ons  (3-11) and (3-12) can b e  a l s o  compared a n a l y t i c a l l y  
t o  see how they d i f f e r  a s  f a r  a s  t h e  genera t ion  of streamflows a r e  
concerned. The mean of t(n-p) is zero  f o r  n-p>l,  and i t s  va r i ance  i s  
f o r  n-p>2. It can be  s a f e l y  assumed t h a t  n-p>2. Therefore ,  genera- 
n-p- 2 
t i n g  a va lue  f o r  streamflow y through r e l a t i o n  (3-12) anlounts t o  drawing k 
a random number from a normal d i s t r i b u t i o n  wi th  mean x'i and va r i ance  k 
-1 A2  [l+xi(X'X) xk]a . On t h e  o t h e r  hand, gene ra t i ng  a va lue  f o r  stream- 
n-p- 2 
flow yk through r e l a t i o n  (3-11) amounts t o  drawing a random number from 
A 2 
normal d i s t r i b u t i o n  with mean X I ; B  and va r i ance  a . Thus, t h e  means a r e  t he  
same but  t h e  va r i ances  d i f f e r  by the  r a t i o  
-1 It can be  shown t h a t  (X'X) is a p o s i t i v e  d e f i n i t e  matr ix.  It then fol lows 
- 1 -1 t h a t  xl;(X4X) 5 > 0 i f  x i s  n o t  a n u l l  vec to r  and t h a t  xA(X'X) xk = 0 k k 
otherwise. Therefore,  t h e  r a t i o  (3-13) is  always g r e a t e r  than one, which 
means t h a t  t h e  var iance  of t h e  d i s t r i b u t i o n  from which yk i s  generated is 
g r e a t e r  f o r  case (3-12) than i t  is  f o r  case (3-11). This is a s  expected 
because t h e  va r i ance  f o r  case  (3-12) inc ludes  t h e  va r i ances  of e s t ima te s  
as w e l l  as t h e  var iance  of y As n-p i n c r e a s e s ,  t(n-p) approaches N(0,l) .  k ' 
Therefore,  f o r  l a r g e  va lues  of n-p and f o r  va lues  of r a t i o  (3-13) c l o s e  t o  
un i ty ,  r e l a t i o n  (3-12) reduces t o  r e l a t i o n  (3-11). 
Rat io  (3-13) provides a q u a n t i t a t i v e  measure f o r  a s se s s ing  t h e  
s i g n i f i c a n c e  of sampling e r r o r s  i n  genera t ion  of streamflows. I n  a prac- 
t i c a l  a n a l y s i s  using streamflow reco rds ,  i t s  behavior  can be  examined, and 
i ts  v a r i a t i o n  wi th  r e s p e c t  t o  ca lendar  months and sample s i z e s  can be  evalu- 
a t ed .  
3-6. L inear  Model wi th  Corre la ted  Errors .  
I n  Sec t ion  (3-4), t h e  gene ra l  l i n e a r  model of f u l l  rank is con- 
2 
s i d e r e d  under t h e  assumption t h a t  t h e  random vec to r  e is N(0,a I ) .  A l e s s  
2 
r e s t r i c t i v e  assumption is  t h a t  e i s  N(0,a V), where V is a known nxn non- 
s i n g u l a r  mat r ix .  This assumption impl ies  t h a t  e l ,e2,  ..., e a r e  normally 
n 
d i s t r i b u t e d  wi th  zero  means, known r a t i o s  of va r i ances ,  and known co r re l a -  
t i o n s .  This is  a more gene ra l  case a s  compared t o  t h e  previous one because 
i t  does n o t  r e q u i r e  t h a t  el ,e2, ..., e be  uncorre la ted  o r  t h a t  they have 
n 
equal  var iances .  
2 2 When e is  N(0,u V) , i t  fol lows from (3-6) t h a t  Y i s  N(xB ,a V) . 
Therefore,  w i th  t h e  new assumptions concerning t h e  d i s t r i b u t i o n  of random 
vec to r  e ,  t h e  gene ra l  l i n e a r  model of f u l l  rank can be w r i t t e n  a s  
50 
2  Y is N(X6,u V) 
r a n k  (X) = p 
The p r e v i o u s  model (3-8) i s ,  o b v i o u s l y ,  a  s p e c i a l  case o f  model (3-14) w i t h  
v = I. 
Model (3-14) can b e  reduced t o  model (3-5) w i t h  a s i m p l e  t r a n s f o r -  
mat ion.  It can b e  shown t h a t  t h e r e  e x i s t s  an  nxn n o n s i n g u l a r  m a t r i x  P such  
t h a t  PVP' = I. One can t h e n  u s e  m a t r i x  P  t o  show t h a t  
2  ? is N$B,U I) 
r a n k  (k) = p 
where ? = PY and 2 = PX (Schefft?, 1959) .  Th i s  is t h e  same as model (3-8) 
e x c e p t  t h a t  Y and X are r e p l a c e d  by and 2. T h e r e f o r e ,  t h e  r e s u l t s  pe r -  
t a i n i n g  t o  model (3-8) a l s o  a p p l y  t o  model (3-14) p r o v i d e d  t h a t  Y and X are 
r e p l a c e d  by ? and 2 .  M a t r i x  P  does  n o t  need t o  b e  known b e c a u s e  i t  u s u a l l y  
- 1 
a p p e a r s  i n  e x p r e s s i o n s  as P'P which i s  e q u a l  t o  V . 
- 
Cons ide r ,  f o r  example,  t h e  maximum-likelihood e s t i m a t o r s  B and 
- 2 
o  o f  p a r a m e t e r s  (3 and 02 i n  model (3-14). They can  b e  o b t a i n e d  from 
Eqs. (3-9) and (3-10) by s u b s t i t u t i n g  ? and 2 f o r  Y and X. The r e s u l t  is 
t h a t  
and 
- 2 
where  and o  a r e  minimum-variance u n b i a s e d  e s t i m a t o r s  o f  B and 02 f o r  
model (3-14) . 
The c o r r e l a t e d  e r r o r s  i n  t h e  l i n e a r  model may b e  considered a s  
au to reg re s s ive  e r r o r s ,  thus  r e s u l t i n g  i n  a  l i n e a r  model with au to reg re s s ive  
e r r o r s .  I n  t h i s  s tudy ,  t h e  e r r o r s ,  else2, ..., e correspond t o  t he  
n 
streamflow observa t ions  a t  one yea r  a p a r t ,  which might be  c o r r e l a t e d  due t o  
some t i m e  dependence. Since they a r e  one yea r  a p a r t ,  they a r e  f r e e  of 
s e a s o n a l  e f f e c t s .  Therefore ,  i t  is  reasonable  t o  assume t h a t  t h e i r  co r r e l a -  
t i o n  s t r u c t u r e  is  s t a t i o n a r y .  A s  a  s p e c i a l  c a se  of model (3-14), i t  i s  
assumed t h a t  e P e 2 '  ..., e a r e  genera ted  by a  s t a t i o n a r y  f i r s t - o r d e r  normal n  
au to reg re s s ive  process  ( s t a t i o n a r y  Markov process ) .  I f  t h i s  assumption 
tu rns  ou t  t o  be  u n s a t i s f a c t o r y ,  t h e  a n a l y s i s  can b e  extended t o  h igher  o rde r  
s t a t i o n a r y  normal au to reg re s s ive  processes .  This model i s  d iscussed  by 
Johnston (1972). Regression models have been used f o r  s t reamflow gene ra t i on  
always w i th  t he  assumption t h a t  e r r o r s  a r e  unco r r e l a t ed ;  t h i s  model w i l l  
i n d i c a t e  whether t h e r e  a r e  s i g n i f i c a n t  c o r r e l a t i o n s  between e r r o r s  and 
whether account ing f o r  t he se  c o r r e l a t i o n s  w i l l  i n t roduce  s i g n i f i c a n t  changes 
on t h e  genera ted  s treamf lows. 
The e r r o r s  else2, .  . . ,e a r e  s a i d  t o  b e  genera ted  by a  s t a t i o n a r y  
n 
Markov process  i f ,  f o r  a l l  t , 
where a  i s  a  cons t an t  such t h a t  ( a  ( <l, and {u ) is  a  sequence of random t 
v a r i a b l e s  independent ly ,  i d e n t i c a l l y ,  and normally d i s t r i b u t e d  w i th  mean 
2 
zero  and var iance  a . It can then b e  shown t h a t  sequence { e  1 c o n s t i t u t e s  
u  t 
a  normal process  and t h a t ,  f o r  a l l  t ,  
where Var, Cov and Cor a r e  t h e  var iance ,  covariance,  and c o r r e l a t i o n  opera- 
t o r s ,  r e spec t ive ly .  It fol lows from the  l a s t  r e l a t i o n  t h a t  a is  t h e  f i r s t -  
o rde r  a u t o c o r r e l a t i o n  c o e f f i c i e n t  of the sequence { e  }; and f o r  b e t t e r  
t 
recogni t ion ,  i t  w i l l  be  denoted by p . 
It fol lows t h a t  i f  el,e2,. . . , e  a r e  genera ted  by t h e  s t a t i o n a r y  
n 
2 
Markov process  (3-18), then t h e  random vec to r  e is N(0,a V), where 
Therefore,  w i th  t h e  assumption t h a t  t h e  random vec to r  e is generated by t h e  
s t a t i o n a r y  Markov process  (3-18), t he  gene ra l  l i n e a r  model of  f u l l  rank can 
be  w r i t t e n  as  
rank (X) = p 
Model (3-21) is a s p e c i a l  case  of model (3-14). 
To be  a b l e  t o  use  model (3-21), t h e  ma t r ix  V should be  known. 
This amounts t o  knowing p .  However, p i s  n o t  known b u t  can only b e  e s t i -  
mated. As  an approximation, one can r ep l ace  p by i ts  e s t i m a t e  and proceed 
as  i f  i t  i s  known. Various methods f o r  e s t ima t ing  p have been d iscussed  by 
Johnston (1972). I f  p i s  ze ro ,  then V i s  t h e  i d e n t i t y  ma t r ix ;  t h e r e f o r e ,  
model (3-21) reduces t o  model (3-8). A method f o r  t e s t i n g  t h e  hypothes i s  
p = 0 has been developed by Durbin and Watson (1950,1951). This test can 
be  used t o  check whether c o r r e l a t i o n s  between e r r o r s  a r e  s i g n i f i c a n t .  The 
i n v e r s e  of ma t r ix  V i n  model (3-21) i s  given by 
- 2 The maximum-likelihood e s t ima te s  and o of parameters  f3 and o2 i n  model 
(3-21) can be  ob ta ined  by using Eqs. (3-16) and (3-17) t oge the r  w i t h  ma t r ix  
3-7. Streamflow Generation by Linear  Models w i th  Cor re l a t ed  E r ro r s .  
Re l a t i on  (3-11) was der ived  f o r  model (3-8) w i th  t h e  assumption 
2 
t h a t  t h e  popula t ion  parameters f31, f32 , . . . ,Bp,  o a r e  equa l  t o  t h e i r  maximum- 
l i k e l i h o o d  e s t ima te s  . Employing t h e  same assump t i o n ,  t he  analogous r e l a -  
t i o n  f o r  model (3-21) i s  
A va lue  f o r  s t reamflow yk can then  b e  gene ra t ed  by drawing a random number 
from t h e  s t a n d a r d  normal d i s t r i b u t i o n ,  m u l t i p l y i n g  i t  by a ,  and adding t o  
I n  r e l a t i o n  3 - 1 1 ) ,  s t reamflow yk i s  gene ra t ed  from t h e  normal 
d i s t r i b u t i o n  w i t h  mean x'g and v a r i a n c e  G 2 .  I n  r e l a t i o n  (3-23), s t reamflow k 
- 2 
Yk i s  gene ra t ed  from normal d i s t r i b u t i o n  w i t h  mean x'p and v a r i a n c e  u . k 
There fore ,  as f a r  as gene ra t i on  of  s t reamflows a r e  concerned,  r e l a t i o n s  
- 2 - 2 (3-11) and (3-23) can b e  compared i n  terms of q u a n t i t i e s  xl;B,u , X L ~  and u . 
I n  t h e  p r a c t i c a l  a n a l y s i s  u s ing  s t reamflow r eco rds ,  r e l a t i o n  (3-23) can b e  
used t o  g e n e r a t e  a s e t  of monthly s t reamflow sequences .  The c h a r a c t e r i s t i c s  
of t h e s e  sequences can then  b e  compared w i t h  t h o s e  of t h e  sequences  gener- 
a t e d  by u s ing  r e l a t i o n  (3-11). The comparison w i l l  t hen  i n d i c a t e  whether  
account ing f o r  c o r r e l a t i o n s  between e r r o r s  would i n t r o d u c e  any s i g n i f i c a n t  
changes on t h e  gene ra t ed  s treamf lows. 
A r e l a t i o n  analogous t o  r e l a t i o n  (3-12) of model (3-8) cannot  b e  
de r i ved  f o r  model (3-21) because compl ica t ions  arise due t o  t h e  f a c t  t h a t  
e r r o r s  are c o r r e l a t e d .  Goldberger (1962) ob t a ined  t h e  minimum-variance 
l i n e a r  unbiased p r e d i c t o r  of y f o r  t h e  g e n e r a l  c a se ,  model (3-14), and,  k 
a l s o ,  f o r  t h e  s p e c i a l  c a se ,  model (3-21). But,  one cannot proceed w i t h  
t h a t  t o  d e r i v e  a r e l a t i o n  analogous t o  r e l a t i o n  (3-12) because t h e  unknown 
parameter  u2 cannot  b e  e l im ina t ed .  However, as an approximat ion,  one can 
r e p l a c e  u2 by i t s  maximum-likelihood e s t i m a t e  02 and proceed t h e  a n a l y s i s  
a s  i f  i t  i s  known. S ince  bo th  p and o2 a r e  t o  b e  r ep l aced  by t h e i r  e s t i -  
mates ,  13 might  a s  w e l l  b e  r ep l aced  by i t s  maximum-likelihood e s t i m a t e  
and t h e  r e l a t i o n  (3-23) be  used. 
I V .  STATE VARIABLE MODELING OF WATER RESOURCES SYSTEM 
4-1. Basic  Concepts of  S t a t e  Var iab le  Modeling. 
The s t o c h a s t i c  models of annual  and monthly streamflows a s  descr ibed  
i n  Chapters I1 and I11 can be  used a s  i npu t  t o  a water  r e sou rces  system model. 
In  t h i s  chapter ,  a s t a t e  v a r i a b l e  approach is proposed t o  model t h e  water  re- 
sources  system. This approach t o  model a dynamic system i n  gene ra l  has been 
o r i g i n a l l y  developed i n  t h e  f i e l d  of automatic  c o n t r o l  (Athans and Falb,  1966; 
Ogata, 1967; Gupta and Hasdorff,  1970). 
In  applying t h e  s t a t e  v a r i a b l e  approach, t h e  systems may be  l i n e a r  
o r  non l inea r ,  t ime-variant  o r  t ime- invar ian t ,  d e t e r m i n i s t i c  o r  s t o c h a s t i c ,  
and of mu l t i p l e  i n p u t s  and m u l t i p l e  ou tputs .  A d i v e r s e  range of  system models 
may t h e r e f o r e  be  der ived  a s  s p e c i a l  cases  of t h e  g e n e r a l  s t a t e  v a r i a b l e  forms. 
For a system t o  be  amenable t o  s t a t e  v a r i a b l e  ana lyses ,  however, i t  must be  
lumped. This  means t h a t  t h e  system must evolve i n  only one dimension such a s  
t i m e  o r  space  and be  desc r ibab le  by o rd ina ry  d i f f e r e n t i a l  o r  d i f f e r e n c e  equa- 
t i o n s .  Water resource  systems a r e  u s u a l l y  d i s t r i b u t e d  and a r e  proper ly  
descr ibed  by p a r t i a l  d i f f e r e n t i a l  equa t ions .  For op t imiza t ion  purposes 
however, i t  is normally q u i t e  s a t i s f a c t o r y  t o  approximate t h e  d i s t r i b u t e d  
system behavior  by using l i nked  lumped systems. 
The system concept used i n  t h e  s t a t e  v a r i a b l e  approach may be  
shown i n  Fig.  4-1. It shows t h a t  some i n p u t  flow medium e n t e r s  t h e  p l a n t  
o r  s t r u c t u r e  of t h e  system where i t  is  modified by p h y s i c a l  p rocesses  u n t i l  
i t  l eaves  t h e  system a s  output .  Since t h e  system i s  dynamic, t h e  i n p u t  
v e c t o r  - u and t h e  o u t p u t ' v e c t o r  y a r e  bo th  func t ions  of t i m e .  
The system s t r u c t u r e  i s  given e x p l i c i t  r e p r e s e n t a t i o n  a s  a v e c t o r  
x ,  5 = { x l ,  x2 ,  x3, . . , x 1 ,  of s t a t e  v a r i a b l e s  which i s  a func t ion  of 
- n 
t i m e .  The " s t a t e "  of t h e  system a t  any given t i m e  t i s  given by t h e  va lues  1 

of t he  s t a t e  va r i ab l e s :  x l ( t l ) ,  x  ( t  1, . . ., xn( t l ) ,  which c o n s t i t u t e  2  1 
t h e  s t a t e  v e c t o r  ~ ( t  ). This  i s  t h e  fundamental concept of s t a t e  v a r i a b l e  1 
modeling. Commonly used " s t a t e "  q u a n t i t i e s  i nc lude  t h e  l e v e l  of s t o c k  i n  
an inventory  and t h e  volume of water  i n  a  r e s e r v o i r .  I n  water  resources  
systems, t h e  s t a t e  v a r i a b l e s  a r e  u s u a l l y  expressed i n  vo lumet r ic  o r  mass 
u n i t s  whi le  t h e  i n p u t  and output  v a r i a b l e s  a r e  volume o r  mass flow r a t e s .  
The s t a t e  of t h e  system is a measure of t h e  l e v e l  of a c t i v i t y  i n  each of i t s  
components and can be thought of a s  t h e  i n t e r f a c e  between t h e  p a s t  and t h e  
f u t u r e  of t h e  system's  t i m e  h i s t o r y .  Conceptual ly ,  t h e  i d e a  of  " s t a t e "  used 
i n  s t a t e  v a r i a b l e  methodology i s  t h e  same a s  t h a t  used i n  matrgx-type Markov 
chain models. 
I n  t h e  mathematical  formula t ion  of t h e  model, t h e  change of t h e  
s t a t e  of t h e  system over  t i m e  i n  response t o  t h e  i n p u t s  i s  descr ibed  by a  
set of o rd inary ,  f i r s t - o r d e r  d i f f e r e n t i a l  o r  d i f f e r e n c e  equa t ions ,  i n  ma t r ix  
form c a l l e d  t h e  " s t a t e  equation".  The s t a t e  of t h e  system and i n  some cases  
t h e  i n p u t s ,  a r e  r e l a t e d  t o  t h e  ou tputs  through t h e  "output equat ion",  which 
is a l g e b r a i c .  
Where vector-matr ix  ope ra t i ons  a r e  used,  t h e  n o t a t i o n  employed i s  
t h a t  a  lower ca se  le t ter ,  a ,  is a  s c a l a r ;  a  lower case  l e t te r  under l ined ,  
a ,  i s  a  v e c t o r ;  and an upper  case l e t te r ,  A, i s  a  mat r ix .  
- 
4-2. De te rmin i s t i c  S t a t e  Var iab le  Model 
(1)  Formulation. For p r a c t i c a l  purposes ,  t he  b a s i c  form of t h e  
s t a t e  v a r i a b l e  model i s  given by Eqs. (4-1) and (4-2). 
where 
Since t h e r e  a r e  n s t a t e  v a r i a b l e s ,  p i npu t  v a r i a b l e s ,  and r output  va r i a -  
b l e s ,  A is an n x n ma t r ix ,  B an n x p ma t r ix ,  C an r x n ma t r ix ,  and D an 
r x p mat r ix .  The elements of A ,  B ,  C ,  and D ,  may be  func t ions  of t h e  
c u r r e n t  s t a t e  vec to r  and time. Eqs. (4-1) and (4-2) thus form a non l inea r  
and t ime-variant ,  dynamic system model. The ma t r ix  elements may be func t ions  
of time a lone  i n  which ca se  t h e  model is l i n e a r  and t ime-var ian t .  I f  t h e  
mat r ix  elements a r e  a l l  cons t an t ,  then  t h e  model is l i n e a r  and t ime- invar ian t ,  
I n  t h e  formula t ion  of a c t u a l  wa te r  resources  system models, an 
app rop r i a t e  s p e c i a l  case  of Eqs. (4-1) and (4-2) must be  chosen. Then, two 
approaches may b e  taken: The f i r s t  approach is t o  break  t h e  system down 
i n t o  more manageable subsystems. For each subsystem, a s t a t e  v a r i a b l e  model 
i s  formulated accord ing  t o  a phys i ca l  reasoning ,  then these  models a r e  l i nked  
toge the r  using t h e  ma t r ix  format t o  produce a model of t h e  whole system 
(Muzik, 1974). I n  t h e  second approach, t h e  p h y s i c a l  laws a r e  assumed t o  b e  
t oo  complex f o r  exac t  r e p r e s e n t a t i o n  by an aggrega te  of s imple models s o  
i n s t e a d  an a b s t r a c t  s t r u c t u r e  i s  hypothesized whose c h a r a c t e r i s t i c s  a r e  
i n f e r r e d  from t h e  i n p u t  and output  d a t a  a v a i l a b l e  (Chow, 1964; Duong, Wynn, 
and Johnson, 19 75). 
I n  o rde r  t o  apply t h e  model of Eqs. (4-1) and (4-2) t o  a c t u a l  wa te r  
resource  systems using a d i g i t a l  computer, t h e  t i m e  hor izon  must b e  d i s c r e -  
t i z e d  i n t o  s t a g e s  of l eng th  A t .  The d i f f e r e n t i a l  - % ( t )  may be  approximated 
by t h e  d i f f e r e n c e  ~ x ( k ) / A t  - where k is t h e  s t a g e  index. The s t a t e  a t  t h e  nex t  
s t a g e ,  - x(k+l ) ,  may be  found from Eq. (4-3), o r  
The analogous d i s c r e t e  t i m e  model t o  Eqs. (4-1) and (4-2) is there-  
f o r e  formulated a s  
I and 
To use Eqs. (4-4) and (4-5) a s  a wa te r  resources  system model, 
t h e  i n p u t  sequence ~ ( k )  i s  known f o r  t h e  pe r iod  of a n a l y s i s  made up of K 
s t a g e s ,  k = 1, 2, ..., K. The i n i t i a l  s t a t e  of t h e  system ~ ( 1 )  i s  a l s o  known. 
The computations a r e  performed r e c u r s i v e l y  from s t a g e  t o  s t a g e .  Beginning 
w i t h  k = 1, Eq. (4-5) may be used t o  c a l c u l a t e  y (1 )  and Eq. (4-4) t o  calcu-  
l a t e  ~ ( 2 ) .  Proceeding t o  t h e  next  s t a g e ,  y (2 )  and x(3)  may b e  c a l c u l a t e d  
us ing  - x(2)  and - u(2) and s o  on. 
For t h e  l i n e a r ,  t ime- invar ian t ,  d i s c r e t e  t i m e  model, Eqs. (4-4) 
and (4-5), t o  b e  s t a b l e ,  t h e  e igenvalues  of t h e  A mat r ix  i n  t h e  model must 
a l l  l i e  w i t h i n  t h e  u n i t  c i r c l e  (Koenig, Tokad and Kesavan, 1967). The 
s t a b i l i t y  requirements  f o r  non l inea r  and t ime-variant  models a r e  d i scussed  
by W i l l e m s  (1970). 
It i s  normally necessary t o  u s e  a parameter op t imiza t ion  method 
t o  o b t a i n  t he  b e s t  f i t  of the model t o  a set of da ta .  I f  t h e  model formu- 
l a t e d  i s  based on p h y s i c a l  hypotheses ,  t h i s  parameter f i t t i n g  may o f t e n  b e  
accomplished us ing  l i n e a r  r eg re s s ion .  Nonlinear programming methods 
(Himmelblau, 1972) may a l s o  b e  used. 
(2) An Example. The a p p l i c a t i o n  of t h e  s t a t e  v a r i a b l e  modeling 
approach t o  a hydro logic  system is i l l u s t r a t e d  w i th  t h e  fol lowing example. 
The o b j e c t i v e  is t o  formula te  a d e t e r m i n i s t i c  model of  t h e  d i r e c t  s to rm runoff .  
The formula t ion  used is adapted from Chow and Kulandaiswamy (1971) and i l l u s -  
t r a t e d  w i t h  d a t a  from t h e  U.S. Army Corps of Engineers (1954). These d a t a  
comprise t h e  r a i n f a l l  hyetograph and streamflow hydrograph f o r  t h e  s torm of 
A p r i l  4-5, 1941 on t h e  247-square m i l e  W i l l s  Creek watershed nea r  Cumberland, 
Maryland. The s torm du ra t ion  of 65 hours  is d iv ided  i n t o  hour ly  s t a g e s ,  
k ,  k=1,2, .  . . ,65. The model has  one i n p u t  v a r i a b l e ,  u (k)  , t h e  volume of e f f ec -  
t i v e  r a i n f a l l  i n  s t a g e  k ;  one ou tpu t  v a r i a b l e ,  y (k)  , t h e  volume of d i r e c t  
s t reamf low i n  s t a g e  k ;  and t h r e e  s t a t e  v a r i a b l e s ,  ~ ( k )  = {xl (k) ,x2  (k) ,x3(k) 1. 
The formulat ion is given i n  Eqs. (4-6) and (4-7): 
Seve ra l  methods were used t o  choose t h e  optimum va lues  of t h e  f i v e  
parameters ,  a l ,  a 2 ,  
* * - ,  a5*  Chow and Kulandaiswamy (1971) used a l i n e a r  
r e g r e s s i o n  approach employing a watershed s t o r a g e  func t ion  which is a l i n e a r  
combination of t he  parameters  and d e r i v a t i v e s  of x (k )  and y ( k ) .  A l i n e a r  
programming approach is now formulated f o r  t h e  same problem. The o b j e c t i v e  
func t ion  and c o n s t r a i n t s  i n  t h i s  l i n e a r  programming a r e  given by Eqs. (4-8) and 
(4-9) r e spec t ive ly .  
S (k) + p (k)-q(k) = Sr(k) , k=1,2,.  . . ,K (4-9) 
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where p(k)  and q (k )  a r e  t h e  p o s i t i v e  and nega t ive  e r r o r s  r e s p e c t i v e l y ,  between 
t h e  a c t u a l  s t o r a g e  S (k) and the  computed s to rage  S(k) .  The s t o r a g e  equat ion  
r 
i t s e l f  a t  each s t a g e  forms a  f u r t h e r  s e t  of K e q u a l i t y  c o n s t r a i n t s .  
To al low negat ive  parameter va lues ,  each parameter must be included 
a s  t h e  sum of a  nega t ive  and a  p o s i t i v e  dummy v a r i a b l e .  With a  sma l l  v a r i a b l e  
c o s t  a t t ached ,  t h e s e  a r e  added i n t o  the  o b j e c t i v e  func t ion  s o - t h a t  only one 
of t h e  two dummy v a r i a b l e s  w i l l  appear i n  t h e  so lu t ion .  
This l i n e a r  program was so lved  using t h e  ALPS l i n e a r  programming 
code on t h e  IBM 3601755 d i g i t a l  computer of t h e  Univers i ty  of I l l i n o i s  a t  
Urbana. The r e s u l t s  a r e  very c l o s e  t o  those  obtained by t h e  l i n e a r  regres-  
s ion .  It is  concluded, however, t h a t  t h e  l i n e a r  r eg re s s ion  i s  an e a s i e r  
approach t o  implement because of t h e  problems wi th  nega t ive  parameter va lues  
i n  t h e  l i n e a r  programming formulat ion.  
TWO d i r e c t  s ea rch  methods, t h e  r e l a x a t i o n  method and t h e  s t e a p e s t  
descent  method, may be  a l s o  used t o  f i n d  optimum parameter s e t .  To apply 
t h e s e  methods t h e  fol lowing o b j e c t i v e  func t ion  i s  formulated:  
min F = 1 ly(k)-y,.(k)I2 
where y (k) is t h e  a c t u a l  streamflow. An i t e r a t i v e  scheme is  employed 
r 
whereby a  parameter s e t  is chosen, t h e  model response and t h e  va lue  of t h e  
1 
o b j e c t i v e  func t ion  a r e  computed, and then a  new parameter s e t  i s  chosen, I 
us ing  t h e  s ea rch  method u n t i l  a  s a t i s f a c t o r y  s o l u t i o n  is obtained.  I t  is i 
found t h a t  t h e  r e l a x a t i o n  method is s u p e r i o r  t o  a l l  o t h e r  approaches. This  i 
1 
method c o n s i s t s  of f r eez ing  a l l  parameters  except  one, a l lowing t h i s  one t o  ! 
i 
vary and then f r e e z i n g  i t  and r e l e a s i n g  t h e  next  one, and s o  on. A com- 
1 
pa r i son  between t h e  modeled streamflow and t h e  a c t u a l  streamflow is shown ! 1 
i n  Fig.  4-2 f o r  t h e  two methods of f i t t i n g  t he  parameters .  The model i t s e l f  
i s  computat ional ly  very e f f i c i e n t  s i n c e  t h e  s imu la t i on  of one s torm hydro- 
graph took only 0.04 seconds of computer t i m e  f o r  t h i s  example. 
4-3. S t o c h a s t i c  S t a t e  Var iab le  Model. i j 
(1) Formulation. To extend t h e  d i s c r e t e  t i m e  model of Eqs. (4-4) 
and (4-5) t o  i nco rpo ra t e  s t o c h a s t i c  i n p u t s ,  a  v e c t o r  of random v a r i a b l e s  1 
w(k) = {wl(k), w2(k) ,  . . . , wm(k)1 is def ined .  This v e c t o r  is usua l ly  con- , 
i 
s i d e r e d  t o  b e  independent ly ,  normally d i s t r i b u t e d  w i th  zero  mean and u n i t  ! 
var iance .  These v a r i a b l e s  a r e  jo ined  t o  t h e  ma t r ix  equa t ions  t o  produce a  I 
s t o c h a s t i c  d i s c r e t e  t i m e  s t a t e  v a r i a b l e  model a s  shown i n  Eqs. (4-11) and 
(4-12) (Aoki, 1967; Meditch, 1969; A s t r i j m ,  1970; Schweppe, 1973): 
i This model is very s u i t a b l e  f o r  r ep re sen t ing  t h e  behavior  of water  I 
resources  systems s u b j e c t  t o .  s tochas t i c  i npu t s .  S t o c h a s t i c  models of hydro- 
l o g i c  t i m e  s e r i e s  d a t a  may b e  developed by using methods such a s  those  
descr ibed  i n  Chapters 2  and 3. To employ such a  s t o c h a s t i c  i n p u t  model i n  
an op t imiza t ion  s tudy  f o r  planning purposes ,  i t  may be  combined w i t h  a  model 
- - Actual  streamflow 
_-- Linear  r eg re s s ion  
----- Relaxa t ion  method 
Time i n  hours 
Figure 4-2. Comparison of r e s u l t s  of parameter  f i t t i n g  methods. 
of t h e  sys tem i t s e l f  and t h e n  s u b j e c t e d  t o  mathemat ica l  programming procedures .  
This  is  t h e  main o b j e c t i v e  o f  Chapter  5. The f i r s t  s t e p  i n  such  an  approach 
i s  t o  r e p r e s e n t  t h e  s t o c h a s t i c  h y d r o l o g i c  sys tem model i n  s ta te  v a r i a b l e  form. 
A u t o r e g r e s s i v e  and moving average  models are w e l l  s u i t e d  t o  t h i s  purpose .  
The l i n e a r  a u t o r e g r e s s i v e  model of p-th o r d e r  is  g iven  by Eq. 2 - l l b .  
The o u t p u t  o f  t h e  model i n  t h e  las t  p  s t a g e s  i s  d e f i n e d  as t h e  v a l u e s  o f  t h e  
p  s ta te  v a r i a b l e s .  I n  s ta te  v a r i a b l e  fo rmat  t h i s  model a p p e a r s  as fo l lows :  
A l i n e a r  moving average  model of q-th o r d e r  may be  w r i t t e n  as 
y ( k )  = [O1w(k-1) + 02w(k-2) + . . . + Oqw(k-q) (4-14) 
The random d i s t u r b a n c e s  which have occur red  i n  t h e  l as t  q  s t a g e s  a r e  t aken  
as t h e  s ta te  v a r i a b l e s .  The s t a t e  v a r i a b l e  form of t h i s  model i s  shown as 
f o l l o w s  : 
Since both p a r t s  o f  an au to reg re s s ive  moving average (ARMA) model 
a r e  r ep re sen t ab l e  i n  s t a t e  v a r i a b l e  form i t  is reasonable  t o  expec t  t h a t  
they may b e  jo ined  i n  t h i s  framework. A d i r e c t  s y n t h e s i s  of t h e  two models 
may lead  t o  unnecessary d u p l i c a t i o n  of t h e  s t a t e  v a r i a b l e s  however. Con- 
s i d e r  an ARMA ( 1 , l )  normalized process ,  which is i d e n t i c a l  t o  t h e  auto- 
r e g r e s s i v e  i n t eg ra t edmov ing  average (ARIMA) (1,0,1)  p rocess :  
I n  t h e  s t a t e  v a r i a b l e  form, only one s t a t e  v a r i a b l e  i s  needed; thus  
Once an app rop r i a t e  s t a t e  v a r i a b l e  model of  t h e  hydro logic  i n p u t s  
has  been formulated i t  may b e  combined wi th  another  s t a t e  v a r i a b l e  model 
r ep re sen t ing  t h e  behavior  of t he  system i n  response t o  t h e  i npu t s .  The 
b a s i c  p r i n c i p l e  f o r  t h i s  second model is  u s u a l l y  t h e  equa t ion  of  c o n t i n u i t y  
of flow, though more complex system models can be  formulated by the  s t a t e  
v a r i a b l e  approach i f  necessary.  
( 2 )  An Example. A mathematical model of a s t o r a g e  r e s e r v o i r ,  
Fig.  4-3, s u b j e c t  t o  s t o c h a s t i c  i n p u t s  i s  now formulated according t o  t h e  
s t a t e  v a r i a b l e  approach. This  model i s  t o  be  incorpora ted  i n t o  a s t o c h a s t i c  
dynamic programming a lgor i thm i n  Chapter 5 t o  f i n d  t h e  op t imal  r e l e a s e  p o l i c y  
f o r  t h e  r e s e r v o i r .  The d a t a  used f o r  t h i s  model i n  t h e  example a p p l i c a t i o n  
a r e  given i n  t h e  Appendix. 
The volume of s t o r a g e  a t  t h e  beginning of s t a g e  k i s  denoted by 
x (k) . During s t a g e  k t h e  r e l e a s e  is  denoted by u (k) and t h e  in f low by 
q (k ) .  Using t h e  p r i n c i p l e  of conserva t ion  of mass: 
x (k+l) = ax(k) - u(k)  + q (k) (4-1 8) 
where a is  a c o e f f i c i e n t  account ing f o r  seepage, evapora t ion ,  and sp i l lway  
l o s s e s .  The output  equat ion expresses  t h e  volume of outf low from t h e  reser- 
v o i r  a s  
where c i s  a c o e f f i c i e n t  r e l a t i n g  sp i l lway  flow t o  s t o r a g e  volume, x(k) .  
Assuming t h a t  q (k)  is  an independent ly  d i s t r i b u t e d  random v a r i a b l e  w i th  known 
L 
mean p (k) and va r i ance  a (k) , Eqs. (4-18) and (4-19) may be  expressed accor- 
ding t o  t h e  g e n e r a l  format of Eqs. (4-11) and (4-12) a s  

If  t he  inf lows q(k)  t o  the  s t o r a g e  r e s e r v o i r  of Fig. 4-3 a r e  con- 
s ide red  t o  be s e r i a l l y  co r re l a t ed  wi th  f i r s t - o r d e r  c o r r e l a t i o n  c o e f f i c i e n t  
r ( k ) ;  they may be descr ibed  by t h e  fol lowing equat ion ( ~ i e r i n g  and Jackson, 
1971) : 
q(k)-)l(k) = r (k)  - - - 1  + (l-r2(k))l/2 w(k) 
a (k) u (k- 1 )  (4-21) 
Let 
Hence, from Eq. (4-21) 
and 
q(k)  = o (k) r (k)xl (k) + P (k) + o (k) (1-r2 ( k ) ~ l / ~  w (k) (4-23) 
Combining Eq. (4-18), (4-22) and (4-23), the  complete s t a t e  equat ion is 
formulated a s  
V. WATER RESOURCES SYSTEMS OPTIMIZATION BY STOCHASTIC DYNAMIC PROGMMMING 
5-1. S t o c h a s t i c  Transformation of Water Resources Systems. 
The o b j e c t i v e  o f ' t h e  op t imiza t ion  i s  t o  choose t h e  dec i s ion  p o l i c y  
f o r  t h e  system which i s  b e s t  according t o  i t s  performance func t ion .  This  
func t ion  measures t h e  degree of a t ta inment  of t h e  goa l s  set f o r  t h e  system. 
The p o l i c y  may b e  i n  the form of a  set  of c h a r t s  which s p e c i f y  t h e  r equ i r ed  
dec i s ions  i n  s t a g e  k ,  ~ ( k ) ,  a s  a  func t ion  of t h e  s t a t e  of t h e  system a t  t h e  
beginning of  t h e  s t a g e ,  ~ ( k ) .  I n  t h i s  s t udy ,  a  s t o c h a s t i c  dynamic program- 
ming technique i s  proposed t o  opt imize t h e  water  r e sou rces  system. 
To apply dynamic programming f o r  system op t imiza t ion ,  t h e  behavior  
of t h e  system must be descr ibed  by a  s t a t e  t ransformat ion  equat ion.  This  
equa t ion  expresses  t h e  ou tput  va lues  of t h e  s t a t e  v a r i a b l e s  a t  each s t a g e  
a s  a  func t ion  of t h e  i n p u t  va lues  of t h e s e  v a r i a b l e s  and the  i n p u t s  and 
dec i s ions  occur r ing  during t h e  s t a g e .  The s t a t e  v a r i a b l e  approach may b e  
used t o  formula te  such equa t ions .  When t h e  i n p u t s  a t  each s t a g e  a r e  
s t o c h a s t i c ,  t he  ou tpu t  va lues  of t h e  s t a t e  v a r i a b l e s  become random va r i a -  
b l e s  desc r ibab le  by p r o b a b i l i t y  d i s t r i b u t i o n s  . 
For d i s cus s ion  purposes,  cons ider  t h e  system descr ibed  by Eq. 
(4-20). The f e a s i b l e  range of t h e  s t a t e  v a r i a b l e  x  (k) , x (k) t o  xmax (k) , 
min 
may be  d iv ided  i n t o  I i n t e r v a l s ,  i = 1, 2,  ..., I; each of s i z e  Ax(k). 
Likewise, t h e  f e a s i b l e  range of x(k+l) may be  d iv ided  i n t o  J i n t e r v a l s  of 
l eng th  Ax(k+l). I n  t h e  dynamic programming procedure,  assume t h a t  t h e  
opt imal  dec i s ion  a t  i n t e r v a l  i of x(k)  i s  t o  b e  chosen from a  s e t  of dec is -  
i ons  U(k) . The expected va lue  E[x(k+l) 1 and va r i ance  Var [x(k+l)  ] of t h e  
r e s u l t i n g  s t a t e ,  x (k+ l ) ,  may be  found from Eq. (4-20) f o r  any s p e c i f i e d  
dec i s ion  u(k) .  The r e s u l t i n g  p r o b a b i l i t y  d i s t r i b u t i o n  f o r  t h e  ou tpu t  s t a t e  
x(k+l )  may appear a s  i n  Fig.  (5-1). 

The "expected t ransformation" is  t h a t  which would occur i f  t h e  
mean inf low occurred. Since t h e  i n p u t  s t a t e  is  assumed known, t h e  s tandard  
dev ia t ion  of t h e  output  s t a t e  p r o b a b i l i t y  d i s t r i b u t i o n  i s  the  same a s  t h a t  
f o r  t h e  flow d i s t r i b u t i o n  a t  t h i s  s t a g e ,  a ( k ) .  
5-2. The Recursive Equation. 
I f  v  (k) is t h e  va lue  of being a t  i n t e r v a l  i of x ( k ) ,  t he  r e c u r s i v e  i 
equat ion of dynamic programming may be  w r i t t e n  a s  
where p (k) is t h e  p r o b a b i l i t y  t h a t  t h e  s t a t e  of t h e  system x(k+l)  w i l l  f a l l  i j  
w i t h i n  i n t e r v a l  j ,  and v ,  (k+l) is  the  corresponding va lue  a t tached  t o  t h i s  
J 
i n t e r v a l  from t h e  opt imiza t ion  of s t a g e  k+l.  I f  x(k+l)  is  assumed t o  be  nor- 
mally d i s t r i b u t e d ,  pij (k) , may b e  r e a d i l y  ca l cu la t ed  from a normal d i s t r i b u -  
t i o n  t a b l e  s i n c e  E [x(k+l)  ] and Var [x(k+l) ] a r e  known. I f  x(k+l)  has  some 
o t h e r  d i s t r i b u t i o n ,  then t h e  c a l c u l a t i o n s  a r e  more complicated b u t  s t i l l  
f e a s i b l e .  
I f  t h e  flow means, p (k) , and s tandard  dev ia t ions ,  a (k) , a r e  
cons tan t  and independent of t h e  s t a g e ,  the  sequence of va lues  of t h e  s t a t e  
v a r i a b l e ,  x ( k ) ,  k  = 1, 2 ,  ..., K ,  c o n s t i t u t e s  a  s ing le - s t ep  Markov process .  
The opt imal  po l i cy  can b e  found by a  success ive  approximations method of 
White (1963). The p r i n c i p l e  upon which t h i s  method i s  based i s  a s  fol lows:  
I f  Eq. (5-1) i s  appl ied  r ecu r s ive ly  backward over a  number of s t a g e s ,  i t  is  
found t h a t  t h e  r e l a t i o n s h i p  between vi(k) and v .  (k+l) becomes approximately 
1 
l i n e a r  a s  follows: 
where g i s  a  s o  c a l l e d  "gain" f o r  s t a t e  i. To f i n d  the  opt imal  p o l i c y ,  t h e  i 
computations a r e  c a r r i e d  ou t  f o r  s u f f i c i e n t  s t ages  u n t i l  a l l  t h e  ind iv id-  
u a l  s t a t e  ga ins  converge t o  a  s i n g l e  va lue ,  independent of t he  s t a t e .  
Su and Deininger (1972) have extended White 's method t o  incorpo- 
r a t e  p e r i o d i c  Markov processes .  These have s t a t i s t i c s  which vary from s t a g e  
t o  s t a g e  b u t  which a r e  p e r i o d i c  a f t e r  N s t a g e s ,  e.g. , y (k+N) = y (k) . This  
formulat ion i s  appropr i a t e  f o r  t h e  opt imiza t ion  of monthly dec i s ions  f o r  
r e s e r v o i r  ope ra t ion  over a  year .  I f  t h e  ga in  is  now i n t e r p r e t e d  a s  t h e  
inc rease  i n  va lue  over  a  per iod  of N s t a g e s ,  t h e  same opt imiza t ion  approach 
a s  f o r  t h e  s ing le - s t ep  Markov process  can be  appl ied .  
5-3. Chance Cons t ra in ts  and Steady S t a t e  P r o b a b i l i t i e s .  
Since t h e  output  s t a t e  a t  each s t a g e  is descr ibed  a s  a  random 
v a r i a b l e ,  t he  s t a t e  boundary c o n s t r a i n t s  which conf ine  t h e  behavior  of t h e  
system w i t h i n  t h e  f e a s i b l e  range of t h e  s t a t e  v a r i a b l e s ,  must b e  s e t  on a  
p r o b a b i l i s t i c  o r  "chance cons t r a in t "  b a s i s .  Thus a t  any s t a g e ,  i f  t h e  
p r o b a b i l i t y  of t he  r e s e r v o i r  emptying ou t  completely is  g r e a t e r  than an 
al lowable l i m i t ,  then  t h e  dec i s ion  under cons idera t ion  i s  r e j e c t e d .  Simi- 
l a r l y ,  the  dec is ion  i s  r e j e c t e d  i f  t h e  p r o b a b i l i t y  of overtopping t h e  
r e s e r v o i r  i s  g r e a t e r  than  an al lowable l i m i t  (Askew, 1974a, 1974b). 
Once a  p o l i c y  has been chosen f o r  t h e  system, t h e  s t o c h a s t i c  
n a t u r e  of t h e  behavior  of t h e  s t o r a g e  is a  f i xed  Markov process .  Conse- 
quent ly  t h e  s teady  s t a t e  p r o b a b i l i t i e s  of occupancy of any s t o r a g e  s t a t e  
may b e  found by us ing  t h e  t r a n s i t i o n  p r o b a b i l i t y  ma t r i ce s  from each s t age .  
A t  each s t a g e  and s t a t e  during the  op t imiza t ion  of t h e  r e c u r s i v e  Eq. (5 - l ) ,  
t h e  t r a n s i t i o n  p r o b a b i l i t i e s ,  pij , r e s u l t i n g  from t h e  opt imal  dec is ion  a r e  
s t o r e d .  Once a  complete pe r iod  of N s t a g e s  of po l i cy  op t imiza t ion  has been 
performed backward over t he  s t a g e s ,  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  of t h e  
s t o r a g e  i n  each s t a g e  may be found by c a l c u l a t i n g  forward over  t he  s t ages .  
The p r o b a b i l i t y  d i s t r i b u t i o n  of t h e  i n p u t  s t a t e s  a t  t h e  f i r s t  s t a g e ,  p i ( l ) ,  
may i n i t i a l l y  be  assumed t o  be uniform. The p r o b a b i l i t y  d i s t r i b u t i o n  of t h e  
ou tput  s t a t e s  a t  s t a g e  1 p j ( l  may be found from the  fol lowing equa t ion  wi th  
For s t a g e  2, t h e  ou tput  s t a t e  p r o b a b i l i t y  d i s t r i b u t i o n  f o r  s t a g e  1 becomes 
t h e  i n p u t  s t a t e  p r o b a b i l i t y  d i s t r i b u t i o n ,  pi(2) .  Hence, p j (2 )  may be  found 
and t h e  c a l c u l a t i o n s  f o r  a l l  succeeding s t a g e s  proceed analogously.  From 
t h e  r e s u l t s  of t h e  l a s t  s t a g e ,  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  of  t h e  i npu t  
s t a t e s  a t  t h e  f i r s t  s t a g e  i s  r e i n i t i a l i z e d  and t h e  cyc l e  repea ted  u n t i l  t h e  
p r o b a b i l i t y  d i s t r i b u t i o n s  a t  each s t a g e  converge t o  s t eady  va lues .  This  
u sua l ly  r e q u i r e s  3 o r  4  cyc les  of computation over  a l l  N s t a g e s .  A s  t h e  
p o l i c y  converges,  s o  do t h e  s t eady  s t a t e  p r o b a b i l i t y  d i s t r i b u t i o n s  . 
5-4. Risk Analysis .  
The procedure of de r iv ing  t h e  s t eady  s t a t e  p r o b a b i l i t y  d i s t r i b u -  
t i o n s  provides  a  l i n k  between t h e  c l a s s i c a l  t h e o r i e s  of  r e s e r v o i r  s t o r a g e  
based on Markov cha in  a n a l y s i s  (Moran, 1959; Chow, 1964; Lloyd, 1967) and 
o p e r a t i o n a l  p o l i c y  de te rmina t ions  made us ing  dynamic programming. With 
t h i s  information i t  is p o s s i b l e  t o  a s s e s s  t h e  r i s k  of f a i l u r e  of t h e  system 
a t  any p o i n t  i n  t h e  planning hor izon  i f  " f a i l u r e "  i s  def ined  t o  have occur red  
when t h e  va lues  of t h e  s t a t e  v a r i a b l e s  f a l l  i n t o  an unacceptable  range,  e . g . ,  
an empty r e s e r v o i r .  The po l i cy  d e r i v a t i o n  may then be  made s e n s i t i v e  t o  t h e  
r i s k  of system f a i l u r e  a s  w e l l  a s  t o  t h e  op t imiza t ion  of t h e  u sua l  n e t  bene- 
f i t s  f unc t ion .  This may be  accomplished by us ing  pena l ty  func t ions  t o  
prec lude  p o l i c i e s  involv ing  a  h igh  r i s k  of f a i l u r e  o r  by manipulat ing t h e  
chance c o n s t r a i n t s  on t h e  s t a t e  v a r i a b l e s  s o  a s  t o  a l low opt imiza t ion  of 
t he  system pol icy  wi th in  c o n s t r a i n t s  imposed by f a i l u r e  cons idera t ions  
(Klemes , 19 75) . 
5-5. An Example. 
(1) Descr ip t ion  of the System. The system s e l e c t e d  t o  demonstrate 
t h e  proposed methodology is t h e  proposed Watasheamu Dam and Reservoir  (U.S. 
Bureau of Reclamation, 1962). The p r o j e c t  is loca t ed  on the  East  Fork of t he  
Carson River i n  Nevada. The r e s e r v o i r  has a  capac i ty  of 160,000 ac re - f ee t  
and a  mean inf low of 259,000 acre- fee t  per  year .  The example cons iders  opera- 
t i o n  f o r  h y d r o e l e c t r i c  power, i r r i g a t i o n  and f lood  con t ro l .  D e t a i l s  of t h e  
p h y s i c a l  and economic d a t a  used i n  t h e  example a r e  g iven  i n  t h e  Appendix. 
The volume of s t o r a g e  i n  t he  r e s e r v o i r  is  taken a s  a  s t a t e  v a r i a b l e ,  
t h e  dec i s ion  v a r i a b l e  is  t h e  r e l e a s e  t o  be made through t h e  dam i n  each s t a g e  
of one month du ra t ion .  The f e a s i b l e  range of the s t a t e  v a r i a b l e  a t  each s t a g e  
i s  divided i n t o  i n t e r v a l s  of 10,000 acre- fee t .  A f lood  s t o r a g e  r e se rva t ion  
a t  t h e  top of t h e  dam i s  made i n  those months where f lood  c o n t r o l  i s  neces- 
s a ry .  The number of s t o r a g e  i n t e r v a l s  v a r i e s  from 10 t o  17 p e r  s t a g e  de- 
pending on t h e  magnitude of t he  f lood  s t o r a g e  r e se rva t ion .  The f e a s i b l e  
range of t h e  dec is ion  v a r i a b l e  a t  each s t a g e  i s  taken a s  0  t o  100,000 acre- 
f e e t .  
The s t a t e  v a r i a b l e  model f o r  the sys  tem is Eq.  (4-20) where t h e  
l o s s  c o e f f i c i e n t  "a" depends on x(k)  and k  and accounts  f o r  evaporat ion.  
The means and s t anda rd  devia t ions  f o r  each s t a g e  a r e  est imated from the  
h i s t o r i c  inf low d a t a  a t  the  s i t e .  The p r o b a b i l i t y  d i s t r i b u t i o n  of the 
output  s t a t e  a t  each s t a g e ,  x (k+ l ) ,  i s  normal w i th  mean, ax(k)  - u(k)  
+ p (k) , and s tandard  dev ia t ion ,  o (k) . 
The o b j e c t i v e  of t he  opt imiza t ion  i s  t o  maximize t h e  b e n e f i t s  
obtained from t h e  opera t ion  of t he  system. The hydropower b e n e f i t s  a r e  
t h e  v a l u e  of t h e  energy g e n e r a t e d  a t  each s t a g e  which i s  a  n o n l i n e a r  f u n c t i o n  
of s t o r a g e  and r e l e a s e .  Power g e n e r a t i o n  c e a s e s  when t h e  e l e v a t i o n  of w a t e r  
i n  t h e  r e s e r v o i r  i s  below a  s p e c i f i e d  minimum. The b e n e f i t s  from i r r i g a t i o n  
a r e  e s t i m a t e d  by p i e c e w i s e  l i n e a r  f u n c t i o n s  of t h e  r e l e a s e .  D e t a i l s  a r e  
g iven  i n  t h e  Appendix. The combined o b j e c t i v e  f u n c t i o n  i s  t h u s  n o n l i n e a r  
and d i s c o n t i n u o u s .  
(2)  Opt imiza t ion  Procedure  and R e s u l t s .  The o p t i m i z a t i o n  proce- 
d u r e  used i s  a  backward, s t o c h a s t i c  dynamic programming a lgor i thm.  I n  
o u t l i n e ,  t h e  p rocedure  i s  a s  fo l lows :  The v a l u e  of a l l  o u t p u t  s t a t e s  a t  
t h e  l a s t  s t a g e  i s  i n i t i a l i z e d  t o  ze ro .  Computations proceed backwards by 
s t a g e s  u n t i l  a  s t a b l e  p o l i c y  and expec ted  annua l  r e t u r n s  from t h e  o p e r a t i o n  
of t h e  sys tem have been found. Although t h e  s t a t i s t i c a l  pa ramete rs  of t h e  
i n f l o w  d i s t r i b u t i o n  v a r y  from month t o  month w i t h i n  a  y e a r ,  they  a r e  p e r i o d i c  
from y e a r  t o  y e a r .  One y e a r  o f  twelve s t a g e s  o f  computat ion t h e r e f o r e  con- 
s t i t u t e s  an i t e r a t i o n  of t h e  o p t i m i z a t i o n  procedure .  I f  t h e  v a l u e  o f  a l l  
o u t p u t  s t a t e s  a t  t h e  l a s t  s t a g e  f o r  each i t e r a t i o n  i s  s e t  e q u a l  t o  t h e  v a l u e  
o f  t h e  cor responding  i n p u t  s t a t e s  a t  t h e  beg inn ing  o f  t h e  f i r s t  s t a g e  of t h e  
p r e v i o u s  i t e r a t i o n ,  t h e  cumulat ive  expec ted  v a l u e  grows a s  shown i n  Fig .  5-2. 
From t h e  f i g u r e ,  i t  may b e  s e e n  t h a t  a f t e r  two o r  t h r e e  i t e r a t i o n s ,  t h e  
i n c r e a s e  i n  v a l u e  f o r  any s t a t e  o v e r  one y e a r  i s  c o n s t a n t  and independen t  
of t h e  s t a t e .  Th i s  is  t h e  expec ted  a n n u a l  r e t u r n  from t h e  o p e r a t i o n  o f  t h e  
sys tem o r  "gain". The cumulat ive  r e t u r n  d e c r e a s e s  w i t h  s t o r a g e  however a s  
can b e  s e e n  from t h e  d i f f e r e n c e  between t h e  two l i n e s  i n  F ig .  5-2. S i n c e  
t h e  l i n e s  a r e  p a r a l l e l  a f t e r  t h e  p o l i c y  h a s  s t a b i l i z e d ,  t h e  d i f f e r e n c e  
between them can b e  i n t e r p r e t e d  as t h e  r e l a t i v e  v a l u e  o f  b e g i n n i n g  o p e r a t i o n  
i n  t h e  h i g h e s t  s t o r a g e  s t a t e  i n s t e a d  o f  t h e  lowes t .  
Th i s  r e l a t i v e  v a l u e  f u n c t i o n  may b e  used a t  t h e  b e g i n n i n g  of t h e  
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va lues  of t h e  ou tput  states a t  t h e  l a s t  s t age .  The r a p i d  s t a b i l i z a t i o n  of  
t h e  r e l a t i v e  va lue  func t ion  is seen  i n  Fig.  5-3. The shape of  t h e  func t ion  
i n  t h i s  f i g u r e  is  probably due t o  t h e  f a c t  t h a t  a  given r e l e a s e  genera tes  
more energy when made from a  h ighe r  e l e v a t i o n  o r  s t o r a g e  bu t  t h e  marginal  
worth of i n c r e a s i n g  t h e  s t o r a g e  decreases  wi th  i n c r e a s i n g  s t o r a g e  s i n c e  t h e  
a d d i t i o n a l  increments of e l e v a t i o n  decrease.  
The i n d i v i d u a l  s t a t e  g a i n s ,  c a l c u l a t e d  according t o  Eq. (5-2) 
app l i ed  over  each pe r iod  of 12 s t a g e s ,  a l s o  converge qu ick ly  a s  can be  seen  
i n  Fig.  5-4. 
A convergence c r i t e r i o n  may be  def ined a s  t h e  d i f f e r e n c e  between 
t h e  h ighes t  and lowest  ga in s  on an i t e r a t i o n .  This  c r i t e r i o n  is  shown a s  
a  func t ion  of i t e r a t i o n  i n  Fig.  5-5. Another measure of convergence i s  t h e  
change i n  t h e  der ived  po l i cy  from one i t e r a t i o n  t o  t h e  next .  A p o l i c y  con- 
vergence c r i t e r i o n  i s  def ined  a s  t h e  sum of t h e  a b s o l u t e  va lues  of t h e  
d i f f e r e n c e s  between t h e  p o l i c y  ob ta ined  on t h e  c u r r e n t  i t e r a t i o n  and t h a t  
of t h e  prev ious  i t e r a t i o n .  The r ap id  convergence of t h e  p o l i c y  us ing  t h i s  
c r i t e r i o n  i s  shown i n  Fig.  5-6. 
To f i n d  t h e  opt imal  dec i s ion  from a  s t a t e  space  p o i n t  a s imple 
s ea rch  procedure is  used which c o n s i s t s  of  t e s t i n g  each dec i s ion  i n  a  se t  
def ined  around t h e  prev ious ly  op t imal  d e c i s i o n  f o r  t h i s  s t a t e  space  p o i n t .  
The number of  dec i s ions  used i s  10 and t h e  d i f f e r e n c e  between ad j acen t  
d e c i s i o n s ,  t h e  s t e p  s i z e ,  i s  set a t  10,000 ac re - f ee t  f o r  t h e  f i r s t  i t e r a -  
t i o n .  The s t e p  s i z e  i s  halved a f t e r  each i t e r a t i o n  t o  a  minimum of 1000 
ac re - f ee t .  Thus, t h e  range of  t h i s  set i s  i n i t i a l l y  t h e  e n t i r e  f e a s i b l e  
dec i s ion  range and succes s ive ly  smaller p o r t i o n s  of i t  i n  later  i t e r a t i o n s .  
The p o l i c y  der ived  is  shown i n  Table 5-1. The form of t h e  op t imal  p o l i c y  
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r e l ease  t o  be made. The major r e l eases  a re  made i n  t h e  i r r i g a t i o n  season, 
May through October. 
The e f f e c t  of r a i s i n g  the minimum f e a s i b l e  decis ion  a t  each s t age  
i s  t o  cons t ra in  the  choice of policy.  Consequently the  ga in  of t h e  system 
f a l l s  a s  shown i n  Fig. 5-7. 
The e f f e c t  of varying the  chance cons t ra in t  f o r  the lower boundary 
of t h e  s to rage  space on the  r e l a t i v e  value funct ion  is  shown i n  Fig. 5-8. 
This shows t h a t  as  t h e  cons t ra in t  becomes more s t r i n g e n t ,  i t  i s  more valuable 
t o  begin operat ion i n  a  higher s torage  s t a t e .  The gain of t h e  system i s  no t  
s i g n i f i c a n t l y  a f fec ted  by the  v a r i a t i o n  of t h i s  chance cons t ra in t .  
After  each i t e r a t i o n  of pol icy  determination, the steady s t a t e  
p r o b a b i l i t i e s  of s to rage  a t  a l l  s t ages  a r e  ca lcula ted  using Eq. (5-3). The 
r e s u l t i n g  p robab i l i ty  d i s t r i b u t i o n  f o r  s torage  a t  t h e  beginning of s t age  1, 
January, i s  shown i n  Fig. 5-9 f o r  s e v e r a l  pol icy  i t e r a t i o n s .  The p robab i l i ty  
d i s t r i b u t i o n  i s  r a t h e r  more s e n s i t i v e  t o  changes i n  pol icy  than i s  t h e  re la-  
t i v e  value function.  
For t h i s  Markov chain ana lys i s ,  two e x t r a  s to rage  s t a t e s  must be 
defined a t  each s t age  t o  account f o r  the  p robab i l i ty  of emptying the  reser-  
v o i r  o r  overtopping the  maximum des i rab le  s torage .  To avoid making these  
s t a t e s  i n t o  "trapping s t a t e s "  from which no e x i t  i s  poss ib le ,  i t  is  assumed 
t h a t  i d e n t i c a l  t r a n s i t i o n s  may be made from these  s t a t e s  a s  f o r  t h e  adjacent  
s t a t e s  i n  the  i n t e r i o r  of the dynamic programming s t a t e  space. This does 
not  necessa r i ly  l ead  t o  a  zero steady s t a t e  p robab i l i ty  of occurrence of 
the  two e x t e r i o r  s t a t e s  however. Although the  p robab i l i ty  of emptying t h e  
r e se rvo i r  i n  January i s  neg l ig ib le  i n  Fig. 5-9, the re  i s  more than 5% 
probab i l i ty  t h a t  the  r e se rvo i r  w i l l  be above 95 KAF i n  s torage  which means 
t h a t  i t  w i l l  i n f r i n g e  on t h e  flood s to rage  reservat ion  with t h i s  p robab i l i ty  
throughout the  p r o j e c t  l i f e  when the  derived policy i s  used. I f  i t  were 
des i r ed  t o  have more d e t a i l e d  information about t he  degree t o  which t h e  
f lood s t o r a g e  r e se rva t ion  would be  in f r inged  upon, t h i s  could be found by 
de f in ing  e x t r a  s t a t e s  i n  t h e  f lood  s t o r a g e  reg ion  f o r  t h e  Markov chain 
ana lys i s .  
V I *  SUMMARIES AND CONCLUSIONS 
6-1. On S t o c h a s t i c  Yodeling of Annual St reamflows 
I n  t h i s  p a r t  o f  t h e  s t u d y ,  a b r i e f  review of t h e  v a r i o u s  models 
proposed f o r  s t reamf low s i m u l a t i o n  h a s  been p r e s e n t e d .  B a s i c a l l y  two 
t y p e s  o f  models a r e  i n  u s e  today i n  annua l  s t reamf low model ing,  namely, t h e  
Markov models and t h e  f r a c t i o n a l  Gaussian n o i s e  (Fa()  models. Both models,  
however, belong t o  a g e n e r a l  c l a s s  of d i s c r e t e  t i m e  l i n e a r  s t o c h a s t i c  
p r o c e s s e s .  The Markov model is s i m p l e  i n  i t s  s t r u c t u r e  b u t  i t s  a p p l i c a b i l i t y  
is l i m i t e d  because  t h e  t h e o r e t i c a l  a u t o c o r r e l a t i o n  f u n c t i o n  i s  n o t  f l e x i b l e  
enough t o  f i t  a  wide range  of sample a u t o c o r r e l a t i o n  f u n c t i o n s .  The FGN 
model is a con t inuous  moving average  p r o c e s s  o f  i n f i n i t e  o r d e r .  A s  t h e  
f i r s t  s t e p  toward p r a c t i c a l  a p p l i c a t i o n ,  t h e  FGN model must b e  r e p l a c e d  by 
a d i s c r e t e  f r a c t i o n a l  Gaussian n o i s e  (DFGN) model. The l a t t e r  h a s  a 
p e c u l i a r  k e r n a l  s t r u c t u r e  which does  n o t  s a t i s f y  t h e  Box and J e n k i n s ' s  
(1970) d e f i n i t i o n  of s t a t i o n a r i t y .  A s  t h e  second s t e p  toward o ~ e r a t i o n a l  
u s e s ,  t h e  DFGN model of i n f i n i t e  o r d e r  must b e  approximated by a p r o c e s s  
i n v o l v i n g  a f i n i t e  number o f  terms; consequen t ly ,  i t  becomes s t a t i o n a r y .  So 
f a r  s i x  d i f f e r e n t  approximat ions  t o  t h e  DFGN model have been proposed.  
I n  g e n e r a l ,  moving average  models a r e  i n f e r i o r  t o  a u t o r e g r e s s i v e  
models f o r  t h e  f o l l o w i n g  reasons :  (1 )  The a u t o c o r r e l a t i o n  f u n c t i o n  of 
a u t o r e g r e s s i v e  model t a i l s  o f f  w h i l e  t h a t  o f  moving average  model c u t s  o f f ,  
(2)  t h e  a u t o r e g r e s s i v e  model is l i n e a r  i n  t h e  Darameters w h i l e  t h e  moving 
a v e r a g e  model i s  n o n l i n e a r  i n  t h e  pa ramete rs ,  and (3 )  t h e  a u t o r e g r e s s i v e  
model is e x p r e s s e d  i n  terms of t h e  observed  p a s t  v a l u e s  w h i l e  t h e  moving 
average  model i s  w r i t t e n  i n  terms of  t h e  unobserved p a s t  random d i s -  
tu rbances .  A s o - c a l l e d  f a s t  FGN model r e q u i r e s  t h e  summation of a 
l a r g e  number of terms. The AXMA(1,l) model w i t h  c l o s e  t o  1 can  b e  
regarded  as a n  approx imat ion  t o  t h e  FGN model b u t ,  i f  +1=1, i t  may n o t  b e  
an approximation t o  n a t u r a l  streamflow processes  s i n c e  a s  a parameter 
of t h e  model is n o t  es t imated  from t h e  observed h i s t o r i c a l  streamflow 
sequences.  
I n  t h i s  s t udy ,  a new model, a second o rde r  au to reg re s s ive  
process  w i th  a data-based t ransformat ion  is proposed t o  approximate t h e  
under ly ing  streamflow gene ra t i ng  process .  Due t o  i t s  s i m p l i c i t y  and 
g e n e r a l i t y ,  t h e  new model seems t o  b e  ve ry  promising f o r  annual  stream- 
flow modeling. 
Both t h e  maximum l i k e l i h o o d  method and t h e  Bayesian approach 
a r e  used t o  estimate t h e  model parameters  and s t a t i s t i c a l  i n f e r ences  about  
t h e  parameters  a r e  made. For l a r g e  samples,  t h e  maximum l i k e l i h o o d  esti- 
mates have sma l l e r  var iance  than t h e  method of moments e s t ima te s  and a r e  
t h e r e f o r e  s t a t i s t i c a l l y  more e f f i c i e n t .  
Since streamflow sequences seldom fo l low t h e  normal p r o b a b i l i t y  
d i s t r i b u t i o n ,  i t  Ts o f t e n  found advantageous t o  t ransform t h e  o r i g i n a l  
sequence s o  t h a t  t h e  transformed sequence can be adequately r ep re sen t ed  
by a s t o c h a s t i c  model based on t h e  normal p r o b a b i l i t y  d i s t r i b u t i o n  theory.  
The problem as soc i a t ed  w i th  t ransformat ions  is two-fold: F i r s t ,  t o  
i d e n t i f y  a s u i t a b l e  t ransformat ion ;  and second, t o  determine whether t he  
parameters  would be  b e t t e r  es t imated  from t h e  transformed d a t a  o r  from 
t h e  o r i g i n a l  da t a .  The proposed procedure cons iders  bo th  a spec t s  of 
t h e  t ransformat ion  problem simultaneously.  
The parameters  of a s t reamflow gene ra t i ng  model e s t ima ted  from 
a s h o r t  h i s t o r i c  sequence a r e  n o t  l i k e l y  t o  be equa l  t o  t h e i r  r e s p e c t i v e  
popula t ion  va lues .  This  parameter u n c e r t a i n t y  problem may be t r e a t e d  by 
employing t h e  Bayesian approach of s t a t i s t i c a l  i n f e r ence .  The Bayesian 
i n f e r ence  provides  a framework t o  pool  a l l  t h e  a v a i l a b l e  in format ion  t o  
reduce t h e  parameter  unce r t a in ty .  More impor tan t ly ,  t h e  Bayesian approach 
g i v e s  a p r o b a b i l i t y  d i s t r i b u t i o n  r a t h e r  than  unique va lue s  f o r  t h e  unknown 
parameters .  I t  i s  no ted  t h a t  t h e  l i k e l i h o o d  f u n c t i o n  is  p r o p o r t i o n a l  t o  
t h e  p o s t e r i o r  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  (pdf )  w i t h  d i f f u s e  p r i o r  pdf. 
Hence, t h e  r e s u l t s  from t h e  Bayesian approach are comparable t o  t h o s e  from 
t h e  maximum l i k e l i h o o d  method. Also,  i n  l a r g e  samples ,  t h e  maximum l i k e l i -  
hood e s t i m a t e s  are t h e  approximate means of t h e  p o s t e r i o r  pdf of t h e  para- 
mete rs ,  a pdf t h a t  w i l l  u s u a l l y  b e  approximately  normal. Confidence r eg ions  
f o r  t h e  parameters  of  t h e  AR(2) models a r e  cons t ruc t ed .  The con tours  of 
t h e  p o s t e r i o r  d i s t r i b u t i o n s  f o r  t h e  parameters  are i d e n t i c a l  t o  t h e  con- 
f  i dence  r eg ions  f o r  t h e  parameters .  
6-2. On S t o c h a s t i c  Modeling of Monthly Streamflows. 
This p a r t  of  t h e  s t udy  cons ide r s  t h e  gene ra t i on  of monthly stream- 
flow sequences .  A monthly t i m e  i n t e r v a l  i s  chosen f o r  two reasons  ; f i r s t ,  
monthly s t reamflows are f r e q u e n t l y  used i n  des ign  s t u d i e s  of  hyd ro log i c  
sys tems;  and second,  monthly s t reamflows c o n s t i t u t e  a f a i r l y  g e n e r a l  c a se  
because  of t h e i r  s e a s o n a l  s t r u c t u r e .  Seasona l  s t r u c t u r e  i s  a c h a r a c t e r i s t i c .  
of a l l  s t reamflow even t s  excep t  t h e  annua l  ones. 
I n  hydrology, many models have been cons idered  f o r  t h e  gene ra t i on  
of monthly s t reamf  lows, i nc lud ing  r e g r e s s i o n  models, a u t o r e g r e s s i v e  models, 
FGN models, broken l i n e  models and m u l t i p l i c a t i v e  s e a s o n a l  ARIMA models. 
I n  t h i s  s t u d y ,  a new l i n e a r  model approach i s  proposed. 
The proposed approach accounts  f o r  t h e  sampling e r r o r s  a s s o c i a t e d  
w i t h  t h e  e s t i m a t e s  of model parameters .  Convent ional  r e g r e s s i o n  models,  
which do n o t  account  f o r  sampling e r r o r s ,  a r e  shown t o  be  s p e c i a l  cases  of  
t h e  proposed model. Regress ion models used f o r  s t reamflow gene ra t i on  always 
assume t h a t  t h e  e r r o r s  a r e  unco r r e l a t ed .  I n  a d d i t i o n  t o  t h i s  convent iona l  
ca se ,  t h i s  s t u d y  cons ide r s  a more g e n e r a l  case  i n  which e r r o r s  are assumed 
t o  b e  gene ra t ed  by a s t a t i o n a r y  Markov p roce s s .  
6-3. On S t a t e  Va r i ab l e  Modeling. 
The s t a t e  v a r i a b l e  approach t o  t h e  mathemat ical  modeling of 
hyd ro log i c  o r  wate r  r e sou rce s  systems p rov ide s  a g e n e r a l i z e d  framework 
w i t h i n  which many d i f f e r e n t  k inds  of  system models may be  expressed  and 
combined f o r  t h e  r e p r e s e n t a t i o n  of a  given system. L inea r  o r  n o n l i n e a r ,  
t ime i n v a r i a n t  o r  t ime-var ian t ,  d e t e r m i n i s t i c  o r  s t o c h a s t i c  systems w i th  
m u l t i p l e  i n p u t s  and m u l t i p l e  o u t p u t s  may b e  modeled by t h i s  approach. 
Th i s  s imple  y e t  g e n e r a l  format i s  a  major advantage of t h e  s t a t e  v a r i a b l e  
modeling. 
The s t a t e  v a r i a b l e  models a r e  p a r t i c u l a r l y  a p p r o p r i a t e  f o r  
t h e i r  i n c o r p o r a t i o n  i n t o  op t im iza t i on  procedures  t o  determine t h e  
optimum p o l i c y  f o r  t h e  system. Th i s  may b e  accomplished by embedding t h e  
s t a t e  v a r i a b l e  model w i t h i n  an a n a l y t i c  o p t i m i z a t i o n  procedure .  Dynamic 
programming and t h e  Pont ryag in  maximum p r i n c i p l e  a r e  two procedures  which 
a r e  e x c e l l e n t  f o r  t h i s  purpose.  Th is  may a l s o  be  accomplished when t h e  
o p t i m i z a t i o n  i nvo lve s  r epea t ed  s i m u l a t i o n s  of t h e  sys tem's  behav ior  i n  
which case  t h e  s t a t e  v a r i a b l e  approach may b e  used t o  fo rmula te  t h e  
s i m u l a t i o n  model. The s t a t e  v a r i a b l e  models a r e  w e l l  s u i t e d  t o  d i g i t a l  
computation.  Th is  computat ional  e f f i c i e n c y  is o f t e n  a c r i t i c a l  f a c t o r  
i n  an o p t i m i z a t i o n  s t udy  where t h e  computer l i m i t a t i o n s  p r o h i b i t  t h e  u s e  
of  v e r y  s o p h i s t i c a t e d  mathemat ical  models (Chow, Maidment,and Tauxe, 1975).  
A disadvantage  of t h e  s t a t e  v a r i a b l e  approach is t h a t  s i n c e  i t s  
mathemat ical  format  i s  g e n e r a l ,  t h e r e  may b e  e a s i e r  ways t o  f o rmu la t e  
models of  s p e c i f i c  phenomena. For example, t h e  s to rm runof f  model 
p r e s e n t e d  i n  Sec t i on  4-2 (2 )  could b e  much s i m p l e r  t o  s o l v e  by t h e  w e l l  
known u n i t  hydrograph concept f o r  some simple cases  i n s t e a d  of going 
through t h e  more e l a b o r a t e  procedure of ma t r ix  r ep re sen ta t ion .  
6-4. On Systems Optimizat ion by S t o c h a s t i c  Dynamic Programming. 
The p r i n c i p a l  advantage of t h e  combined s t o c h a s t i c  s t a t e  v a r i a b l e  
dynamic programming is t h a t  t h e  s t o c h a s t i c  na tu re  of t h e  water  resource  
system inpu t s  is embedded d i r e c t l y  w i th in  t h e  op t imiza t ion  procedure with- 
ou t  r e q u i r i n g  computationally expensive system s imula t ions  o r  d i s c r e t i z e d  
p r o b a b i l i t y  d i s t r i b u t i o n s .  Using t h e  powerful s t a t e  v a r i a b l e  modeling 
approach, t h e  s t o c h a s t i c  model of t h e  system inpu t s  is made a  p a r t  of t h e  
mathematical model of system i n s t e a d  of being e x t e r n a l  t o  i t  a s  is requi red  
by o t h e r  procedures.  The opt imiza t ion  procedure thus  accounts  f o r  t h e  
u n c e r t a i n t i e s  i n  t he  system inpu t s  which a r e  t r u l y  s t o c h a s t i c  i n  cha rac t e r .  
The methodology al lows f o r  t h e  s y n t h e s i s  of t h e  theory of Markov chains 
wi th  t h e  dynamic programming i n  a  p r a c t i c a l  way s o  t h a t  t h e  t r a d e o f f s  
between system op t imiza t ion  and r i s k  of f a i l u r e  may be eva lua ted .  
A s  i s  t o  be expected,  some problems a r e  encountered i n  applying 
t h e  methodology t o  a  p r a c t i c a l  system. The f i r s t  i s  the  s o - c a l l e d  "negat ive 
flow" problem. Whenever a  normal d i s t r i b u t i o n  i s  used f o r  t h e  f lows,  t h e r e '  
i s  a  f i n i t e  chance of having a  nega t ive  inflow. S ince  t h i s  is c l e a r l y  not  
a  n a t u r a l  behavior ,  some adjustment must be  made t o  preclude negat ive  
flows. The procedure adopted i s  t o  d i s t r i b u t e  t h e  p r o b a b i l i t y  of nega t ive  
inf lows over  t h e  p o s i t i v e  inflow range of t h e  p r o b a b i l i t y  d i s t r i b u t i o n  by 
propor t ion  t o  t h e  p o s i t i v e  p r o b a b i l i t y  o r d i n a t e  va lues .  
A second problem occurs when the  s tandard  dev ia t ion  of t h e  out- 
pu t  s t a t e  v a r i a b l e  i s  much smal le r  than t h e  i n t e r v a l s  i n t o  which t h i s  v a r i a b l e  
is d i s c r e t i z e d  f o r  dynamic programming purposes.  The s i t u a t i o n  can a r i s e  
where t h e  p r o b a b i l i t y  d i s t r i b u t i o n s  r e s u l t i n g  from two d i f f e r e n t  dec i s ions  
can both l i e  completely wi th in  one output  s t a t e  i n t e r v a l .  
It i s  n o t  easy t o  d i f f e r e n t i a t e  between t h e  va lues  of two 
dec i s ions  involved.  This problem is overcome by d e f i n i n g  a  set of 5 sub- 
i n t e r v a l s  w i th in  t h e  s t a t e  i n t e r v a l  i n  ques t i on  and us ing  l i n e a r  i n t e r -  
p o l a t i o n  t o  a s s i g n  a  va lue  t o  each s u b i n t e r v a l  f o r  t h e  expected va lue  
computations. I n  gene ra l ,  however, i t  is considered d e s i r a b l e  t o  d i s c r e t i s e  
t h e  s t a t e  space i n t o  i n t e r v a l s  no l a r g e r  than twice t h e  s t anda rd  d e v i a t i o n  
of t h e  inf low d i s t r i b u t i o n  a t  t h a t  s t a g e .  
6-5. Recommendations f o r  Future  S tud ie s .  
It has  been s t a t e d  i n  t h e  beginning of t h i s  r e p o r t  t h a t  t h e  
p r e s e n t  i n v e s t i g a t i o n  is only t o  propose and develop an a n a l y t i c a l  scheme 
f o r  t h e  op t imiza t ion  of water  resources  systems wi th  s t o c h a s t i c  i n p u t s .  
Fu ture  r e sea rch  is t h e r e f o r e  needed on t h e  a p p l i c a t i o n  of t h e  proposed 
scheme t o  p r a c t i c a l  water  r e sou rces  p r o j e c t s  and on t h e  mod i f i ca t i on  and 
ex t ens ion  of t h e  scheme a s  a  r e s u l t  of t he  f u t u r e  app l i ed  research .  
The immediate ex t ens ion  of t h e  s tudy  on s t o c h a s t i c  modeling of 
annual  streamflows would be a  development of s ea sona l  m u l t i s i t e  stream- 
f low s imu la t i on  models. Another a r e a  of f u r t h e r  r e sea rch  i s  t h e  
i n v e s t i g a t i o n  of t h e  combined use  of r eg iona l  and a t - s i t e  hydro logic  da t a  
t o  reduce t he  parameter unce r t a in ty .  
For t h e  monthly streamflow gene ra t i on ,  adequate  a lgor i thms  
should be  developed and t h e  r e s u l t s  be  i n t e r p r e t e d  a l s o  from a  Bayesian 
p o i n t  of view. The algori thms f o r  t h e  convent iona l  r eg re s s ion  model 
and t h e  new a lgor i thms  should be  compared numerical ly  t o  see whether 
account ing f o r  sampling e r r o r s  would i n t roduce  any s i g n i f i c a n t  changes 
i n  t h e  generated streamflows.,  
 ore a p p l i c a t i o n s  of t h e  s t reamflow gene ra t i on  techniques  along 
wi th  t h e  s imu la t i on  of water  resources  systems t o  va r ious  r e a l - l i f e  
s i t u a t i o n s  would b e  h igh ly  d e s i r a b l e  s o  a s  t o  b e t t e r  a s s e s s  t h e i r  p o t e n t i a l .  
It should be noted t h a t  t h e  simultaneous opt imiza t ion  and 
Markov chain procedure opens up a  new f i e l d  i n  t h e  t rea tment  of t h e  re -  
l a t i o n s h i p  between t h e  system opt imiza t ion  and t h e  r i s k  of f a i l u r e .  
Important ques t ions  which remain t o  be  i n v e s t i g a t e d  inc lude :  How 
s e n s i t i v e  i s  t h e  r i s k  of f a i l u r e  t o  changes i n  t h e  po l i cy  near  t he  optimum? 
How can o t h e r  kinds of r i s k  such a s  t h e  f a i l u r e  t o  meet a  requi red  dec i s ion  
be incorpora ted  i n t o  t h e  a n a l y s i s ?  How s e n s i t i v e  a r e  t h e  s teady  s t a t e  
p r o b a b i l i t y  d i s t r i b u t i o n s  t o  t he  formulat ion of t h e  model f o r  t h e  s t o c h a s t i c  
i npu t s?  
The d i r e c t  a p p l i c a t i o n  of t h e  s t o c h a s t i c  s t a t e  v a r i a b l e  dynamic 
programming.to m u l t i p l e  u n i t  systems i s  l i m i t e d  by computational requi re -  
ments. It i s  considered t h a t  t hese  l i m i t a t i o n s  could be overcome t o  a  
l a r g e  e x t e n t  by us ing  t h e  s teady  s t a t e  p r o b a b i l i t y  d i s t r i b u t i o n s  f o r  each 
s i n g l e  u n i t  a s  a  means of i s o l a t i n g  i n d i v i d u a l  u n i t s  f o r  a n a l y s i s .  The 
optimum f o r  t h e  combined system would be approached by success ive  
approximations, each u n i t  being optimized us ing  t h e  previous ly  der ived  
p o l i c i e s  f o r  t h e  o t h e r s .  
The d i s c r e t e  d i f f e r e n t i a l  dynamic programming, DDDP, (Heidari ,  
Chow, Kokotovic and Meredith,  1971; He ida r i ,  Chow and Meredith,  1971; 
Chow and Cortes-Rivera,  1974) is  a  powerful op t imiza t ion  technique which 
overcomes many of t h e  computational l i m i t a t i o n s  of convent ional  dynamic 
programming. The inco rpora t ion  of t h e  s t o c h a s t i c  s t a t e  v a r i a b l e  model 
i n t o  t h i s  procedure would 'a l low DDDP t o  cons ider  s t o c h a s t i c  i npu t s .  
The above recommendations and sugges t ions  a r e  made i n  t h e  
r e a l i z a t i o n  t h a t  t h i s  s tudy  has n o t  i n v e s t i g a t e d  a l l  of t h e  p o s s i b l e  i m -  
provements and ex tens ions  t h a t  can be made t o  t h e  proposed approach and 
i t s  a p p l i c a t i o n s  t o  a c t u a l  systems. 
V I I .  REFERENCES 
Ai t ch i son ,  J . ,  and Brown, J . A . C . ,  The Lognormal D i s t r i b u t i o n ,  Cambridge 
Un ive r s i t y  P r e s s ,  London, 1957. 
Aoki, M . ,  "Opt imizat ion of s t o c h a s t i c  systems,"  Academic P r e s s  s e r i e s  
Mathematics i n  Science and Engineer ing ,  Vol. 32,  New York, 1967. 
Askew, A. J . ,  "Chance cons t r a ined  dynamic programming and t h e  op t im iza t i on  
of water r e sou rce  systems",  Water Resources R e s . ,  Vol. 10 ,  No. 6 ,  
pp. 1099-1106, 1974a. 
Askew, A. J . ,  "Optimum r e s e r v o i r  o p e r a t i n g  p o l i c i e s  and t h e  impos i t i on  of 
- .  
a r e l i a b i l i t y  c o n s t r a i n t f ' ,  Water Resources Res . ,  Vol. 10 ,  No. 1, 
pp. 51-56, 1974b. 
, 
Athans,  M . ,  and F a l b ,  P. L. ,  Optimal Con t ro l ,  McGraw-Hill, New York, 1966. 
I t  A s t r E m ,  K.  .J., I n t r o d u c t i o n  t o  s t o c h a s t i c  c o n t r o l  theory,"  Academic P r e s s  
series, Mathematics i n  Sc ience  and Engineerinp,, Vol. 70, New York, 
1970. 
Beard,  L. R.,  " U s e  of i n t e r r e l a t e d  r eco rds  t o  s i m u l a t e  s t reamflow,"  Jou r .  
Hydrau l ics  Div. ,  ASCE, Vol. 91,  No. HY5, pp. 13-22, 1965. 
Benson, M. A . ,  and Mata las ,  N. C . ,  "Syn the t i c  hydrology based on r e g i o n a l  
s t a t i s t i c a l  parameters ,"  Water Resources Res . ,  Vol. 3 ,  No. 4 ,  
pp. 931-935, 1967. 
Box, G.E.P., and Cox, D. R . ,  "An a n a l y s i s  of  t r an s fo rma t ions , "  Jou r .  Royal 
S t a t i s t .  Soc. ,  Vol. B26, pp .211-252 ,  San F ranc i s co ,  1964. 
Box, G.E.P., and J e n k i n s ,  G. M . ,  Time S e r i e s  Ana ly s i s ,  Fo reca s t i ng  and 
Con t ro l ,  Holden-Day I n c . ,  Reading, 1970. 
Box, G.E.P., and T i ao ,  G. C . ,  Bayesian I n f e r e n c e  i n  S t a t i s t i c a l  Ana ly s i s ,  
Addison-Wesley Pub l i sh ing  Co., 1973. 
I! Burges,  S. J . ,  Some problems wi th  log-normal Markov runoff  models," Jou r .  
Hydrau l ics  Div. ,  ASCE, Vol. 98, No. HY9, pp. 1487-1496, 1972. 
Butcher ,  W. S . ,  and Fordham, J. W . ,  "Optimum r e s e r v o i r  o p e r a t i o n  u s ing  
s t o c h a s t i c  dynamic programming," Center  f o r  Water Resources Research,  
P u b l i c a t i o n  No. 9 ,  Un ive r s i t y  of Nevada, Reno, Nevada, September,  1970. 
Chi,  H. E.,  Nea l ,  E . ,  and Young, G. K . ,  " P r a c t i c a l  a p ~ l i c a t i o n  of f r a c t i o n a l  
Brownian motion and n o i s e  t o  s y n t h e t i c  hydrology," Water Resources R e s . ,  
Vol. 9 ,  No. 6 ,  pp. 1523-1533, 1973. 
Chow, V. T . ,  "Runoff," , ed.  by V. T. Chow, 
Sec. 14 ,  McGraw-Hill, New York, 1964. 
I I  Chow, V. T. ,  and Cortes-Rivera,  G . ,  App l i c a t i on  of DDDP i n  water , resources  
planning,"  Water Resources Center  Research Report  No. 78, U n i v e r s i t y  
of  I l l i n o i s ,  Urbana, 1974. 
Chow, V. T. ,  Maidment, D. R., and Tauxe, G. W . ,  "Computer t i m e  and memory 
requ i rements  f o r  DP and DDDP i n  w a t e r  r e s o u r c e s  sys tems a n a l y s i s , "  
Water Resources Res., Vol. 11, No. 5 ,  1975, 
Chow, V. T . ,  and Meredi th ,  D. D . ,  "Water r e s o u r c e s  sys tems a n a l y s i s  - P a r t  
111. Review of s t o c h a s t i c  p r o c e s s e s , "  C i v i l  Eng. S t u d i e s ,  Hydr. Eng. 
S e r i e s  No. 21,  U n i v e r s i t y  of I l l i n o i s  a t  Urbana-Champaign, Urbana, 
I l l i n o i s ,  J u l y ,  1969. 
Chow, V. T . ,  and Kulandaiswamy, V. C . ,  "General  h y d r o l o g i c  sys tem model," 
J o u r .  H y d r a u l i c s  Div. ,  ASCE, Vol. 97,  No. HY6, pp. 791-803, 1971. 
Duong, N . ,  Wynn, C. B . ,  and Johnson, G. R., "Modern c o n t r o l  concep t s  i n  , 
hydrology, ' '  IEEE Trans .  on Systems, Man and C y b e r n e t i c s ,  Vol. SMC-5, 
--- 
No. 1, pp. 46-53, 1975. 
t t  Durbin,  J . ,  and Watson, G. S . ,  T e s t i n g  f o r  s e r i a l  c o r r e l a t i o n  i n  l e a s t  
s q u a r e s  r e g r e s s i o n .  I," Riomet r ika ,  Vol. 37,  P a r t s  3 and 4 ,  pp. 409- 
428, 1950. 
Durbin,  J . ,  and blatson, G.  S . ,  "Tes t ing  f o r  s e r i a l  c o r r e l a t i o n  i n  l e a s t  
s q u a r e s  r e g r e s s i o n .  I1 , I '  B iomet r ika ,  Vol. 38,  P a r t s  1 and 2 ,  pp. 159- 
178 ,  1951. 
F i e r i n g ,  M. B . ,  "On t h e  use  o f  c o r r e l a t i o n  t o  augment d a t a , "  J o u r .  Amer. 
S t a t i s t .  Assoc. ,  Vol. 57,  No. 297, pp. 20-32, 1962. 
F i e r i n g ,  M. B . ,  "Use of c o r r e l a t i o n  t o  improve estimates of t h e  mean and 
v a r i a n c e  , ' I  USGS P r o f e s s i o n a l  Paper  434-C, 1963. 
F i e r i n g ,  M. R . ,  and Jackson,  B . ,  S y n t h e t i c  St reamflows,  Arner. Geophys. 
Union, Washington, D . C . ,  1971. 
Finnev,  D. J . ,  "On t h e  d i s t r i b u t i o n  of a v a r i a t e  whose l o g a r i t h m  i s  
- - . . 
normal ly  d i s t r i b u t e d , "  J o u r .  Royal S t a t i s t .  Soc . ,  Suppl.  7 ,  155-161, 
1941. 
F r o s t ,  J . ,  and C l a r k e ,  R. T. ,  "Use o f  c r o s s  c o r r e l a t i o n  between h y d r o l o g i c a l  
t ime s e r i e s  t o  improve e s t i m a t e s  o f  l a g  one a u t o r e g r e s s i v e  parameters , ' '  
Water Resources  Res . ,  Vol. 9 ,  No. 4 ,  pp. 906-917, 1973. 
G i l r o y ,  E. J . ,  " R e l i a b i l i t y  o f  a v a r i a n c e  e s t i m a t e  o b t a i n e d  from a sample 
augmented by m u l t i v a r i a t e  r e g r e s s i o n , ' '  Water Resources R e s . ,  Vol. 6 ,  
No. 6 ,  pp. 1595-1600, 1970. 
Goldberger ,  A. S. , "Best L i n e a r  Unbiased P r e d i c t i o n  i n  t h e  Genera l i zed  
L i n e a r  Regress ion  Model," J o u r .  Arner. S t a t i s t .  Assoc. ,  Vol. 57,  No. 298, 
pp. 369-375, 1962. 
G r a y b i l l ,  F. A . ,  An I n t r o d u c t i o n  t o  L i n e a r  S t a t i s t i c a l  Models, Vol. 1, 
McGraw-Hill Book Co., I n c . ,  New York, 1961. 
Gupta, S. C . ,  and Hasdor f f ,  L . ,  Automatic C o n t r o l ,  Wiley,  N e w  York, 1970. 
H e i d a r i ,  M . ,  Chow, V. T . ,  Kokotovic,  P. V., and Mered i th ,  D. D . ,  "The 
d i s c r e t e  d i f f e r e n t i a l  dynamic programming approach t o  w a t e r  r e s o u r c e s  
sys tems o p t i m i z a t i o n , "  Water Resources Res . ,  Vol. 7, No. 2 ,  pp. 273- 
282, 1971. 
H e i d a r i ,  M . ,  Chow, V. T . ,  and Meredi th ,  D. D . ,  "Water r e s o u r c e s  sys tems 
a n a l y s i s  by d i s c r e t e  d i f f e r e n t i a l  dynamic programming," C i v i l  Eng. 
S t u d i e s ,  Hydr. Eng. S e r .  No. 24, U n i v e r s i t y  of I l l i n o i s  a t  Urbana- 
Champaign, Urbana, I l l i n o i s ,  1971. 
Himmelblau, D. M . ,  Appl ied Nonl inear  Programming, 'F4cGraw-Hill, New York, 
1972. 
11 I B M  a p p l i c a t i o n  program, system1360 s c i e n t i f i c  s u b r o u t i n e  package,!' 
Programmer's Manual, Program Number 360A-CM-03X, IBM, New York, 1970. 
J o h n s t o n ,  J . ,  Econometric Methods, Second Ed. ,  McGraw-Ilill, New York, 1972. 
Kenda l l ,  M. G . ,  "Regress ion ,  s t r u c t u r e  and f u n c t i o n a l  r e l a t i o n s h i p .  P a r t  I," 
Biomet r ika ,  Vol. 38, P a r t s  1 and 2 ,  pp. 11-25, 1951. 
K e n d a l l ,  M. G . ,  and S t u a r t ,  A., The Advanced Theory of S t a t i s t i c s ,  Vol. 2 ,  
G r i f f i n ,  London, 1955. 
K i s i e l ,  C. C . ,  "Time s e r i e s  a n a l y s i s  of h y d r o l o g i c  d a t a , "  Advances i n  
H y d r o s c i e n c e ,  e d i t e d  by V. T .  Chow, Vol. 5 ,  pp. 1-119, Academic P r e s s ,  
New York, 1969. 
Klemes, V . ,  Comments on "Optimum r e s e r v o i r  o p e r a t i n g  p o l i c i e s  and t h e  i m -  
p o s i t i o n  of a r e l i a b i l i t y  c o n s t r a i n t , "  by A r t h u r  J. Askew, Water 
Resources Res . ,  Vol. 11, No. 2 ,  pp. 365-368, 1975. 
Koenig,  H. E . ,  Tokad, Y . ,  Kesavan, H. K . ,  A n a l y s i s  of D i s c r e t e  P h y s i c a l  
Systems, McGraw-Hill, New York, 1967. 
Lenton,  R. L . ,  I. Rodr iguez- I tu rbe ,  and J. C .  Schaake,  J r . ,  "The E s t i m a t i o n  
of p i n  t h e  F i r s t - o r d e r  A u t o r e g r e s s i v e  Model: A Bayesian  roach," 
Water Resources Res.., Vol. 1 0 ,  No. 2 ,  pp. 227-241, A p r i l ,  1974. 
Lloyd,  E. H . ,  " S t o c h a s t i c  r e s e r v o i r  theory , "  Advances i n  Hydroscience,  ed .  
by V. T. Chow, Vol. 4 ,  Academic P r e s s ,  New York, p ~ .  281-339, 1967. 
Mandlebrot ,  B. B . ,  "A f a s t  f r a c t i o n a l  Gaussian n o i s e  g e n e r a t o r , "  Water 
Resources  Res. ,  Vol. 7 ,  No. 3 ,  pp. 543-553, 1971. 
Mandlebrot ,  B. B . ,  and W a l l i s ,  J. R . ,  "Noah, Joseph ,  and o p e r a t i o n a l  
hydrology,"  Water Resources Res . ,  Vol. 4 ,  No. 5 ,  pp. 909-918, 1968. 
Mandlebrot,  B. B . ,  and W a l l i s ,  J. R.,  !'Com?uter exper iments  w i t h  f r a c t i o n -  
a l  Gaussian n o i s e s ,  3 ,  Mathematical  appendix,"  \dater Resources  Res, 
Vol. 5 ,  No. 1, pp. 260-267, 1969. 
M a t a l a s ,  N.  C . ,  and J a c o b s ,  B . ,  "A c o r r e l a t i o n  p rocedure  f o r  augmenting 
h y d r o l o g i c  d a t a , "  USGS P r o f e s s i o n a l  Paper  434-E, 1904. 
M a t a l a s ,  N.  C . ,  "Mathematical  assessment  o f  s y n t h e t i c  h ~ d r o l o g y , "  Water 
Resources  Res . ,  Vol. 3 ,  No. 4 ,  pp. 937-945, 1967. 
Matalas, N. C., and Wallis, J. R., "Statistical properties of multivariate 
fractional noise processes," Water Resources Res., Vol. 7, No. 6, 
pp. 1460-1468, 1971. 
Matalas, N. C., and Wallis, J. R., "An approach to formulating strategies 
for flood frequency analysis," Proc. Internat. Symposium on Uncertain- 
ties in Hydrologic and Water Resources Systems, Tucson, University of 
Arizona, Vol. 3, pp. 940-961, 1972. 
Matalas, N. C., and Wallis, J. R., "Generation of synthetic flow sequences," 
Systems Approach to Water Management, New York, American Elsevier Pub. 
Co., in press, 1975. 
Meditch, J. S., Stochastic Optimal Linear Estimation and Control, McGraw- 
Hill, New York, 1969. 
Mejia, J. M., Rodriguez-Iturbe, I., and Dawdy, D. R., "Streamflow simula- 
tion, 2, The broken line process as a potential model for hydrologic 
simulation," Water Resources Res., Vol. 8, No. 4, pp. 931-941, 1972. 
Moran, P.A.P., The Theory of Storage, Methuen & Co, Ltd., London and John 
Wiley and Sons, Inc., New York, 1959. 
Muzik, I., "State variable model of overland flow," Journal of Hydrology, 
Vol. 22, No. 314, pp. 347-364, 1974. 
OIConnell, P. E., "A simple stochastic modeling of Hurst's law," paper 
presented at International Symposium on Mathematical Models in 
Hydrology, Int. Ass. Sci. Hydrol., Warsaw, Poland, July 26-31, 1971. 
Ogata, K., State Space Analysis of Control Systems, Prentfce Hall, 
Englewood Cliffs, N. J., 1967. 
Quimpo, R. G., "Stochastic analysis of daily river flows," Jour. Hydraulics 
Div., ASCE, Vol. 94, No. HY1, pp. 43-57, 1968. 
Scheff6, H., The Analysis of Variance, John Wiley, New York, 1959. 
Schweppe, F. C., Uncertain Dynamic Systems, Prentice Hall, Englewood Cliffs, 
N. J., 1973. 
Stralkowski, C. M., Wu, S. M., and DeVor, R. E., "Charts for the interpretation 
and estimation of the second order autoregressive model," Technometrics, 
Vol. 12, No. 3, pp. 669-685, 1970. 
Su, S. Y., and Deininger, R. A., "Generalization of White's method of 
successive approximations to a periodic Markovian decision process," 
Operations Res., Vol. 20, No. 2, pp. 318-327, 1972. 
Thomas, H. A., Jr., and Fiering, ?I. B., Mathematical synthesis of stream- 
flow sequences for the analysis of river basins by simulation, Design 
of Water Resource Systems, edited by A. Maass et al., Chap. 12, 
pp. 459-493, Harvard University Press, Cambridge, Mass., 1962. 
U.S. Army Corps of Engineers, Unit Hydrograph Compilations, Civil Works 
Investigation, Pt 11, Vols. 1 to 4, Office of the District Engineer, 
Washington, District, Washington, D.C., 1954. 
U.S. Bureau of Reclamation, Washoe P r o j e c t :  Watasheamu Div is ion  - D e f i n i t e  
P lan  Report ,  U.S. Dept. of I n t e r i o r ,  Sacramento, C a l i f o r n i a ,  1962. 
Univers i ty  of I l l i n o i s ,  SOUPAC Program Desc r ip t i ons ,  S t a t i s t i c a l  Systems 
(USER. V09B02), Computing Se rv i ce s  O f f i c e ,  Urbana, 1974. 
Vicens,  G. J., Rodriguez-Iturbe, I. , and Schaake, J. C. , Jr. , "A Bayesian 
approach t o  hydrologic  time s e r i e s  modeling," Ralph M. Parsons Lab- 
o r a t o r y  f o r  Water Resources and Hydrodynamics, Report No. 181, 
Massachusetts I n s t i t u t e  of Technology, Cambridge, Massachuset ts ,  March, 
1974. 
White, D. J . ,  " ~ ~ n a m i c  programming, Markov chains  and the  method of 
- - 
succes s ive  approximations ,"  our. Math. Anal. and Appl. , Vol. 6 ,  
pp. 373-376, 1963. 
Willems, J. L., S t a b i l i t y  Theory of Dynamical Systems, Wiley, New York, 
1970. 
Yule, G. U . ,  "On a method of i n v e s t i g a t i n g  p e r i o d i c i t i e s  i n  d i s t u r b e d  s e r i e s  
w i th  s p e c i a l  r e f e r ence  t o  Wolfer ' s  sunspot  numbers," P h i l .  Trans.  
S e r i e s  A, Vol. 226, pp. 267-298, 1927. 
Z e l l n e r ,  A., An In t roduc t ion  t o  Bayesian In fe rence  i n  Econometrics,  John 
Wiley, New York, 1971. 
APPENDIX. PHYSICAL AND ECONOMIC DATA FOR WATASHEAMU DAM AND RESERVOIR 
The d a t a  i n  t h i s  appendix were derived from Butcher and Fordham 
(1970). 
A-1. Evaporation. 
Evaporation i s  accounted f o r  using t h e  l o s s  c o e f f i c i e n t  "a" i n  
Eq. (4-20). For each s t o r a g e  t h e  volume of evaporat ion l o s s  was calcu- 
l a t e d  a s  t h e  product  of the  r e s e r v ~ i r  a r e a  and an est imated depth of evapora- 
t i o n  a s  shown i n  the  following: 
Month Jan Feb Mar Apr May June Ju ly  Aug Sept Oct Nov Dec 
Evap. 0.036 0.072 0.157 0.215 0.322 0.502 0.716 0.716 0.502 0.301 0.143 0.072 
where t h e  evaporat ion va lues  a r e  expressed i n  feet lmonth.  
The r e s e r v o i r  a r e a  a s  a func t ion  of s t o r a g e  was ca l cu la t ed  using Eq. (A-1). 
(A-1) . 
-7 2 
a r e a  = 89.67 + 0.01559x(k) - 0.3619 x 10  x (k) (A-1) 
where a r ea  is  i n  a c r e s  and x(k)  is  s t o r a g e  i n  acre- fee t .  
A-2. Energy. 
To f i n d  t h e  energy generated by a given r e l e a s e ,  t h e  average 
- 
e l e v a t i o n  of r e s e r v o i r  during t h e  s t a g e ,  h ,  i s  needed. The s torage-e leva t ion '  
func t ions  used f o r  t h i s  purpose a r e  given i n  Eqs. (A-1) and (A-2). 
-9 2 h = 58.2 + 1.83 x 1 0 - ~ x ( k )  - 4.64 x 10 x (k) 
30,000 5 x(k)  5 160,000 (A-2) 
-8 2 -13 3 h =  4.06 + 4.76 x 10-3x(k) - 5.19 x 10 x (k) + 2.83 x 10 x (k) 
- 5.57 x 10 - 19x4 (k) 
where h = e leva t ion  i n  f e e t .  The energy i n  Kw-hr is computed using Eq. 
(A-4) 
energy = 0.76808 u(k)K (A-4) 
where u(k) i s  t h e  r e l e a s e  i n  acre-feet/month. The p r i c e  of energy is taken 
a s  0.71 cents/kw-hr. Energy production ceases when i s  l e s s  than 138 f e e t .  
A-3. I r r i g a t i o n .  
I r r i g a t i o n  water  i s  assumed t o  be  so ld  a t  $2.50 pe r  acre-foot up 
t o  a s p e c i f i e d  maximum volume i n  each i r r i g a t i o n  month a s  fol lows:  
Month . May June Ju ly  Aug Sept Oct 
Max Vol. 25 30 45 45 45 20 
where maximum volume of i r r i g a t i o n  s a l e s  i n  each month i s  expressed i n  KAF. 
A-4. Flow S t a t i s t i c s .  
The mean, s tandard  devia t ion  and s e r i a l  c o r r e l a t i o n  wi th  t h e  
previous month of t h e  inflows i n  each month a r e  shownbelow. 
Month Jan Feb Mar Apr May June 
St .  Dev. 6865 7553 5909 13120 23760 27720 
Ser. Corr. 0.754 0.452 0.237 0.355 0.500 0.729 
Month Ju ly  Aug Sep t Oct Nov Dec 
S t .  Dev. 16670 4511 2336 1534 11460 16090 
Ser.  Corr. 0.934 0.920 0.955 0.802 0.211 0.669 
where flow s t a t i s t i c s  a r e  i n  acre- fee t  per  month. 
A-5. Storage Range and Di sc re t i s a t ion .  
I n s o m e  months, f lood  s t o r a g e  i s  reserved  a t  t h e  top of t h e  
r e s e r v o i r  a s  follows : 
Month Nov Dec Jan Feb Mar Apr 
Flood 
Reservat ion 35 65 6  5 5  5 4 5  35 
where f lood  r e se rva t ion  is expressed i n  thousands of acre- fee t .  
The t o t a l  s t o r a g e  below t h e  sp i l lway is 160 KAF. 1.1 KAF of dead s t o r a g e  
e x i s t  below t h e  lowest o u t l e t  po in t  i n  t h e  dam. The s t a t e  space f o r  s t o r a g e  
was made up of 10 KAF i n t e r v a l s  except  a t  t h e  bottom where t h e  f i r s t  i n t e r v a l  
is from 1.1 KAF t o  5 KAF. 
