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Radio y TV 
transmisión de imágenes 
de TVpor métodos 
digitales 
las técnicas de transformación 
Se estudia la digitación de imágenes después de haber sido transformadas linealmente. Se 
definen y discuten las transformaciones más usuales, así como los métodos existentes para 
la selección de las «muestras transformadas» a conservar después de la transformación. Se 
analiza, por último, la aplicación ·de estas técnicas en la reducción del régimen binario para 
la transmisión de imágenes de TV por métodos digitales. 
A.R. Figueiras, J.B. Mariño 
TELEVISION TRANSMISSION USING 
DIGITAL SYSTEMS 
Transform Techniques 
Techniques of image coding based on linear transforms 
are reviewed. The most usual transforms, and the existing 
methods for maintaining «transform samples», are defined 
and compared. Final/y, the reduction of binary rate in digital 
transmission of TV images by using these methods is 
analyzed. 
INTRODUCCION 
En este segundo artículo de la serie de tres dedicada a la 
transmisión de imágenes de TV por métodos digitales, 
abordamos el estudio de las técnicas de transformación que 
permiten un ahorro en el régimen binario necesario para 
transmitir las imágenes . 
La idea básica de estas técnicas ya expuesta anteriormente 
consiste en sustituir en la transmisión las muestras Y(x,y,t) 
de la luminancia de la imagen por combinaciones lineales 
A(u,v,z) de las mismas, obtenidas mediante la relación 
N N L 
A(u,v,z) I I I Y(x,y,t) n(x,y,t,u,v,z) 
x=l y=l t=l 
u,v = 1, N; z = 1, L ( 1 ) 
donde n(x,y,t,u,v,z), denominado núcleo, define la transfor-
mación aplicada. De este modo, una «matriz» N x N x L de 
luminancias es sustituida por otra «matriz» N x N x L 
de muestras transformadas. 
En recepción se reconstruye la matriz Y(x,y,t) a través de 
lllJJJIJ flhr:••mioo /1978-no 80 
N N L 
Y (x,y,t) I I I A(u,v,z) n'(u,v,z,x,y,t) 
u= l v= l z = J 
x,y = 1, N t = 1 ,L (2) 
donde el núcleo n'(u,v,z,x,y,t) caracteriza la transformación 
inversa de (1 ). 
No resulta sencillo justificar de forma intuitiva el razona-
miento que motivó la introducción de estas técnicas para la 
reducción del ancho de banda de la señal a transmitir, 
máxime si se tiene en cuenta, como fácilmente resulta 
comprensible, que la información contenida en la matriz de 
«frecuencias generalizadas» es la misma que en la de 
luminancia [1]. Sin embargo, debe admitirse que dicha 
información está «contenida» de forma distinta en ambas 
matrices; ello se ilustra mediante un ejemplo: considérense 
dos elementos Y1 e Y2 de la matriz Y (x,y) correspondientes a 
un cambio brusco de luminancia en la imagen; si suponemos 
por simplicidad que cada elemento está cuantificado de 
forma que sólo puede tomar ocho valores, su distribución 
será aproximadamente la mostrada en la figura 1 mediante 
las regiones sombreadas. Si definimos una transformación 
de modo que las nuevas variables sean A 1 y A 2 , habremos 
obtenido, como puede observarse en la misma figura 1, dos 
variables más independientes entre sí que las originales Y1 
e Y2,· por otro lado, mientras las varianzas O"y1 y O"y2 eran 
iguales, es evidente que O"z > u1 . En definitiva, la informa-
ción contenida a partes iguales en Y1 e Y2 se ha concentrado 
en mayor medida sobre A 2 .( 1 ) 
Generalizando la idea expuesta en este sencillo ejemplo, 
puede decirse que si se elige bien la transformación, se 
concentrará la mayor parte de la información contenida en 
Y (x,y,t) en un número suficientemente reducido de «fre-
cuencias generalizadas» lo que permitirá eliminar una gran 
(1) Cuanto mayor es la varianza de una variable aleator ia más incertidumbre 
existe en su valor; por ello, conocer este valor proporciona más información 
que saber el correspondiente a una variable con varianza menor. 
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Figura 1. Transformación de dos elementos de imagen Y1 e Y2 correspon-
dientes a un cambio brusco de luminancia. 
cantidad de éstas en la transmisión sin afectar apreciable-
mente la cal idad de la imagen en recepción. De este modo se 
habrá ltJgrado reducir el régimen binario en la transmisión, 
con la consiguiente disminución del ancho de banda 
necesario para efectuarla. 
El uso de las técnicas de transformación ofrece además 
ventajas adicionales nada desdeñables [2]: inmunidad a los 
errores en el canal de transmisión y la posibilidad de aplicar 
técnicas de mejora de la calidad subjetiva de la imagen. 
Dado que cada punto de la imagen es reconstruido 
mediante una combinación lineal de las «muestras transfor-
. madas» A(u,v,z,) en recepción, los posibles valores erróneos 
recibidos para algunas de ellas (debidos a los errores en el 
canal) son promediados en toda la imagen. De este modo, 
puesto que el ojo es poco sensible a pequeños errores de 
luminancia, se produce el efecto de enmascaramiento de los 
mismos. 
En la literatura especializada [3], [4], [5] se han 
propuesto diversos métodos de mejora de imágenes basados 
en la aplicación de operaciones no lineales sobre las 
«muestras transformadas». Es evidente que estas técnicas 
son inmediatamente incorporables al proceso de codifica-
ción de las imágenes por métodos transformados. 
ANALISIS 
Acabamos de poner en evidencia la propiedad fundamen-
tal que se ha de exigir a las transformaciones para su 
aplicación en la solución del problema que estamos 
considerando: su poder de concentración de la información 
en un número reducido de «frecuencias generalizadas». No 
obstante, este no es el único factor a considerar en una 
posible elección. 
Una cuestión de primordial importancia es la facilidad con 
que pueda llevarse a cabo la transformación; y esto es 
'particularmente importante respecto la transformación 
inversa que ha de efectuarse en el receptor. Son factores 
decisivos el volumen de la circuitería lógica y el tiempo 
necesarios para realizarla. Piénsese que, por razones comer-
ciales, el receptor ha de ser lo más sencillo posible y, 
obviamente, se ha de operar en tiempo real (lo que supone 
que en 40 ms se ha de transformar la imagen y seleccionar, 
cuantificar y codificar las «muestras transformadas»). 
Este último punto merece que nos detengamos a conside-
rarlo más detalladamente. Pensando, por simplicidad, en una 
codificación intratramas y una transformación con un 
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algoritmo de rapidez media (ver tabla 1) como puede ser la 
Slant, estamos en condiciones de hacernos una idea de la 
dimensión del problema. Para una imagen de 512 x 512 se 
necesitan 524.284 multiplicaciones; si consideramos que 
con tecnología TTL y microprogramación puede llevarse a 
cabo una multiplicación en 300 ns, despreciando el t iempo 
que pueda invertirse en realizar las sumas, obtenemos que 
han de invertirse aproximadamente 156 ms en transformar la 
imagen; tiempo, a todas luces, excesivo. 
Un modo fácil de reducir el tiempo a invertir en la 
transformación de la imagen es descomponerla en sub-
imágenes de dimensión m x m, tal como se ilustra en la 
figura 2. Si suponemos, por ejemplo, m = 8, para transfor-
mar cada imagen son precisas 124 multiplicaciones, que 
requieren un tiempo despreciable frente a los 40 ms, y queda 
un remanente para realizar el resto de las operaciones de 
codificación. Aunque pudiera parecerlo a primera vista, no 
se necesitan para transformar la imagen total un número de 
procesadores igual al número de subimágenes; en realidad, 
mediante una combinación de proceso en paralelo y 
secuencial puede reducirse considerablemente este número. 
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Figura 2. División de una imagen en subimágenes. 
El efecto que sobre la codificación de la imagen total 
produce el descomponerla en subimágenes será considera-
do más adelante. 
Por otro lado, no resulta difícil comprender que la 
expresión (2) en el caso bidimensional se reduce a: 
N N 
Y(x,y) cp"·"(x,y) A(u,v) (3) 
u = 1 v=1 
donde 
cp"·"(x,y) = n'(u,v,x,y) (4) 
es una matriz N x N. La expresión (3) sugiere que la 
transformación de una imagen puede considerarse como la 
combinación lineal de N 2 imágenes cp"·" (x,y) básicas. De 
este modo se logrará gran compresión de información si las 
matrices (4) asemejan variaciones «típicas» de la luminancia 
en imágenes monocromas. Dicho de otra manera, será 
preciso transmitir menos «frecuencias generalizadas» para 
una reproducción fiel de la imagen original Y (x,y). 
En los apartados siguientes se introducen las transforma-
ciones más importantes utilizadas en la codificación de 
imagen y se efectúa una comparación entre ellas, basándose 
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en las tres características aquí comentadas: capacidad de 
compr.ensión de información, rapidez con que puede llevarse 
a cabo, facilidad para reproducir la diferencia de tonos de 
una 1magen. 
TRANSFORMACIONES PARA CODIFICACION DE 
IMAGEN 
Consideraremos por simplicidad que las transformaciones 
son bidimensionales (lo que equivale a considerar codifica-
ción intratramas) . Sin embargo, la generalización a tres 
dimensiones no es difícil de llevar a cabo, por lo que nuestro 
estudio no perderá generalidad. 
Transformación de Hotelling [6] 
Tal como ha sido establecido en el apartado anterior, la 
mejor transformación, desde el punto de vista de mayor 
comprensión de la información, es aquella que proporciona 
«muestras transformadas» i\(u,v) estadísticamente indepen-
dientes. Desgraciadamente esta transformación no puede 
ser determinada por dos razones: sería preciso conocer la 
función de densidad de probabilidad conjunta de los N 2 
elementos de Y(x,y) (elementos de imagen), y, aún en el 
caso de conocerse, no se ha resuelto el problema de 
determ inar la transformación y su inversa que proporciona 
coeficientes independientes. 
La transformación más próxima a ésta es aquella que 
proporciona «frecuencias generalizadas» no correlacionadas 
[7], aunque no necesariamente independientes. Sea 
C(x,y,p,q) la «matriz» de autocovarianza de la imagen 
Y(x,y), es decir 
C (x,y,p,q) = E{[Y (x,y) Y(x,y)] [Y(p,q) Y(p,q)J} 
donde E{} representa esperanza matemática e Y (x,y,) 
=E{Y(x,y)}. Las matrices cp"·" (x,y) en (3) que verifican 
N N L L C(x,y,p,q) cp(u,v) (p,q) = 
p = 1 q= 1 
= Au,v qJ(u,v)(X,y) U, V = 1 , .. . ,N (5) 
proporcionan tal transformación, que recibe el nombre de 
Hotelling o Karhunen-Loeve discreta. En (5) 
reconstruida tras eliminar en (3) un número fijo de muestras 
transformadas i\(u,v) . 
N N 
i\(u,v) = I I cp"·"(x,y) Y(x,y) (6) 
x=! y = 1 
Se puede demostrar fácilmente [8] que la solución de (5) 
puede reformularse en el cálculo de los autovalores y 
autovectores de N 2 matrices N 2 x N 2 Aunque este 
problema tiene eficientes soluciones numéricas, es costoso 
de resolver. 
La transformación de Hotelling es óptima también en otro 
sentido [9]: es la transformación que proporciona el error 
cuadrático medio mínimo entre la imagen original y la 
reconstruida tras eliminar en (3) un número fijo de muestras 
transformadas i\(u,v). 
Por todo lo dicho, es claro que esta transformación es 
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teóricamente, la preferible en el problema que nos ocupa. 
Desgraciadamente, ha quedado postergada a ser un límite 
teórico a conseguir, dadas las serias, sino insalvables, 
limitaciones de tipo práctico que presenta: 
a) Precisa del conocimiento previo de la «matriz» C(x,y,p,q), 
cuya obtención es difícil. 
b) Necesita resolver N 2 problemas de cálculo de autovalores 
y autovectores de una matriz. 
e) No existe ningún algortitmo rápido para la obtención de 
las muestras transformadas mediante (6) ni para recupe-
rar la matriz de luminancia Y(x,y) a través de (3). 
d) La utilización de la descomposición en subimágenes no 
alivia apreciablemente estos problemas. 
Transformación de Fourier 
Ha sido la primera transformación usada en la codificación 
de imagen [2]. El núcleo que la define viene dada por 
n(x,y,u,v) = ~ exp[ - ~ j(ux + vy) J 
siendo el de su inversa 
n'(x,y,u,v) = ~ exp [~ j (ux + vy) J 
Ambos núcleos son separables y simétricos. Expresada la 
transformación en forma matricial 
i\ = T' Y T (7) 
el elemento (p,q) de la matriz T, que es unitaria y simétrica, 
viene dada por 
Aunque Y (x,y) es real y positivo, su transformada F (u,v) 
es en general un número complejo. De este modo, mientras 
la imagen contiene N 2 componentes, la transformada posee 
2N2 elementos, la parte real e imaginaria o módulo y 
argumento de cada frecuencia espacial. Sin embargo, 
apuesto que Y(x,y) es real, se verifica que 
F(u,v) = F(N + 1 -u, N+ 1 - v) 
por lo que en realidad N 2 componentes son suficientes para 
definir totalmente la transformada. 
Ha sido propuesto un eficiente algoritmo (FFT) para el 
cálculo de la transformada de Fourier [1 0], cuya importancia 
histórica en el desarrollo del tratamiento digital de señales 
merece ser destacada. 
Transformación de Hadamard 
También de las primeras transformaciones utilizadas en el 
problema que nos ocupa [11], es mucho más sencilla que la 
de Fourier. La transformación de Hadamard, también 
llamada de Walsh, se basa en la matriz de Hadamard, cuyas 
filas y columnas se componen de unos y menos unos siendo 
ortogonales entre sí. Si N = 2", el caso más usual, la 
transformación de Hadamard viene def inida por: 
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donde HN es la matriz de Hadamard de orden N y se expresa 
la forma de generarla a partir de la matriz de orden mitad. 
Siguiendo este esquema se puede constituir la matriz /jN a 
partir de la de orden dos, definida por -
Se puede demostrar fácilmente que 
(8) 
donde 1 es la matriz unidad. 
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Figura 3. Representación funcional de la matriz de Hadamard H4 
Harmuth [12] ha proporcionado una interpretación 
frecuencial de la transformación de Hadamard. A lo largo de 
cada fila de HN el número de cambios de signos se , define 
como frecuen=cia y cada fila se considera una onda rectangu-
lar con valores ± 1 y subperiodo 1 /N. tal como se ilustra en 
la figura 3 para N = 4. Estas funciones se conocen con el 
nombre de funciones de Walsh. De esta forma la transforma-
ción de Hadamard descompone la imagen en un conjunto 
de imágenes constituidas por saltos bruscos de luminancia. 
Esto se ilustra en la figura 4, para N = 4. 
La transformación de Hadamard se lleva a efecto exclusi-
vamente con sumas y restas, siendo la más fácil y rápida de 
realizar. 
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D [(] 
Figura 4. Imágenes elementales de la transformación de Hadamard de orden 
cuatro. 
Transformación Coseno [13] 
Es una de las transformaciones más prometedoras. La 
matriz T de la transformación (7) se define mediante 
t(p,q) p = 1 
( ) _ {2 ( 2q- 1 ) (p - 1 ) n p > 1 t p,q - ·{N cos 2N 
. que resulta ser ortogonal (unitaria y real). Esta transforma-
ción está ligada con los polinomios discretos de Chebys-
chew [14]. 
La transformación Coseno está relac ionada con la trans-
formación de Fourier y en un principio se utilizaba la FFT 
para calcular rápidamente la primera. Recientemente ha sido 
propuesto [15] una algoritmo rápido para la transformación 
coseno, que ahorra operaciones respecto del esquema 
indicado anteriormente. 
Transformación Slant [16], [17] 
Propuesta en un principio [16] para N = 4 y N = 8 ha 
sigo generalizada [17] para cualquier potencia positiva de 
2(N = 2"'). La matriz de la transformación se define como 
donde S N es la matriz Slant de orden N. 
La matriz S 2 viene dada por 
Sz - 1 [1 J21 
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que no es sino la matriz de Hadamard de orden segundo 
normalizada de forma que sea ortogonal, de acuerdo con 
(8). La matriz de orden cuatro S 4 es obtenida por la 
operación 
o o 
. ...... . . . : . .. ..... . . X 
o o -1 
(9.a) 
o, equivalentemente, 
_ 1 la,!b, a4 - b4 - a4+b4 
- a,
1
- b, J S4 - - (9 .b) 
= J2 1 
- 1 -1 1 
a4-b4 -a4 - b4 a4+b4 -a4+b4 
donde a4 y b4 son dos factores de escala . Las dos primeras 
filas del factor de la izqu ierda en (9.a) están determinadas 
ún icamente por las cond ic.iones sigu ientes: 
a) ortogonalidad para la matriz S 4 
b) su primera fila ha de ser consl:ante 
e) su segunda f ila ha de presentar un decrecimiento 
constante en sus elementos. 
Esta tercera condición obliga a que 
y la primera de el las a que 
En cuanto a las filas tercera y cuarta del mismo factor, 
están formuladas de acuerdo con las condiciones siguientes: 
a) ortogonalidad de la matriz § 4 
b) que requieran el número- más pequeño posible de 
multiplicaciones no triviales. 
La relación (9.a) puede generalizarse para obtener la 
matriz §N en función de §N¡z· La expresión recurrente que se 
origina puede encontrarse en la referencia [17]. 
La transformación Slant fue propuesta en base fundamen-
talmente a la condición b) de las reseñadas, ya que en una 
línea de imagen de TV se observa típicamente una var iación 
gradual de luminancia desde el blanco al negro. Las 
condiciones a) y d) son impuestas para facilitar el cá lculo de 
la transformación. 
La transformación Slant posee una eficiente algoritmo 
para su realización [17]. 
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Relacionada con esta transformación se ha propuesto la 
transformación con «bases lineales discretas» [18], cuya 
diferencia sustancial con la que nos ocupa reside en el 
hecho de que los componentes de la matriz de transforma-
ción está restringido a tomar valores enteros. 
ESTUDIO COMPARATIVO DE LAS 
TRANSFORMACIONES 
Nos lim itaremos a establecer un estudio comparativo entre 
las transformaciones relacionadas anteriormente respecto 
los tres criterios expuestos en el apartado «Análisis». Un es-
tudio más exhaustivo puede encontrarse en la referencia 
[19]. 
Una medida de la compresión de la información contenida 
en la imagen sobre los coeficientes A(u,v) la proporciona la 
varianza de los mismos. Cuanta más varianza se concentra 
en un .número determinado de coeficiente A(u,v) mayor 
compresión de información se habrá logrado. En la figura 5 
se muestra la varianza de estos coeficientes para las 
transformaciones estudiadas en el apartado anterior en una 
situación típica . Puede observarse que la transformación 
coseno presenta un comportamiento comparable a la de 
Hotelling - Karhunen-Loeve y que la compresión de la 
información en los primeros coeficientes es análoga en todas 
las transformaciones. 
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Figura 5. 
En cuanto a la facilidad en llevar a cabo cada una de las 
transformaciones estudiadas, en la tabla 1 se presenta el 
número de sumas y multiplicaciones que los algoritmos 
especializados en cada una de ellas invierten en transformar 
una imagen (o subimagen) de N x N elementos. La 
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transformación más rápida es la de Hadamard, que sólo 
requiere sumas. La Slant le sigue en rapidez, siendo 
comparables a este respecto las transformaciones de Fourier 
y Coseno. 
Transformación 
Fourier 
Hadamard 
Coseno 
Slant 
Tabla 1. 
Sumas 
N 2 log 2 N 2 
N 2 log 2 N' 
3N2 /2 (log 2 N 2 - 1) + 2 
N' log 2 N 2 + N 2 /2-2 
M 
N 2 lo 
ultipl icaciones 
g 2 N 2 -3N2 /2 + 4 
2N2 -4 
Para la misma situación de la figura 5, en la figura 6 se 
presenta, en función del tamaño de la subimagen utilizado 
en la transformación, el error cuadrático medio entre la 
imagen original y la reconstruida reteniendo únicamente la 
cuarta parte de los coeficientes A(u,v) con mayor varianza. 
Este error es una medida de la adaptación de las matrices 
q>''·"(x,y) de cada transformación a las peculiaridades de la 
imagen de TV. Resulta interesante destacar que el comporta-
miento de la transformación Coseno es equivalente a la de 
Hotelling - Karhunen-Loéve, segu_ida por la transformación 
Slant, que para tamaños pequeños de la subimagen no se 
distingue de las anteriores. 
El comportamiento, respecto a compresión de información 
y error cuadrático medio, de las transformaciones Coseno y 
s•¡. MUES TI jEo POR¿ ONAS 
REOUC( ION 4:1 
~· 4'1. 
\ \ ~ a lll 
11 \ 111 o tl3'1. \\1 1111 ::;: o ¡.o--1--- FOURIE~ u 
¡:: 
<( \\ ¡a ¡,p a: o <( :::> HAOAMA O u 
et:. z•¡. l t~ 1\ 11 o [11 a: 0: "' 111,. 
N ~ rJJJJ~J... 
1'1. ~ .............. HOTEL U~ ~ COSENO ..........; 
----
'/ ........ f--- / 
SLANT _..-
~ 
2x2 4x4 8x8 16xt6 32x32 64x64 128x128 
DIMENSION SUBIMAGEN 
!lo 
Figura 6. 
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SLANT COSENO HOTELLING 
Figura 7. Representación funcional de las matrices (4 x 4) que definen las 
transformaciones Slant, ·coseno y Hotelling . 
Slant, tan próximo al límite teórico (Hotelling), puede 
explicarse comparando las filas que constituyen la matriz de 
cada una de las tres transformaciones. Para una subimagen 
4 x 4 se muestran en la figura 7. Para tamaños mayores las 
filas pares de la transformación Slant se separan en mayor 
medida (no así la correspondiente a la Coseno) de las 
pertenecientes a la transformación de Hotelling, lo que 
explica su desvío del comportamiento óptimo para tales 
dimensiones de las subimágenes. 
En la figura 6 puede observarse también el efecto que el 
tamaño de las sub imágenes produce en el error cometido en 
la codificación. Resulta evidente que subimágenes de 
dimensiones 16 x 16 o mayores no introducen degradación 
apreciable respecto a la transformación de la imagen en su 
conjunto. 
PROPIEDADES ESTADISTICAS DE LAS 
MUESTRAS TRANSFORMADAS 
Las propiedades estadísticas de la transformada de la 
imagen juegan un importante papel en el desarrollo de un 
método eficaz de codificación. En este apartado se hace un 
breve análisis de esta cuestión. 
Si representamos por Y (x,y) la media estadística del 
elemento (x,y) de la imagen e f la correspondiente matriz, y 
hacemos lo propio para las - muestras transformadas, se 
puede establecer fácilmente que 
(1 O) 
de acuerdo con (7). Supuesto que la transformación es 
ortogonal y que se verifica 
Y(x,y) =m 'dx,y 
la cual es absolutamente razonable, la expresión (1 O) 
conduce al siguiente resultado 
A (1 ,1) = 2m 
A(u,v) =0 '<J U, V 
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El cálculo de la varianza de las muestras transformadas 
u 2 (u,v) = E [(i\(u,v) -A (u,v) ) 2 ] 
= E[i\2(u,v)] - A2 (u,v) 
resulta más laborioso. En el caso de que se modele la imagen 
por una fuente de Markov [7], que se ha revelado como un 
excelente modelo [20], los cálculos de las varianzas resultan 
simplificados [21]. 
En lo que se refiere a la función de densidad de 
probabilidad de las muestras, es muy difícil de obtener, ya 
que generalmente la función de probabilidad de los 
elementos de imagen no es conocida, a lo que se añade la 
complejidad de la transformación. Sin embargo, dada que 
las muestras transformadas son obtenidas por combinación 
lineal de los elementos de imagen, se puede recurrir a 
argumentos cualitativos basados en teorema del límite 
central [7] para determinar funciones de densidad de 
probabilidad razonables para las mismas. 
Dado que i\(1, 1) es siempre no negativo, su densidad de 
probabilidad es usualmente modelada por una función de 
densidad de Rayleigh. Las demás muestras pueden tomar 
tanto signo positivo como negativo y su media es cero; para 
ellas se acepta la función de densidad de probabilidad 
gaussiana: 
1 ex P [ - -=-i\--,2....,( u_,_v >..,...] 
fou(u,v) 2u2(u,v) 
SELECCION DE lAS MUESTRAS 
TRANSFORMADAS 
En el primer apartado de este artículo se ha indicado que la 
transformación de la imagen facilita la reducción del régimen 
binario mediante la concentración de la información en un 
número relativamente reducido de muestras transformadas, 
permitiendo la eliminación del resto en la transmisión. En 
este apartado se exponen los principios fundamentales de 
las técnicas propuestas en la literatura para realizar la 
selección de las muestras a transmitir. 
!Y'uestreo por zonas 
La matriz de frecuencias generalizadas de cada subimagen 
se divide en dos zonas; una de ellas engloba las muestras 
transformadas .a transmitir y la otra las que son eliminadas. 
Varias son las regiones que podrían ser elegidas para realizar 
un muestreo por zonas. En la figura 8 se indican dos de ellas, 
donde la región sombreada indica la región seleccionada. La 
región de la figura 8a correspondería a una selección bajo la 
hipótesis que en la imagen predominan las bajas frecuencias 
espaciales. La región de la figura 8b responde a la hipótesis 
de que en la imagen predominan fundamentalmente las 
variaciones de tonos en las direcciones horizontal y vertical. 
Sin embargo se ha comprobado mediante estudios analíti-
cos y empíricos [22] que la región óptima es la constituida 
por aquellas muestras transformadas con mayor varianza; 
este resultado coincide con el análisis intuitivo realizado en 
el primer apartado de este trabajo. 
La figura 5 responde a este tipo de selección con una 
reducción cuatro a uno del régimen binario. 
Las muestras seleccionadas son cuantificadas con un 
número de niveles que, usualmente, es proporcional a la 
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(a) (b) 
Figura 8. Dos posibles opciones para muestreo por zonas 
varianza de la muestra, y el número de bits asignados a cada 
nivel es proporcional a la probabilidad de que aquella se 
encuentre en dicho nivel. 
Codificación por zonas 
La teoría de velocidad-distorsión [23] proporciona un 
interesante resultado de aplicación en el problema que 
estamos considerando. Esta teoría tiene por objeto facilitar la 
capacidad mínima R(B) del canal necesaria para transmitir, 
permitiendo una distorsión media a prefijada, los mensajes 
de una fuente con función de densidad de probabilidad 
preestablecida. La función de distorsión des una medida del 
acuerdo entre los mensajes recibidos y los efectivamente 
transmitidos. 
Para el supuesto de una función de distorsión (error) 
cuadrática, y una fuente de mensajes con densidad de 
probabilidad gaussiana de media nula y varianza u 2 se 
obtiene que 
R (d) = {ln
0
(J -In d si u 2 > d 
si (J 2 < d 
Si asociamos a cada frecuencia generalizada una fuente 
cuyo mensaje sea la muestra transformada correspondiente, 
el resultado anterior permite establecer un conjunto de zonas 
para cada subimagen en las que en cada una de ellas las 
muestras transformadas son cuantificadas con el mismo 
número de niveles de cuantificación dado por: 
L (u,v) = 2NB(u.v) ( 11 ) 
donde 
Ns(u,v) = In r7 (u,v) - In D (u,v) =1= (1, 1) 
es el número de bits empleados en cuantificar la muestra 
(u,v) y siendo D proporcional al error cuadrático medio. Para 
codificar la subimagen con un número determinado de bits, 
el parámetro D ha de ser obtenido iterativamente. En la 
figura 9 se ilustra una asignación típica para codificar una 
subimagen de dimensiones 8 x 8; con una media de 1 bit 
. por elemento de imagen. 
Los niveles de cuantificación son usualmente distribuidos 
de forma no uniforme, de modo que se minimice el error 
cuadrático medio de cuantificación [24]. 
Para un mismo número de bits por elemento de imagen, la 
codificación por zonas presenta un ·error cuadrático medio 
entre la imagen original y la transmitida del orden de la mitad 
que la técnica del muestreo por zonas, para una transforma-
ción y un tamaño de la subimagen dados. 
Tanto el muestreo como la codificación por zonas se 
basan en el conocimiento de las varianzas de las muestras 
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Figura 9. Asignación típica de bits para codificac ión por zonas (subimagen 
8 x 8 y 1 bit/elemento de imagen) 
transformadas. Estas varianzas pueden ser obtenidas a partir 
de un modelo teórico para la imagen (como la fuente de 
Markov ya mencionada) o específicamente para cada 
imagen a transmitir, promediando sobre las subimágenes. En 
este supuesto se dice que la cod ificación es adaptativa. 
Las técnicas adaptativas reducen el régimen binario a 
transmitir respecto las técnicas no adaptativas, pero en 
contrapartida requiere mayor complej idad en la cod if icación 
y la transmisión de información sobre cua les han sido las 
frecuencias generalizadas seleccionadas y como se ha 
procedido a su cuantificación. 
Muestreo por umbral 
Esta técnica selecciona las muestras transformadas que en 
magnitud sobrepasan un determinado valor (umbra l) [25] 
[26]. Se trata, por tanto, de un método adaptado a la 
imagen. 
El muestreo por umbral es una técnica de futuro dudoso ya 
que su eficacia es comparable a la codificación por zonas no 
adaptativa. 
Los métodos de selección de las muestras transformadas 
aquí expuestos se utilizan tanto en técnicas de codificación 
de imagen intratramas como intertramas, con la única 
diferencia de que la transformación empleada en el primer 
caso es bidimensional y en el segundo tridimensional. A 
efectos de proporcionar un anális is comparativo entre los 
distintos procedimientos de codificación, en la tab la 2 se 
presentan la media de bits por elemento de imagen necesario 
en cada uno de ellos para obtener una calidad en la imagen 
transmitida comparable y sin degradación aparente. 
CONSIDERACION DEL OBSERVADOR 
La principal dificultad desde el punto de vista teórico en el 
Muestreo por zonas 
Muestreo por umbral 
Codificación por zonas 
Tabla 2 
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No adapt. Adapt. (intra) Adapt. (inter) 
2 1 
1,25 
0,5 
0,5 
0,25 
desarrollo de sistema de codificación de imágenes reside en 
el hecho de que la calidad de las mismas, "1 por tanto de la 
codificación realizada, es juzgado subjetivamente por el 
observador. Resulta, por consiguiente, interesante objetivi-
zar la psicología del ojo a fin de desarrollar una med ida de la 
distorsión introducida en la imagen transmitida en razón a 
dos cuestiones fundamentalmente: la calificación de la 
imagen reproducida y el desarrollo de sistemas de codifica-
ción basados en la teoría de velocidad-distorsión, tal como 
la digitización mediante la codificación por zonas. 
En ambos frentes se han obtenido resultados interesantes 
cuya exposición excede de los límites del presente trabajo: 
Respecto a la primera cuestión el lector encontrará un breve 
resumen en el tercer articulo de esta serie. En lo que se ref iere 
a la segunda, el lector interesado puede consultar las 
referencias [27] y [28] . 
Nos interesa, sin embargo, destacar dos cuestiones 
relativas a las subimágenes en que se subdivide la imagen a 
transmitir. Anteriormente se ha visto que a mayores dimen-
siones de la subimagen, el error cuadrático med io disminuye, 
estab ilizándose el error para d imensiones 16 x 16; no 
obstante, la calidad subjetiva de la imagen reconstruida se 
estabiliza para dimensiones 8 x 8 [29], por lo que resulta 
ineficiente tomar dimensiones mayores, que aumentarían la 
complejidad y el tiempo necesarios para rea lizar la 
transformación. 
Es claro, por otro lado, que cada subimagen presenta un 
detalle distinto, en razón de las diversas figuras que recoge 
una imagen. Teniendo en cuenta que el ojo humano es más 
sensible a errores en zonas de detalle que en zonas 
uniformes, resulta evidente que el uso de un mismo número 
bits para codificar todas las subimágenes es una táctica 
subóptima . Ello ha llevado a la definición de la «actividad» 
[30] d.e una sub imagen de dimensión m x m : 
que se independiza del elemento A(1, 1). ya que representa 
únicamente la tonalidad media de la imagen. De acuerdo 
con su «actividad», cada subimagen es clasificada en una de 
cuatro clases, definida$ de modo que cada clase contenga el 
mismo número de subimágenes, y las subimágenes son 
codificadas con un número de bits mayor cuanto mayor sea 
la actividad med ia de la clase a la que pertenece. En la 
CALCULO DE LA CLASIFICACION DE 
ACTIVIDAD DE CA-
-
LAS SUBI MAGE 
NE S SEGUN SU 
DA SUBIMAGEN ACTIVI DAD 
CA LC ULO DE LAS 
VAR IANZAS PARA 
CADA CLA SE 
r 
-
TR AN 5FORMA- CO DIFICACION ---..j CUAN TIFI- CODIF I CA -
CION COSENO ADAPTA TIVA CACIO N CION POR ZONAS 
Figura 1 O. Diagrama de bloques de un sistema de codificac ión de imágenes 
mediante codificación adaptativa por zonas que incorpora el concepto de 
«actividad» [31]. 
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referencia [31] se propone un interesante sistema de 
codificación que hace uso del concepto de actividad y la 
codificación por zonas, cuyo diagrama de bloques se expone 
en la figura 1 O. 
CONCLUSION 
A lo largo de estas pagmas se ha intentado plasmar el 
estado actual de la codificación de imagen mediante 
técnicas de transformación. La complejidad de las mismas 
las relega en el estado actual de la tecnología a un segundo 
plano desde el punto de vista comercial , aunque en el 
laboratorio han demostrado ser las técnicas más eficientes 
en la reducción del régimen binario y en gran medida 
insensibles a los errores en canal (no se observan degrada-
ciones en las imágenes con probabilidades de error en la 
transmisión iguales o inferiores a 1 o-4 )'. 
Por último, nos interesa destacar que en el estado actual 
del conocimiento sobre las técnicas de transformación 
resulta muy difícil , por no decir imposible, establecer una 
decisión sobre el método que posee más posibilidades de 
aplicación futura. Son precisas para ello muchas valoracio-
nes comparativas entre las diversas técnicas, labor que no ha 
sido real izada de forma sistemática todavía . • 
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