Découverte de connaissances dans les séquences par CRF non-supervisés by Claveau, Vincent & Ncibi, Abir
De´couverte de connaissances dans les se´quences par
CRF non-supervise´s
Vincent Claveau, Abir Ncibi
To cite this version:
Vincent Claveau, Abir Ncibi. De´couverte de connaissances dans les se´quences par CRF non-
supervise´s. 20e`me confe´rence sur le Traitement Automatique des Langues Naturelles, TALN,
Jun 2013, Sables d’Olonne, France. 1, pp.volume 1, 2013. <hal-00912314>
HAL Id: hal-00912314
https://hal.archives-ouvertes.fr/hal-00912314
Submitted on 1 Dec 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Découverte de connaissances dans les séquences par CRF
non-supervisés
Vincent Claveau1 Abir Ncibi2
(1) IRISA-CNRS (2) INRIA-IRISA
Campus de Beaulieu, 35042 Rennes, France
✈✐♥❝❡♥t✳❝❧❛✈❡❛✉❅✐r✐s❛✳❢r ❛❜✐r✳♥❝✐❜✐❅✐♥r✐❛✳❢r
RÉSUMÉ
Les tâches de découverte de connaissances ont pour but de faire émerger des groupes d’entités
cohérents. Ils reposent le plus souvent sur du clustering, tout l’enjeu étant de définir une notion
de similarité pertinentes entre ces entités. Dans cet article, nous proposons de détourner les
champs aléatoires conditionnels (CRF), qui ont montré leur intérêt pour des tâches d’étiquetage
supervisées, pour calculer indirectement ces similarités sur des séquences de textes. Pour cela,
nous générons des problèmes d’étiquetage factices sur les données à traiter pour faire apparaître
des régularités dans les étiquetages des entités. Nous décrivons comment ce cadre peut être mis
en œuvre et l’expérimentons sur deux tâches d’extraction d’informations. Les résultats obtenus
démontrent l’intérêt de cette approche non-supervisée, qui ouvre de nombreuses pistes pour le
calcul de similarités dans des espaces de représentations complexes de séquences.
ABSTRACT
Unsupervised CRF for knowledge discovery
Knowledge discovery aims at bringing out coherent groups of entities. They are usually based
on clustering ; the challenge is then to define a notion of similarity between the relevant
entities. In this paper, we propose to divert Conditional Random Fields (CRF), which have
shown their interest in supervised labeling tasks, in order tocalculate indirectly the similarities
among text sequences. Our approach consists in generate artificial labeling problems on the
data to be processed to reveal regularities in the labeling of the entities. We describe how this
framework can be implemented and experiment it on two information retrieval tasks. The results
demonstrate the usefulness of this unsupervised approach, which opens many avenues for
defining similarities for complex representations of sequential data.
MOTS-CLÉS : Découverte de connaissances, CRF, clustering, apprentissage non-supervisé, ex-
traction d’informations.
KEYWORDS: Knowledge discovery, CRF, clustering, unsupervised machine learning, information
extraction.
1 Introduction
Les tâches d’étiquetage de séquences sont depuis longtemps d’un intérêt particulier pour le
TAL (étiquetage en parties-du-discours, annotation sémantique, extraction d’information, etc.).
Beaucoup d’outils ont été proposés pour ce faire, mais depuis quelques années, les Champs
aléatoires conditionnels (Conditional Random Fields, CRF (Lafferty et al., 2001)) se sont imposés
comme l’un des plus efficaces pour de nombreuses tâches. Ces modèles sont supervisés : des
exemples de séquences avec leurs labels sont donc nécessaires.
Le travail présenté dans cet article se place dans un cadre différent dans lequel on souhaite faire
émerger des informations à partir de ces séquences. Nous nous inscrivons donc dans une tâche
de découverte de connaissances dans laquelle il n’est plus question de supervision, le but étant
au contraire de découvrir comment les données peuvent être regroupées dans des catégories
qui fassent sens. Ces tâches de découvertes reposent donc le plus souvent sur du clustering
(Wang et al., 2011, 2012; Ebadat et al., 2012), la question cruciale étant de savoir comment
calculer la similarité entre deux entités jugées intéressantes. Dans cet article, nous proposons de
détourner les CRF en produisant des problèmes d’étiquetage factices pour faire apparaître des
entités régulièrement étiquetées de la même façon. De ces régularités est alors tirée une notion
de similarité entre les entités, qui est donc définie par extension et non par intention.
D’un point de vue applicatif, outre l’usage pour la découverte de connaissances, les similarités
obtenues par CRF et le clustering qu’il permet peut servir en amont de tâches supervisées :
– il peut être utilisé pour réduire le coût de l’annotation de données. Il est en effet plus simple
d’étiqueter un cluster que d’annoter un texte instance par instance.
– il peut permettre de repérer des classes difficiles à discerner, ou au contraire d’exhiber des
classes dont les instances sont très diverses. Cela permet alors d’adapter la tâche de classifica-
tion supervisée en modifiant le jeu d’étiquettes.
Dans la suite de cet article, nous positionnons notre travail par rapport aux travaux existants et
présentons brièvement les CRF en introduisant quelques notions utiles pour la suite de l’article.
Notre décrivons ensuite en section 3 le principe de notre approche de découverte utilisant les
CRF en mode non-supervisé pour faire de la découverte dans des séquences. Nous proposons
deux expérimentations de cette approche dans les sections 4 et 5, puis nous présentons nos
conclusions et quelques pistes ouvertes par ce travail.
2 Travaux connexes
Comme nous l’avons mentionné en introduction, les tâches d’étiquetage de séquences sont très
courantes en traitement automatique des langues. Celles-ci se présentent souvent dans un cadre
supervisé, c’est-à-dire que l’on dispose de séquences annotées par des experts, et incidemment
du jeu de label à utiliser. C’est dans ce cadre que les CRF se sont imposés comme des techniques
d’apprentissage très performantes, obtenant d’excellents résultats pour de nombreuses tâches
(Wang et al., 2006; Pranjal et al., 2006; Constant et al., 2011; Raymond et Fayolle, 2010, entre
autres).
Plusieurs études ont proposé de passer à un cadre non-supervisé. Certaines ne relèvent pas à
proprement parler de non-supervision mais plutôt de semi-supervision, où le but est de limiter le
nombre de séquences à annoter. C’est notamment le cas pour la reconnaissance d’entités nommées
où beaucoup de travaux s’appuient sur des bases de connaissances extérieures (Wikipedia par
exemple), ou sur des règles d’extraction d’amorçage données par un expert (Kozareva, 2006;
Kazama et Torisawa, 2007; Wenhui Liao, 2009; Elsner et al., 2009). On peut également citer
les travaux sur l’étiquetage en parties du discours sans données annotées (Merialdo, 1994; Ravi
et Knight, 2009; Richard et Benoit, 2010). Dans tous les cas, l’angle de vue de ces travaux est
la limitation, voire la suppression, des données d’apprentissage. Ils ne se posent pas dans un
cadre de découverte de connaissances : ils reposent donc sur un tagset déjà établi, même si
la correspondance mot-tag peut n’être qu’incomplètement disponible (Smith et Eisner, 2005;
Goldwater et Griffiths, 2007).
Le cadre que nous adoptons dans cet article est différent puisque nous proposons de faire émerger
les catégories de données non annotées. À l’inverse des travaux précédents, nous ne faisons
donc pas d’a priori sur les étiquettes possibles. Notre tâche relève donc d’un clustering dans
lequel les éléments similaires des séquences doivent être groupés, comme cela a été fait par
exemple par Ebadat et al. (2012) pour certaines entités nommées. Le clustering de mots n’est pas
une tâche nouvelle en soi, mais elle repose sur la définition d’une représentation pour les mots
(typiquement un vecteur de contexte) et une mesure de distance (ou de similarité, typiquement
un cosinus). Notre approche a pour but d’utiliser la puissance discriminative des CRF, qui a
montré son intérêt dans le cas supervisé, pour offrir une mesure de similarité plus performante.
Il s’agit donc de transformer cette technique supervisée en méthode non-supervisée permettant
de déterminer la similarité entre deux objets.
Ce détournement de techniques d’apprentissage supervisé pour faire émerger des similarités dans
des données complexes non étiquetées a déjà été utilisé. Il a montré son intérêt sur des données
de type attributs-valeurs pour lesquelles la définition d’une similarité était difficile (attributs non
numériques, biais d’une définition ex nihilo), notamment avec le random forest clustering (Liu
et al., 2000; Hastie et al., 2001). L’approche consiste à générer un grand nombre de problèmes
d’apprentissage factices, avec des données synthétiques mélangées aux données réelles, et de voir
quelles données sont classées régulièrement ensemble (Shi et Horvath, 2005). Notre approche
s’inscrit dans ce cadre, mais exploite les particularités des CRF pour pouvoir prendre en compte
la nature séquentielle de nos données.
2.1 Champs aléatoires conditionnels
Les CRF (Lafferty et al., 2001) sont des modèles graphiques non dirigés qui cherchent à représen-
ter la distribution de probabilités d’annotations (ou étiquettes ou labels) y conditionnellement
aux observations x à partir d’exemples labellisés (exemples avec les labels attendus). Ce sont donc
des modèles obtenus par apprentissage supervisé, très utilisés notamment dans les problèmes
d’étiquetage de séquences. Un bonne présentation des CRF peut être trouvée dans ? ? ?. Nous ne
présentons ci-dessous que les éléments et notations utiles pour la suite de cet article.
Dans le cas séquentiel, c’est-à-dire l’étiquetage d’observations x i par des labels yi , la fonction




















– Z(x) un facteur de normalisation ;
– les fonctions caractéristiques locales et globales (fonctions features) f et g : les fonctions f
caractérisent les relations locales entre le label courant en position i et les observations ; les
fonctions g caractérisent les transitions entre les nœuds du graphe, c’est-à-dire entre chaque
paires de labels i et i − 1, et la séquence d’observations.
– les valeurs k1, k2 et n sont respectivement le nombre de fonctions features f , le nombre de
fonctions features g, et la taille de la séquence de labels à prédire.
Les fonctions f et g sont généralement des fonctions binaires vérifiant une certaine combinaison
de labels et d’attributs décrivant les observations et appliquées à chaque position de la séquence.
Ces fonctions sont définies par l’utilisateur ; elles reflètent sa connaissance de l’application. Elles
sont pondérées par les λk et µk qui estiment l’importance de l’information qu’elles apportent
pour déterminer la classe.
L’apprentissage des CRF consiste à estimer le vecteur de paramètres θ =
λ1,λ2, ....,λk1 ,µ1,µ2, ...,µk2 (poids des fonctions f et g) à partir de données d’entraîne-
ment, c’est-à-dire N séquences étiquetées (x (i), y (i))i=Ni=1 . en pratique, ce problème est ramené à
un problème d’optimisation, généralement résolu en utilisant des méthodes de type quasi-Newton,
comme l’algorithme L-BFGS (Schraudolph et al., 2007). Après cette étape d’apprentissage,
l’application des CRF à de nouvelles données consiste à trouver la séquence de labels la plus
probable étant donnée une séquence d’observations non-vue. Comme pour les autres méthodes
stochastiques, celle-ci est généralement obtenu avec un algorithme de Viterbi.
3 Principes du modèle non supervisé
Nous décrivons dans cette section le principe de notre approche. Une vue générale est tout d’abord
donnée au travers d’un algorithme schématisant l’ensemble du processus. Nous en détaillons
ensuite quelques points cruciaux, ainsi que des aspects plus pragmatiques de l’utilisation de cette
méthode.
3.1 Principe général
Comme nous l’avons expliqué précédemment, l’idée principale de notre approche est de déduire
une distance (ou une similarité) à partir de classifications répétées de deux objets pour des
tâches d’apprentissage aléatoire. Plus les objets sont détectés souvent comme appartenant à
la même classe, plus ils sont supposés proches. L’algorithme 1 donne un aperçu global de la
démarche. Dans notre cadre séquentiel, la classification est faite grâce aux CRF (les étapes 6
et 7 correspondent simplement à l’apprentissage et l’application d’un modèle CRF). Celle-ci est
répétée un grand nombre de fois en faisant varier les données, les labels (les ωi sont des classes
factices) et les paramètres des apprentissages. Il est tenu à jour un compte des paire de mots
(x i , x j) recevant les mêmes labels ; ces co-étiquetages sont contenus dans la matriceM co-et. Ils
sont mis à jour à chaque itération en tenant compte éventuellement de différents critères, selon
une fonction weight (cf. infra pour une discussion sur ce point). Ces co-étiquetages sont ensuite
transformés en mesures de similarité (cela peut être une simple normalisation) collectées dans
Msim.
Algorithme 1 Clustering par CRF
1: input : Etotal : séquences non étiquetées
2: for grand nombre d’itérations do
3: Etrain, Eapp ← Diviser(Etotal)
4: Tirer aléatoirement les labels yi parmi ω1...ωL pour les séquences de Etrain
5: Générer aléatoirement un ensemble de fonctions f et g
6: Inférence : θ ← L-BFGS(Etrain,y , f ,g)
7: Application : y∗ = argmaxy p(θ , f ,g)(y|x) pour tous les x ∈ Eapp
8: for all classe ωl parmi ω1...ωL do









14: Msim ← Transformation(Mco-et)
15: CCRF ← Clustering(Msim)
16: return CCRF
3.2 Apprentissage aléatoire
L’approche repose sur le fait que les CRF vont permettre d’exhiber une similarité entre des
mots en leur attribuant régulièrement les mêmes étiquettes dans des conditions d’apprentissage
très variées. Pour cela, à chaque itération, plusieurs choix aléatoires sont mis-en-œuvre ; ils
concernent :
– les séquences servant à l’apprentissage et leur nombre ;
– les labels (distribution et nombre) ;
– les fonctions features décrivant les mots ;
Ces apprentissages sur des tâches supervisées factices doivent ainsi conférer, par leur variété,
des propriétés importantes à la similarité obtenue. Celle-ci mélange ainsi naturellement des
descriptions complexes (attributs nominaux divers sur le mot courant, sur les mots voisins),
opère par construction une sélection de variables et prend ainsi en compte les redondances des
descripteurs ou ignore ceux de mauvaise qualité, et elle est robuste aux données aberrantes.
Bien sûr, comme nous l’avons déjà souligné, ce rôle important de l’aléatoire n’empêche pas
l’utilisateur de contrôler la tâche via des biais. Cela se traduit par exemple par la mise à
disposition des descriptions riches des mots : étiqueter des séquences en parties-du-discours,
apport d’informations sémantiques sur certains mots... Cela se traduit également par la définition
de l’ensemble des fonctions features parmi lesquelles l’algorithme peut piocher les fonctions f et
g à chaque itération. Dans les expériences rapportées ci-dessous, cet ensemble de fonctions est
celui classiquement utilisés en reconnaissance d’entités nommées : forme et parties du discours
du mot courant, des 3 précédents et 3 suivants, des bigrammes de ces attributs, casse des mots-
formes courants et environnants... Concernant les ensembles Etrain et Eapp, à chaque itération 5%
des phrases sont tirées aléatoirement pour constituer l’ensemble d’entraînement ; le reste sert
d’ensemble d’application.
3.3 Labels aléatoires
Le choix du nombre de labels factices et leur distribution est également important (mais il
faut noter que le nombre de labels choisi à ce stade n’implique pas directement le nombre de
clusters qui seront produits lors de l’étape finale de clustering). Un trop grand nombre de labels
lors de l’apprentissage risque d’empêcher de produire ensuite un étiquetage dans lequel peu
d’entités partagent le même label. En soit ce problème ne pose pas nécessairement un problème
de qualité finale, mais risque d’augmenter le nombre d’itérations suffisant pour l’obtention de
ce résultat final. À l’inverse, si l’on choisit un nombre trop restreint de labels, l’application du
modèle risque de de ne pas suffisamment différencier les entités, produisant des co-étiquetages
fortuits. Ce problème est plus gênant car il va impacter le résultat du clustering. Il faut de plus
noter que tout cela est à interpréter selon les autres paramètres de l’apprentissage. Ainsi, les
fonctions features vont permettre ou pas un sur-apprentissage, et donc éventuellement empêcher
ou favoriser les co-étiquetages. La taille de Etrain, et notamment le nombre d’entités y recevant un
même label intervient aussi : si systématiquement dès l’entraînement un grand nombre d’entités,
probablement de classes différentes, reçoivent le même label, les modèles ne vont pas être
correctement discriminants.
Pour correctement prendre en compte ce phénomène, il serait nécessaire de caractériser la
propension du modèle appris, avant l’étiquetage, à trop ou pas assez discriminer les entités. Dans
l’état actuel de nos travaux, nous n’avons pas formalisé un tel critère. Nous utilisons simplement
un critère a posteriori déterminé sur le texte après étiquetage : un co-étiquetage de deux entités
“rapporte plus” si peu d’entités ont été étiquetées avec ce même label. Cela est mis en œuvre dans
la fonction weight utilisée pour mettre à jour la matriceMco-et. En pratique, dans les expériences
rapportées dans cet article, on a défini cette fonction par : weight(x i , x j ,ωl) =
1
|{xk |yk=ωl}|
et le nombre de labels est lui aussi tiré aléatoirement entre 10 et 50 à chaque itération.
Il est aussi possible, selon le problème traité et les connaissances particulières qui s’y appliquent,
de biaiser la distribution des étiquettes aléatoires. Ainsi, pour un problème donné, si l’on sait que
toutes les occurrences d’un mot-forme ont forcément la même classe, il est important que cette
contrainte soit mise en œuvre lors de la production des données d’entraînement. L’expérience
rapportée en section 4 se place dans ce cadre.
3.4 Clustering
L’étape finale de clustering peut être mise en œuvre de différentes façons grâce aux techniques et
outils existants. L’algorithme célèbre du k-means qui nécessite des calculs de barycentres durant
le processus n’est bien sûr pas adapté à notre espace non métrique. Sa variante k-medoids, qui
utilise un objet comme représentant d’un cluster et ne nécessite donc pas d’autres mesures que
celles fournie parMsim, peut l’être.
Il faut cependant noter que dans nos tâches de découverte, le nombre de clusters attendus est
inconnu. Pour notre part, dans les expérimentations présentées dans les sections 4 et 5, nous
utilisons donc une autre technique de clustering, le Markov Clustering (MCL). Cette technique a
été développée initialement pour le partitionnement de grands graphes (van Dongen, 2000). Son
avantage par rapport au k-medoids est de ne pas nécessiter de fixer a priori le nombre de clusters
attendus, et aussi d’éviter le problème de l’initialisation de ces clusters. Nous considérons donc
simplement nos objets (mots ou autres entités) comme des nœuds d’un graphe dont les arcs sont
valués en fonction de la similarité contenue dansMsim.
3.5 Aspects opérationnels
Appliqué tel quel, le processus exposé en section 3 va considérer tous les éléments composant
les séquences et tenter de les organiser en clusters. Dans beaucoup d’applications, la tâche de
clustering n’est intéressante que pour une sous-partie de ces éléments. C’est par exemple le
cas en reconnaissance d’entités nommées ou plus largement en extraction d’information, où
seuls certains mots ou groupe de mots doivent être considérés. Dans ce cadre, il est très courant
d’utiliser des labels dits BIO (Begin-In-Out) qui permettent de modéliser le fait qu’une entité soit
multi-mot (le B pour Begin identifie le début de l’entité, le I pour In la continuité et le O indique
le mot ne fait pas partie de l’entité). Voici un exemple de séquences factices tiré des données
utilisées en section 5 :
x
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Cette connaissance externe fait partie des biais indispensables pour cadrer le processus d’ap-
prentissage non-supervisé et faire en sorte qu’il s’applique aux besoins spécifiques de l’utilisateur.
Mais il est important de noter que cette connaissance sur les entités à considérer n’est pas de
même ordre que celle l’on se propose de découvrir via le clustering. Dans le premier cas, il s’agit
de délimiter les entités intéressantes, dans le second cas, il s’agit d’en faire émerger des classes,
sans a priori leur nature.
Il est possible dans ce cas de supposer que l’on sait délimiter les entités intéressantes dans
les séquences ; c’est l’hypothèse adoptée dans plusieurs travaux sur la classification d’entités
nommées (Collins et Singer, 1999; Elsner et al., 2009; Ebadat et al., 2012). Il est aussi, bien sûr,
possible de considérer ce problème comme un problème d’apprentissage pour lequel l’utilisateur
doit fournir quelques exemples. Dans les deux cas, cela nécessite de l’expertise, fournie soit en
intention (critères objectifs pour délimiter les entités), soit en extension (exemples ; cf. sous-
section 5.2). Chacune des expériences rapportées ci-dessous adopte l’un de ces cas de figure.
Le processus itératif proposé dans cet article est évidemment coûteux (mais aisément paral-
lélisable). Dans les expériences rapportées ci-après, le nombre d’itérations a été fixé à 1000.
Les principales sources de coût en terme de temps de calcul sont l’apprentissage du modèle
CRF et son application. Leur complexité est elle-même dépendante de nombreux paramètres,
notamment la taille de l’échantillon d’apprentissage, la variété des observations (x), le nombre
de classes aléatoires (ω), les attributs considérés (les fonctions features f et g)... Pour minimiser
l’impact de ce coût, nous utilisons l’implémentation de CRF WAPITI qui optimise les algorithmes
standard d’inférence (Lavergne et al., 2010).
4 Validation expérimentale en classification de noms propres
Pour cette première expérience, nous reprenons la problématique et les données de Ebadat et al.
(2012). Il s’agit de faire émerger les différentes classes de noms propres au sein de résumés de
matchs de football. Plus précisément, dans leurs expériences, les auteurs ont cherché à classer
les noms propres à l’échelle du corpus, c’est-à-dire en considérant que toutes les occurrences
relevaient de la même entité et donc de la même catégorie. Dans ce jeu de donnée, les entités ne
sont donc pas considérées comme possiblement polysémiques ; même si ce point est discutable, il
n’est pas remis en cause dans notre expérience pour lequel nous utilisons le jeu de données tel
qu’utilisé par Ebadat et al. (2012).
4.1 Tâche et données
Le corpus est composé de rapports de matchs minute par minute en français, extraits de différents
sites Web. Les événements importants de chaque minute ou presque d’un match y sont décrits (cf.
tableau 1) : remplacement de joueurs, fautes, buts...
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TABLE 1: Extrait d’un rapport minute-by-minute d’un match de football
Ces données ont été annotées manuellement par des experts selon des classes définies pour
répondre à des besoins applicatifs spécifiques (voir Fort et Claveau, 2012). On possède donc une
vérité terrain associant à chaque occurrence de chaque nom propre une classe (voir la figure 1a).
On remarque sans surprise que ces classes sont très déséquilibrées, avec notamment une classe
joueur très peuplée.
4.2 Mesures de performance
Notre tâche de découverte se ramenant à une étape finale de clustering, nous l’évaluons comme
telle. Une telle évaluation est toujours délicate : l’évaluation sur critères externes nécessite
de disposer d’un clustering de référence (vérité terrain) dont la pertinence peut toujours être
discutée, mais les critères internes (par exemple, une mesure de cohésion des clusters) sont
connus pour n’être pas fiables (Manning et al., 2008). Nous nous plaçons donc dans le premier
cadre et comparons le clustering obtenu par notre processus à celui de la vérité terrain.
Pour ce faire, différentes métriques ont été proposées, comme la pureté ou Rand Index (Rand,
1971). Ces mesures sont cependant peu discriminantes et ont tendance à être trop optimistes
quand la vérité terrain contient des classes de tailles très différentes (Nguyen Xuan Vinh, 2010).
Nous préférons donc l’Adjusted Rand Index (ARI), qui est une version du Rand Index tenant
compte des agréments de hasard, et qui est connue pour être robuste. Son étude et sa définition
peuvent être trouvées dans (Hubert et Arabie, 1985).
4.3 Implémentation et résultats
Pour tester notre méthode de clustering par CRF, nous avons étiqueté le corpus en partie du
discours, utilisé le schéma d’annotation BIO et considéré la phrase comme séquence. Dans cette
application particulière, nous reprenons l’hypothèse de (Collins et Singer, 1999; Elsner et al.,
2009) : les entités à catégoriser sont connues et délimitées. En pratique, ce sont donc sur elles
que les annotations aléatoires vont porter, les autres mots du corpus recevant toujours le même
label ’O’. Les fonctions f et g sont celles classiquement utilisées en extraction d’information :
les fonctions f lient le label courant yi aux observations (forme ou parties du discours du mot
courant en x i , du mot en x i−1, x i−2, x i+1, ou x i+2, ou des combinaisons de ces attributs) ; les
fonctions g lient deux labels successifs (yi−1, yi). La tâche étant de classifier les noms propres
au niveau du corpus et non de l’occurrence, nous forçons deux occurrence d’un même nom à
avoir le même label lors de la génération des labels aléatoires (étape 4 de l’algorithme). En
revanche, l’application du CRF produit une annotation au niveau de l’occurrence, la matrice
Mco-et recense donc les classifications à l’occurrence près. L’étape de transformation (étape 14)
permet de transformer cette matrice en une matrice de similarité Msim des noms propres au
niveau du corpus en sommant les lignes et colonnes des différentes occurrences des mêmes noms.
(a) (b)
FIGURE 1: (a) Répartition des données football dans la vérité terrain (nombre de noms propres
uniques). (b) Évaluation des clusterings par rapport à la vérité terrain (ARI %).
Les résultats de notre approche sont donnés dans le tableau 1b en terme d’ARI (en pourcentage ;
0 signifie un clustering aléatoire et 100 un clustering identique à la vérité terrain). À des fins de
comparaison, nous reportons les résultats de Ebadat et al. (2012) ; ceux-ci ont été obtenus en
utilisant des descriptions vectorielles des contextes des entités soit sous forme d’un vecteur unique,
soit sous forme de sacs de vecteurs, et des fonctions de similarités adaptées à ces représentations.
Le contexte donnant le meilleur résultat est de 4 mots à gauche et à droite de l’entité. L’étape de
clustering est faite avec le même algorithme MCL que pour notre système. Ce dernier dispose
d’un paramètre d’inflation qui influence indirectement le nombre de cluster produit. Pour une
comparaison équitable, les résultats rapportés pour chaque méthode sont ceux pour lesquels ce
paramètre est optimal pour la mesure d’évaluation ARI. À titre d’information, cela produit 12
clusters pour la similarité CRF, 11 pour la similarité sac-de-vecteurs n-grams.
Ces résultats soulignent l’intérêt de notre approche par rapport aux représentations et similarités
plus standard. Les quelques différences constatées entre les clusters formés par notre approche et
les classes de la vérité terrain portent principalement sur la classe autre. Celle-ci contient des
noms de personnalités apparaissant dans des contextes divers (personnalité donnant le coup
d’envoi, apparaissant dans les tribunes...), avec trop peu de régularités pour que les CRF, pas
plus que les autres méthodes, arrivent à faire émerger une similarité. Il apparaît également que
certaines erreurs rapportées par Ebadat et al. (2012) comme récurrentes ne sont pas commises
par le clustering par CRF. Par exemple, les méthodes vectorielles ont tendance à confondre les
noms de villes et les noms de joueurs, ceux-ci apparaissant souvent proches les uns des autres et
partageant donc les mêmes contextes. Ces erreurs ne sont pas commises par l’approche par CRF,
où la prise en compte de la séquentialité pour l’étiquetage permet de bien distinguer ces deux
classes.
5 Validation expérimentale sur les entités nommées
5.1 Tâche et données
Pour cette tâche, nous utilisons les données de la campagne d’évaluation ESTER2 (Gravier et al.,
2005). Elles sont composées de 150h d’émissions de radio datant d’entre 1999 et 2003, provenant
de diverses sources (France Inter, Radio Classique, Africa 1...). Ces émissions, transcrites, ont
été annotées en entités nommées selon 8 catégories : personnes, fonctions, lieux, organisations,
temps, produits humains, quantité, et une catégorie autres.
Contrairement au jeu de données précédent, les entités sont annotées au niveau de l’occurrence
et peuvent être des noms propres, communs ou des expressions ; ainsi, l’entité P❛r✐s peut
être annotée comme un lieu ou une organisation selon le contexte. Nous n’utilisons pour nos
expériences que la partie dev de ce jeu de données ESTER2, transcrite manuellement, mais
respectant les particularités d’un système de reconnaissance de la parole : le texte n’a donc ni
ponctuation, ni majuscule. Ses caractéristiques sont données dans la figure 2a
(a) (b)
FIGURE 2: (a) Répartition des données ESTER2 dans la vérité terrain (nombre d’occurrences). (b)
Performances de la détection des entités selon le nombre de séquences annotées.
5.2 Repérage des entités
Bien qu’il soit possible de se placer dans le même cadre que précédemment et supposer que
les entités à classifier sont connues et délimitées, nous utilisons un cadre intermédiaire plus
réaliste : nous supposons qu’une petite partie des données est annotée par un expert qui délimite
les entités intéressantes (mais sans leur assigner de classe). Ces données vont nous servir dans
une première étape à apprendre à délimiter les entités avant de les grouper. On se place donc
dans un cadre supervisé classique avec deux classes (entité intéressante ou non), pour lequel
nous utilisons les CRF de manière traditionnelle.
La figure 2b présente les résultats obtenus, en fonction du nombre de séquences (phrases)
utilisées pour l’apprentissage. Les performances sont évaluées en terme de précision, rappel
et F-mesure. Il apparaît qu’il est possible d’obtenir des résultats de bonne qualité en analysant
(c’est-à-dire en délimitant les entités nommées) relativement peu de phrases.
5.3 Évaluation du clustering
Nous reprenons le même cadre expérimental que celui expliqué en section 4.3, à la différence
que la classification se fait ici au niveau de l’occurrence. La transformation deMco-et enMsim
consiste donc juste en une normalisation. Les entités considérées sont celles repérées par l’étape
précédente (avec 2 000 séquences annotées pour l’apprentissage) sur l’ensemble du corpus. Les
résultats, mesurés en terme d’ARI (%), sont présentés dans la figure 3. Comme pour l’expérience
précédente, nous présentons les résultats obtenus par des techniques de clustering sur ces mêmes
données utilisant des similarités plus classiques sur le contexte et les entités (à l’exception de
l’approche par sacs de vecteurs qui ne peut pas s’appliquer à la classification au niveau de
l’occurrence).
FIGURE 3: Évaluation des clusterings par rapport à la vérité terrain (ARI %)
L’intérêt de notre approche apparaît clairement. La prise en compte de la séquentialité est un
élément important ; les résultats avec les n-grammes sont en effet meilleurs que des mots isolés,
et ceux des CRF, qui prennent plus naturellement en compte cet aspect séquentiel, sont encore
meilleurs. Les clusters obtenus par notre approche ne sont cependant pas exactement identiques
à ceux de la vérité terrain.
Une analyse détaillée montre en effet qu’un cluster en particulier fait chuter les résultats en
groupant des entités appartenant à deux classes distinctes de la vérité terrain. Ces classes qui
semblent difficiles à distinguer sont celles du temps et des quantités. En effet, en l’absence
d’informations autres que la forme des mots et les parties-du-discours, il semble impossible de
distinguer des entités telles que ’s✉r ❧❡s q✉❛tr❡ ❞❡r♥✐❡rs ❥♦✉rs’ et ’s✉r ❧❡s q✉✐♥③❡
❞❡r♥✐❡rs ❦✐❧♦♠ètr❡s’.
6 Discussion, conclusion et perspectives
La résolution de problèmes d’apprentissage factices par les CRF permet de faire émerger des
similarités au sein des séquences. Cette similarité tire ainsi parti de la richesse de description que
permet les CRF (typiquement les parties-du-discours), ainsi que de la prise en compte naturelle
de la séquentialité. On définit ainsi une similarité dans un espace non-métrique se voulant robuste
grâce aux choix aléatoires répétés dans le processus. Bien sûr, ce principe est transposable à
d’autres méthodes d’apprentissage, notamment les méthodes séquentielles stochastiques (HMM,
MaxEnt...) ; l’utilisation des CRF, plus performants en général, est cependant plus naturelle.
Les évaluations menées sur deux tâches d’extraction d’informations mettent en valeur l’intérêt de
l’approche, même si nous sommes bien conscients de la limite de l’évaluation d’une tâche de dé-
couverte qui oblige à la constitution d’une vérité terrain que l’on souhaite justement éviter. Enfin,
il convient de préciser qu’il n’y a pas d’apprentissage sans biais, même pour l’apprentissage non
supervisé (Mitchell, 1990). Ces biais représentent la connaissance de l’utilisateur et permettent
de définir son problème. L’apport de connaissances sur les entités intéressantes, la description
des séquences et des fonctions features sont autant d’informations permettant à l’utilisateur de
canaliser la tâche de découverte sur son objet d’étude.
Plusieurs améliorations et perspectives sont envisageables à la suite de ce travail. D’un point
de vue technique, l’étape de transformation des co-étiquetages en similarités, qui se contente
dans nos expériences d’une simple normalisation, pourrait être approfondie. Il doit ainsi être
possible d’utiliser d’autres fonctions (par exemple celles utilisées pour repérer des associations,
expressions multi-mots, ou termes complexes complexes : information mutuelle, Jaccard, log-
vraisemblance, χ2...) pour obtenir des similarités encore plus fiables. Cela permettrait de pallier
la faible robustesse de notre algorithme de clustering qui peut fusionner deux clusters sur le
simple fait de quelques entités fortement connectées avec beaucoup d’autres nœuds. Des variantes
sur l’étape de clustering peuvent aussi être envisagées. Il est par exemple possible d’utiliser des
algorithmes de clustering hiérarchique. Il est aussi possible d’utiliser directement les similarités
pour d’autres tâches, comme la recherche d’informations, le lissage pour des modèles de langues...
D’un point de vue pratique, il serait intéressant d’obtenir une définition explicite de la similarité
en récupérant les λi et µi avec les fonctions f et g associées. Cela permettrait d’appliquer la
fonction de similarité à de nouveaux textes sans refaire les coûteuses étapes d’apprentissage,
mais cela nécessite d’être capable de combiner les différentes fonctions de décodage utilisées
pour l’application des différents modèles.
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