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Introduction
Moduli of curves have fascinated Mathematicians for over 150 years and they
still constitute an active field of research nowadays. The first intuition dates back to
Riemann in the middle of the 19th century: he introduced a space Mg, parametrising
Riemann surfaces of genus g and, by viewing curves as branched covers of P1, he
correctly computed the dimension of this moduli space as dimMg = 3g − 3 for
any g ≥ 2. Important contributions were given by many Mathematicians all along
the second half of the 19th and the first of the 20th century, such as Brill and M.
Noether, the Italian school of algebraic geometry, Ahlfors, Bers, Teichmu¨ller and
many others. The introduction of the functorial viewpoint in algebraic geometry - due
to Grothendieck - was particularly fundamental in moduli theory and led to a fruitful
new approach to the problem. The first rigorous construction of a coarse moduli
space for curves is due to Mumford (over a field k, and to Seshadri over Z), using
GIT techniques, by the middle of the ’60s. Moduli of curves are probably the main
reason that opened the way to the introduction of a new language, that of algebraic
stacks, that was sketched by Mumford, consolidated by Deligne and Mumford in
their fundamental paper [DM69], and further developed by M. Artin towards the
end of the ’60s and in the early ’70s. Stacks are an essential tool in contemporary
algebraic geometry, in particular in moduli theory, and have contaminated many
nearby areas of Mathematics. Here one can find an open source, collaborative and
always under construction account of this theory and the prerequisites one needs to
understand it: http://stacks.math.columbia.edu/.
Moduli theory responds to a most natural question: once we have defined an
object with some characteristics and proved that there exists at least one, it is
obvious to ask “how many?”. A moduli space is useful not only to parametrize all
the individual objects, but also to study their behaviour in families. In fact, the
process is two-way: in one sense, facts we know to be true about curves and families
of curves determine the geometry of the moduli space (and this geometry often
happens to be of great interest, providing examples of structures that are difficult
to find elsewhere); and in the other direction, the geometry of a single object - the
moduli space - encodes the properties of families of curves and let us make precise
statements, such as “property P holds for the generic curve”... Moduli theory (and in
particular the moduli space of curves, which is a most studied milestone in this realm)
is at the crossroad of many different areas of Mathematics, e.g. (low-dimensional)
iii
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topology, differential geometry and topology, symplectic and complex geometry,
algebraic geometry, mathematical physics, etc., whose interactions have motivated
and produced many relevant developments within (and outside) moduli theory.
Our starting point is the following question: is there a scheme parametrising
isomorphism classes of (smooth, geometrically connected, projective) curves of genus
g? This actually leaves a high degree of freedom; we may also impose that this scheme
records the behaviour of family of curves, i.e. in some sense we may ask that fibers
of a family of curves (or rather the points representing them) live close to each other
inside the moduli space. As we anticipated, the functorial viewpoint allows us to
formulate this problem in a rigorous way. Consider the functor Mg : (Sch)
op → (Set),
defined by
Mg(S) = {p : X → S | p is a family of curves of genus g over S}/isomorphism
where, by a family of curves, we mean that p is a smooth, proper morphism of finite
presentation and its geometric fibers are projective, connected curves of genus g. The
question above may be translated as: is this functor representable? If so, by Yoneda’s
lemma we obtain a scheme Mg (the fine moduli space) and a universal family of
curves over it Zg →Mg, such that any family of curves p : X → S is obtained by
pullback of Zg via a uniquely determined map S →Mg.
Representability is a restrictive condition. The main result of representability in
algebraic geometry is probably the one for the Hilbert functor (due to Grothendieck),
that is the functor describing closed subschemes of Pn (or a projective scheme in
general). Atlases for stacks may often be found as subschemes of appropriate Hilbert
schemes; also, a consequence of this theory is representability of the sheaf Iso in the
case of flat projective schemes.
Unfortunately, Mg is not representable, as can be easily seen from the following
argument: consider a curve C over Spec(k) with a non-trivial automorphism ϕ (it
exists, enough to take a projective curve defined by a symmetric equation or a
hyperelliptic curve; in fact, it is known that the Hurwitz bound 84(g − 1) is reached
for infinitely many values of g and the construction of such a Hurwitz curve may go
through tilings of the hyperbolic disc); then one can take a not simply connected
space (e.g. two rational curves meeting at two rational points p and q) and construct
an isotrivial but not globally trivial family (glue two copies of P1×C via the identity
over p, and via ϕ over q). Since every fiber is isomorphic to each other, this family
goes to a point in the fine moduli space; yet, the pullback via a constant map is a
trivial family. Contradiction. Automorphisms are what makes Mg different from the
Hilbert functor.
There are many possibilities to deal with this issue, that were explored throughout
history:
1. we may add some extra structure (e.g. sections, trivialization of a cohomology
group, etc.) in order to rigidify the problem and get rid of automorphisms;
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2. we may approximate the functor at best in the category of schemes (a coarse
moduli space would be a map to a scheme, Mg →Mg, inducing a bijection on
geometric points and universal for morphisms to schemes);
3. we may extend the category in which we work.
The latter is the one we are going to choose. We might guess that, since we want
to take care of isomorphisms, the correct formalism is that of categories fibered
in groupoids: instead of going modulo isomorphisms in the definition of Mg, we
define a category Mg, fibered over (Sch), whose objects over S are families of curves
p : X → S, and whose arrows are cartesian diagrams. Fibers are groupoids, a type
of categories in which any arrow is invertible, and therefore a little extension with
respect to sets. Actually, Grothendieck topologies appear here as a useful language
and we end up with a stack Mg. This expresses the following fact: if you have a
family of smooth curves over any element of an e´tale (fpqc) cover of S, and these
curves are compatible on the fibered products (i.e. we are given isomorphisms
between the two pullbacks), plus they are endowed with a compatible polarization,
then there is one and only one curve over S whose pullback to the cover is the given
family of curves.
The next step is to restrict to a subcategory of stacks on which we are able to
make some sensible statements of relevant geometric content. Having representable,
quasicompact and separated diagonal and the existence of a smooth (resp. e´tale)
covering is what makes a stack into an algebraic (resp. Deligne-Mumford) stack. The
e´tale, schematic atlas lets us extend to the category of DM stacks most properties of
schemes (the ones that are stable and local in the e´tale topology). The general path
is that, since we are not able to make Mg into a scheme, we define a new category
that includes Mg and try to restrict it enough, so that we are able to make some
geometry on it. We are going to prove that Mg is a separated DM stack of finite
type over Spec(Z); furthermore it is smooth and irreducible (we will discuss this fact
only briefly, and refer the reader to the literature).
Our next task is to address the issue of properness. For DM stacks a version
of the valuative criterion of properness holds, letting us reduce the problem to the
so-called stable reduction theorem: given a smooth curve of genus g ≥ 2 over the
generic point Spec(K) of a discrete valuation ring spectrum, is it possible to extend
it smoothly over the whole of Spec(R)? The answer is no, in general. There are
families of curves that degenerate into a singular closed fiber and there is no way to
avoid this (e.g. it can be made into a problem of sections that cannot be extended
since the starting curve has no rational points). Furthermore, there are families that
do not admit a smooth model even after a base extension (as we shall see that the
potential stable reduction is unique). Then the point becomes the following: what
class of singularities do we have to admit in order to obtain a proper moduli stack?
Remark that we also have to face the problem of separatedness: if we allow any type
of singularities, then we will get a highly non-separated space (think, for example,
about the blow-up of the closed fiber in a regular point as an alternative extension
v
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of the generic fiber). A complete answer was given again in the fundamental paper
[DM69]. Deligne and Mumford defined there the class of stable curves: these are
reduced nodal curves (which we shall name semistable in the thesis, but cave! it
does not correspond to the usual GIT notion) of genus g ≥ 2 with a combinatorial
condition, stating that any rational irreducible component meets the rest of the
curve in at least three points. It turns out that this is equivalent to ampleness of
the dualising sheaf (assumed that the curve is semistable) and this results in a very
useful characterization (e.g. when looking for a smooth atlas of the stack of stable
curves Mg, we use a generalization of this lemma to families); besides, stable curves
have finite automorphisms group (making Mg into a DM, and not just algebraic,
stack).
The theorem of stable reduction reads then as follows: Let R be the spectrum
of a discrete valuation ring with quotient field K, let C → Spec(K) be a smooth,
projective, geometrically connected curve of genus g ≥ 2. Then there exists a finite,
separable extension K ′ of K and a discrete valuation ring R′ dominating R and
whose quotient field is K ′, such that C ×Spec(K) Spec(K ′) admits a stable extension
over Spec(R′). Remark that it is not always possible to find a stable model without
making a base change (a deeper insight into the theory reveals that, if there were
a stable model over R, then the minimal model would have semistable closed fiber;
but one can pick a projective curve over Spec(Q) for which this is not the case) and
this extension in the valuative criterion of properness is peculiar of the category of
stacks, with respect to that of schemes.
The proof in the paper of Deligne and Mumford relied on a (at that time) recent
semistable reduction theorem for Jacobian varieties, due to Grothendieck. Basically,
the point is to say that the closed fiber of the Jacobian is the Jacobian of the closed
fiber; and then manipulate the Jacobian variety to reduce it to the desired form. In
the present thesis, instead, we expose a more combinatorial proof, due to M. Artin
and Winters [AW71].
Different other proofs were given at a later time [Abb00]. The main steps of the
proof always are as follows.
1. Semistable reduction is equivalent to stable reduction: if there exists a semistable
model, then the minimal model is semistable and the canonical one is stable.
2. Find a sufficient condition for the existence of a semistable model: one can
show that the unipotent rank of the closed fiber does not depend on the choice
of a model, and that if u = 0 then the minimal model is in fact semistable
(under mild assumptions, e.g. there exists a rational point).
3. Last point is to show that this condition is satisfied after an appropriate base
change. Artin and Winters managed to do it by studying a finite group, the
so-called component group, associated to the divisor group of the closed fiber.
They axiomatize a combinatorial structure (a graph with numbered labels)
called a type, show that there exist finitely many types with some conditions and
vi
find a finite index subgroup of the component group that lets them conclude
the proof.
What is relevant to remark is that the proof in characteristic 0 is much simpler:
from what we have said, it should be clear that the main point is to adjust the fibered
surface in order to obtain the closed fiber being nodal and reduced. In particular,
we may take the model with normal crossings and then, if there is no problem of
characteristic producing ramification, it is enough to base-change and normalize in
order to get the desired result.
Outline of the thesis
In Part I we mainly follow the exposition contained in Liu’s book [Liu02].
In Chapter 1 we analyse the structure of the Picard group of a possibly singular
projective curve X over an algebraically closed field k. The main result is that the
factorization X ′ → Y → Xred → X, where Y is the seminormalization and X ′ the
normalization, induces a map Pic0(X) → Pic0(Xred) → Pic0(Y ) → Pic0(X ′) with
respective kernel a unipotent group of rank h1(X,OX) − h1(Xred,OXred), another
unipotent group of rank pa(Xred)− pa(Y ) (and if equality holds, then Y → Xred is
an isomorphism, i.e. the curve has only ordinary multiple points), a toric group of
rank t = µ− c+ 1, where µ is the sum of the multiplicities (decreased by 1) of the
singular points and c is the number of components. And of course Pic0(X ′) is an
Abelian variety of dimension equal to the genus. Calling a, t, u the Abelian, toric
and unipotent ranks of the curve, all together they make a+ t+ u = h1(X,OX).
In Chapter 2 we recall the fundamental theory of fibered surfaces, i.e. relative
curves over a Dedekind scheme. Blow-up and intersection theory on regular surfaces
are the main tools. Results concerning the birational geometry of these surfaces
include Castelnuovo’s and Artin’s criteria of contractibility, existence of the normal
crossings model and minimal desingularization.
In Chapter 3 we introduce the fundamental definition of stable curves. We
have equivalent descriptions of rational nodes (the formal one is pretty useful) in
curves over a field and in families of curves, based on deformation theory. The
characterization of stable curves as having an ample dualising sheaf has also been
used many times in the sequel. We discuss here the fact that the automorphism
group of a stable curve is finite.
In Chapter 4 we expose the proof of the stable reduction theorem. Firstly, one
may go through a fruitful reduction of the base scheme. Then it is proved that
semistable reduction is equivalent to the apparently stronger stable reduction; the
proof needs a study of the minimal desingularization of a node and of the behaviour
of the closed fiber under contraction of curves when passing to the minimal and
canonical models. We show that vanishing of the unipotent rank of the closed fiber,
and the fact that the g.c.d. of the multiplicities of its components is 1, are sufficient
conditions for the minimal model to be semistable, using some clever intersection
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theory to build an increasing sequence of divisors, in a way similar to the construction
of the fundamental divisor and the proof of Artin’s criterion. Finally, we describe
Artin-Winters combinatorial argument. We discuss the fact that the geometry of the
closed fiber is uniquely determined and we also treat the pointed case.
Part II is taken from different sources: as regards the general theory of algebraic
spaces and stacks we followed [Knu71], [Vis05], [BCE+] and [LMB00]; as for the
properties of the stack of curves, we obviously refer the reader to [DM69], but we
also learnt a lot from [MFK94] and [Edi00].
In Chapter 5 we motivate why it is necessary to enlarge the category of schemes
to include our moduli problem Mg. We recall the basic theory of algebraic spaces
and algebraic stacks, starting from the language of Grothendieck topologies and
fibered categories. We include the topic of groupoid scheme presentations of a stack,
in analogy with presenting an algebraic space as the quotient of an e´tale equivalence
relation. We show how it is possible to extend most properties of schemes that
are stable and local in the e´tale topology to these new categories. We spend some
time dealing with valuative criteria for algebraic stacks, in particular we prove the
valuative criterion of properness with values in an open dense substack.
In Chapter 6 we prove the theorem that Mg is a separated, smooth Deligne-
Mumford stack of finite type over Spec(Z). We also present it as a quotient stack.
Mg is shown to be proper over Spec(Z) and Mg ⊆ Mg is a dense open substack
whose complement is a divisor with normal crossings. We simultaneously deal with
the pointed case. We hint to the construction of a coarse moduli scheme and the
problem of irreducibility.
In the Appendix (inspired by [TV13]) we rapidly present the basic notions of
deformation theory and use them (i) to compute the tangent space to the group of
automorphisms of a pointed curve and (ii) to describe the miniversal formal object
of V(xy) ⊆ A2Λ = Spec(Λ[x, y]) and the local structure of a family of curves around a
node.
viii
Part I
Stable reduction for curves

Chapter 1
Picard group of a singular curve
In this chapter we provide some technical tools that are useful in the study of
singular curves. We discuss a genus formula and ampleness of a line bundle: it turns
out that it is sufficient to check that the degree is positive on each component of
the normalization. Then we turn to the study of the Picard group of degree zero
line bundles on a projective connected curve C over an algebraically closed field
k = k¯: what is commonly known is that if C is smooth, then the Picard group is an
Abelian variety (commutative proper integral algebraic group over k) of dimension g,
where g is the genus of C. Viewing Pic(C) as H1(C,O∗C), one can study the case in
which singularities and non-reducedness are allowed: ordinary multiple points (e.g.
nodes) induce a toric component, while worse singularities (e.g. cusps) and being
non-reduced induce unipotent parts in the Picard group. A useful step is to consider
the so-called semi-normalization, i.e. a curve that keeps track of the original ordinary
multiple points of C, but avoids other types of singularity. The material covered in
this chapter is mainly taken from [Liu02, section 7.5].
Definition 1.1. Let X be a scheme having finitely many irreducible components
X1, . . . , Xn (endowed with the reduced structure). The normalization of X is
X ′ =
∐n
i=1X
′
i, where X
′
i is the normalization of Xi.
Remark that (i) X ′ = (Xred)′ (ii) the normalization morphism pi : X ′ → X is
affine; if U ⊆ X is an affine open, then OX′(pi−1(U)) is the integral closure of OX(U)
in Frac(OX(U)) = ⊕Frac(OX,ξi), where the ξi’s are the generic points of X contained
in U .
Let us restrict from now on to the case where X is a projective (reduced) curve
over a field k. We have the following exact sequence of sheaves on X
0→ OX → pi∗OX′ → S → 0
where S is a sky-scraper sheaf supported on the singular points of X. Put δx =
lengthOX,x Sx = 1[k(x):k]dimkSx. An Euler characteristic computation from the previ-
3
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ous sequence leads to the following genus formula
pa(X) + n− 1 =
n∑
i=1
pa(X
′
i) +
∑
x∈X
[k(x) : k]δx. (1.1)
Remark 1.2. Recall that if L ∈ Pic(X) and di = lengthOX,ξi is the multiplicity
of the component Xi in X, then deg(L) =
∑n
i=1 di degL|Xi ; thus the elements in
Pic0(X) are precisely the ones that restrict to degree zero line bundles on each
irreducible component. Besides, if pi : X ′ → X is the normalization, degL = deg pi∗L,
as it is shown by the preceding formula plus the fact that pi is birational (recall
that deg f∗D = [k(X) : k(Y )] degD, when f : X → Y is a finite morphism between
integral curves).
Lemma 1.3. Let X be a projective curve over k, D ∈ Div(X). Then OX(D) is
ample if and only if degOX(D)|Xi > 0 for every irreducible component Xi of X.
See [Liu02, prop. 7.5.5].
From now on suppose k = k¯. We are going to describe a useful construction,
that of semi-normalization. Let X be a reduced curve as above and pi : X ′ → X its
normalization. Let x be a singular point of X and pi−1(x) = {x1, . . . , xm} its fiber.
Take an affine neighborhood Ux of x such that Ux ∩Xsing = {x} and define Vx to be
the affine spectrum of the following OX(Ux)-algebra:
{f ∈ OX′(pi−1(Ux)) | f(x1) = . . . = f(xm)}.
Then (i) pi−1(Ux)→ Ux factorizes through Vx and (ii) Vx and Ux are isomorphic
outside x. As a consequence of this, this construction globalises, giving a projective
reduced curve Y and a factorization of pi through Y , say X ′ pi1−→ Y pi2−→ X.
Recall that a singular closed point x ∈ X is said to be an ordinary m-fold point
if pi−1(x) = {x1, . . . , xm} and δx = m− 1.
Proposition 1.4. With the same notations as above, pi2 : Y → X is a homeo-
morphism. Besides let x ∈ X(k) have m = mx preimages, then the following are
equivalent:
(i) x is an ordinary multiple point;
(ii) if Ux is an affine neighborhood of x as above, then pi
−1
2 (Ux) is isomorphic to
Ux;
(iii) ÔX,x ' k[[T1, . . . , Tr]]/(TiTj)i 6=j .
In this case dimk TxX = m and one can take r = m in (iii).
Proof. Let us put A = OX(Ux), B = OY (Vx) and C = OX′(pi−1(Ux)), p the prime
ideal of A corresponding to x and qi, i = 1, . . . ,m the primes of C corresponding to
4
x1, . . . , xm. Define q = ∩mi=1qi. This is the only prime of B lying over p, therefore pi2
is bijective. As it is proper, it is also a homeomorphism. Set y = pi−12 (x).
From the exact sequence
0→ OY,y/OX,x → (pi∗OX′)x/OX,x → (pi1∗OX′)y/OY,y → 0
and the fact that (pi1∗OX′)y/OY,y ' km−1 (the left-to-right map is given by evaluation
of a function at (x1, . . . , xm)) one deduces that δx = m− 1 + dimk(OY,y/OX,x); thus
(i)⇔ (ii).
(ii)⇒(iii) Let us put D = OX,x = OY,y and E = (pi∗OX′)x, we have D ⊆ E.
Consider Dˆ, the mx-adic completion of D, and Eˆ = E⊗D Dˆ. Then Eˆ = ⊕mi=1ÔX′,xi '
⊕mi=1k[[ti]] where ti is a generator of mxi , because X ′ is smooth at each xi. Now we
have ρ : E → km by evaluating at (x1, . . . , xm), ρ is surjective and D is identified
with the preimage of the diagonal ∆: k → km (because D ⊆ ρ−1(∆) and both the
quotients E/D and E/ρ−1(∆) have dimension m− 1 over k). These considerations
extend analogously to the completions. Lastly, there is an injective homomorphism
ϕ : k[[T1, . . . , Tm]]/(TiTj)i 6=j → ⊕mi=1k[[ti]], the image of which is precisely Dˆ (as a
matter of fact the composition ρ ◦ ϕ is just taking the degree zero coefficient of the
power-series). Notice that we have shown (iii) with r = m.
(iii)⇒(i) Consider Dˆ ⊆ Eˆ via ϕ as above. E is integral on D and contained in
Frac(D), furthermore Eˆ is integrally closed, so one concludes that Eˆ is the integral
closure of Dˆ, thus r = m and dimk Eˆ/Dˆ = m − 1. It would suffice to show that
E/D ' Eˆ/Dˆ to conclude that δx = m − 1. This isomorphism follows at once if
we can show the following claim: msxE ⊆ mx for some s ≥ 1; indeed in that case
(E/D)/mtx(E/D) = E/D for every t ≥ s, thus E/D ' Ê/D ' Eˆ/Dˆ, last equality
due to the fact that (D/mix)i satisfies Mittag-Leﬄer). To show the claim one can
proceed as follows: use the same notation as above; M = OY,y/p is a OX,x-module
of finite length and OY,y/pOY,y is an Artinian ring, thus we have qN ⊆ pOY,y and
q¯N = q¯N+1 for sufficiently large N . We deduce that q¯N = ∩n≥N q¯n ⊆ ∩i≥1piM and
by Krull’s theorem we get qN ⊆ p. Since q(pi∗OX′)x ⊆ OY,y, then qN+1(pi∗OX′)x ⊆ p
and one gets the desired conclusion.
We now turn to a detailed analysis of the structure of Pic0(X) when X is a
(reduced) projective curve over an algebraically closed field.
We first recall some general theory about Picard schemes from [Kle05]. Given
an S-scheme X, one can define the relative Picard functor (Sch/S)op → (Ab) to
be PicX/S(T ) = Pic(X ×S T )/p∗2 Pic(T ). Existence theorems ensure that PicX/S is
representable by a group scheme (that we shall indicate with PicX/S) under some
hypotheses on X → S, e.g. that it is projective (Zariski locally), flat and with
geometrically integral fibers [Kle05, thm. 4.18]. As far as we are concerned, we are
mostly interested in [Kle05, cor. 4.18.3], stating that if S = Speck and X is complete,
then PicX/k is representable.
It is interesting to study the connected component of the identity. For example
[Kle05, thm. 5.4] shows that Pic0X /k is projective as soon as X is a projective,
5
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geometrically integral and geometrically normal scheme over the spectrum of a field
k. In the case of curves one can also show that Pic0X/k /(k) corresponds exactly to
the set of degree 0 line bundles over X. In conclusion we state the following classical
result:
Theorem 1.5. Let X be a smooth connected projective curve over an algebraically
closed field k. Then there exists an Abelian variety J (i.e. proper integral group scheme
over k) such that J(K) = Pic0(XK) for any extension K/k such that X(K) 6= ∅. J
is named the Jacobian variety associated to X; its dimension is equal to the genus of
X.
We will need the following property of torsion points in Abelian varieties.
Proposition 1.6. Let A be an Abelian variety of dimension g over a field k. If
n is an integer that is coprime to char(k), then A[n] is e´tale over Spec(k) and
A[n](k¯) ' (Z/n)2g.
See [Liu02, prop. 7.4.38].
We now want to establish how the group Pic(X) changes when we allow X to
be a singular (reduced) curve. First of all, we would like to have some geometric
intuition of what happens by working out a couple of examples.
As far as a node is taken into account, the situation is fairly simple: a line bundle
on the node (be it a singular irreducible curve or two irreducible components meeting
at a point) is given as a line bundle on the normalization plus a way to glue the
fibers on the two points lying over the singular point; if we have local trivializations,
by confronting them we simply obtain an invertible scalar. This gives a k∗ extension
of the Picard group. We might guess that we will have a toric extension in general.
The case of a cusp is a little trickier. Consider as usual A = k[x, y]/(y2 − x3) '
k[t2, t3] ⊆ k[t] (the latter is the integral closure of A in fact). Observe that the
normalization morphism is an isomorphism outside the origin, whereas there is
a double point k[t]/(t2) lying over O = (x, y). We can consider the pull-back of
a line bundle to the normalization; the fiber over O is identified with k[t](t)/(t
2),
that is k.1 ⊕ k.t with k = A(x,y)/(x, y). In fact the fiber is (pi∗L)O′ ⊗OX,O k(O) =
LO ⊗OX,O OX′,O′ ⊗OX,O k(O). When we want to distinguish a generator for the LO
component therein, we have the freedom to take any invertible element in k[t](t)/(t
2):
these are in the form c(1 + ut) where c ∈ k∗, u ∈ k; yet we have to consider that
c comes from an invertible element in k = A(x,y)/(x, y), so it does not change the
line bundle we are defining on X. Thus u is what really matters and we obtain an
extension with k (i.e. Ga). We may suspect that it gives rise to a unipotent group in
general.
Definition 1.7. Let k be an algebraically closed field. Let T0 be the set consisting of
the trivial group and Tq be defined by recurrence as the set of extensions of Gm = k∗
by an element of Tq−1; these are called toric groups. A commutative group G that
admits a chain of subgroups 0 = G0 ( G1 ( . . . ( Gn = G such that each quotient
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Gi+1/Gi is isomorphic to Ga = k is called a unipotent group; n is called the dimension
of G.
One can check that this is well defined and that it coincides with the usual
definition for affine algebraic groups on k = k¯.
Proposition 1.8. Let X be a reduced connected projective curve over an alge-
braically closed field k, X1, . . . , Xn its irreducible components, pi2 : Y → X the
semi-normalization and pi1 : X
′ → Y the normalization.
(a) Pic(X)→ Pic(Y ) is surjective, with unipotent kernel of dimension u = pa(X)−
pa(Y ). Besides, if pa(X) = pa(Y ), then Y → X is an isomorphism.
(b) Pic(Y )→ Pic(X ′) is surjective, with toric kernel of dimension t = µ− n+ 1,
where µ =
∑
x∈X(k)(mx − 1).
(c) Pic0(X)→ Pic0(X ′) = ∏ni=1 Pic0(X ′i) is surjective. Its kernel L is the extension
of a toric group T of dimension t by an unipotent group U of dimension u. If
we set a =
∑n
i=1 pa(X
′
i), then a+ t+ u = h
1(X,OX).
Proof. The point for surjectivity in both cases is that an invertible sheaf can be seen
as a Cartier divisor [Liu02, prop. 7.1.32], the support of which can be supposed to be
disjoint from the singular points of the curve up to linear equivalence. As pii, i = 1, 2
are isomorphisms outside the singular locus, one can easily push-forward this Cartier
divisor and get the desired result.
(a) Consider the exact sequence of sheaves 0→ O∗X → pi2∗(O∗Y )→ F → 0. Observe
that F = ⊕x∈X(k)O∗Y,pi−12 (x)/O
∗
X,x is a skyscraper sheaf, thus its H
1 is trivial
(this proves surjectivity once again). Moreover, Y is homeomorphic to X,
thus connected and clearly reduced (its sections being a subring of the ones
of OX′). This shows that both H0(X,OX) and H0(Y,OY ) are isomorphic to
k and the map in the long exact cohomology sequence is a bijection. Hence
the kernel of Pic(X)→ Pic(Y ) is precisely H0(X,F). Call y = pi−12 (x); then
O∗Y,y/O∗X,x = k∗(1+my)/k∗(1+mx) = (1+my)/(1+mx); to study this, one can
consider the exact sequences 0→ (1 + m2y)/(1 + mx)→ (1 + my)/(1 + mx)→
(1 +my)/(1 +m
2
y)→ 0 and so on (finite such sequences will be enough because
there exists s ≥ 1 such that msy ⊆ mx - this was the claim proved in prop. 1.4
(iii)⇒(i). Now we see that (1 + my)/(1 + m2y) ' my/m2y given by 1 + a ← a
is a group isomorphism and the latter group is just km. We conclude that
F(X) is a unipotent group and its dimension is equal to ∑x∈X(k) dimk my/mx;
furthermore my/mx ' (k + my)/(k + mx) ' OY,y/OX,x as k-vector spaces. By
looking at the cohomology sequence for 0→ OX → pi2∗OY → G → 0 one finds
out that the number above is actually equal to pa(X) − pa(Y ). If it is zero,
then OX ' pi2∗OY , implying Y ' X.
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(b) Use the exact sequence 0→ O∗Y → pi1∗(O∗X′)→ H → 0, that gives 0→ k∗ →
(k∗)n → H0(Y,H)→ Pic(Y )→ Pic(X ′)→ 0 and recall that (pi1∗O∗X′)y/O∗Y,y '
(k∗)mx−1 by evaluating a function in (x1, . . . , xm).
(c) The surjectivity follows from the two previous points, once we notice that
a line bundle on X is in Pic0(X) if and only if its pull-back via pi is in
Pic0(X ′), according to remark 1.2. The other assertions follow from the
preceding points and the genus formula 1.1 h1(X) = pa(X) = u + pa(Y ) =
u+
∑n
i=1 pa(X
′
i) +µ−n+ 1 because Y has only ordinary multiple singularities.
The numbers a, t, u are named the Abelian, toric and unipotent rank of (the
Picard group of) X.
The case of a non-reduced curve is explained in the following
Lemma 1.9. Let X be a connected projective algebraic curve over an algebraically
closed field k. Let i : Z ↪→ X the immersion of a closed subscheme having the same
support as X (i.e. Z is defined by a nilpotent sheaf of ideals I). Then Pic(X) →
Pic(Z) is surjective with unipotent kernel of dimension h1(X,OX)− h1(Z,OZ).
Proof. Denote by N the sheaf of nilpotent elements. Let us first suppose that
IN = 0; in particular I2 = 0 and the map a 7→ 1+a gives an isomorphism of sheaves
I ' 1 + I. The exact sequence of (multiplicative) sheaves
1→ 1 + I → O∗X → O∗Z → 1
gives rise to the following exact cohomology sequence
H0(X,OX)∗ → H0(Z,OZ)∗ → H1(X, 1 + I)→ Pic(X)→ Pic(Z)→ 0.
Comparing this to the cohomology sequence obtained from
0→ I → OX → OZ → 0
we obtain that Ker(Pic(X)→ Pic(Z)) is isomorphic to Ker(H1(X,OX)→ H1(Z,OZ)).
The general case follows by considering a chain of closed subschemes Z = X0 ⊆
X1 ⊆ . . . ⊆ Xn = X where Xi = V (IN i) and n is big enough to ensure that N n = 0.
Write Kj,i = Ker(Pic(Xj)→ Pic(Xi)); we clearly have an exact sequence
0→ Kj,i+1 → Kj,i → Ki+1,i → 0
exhibiting Kj,i as an extension of unipotent groups, that is again unipotent. We
conclude by induction.
In case X is non-reduced, proposition 1.8 ought to be modified as follows: the
kernel of Pic(X) → ∏ni=1 Pic(X ′i) is the extension of a toric group of rank t by a
unipotent group of dimension u = (h1(X,OX) − pa(Xred)) + (pa(Xred) − pa(Y )),
where Y is the semi-normalization of Xred, the first addendum keeping track of the
non-reducedness of X, and the second of its non-ordinary singularities. It still holds
that a+ t+ u = h1(X,OX).
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Summary on the theory of
surfaces
2.1 Fibered surfaces
Definition 2.1. A Dedekind scheme S is a normal, locally Noetherian, integral
scheme of dimension ≤ 1. We shall denote its generic point by η. A fibered surface
X is an integral, projective, flat S-scheme of dimension 2. If X is regular, it is called
an arithmetic surface over S.
These are the objects of main interest in the first part of the present thesis.
Remark that if we only ask for p : X → S being proper, then we recover the fact
that p is projective locally on the base in the case that X is regular. See [Liu02, thm.
8.3.16].
Let p : X → S be a (normal) fibered surface. It can be shown that Xη is an
integral (normal) curve over K(S) and Xs is a projective curve over k(s), with
equality of arithmetic genera pa(Xη) = pa(Xs). Besides, if Xη is geometrically
connected, then Xs also is. A more careful analysis shows that one can reduce to this
situation: let ϕ : S′ → S be the normalization of S in H0(Xη,OXη) and q : X → S′
the induced morphism; then q has geometrically connected fibers. Besides, if we set
ϕ−1(s) = {s1, . . . , sn}, the fiber of the original map p over s ∈ S is the disjoint union
of some Xi, i = 1, . . . , n, where every Xi is a closed subscheme defined by nilpotents
in the fiber of q over si. See [Liu02, 8.3.3-8].
Take a closed point x in the generic fiber of X → S; then {x}X = D (endowed
with the reduced structure) is a scheme of dimension 1 and p|D : D → S is finite
surjective. It can be shown that every prime divisor in X is either of this form
(horizontal divisor), or it is an irreducible component of a closed fiber Xs (vertical
divisor). See [Liu02, prop. 8.3.4].
If the generic fiber Xη is smooth, then there exists a non-empty open U in the
base S, such that p|p−1(U) : p−1(U)→ U is smooth. See lemma 4.3.
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A fundamental tool in the study of birational morphisms (of surfaces) and the
theory of desingularization is the blow-up.
2.2 Blow-ups and resolution of singularities
Let X = SpecA be an affine scheme, I an ideal of A. Set A˜ =
⊕
d≥0 I
d. By
definition, the scheme Proj A˜ is the blow-up of X along V (I). This construction can
be globalised to give a blow-up pi : X˜ → X of a scheme along a closed subscheme
V (I); pi is a proper (locally projective) morphism and induces an isomorphism of
X˜ \ pi−1V (I)→ X \ V (I).
It can be shown that A˜ is integral (resp. reduced) if and only if A is. Besides
blow-ups commute with flat base-change, i.e. if B is a flat A-algebra and B˜ is the
graded B-algebra associated to the ideal IB, then B˜ ' A˜⊗A B. The blow-up of a
regular locally Noetherian scheme along a regular closed subscheme is again regular
[Liu02, thm. 8.1.19].
Here is a useful local description of the blow-up: if the ideal I is generated by
a set of n + 1 elements {f0, . . . , fn}, we get a surjective graded map A[T0, . . . , Tn]
by sending each Tj to fj . There are some obvious relations that must be satisfied:
fhTk − fkTh, h, k = 1, . . . , n; but this is not always enough. Indeed, the ideal
describing the blow-up algebra in the chart T0 6= 0 is the following (set ti = Ti/T0)
J = {P ∈ A[t1, . . . , tn] | ∃d ≥ 0 : fd0P ∈ (fhtk − fkth)}. See [Liu02, lem. 8.1.2].
The blow-up has a meaningful universal property: let f : Y → X be a morphism
of locally Noetherian schemes and I a sheaf of ideals in OX such that f−1I.OY is
an invertible sheaf; then f factorizes through the blow-up of X along I [Liu02, cor.
8.1.16].
Y X˜
X
This allows us to show that, under mild hypotheses on X and Y , a projective
birational morphism is indeed a blow-up along a closed subschemes [Liu02, thm.
8.1.24]. In the situation of our interest, this is expressed as follows [Liu02, thm.
9.2.2].
Proposition 2.2 (Factorization theorem). Let S be a Dedekind scheme of dimension
1. Let f : X → Y be a birational morphism of arithmetic surfaces over S. Then f
can be obtained as a finite sequence of blow-ups along closed reduced points.
Blow-ups can also be used to eliminate points of indeterminacy of birational maps
[Liu02, thm. 9.2.7].
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Recall that, if X is a reduced locally Noetherian scheme, a proper birational
morphism f : Z → X such that Z is regular is named a resolution of singularities or
desingularization of X. If f is an isomorphism above every regular point of X, then
it is said to be a desingularization in the strong sense.
A desingularization (in the strong sense) of an integral projective curve over a field
k can be obtained by successively blowing-up its singular points finitely many times
[Liu02, prop. 8.1.26]. It is natural to ask whether this will work in higher dimension,
i.e. whether a finite sequence of blow-ups will be enough to resolve singularities of a
surface. What we need is the following result, see [Liu02, cor. 8.3.51].
Proposition 2.3. Let S be a Dedekind scheme of dimension 1 and p : X → S a
fibered surface with smooth generic fiber. Then X admits a desingularization in the
strong sense.
2.3 Intersection theory on a regular surface
A most relevant tool on arithmetic surfaces is the theory of intersection. When
we deal with a truly arithmetic situation, i.e. X is a fibered surface over a Dedekind
scheme of dimension 1 instead of a surface over a field, this theory must undergo
some slight changes with respect to the classical geometric situation; in particular
one needs to suppose that at least one of the divisors is vertical.
The local picture is as usual: let X be a regular Noetherian connected scheme
of dimension 2, D and E two effective divisor on X with no common irreducible
components, x a closed point of X; then define the intersection multiplicity of D and
E at x to be
ix(D.E) = lengthOX,x OX,x/(OX(−D)x +OX(−E)x).
Proposition 2.4. Fix a closed point s ∈ S. There exists a unique bilinear “symmet-
ric” map is : Div(X)×Divs(X)→ Z such that:
1. if D and E have no common components, then
is(D.E) =
∑
x∈Xs
ix(D,E)[k(x) : k(s)];
2. if D ∼lin D′ then is(D.E) = is(D′.E);
3. if 0 < E ≤ Xs, is(D,E) = degk(s)OX(D)|E.
Here Divs(X) stands for the vertical divisors with support on the fiber over s
and “symmetric” really means that its restriction (·.·)s to Divs(X) × Divs(X) is
symmetric.
Then we define the intersection number of D with a general vertical divisor E (that
might be supported on finitely many vertical fibers) to be (D.E) =
∑
s∈S is(D.E)[s].
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The trouble with fibered surfaces is that one could define intersection of two
general divisors in a way similar to the one above, yet this cannot be made compatible
with the linear equivalence relation; see [Liu02, rmk. 8.1.33], explaining the case of
an arithmetic surface over SpecZ, where every vertical fiber is a principal divisor,
but it should intersect positively any horizontal divisor.
Lemma 2.5. Let p : X → S be an arithmetic surface, s ∈ S a closed point.
1. Let E ∈ Divs(X); then (E.Xs) = 0.
2. Let Γ1, . . . ,Γn be the irreducible components of Xs, of respective multiplicities
d1, . . . , dn. Then
Γ2i = −
1
di
∑
j 6=i
djΓj
.
3. The bilinear form (·.·)s on Divs(X) is negative semi-definite. If, moreover, Xs
is connected, then (D.D) = 0 if and only if D ∈ QXs.
4. Let f : X → Y be a proper birational morphism of fibered surfaces over S,
with X regular and Y normal. Suppose that y ∈ Y is a closed point such that
dimXy = 1. Then the intersection form of X restricted to the divisors with
support in Xy is negative definite.
See [Liu02, prop. 8.1.21, thm. 8.1.23, thm. 8.1.27].
We are now going to study the behaviour of horizontal divisors. Let p ∈ Xη be a
closed point in the generic fiber and D = {p}X be the horizontal prime divisor it
defines. For any vertical divisor V one has
pi∗([V|D]) =
∑
s∈S
is(D,V )[s].
A nice formula is the following (D.Xs) = [K(p) : K(S)]. As a corollary of this, notice
that, if p is a K(S) rational point, then D intersects Xs in a single k(s)-rational
point x at which Xs is smooth, thus there is only one component of Xs passing
through x and it has multiplicity one. See [Liu02, prop. 9.1.30, cor. 9.1.32].
Let X be a locally Noetherian scheme over S and D an effective divisor defined
by the sheaf of ideals I. By examining the exact sequence
I/I2 → ΩX/S ⊗OX OD → ΩD/S → 0,
one gets ωD/X = OX(D)|D. Now let X be an arithmetic surface over S and take a
vertical divisor 0 < E ≤ Xs; then ωE/k(s) = (OX(E) ⊗OX ωX/S)|E . From this the
following adjunction formula follows [Liu02, thm. 9.1.37].
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Proposition 2.6. Let p : X → S be an arithmetic surface, E ∈ Divs(X) a vertical
divisor and KX/S a canonical divisor. Then
pa(E) = 1 +
1
2
(E2 + (E.KX/S)).
It is meaningful to know how divisors and their intersection behave under proper
morphisms. If f : X → Y is a dominant morphism of arithmetic surfaces and Z a
divisor on X, set W = f(Z) and define f∗X to be [K(Z) : K(W )]W if the restriction
of f|Z : Z →W is finite (i.e. W is still of codimension 1 in Y ) and 0 otherwise. Then
one can show the following lemma, see [Liu02, thm. 9.2.12].
Lemma 2.7. Let f : X → Y be a dominant morphism of arithmetic surfaces over
S. Let C be a vertical divisor on Y , D any divisor on Y . Then K(X)/K(Y ) is a
finite field extension and (f∗C.f∗D) = [K(X) : K(Y )](C.D).
Let E be a vertical divisor on X. Then (E.f∗D) = 0 if f(E) is of dimension 0.
More generally, one has a projection formula: (E.f∗(D)) = (f∗E.D).
If we restrict our attention to proper birational morphisms, we are naturally
led to study how divisors modify in a blow-up. So let X → S be an arithmetic
surface and pi : X˜ → X be the blow-up of X along a closed point x; X˜ is still an
arithmetic surface over S and, denoting by E = pi−1(x) the exceptional locus of pi, we
know that E ' P1k(x) and OX˜(E)|E ' OE(−1) is a generator of Pic(E) ' Z. Besides
Pic(X˜) = Pic(X)⊕ ZE. See [Liu02, prop. 9.2.18, thm. 8.1.19].
Let D be a divisor on X and x ∈ X a closed point. Define µx(D) the multiplicity
of D at x as the greatest integer n such that OX(−D)x ⊆ mnx. Set D˜ the strict
transform of D in X˜, i.e. the divisor corresponding to the closure of pi−1(D \ {x}).
By an explicit computation we get this result, see [Liu02, prop. 9.2.23].
Lemma 2.8. Let X → S be a regular fibered surface and pi : X˜ → X the blow-up
along a closed point x ∈ X, with exceptional locus E. Let D be an effective divisor on
X, µx(D) its multiplicity at x and D˜ its strict transform. Then pi
∗(D) = D˜+µx(D)E.
2.4 Contracting curves -I: Castelnuovo’s criterion
In order to study the birational geometry of surfaces one is led to search a
canonical way to associate an element to its class of birational equivalence. In order
to simplify the structure of a surface, it is natural to try to contract some curves on
it; this goes in the opposite direction with respect to blowing up. Indeed one can
search for a surface that cannot be obtained via blow-up from another one.
Let X → S be a normal fibered surfaces, E = {E1, . . . , En} a set of irreducible
vertical divisors on X. A contraction of E is a normal fibered surface Y → S with a
proper birational morphism of S-surfaces f : X → Y such that, for any divisor D
on X, f(D) is reduced to a point on Y if and only if D ∈ E . A general result on
contraction is the following [Liu02, prop. 8.3.30].
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Proposition 2.9. With notations as above, a contraction of E exists if and only if
there exists a Cartier divisor D on X such that deg(D|Xη) > 0 (i.e. D|Xη is ample),
D is generated by its global sections and, for any vertical curve E, OX(D)|E ' OE
if and only if E ∈ E.
The last condition is equivalent to f(E) being reduced to a point, where f is the
map to projective space associated to the global sections of D. Now we are going to
restrict our attention to the case in which both X and its contraction Y are regular.
Definition 2.10. Let X → S be an arithmetic surface; an irreducible vertical divisor
E on X is called an exceptional divisor if there exists a contraction of E, f : X → Y ,
such that Y is regular and f induces an isomorphism X \ E → Y \ f(E). We say
that a surface X is relatively minimal if it does not contain any exceptional divisor.
Equivalently, X is minimal if every birational morphism X → Y of arithmetic
surfaces over S is an isomorphism.
Here is some useful characterizations of exceptional divisors [Liu02, thm. 9.3.8,
prop. 9.3.10].
Theorem 2.11 (Castelnuovo’s criterion). Let X → S be an arithmetic surface, E a
vertical prime divisor on X. Call k′ = H0(E,OE). Then E is an exceptional divisor
if and only if E ' P1k′ and E2 = −[k′ : k(s)].
Proposition 2.12. With notation as in Castelnuovo’s criterion, let KX/S be a
canonical divisor on X. Then E is exceptional if and only if (E.KX/S) < 0 and
E2 < 0; in this case we have (E.KX/S) = E
2 (meaning, by adjunction, that E is
rational). If pa(Xη) ≥ 1, then for E to be exceptional it is enough to check that
(E.KX/S) < 0.
It is natural to expect that any arithmetic surface can be mapped to a relatively
minimal one by successively contracting all the exceptional divisors. The point is
to show that this process can be carried out in finitely many steps. Indeed it can
be proved that only finitely many closed fibers of an arithmetic surface contain
exceptional divisors [Liu02, lem. 9.3.17]; so the number of prime exceptional divisors
is finite and it decreases every time that we perform a contraction. This leads to the
following proposition [Liu02, prop. 9.3.19].
Proposition 2.13. Let p : X → S be an arithmetic surface. There exists a birational
morphism X → Y of arithmetic surfaces over S such that Y is relatively minimal.
2.5 Minimal model, minimal desingularization and
model with normal crossings
Deeply connected to this, we define an arithmetic surface X → S to be minimal
if every birational map f : Y 99K X of arithmetic surfaces over S is a morphism. This
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means that any surface in the birational class of X has a morphism to X. Observe
that minimal implies relatively minimal and that the minimal element (if it exists) is
unique. Existence of the minimal model is indeed equivalent to say that two relatively
minimal models are isomorphic. This works whenever pa(Xη) ≥ 1.
Proposition 2.14. Let p : X → S be an arithmetic surface with pa(Xη) ≥ 1. Then
X admits a unique minimal model over S up to unique isomorphism.
There are a few variations of the concepts exposed so far that will be needed in
the future chapters.
Definition 2.15. Let X be a normal Noetherian scheme. A desingularization
morphism Y → X is called minimal if every other desingularization Y ′ → X admits
a factorization Y ′ → Y → X.
Observe that uniqueness (up to unique isomorphism) of the minimal desingular-
ization follows easily from the universal property.
Proposition 2.16. Let X → S be a normal fibered surface. If X admits a desingu-
larization, then it admits a minimal one. More precisely, if Y → X is a desingular-
ization such that no exceptional divisor of Y gets contracted, then Y is a minimal
desingularization of X.
Definition 2.17. Let X be a regular Noetherian connected scheme of dimension 2.
Let D be an effective divisor on X; we say that D has normal crossings at x if there
exists a system of parameters f1, . . . , fn, integers 1 ≤ m ≤ n and d1, . . . , dm ≥ 1 such
that OX(−D)x is generated by fd11 · . . . · fdmm . We say that the divisors D1, . . . , Dl
meet transversally at x if D1 + . . .+Dl has normal crossings at x.
Normal crossing divisors have a nice characterization [Liu02, prop. 9.1.8].
Lemma 2.18. Let X be a regular surface as above, D and E two distinct prime
divisors on it.
1. D has normal crossings at x if and only if D (considered as a reduced scheme)
is regular at x.
2. D and E meet transversally at x if and only if ix(D,E) = 1 if and only if the
schemes D and E are regular at x and TxX = TxD ⊕ TxE.
Proposition 2.19 (Embedded resolution). Let X → S be an arithmetic surface, D
a vertical divisor on X. There exists a birational morphism f : X ′ → X such that
f∗D is a divisor with normal crossings. In particular, if X has only finitely many
singular fibers (e.g. Xη smooth), then there exists a birational morphism X
′ → X
such that all the fibers of X ′ → S are normal crossing divisors.
See [Liu02, thm. 9.2.26]. An embedded resolution X ′ is called minimal if any
other embedded resolution X ′′ dominates X ′. Next result is [Liu02, prop. 9.3.36].
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Proposition 2.20. Let X → S be an arithmetic surface with finitely many singular
fibers. There exist a regular model X ′ → X with normal crossings, dominating X
and minimal for this property.
A good fact with normal crossings is that their local structure can be described
quite explicitly [Liu02, prop. 9.2.34].
Proposition 2.21. Let X → S be an arithmetic surface with normal crossings. Let
x ∈ Xs and t a uniformising parameter for OS,s. There exist a scheme Z that is of
finite type over S and of relative dimension 2, and a closed point z ∈ Zs such that Zs
is regular at z and OZ,z  OX,x, the kernel being generated by an element F where:
1. F = ud1 − ta with d1 ≥ 1, u is part of a system of parameters for OZ,z and
a ∈ O∗Z,z, if there is one single irreducible component of Xs passing through x;
2. F = ud1vd2 − ta with d1, d2 ≥ 1, {t, u, v} a system of parameters for OZ,z and
a invertible, if x lies on two distinct irreducible components of Xs.
2.6 Contracting curves -II: Artin’s theory
A further step towards the simplification of our surface within its birational class
is done by contracting the so-called -2-curves. This process implies the loss of the
regularity of our surface, but the structure of the fibers is utterly simplified; besides
the type of the singularities we might get is firmly controlled. We have seen as a
consequence of Castelnuovo’s criterion (prop. 2.12) that in a minimal model the
canonical divisor is numerically effective. If we want to make it ample, we will need
to contract all the curves Γ such that (Γ.KX/S) = 0.
Theorem 2.22. Let X → S be an arithmetic surface. Let Γ1, . . . ,Γn be vertical
prime divisors contained in a fiber Xs, such that (Γi.KX/S) = 0 for every i and the
intersection matrix (Γi,Γj) is negative definite. Then pa(Z) ≤ 0 for any divisor
Z > 0 supported on
⋃
Γi. Besides, there exists a contraction morphism f : X → Y
of the Γi’s.
See [Liu02, cor. 9.4.7]. This curves can be characterized as follows [Liu02, prop.
9.4.8]:
Proposition 2.23. Let X → S be an arithmetic surface, Γ a vertical prime divisor
and k′ = H0(Γ,OΓ). Then (Γ.KX/S) = 0 if and only if we are in one of the following
situations:
1. H1(Γ,OΓ) = 0 and Γ2 = −2[k′ : k(s)];
2. Γ is a conic over k′ and degk′ OX(Γ)|Γ = −2;
3. pa(Xη) = 1 and Γ is a connected component of Xs.
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2.6. Contracting curves -II: Artin’s theory
As it was noticed above, Y needs not to be regular; yet it is normal and the
singularities that occur are rational; in particular (at least if we suppose that k(s) is
algebraically closed) one can show that the curves that get contracted constitute a
chain of rational curves of type ADE.
Next we are going to make precise the assertion that the canonical divisor does
not change too much and obtain a useful description of the contraction morphism;
see [Liu02, cor. 9.4.18, prop. 9.4.20].
Lemma 2.24. Let notations be as in thm. 2.22. Then dimk(y) TyY ≤ 3 for any
y ∈ Y and Y is a l.c.i. over S. Besides, f∗(ω⊗qX/S) = ω⊗qY/S and f∗(ω⊗qY/S) = ω⊗qX/S for
any q ∈ Z.
Proposition 2.25. Let X → S be a minimal arithmetic surface with pa(Xη) ≥ 2
and S affine. Let E be the set of vertical divisors Γ such that (Γ.KX/S) = 0. Then:
1. E is finite and there exists a contraction f : X → Y ;
2. ωY/S is ample;
3. there exists m ≥ 1 such that ω⊗mX/S is generated by global sections;
4. let φ : X → PNS be the morphism associated to ω⊗mX/S; then φ : X → φ(X)
coincides with the contraction f : X → Y .
Definition 2.26. Let X be a minimal arithmetic surface with pa(Xη) ≥ 2. The
contraction surface Y of the previous proposition is called the canonical model of X.
This procedures are indeed effective in order to simplify the fibers, as is clear
from the following fact: the number of irreducible components of a closed fiber in
the canonical model are bounded above by 2pa(Xη)− 2. See [Liu02, prop. 9.4.24].
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Semi-stable curves
Definition 3.1. Let k = k¯ be an algebraically closed field, C a curve of finite type
over k. We say that C is semi-stable if it is reduced and its singular points are nodes
(ordinary double points). It is stable if, moreover, it is connected, projective, of
arithmetic genus pa(X) ≥ 2 and every smooth irreducible component Γ of C that is
isomorphic to P1k meets the other components in at least three points.
In general, if we omit the k algebraically closed hypothesis, we say that C is
semi-stable (resp. stable) if Ck¯ is.
A n-pointed curve is the datum of a curve together with an n-tuple of k-rational
non-singular points on it (markings). A stable n-pointed curve is as above, but we
ask that each rational component Γ has at least three distinguished points: they can
either be intersections with other components or markings.
Lemma 3.2. Let C be a semi-stable curve over k. If C is regular, then it is smooth.
Proof. The statement is local, so suppose C = Spec(A), with A a regular domain.
Let ks be the separable closure of k; then Cks is regular because the morphism
Cks → C is of finite type and e´tale [Liu02, cor. 4.3.24]. Thus we can suppose that
k is separably closed. Let B be the integral closure of A in K(C)⊗k k¯. As k¯/k is
purely inseparable, for any b ∈ B there is q = char(k)n such that bq ∈ K(C); as it
is moreover integral on A, bq lies in A. So, if p ∈ Spec(A), √pB is a prime in B
(recall that pB ∩A = p). This shows that Spec(B)→ Spec(A) is bijective (because
there can not be two nested primes lying over p as B/A is integral and
√
pB is the
minimal one); besides, as k¯/k is purely inseparable, Ck¯ → C is a homeomorphism
[Liu02, prop. 3.2.7] and we conclude that C ′¯
k
→ Ck¯ is bijective. Yet the singularities
of Ck¯ are supposed to be ordinary double points, so the normalization should have
two point over each of them. We infer that Ck¯ is regular.
Lemma 3.3. Let C be a semi-stable curve, pi : C ′ → C the normalization morphism,
x ∈ C a singular point and y ∈ pi−1(x). Then k(x) and k(y) are separable over k.
Proof. We may suppose that k = ks and we are reduced to show that x and y are
k-rational. We may take C = Spec(A) with A an integral domain and x the only
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singular point of C. Set B the integral closure of A and D the integral closure of
A⊗k k¯. Observe that A⊗k k¯ ( B⊗k k¯ ⊆ D, that Ck¯ is homeomorphic to C and that
it has just one singular point x¯ (because of the preceding lemma), which lies over x.
Now dimk¯D/(A⊗k k¯) = 1 because x¯ is a node, so dimk B/A = 1 and B ⊗k k¯ = D,
thus there are exactly two points of Spec(B) lying over x, say y1 and y2. Finally
we have 1 = dimk B/A = dimk
B/mx
k(x) ≥ dimk B/mxBk(x) = dimk k(y1)⊕k(y2)k(x) , implying that
k(x) = k(yi) = k, i = 1, 2.
Definition 3.4. Let C be a semi-stable curve, pi′C → C the normalization and x ∈ C
a singular point. We say that x is split if all the points in pi−1(x) are k-rational.
This implies that x is k-rational as well.
The preceding lemma ensures that each singular point becomes split after a
separable base extension. Observe that if x is split, then Ck¯ → C and C ′¯k → C ′ are
bijections above x and pi−1(x) respectively, so pi−1(x) = {x1, x2} and x is seen to be
an ordinary double point as well. Thus we know that ÔC,x ' k[[t1, t2]]/(t1t2) and, if
Ux is an affine neighborhood such that x is its only singular point, OC(Ux) = {f ∈
OC′(pi−1(Ux)) | f(x1) = f(x2)} (see lem. 1.4). This formal description can be taken
as a definition of a nodal curve over a separably closed field.
Proposition 3.5. Let C be a semi-stable curve and x ∈ C a split singular point such
that at least two components pass through it. Then they are exactly two, say C1 and
C2, they are smooth at x and they meet transversally at x (i.e. TxC = TxC1⊕TxC2).
Proof. Let O′C,x be the integral closure of OC,x and p1, . . . , pn be the minimal primes
of the latter; thenOC,x ( ⊕ni=1OC,x/pi ⊆ O′C,x, yet we know that dimkO′C,x/OC,x = 1
so we conclude that n = 2 and that OC,x/pi = OC′,xi , i = 1, 2. Thus Ci is regular
at x; being x k-rational, Ci is even smooth. As for the assert about the tangent
space, we may as well look at the formal completion: ÔC,x/pi = ÔC′,xi is integral,
thus pi, i = 1, 2, generate the minimal primes (ti), i = 1, 2, in ÔC,x ' k[[t1, t2]] and
p1 + p2 = mx, so TxC = TxC1 + TxC2. It is a direct sum because dimk TxC ≥ 2.
Proposition 3.6. Let C be a semi-stable curve, pi : C ′ → C the normalization
morphism.
(i) C is a l.c.i. (local complete intersection).
(ii) Let ωC/k denote the dualising sheaf [Liu02, section 6.4]. We have an exact
sequence
0→ pi∗ωC′/k → ωC/k → F → 0,
F being a skyscraper sheaf supported on the singular points of C and such that
Fx = k(x) for each such point.
(iii) Let D be the divisor
∑
y∈pi−1(Csing)[y] on C
′. Then pi∗ωC/k = ωC′/k(D).
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Proof. (i) As above, one can study the tangent space of C at x by looking at
the formal completion; thus it is easy to see that dimk(x)Ω
1
C,x ⊗OC,x k(x) =
dimk(x)TxC ≥ 2 if x is split or if k = k¯. But Ka¨hler differentials behave
well under change of base, that is Ω1Ck¯,x¯
= Ω1C,x ⊗OC,x OCk¯,x¯, so the estimate
above is valid for any point of C without any hypothesis on k. Now this
allows us to prove that C can be realized locally as a curve on a smooth
surface. The point is the following: take an affine piece of C; embed it in a
big enough smooth variety Y with ideal sheaf IC ; there is an exact sequence
IC,x/I2C,x → Ω1Y,x ⊗OY,x OC,x → Ω1C,x → 0 and we apply ⊗OC,xk(x) to it. If
Y is a surface we are done. If not, dimk(x) Ω
1
Y,x ⊗OY,x k(x) ≥ 3. Then we can
find an f ∈ Ix such that df ∈ Ω1Y,x ⊗OY,x OC,x can be completed to a basis of
this module. By restricting Y , if necessary, we can suppose that f is a global
function and consider Y1 = V (f). Now it can be shown that this is smooth at
x as well. Proceeding this way we get the claimed result. For the details see
[Liu02, lem. 6.2.4].
(ii) pi is an isomorphism outside the singular locus of pi and the statement is of local
nature, so we can suppose that C = Spec(A) has only one singular point at x
and C ′ = Spec(B). Duality theory [Liu02, prop. 6.4.25, lem. 6.4.26] provides
the following isomorphism ωC′/k = pi
∗ωC/k ⊗ ωpi and, considering that in this
case the normalization is a finite morphism, ωpi = pi
!OC = HomOC (pi∗OC′ ,OC),
so ωB/k = (ωA/k ⊗A B) ⊗B HomA(B,A). Observe that valuation in 1 gives
an isomorphism of HomA(B,A) with I = {a ∈ A | aB ⊆ A}. Let mx be the
maximal ideal associated to the singular point of C; then I ⊆ mx (it cannot
be contained in any other maximal ideal m′, because Bm′ ' Am′ would imply
1 ∈ I and B = A, contradiction). Take a finite separable extension k′/k such
that pi−1(x) = {x1, x2} ⊆ C ′(k′). Then for any f ∈ mxB f(x1) = f(x2) = 0,
that is mxB ⊆ A⊗k k′ (the point in Ck′ lying over x is a split double ordinary
point plus 1.4.(ii)). This implies that mxB/A = 0, i.e. I = mx. The preceding
computations make it clear that ωB/k/ωA/k = ωA/k ⊗A A/I = k(x).
(iii) It is enough to prove that I = mx = OC′(−D), that is B/mx = ⊕y∈pi−1(x)k(y)
or the fiber C ′x is (geometrically) reduced. So we can suppose k = k¯. Now x is
an ordinary double point, so dimk B/A = 1 and dimk B/mx = 2.
We shall summarize here a few equivalent descriptions of nodal curves on alge-
braically closed fields (as it should be clear from the definition of stable curves and
as it often happens in the theory of moduli spaces, this is the only case that really
matters, i.e. that of geometric fibers of families). So let k denote an algebraically
closed field and let C be a reduced curve (purely 1-dimensional scheme of finite type)
over k. C is smooth if and only if the relative Ka¨hler differentials are a locally free
sheaf of rank 1. Observe that the singular locus is 0-dimensional and has a natural
scheme structure given by the sheaf of ideals Fitt1(ΩC/k) (for the definition and
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properties of the Fitting ideals of a sheaf, see prop. 4.22). Suppose now that C has
one and only one singular point p.
Proposition 3.7. Let notations be as in the previous paragraph. The following are
equivalent:
1. C is nodal at p;
2. let pi : C ′ → C be the normalization morphism, then pi−1(p) is the union of two
closed points of C ′ with the reduced scheme structure;
3. the complete local ring ÔC,p is k-isomorphic to k[[u, v]]/(uv);
4. the tangent cone of C at p is isomorphic to Spec(k[u, v]/(uv));
5. dimk(ΩC/k ⊗OC k(p)) = 2 and Csing is reduced at p.
Proof. The equivalence of (i) and (ii) is clear. The implication (i)⇒(iii) was proven
in lem. 1.4. The implication (iii)⇒(iv) descends from the fact that the tangent cone
of C at p is defined as the affine spectrum of grmp OC,p =
⊕
i≥0 m
i
p/m
i+1
p , therefore
it is invariant under completion of the local ring. The implication (iv)⇒(ii) is due
to the fact that completion is faithfully flat, so computations on the normalization
(obtained via blow-up) can be performed equivalently on the local complete ring (see
the discussion preceding cor. 3.22). We shall now address the equivalence between
the first four conditions and the last one.
The dimension of ΩC/k ⊗OC k(p) is the embedding dimension of C at p (see the
proposition above), hence ÔC,p is a quotient of k[[u, v]]. Since C is a l.c.i., therefore
Cohen-Macaulay, and it has dimension 1, we may deduce that the ideal defining it is
principal, ÔC,p = k[[u, v]]/(f). Since p is a singular point, we have f ∈ (u, v)2. Let
us consider the module of continuous differentials ΩˆC/k in p, that is the completion
of the module of Ka¨hler differentials (see the discussion before prop. 3.20). We have
a free presentation
ÔC,p → ÔC,pdu⊕ ÔC,pdv → ΩˆC/k → 0
where the first map is given by (fudu, fvdv). This implies that the Fitting ideal
Fitt1(ΩˆC/k) is generated by fu and fv. By the hypothesis that Csing is reduced in
p, and by the fact that formation of the Fitting ideals commute with base change,
we see that (f, fu, fv) = (u, v), therefore fu and fv generate the ideal (u, v) and the
quadratic part of f is non-degenerate. By Weierstrass preparation theorem, this
implies that ÔC,p ' k[[u, v]]/(uv).
Theorem 3.8. Let C be a stable curve over k. Then the dualising sheaf ωC/k is
ample.
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Proof. Recall that formation of ωC/k commutes with base-change k → k¯; checking the
ampleness of an invertible sheaf can equally be done after this base-change; ampleness
for a line bundle over a reducible curve can be verified on each irreducible component:
there it is just a matter of degree, that must be positive (see lemma 1.3). Thus
we may suppose that k = k¯ and confine our attention to Ci, that is an irreducible
component of C; let pii : C
′
i → Ci be the normalization morphism. By the previous
proposition we know that pi∗i (ωC/k|Ci) = ωCi/k(Di), where Di =
∑
y∈pi−1(Csing∩Ci)[y].
So deg(ωC/k|Ci) = 2pa(C
′
i)− 2 + #(pi−1(Csing) ∩ C ′i). Consider the following cases:
• the normalization is C ′i ' P1k: then Ci can either be rational, in which case it
needs to meet the other components in at least three points; or it can have a
node, in which case it has genus 1 and must meet at least another component
(thus deg(Di) ≥ 3); or it can have more than one node, so that deg(Di) ≥ 4;
• the normalization has genus 1: Ci can either be smooth and intersect the other
components in at least one point, or have singularities;
• the normalization has genus 2 or more.
We see that in each such case the degree of ωC/k|Ci is positive, so we conclude that
ωC/k is ample.
Remark 3.9. If we consider a stable n-pointed curve C, we might substitute the
dualising sheaf with ωC/k(D), where D is the sum of the markings considered as a
divisor on C. The proof that this sheaf is ample is analogous to the preceding one.
This substitution works in the following proposition too.
Proposition 3.10. Let C be a stable curve of genus g ≥ 2 over an algebraically
closed field k. Then H1(C,ω⊗nC/k) = 0 if n ≥ 2 and ω⊗nC/k is very ample if n ≥ 3.
Proof. By Serre’s duality, H1(C,ω⊗nC/k) ' H0(C,ω⊗1−nC/k )∨, but ω⊗1−nC/k has negative
degree when restricted to any irreducible component of C, thus it has no non-trivial
sections.
Let L be an invertible sheaf over C. In order to see that it is very ample,
i.e. it separates points and tangent vectors, it is a standard argument with the
exact sequence in cohomology that it is enough to check H1(C,mxmyL) = 0 for all
closed points x, y ∈ C (including the case x = y). By duality, this reduces to check
Hom(mxmy, ωC/k ⊗ L⊗−1) = 0.
If x is a regular point of C, then mx is an invertible sheaf. Thus if both x and y
are regular, we are further reduced to compute H0(C,ωC/k ⊗ L⊗−1(x+ y)). In our
case, where L = ω⊗nC/k with n ≥ 3, we observe that ω⊗1−nC/k (x+ y) has negative degree
when restricted to any component Ci, except when n = 3 and Ci is rational meeting
the other components in three points or n = 3 and Ci has genus one and meets the
other components in one point (in these situations ω⊗−2C/k has degree -2). But not
every component of C can be of these types, otherwise the genus would be less than
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2. So there are extra zeroes at the points where Ci meets the rest of the curve and
this forces a global section to be trivial.
If x is a double point, one can check that Hom(mx,L) = H0(C˜x, pi∗L), C˜x being
the blow-up of C at x. Let {x1, x2} be the preimages of x in C˜x. Suppose that y
is regular; then we need to check that H0(C˜x, pi
∗L(x1 + x2)) and H0(C˜x, pi∗L(y))
are trivial. In our case, this follows for degree reasons, a part from the situation
that Ci is a rational component with a node in x; but then there need to be other
components, that provide an extra zero on Ci (the reasoning is the same as above).
If y is singular instead, we have to check that H0(C˜x,y, pi
∗L) = 0, where C˜x,y is
the blow-up of both x and y; this again is done by computing the degree. This proof
is given in [DM69, thm. 1.2].
3.1 Automorphisms and graphs
Definition 3.11. Let C be a semi-stable connected projective curve over k with
split ordinary points. The dual graph of C is defined as follows: it has one vertex for
each irreducible component of the normalization C ′ and each such vertex is labelled
with the genus of the corresponding component of C ′; there is an edge for each
singular point x of C, joining the components of C ′ which contain the points lying
over x (this is possibly a loop).
In the case of a pointed curve one needs to add a half-edge leaving from the
vertex v for every marking on the corresponding component of C ′.
Remark 3.12. • Let C be as above and G its dual graph, β(G) = e− v + 1 the
Betti number of G. Then pa(C) = β(G) +
∑n
i=1 pa(C
′
i). This follows from the
genus formula 1.1, the fact that all singular points are supposed to be split and
the observation that β(G) = #(Csing)− n+ 1, where n is the number of the
irreducible components of C.
• The stability condition can now be translated into a purely combinatorial
information about the dual graph: C is stable if and only if for every vertex v
of G one has 2gv − 2 + lv, where gv is the genus label and lv is the number of
half-edges leaving from v.
We want to establish a relationship between stability and finiteness of the auto-
morphism group of a curve. In the case of a pointed curve (C,D = p1 + . . .+ pk),
the correct notion to be considered is Aut(C,D), the group of automorphisms of C
leaving D pointwise fixed.
Theorem 3.13. Let C be a semi-stable connected projective curve over an alge-
braically closed field k = k¯, D the divisor of its markings. Then (C,D) is stable if
and only if its automorphism group Aut(C,D) with fixed markings is finite.
Proof. To each such automorphism of C, we may associate an automorphism of
the dual graph G. Notice that the automorphisms that act trivially on the graph
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must preserve the singular points of C pointwise. Now consider the following exact
sequence:
0→
∏
i=1
Aut(C ′i, Ei)→ Aut(C,D)→ Aut(G)→ 0,
where Aut(C ′i, Ei) is the group of automorphism of the normalization of a single
irreducible component of C, such that they leave fixed both the markings pi∗Di
and the preimages of the singular points of Ci (there is a small subtlety here: an
automorphism could still interchange the two points lying over a node; yet this
information might be encoded in the graph and, however, it is not relevant for
the matter of finiteness of the automorphism group); Aut(G) is the group of graph
automorphism and is thus finite. It is now enough to study necessary and sufficient
conditions for the groups Aut(C ′i, Ei) to be finite.
Let X be a smooth, projective, connected algebraic curve. The following facts
are known to be true:
1. if X is rational, then Aut(X) = PGL2(k); if an automorphism leaves three or
more points fixed, then it is the identity;
2. if X is elliptic, then its automorphism group is an extension of the translations
(tp(x) = x + p for x, p ∈ X) by a finite group (of order 2, 4, 6, 12 or 24, the
latter two occurring only when char(k) = 3, 2 respectively) [Har77, cor. IV.4.7];
if we consider automorphisms leaving one point fixed, then only the finite part
is left;
3. if the genus g(X) ≥ 2, than its automorphism group is finite; if char(k) is 0 or
prime to the order of Aut(X), then one can use Riemann-Hurwitz formula to
obtain Hurwitz’ estimate # Aut(X) ≤ 84(g(X)− 1).
A few more words about the finiteness of the automorphism group of stable
curves/smooth curves of genus g ≥ 2. We first give a definition and some results in a
more general setting. Let S be a Noetherian base scheme, X → S and Y → S two
S-schemes. We may define the functor HomS(X,Y ) : (Sch/S)
op → (Set) mapping
(T → S) to Hom(X×ST, Y ×ST ); its S-points are precisely HomS(X,Y ). The theory
of Hilbert schemes gives the following result: if X → S and Y → S are projective and
X is flat, then this functor is represented by a scheme HomS(X,Y ) that is locally
of finite type over S (in fact it is an open subscheme of HilbX×SY/S ; see [ACG11]
p.47). If both X and Y are flat, then one can find a scheme representing IsoS(X,Y ).
In our case S = Spec(k) and X = Y = C is a stable curve, thus projective.
We want to show that Autk(C,D) is an algebraic group, thus of finite type: for
this we may use the tri-canonical embedding of C; an automorphism of C leaving
D fixed preserves ωC/k(D), thus it acts on V = H
0(C,ωC/k(D)). So we have a
morphism Autk(C,D) → GL(V ); it is an embedding because an element acting
trivially on V also acts trivially on C.
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A possible approach to the problem is the following (see [Ros55, thm. 2], p.4):
suppose that C is smooth connected of genus at least 2 and let J be its Jacobian
variety. Consider the immersion j : C → J given by p 7→ p − p0 for some fixed
p0. Let G be the connected component of the identity in Autk(C). Consider
the composite map Φ: G × C → C → J of the action of G on C and the Abel-
Jacobi map. We may write Φ(σ, p) = ψ1(σ) + ψ2(p); we may further suppose that
ψ1(e) = 0, thus ψ1 is a homomorphism
1. Setting σ = e and then p = p0 one sees
that Φ(σ, p) = Φ(e, p) + Φ(σ, p0); if G does not fix p0, then it acts transitively for
dimension reasons, thus we get j(C) + j(C) ⊆ j(C). The group generated by j(C) is
the whole J , thus j(C) = J , but this is absurd, since dim J = g ≥ 2. Thus [σ.p]− [p]
is a principal divisor and, as g > 0, σ acts as the identity.
An alternative way to conclude is the following: let C be a stable curve; the tangent
space to the scheme Autk(C) at the identity can be thought of as Autk(C)(k[]/(
2)),
that is the set of automorphism of the trivial deformation C ×Spec(k) Spec(k[]/(2))
that restrict to the identity on the closed fiber. It is a standard fact in deformation
theory that this corresponds to Hom(ΩC/k,OC); see [TV13, prop. 4.10]. The intuitive
idea from differential geometry is that an infinitesimal automorphism is obtained
by integrating a vector field. If we ask for the tangent space to Autk(C,D), i.e.
automorphisms that leave some special points fixed, then the corresponding vector
fields will need to vanish on those points, thus we have Hom(ΩC/k,OC(−D)) (see
the appendix, cor. A.11). These are trivial by degree reasons (see the computations
above). So the tangent space to Autk(C,D) is trivial and the latter group is discrete;
being also of finite type, it is finite.
Remark 3.14. Let C be a smooth connected curve over k, not necessarily algebraically
closed. Then the map Autk(C)→ Autk¯(Ck¯) is injective. Thus it is sufficient to study
the case of an algebraically closed field.
As a re´sume´ of what has been proved so far, we state the following characterization
of stable curves.
Theorem 3.15. Let C be a semi-stable pointed connected projective curve over an
algebraically closed field k = k¯, D the divisor of its markings. The following are
equivalent:
1This may be seen in the following way: write σ.p− p0 = σ.p− σ.p0 + σ.p0 − p0; we claim that
σ.p − σ.p0 does not depend on σ. We may define an action of G on J by setting σ.([p] − [p0]) =
[σ.p]− [σ.p0]; this is well defined with respect to the linear equivalence relation. Now the point is
that morphisms from an affine algebraic group G to an Abelian variety A are constant. To show
this one needs to know that an affine algebraic groups is made up of Ga and Gm pieces: indeed, the
unipotent radical Ru(G) has a filtration with one-dimensional elementary unipotent groups, that are
Ga [Spr09, thm. 3.4.9]; what is left when one mods out Ru is a reductive group, whose structure is
well known: it is generated by a maximal torus and some Ga → Uα → 0 corresponding to the root
decomposition of the Lie algebra with respect to the action of the chosen Cartan subalgebra [Spr09,
prop. 8.1.1]. Now recall that rational maps from P1 to an Abelian variety A are constant [Mil08,
prop 3.9]. The philosophy is that affine algebraic groups are unirational, while Abelian varieties do
not contain projective lines.
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1. (C,D) is stable;
2. the dual graph of (C,D) has the property that 2gv − 2 + lv > 0 for each vertex
v;
3. ωC/k(D) is ample;
4. Aut(C,D) is finite.
Moreover, the following weaker conditions (corresponding to semi-stability in the
GIT sense, see [ACG11, p. 100]) are equivalent:
(i) (C,D) is either smooth irreducible of genus 1 with no markings, or every smooth
rational component of C has at least two distinguished points;
(ii) the dual graph of (C,D) satisfies 2gv − 2 + lv ≥ 0 for each vertex v;
(iii) the restriction of ωC/k(D) to every irreducible component has nonnegative
degree.
3.2 Families of semi-stable curves
Definition 3.16. Let S be a scheme, p : X → S a flat morphism of finite presentation.
We say that X is a semi-stable curve over S if, for any s ∈ S, Xs is a semi-stable
curve over k(s). We say that X is stable of genus g if p is proper and its fibers are
stable curves of genus g.
An n-pointed semi-stable curve over S is the datum of a semi-stable curve
p : X → S together with n sections σ1, . . . , σn of p such that their images do not meet
the singular locus of p. An n-pointed stable curve over S is a pointed semi-stable
curve such that (Xs, σ1(s), . . . , σn(s)) is a pointed stable curve over k(s) for any
s ∈ S.
Remark 3.17. Let p : X → S be a semi-stable (resp. stable) curve.
1. Let S′ → S be a morphism. Then X ×S S′ → S′ is a semi-stable (resp. stable)
curve.
2. If S is locally Noetherian, than X → S is a l.c.i. (it is enough to check on the
fibers, see [Liu02, cor. 6.3.24]).
3. If S is a Dedekind scheme and Xη is normal, then X is normal (because the
special fibers of X are reduced; use [Liu02, lem. 4.1.18]).
The following result can be proved via deformation theory (or rather directly, see
[Liu02, lem. 10.3.20, cor. 10.3.22(b)]); we postpone a discussion of the proof to the
appendix, prop. A.24.
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Proposition 3.18. Let p : X → S be a semi-stable curve over a Dedekind scheme
of dimension 1, s ∈ S and x ∈ Xs a singular point. Let us suppose that x is split (in
general, this can be obtained after base-change; see lemma 3.3). Then there exists
c ∈ msOS,s such that
ÔX,x ' ÔS,s[[u, v]]/(uv − c).
Remark that, if Xη is smooth, then c 6= 0: indeed, we may suppose that OS,s is
complete, thus excellent; so OX,x is excellent as well [Liu02, thm. 8.2.39(c)]. Now
Xη smooth implies X normal. By [Liu02, prop. 8.2.41(a)], we see that ÔX,x needs
to be normal as well, thus c cannot be 0.
Recall that, if R is a discrete valuation ring with uniformising parameter t and
quotient field K, we can define a valuation ν on K in the following way: if a ∈ R, write
a = tnu where u ∈ R∗ and say ν(a) = n; if x ∈ K∗ write x = ab with a, b ∈ R \ {0}
and set ν(x) = ν(a)− ν(b). This is called the normalised valuation of R.
As it was noticed in the proposition above, if we do not suppose that x is a split
singular point, we can reduce to this case after a suitable base-change along S′ → S.
It can be shown that the normalized valuation e = ν(c) does not depend on the
base-change, nor on the choice of the point s′ (resp. x′) lying over s (resp. x) [Liu02,
cor. 10.3.22(c)]. This e is named the thickness of the point x. It will appear in a
resolution of singularities for a semi-stable curve that we are going to study soon.
We now want to discuss (and make precise) the statement that being nodal and
being stable are open conditions.
Proposition 3.19. Let f : C → S be a flat and proper morphism, whose geometric
fibers are reduced and purely 1-dimensional. There exists an open subscheme T ⊆ S
such that for any geometric point s : Spec(Ω) → S, the fiber over s has at worst
nodal singularities if and only if s factorises through T .
Proof. The Fitting ideal Fitt1(ΩC/S) defines a closed subscheme Csing of C, whose
geometric points coincide with the singular points of the geometric fibers of f (due
to the fact that formation of the Fitting ideals commute with base change). Observe
that, given a curve on an algebraically closed field as in the situation of prop. 3.7,
the singular locus is 0-dimensional, hence, in the last condition of the aforementioned
proposition, Csing being reduced is equivalent to the fact that ΩCsing/k = 0. So we
may define the closed subscheme V of C which is the union of the closed subscheme
defined by the sheaf of ideals Fitt2(ΩC/S) and the support of the sheaf ΩCsing/S . Set
T the open subscheme, that is the complementary of f(V ) in S.
We shall hint at another partial proof, using important tools. We recall some basic
facts about Ka¨hler differentials: let A→ B be a homomorphism of Noetherian rings;
there exists a B-module ΩB/A with a universal A-derivation φ : B → ΩB/A such that,
for any module M over B and any A-derivation D : B →M , there exists a B-linear
map f : ΩB/A →M such that D = f ◦ φ. When B = A[x1, . . . , xn]/(f1, . . . , fm), we
know that ΩB/A ' Bdx1 ⊕ . . .⊕Bdxn/(df1, . . . , dfm) and the universal derivation is
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φ([g]) = [∂g/∂x1]+. . .+[∂g/∂xn]. Besides, differentials behave well under localization.
See for example [Mat89, §25].
Ka¨hler differentials are often too big for one’s purpose; if we suppose that A
and B are local complete Noetherian rings, then it proves useful to introduce the
module of continuous differentials ΩˆB/A: this has the universal property of factorizing
A-derivations B →M whenever M is a separated module with respect to the mB-
adic topology (i.e. ∩k∈NmkBM is empty; e.g. finitely generated modules, thanks to
Krull’s intersection theorem and the fact that B is local). It may be shown that, if
B = A[[y1, . . . , yi]]/(g1, . . . , gj), then ΩˆB/A ' Bdx1 ⊕ . . .⊕Bdxi/(dg1, . . . , dgj) and
the universal derivation is analogous to the above one. See [TV13, cor. B.8].
This discussion makes the following clear: if S is a locally Noetherian scheme
and X is an S-scheme locally of finite presentation, then for any s ∈ S and x ∈ Xs
we can set A = OS,s and B = OX,x; besides denote by f the map of schemes induced
by A→ Aˆ; then f∗(ΩB/A) = ΩˆBˆ/Aˆ.
Proposition 3.20. Let p : X → S be a fibered surface and suppose that the generic
fiber Xη is smooth. Suppose that x ∈ Xs is a split node in Xs. Then there is an open
neighborhood U of x in X such that p|U\{x} : U \ {x} → S is smooth.
Proof. We may restrict to an open subset in a way that x is the only singular point
in its fiber. Now let U be the open subset on which the restriction of p is smooth,
or, equivalently, where ΩX/S is locally free of rank 1 [Liu02, prop. 6.2.2]. Let V
be an irreducible component of the complement of U . If V does not meet the fiber
of x, then we may restrict to p−1(p(V )); otherwise we want to show that V = {x}.
Set B = OX,x and A = OS,s; by prop. 3.18 we know that Bˆ = Aˆ[[u, v]]/(uv − c)
for some 0 6= c ∈ mA, so we may compute ΩˆBˆ/Aˆ ' Bˆdu⊕ Bˆdv/(vdu− udv). If q is
a prime ideal of Bˆ not containing (u, v), then either u or v is invertible in Bˆq, so
we see that ΩˆBˆ/Aˆ is free of rank 1 in q. Now the radical of (u, v) is mBˆ, that is the
point associated to x. By the preceding discussion we may study the composition
f : Spec(Bˆ) → Spec(B) → X and observe that f∗ΩX/S = ΩˆBˆ/Aˆ is free of rank 1
outside x. This is enough to say that the pullback of ΩX/S to Spec(B) is free of
rank 1 outside x, thus the dimension of V at x is 0, i.e. V = {x}. This proof takes
inspiration from [TV13, thm. 7.4].
Next we address the issue of stability.
Proposition 3.21. Let p : X → S be a family of semi-stable curves with smooth
generic fiber Xη of genus g ≥ 2. Then the set {s ∈ S|Xs is stable} is open in S.
Proof. The smooth generic fiber hypothesis ensures that all the fibers are geomet-
rically connected (see lem. 4.11; in fact it would be enough that the generic fiber
be geometrically connected). The genus of the closed fibers is the same as that
of the generic one [Liu02, cor. 8.3.6.a]. Stability is now equivalent to ampleness
of the canonical bundle ΩX/S (see thm. 3.15). Recall that a sheaf l is ample if
and only if for any coherent sheaf F there exists n0 ∈ N such that for any n ≥ n0
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Hq(X,F ⊗ L⊗n) = 0 for any q ≥ 1. Now use upper semi-continuity of cohomology
(see [Liu02, thm. 5.3.20]) to check that if an n0 is good for the fiber over s0, then it
will work in a neighborhood as well.
Remark that also the weaker condition corresponding to GIT semi-stability (see
thm. 3.15) is open. This can be proved by hand; see [ACG11, pp. 118-121]. This
fact indeed follows from the general theory of geometric invariants.
We now want to use the local (formal) description of a family of nodal curves in
order to study the desingularization process via blow-ups.
Let us suppose that we have X an integral flat curve over the spectrum of a discrete
valuation ring (R,m, k) and x ∈ X is the only singular point. Desingularization
is a local operation, thus we can substitute X with Spec(OX,x). We want to
compare resolutions of singularities of Y with those of Z = Spec(ÔX,x). By flatness
of f : Z → Y , if pi : Y1 → Y is the blow-up of Y at the closed point y, then
ρ1 : Z1 = Z ×Y Y1 → Z is the blow-up of Z at its closed point and f1 : Z1 → Y1
induces a bijection on the preimage of the closed points. Besides, if z1 ∈ ρ−11 (z), then
ÔY1,f1(z1) = ÔZ1,z1 . So, if we build up a sequence of blow-ups Yn → . . .→ Y1 → Y
and the corresponding ones on Z, then Yn is regular if and only if Zn is (regularity
can be checked after completion).
In the case of our interest, that of semi-stable curves, we can thus study a
desingularization of a (split) node using prop. 3.18 and reducing to the following
situation: let R be a discrete valuation ring with uniformising parameter t and X the
affine spectrum of A = R[x, y]/(xy − c) for some c ∈ R. Observe that X → Spec(R)
is smooth everywhere if c ∈ R∗, otherwise it is smooth outside the point x = y = 0
of the special fiber. In particular, X is always normal and it is regular also when
ν(c) = 1 ([Liu02, cor. 4.2.12]). In the case e ≥ 2, X may be desingularised via a
finite sequence of blow-ups by prop. 2.3.
Consider X1 → X the blow-up of the singular point p = (x, y, t). Let us write
c = teu, where e = ν(c) and u ∈ R∗. We know (by the local description of blow-ups)
that local charts for X1 are
A1 =
A[X,Y ]
(tX − x, tY − y,XY − te−2u) , A1 ' R[X,Y ]/(XY − t
e−2u);
A2 =
A[X,T ]
(yX − x, yT − t,X − ye−2T eu) , A2 ' R[y, T ]/(yT − t);
A3 =
A[Y, T ]
(xY − y, xT − t, Y − xe−2T eu) A3 ' R[x, T ]/(xT − t). (3.1)
We see that X1 is regular on the A2 and A3 charts, while on the A1 chart it is
regular if either e = 3 (in which case the preimage of p in X1 is simply a projective
line) or e = 4 (the preimage of p being two lines that meet in a point q that is
regular for X1). In any other cases we have two lines meeting at q; the singularity in
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q is analogous to that of X in p, but thickness reduces by 2. We deduce that the
desingularization process stops after a sequence of [ e2 ] blow-ups and the fiber over
p is a chain of e − 1 projective lines having multiplicity 1 in the special fiber and
meeting transversally at k-rational points.
q
Corollary 3.22. Let S be an affine local Dedekind scheme, p : X → S a semi-
stable projective curve with smooth generic fiber Xη and pi : X
′ → X the minimal
desingularization of X. Let x ∈ Xs be a split node of thickness e. Then pi−1(x) is a
chain of projective lines meeting transversally at rational points, having multiplicity
1 in X ′s and self-intersection -2 in X ′.
Proof. By the preceding discussion, we have a desingularization pi : X ′ → X such
that the fiber over x is a chain of P1k(s) with multiplicity 1 and meeting transversally
at rational points. By lemma 2.5 we can compute the self-intersection of these curves.
As no exceptional divisor gets contracted, pi : X ′ → X coincides with the minimal
desingularization (prop. 2.16).
Notice that X ′ → S is again semi-stable.
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Stable reduction
When considering families of smooth curves, it is readily seen that they happen
to degenerate into singular ones. So one cannot expect the moduli space of smooth
curves (of fixed genus and however this moduli space might be defined) to be proper.
On the other hand, allowing all kinds of singularities would lead to a highly non-
separated space: this is easily seen, as one can modify a single fiber of a family of
curves by blowing-up one of its closed points; due to the local nature of blow-up,
the rest of the family goes through this operation unchanged. We are thus left with
the question of which singularities need to be considered in order to get a suitable
compactification of the moduli space of smooth curves. By applying a version of
the valuative criterion for properness we translate the problem into the following
one: suppose we are given a family of smooth curves over the spectrum of a discrete
valuation ring (or over the pointed disc, in the context of complex geometry), then
how can we extend this family to the closed (central) fiber? It turns out that it is
enough to consider nodal curves; besides, using the tools that we have developed
in the theory of surfaces, it is possible to further reduce the combinatorics of the
special fiber in order to get a stable curve. This deep theorem was first proved (in
any characteristic) by Deligne and Mumford [DM69], relying on a corresponding
reduction theorem for the Jacobian variety due to Grothendieck. Later on different
proves were given; an overview in [Abb00].
The plan for the proof is the following: first, show that the stable reduction
theorem is in fact equivalent to the apparently weaker semistable reduction; then see
that the minimal model is a good candidate to be semistable and that this happens
when the unipotent part of the Picard group vanishes; finally translate this into some
subtle combinatorial problem (the last part of the proof appeared in a paper by M.
Artin and Winters [AW71] and is explained in Liu’s book in some detail). All of this
is obtained after a thorough simplification of the base scheme. We now set the basic
definitions that we are going to need throughout this chapter.
Definition 4.1. Let S be a Dedekind scheme of dimension 1, let C be a smooth
projective curve over K(S). A normal fibered surface C over S with an identification
Cη ' C is named a model of C over S. The fiber Cs over s ∈ S is called reduction
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of C at s. One says that C has good (resp. semistable, stable) reduction at s if
there exists a model of C over SpecOS,s such that its special fiber is smooth (resp.
semistable, stable).
As it was mentioned above, the goal of this section is to prove the following
Theorem 4.2 (Deligne-Mumford). Let S be a Dedekind scheme of dimension 1.
Let C be a smooth, projective, geometrically connected curve of genus g ≥ 2 over
K(S). Then there exists a Dedekind scheme S′ that is finite flat over S and such
that CK(S′) admits a unique stable model over S
′. Furthermore, K(S′) can be chosen
to be separable over K(S).
There is a very natural way to proceed: namely, we have a projective curve defined
by some equations (F1, . . . , Fm) in PnK(S); take an affine open U = SpecA ⊆ S and lift
the polynomials Fi(X) ∈ K(S)[X], i = 1, . . . ,m to some polynomials fi(X) ∈ A[X].
Now Z = Proj(A[x0, . . . , xn]/(f1, . . . , fm)) needs not to be a relative curve over
SpecA, but if we take the Zariski closure of C in Z and endow it with the reduced
structure, we obtain a fibered surface Y over U extending C → SpecK(S).
In fact p : Y → U is clearly projective and dominant, thus surjective. As U is a
Dedekind scheme and Y is integral, we have p flat [Liu02, prop. 4.3.9]. It can be
shown that every fiber of p is equidimensional of dimension 1 [Liu02, prop. 4.4.16]: we
can suppose that U is affine local and, by taking an affine open V = SpecB ⊆ Y , that
Yu is irreducible. Let d = dimYu = dimB/muB; then, by Noether normalization,
we can find an injective homomorphism A[T1, . . . , Td] → B such that it becomes
finite after taking ⊗AA/mu. This defines a morphism of U -schemes V → AdU , such
that for every point of AdU lying over u, it has finite fiber. Thus K(X) is finite
over K(S)(T1, . . . , Td) and d = 1. Finally, the fiber dimension formula [Liu02, thm.
4.3.12] implies that Y is a scheme of dimension 2.
Lemma 4.3. Let p : Y → S be a fibered surface over a Dedekind scheme of dimension
1 and suppose that the generic fiber Xη is smooth. Then there is an open subset
∅ 6= U ⊆ S such that the restriction of p is smooth on p−1(U).
Proof. As S is Noetherian and p is of finite type, the smooth locus Xsm of p in X is
open [Liu02, cor. 6.2.12] and non-empty by hypothesis. As p is furthermore proper,
we can take U to be S \ p(X \Xsm).
As a consequence of this lemma and the preceding discussion, we get the following
Corollary 4.4. Let S be a Dedekind scheme of dimension 1. Let C be a smooth,
projective, geometrically connected curve of genus g ≥ 2 over K(S). Then C admits
good reduction at all but finitely many points of S.
Notice that, apart from the fact that we could extend C to only an open in S,
what prevents us to get a stable model of C are singularities and rational components
that do not have enough marked points. To move a step forward towards our scope,
it will be natural to apply a desingularization procedure (see prop. 2.3) and the
contractions that lead to the minimal/canonical model (prop. 2.13 and prop. 2.14).
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Corollary 4.5. Let S be an affine Dedekind scheme of dimension 1 and let C be a
smooth projective curve of genus g over K(S). Then C admits a relatively minimal
regular model over S. If g ≥ 1, then C has a unique minimal model Cmin over S.
4.1 Connection with semistable reduction
We now show that the existence of a stable model is equivalent to the (apparently
weaker) existence of semistable reduction.
Proposition 4.6. Let S be an affine Dedekind scheme of dimension 1. Let C be a
smooth, projective curve over K(S) of genus g ≥ 1 and suppose that C has semistable
reduction over S.
1. The minimal regular model Cmin of C over S is semistable over S.
2. If g ≥ 2 and C is geometrically connected, the canonical model Ccan of C over
S is the unique stable model of C over S.
We shall split the proof in a sequence of partial results. First notice that we
may suppose that S is affine local. We want to reduce to the case that the residue
field k(s) is separably closed: this is useful because then all singular points of Cs will
be split and its irreducible component will be geometrically integral ([Liu02, prop.
3.2.7(c)] and prop. 3.5). This is done as follows.
Lemma 4.7. Let R be a discrete valuation ring with quotient field K and residue
field k. Fix k ⊆ k′ any algebraic field extension. Then one can find a discrete
valuation ring S¯ dominating R, with residue field exactly k′, quotient field L separable
over K and ramification index eS¯/R = 1 (meaning that mRS¯ = mS).
Proof. Let Ks be a separable closure of K and Ξ the set of discrete valuation rings
S dominating R, with ramification index 1, and fixed immersions of the quotient
field S(0) in K
s and of the residue field kS = S/mS in k
′. Ξ is ordered by inclusion
and inductive, thus by Zorn’s lemma we can take a maximal element S¯ in it. We
need to show that the residue field kS¯ of S¯ is exactly k
′. Suppose it is not; take
c ∈ k′ \ kS¯ and let p(t) ∈ S¯[t] such that its image in kS¯ [t] is the minimal polynomial
of c; p(t) is irreducible in S¯[t] and in its field of fractions by Gauss’ lemma. We may
suppose that p(t) is separable: if char S¯(0) = char kS¯ = p, then recall that inseparable
polynomials are those in which only p-th powers of t do appear; then it is enough
to add an αt term to p(t), with α ∈ mS \ {0}. Consider now A = S¯[t]/(p(t)): it is
finite over S¯, normal (consider the map to Spec(S¯), the special fiber is a field and
the generic one is reduced, so conclude by [Liu02, lem. 4.1.18]) and local (because
A⊗S¯ kS¯ is a field). So A ∈ Ξ, that contradicts the maximality assumption on S¯.
As it was remarked before lem. 3.17, CL admits semistable reduction as well.
Now we need the following
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Lemma 4.8. Let R be a discrete valuation ring with residue field k and quotient field
K. Let S be a discrete valuation ring dominating R, with eS/R = 1, quotient field
L (resp. residue field kS) separable algebraic over K (resp. k). Let C be a smooth
projective curve over K. Then formation of the minimal and canonical models of C
(as soon as they exist) commutes with the base change to S.
Lemma 4.9. Let S be a Dedekind scheme of dimension 1, C a smooth projective
curve of genus g ≥ 1 over K(S) and C a model of C over S. Let S′ be a Dedekind
scheme of dimension 1 with a surjective morphism S′ → S. If C ×S S′ → S′ is
semistable (stable), then C → S is as well.
Proof of lemma 4.8. First we reduce to the case where L is finite over K. In order
to do that, consider a model Y of CL over Spec(S). It is a projective scheme defined
by S[T1, . . . , Tn]/(F1, . . . , Fm). We can take A to be the finite R-subalgebra of S
obtained adding to R the coefficients of the polynomials Fi. Then K
′, the quotient
field of A, is finite over K and B = S ∩K ′ does the job.
So we can suppose that the map SpecS → SpecR is e´tale surjective. Let X be
an arithmetic surface over R. We want to show that X is minimal if and only if XS
is.
X ′ = XS is an arithmetic surface over S (because R→ S is e´tale and [Liu02, cor.
4.3.24]). Suppose that X is not minimal. Then we can contract an exceptional divisor
E and get a map of R-schemes X → Z, such that Z is regular. By base change we
obtain a contraction of ES (that is a divisor on XS because SpecS → SpecR is e´tale
surjective) and ZS is regular, thus X
′ is not minimal.
As for the converse, suppose that E′ is an exceptional divisor in X ′; let pi
denote the map X ′ → X; we claim that E = pi(E′) is an exceptional divisor of X.
Recall that ωXS/S = pi
∗ωX/R [Liu02, thm. 6.4.9(b)]. The restriction of pi to E′ is a
finite surjective morphism of integral projective curves, thus degωX/R|E = [K(E′) :
K(E)]−1 degωXS/S < 0. This is equivalent to E being an exceptional divisor because
of the hypothesis pa(C) ≥ 1 (see prop. 2.12).
As regards the canonical model, it is easy to conclude using what we have showed
about the minimal model, the fact that Cmin → Ccan is the minimal desingularization
of the former, prop. 2.25 and H0(CS,min, ω⊗nCS,min/S) = H0(Cmin, ω
⊗n
Cmin/R
) ⊗R S by
flatness of R→ S.
A proof of the second lemma is easily obtained by using that S′ → S is surjective
(and by noticing that, if C ×K(S) K(S′) admits a stable model, then C needs to have
genus at least 2).
We want to reduce to the case that C is regular. To do so, consider the minimal
desingularization C′ → C (prop. 2.16). As it was remarked after cor. 3.22, C′ is
semistable too.
So we may suppose that C is regular; by definition of the minimal model, we have
a morphism pi : C → Cmin. This is a birational morphism and can be factorized into a
sequence of blow-ups along closed points (prop. 2.2). Let x ∈ Cmin be a closed point
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such that dimpi−1(x) = 1. By successively applying Castelnuovo’s characterization
of exceptional divisors (thm. 2.11), lemmas 2.8, 2.7 and 2.5, we can show that each
prime divisor in pi−1(x) is isomorphic to P1k(s) (recall that k(s) is separably closed)
and that they form a chain meeting the other components of Cs in one point. We are
now in a position to apply the following
Lemma 4.10. Let S be a Dedekind scheme of dimension 1, C a smooth projective
curve over K(S), C a semistable model of C over S. Let s ∈ S be a closed point such
that k(s) is separably closed. Let ∆ = {∆1, . . . ,∆n} a set of irreducible components
of Cs such that (i) ∆i ' P1k(s) (ii) ∆i ∩∆j is one point if |i− j| = 1, empty otherwise
(iii) ∪∆ meets the other irreducible components in one or two points, belonging to
∆1 ∪∆n. Suppose that there exists a morphism of S-schemes C → D contracting the
∆i. Then D is semistable as well.
Proof. We may suppose that S is affine local. Observe that all singular points in
Cs are k(s)-rational (lem. 3.3). Consider the semi-normalization ρ : Es → Ds (see
the discussion before prop. 1.4); this is a finite birational morphism, replacing the
image of ∆ in D with either a regular point (if ∆ meets the other components in one
point) or an ordinary double point (if they meet in two points). We need ρ to be
an isomorphism: according to prop. 1.8, it is enough to show that pa(Es) = pa(Ds).
By comparing the dual graphs, one sees that Es and Cs have the same number of
components and Betti number, hence the same genus by rmk. 3.12. The conclusion
holds because pa(Cs) = pa(C) = pa(Ds) by [Liu02, prop. 5.3.28].
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This concludes the proof of the first assert in prop. 4.6. We are now going to
address the second one.
Lemma 4.11. Let X → S be a fibered surface over a Dedekind scheme of dimension
1. If the generic fiber Xη is geometrically connected, then any special fiber Xs is.
Proof. First we want to say that Xs is connected. We may suppose that S = SpecR
is affine local. Let A = H0(X,OX); it is an integral over R since X is projective.
So SpecA → SpecR is surjective; if we show that it is bijective, then it will be
enough to prove that X → SpecA has connected fibers: this follows from Zariski’s
connectedness principle [Liu02, thm. 5.3.15]. Bijectivity can be shown as follows:
as Xη is geometrically connected, we know that L = OX(Xη) is purely inseparable
over K(S). Being L the fraction field of A, one can show that if p is a prime of A
restricting to mR, then p =
√
mRA, thus SpecA→ SpecR is injective.
Take a finite simple extension k′ = k[x]/(p(x)). If we lift p(x) to a monic
polynomial p˜(t) in R[t], then R′ = R[t]/(p˜(t)) is a normal local finite R-algebra, thus
a discrete valuation ring with residue field k′. XR′ is a fibered surface over R′ with
geometrically connected generic fiber: by the previous discussion its special fiber is
connected. As any finite extension is the compositum of simple ones, we conclude
that Xs is geometrically connected.
By the preceding lemma, we know that Ccan,s is geometrically connected.
Consider pi : Cmin → Ccan. We know that the prime divisors contracted by pi are
rational curves with self-intersection -2; by lem. 2.5 we deduce that they form a
chain of P1k(s) of multiplicity 1 in Cmin,s and intersecting the other components in two
points, each of them lying on one of the outer lines of the chain. By lem. 4.10 we
deduce that Ccan is semistable.
In order to show that Ccan,s is stable over k(s) we only need to exclude the
presence of rational components intersecting the other components in less than three
points. We know that pi : Cmin → Ccan is the minimal desingularization of Ccan.
But cor. 3.22 includes a clear description of this situation, implying that the strict
transform of such a curve would be a rational curve meeting the other components in
two points, thus a -2-curve. This is absurd, since in this case it would get contracted
by pi.
Lastly, let C be a stable model of C. Then its minimal desingularization is
isomorphic to Cmin and the desingularization map contracts exactly the rational
-2-curves. Thus C ' Ccan. This ends up the proof of prop. 4.6.
4.2 A sufficient condition
We have seen how to reduce the problem of existence of a stable model to
semistable reduction. Now we are now going to study the minimal model: in order
to show that it is semistable, we essentially have to prove that the special fiber is
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nodal. As we have observed in the first chapter, this is equivalent to the vanishing of
the unipotent component in the Picard group.
Lemma 4.12. Let S be the spectrum of a discrete valuation ring with algebraically
closed residue field. Let f : X → Y be a birational morphism of arithmetic surfaces
over S. Then Xs and Ys have the same Abelian, toric and unipotent rank.
Some cohomological remarks: the Leray spectral sequence associated to the
functor f∗ produces an exact sequence reading as follows [BLR90, thm. 9.7.1]
0→ H1(X,OX)→ H1(Y,OY )→ H0(Y,R1f∗OX)→ . . .
The last displayed term is 0, since R1f∗OX is a sky-scraper sheaf and the fibers
of f over its support are basically rational curves (can split f into a sequence of
blow-ups).
Being p : X → S (resp. Y → S) a flat relative curve over a Dedekind scheme, one
can show that the canonical morphism R1p∗OX ⊗OS k(s) = H1(X,OX)⊗OS k(s)→
H1(Xs,OXs) is an isomorphism [Liu02, ex. 5.3.13]. We deduce that both Xs and Ys
have the same cohomology.
We may suppose that f is the blow-up of Y at a closed reduced point y (see
prop. 2.2). Recall from prop. 1.8 that the Abelian rank of a curve X is a =
∑
g(X ′i),
where X ′i are the components of the normalization of X; in our situation, Ys has the
same normalization as Xs plus a rational component, that has genus 0.
The toric rank is given by t = µ − n + 1 with n the number of irreducible
components of X and µ =
∑
x∈X(k)(mx − 1), mx being the number of points lying
over x in the normalization of Xred. In our case, denote by x1, . . . , xk the points
in the strict transform of Ys lying over y; comparing the normalizations of Ys and
Xs, we notice that the points in the latter lying over x1, . . . , xk are in bijective
correspondence with those of the former lying over y, plus the copy of each xi lying
in the “extra” rational component. Thus my =
∑k
i=1(mxi − 1). Xs having one more
component with respect to Ys, their toric rank is the same.
The unipotent rank is the same, due to the preceding cohomological considerations
and the fact that a+ t+ u = h1(Xs,OXs) = h1(Ys,OYs).
Lemma 4.13. Let S and X be as in the previous lemma. Suppose that Xs is
connected and has unipotent rank 0. Then X0 = (Xs)red is semistable. If pa(Xη) ≥ 2,
then the minimal regular model of X is semistable.
Proof. Let ρ : Y0 → X0 be the semi-normalization. Then the unipotent rank being 0
implies that h1(Y0) = h
1(X0) (see the proof of prop. 1.8), thus ρ is an isomorphism
and X0 has only ordinary multiple points. As X is regular of dimension 2, we deduce
that dimk(x) TxX0 ≤ dimk(x) TxX ≤ 2 for any x ∈ Xs, thus the singular points are
nodes.
We are going to show that, if Xs is not reduced, then X contains an exceptional
divisor. This implies that the special fiber of the minimal model is reduced and, by
the previous discussion, it is semistable.
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The unipotent rank being zero implies h1(Xs) = h
1(X0) (see the discussion after
lem. 1.9). Let X0 ≤ Z ≤ Z ′ ≤ Xs be a chain of vertical divisors such that Z ′−Z = Γ
is a prime divisor; from the exact sequence
0→ OX(−Z)|Γ → OZ′ → OZ → 0
we see that h1(OZ′) ≥ h1(OZ). We conclude that all the intermediate divisors have
the same h1.
Suppose that Xs is not a multiple of X0; let d be the g.c.d. of the multiplicities of
the irreducible components of Xs and set X1 =
1
dXs. Notice that H
0(X0,OX0) = k(s).
Now take any divisor X0 ≤ Z ≤ X1 such that H0(Z,OZ) is reduced. Observe that
X1 −Z is not a rational multiple of X1, thus, by the third part of lem. 2.5, we know
that (X1−Z)2 < 0. There therefore exists a prime divisor Γ such that (X1−Z.Γ) < 0;
set Z ′ = Z + Γ. We see that Z ′ ≤ X1 and (Γ,−Z) < 0, so h0(Γ,O(−Z)|Γ) = 0,
H0(Z ′,OZ′) injects into H0(Z,OZ) and is therefore reduced. We can build a chain
of intermediate divisors with such properties, X0 < Z
′ < . . . < Z(n) = X1.
Let Z = Z(n−1) and ∆ = X1 − Z. By the previous discussion and applying
Riemann-Roch theorem to Γ we get
0 = χ(X1)− χ(Z) = χ(O(−Z)|∆) = deg(O(−Z)|∆) + 1− pa(∆)
So ∆ ' P1k(s) and, as (∆.Z + ∆) = 0, ∆2 = −(∆.Z) = −1. We have found the
exceptional divisor we were looking for.
Let us now study the case in which Xs is an integral multiple of X0. Take a
prime divisor Γ in Xs and observe that (Γ.X0) = 0 but O(−X0)|Γ is not trivial, thus
its h0 is still zero; setting Z = X0 + Γ, we still have H
0(Z,OZ) reduced, so we can
go on as above, except in the case that Xs = nΓ, but from the computations above
we see that in this case Γ would have genus 1, that is excluded from our hypotheses
(and the fact that pa(Xs) = pa(Xη), descending from the Euler characteristic and h
0
of the fiber being invariant along S, see [Liu02, prop. 5.3.28]).
Remark 4.14. The proof of the two preceding lemmas would have been simpler if
we had assumed that the g.c.d. of the multiplicities of the components was 1. This
is not such an extraordinary circumstance for the following reason: suppose that
X → S is an arithmetic surface with smooth generic fiber C = Xη. Then there exists
a finite separable extension K(S′) of K(S) such that CK(S′) has a rational point,
due to the following
Lemma 4.15. Let X be a geometrically reduced algebraic variety over a field k, ks
the separable closure of k. Then X(ks) 6= ∅.
See [Liu02, prop. 3.2.20]. By the valuative criterion of properness, this point can
be extended to a section σ of X → S. Being X regular, one can use intersection
theory to show that the point σ(s) is a regular point on an irreducible component of
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multiplicity one in Xs (see the discussion following lem. 2.5). With such hypothesis
one can show
Proposition 4.16. Let X → S be an arithmetic surface over the spectrum of a discrete
valuation ring with perfect residue field k(s) and suppose that the g.c.d. of the multi-
plicities of the irreducible components of Xs is 1. Then p : X → S is cohomologically
flat, i.e. for any base change f : S′ → S the natural map f∗(Rip∗OX) = p′∗(f∗XOX)
is an isomorphism.
See [Liu02, cor. 9.1.24]. The proof is in the spirit of lem. 4.13. We quote here a
somewhat related result due to M. Artin [Art69b, thm. 7.3]:
Theorem 4.17. Let p : X → S be a proper flat map of finite presentation which is
cohomologically flat in dimension 0. Then the relative Picard group functor PicX/S
is represented by an algebraic space locally of finite presentation over S.
4.3 Reduction of the base scheme
We are going to make some simplifications on the base scheme in order to prove
thm. 4.2.
Remark that giving a morphism of Dedekind schemes S′ → S is the same as
giving the finite separable extension K(S′)/K(S), as S′ is simply the normalization
of S in K(S′): it can be shown, indeed, that this normalization is then finite over S;
see [Liu02, prop. 4.1.25]. Thus S′ is a Dedekind scheme as well.
Lemma 4.18. It is enough to show Deligne-Mumford theorem in the case that S is
the spectrum of a complete discrete valuation ring with algebraically closed residue
field.
Proof. Suppose the theorem holds for every such S; we would like to extend the class
of schemes for which the theorem is valid step by step. If R is a discrete valuation
ring with field of fraction K and L is a finite separable extension of K, we will denote
by RL the integral closure of R inside L.
• Affine schemes corresponding to discrete valuation rings with algebraically closed
residue field. Let R be such a ring. Let Rˆ be its completion, Kˆ = K ⊗R Rˆ
the quotient field of the latter. By hypothesis there exists a finite separable
extension L of Kˆ such that C has stable reduction over SpecRL. Remark
that RL is a discrete valuation ring (it is local because Rˆ is complete, thus
Henselian; we use the equivalent characterization that every finite algebra over
a Henselian local ring is isomorphic to a finite product of finite local rings - see
[Sta14, Tag 04GG] -, plus RL is a domain as it is a subring of a field). But one
can show that
1. there exists a finite separable extension F/K such that L = F ⊗K Kˆ and
RˆL = RF ⊗R Rˆ;
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2. as RF → RL is faithfully flat, one can see that the corresponding map of
affine schemes is e´tale surjective; in this case CL admitting a stable model
implies that CF has one as well [Liu02, cor. 10.3.36(c)].
• Affine schemes corresponding to discrete valuation rings. With the same
reasoning as above, we can suppose that R is complete. Denote by k its residue
field and by K its quotient field. By lem. 4.7 we can find a discrete valuation
ring P such that it dominates R, its residue field is k¯ and its quotient field
L is separable over K. As above, P is the integral closure of R in L. By the
preceding case, there exists a finite separable extension L′/L such that CL′ has
stable reduction over RL′ . The stable model of CL′ is defined over a finitely
generated R-subalgebra of RL′ .
• General case. As noticed above, C has good reduction at all but finite points
s1, . . . , sn of S (cor. 4.4). Let Ri = OS,si ; by the previous step there exists
a finite separable extension Li such that C ha stable reduction over (Ri)Li .
Fix a separable closure Ks of K(S) and take L to be the compositum of the
Li’s inside K
s; let S′ be the normalization of S in L. Let s′ be a point of S′
lying over s ∈ S. Then either C has good reduction at s, or S′ ×S Spec(Ri)
dominates Spec(Ri)Li and we conclude by the following lemmas.
1. Let S′ → S be an e´tale morphism of Dedekind schemes and C a smooth
projective curve over K(S). Then C has good reduction at s ∈ S if and
only if CK(S′) has good reduction at any s
′ ∈ S′ lying over s [Liu02, prop.
10.1.21(c)].
2. Let S′ be a Dedekind scheme that dominates S and C a smooth projective
curve over K(S) of genus g ≥ 1. If C has (semi-)stable reduction Cs at
s ∈ S, then CK(S′) has (semi-)stable reduction at s′ ∈ S′ lying over s and
it is isomorphic to Cs ⊗k(s) k(s′) [Liu02, cor. 10.3.36].
4.4 Artin-Winters’ proof
We come to the proof of the theorem given by Artin and Winters [AW71]. The
point is to associate with a regular model X of C over S a group that is strictly
related with the Picard groups both of C and of the special fiber. Estimates on
the torsion part of such group, together with important properties of the Jacobian
variety, let us conclude that the unipotent rank of Xs is zero (after base-change). We
conclude using lem. 4.13 and prop. 4.6.
Let us suppose that S is the spectrum of a discrete valuation ring with algebraically
closed residue field k, X an arithmetic surface over S with Xs connected, Γ1, . . . ,Γn
its irreducible components (of respective multiplicities d1, . . . , dn in Xs; furthermore,
let d be the g.c.d. of the di’s). Let D be the free abelian group generated by the
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Γi’s and let {Γ∗i }i=1,...,n be a dual basis. Consider the homomorphism α : D → D∨
sending Z to
∑n
i=1(Z.Γi)Γ
∗
i . By lem. 2.5, we know that the kernel is generated by
1
dXs. Let G be the cokernel of α, so that we have
0→ 1
d
XsZ→ D α−→ D∨ → G→ 0. (4.1)
We can further decompose G as follows: consider the map β : D∨ → Z defined
by
∑n
i=1 aiΓ
∗
i 7→
∑n
i=1 aidi; notice that
∑n
i=1(Z.Γi)di = (Z.Xs) = 0, thus β factors
through G. Set Φ(X) = Kerβ/Im(α). We thus have
0→ Φ(X)→ G→ dZ→ 0.
From exact sequence 4.1 we see that G has rank one, thus from the last sequence we
see that Φ(X) is torsion, so it is a finite group. It is named the component group.
Lemma 4.19. Let S be the spectrum of a discrete valuation ring with algebraically
closed residue field and C a smooth connected projective curve over K(S). Then
Φ(X) is the same (modulo isomorphism) for any regular model X of C over S.
Proof. Let us fix a regular model X, let Γ1, . . . ,Γn be the irreducible components
of Xs and M = (Γi.Γj) be the intersection matrix, so that it is also representing
the map α : D → D∨. Recall from the theory of Principal Ideal Domains that M
is equivalent (via Gauss’ moves) to a diagonal matrix diag(a1, . . . , ak, 0, . . . , 0) with
a1|a2| . . . |ak. We know (lem. 2.5) that there will be only one 0, i.e. k = n − 1. It
is clear from the discussion above that Φ(X), being the torsion part of G, will be
isomorphic to
⊕n−1
i=1 Z/aiZ.
Let pi : X˜ → X be the blow-up of X at a closed point x ∈ Xs. Indicate with E
the exceptional divisor pi−1(x) and with Γ˜i the strict transform of Γi. Then we know
that pi∗(Γi) = Γ˜i + µx(Γi)E (lem. 2.8); now (E.Γ˜j) = µx(Γj) and
(Γ˜i.Γ˜j) + µx(Γi)(E.Γ˜j) = (Γi.Γj)
(lem. 2.7). Thus M˜ is equivalent (via Gauss’ moves) to(
1 0
0 M
)
This makes evident that Φ(X) ' Φ(X˜) and concludes the proof (using the factoriza-
tion theorem, prop. 2.2).
In what follows we need to compare the Picard group of X with those of Xs
and Xη. We are going to include a slightly more general discussion about coherent
sheaves on schemes that are proper over complete local rings.
Let (R,m) be a local complete Noetherian ring, X a proper scheme over R.
Denote by Rn = R/m
n+1 and Xn = X ×Spec(R) Spec(Rn) for every n ≥ 1. Consider
(CohX) the category of coherent sheaves over X. We can build a category of formal
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sheaves (FCohX): its objects are couples {Fn, αn}n≥1, where Fn is a coherent
sheaf of OXn-modules and αn : Fn+1 → Fn is a map of OXn+1-modules such that
Fn+1⊗OXn+1 OXn → Fn is an isomorphism; arrows in (FCohX) between {Fn, αn}n≥1
and {Gn, βn}n≥1 are {φn}n≥1, φn : Fn → Gn making the squares with αn and βn
commute.
We have a natural restriction functor Ψ: (CohX) → (FCohX). A fundamental
fact is the following
Theorem 4.20 (Grothendieck’s existence). Ψ is an equivalence of categories.
See for example [Ill05, thm. 4.2].
With this powerful result we are going to show the following
Corollary 4.21. Let R, X be as above. Then Pic(X)→ lim←−Pic(Xn) is an isomor-
phism.
Another useful tool is the following
Proposition 4.22. Let F be an object of (CohX). Define the closed subschemes of
X
W r(F) = {p ∈ X|dimk(p)Fp ⊗OX,p k(p) ≥ r + 1}.
There exist canonical sheaves of ideals Fittr(F) such that they define W r(F) and they
commute with base change, i.e., for every morphism f : Y → X of proper R-schemes,
Fittr(f∗F) = Im(f∗ Fittr(F)→ OY ). They are called Fitting ideals.
Lemma 4.23. Let F be a coherent sheaf on X. F is locally free of rank r if and
only if Fittr−1(F) = 0 and Fittr(F) = OX .
See [Sta14, Tag 07ZD].
We are now in a position to prove the corollary.
Surjectivity : take {Ln}n≥1 ∈ lim←−Pic(Xn), each Ln is a line bundle on Xn and
they are such that Ln+1|Xn ' Ln; by Grothendieck’s existence we can find a coherent
sheaf L on X such that L|Xn ' Ln; by naturality of the Fitting ideals, the above
characterization of locally free sheaves and the fully faithful part in Grothendieck’s
theorem we deduce that L is a line bundle as well.
Injectivity : let L ∈ Pic(X) such that Ln = L|Xn ' OXn and let σn be a basis
for Ln (i.e. σn : OXn → Ln is an isomorphism). We would like to find such σn
in a way that H0(Xj , Lj) → H0(Xi, Li) maps σj to σi for any j ≥ i: in this
case, indeed, {σn}n≥1 define a section σ ∈ H0(X,L) that never vanishes, because
p(V (σ)) is a closed subset not containing the closed point of S. The point is that
αj,i : H
0(Xj , Lj)→ H0(Xi, Li) is not always surjective; but set Mj,i = Im(αj,i). As
Rn is an Artin ring and H
0(Xn, Ln) is finitely generated, it is a module of finite
length; so Mj,i = Mi is constant for big enough j and Mi+k Mi for any k ≥ 0. So
the system satisfies the Mittag-Leﬄer condition and lim←−Mn is not empty. To find a
never vanishing section it is enough to pick a non-vanishing one σn ∈ H0(Xn, Ln)
and let σ0 = σn|X0 ∈M0, then lift this one in each Mi.
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Remark that injectivity does not require the completeness hypothesis on R. This
is what we really needed.
Definition 4.24. Let G be an abelian group and l a positive integer. Consider the
multiplication by l map l· : G→ G. Its kernel is the l-torsion part of G, which we
shall denote by G[l]. If it is surjective, then G is said to be l-divisible. If it is an
isomorphism, then G is said uniquely l-divisible.
Lemma 4.25. Let S be the spectrum of a discrete valuation ring R with algebraically
closed residue field k, let Y be a projective scheme over S.
1. For any n ≥ 0 and l positive integer prime to char(k), the kernel of Pic(Yn+1)→
Pic(Yn) is uniquely l-divisible. Moreover Pic(Yn+1)[l]→ Pic(Yn)[l] is bijective.
2. Pic(Y )[l]→ Pic(Y0)[l] is injective.
Proof. 1. Let In+1 be the sheaf of ideals defining Xn as a closed subscheme of
Xn+1, Nn+1 the sheaf of nilpotents in OXn+1 ; In+1Nn+1 = 0 holds, thus we
have an isomorphism of sheaves In+1 → 1 + In+1 that let us identify the kernel
of Pic(Yn+1)→ Pic(Yn) with Ker[H1(Yn+1,OYn+1)→ H1(Yn,OYn)]. This is a
finite vector space over k and, l being prime to char(k), it is uniquely divisible.
The second assertion follows easily: if 0 → G′ → G → G′′ → 0 is an exact
sequence of abelian groups and G′ is uniquely l-divisible, then G[l]→ G′′[l] is
bijective.
2. We proved above that Pic(Y )→ lim←−Pic(Yn) is injective; moreover, we see from
the previous point of this lemma that lim←−Pic(Yn)[l] = Pic(Y0)[l].
Lemma 4.26. Let Y be a regular, Noetherian, connected scheme and U an open
subset in X (e.g. Yη when Y → S is as above). Then Pic(Y )→ Pic(U) is surjective.
This can easily be seen in terms of Weil divisors: if Z is a Weil divisor on U , take
Z ′ = ZX ; then Z ′|U = Z.
Proposition 4.27. Let S be the spectrum of a discrete valuation ring with alge-
braically closed residue field, X → S an arithmetic surface with Xs connected and let
d be the g.c.d. of the multiplicities of the irreducible components in Xs. Let l be a
positive integer that is prime both to char(k) and to d. We have an exact sequence
0→ Pic(X)[l]→ Pic(Xη)[l]→ Φ(X)[l].
Proof. Recall the map α : D → C∨ defined at the beginning of this section; besides
we have λ : D → Pic(X) by thinking of D as the divisors with support in Xs and
φ : Pic(X) → D∨ by mapping a divisor Z to ∑ni=1(Z.Γi)Γ∗i . The kernel of the
surjective morphism Pic(X)→ Pic(Xη) can be identified with the image of λ.
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Ker(φ) Ker(ψ) 0
0 Ker(λ) D Pic(X) Pic(Xη) 0
0 Z[1dXs] D D∨ G 0
λ
φ ψ
α
There is an induced morphism ψ : Pic(Xη)→ G, inducing an exact sequence
0→ Kerψ[l]→ Pic(Xη)[l]→ G[l] = Φ(X)[l],
last equality holding because G is an extension of Φ(X) by Z.
The surjective morphism Pic(X) → Pic(Xη) induces a surjective morphism
Kerφ → Kerψ: take L ∈ Kerψ and M lifting L to X; then φ(M) = α(Z) for
some Z ∈ D, i.e. M − λ(Z) lies in Kerφ and restricts to L on Xη. The kernel K of
Kerφ→ Kerψ is d-torsion: let x ∈ K, then x|Xη = 0, thus x = λ(z); α(z) = φ(x) = 0
thus z ∈ Kerα, but dKerα ⊆ Kerλ, so dx = 0. As d and l are coprime, we deduce
that Kerψ[l] = Kerφ[l] = Pic(X)[l], last equality holding because D∨ is a free abelian
group.
We are now going to consider a series of more combinatorial and group-theoretic
facts. Let S be the spectrum of a discrete valuation ring with algebraically closed
residue field k, p : X → S an arithmetic surface with Xη connected. Then we can
associate to Xs a graph in a way similar (but different!) to that discussed in definition
3.11. Here we forget the loops associated to nodes, i.e. we take one point for each
irreducible component Γi of Xs (endowed with the reduced structure), two vertices
Γi and Γj being joined by as many edges as their intersection (Γi.Γj); call this (again)
the dual graph G of Xs. Define β(G) the Betti number of G to be 1− ν + , where
ν = #{vertices} and  = #{edges}.
To Xs we can also associate a type
T = (n;M = (mi,j)i,j=1,...,n; d1, . . . , dn; k1, . . . , kn),
where n = #{irreducible components}, mi,j = (Γi.Γj), di the multiplicity of Γi in
Xs and ki = (Γi.KX/S). These numbers satisfy the following properties (which we
can take to be axioms for a type, abstract from the context of curves):
1. X is connected (that is equivalent to its dual graph being connected) and
di > 0 for every i;
2. mi,j = mj,i ≥ 0 and (Xs.Γi) = 0;
3. pa(Γi) =
1
2(mi,i + ki) + 1 ≥ 0 for all i;
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4. M = (mi,j) is negative semi-definite, and the only divisors Z supported on Xs
and such that Z2 = 0 are the rational multiple of Xs =
∑
diΓi.
Remark that the first three conditions imply the fourth. We can define the genus
of a type T : g(T ) = 1 + 12
∑
diki (coinciding with pa(Xs) by adjunction, prop. 2.6).
To a type T we can associate the group G = Coker(Zn M−→ Zn) and the component
group Φ(X) = Ker(G → Z), this map being defined on Zn by (d1, . . . , dn). This
coincides with what we have been doing before.
Remark 4.28. Let G be a connected graph. Then β(G) ≥ 0 and equality holds if and
only if G is a tree. This can be proved by induction on the number of vertices, by
taking out one of them. See [Liu02, lem. 10.1.47].
Lemma 4.29. Let C ≤ Xs be a divisor and GC its dual graph.
1. If C is reduced with irreducible components Γi1 , . . . ,Γir , then β(GC) = pa(C)−∑r
j=1 pa(Γij ).
2. If C is connected and t, u are its toric and unipotent rank respectively, then
β(GC) ≤ t+ u.
Proof. 1. Consider the exact sequence of sheaves
0→ OX/OX(−C)→ ⊕ri=1OX/OX(−Γi)→ F → 0.
Then F is supported on the intersection points of two components of C and
dimk(s)F(X) =
∑
i<j(Γi.Γj) - the algebraic counterpart is the following: let A
be a Noetherian local regular ring of dimension 2 and f1, . . . , fr pairwise coprime
irreducible elements. Then there is an injection A/(f1 . . . fr)→ ⊕A/(fi) and
its cokernel has length
∑
i<j length(A/(fifj)). Taking the Euler characteristic
one gets pa(C) = 1 − r +
∑
pa(Γi) +
∑
i<j(Γi.Γj). Now recall that β(GC) =
1− ν +  = 1− r +∑i<j(Γi.Γj).
2. Observe that C and Cred have the same graph; then
t+ u = h1(C,OC)−
∑
pa(Γi) ≥ h1(Cred,OCred)−
∑
pa(Γi) = β(GCred).
A type T is said to be minimal if it does not contain vertices with mi,i = −1 and
ki = −1.
A path with N vertices in G is said to be of the form dAN if every vertex has
multiplicity d, ki = 0 for i = 2, . . . , N − 1 and the path meets the rest of the graph in
its extremal vertices (and only there; it is easily seen then that the internal vertices
have self-intersection -2). We say that two graphs are similar if they can be obtained
from one another by removing the internal vertices of an dAN path and increasing
by 1 the number of edges joining the extremal vertices. An analogous operation can
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be performed on the type, that resembles the contraction of a chain of −2 - smooth
rational curves.
We shall postpone the proof of the following two propositions.
Proposition 4.30. Fix an integer g ≥ 2. There exist only finitely many similarity
classes of types of genus g.
Definition 4.31. Let G be a finite abelian group. Set
ρc(G) = min{r ∈ N | ∃H < G with [G : H]|c, H = 〈h1, . . . , hr〉Z}.
This generalizes the minimal number of generators of G (that is ρ1). Remark the
following properties:
1. 0→ A′ → A→ A′′ → 0 gives ρcd(A) ≤ ρc(A′) + ρd(A′′) and ρc(A′′) ≤ ρc(A).
2. If G = Z/d1Z⊕ . . .Z/dnZ with d1| . . . |dn, then ρc(G) is n− i, where i is the
maximum such that d1 . . . di|c.
Recall the definition of the group associated to a type, that is the cokernel of the
intersection form.
Proposition 4.32. Fix an integer g ≥ 1. There exists a constant c ≥ 1 such that
for any type T of genus g, being G the group associated to T and G the dual graph,
we have ρc(G) ≤ β(G) + 1.
We are now going to conclude the
Proof of Deligne-Mumford’s theorem. We know that both the toric/unipotent
rank t/u and the component group Φ(X) do not depend on the choice of a model for
C (see lemmas 4.12 and 4.19), so we may suppose that X → S has normal crossings
(prop. 2.19). Remark that this is not enough because Xs might be non-reduced; but
we are going to show that the unipotent rank is null and rely on lem. 4.13.
Consider the type T associated to Xs, that is of genus g. Let c be the constant
and H the finite index subgroup of G whose existence is asserted in the previous
proposition. Then Htors is a subgroup of Φ(X) of index dividing c. H has rank
1, so Htors is generated by r elements, where r ≤ β(T ) ≤ t + u (by the preceding
proposition and lem. 4.29). Remark that Htors[l] = Φ(X)[l] for any prime number l
not dividing c.
Let us fix a prime l that is strictly greater than char(k(s)) and the constant c. We
can take a finite separable extension K(S′) of K(S) such that C has a K(S′)-rational
point and the points of Pic(C)[l] are all rational over K(S′) (see lem. 4.15 and prop.
1.6). By the preceding discussion and prop. 4.27 we have
2g = dimFl Pic(C)[l] ≤ dimFl Pic(Xs)[l] + dimFl Φ(X)[l] = (2a+ t) + (t+ u)
implying that u = 0. The theorem follows from lem. 4.13 and prop. 4.6.
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
Here we are going to sketch the proof of the combinatorial proposition that we
left behind.
Proof of prop. 4.30. Consider C1, . . . , Cs the curves with ki > 0. As g =
1 + 12
∑
diki ≥ 2 we see that s ≥ 1. By the same formula we obtain an upper
bound for di and ki when i ≤ s. Recalling that 0 ≤ pa(Ci) < g and by adjunction
2 − 2pa(Ci) = mi,i + ki, we obtain a bound on mi,i for i = 1, . . . , s. Consider G0
the subgraph of G that has as vertices C1, . . . , Cs and all the curves that intersect
positively at least one of them; include an edge if it touches one of the Ci’s for i ≤ s.
From
∑
j 6=i djmi,j = dimi,i we see that the number of edges going out from Ci and
the multiplicity of a vertex joined to it is bounded from above. From this we see
that the graph G0 has only finitely many possibilities. Besides, if Γ =
∑s
i=1 diCi, Γ
2
is bounded.
Let G1 be the subgraph consisting of all the vertices that are not C1, . . . , Cs and
all the edges between two of them. Let H1, . . . ,Hr be the connected components of
G1 (observe that r is bounded because 0 = (Γ.Γ +
∑
Hi) = Γ
2 +
∑
(Γ.Hi), where
Hi is the divisor corresponding to Hi, and every such divisor intersects Γ). Now
concentrate on H = H1. The intersection matrix restricted to H is negative definite,
so it is a standard fact that H is one of the simply laced Dynkin diagram (type ADE,
see [Hum78, chapter III]).
E6
An Dn+2
E7
E8
Let Ci be a vertex that lies both in H and in G0; then we can bound di and by
the formula 2di ≥ di−1 + di+1 we can give a bound on dj for the vertices in H that
grows like 2Nj , where Nj is the distance between dj and di. So we just need to avoid
H being too long.
d1 d2 dN−1 dN
dN+1
dN+2
Let us suppose that H is of the form DN+2 (the AN case is treated in the same
way). Suppose that di−1 < di. Then 2di−1 ≥ di + di−2 implies that di−2 < di−1. In
a similar way, if dj > dj+1 then dj+1 > dj+2. Thus the situation is d1 < . . . < dp =
. . . = dq > . . . > dN . Now the point is that 2dp > dp−1 + dp+1 implies that Cp is a
vertex of G0, so dp is bounded and p and di (for i ≤ p) also are. The same is true for
N − q and di with q ≤ i ≤ N . Besides dN+1, dN+2 ≤ 2dN . So he have shown that H
is the union of a dpAq−p+1 chain with two bounded graphs.
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For further details see [AW71, thm. 1.6] and [Liu02, prop. 10.1.57].
Proof of lemma 4.32. First one has to show that contraction of an exceptional
curve (say Cn, set m
′
i,j = mi,j + mi,nmn,j , k
′
i = ki −mi,n and d′i = di for i, j 6= n)
leads to a new type T ′, that has group G isomorphic to that of T and Betti number
decreased. So we may suppose that T is minimal.
The result of prop. 4.30 still holds for g = 0, 1. To prove our lemma we want
to use induction on g: the case g = 0 corresponds to just one rational curve, thus
G = Z and the statement holds. Consider the inductive step: there are only finitely
many types of genus g not containing an dAN chain with N ≥ 4, so the assert holds
for them. Otherwise we can cut the graph
C3 C1 C2 C4 C3 C1 C2 C4
2
= −2 2 = −1
by setting m′1,1 = m′2,2 = −1, m′1,2 = 0, m′i,j = mi,j if {i, j} 6= {1, 2}, k′1 = k′2 = −1
(it was 0 before the cut) and k′i = ki if i 6= 1, 2, d′i = di for any i. There are two cases.
If the resulting graph is connected, it is the graph of a type T ′ of genus g′ < g.
The relations between the xi = C
∗
i after the cut change as follows:
R = {
∑
j
mi,jxj(i 6= 1, 2);x3 − 2x1 + x2;x1 − 2x2 + x4}
 R′ = {
∑
j
mi,jxj(i 6= 1, 2);x3 − x1;x2 − x4}.
Hence R′ ⊆ R+ (x1 − x2) and we conclude
ρc(G) ≤ ρc(G/(x1 − x2)) + 1 ≤ ρc(G′) + 1 ≤ 1 + β′ + 1 ≤ 1 + β.
If the graph obtained after the cut has two connected components, corresponding
to the types T1 and T2, then β1 + β2 = β and each Ti has genus less than g. Observe
that d1(x1 − x3) lies in the span of {
∑
jmi,jxj} with j indexing the vertices of
the connected component of C1; these relations do not involve any of the curves
in the connected component of C2. Now (x1 − x3) ≡ (−x1 + x2) (mod R), thus
d1(x1 − x2) ∈ R and (x1, x2) + R/R is a quotient of Z ⊕ Z/d1. Observe that
G/(x1, x2) ' G′/(x1, x2) ' G1/(x1)⊕G2/(x2) and conclude as follows:
ρccd1d1d1(G) ≤ ρccd1d1(G/(x1, x2)) + ρd1((x1, x2) +R/R) ≤
≤ ρcd1(G1/(x1)) + ρcd1(G2/(x2)) + 1 ≤ β1 + β2 + 1.
For further details see [AW71, thm. 1.16] and [Liu02, thm. 10.4.19].
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4.5 Further remarks
First we want to discuss the fact that it is not possible to strengthen the thesis
of the theorem. In particular, we should not expect that a smooth curve over K(S)
can always be extended to a smooth curve over S. Consider the following
Lemma 4.33. Let S = Spec(R) be the spectrum of a complete Noetherian local ring,
p : X → S smooth. Then any k(s)-rational point of Xs may be lifted to a section
S → X.
Proof. Let x ∈ Xs be a k(s)-rational point. Then, in a neighborhood U of x, there
exists a map q : U → AnS e´tale at x such that p|U = pi ◦ g, where pi : AnS → S is the
structural morphism ([Liu02, cor. 6.2.11]). Obviously one can lift the rational point
g(x) to a section S → AnS . This induces a rational point z = (x, p(x)) ∈ Z = U×AnS S.
The map Z → S is obtained by base-change from q, so it is e´tale; this implies
R = Rˆ ' ÔZ,z that can be read as a map OZ,z → R. We may now compose this
section S → Z with the projection Z → U and get a section S → U extending x.
To construct an explicit example: set R = C[[t]], so that the residue field is k = C
and the quotient field is K = C((t)) = C[[t]][t−1]. Consider the plane projective
curve given by the equation X5 + tY 5 + t2Z5 = 0. It is easy to see that it has no
K-rational points: in fact, if X = 0 the only solution is (Y, Z) = (0, 0), otherwise we
would have found a quintic root of t±1 in K; on the chart X 6= 0 one tries to solve
ty5 + t2z5 = 1 and the point is that the lowest power of the left-hand-side might
be ≡ 1, 2 (mod 5), not 0. This curve is smooth (by the Jacobian criterion) and
geometrically connected (it is a hypersurface in P2) and its genus is (d−1)(d−2)2 = 6.
By the previous lemma it is impossible to extend this curve smoothly over R.
Consider also the following
Lemma 4.34. Let S be affine Dedekind, C a smooth projective curve of genus g ≥ 1
over K(S). Then C has good reduction over S if and only if the minimal model Cmin
is smooth. Cmin is the unique smooth model of C over S.
Proof. The point of the ‘only if ’part is that, if we call Xs the smooth model of C
over Ts = SpecOS,s, then it is relatively minimal (every vertical divisor has self-
intersection 0) thus minimal (as g ≥ 1); so Cmin ×S Ts ' X (by uniqueness) and we
see that Cmin is smooth. A smooth model over S is relatively minimal (as we have
just seen), therefore minimal.
We shall carry out the computation of the minimal regular model for a specific
curve. It turns out that it is neither smooth nor semistable. This shows both that
the curve does not admit a smooth model (by the previous lemma) and that it is
necessary to make a separable base-change in order to obtain the stable reduction
(see prop. 4.6.1).
Consider the plane projective curve C over Q defined by x4 + y4 + z4 = 0. The
same equation gives a relative curve C over Z. By the Jacobian criterion it is smooth
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outside p = 2. We want to say that it is normal though, so we can call it a model
of C over Spec(Z). It is a complete intersection, thus Cohen-Macauley. By Serre’s
criterion ([Sta14, Tag 031S]) it is enough to check that C is regular in codimension 0
(the generic fiber is smooth) and 1; we still have to show that the closed fibers are
normal (regular) at their generic points. Look on the affine chart z = 1; then the
equation becomes x4 + y4 + 1 = 0, that can be written as
F (u, v) = u4 + 2((v2 − v + 1)2 + 3v2u2 + 2v3u+ 2vu3) = 0
when setting v = y + 1 and u = x− y − 1. Now we see that the generic point will
correspond to (2, u), so we conclude that C2 is regular at its generic point [Liu02, cor.
4.2.12] and C is normal.
In particular we see that the only singular point q in this chart corresponds to
the ideal (2, u, v2− v+ 1). Besides the only closed point that is left outside this chart
is (x− 1, y− 1, z); C2 is regular there because, by symmetry, it is the same as looking
at (x, y − 1, z − 1). We now consider the blow-up of C at q and call it C˜. There are
three affine charts.
1. R1 = Z[u, v, x2, x3]/[2x2−u, 2x3−(v2−2+1), 2x42+x23+3v2x22+v3x2+4vx32]; the
fiber over 2 becomes isomorphic to F2[v, x2, x3]/(v2−v+1, x23+v2x22+v3x2), that
is a smooth conic Γ1 over F4 = F2[v]/(v2−v+1) with equation x23+α−1x22+x2 =
0, where α = [v].
2. R2 = Z[u, v, y1, y3]/[uy1−2, uy3−(v2−v+1), u+y1(y23 +3v2+y1v3+vu2y1)]; the
fiber over 2 is F2[u, v, y1, y3]/[uy1, uy3+(v2+v+1), u+y1(y23 +y1(v3+vu2)+v2)]
so either y1 = 0 and this defines an affine line Γ2 over F4 = F2[v]/(v2 − v + 1)
with multiplicity 2 (since from the third equation u = y1[. . .]) or u = 0 and this
defines the union of the affine line y1 = 0 with the smooth conic y
2
3 +y1+α
−1 = 0
over the same F4. This conic glues with the conic Γ1 in the first chart to give
a smooth projective conic over F4. Besides the line and the conic meet in
u = y1 = 0, y3 = α with multiplicity 2.
3. R3 = Z[u, v, z1, z2]/[(v2− v+ 1)z1− 2, (v2− v+ 1)z2−u, z42(v2− v+ 1) + z1(1 +
3v2z22 + v
3z1z2 + vz
2
2(v
2 − v + 1)2)]; when we consider the fiber over 2, then
either z1 = 0 giving the line Γ0 = {z2 = 0} over F2 with multiplicity 4, or
z1 6= 0 then one has F4[z1, z2]z1/(1 + α−1z22 + z1z2); this glues with the conics
above. Besides the line z1 = z2 = 0 glues with the point (y1, u, v
2 − v + 1) in
the second chart to give a projective line; the latter point is F4-rational and
constitutes the intersection of the lines Γ0 and Γ2.
A similar reasoning to the one above proves that C˜ is smooth. By what we have
seen about the intersection points, that are all F4-rational, we can compute the
intersection numbers (Γ0.Γ2) = 2 and (Γ1,Γ2) = 4. By lem. 2.5 we see that
Γ20 = − 1d0 [d1(Γ0, .Γ1) + d2(Γ0.Γ2)] = −1 thus Γ0 is an exceptional divisor. In the
same way we compute Γ21 = −4 and Γ22 = −3. By Castelnuovo’s criterion we may
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contract Γ0; it is easy to see that there are no more exceptional divisors after this
contraction (one might observe that Γ¯2 is singular because it contains an F2-rational
point or compute Γ¯22 = 1 using lemmas 2.7 and 2.8). In conclusion we observe that
C˜min,2 is neither smooth nor semistable (in fact it is not even reduced).
Γ0
Γ2
Γ14
2
C2
Γ2
Γ1
2×
Cmin,2
As a last remark on this topic, we observe that the geometry of the special fiber
of a stable reduction is uniquely determined. Let us give a name to it: let C be a
smooth, projective, geometrically connected curve of genus g ≥ 2 over K = K(S),
S = Spec(R) being an affine local Dedekind scheme; by Deligne-Mumford’s theorem
we know that there exists a finite separable extension L of K such that CL admits
a stable model C over T = Spec(RL). Let t ∈ T be a closed point and name the
geometric fiber of C over t the potential stable reduction of C.
Lemma 4.35. The potential stable reduction is unique up to isomorphism.
Proof. The point is the following: let F/K be the normal closure of L/K; it will
still be finite and separable, thus it is finite Galois. Take any two closed points t1
and t2 ∈ T ; there will be z1 and z2 closed points in Spec(RF ) whose image in T
are t1 and t2 respectively. The Galois group Gal(F/K) acts on the closed points
of SF transitively and gives an isomorphism between the t1- and the t2-fiber. So
the geometric fibers are all isomorphic and we have shown that the potential stable
reduction does not depend on the choice of t ∈ T . In the same way, suppose that
L1 and L2 are finite separable field extensions of K for which CLi admits stable
reduction; we may consider the compositum L = L1L2 in a separable closure, take
two points dominating the chosen ones below and pass to the Galois closure of L in
order to conjugate the fibers.
If we exploit this uniqueness, it is easy to construct examples of curves that do
not admit a smooth extension, e.g. take the restriction of Proj(k[t, u, v]/(uv − t))→
A1k = Spec(k[t]) to the open t 6= 0.
The case of a pointed curve requires just a little more effort, once we have
the theorem of stable reduction for ordinary curves. We shall briefly describe the
procedure.
Corollary 4.36. Let (C; p1, . . . , pn) be an n-pointed smooth, projective, geometrically
connected curve of genus g ≥ 2 over a discrete valuation field K = K(S). Then there
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exists a finite separable extension L/K such that (CL; p¯1, . . . , p¯n) admits a pointed
stable model over SL.
Proof. We may restrict to the affine case. Let us consider the extension L/K and
the semistable model C of CL over the spectrum of R′ (a discrete valuation ring
whose quotient field is L); as we know, C is the minimal model of CL and it is an
arithmetic surface over R′. Since it is proper, the markings may be extended due
to the valuative criterion. The fact that the sections obtained in this way lie in the
smooth locus of p can be proved by the same reasoning as the one following lem. 2.5.
It might be that two sections coincide on the closed fiber, i.e. they both intersect it
in a rational point p: in order to avoid this, it is enough to blow-up the point p a
few times, until the images of the two bad sections do not coincide anymore. This is
good, because we know that we will still obtain a regular surface and that the closed
fiber will be reduced. Alternatively, we might blow-up the intersection of the two
sections (the point p with a non-reduced structure) and then desingularise again the
surface we obtain (this is still possible, since the generic fiber is smooth; and it will
not produce the two bad sections to collapse anymore).
Now we need to contract all the components of the closed fiber that prevent it to
be stable, i.e. basically the −2-curves with no markings on them (it will not happen
that there are −1-curves with only one marking, since they would have appeared in
the blowing-up process for disjoining two sections, therefore they would have at least
two markings). For this reason we need to adapt prop. 2.25; the natural candidate
for the substitution of the canonical sheaf is ωX/S(D).
Proposition 4.37. Let p : (X,D = σ1 + . . . + σn) → S be an arithmetic surface
with n sections that is a pointed semistable curve with smooth generic fiber of genus
g ≥ 2; suppose that S the spectrum of a discrete valuation ring. Let us suppose that
X has been obtained from a minimal surface by a sequence of blow-ups with center
in regular, k(s)-rational points of the closed fiber, as in the situation described above.
Let E be the set of vertical prime divisors Γ such that degωX/S(D)|Γ = 0. Then the
following are true.
1. There exists a contraction f : X → Y of E.
2. Let us denote by D′ the divisor f∗(D); then the sheaf ωY/S(D′) is ample.
3. There exists an m ≥ 1 such that ωX/S(D)⊗m is generated by global sections.
The map ϕ : X → PNS induced by a generating system of H0(X,ωX/S(D)⊗m) is
such that X → ϕ(X) coincides with f .
1. It is easy to show that the intersection matrix of E is negative definite (every
connected component is a chain of rational curves) and then, by adjunction, for
any divisor Z with support in E , one has 2pa(Z)−2 = Z2 +(KX/S .Z) ≤ Z2 < 0,
hence pa(Z) ≤ 2. We can therefore apply Artin’s contractibility criterion (thm.
2.22).
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2. Let Γ′ be an irreducible component of Y and Γ be its strict transform in X;
the restriction f|Γ : Γ → Γ′ is a finite birational morphism. It can be proved
that f∗(ωX/S(D)) = ωY/S(D′) (generalizing lem. 2.24; the point is that f is
an isomorphism outside of
⋃ E and ωX/S(D) is free in a neighborhood of ⋃ E).
Therefore deg(ωY/S(D
′)|Γ′) = deg(ωX/S(D)|Γ). Since our pointed curve arose
as in the discussion above, it is easy to check that ωX/S(D) has non-negative
degree when restricted to any component of Xs; so deg(ωX/S(D)|Γ) > 0 because
Γ /∈ E .
3. Since ωY/S(D
′) is ample, its m-th power is globally generated for some m;
then ωX/S(D)
⊗m = f∗(ωY/S(D′)⊗m) is also generated by global sections. Then
apply prop. 2.9.
Using the fact that ωY/S(D
′) is ample, it is easy to check that this pointed canonical
model is indeed pointed stable.
As a final observation, the proof of Deligne-Mumford’s theorem in characteristic
0 is much easier. The algorithm is as follows: take a regular model X → S. Blow-up
the singular points of the special fiber Xs until Xs is nodal and the total space
is regular. It will be non-reduced, due to the behaviour of exceptional divisors in
subsequent blow-ups. Therefore make a finite base change of degree equal to the
l.c.m. of the multiplicities. Then apply Castelnuovo’s and Artin’s criterion in order
to contract −1- and −2-curves.
If we know the characterization of the normal crossings model given in prop. 2.21,
then we can start from there. In complex geometry we would just base-change by
z 7→ zd1 in the first case and z 7→ zgcd(d1,d2) in the second; then take the normalization.
For the details see [Liu02, prop. 10.4.6].
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Part II
Stacks and moduli of curves

Chapter 5
Algebraic spaces and stacks
5.1 The problem of moduli
It is usual in Mathematics to define a new object and study its properties; then
one fixes an object and some properties of its, and poses the question whether such
an object exists; if the answer is affirmative, the next step is to ask how many
such objects do exist, or how do they behave in family. We are thus looking for a
parameter space, whose points are in bijection with the objects we want to classify;
besides we may ask that objects appearing in families lie close to one another inside
the parameter space (that is therefore not just a set, but has more structure, at least
a topological one). A beautiful feature of algebraic geometry is that it sometimes
happen that, when trying to find a parameter space for algebro-geometric objects,
one does not have to go too far, i.e. the parameter space can be found in the category
in which we were working. Sometimes, unfortunately, this does not happen, and
we are forced to change a bit our classification problem, or to enlarge the category
where we are looking for the parameter space.
Many different moduli problems can be posed, e.g. specific types of varieties
(projective varieties with fixed Hilbert polynomial), closed subschemes, vector bundles
and sheaves, etc. In order to make some precise statements, we are going to specialize
to the case of our interest, that of curves. So suppose we want to classify smooth
curves of a given genus g. We are looking for a scheme Mg, whose geometric points
are in one-to-one correspondence with smooth, projective, geometrically connected
curves of genus g, modulo isomorphism. This does not determine the moduli space
uniquely, indeed we can ask for more: namely, that to any family p : X → S (a flat,
proper morphism that is locally of finite presentation and whose geometric fibers
are smooth, projective, connected curves of genus g) it is associated a morphism
S →Mg. Does this scheme exist? Is the morphism S →Mg unique? What are the
geometric properties of Mg and what is their interpretation in terms of the curves
that are parametrized?
A useful approach comes from the functorial point of view. The moduli problem
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can be translated into a functor Mg : (Sch)→ (Set), defined by
Mg(S) = {isomorphism classes of families of curves over S}
(where an isomorphism, of course, is an isomorphism as S-schemes). The fundamental
question now becomes the following: is the moduli functor representable, i.e. does
there exist a scheme Mg such that Mg = Hom(−,Mg)?
(As a matter of notation, from now on and for any object X of a fixed category
C - that will often be (Sch) - we shall indicate with X the contravariant functor
Hom(−, X) : Cop → (Set).)
If so, we get uniqueness of the morphism S →Mg corresponding to a family of
curves over S. Furthermore we get an extra, very useful, feature, descending from
Yoneda’s lemma.
Lemma 5.1 (Yoneda). Let X be an object of C and F : Cop → (Set) a contravariant
functor. Then there is a bijective correspondence between natural transformations
Hom(X,F ) and elements of F (X).
See [Vis05, section 2.1.2]. The weak version, with F = Y for some Y ∈ ob(C),
affirms that the functor C → Hom(Cop, (Set)) is a fully faithful embedding.
But the most meaningful consequence is the following: if F = X, we get a special
element ξ¯ ∈ F (X), corresponding to the identity idX , with the property that, for any
object S of C and any element ζ ∈ F (S), there exists a unique morphism f : S → X
such that Ff(ξ¯) = ζ. In our case this would mean a universal curve Zg →Mg such
that any family of curves X → S is obtained as pullback of Zg via a unique map
S →Mg.
Definition 5.2. Let F : Cop → (Set) be a moduli functor. If it is representable,
F = X, then X is called the fine moduli space for F and ξ¯ ∈ F (X) as above is named
the universal object.
If a fine moduli space does not exist, we may still look for an object in C with
some weaker universal properties.
Definition 5.3. Let F be as above. An object Y of C is called a coarse moduli
space for F if there is a natural transformation F → Y that is universal among such
natural transformation, i.e. any map F → Z factorizes through F → Y → Z.
In our case, this can be said as follows: a coarse moduli space Mg is a scheme
such that morphisms Spec(Ω) → Mg, with Ω an algebraically closed field, are in
one-to-one correspondence with isomorphism classes of curves over Ω; any family of
curves X → S gives rise to a morphism S →Mg. Note, however, that the coarse
moduli space does not come equipped with an appropriate family of curves on it, let
alone a universal one.
Moduli functors do sometimes admit fine moduli space, but sometimes they do
not. We shall discuss a few examples from topology and algebraic geometry.
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1. PCn−1 is the fine moduli space for lines in Cn; more generally, the Grassmannian
GrC(k, n) parametrizes k-dimensional vector subspaces (the moduli functor
associates to a topological space T the set of rank k subbundles of T × Cn).
2. Consider the problem of classifying n-dimensional vector spaces over C up to
isomorphism. The moduli functor associates to a topological space T the set of
rank n complex vector bundles modulo isomorphism. The fine moduli space, if
it existed, would consist of a point, since every such vector space is isomorphic
to each other. Yet this would imply that any rank n vector bundle on any
topological space is trivial. This is absurd.
3. It is a result in algebraic topology that the infinite Grassmannian Grn(C∞)
with its tautological bundle is a fine moduli space with universal object for the
problem of rank n complex vector bundles over a paracompact base. Going
modulo isomorphism of vector bundles correspond to taking continuous maps
up to homotopy.
4. Let us fix a scheme X of finite type over Spec(Z) and a polynomial P (t) ∈ Q[t].
Consider the Hilbert functor HilbX,P : (Sch)
op → (Set) associating to a scheme
S the set of closed subschemes of X × S with Hilbert polynomial P that are
proper and flat over S. When X ⊆ PnZ, representability was first shown by
Grothendieck in his FGA; see the discussion in [Nit05]. In general, though, the
Hilbert scheme does not exist; this is for example connected to the fact that
the quotient of a scheme X by the action of a finite group G does not always
exist: in fact, if HilbX existed, one could hope to find inside the Hilbert scheme
of |G| points the subscheme parametrising G-orbits.
Here comes the first hint that it might be useful to search for objects representing
functors in a broader category than that of schemes. In some sense we are trying to
extend the category we are working in with the aim to include the moduli problems
themselves, but still preserving the possibility to make some sensible geometry on
the objects of our new category.
5.2 Algebraic spaces
Algebraic spaces are a first attempt in this direction. We shall first discuss a
number of preliminaries.
5.2.1 Grothendieck topologies and sheaves
Definition 5.4. Let C be a category with fibered products. A Grothendieck topology
on C is the datum, for each object X of C, of a collection of sets of arrows {Xi → X}i
(called coverings) satisfying the following axioms.
1. If Y → X is an isomorphism, then the set {Y → X} is a covering.
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2. If {Xi → X}i is a covering and Y → X is any arrow, then {Xi ×X Y → Y }i is
a covering.
3. If {Xi → X}i is a covering and {Xj,i → Xi}j∈Ji are coverings for every i, then
{Xj,i → X}i,j is a covering.
There are a few useful Grothendieck topologies on the category of schemes, namely
the Zariski topology (coverings are jointly surjective collections of open embeddings,
i.e. isomorphisms with open subschemes), the e´tale topology (coverings are jointly
surjective collections of e´tale, locally of finite presentation maps), the fppf topology
(coverings are jointly surjective collections of flat, locally of finite presentation maps)
and the fpqc topology ({Xi → X} is a covering if the induced map
∐
Xi → X is
a fpqc morphism; see [Vis05, prop. 2.33, def. 2.34]). They are increasingly finer
topologies.
The notion of a sheaf on a topological space easily extends to that of sheaf on a
site (category endowed with a Grothendieck topology).
Definition 5.5. Let C be a site, F : Cop → (Set) a functor. F is a sheaf on C if the
following condition holds for any covering {Xi → X}: denote by Xij the fibered
product Xi ×X Xj and by pr1 : Xij → Xi, pr2 : Xij → Xj the projections. Suppose
given elements ai ∈ F (Xi) such that they are “compatible on the intersections”, i.e.
F pr1(ai) = F pr2(aj) ∈ F (Xij) for all i, j. Then there exists a unique a ∈ F (X)
whose pullback to Xi is ai.
Equivalently, the following is an equalizer of sets:
F (X)→
∏
i
F (Xi)⇒
∏
i,j
F (Xij).
It is an almost trivial observation that representable functors are sheaves in the
Zariski topology: this amounts to say that a morphism X → Y can be unambiguously
described by giving morphisms Xi → Y that match on the intersections for some
open cover {Xi → X}i. The fairly non-trivial fact is the following:
Theorem 5.6 (Grothendieck). A representable functor on (Sch) is a sheaf in the
fpqc topology (thus in any coarser one).
See [Vis05, thm. 2.55]. An important point in the proof is that one may reduce
to the affine case; see [Vis05, lem. 2.60]:
Lemma 5.7. Let F : (Sch)op → (Set) be a functor. Suppose that F is a sheaf in the
Zariski topology. If, for any S → R faithfully flat morphism of affine schemes, the
diagram F (R)→ F (S)⇒ F (S ×R S) is an equalizer, then F is a sheaf in the fpqc
topology.
Definition 5.8. A site C is called subcanonical if any representable functor is a
sheaf.
62
5.2. Algebraic spaces
It is customary to work on a fixed base scheme S, which in the future we shall
suppose to be Noetherian and separated. For the following, see [Vis05, prop. 2.59].
Proposition 5.9. If C is a subcanonical site and S is an object of C, then (C/S) is
subcanonical.
5.2.2 Algebraic spaces and e´tale equivalence relations
We call S-spaces the sheaves on the category of S-schemes endowed with the
e´tale topology. Given the previous results, whenever we have a moduli functor and
we would like it to be (closed to be) representable, it is natural to ask whether it is a
sheaf. Actually, in order to be able to do geometry with this objects, it is necessary
to ask for something more, namely some kind of atlas in schemes. Remark that the
category of S-spaces has fiber products.
Definition 5.10. A morphism of S-spaces f : X → Y is called representable if, for
any scheme V and any morphism of sheaves V → Y , the fiber product X ×Y V is
represented by a scheme U . In this case, chosen a property of morphism of schemes
P that is stable under base change and local on the codomain in the e´tale topology,
we say that f has property P if for any map V → Y as above, the induced map
U → V has P.
Definition 5.11. A (quasiseparated) algebraic space is a functor A : (Sch)op → (Set)
such that:
1. A is a sheaf in the e´tale topology;
2. there exists a scheme U and a representable map U → A that is e´tale surjective;
3. the diagonal map ∆: A→ A×A is representable and quasicompact.
Remark that all quasiseparated schemes (over S, i.e. the ones for which the
diagonal X → X ×S X is quasicompact) are naturally embedded in the category
of algebraic spaces (use themselves as e´tale covers); other schemes are excluded as
pathologies, following the conventions in [Knu71]. If S is a Noetherian separated
scheme and X → S is locally of finite type, then X is quasiseparated [Knu71, lem.
I.2.26], so our hypothesis seems to be a reasonable one.
We shall now give a characterization of algebraic spaces as quotients of schemes
by e´tale equivalence relations, that gives another reason for which they are a natural
generalization of the category of schemes.
Definition 5.12. Let C be a category with fibered products. A diagram R ⇒ U
in C is a categorical equivalence relation if, for any object Z of C, the diagram
Hom(Z,R)⇒ Hom(Z,U) is an equivalence relation in the category of sets.
A map U → X is a categorical quotient for R⇒ U if it is its cokernel (meaning
that any map U → Z, such that the two compositions R ⇒ Z coincide, induces a
map X → Z in C); if it exists, then it is unique up to a unique isomorphism.
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We say that a categorical equivalence relation is effective if it admits a categorical
quotient X in C and R = U ×X U .
If (C, τ) is a subcanonical site, we call R⇒ U a τ -equivalence relation if the two
maps R→ U are coverings in the topology τ .
We are particularly interested in τ -equivalence relations when (C, τ) = ((Sch), e´t).
Remark that it might well be that an equivalence relation R⇒ U admits a quotient
U → X, but R 6= U ×X U .
Proposition 5.13. 1. Let A be an algebraic space with e´tale covering U → A;
let us denote by R the scheme representing U ×A U . Then R⇒ U is an e´tale
equivalence relation and A is the categorical quotient of R⇒ U (in the category
of sheaves). If R⇒ U is effective (in the category of schemes)with categorical
quotient U → X, then A = X.
2. Let R⇒ U be an e´tale equivalence relation in the category of schemes. Suppose
that R → U × U is quasicompact. Then there exists an algebraic space A,
unique up to a unique isomorphism, and a map U → A that is a representable
e´tale cover for A and such that R = U ×A U .
See [Knu71, prop. II.1.3]. The analogy with schemes is easily driven from this: for
any (quasicompact and separated) scheme X, take an affine cover {Ui ⊆ X}i; X may
be described by gluing these affine pieces on the intersections Uij = Ui∩Uj = Ui×XUj
via the maps Uij → Ui and Uij → Uj . Letting U =
∐
Ui and R =
∐
Uij , we have
thus exhibited X as the quotient of the Zariski equivalence relation of affine schemes
R ⇒ U → X in the category of schemes. Remark that it might well happen that
R⇒ U admits a quotient in the category of affine schemes, but this is the “wrong”
quotient, since it does not satisfy R = U ×X U (e.g. the projective space).
We should spend a few lines in developing the basic theory of algebraic spaces in
order to see that they are “very similar” to schemes.
First of all, we ensure that the category of algebraic spaces is closed under the
most useful operations.
Proposition 5.14. In the category of algebraic spaces, disjoint sums and fibered
products exist.
The point for fibered products is the following: suppose we have morphisms of
algebraic spaces A→ C and B → C; we want to use the e´tale coverings for A and
B to construct one for the fibered product sheaf A ×C B. So we need to lift the
morphisms to the e´tale coverings. Here the useful fact is the following
Lemma 5.15. Let A1 and A2 be algebraic spaces. Let Ri ⇒ Ui be e´tale equivalence
relations defining Ai as categorical quotients in the category of sheaves, for i = 1, 2.
Then any commutative diagram
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R1 U1 A1
R2 U2 A2
induces a morphism A1 → A2. Conversely, any such morphism is induced by a
diagram as above, for some choice of the e´tale coverings Ui → Ai, i = 1, 2.
See [Knu71, prop. II.1.4, prop. II.1.5].
We want to investigate further the condition that the diagonal morphism is
representable and quasicompact.
Lemma 5.16. Let A be an S-space. The following are equivalent:
1. the diagonal ∆: A→ A×A is representable;
2. for any couple of schemes X, Y and morphisms X → A, Y → A, the fibered
product X ×A Y is representable;
3. for any scheme T , any morphism T → A is representable;
4. for any scheme T and any couple of morphisms x : T → A, y : T → A, the
fibered product T ×x,A,y T is representable.
Proof. The proof is contained in the following three diagrams:
X ×A Y X × Y T ×x,A,y T T T ×A T T
A A×A T A A A×A∆
y
x
(f, f)
∆
Under mild hypotheses, quasicompactness of the diagonal is equivalent to a few
other properties; we shall see that the quasicompactness request is motivated by a
very useful lemma in descent theory.
Proposition 5.17. Let R⇒ U be an e´tale equivalence relation of schemes with U
separated. Then the map R
δ−→ U × U is separated, locally of finite type and has
discrete fibers. Besides the following are equivalent:
1. R
δ−→ U × U is of finite type;
2. R
δ−→ U × U is quasiaffine;
3. R
δ−→ U × U is quasicompact;
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4. for any V quasicompact open subscheme of U , the induced equivalence relation
S = R×U×U (V × V )⇒ V is e´tale and quasi-compact.
See [Knu71, prop. I.5.12].
Proposition 5.18 (Descent for quasiaffine morphisms.). Let f : X ′ → X be an fpqc
or fppf covering. Set X ′′ = X ′ ×X X ′.
• Given a quasiaffine morphism of schemes P ′ → X ′ and a X ′′-isomorphism
ϕ : P ′ ×X X ′ → X ′ ×X P ′, there exists a quasiaffine morphism P → T and an
isomorphism λ : X ′ ×X P → P ′ over X ′, unique up to unique isomorphism,
such that idX′ ×X λ = ϕ ◦ (λ×X idX′).
• Let (Q′ → X ′, ψ) be another quasiaffine descent datum, with solution given
by (Q → X,µ). For any morphism f ′ : P ′ → Q′ compatible with (ϕ,ψ), i.e.
(idX′ ×X f ′) ◦ ϕ = ψ ◦ (f ′ ×X idX′), there is a unique morphism f : P → Q
such that µ ◦ (X ′ ×X f) = f ′ ◦ λ.
See [BCE+, prop. A.17]. Effective descent for quasiaffine morphisms is used in
the proof of the following proposition, stating that the requests on the diagonal of
an algebraic space may be checked after base change to any e´tale atlas
Proposition 5.19. Let A be an S-space. If one can find a representable e´tale cover
U → A such that U ×A U is represented by a scheme R and the induced map of
schemes R→ U×U is quasicompact, then the diagonal ∆: A→ A×A is representable
and quasicompact.
See [Knu71, prop. II.1.7].
5.2.3 E´tale topology and descent
Definition 5.20. A map of algebraic spaces f : A1 → A2 is said to be e´tale if one
can find e´tale representable coverings Ui → Ai, i = 1, 2, such that f is induced by
an e´tale map f ′ : U1 → U2 as in lem. 5.15. In such case, any map of any coverings
inducing f will be e´tale. f is e´tale surjective or an e´tale covering if it is e´tale and a
categorical epimorphism.
In this way we can define the e´tale topology on the category of algebraic spaces
(recall that there exist disjoint unions of algebraic spaces, so it still make sense to talk
about jointly surjective e´tale morphisms). It is easy to prove that a map of schemes
X → Y is e´tale (surjective) if and only if the corresponding map of sheaves X → Y
is e´tale (surjective). Furthermore, observe that an e´tale covering of algebraic spaces
A→ B may always be refined to an e´tale covering of B with a disjoint union of affine
schemes (enough to take a representable e´tale covering U → A and then cover U with
affine open subschemes). So we see that the embedding (Sch)→ (Alg.Sp.) is fully
faithful and compatible with the e´tale topologies in both categories. Due to this, we
feel free to identify schemes and their associated sheaves, often forgetting to underline
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them. Besides observe that any sheaf F on schemes in the e´tale topology extends
uniquely to a sheaf on algebraic spaces (express an algebraic space A as quotient of an
e´tale equivalence relation of schemes R⇒ U and set F(A) = Ker(F(U)⇒ F(R))).
In particular, algebraic spaces themselves extend to sheaves on algebraic spaces, i.e.
Proposition 5.21. The category of algebraic spaces endowed with the e´tale topology
is a subcanonical site.
A number of properties of schemes and their morphisms pass to the category of
algebraic spaces using the representable e´tale covering.
Definition 5.22. Any property P of schemes that is stable and local in the e´tale
topology extends to algebraic spaces as follows: we say that A has P if there exists a
representable e´tale covering U of A such that U has P . E.g. being locally Noetherian,
reduced, normal, nonsingular.
Definition 5.23. Let P be a property of morphisms of schemes that is stable and
local on the codomain in the e´tale topology. Then we say that a map of algebraic
spaces X → Y has property P if we can find representable e´tale coverings U → Y
and V → U ×Y X such that the map of schemes V → U has P.
V U ×Y X X
U Y
For example, we can speak of surjective, (faithfully) flat, universally open, e´tale,
locally of finite presentation, locally of finite type, locally quasifinite maps.
Definition 5.24. An algebraic space is quasicompact if it admits a quasicompact
representable e´tale covering. A map of algebraic spaces f : X → Y is quasicompact
if, for any e´tale map U → Y with U a quasi-compact scheme, the algebraic space
U ×Y X is quasicompact.
Definition 5.25. Let D be a class of morphisms of schemes that are stable, local on
the codomain and satisfy effective descent. Extend it as follows: a map of algebraic
spaces is in D′ if it is representable and is in D. D′ is again a stable, effective-descent
class that is local on the codomain.
E.g. we can speak of open, closed and locally closed immersions, affine and
quasiaffine morphisms.
In fact, in the study of the geometry of algebraic spaces, it is enough to concentrate
on the quasi-compact case, since we have the following result.
Proposition 5.26. Let X be an algebraic space. Then there exists an e´tale covering
{ϕi : Xi → X}i with ϕi an open immersion and Xi a quasicompact algebraic space
for every i. X is a scheme if and only if any Xi is.
See [Knu71, prop. II.3.13].
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5.2.4 Points and topological properties
We give a hint of this theory: points of algebraic spaces may be defined analogously
to the case of schemes; it is interesting to find (large) open subspaces of an algebraic
space that are schemes. Yet not every point has a neighborhood that is like a scheme.
We may associate a topological space to an algebraic space; this lets us study most
of its topological properties (also the ones that were previously defined, e.g. open
and closed immersions).
Definition 5.27. A point of an algebraic space A is a monomorphism Spec(k)→ A.
Two points are equivalent if there is an automorphism of Spec(k) compatible with
the morphisms to A.
Proposition 5.28. Any map of algebraic spaces Spec(k)→ A factorizes through a
point Spec(k)→ p→ A. Therefore any algebraic space has at least one point.
See [Knu71, prop. II.6.2].
Proposition 5.29. Let p → A be a point of an algebraic space. Then there is an
affine scheme U and an e´tale map U → A such that there exists a factorization
p→ U → A.
See [Knu71, thm. II.6.3].
Definition 5.30. A point p→ A is said to be scheme-like if there is an affine open
subscheme U → A and a factorization p→ U → A.
Definition 5.31. Let f : Y → X be an immersion of algebraic spaces. We say that
f is topologically dense if for any non-empty open subspace U → X the fibered
product Y ×X U is non-empty.
Proposition 5.32. Let A be an algebraic space. There is a scheme U and an open
immersion U → A such that a point of A is scheme-like if and only if it factorizes
through U . This U is topologically dense.
See [Knu71, prop. II.6.6, II.6.7].
Definition 5.33. The underlying topological space of an algebraic space A is denoted
by |A| and it consists of the set of all points of A; a subset is closed if it coincides
with |B| for some closed subspace B → A. The fact that this defines a topology
(so-called Zariski) is due to the possibility of performing local constructions such as
intersections and finite unions of closed subspaces in the category of algebraic spaces.
One verifies that open subspaces of A correspond one-to-one with open subsets of
|A| and reduced closed subspaces are in bijective correspondence with closed subsets
of |A|. Besides X 7→ |X| is a functor and topological properties of algebraic spaces
and their morphisms may be studied on the underlying topological spaces.
All of this may be used to find big open subspaces of algebraic spaces that are
indeed schemes. The following is a corollary of prop. 5.32.
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Corollary 5.34. Let A be a Noetherian (locally Noetherian and quasicompact)
algebraic space. There is an affine scheme U with a topologically dense open immersion
U → A.
Another way to find out this kind of results is investigating the effectivity of e´tale
equivalence relations in the category of schemes. For example:
• Let R ⇒ U be an e´tale equivalence relation of schemes and suppose that U
is affine and the two maps R→ U are finite. Then R⇒ U is effective in the
category of schemes.
• Effectivity of R⇒ U is local on U .
Corollary 5.35. Let A be a quasicompact and locally separated algebraic space.
There is an affine scheme U and an open immersion U → A that is topologically
dense and affine.
See [Knu71, section I.5, prop. II.5.9].
Another interesting thing is to find conditions under which an algebraic space is
a scheme, e.g. by putting it in relation (i.e. finding morphisms) with other algebraic
spaces that are known to be representable by schemes. We refer the reader to the
introduction of [Knu71].
Here are a few useful results of representability obtained in the category of
algebraic spaces. The first one is an answer to the question that motivated us to
introduce algebraic spaces.
Theorem 5.36. Let X be an algebraic space of finite type over a field k. Then the
functor HilbX is represented by an algebraic space, locally of finite type over k.
We recall the following theorem, that was mentioned earlier (thm. 4.17).
Theorem 5.37. Let f : X → S be a proper flat morphism of schemes (algebraic
spaces), where S is locally of finite type over a field or over an excellent Dedekind
domain. Suppose f is of finite presentation and cohomologically flat in dimension
zero. Then the relative Picard functor PicX/S is represented by an algebraic space,
locally of finite presentation over S.
See [Art69b, cor. 6.2, thm. 7.3].
Besides, quotients of schemes (not only projective ones) by finite groups may be
obtained in the category of algebraic spaces. See [KM97, cor. 1.2] for a precise (and
stronger) statement.
5.3 Categories fibered in groupoids and stacks
5.3.1 Automorphisms as obstructions to representability
We shall now go back to the situation of our interest, that of the moduli space of
curves. We shall discuss the concept that automorphisms constitute an obstruction
to the representability of the moduli space.
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Let C → Spec(k) be a curve of genus g ≥ 2 admitting a non-trivial automorphism
ϕ (it is not difficult to find one, e.g. considering the curve defined by a polynomial
with some symmetries in P2k). As base scheme S, consider a couple of P1k intersecting
at two rational points p and q. Now construct the following curve X on S: on any
rational branch take a copy of P1k ×Spec(k) C; glue them by the identity on p and by
the non-trivial isomorphism on q. It is clear that X → S is an isotrivial family (any
fiber belongs to the same isomorphism class of curves), still it is globally non-trivial.
Now suppose that Mg is representable; then X → S is induced by pullback of the
universal family of curves via a map S →Mg. But this map must be constant, since
any fiber of X → S is isomorphic to each other. So the family X itself must be
trivial. Contradiction. This shows the following
Proposition 5.38. The moduli functor of curves Mg is not representable.
From the previous discussion we might guess that it is not enough to pass
to the category of algebraic spaces. Where we went wrong was in going modulo
isomorphisms of families of curves. We need a more sophisticated object which can
also encode the presence of automorphisms; we may also convince ourselves that
what we wanted to study from the beginning was a parameter space for family of
curves and that forgetting about their automorphisms was forgetting about some
useful piece of information. What we need here is not a sheaf of sets, but a sheaf
of groupoids. These are categories just a little subtler than sets (or equivalence
relations), as any morphism is an isomorphism in a groupoid, but objects may have
non-trivial automorphisms.
Remark at this point that extending the category is not the only answer that
historically was given to the problem of non-representability of moduli functors.
Another valid option is rigidifying the problem, i.e. adding some extra structure such
as sections of a family of varieties, or fixing the polarization, or trivializing some
cohomology group... This strategy makes us work with a bigger space, of which we
might expect the original moduli functor to be a quotient; but it aims precisely at
avoiding the presence of non-trivial automorphisms.
5.3.2 Fibered categories
We shall introduce the notion of fibered category and related ones following
[Vis05]. Let us fix a base category C. We say that a category F is over C if it is
endowed with a functor pF : F → C.
Definition 5.39. Let F be a category over C. An arrow ϕ : ξ → η in F is cartesian
if for any arrow ψ : ζ → η in F and f : pFζ → pFξ in C such that pFψ = pFϕ ◦ f
there exists a unique arrow ζ → ξ in F making the following diagram commute:
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ϕ
ψ
f
ζ
pFζ
ξ
pFξ
η
pFη
ζ
ξ η
pFζ
pFξ pFη
ψ
ϕ
f
Remark 5.40. A pullback is unique up to a unique isomorphism. To see this, set
ζ = ξ and f = idpFξ in the previous definition.
Definition 5.41. A category fibered over C is a category F over C such that, for
any arrow f : U → V in C and any object η of F with pF(η) = V , there exists a
cartesian arrow ϕ : ξ → η such that pFϕ = f .
A morphism between fibered categories F and G over C is a functor Ψ : F → G
such that (i) it is base preserving (i.e. pG ◦Ψ = pF) (ii) sends cartesian arrows to
cartesian arrows.
A base-preserving natural transformation between morphisms of fibered categories
over C, Φ,Ψ: F → G, is a natural transformation α : Φ→ Ψ such that, for any object
ξ of F , the arrow αξ : Φ(ξ)→ Ψ(ξ) lies over the identity of pF (ξ) = pG(Φξ) = pG(Ψξ).
An isomorphism of morphisms between fibered category is a base-preserving natural
transformation that is a natural equivalence (this is enough, since the inverse may
be seen to be base-preserving).
Two fibered categories over C are equivalent if there are two morphism Φ: F → G
and Ψ: G → F such that Φ ◦Ψ is isomorphic to idG and Ψ ◦ Φ is isomorphic to idF .
So we see that categories fibered over C (as well as categories in general) form a
2-category: objects are fibered categories, 1-morphisms are functors and 2-morphisms
are natural transformations.
5.3.3 Fibers
Definition 5.42. Let F be a fibered category over C and U an object of C. We shall
denote by F(U), or by FU , the category whose objects are the objects ξ of F such
that pF (ξ) = U and whose arrows are the arrows of F lying over the identity of U .
We call it the fiber of F over U .
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Base-preserving functors between fibered categories F and G send F(U) to G(U).
What is more relevant (and subtle) is what we can do with an arrow f : V → U in C.
Definition 5.43. A cleavage is the choice of a pullback f∗ξ for any arrow f : V → U
and object ξ of F lying over U .
A cleavage exists by the axiom of choice. A cleavage is unique up to a unique
isomorphism, since pullbacks are. Once we have chosen a cleavage, given an arrow
f : V → U , we may associate to an object ξ of F(U) the preferred pullback f∗ξ ∈
ob(F(V )). Besides, we may associate to any arrow ξ → ξ′ in F the unique arrow
between the pullbacks f∗ξ 99K f∗ξ′ (this descends from the definition of cartesian
arrow). We can check that an arrow in F(U) is sent to one in F(V ). This defines a
functor from F(U) to F(V ), though it does not quite define a functor from C to the
category of categories. We have to face two problems.
1. The pullback of the identity does not need to be the identity (one might impose
this condition, but it is not the natural one in many situations). But there is
an isomorphism U : id
∗
U ' idF(U).
2. The pullback does not behave well under composition, i.e. given f : V → U ,
g : W → V and ξ over U , it may be false that (fg)∗ξ = g∗f∗ξ. Again we have
an isomorphism αg,f : g
∗f∗ ' (fg)∗.
With these data, a fibered category over C together with a cleavage defines a pseudo-
functor, something that we are going to define and that is related to the structure of
2-category of the category of categories.
Definition 5.44. A pseudo-functor F on C consists of the following data. To
each object U of C associate a category FU . To each arrow f : U → V in C asso-
ciate a functor f∗ : FV → FU . For each object U of C, we have an isomorphism
U : id
∗
U ' idFU . For each composable pair of arrows W
g−→ V f−→ U , we have an
isomorphism αg,f : g
∗f∗ ' (fg)∗. These are subject to the following compatibil-
ity/cocycle condition:
1. for a map f : V → U and an object ξ over U , αidV ,f (ξ) = V (f∗ξ) : id∗V f∗ξ →
f∗ξ and αf,idU (ξ) = f
∗U (ξ) : f∗id∗Uξ → f∗ξ;
2. for maps Z
h−→ W g−→ V f−→ U and an object ξ over U , the following diagram
commutes:
h∗g∗f∗ξ (gh)∗f∗ξ
h∗(fg)∗ξ (fgh)∗ξ
αh,g(f
∗ξ)
h∗αg,f (ξ) αgh,f (ξ)
αh,fg(ξ)
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It might be checked that a fibered category over C with the choice of a cleavage
defines a pseudo-functor over C (see [Vis05, prop. 3.11]). This pseudo-functor is
a functor if and only if the cleavage contains all the identities and is closed under
composition, i.e. it is a splitting.
Conversely, to any pseudo-functor F we may associate a fibered category with a
cleavage. In the case that F is a functor, objects are couples (U, ξ) ∈ ob(C)× ob(FU)
and arrows are pairs (f, a) : (V, η)→ (U, ξ), where f : V → U in C and a : η → Ff(ξ)
in FU . The composition of (f, a) : (U, ξ) → (V, η) and (g, b) : (V, η) → (W, ζ) is
defined as (g ◦ f, Ff(b) ◦ a). In the general case of a pseudo-functor one needs to use
the extra data (the isomorphisms  and α). See [Vis05, section 3.1.3] for the details.
Remark that a functor is in particular a pseudo-functor. It is meaningful to
notice that we have given embeddings of C into Hom(Cop, (Set)) and of the latter
into the 2-category of fibered categories over C; the composition of the two is in fact
given by associating to an object X of C the comma category (C/X). Its objects
are arrows in C with target X and its arrows are commutative diagrams over the
identity of X; this is fibered over C by taking the source of each arrow/upper row
of the diagrams. To an arrow f : Y → X we associate the functor (C/Y )→ (C/X)
obtained by composing with f . To see that this is again a fully faithful embedding,
we need the following generalization of Yoneda’s lemma for fibered categories.
Lemma 5.45. Hom(X,Y ) = Hom((C/X), (C/Y )).
Remark that this implies that the category on the right is just a set. The strong
form of this lemma is similar to the one for functors. Remark that it gives us another
way of thinking about the fibers of a fibered category.
Lemma 5.46 (2-Yoneda). There is an equivalence of categories Hom((C/X),F) '
F (X).
The idea is the following: in one direction, one can associate to a functor
Φ: (C/X) → F the element Φ(idX) ∈ obF(X) and to a natural transformation
α : Φ→ Ψ the arrow αidX : Φ(idX)→ Ψ(idX). In the other direction, once fixed a
cleavage of F , one can associate to an object ξ of F(X) the functor Φξ that maps
f : U → X to the chosen pullback f∗ξ. To check that this is a functor, use the
uniqueness part in the definition of a cartesian arrow. See [Vis05, section 3.6.2].
5.3.4 Fibered groupoids
Recall that a groupoid is a category in which any arrow is an isomorphism,
e.g. a set is a special kind of groupoid; another example is given by a group G: it
determines a groupoid with one object and whose arrows are the elements of G, with
multiplication of G as composition.
Definition 5.47. A category fibered in groupoids over C is a fibered category F
over C with F(U) a groupoid for any object U of C. Equivalently (see [Vis05, prop.
3.22]), (i) every arrow in F is cartesian and (ii) for any object ξ of F and any arrow
f : V → pFξ in C, there is an arrow ϕ : η → ξ such that pFϕ = f .
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Remark that any base-preserving morphism from a fibered category F to a
category fibered in groupoids G over C is a morphism of fibered categories. Besides,
any 2-morphism between two 1-morphisms Φ,Ψ: F → G is invertible; i.e. Hom(F ,G)
is a groupoid.
Recall that sets can be seen as categories where the only arrows are the identities
and equivalence relations as categories in which, for any pair of objects, there is at
most one arrow from one to the other.
Definition 5.48. A category fibered in sets (resp. equivalence relations) over C is
a category fibered over C such that any fiber is a set (resp. equivalence relation).
Equivalently (see [Vis05, prop. 3.25]), a category F over C is fibered in sets if for
any object ξ of F and any arrow f : V → pFξ there is one and only one arrow in F
over ϕ.
It is interesting to notice that, in the case of categories fibered in sets, the
construction of the fiber is functorial. In fact, in the correspondence between pseudo-
functors and categories fibered over C, categories fibered in sets correspond exactly
to functors (see [Vis05, prop. 3.26]). Besides, a category is fibered in equivalence
relation if and only if it is equivalent to a category fibered in sets. As above, it may
be noticed that, if G is fibered in sets (resp. equivalence relations), then the category
Hom(F ,G) is a set (resp. equivalence relation).
Categories fibered in groupoids are precisely the extension of the category of
contravariant functors that we needed in order to keep track of automorphisms of our
moduli problems. Fibered groupoids appear in most geometrical situations; we shall
discuss a few example, included the correct generalization for the moduli functor of
smooth curves. In the following the base category is often that of schemes.
1. For any object X of C, the comma category (C/X) is fibered in groupoids. The
fact that all arrows are cartesian is fairly clear.
2. As it was remarked above, contravariant functors Cop → (Set) can be seen as
categories fibered in sets, thus a particular case of fibered groupoids. E.g. the
Hilbert functors.
3. The moduli groupoid of smooth curves Mg: objects are families of smooth
curves p : X → S where S is a scheme, p is locally of finite presentation, flat
and proper and each fiber is a smooth, geometrically connected, projective
curve of genus g; arrows are cartesian diagrams
X ′ X
S′ S
f
p′ p
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4. The moduli groupoid of n-pointed smooth curves Mg,n: objects are families of
pointed smooth curves, i.e. family of smooth curves with the extra datum of n
disjoint sections si : S → X; arrows are cartesian diagrams as above, with the
extra condition that they are compatible with sections, i.e. f ◦ s′i = si.
5. Let us fix a scheme X over S. The category (Vectr/X) has for objects the
pairs (T,E), where T is an S-scheme and E is a vector bundle of rank r over
X ×S T ; for arrows between (T ′, E′) and (T,E), maps of S-schemes f : T ′ → T
plus a map E → (idX × f)∗(E′) inducing an isomorphism (idX × f)∗E → E′
(this is the correct way to say it, when one defines the pullback as being the left
adjoint of the pushforward, since then the pullback sheaf is defined only up to
isomorphism; while the map f∗f∗F → F is canonical). Analogously one may
define the categories (Coh/X) and (QCoh/X) of coherent and quasi-coherent
sheaves on X; an object of (QCoh/X) over S is given by a quasi-coherent sheaf
on X × S that is finitely presented and flat over S.
6. In greater generality, consider a site C with the topology τ and an object X
of C. The comma category (C/X) has a natural induced topology (coverings
of an object U → X are simply the coverings of U in τ). Sheaves on (C/X)
are called sheaves on X and form a category (ShX). To a map f : X → Y
we may associate a pullback of sheaves: if U → X is an object of (C/X),
and F a sheaf on Y , then define f∗F (U → X) = F (U → X → Y ). An
arrow U → V in (C/X) gives one in (C/Y ) by composition, hence gives a map
f∗F (U → X)→ f∗F (V → X); thus f∗F is a functor and it is a sheaf on X due
to the definition of covering in the comma topology. To a natural transformation
of sheaves on Y , α : F → G, we can easily associate a natural transformation
f∗α : f∗F → f∗G. Besides, it is immediate to check that (gf)∗ = f∗g∗ and
id∗ = id. Thus we have defined a bona fide functor from C to the category
of categories, i. e. a category fibered over C whose fiber over an object X is
(ShX).
7. Let G be a group scheme (over the base scheme S). The category BG has
G-torsors as its objects. A G-torsor over an S-scheme X is a morphism of
S-schemes E → X with a right action E ×S G→ E such that the projection
to X is G-invariant and that it is locally trivial, i.e. there is an e´tale covering
{ϕi : Xi → X}i such that the pullback torsors ϕ∗iE = Xi×X E → Xi are trivial
torsors, admitting an equivariant isomorphism with Xi ×S G→ Xi. This can
be done in general with C a site, G a group object in C, etc.
8. Let us suppose that the group scheme G acts on a scheme X on the right. Then
one can define the category [X/G], whose objects are locally trivial G-torsors
E → T together with a G-equivariant map E → X; arrows are cartesian
diagrams of torsors that form a commutative diagram with the maps E → X
and E′ → X. Note that when X is the base-scheme S (and the action is
trivial), then [S/G] = BG.
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It is useful to note that most diagrams involving fibered categories will not usually
be strictly commutative, but 2-commutative, i.e. commutative up to a 2-isomorphism.
An example is the following: a morphism of group schemes f : G→ G′ gives rise to
a map of groupoids BG→ BG′. An object of BG, i.e. a G-torsor E → T , is sent to
the G′-torsor obtained by taking EG′ = E ×G G′ = E ×G′/{(e, g′) ∼ (eg−1, f(g)g′)}
(provided this quotient scheme exists). There is an obvious right action of G′ on EG′
and an invariant projection on T induced by E → T . Now suppose we have two
maps G → G′ → G′′; observe that extending the structure group once to G′ and
then again to G′′ produces a G′′-torsor that is only isomorphic to directly extending
from G to G′′. Thus the following diagram is commutative only up to 2-isomorphism
BG BG′
BG′′
⇒
A fundamental construction, as usual, is that of fibered products. Suppose given
morphisms of fibered groupoids Φ: F → H and Ψ: G → H. Then construct the
category F ×H G, whose objects are triples (x, y, α), where x is an object of F(U),
y is an object of G(U) and α is an isomorphism Φ(x) ' Ψ(y) over U ; an arrow of
F ×H G over U ′ → U from (x′, y′, α′) to (x, y, α) is a couple of morphisms x′ → x in
F and y′ → y in G over U ′ → U such that the following diagram in H commutes
Φ(x′) Φ(x)
Ψ(y′) Ψ(y)
αα′
This category fits in the following 2-commutative diagram (the 2-isomorphism is
induced by α):
F ×H G
F ⇒ G
H
pr1 pr2
Φ Ψ
This category has the following (strict) universal property: given a 2-commutative
diagram
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X
F ⇒ G
H
Π P
Φ Ψ
there exists a unique morphism (Π,P ) : X → F ×H G with pr1 ◦ (Π,P ) = Π
and pr2 ◦ (Π,P ) = P , so that the isomorphism Φ ◦ Π ⇒ Ψ ◦ P is induced by
α : Φ ◦ pr1 ⇒ Ψ ◦ pr2.
Remark 5.49. This defines the fibered product up to isomorphism. In the setting of
fibered categories, it would be natural to give a universal property defining the fibered
product only up to equivalence. We can construct a category Hom(Y,F → H ← G)
whose objects are triples (A,B, γ) where A : Y → F , B : Y → G are 1-morphisms and
γ is a 2-morphism Φ ◦A⇒ Ψ ◦B; an arrow from (A′, B′, γ′) to (A,B, γ) is a pair of
2-morphisms A′ ⇒ A and B′ ⇒ B such that the composites Φ ◦A⇒ Ψ ◦B ⇒ Ψ ◦B′
and Φ ◦ A ⇒ Φ ◦ A′ ⇒ Ψ ◦ B′ are equal. If one has Π : X → F and P : X → G
fitting in a 2-commutative diagram as above, then there is a functor Hom(Y,X )→
Hom(Y,F → H ← G). Then X is a fibered product whenever this functor is an
equivalence of categories for any Y.
In this context, we shall name a fibered product diagram 2-cartesian.
5.3.5 Stacks
Topology has played no role so far. If we restrict our attention to the base-category
of schemes with the e´tale topology, we have embedded the category of contravariant
functors in sets in that of fibered categories, in order to allow automorphisms. Now
we need to find the counterpart of sheaves and algebraic spaces, i.e. to fill in the
gray labels in the following diagram; this way we will be able to consider our moduli
problems as groupoids over schemes and to study their geometry even if they are not
representable.
(Sch) (Alg.Sp.) (S-sp.) Hom((Sch)op, (Set))
(Algebraic/DM stacks) (Stacks) (CFGs)
Let us do things in general: fix a fibered category F over C with a cleavage; let
us choose an object S of C and two object ξ and η in F(U). We can define a
functor HomS(ξ, η) : (C/S)op → (Set): over an object f : U → S of (C/S), it is
defined as Hom(f∗ξ, f∗η); to an arrow g : U1 → U2 it associates the well-defined map
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Hom(f∗2 ξ, f∗2 η)→ Hom(f∗1 ξ, f∗1 η) descending from the definition of cartesian arrow
and the following diagram
f∗1 ξ f∗1 η
f∗2 ξ f∗2 η
αf2,g ◦ g∗ αf2,g ◦ g∗
Since pullbacks are uniquely isomorphic, it is clear that this functor does not depend
on the choice of a cleavage.
We shall now generalize the theory of sheaves on a site to the setting of fibered
categories. Given a site C and a fibered category F over C, we are going to define
the category of descent data Fdesc when we have fixed a cleavage; though, it will be
clear that this construction does not depend on the choice of pullbacks.
Definition 5.50. Let {ϕi : Ui → U}i be a covering in C. An object with descent
data over U is ({ξi}i, {fij}i,j) such that ξi is an object of F(Ui) and fij gives an
isomorphism pr∗2ξj ' pr∗1ξi in F(Uij) (where we have set Uij = Ui ×U Uj). These
isomorphisms are requested to satisfy a cocycle condition on the triple fibered
products Uijk = Ui ×U Uj ×U Uk: pr∗13fik = pr∗12fij ◦ pr∗23fjk : pr∗3ξk → pr∗1ξi.
There is an obvious functor F(U)→ Fdesc({Ui → U}), mapping an object ξ of
F(U) to its pullbacks ξ|Ui on the Ui’s and the natural isomorphisms between the
restrictions (ξ|Ui)|Uij ' (ξ|Uj )|Uij . It may be meaningful to consider the following
diagrams:
ξijk ξjk Uijk Ujk
ξij ξj Uij Uj
pF−−→
ξik ξk Uik Uk
ξi Ui U
Definition 5.51. Let C be a site and F a fibered category over C.
1. F is a prestack if the functor F(U) → Fdesc({Ui → U}) is fully faithful for
every covering {Ui → U}i.
2. F is a stack if the functor F(U) → Fdesc({Ui → U}) is an equivalence of
categories for every covering {Ui → U}i.
The first condition basically asserts that morphisms between objects of F can be
constructed locally, i.e. that the functor of arrows is a sheaf. See [Vis05, prop. 4.7].
78
5.3. CFGs and stacks
Lemma 5.52. Let F be a fibered category over a site C. F is a prestack if and only
if, for any object S of C and any two objects ξ and η in F(S), the functor HomS(ξ, η)
is a sheaf in the comma topology.
Thus, a fibered category F is a stack if and only if it is a prestack and every
object with descent data over {Ui → U}i is effective, i.e. it is isomorphic to the image
of an object in F(U). This can be stated as follows: for any object with descent
data ({ξi}, {fij}), there exists an object ξ of F(U) and a commutative diagram
pr∗2ξj pr∗1ξi
ξj ξi
ξ
fij
The following lemma ensures that stacks are the correct generalization of the notion
of sheaves. See [Vis05, prop. 4.9].
Lemma 5.53. Let C be a site and F : Cop → (Set) a contravariant functor on C,
thought of as a category fibered in sets. Then F is a separated sheaf if and only if it
is a prestack, and it is a sheaf if and only if it is a stack.
We shall briefly discuss a couple of examples.
1. Let (Top) be the category of topological space and continuous maps; endow
it with the topology in which a cover is a jointly surjective collection of open
embeddings. Let (Cont) be the category of arrows in (Top), i.e. the category
whose objects are continuous maps and whose arrows are cartesian diagrams.
The functor mapping a continuous map to its codomain (and a diagram to its
bottom row) makes (Cont) into a fibered groupoid over (Top). We claim that
it is a stack.
The condition on the Hom functor translates as follows: given two objects
f1 : X → U and f2 : Y → U of (Cont)(U), if we have an open cover {Ui} of
U and morphisms φi : Xi = f
−1
1 (Ui) → Yi = f−12 (Ui) that coincide on the
intersections (the preimages of Uij = Ui ∩Uj), then we can glue the φi together
and make a continuous map φ : X → Y .
The effectivity condition is the following fact. Suppose we are given a topological
space U with an open cover {Ui} and continuous maps φi : Xi → Ui, with
isomorphisms fij : φ
−1
j Uij ' φ−1i Uij satisfying the cocycle condition. Then
we can take X ′ to be the disjoint union of the Xi and define an equivalence
relation R on it: x ∼ y if x ∈ Xi, y ∈ Xj and φi(x) = φj(y) ∈ Uij . Then take
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the quotient topological space X = X ′/R and observe that the φi’s induce a
continuous map φ : X → U .
2. Let X be a scheme. Then the category (QCohX) is a sheaf in the fpqc topology
(hence in any coarser one). This is not trivial at all, since, a priori, these are
just sheaves in the Zariski topology. Remark that we can split the problem
into two: (i) being a stack in the Zariski topology and (ii) the affine case, in a
way similar to lem. 5.7. See [Vis05, thm. 4.23].
What is needed to show that a given fibered groupoid (usually coming from
geometry) is indeed a stack goes under the name of descent theory. We refer the
reader to the notes [Vis05, chapter 4] and [BCE+, Appendix A].
There is a useful procedure that corresponds to sheafification in the setting of
fibered categories.
Proposition 5.54. Let C be a site and F a category fibered over C. There exists a
stack F ′ and a morphism Φ: F → F ′ such that:
1. for every object U of C and for every pair of objects ξ and η in F(U), the map
Hom(ξ, η)→ Hom(Φξ,Φη) is a sheafification;
2. for every object U of C and ξ′ of F ′(U), there exists a covering {Ui → U}i
such that ξ′|Ui is in the essential image of F(Ui) via Φ.
The morphism Φ: F → F ′ satisfies the following universal property: for any 1-
morphism Ψ: F → G with G a stack, there exists a unique morphism Ψ′ : F ′ → G
such that Ψ′ ◦ Φ⇒ Ψ. F ′ is named a stackification of F by Φ.
Given two stackifications, Φ: F → F ′ and Φ′ : F → F ′′, there exists an iso-
morphism Ψ: F ′ → F ′′ and a 2-isomorphism Ψ ◦ Φ ⇒ Φ′. If Ψ′ : F ′ → F ′′ is
another such 1-isomorphism, then there exists a 2-isomorphism Ψ⇒ Ψ′ such that
Ψ◦Φ⇒ Ψ′◦Φ⇒ Φ′ is equal to the given Ψ◦Φ⇒ Φ′. In other words, the stackification
is determined up to a unique 2-isomorphism.
The basic steps for this construction are the following:
1. identifying locally equal morphisms, where two arrows f, g : ξ → η in F such
that pF (f) = pF (g) are locally equal if there exists a covering {φi : Ui → pF (ξ)}i
such that the compositions φ∗i ξ → ξ
f−→ η and φ∗i ξ → ξ
g−→ η are equal for every
i;
2. adding locally defined morphisms, i.e. an arrow ξ → η may be defined by
giving fi : φ
∗
i ξ → η such that their restrictions to the fiber products coincide;
of course two locally equal locally defined morphisms should be considered to
be equal; an important point is that composition of locally defined morphisms
ξ → η → ζ over U → V →W may be defined by taking fibered products of the
two involved coverings, i.e. {Ui ×V Vj → U}i,j ; this makes the Hom functor
into a sheaf;
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3. the last step is passing to the category of descent data itself.
As for the universal property, let us take an object x of F ′ over U ; then it locally
comes from F , i.e. there is a covering {Ui → U}i such that x|Ui ' Φ(xi). Then
consider yi = Ψ(xi); the point is to see that the yi’s are compatible descent data,
therefore they glue to en element y ∈ ob(G(U)), since G is a stack. Define Ψ′(x) = y.
One still has to check that this is well defined and to do the thing for arrows. The
universal property makes the uniqueness statement almost clear. For the details,
check [BCE+, prop 4.13, prop. 4.15] and [Sta14, Tag 02ZN] (and subsequent ones).
Besides, it can be proved that the stackification of a category fibered in groupoids is
again fibered in groupoids.
5.3.6 Algebraic stacks
We shall now confine our attention to the base category of schemes with the e´tale
topology, which we shall mention no more. The theory we shall develop mimics that
of algebraic spaces in some sense.
Definition 5.55. A morphism of stacks Φ: F → G is representable (resp. strongly
representable or schematic) if for any algebraic space (resp. scheme) X and any
morphism of stacks X → G, the fibered product F ×G X is representable by an
algebraic space (resp. scheme). A property of morphisms of algebraic spaces (resp.
schemes) that is stable under base-change extends without difficulties to representable
(resp. strongly representable) morphisms of stacks.
See [BCE+, prop. 5.5] for an extensive list of properties that are stable under
arbitrary base change and local in the e´tale topology, with the appropriate reference
to [Gro60].
Example 5.56. 1. Any map of schemes X → Y is strongly representable.
2. There is a functorMg,1 →Mg that forgets the section. If S is a scheme with a
morphism S →Mg corresponding to a smooth curve X → S, then the fibered
product S ×MgMg,1 is represented by X itself. Thus Mg1→Mg is strongly
representable, smooth and proper.
3. Let us suppose that G is a linear algebraic group over Spec(k). There is a map
Spec(k)→ BG, associating to a k-scheme X the trivial G-torsor X ×Spec(k) G.
This map is strongly representable, since, for a k-scheme Y and a map Y → BG
induced by a torsor E → Y , the fibered product Y ×BG Spec(k) is represented
by the scheme E.
As we saw in the case of algebraic spaces, many important properties may be
phrased in terms of the diagonal morphism.
Lemma 5.57. Let F be a stack. The following are equivalent:
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1. The diagonal morphism ∆: F → F ×F is schematic.
2. For any schemes X and Y and morphisms X → F and Y → F , the fibered
product X ×F Y is a scheme.
3. For any scheme X, every morphism X → F is schematic.
4. For any scheme X and any pair of morphisms ξ : X → F and η : X → F , the
fibered product X ×ξ,F ,η X is representable by a scheme.
5. For any scheme X and any pair of objects ξ and η in F(X), the sheaf IsoX(ξ, η)
is represented by an X-scheme.
The proof is completely analogous to that of lem. 5.16. The only point here is
to note that, by the explicit construction of fibered product, we have IsoX(ξ, η) '
(X ×ξ,F ,η X)×X×X X. Observe that in the previous lemma we might as well have
substituted “schematic” with “representable” and “scheme” with “algebraic space”.
Definition 5.58. A stack F is algebraic (resp. Deligne-Mumford) if the following
hold:
1. the diagonal F → F ×F is representable, quasi-compact and separated;
2. there exists an algebraic space U and a (representable) morphism U → F that
is smooth (resp. e´tale) and surjective.
Example 5.59. 1. Let X be a quasi-separated scheme (over the base scheme S).
Then (C/X) is a DM stack.
2. Let A be a (quasiseparated) algebraic space. Then A is a DM stack (see prop.
5.17).
3. Let G be an e´tale and quasifinite group scheme over the base scheme S. Then
BG is a DM stack.
In order to prove the second statement, the following fact is useful (see [BCE+,
prop. 5.15]). Recall that a quasiaffine morphism is quasicompact and separated (see
[Sta14, Tag 01SL]).
Proposition 5.60. Let F be a stack. Suppose that, for every scheme X and objects
ξ and η of F(X), there exists an e´tale covering f : X ′ → X such that IsoX′(f∗ξ, f∗η)
is represented by a scheme, quasi-affine over T ′. Then the diagonal F → F ×F is
schematic and quasiaffine.
Thus, in order to see that the diagonal is schematic and quasiaffine, it is enough
to look at IsoT (ξ, η) when ξ and η are trivial G-torsors over T ; in this case the
isomorphisms functor is represented by the scheme T ×G, that is quasiaffine over T .
The morphism S → BG corresponding to the trivial torsor over the base scheme
is an e´tale cover. In fact, suppose we have a scheme T with a G-torsor E : T → BG;
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then the fibered product T ×S BG has for objects morphisms T ′ → T (and T ′ → S),
plus an isomorphism of E|T ′ with the trivial groupoid T ′ ×G, i.e. it is represented
by the scheme E itself (see the diagram below). Thus S → BG is schematic, e´tale
and surjective.
T ′ ×T E E ×T E ' E ×G E
T ′ E T
Example 5.61. Let us suppose that the base scheme S is separated and Noetherian
and that X is a projective S-scheme. Then (Vectr/X) and (Coh/X) are algebraic
stacks of finite type over S. See [LMB00, thm. 4.6.2.1].
Proposition 5.62. (i) The subcategory of algebraic stacks in the category of stacks
is closed under the operations of arbitrary disjoint union and finite fibered product.
(ii) Let F → G be a representable morphism of stacks. If G is an algebraic stack,
then the same is true for F . In particular this holds for open and closed substacks.
See [LMB00, prop. 4.5].
5.3.7 Groupoid schemes and stacks
The following discussion generalizes the presentation of an algebraic space as the
quotient of an e´tale equivalence relation of schemes. It is particularly useful when
one wants to make geometry on DM stacks (e.g. quasi-coherent sheaves). First we
need the following generalization of the concept of group scheme.
Definition 5.63. A groupoid scheme or geometric groupoid consists of two schemes
R and U and five morphisms s, t : R→ U , m : Rt×sR→ R, e : U → R and i : R→ R,
satisfying the following properties and commutative diagrams:
• the compositions s ◦ e = t ◦ e = idU ;
• the following commute (indeed they are cartesian, since (i, idR) : Rt ×s R '
Rs ×s R; see below)
Rt ×s R R Rt ×s R R
R U R U
m
pr1 s
s
pr2
m t
t
• Associativity : m ◦ (idR ×m) = m ◦ (m× idR) : Rt ×s Rt ×s R→ R;
• Unit : m ◦ (e ◦ s, idR) = m ◦ (idR, e ◦ t) = idR;
• Inverse: i ◦ i = idR and s ◦ i = t; m ◦ (idR, i) = e ◦ s and m ◦ (i, idR) = e ◦ t.
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Example 5.64. 1. If U is the base scheme S, then the axioms make R into a
group scheme over S with multiplication m, inverse i and identity section e.
2. Any morphism of schemes U → X determines a groupoid scheme with R =
U ×X U , s and t are the two projection, e is the diagonal map and i is obtained
by switching the two factors. One can identify Rt ×s R with U ×X U ×X U ;
then multiplication is given by projection on the first and third factors.
3. Let G be an algebraic group acting on the right on U . Set R = U × G,
s = pr1 and t the action map; e : U → R takes u to (u, eG) and i takes (u, g) to
(u.g, g−1). Rt×sR may be identified with U ×G×G by associating (u, g, h) to
the element (u, g), (u.g, h); multiplication is then given by m(u, g, h) = (u, gh).
4. Let C be a groupoid and suppose it is a small category. Let U = ob(C) and
R = arr(C), s, t the source and target map, m the composition map, i the map
taking an arrow to its inverse and e the map taking an object X to the identity
map of X. These data satisfy the axioms that make them into a groupoid
object in the category of sets (defined as above by substituting schemes with
sets).
Morphisms of groupoid schemes are pairs (φ,Φ): (U ′, R′) → (U,R) satisfying
the (many) obvious compatibility conditions. A groupoid scheme is said to be e´tale,
smooth, flat, etc. if the two maps s and t have these properties. Remark that we
shall use the same notation as for e´tale equivalence relations, i.e. R⇒ U .
There is a natural way to associate a groupoid scheme to a category fibered in
groupoids with an atlas, at least under some non-trivial hypothesis.
Proposition 5.65. Let F be a category fibered in groupoids over schemes. Let U
be a scheme and u : U → F a morphism. Assume that the fibered product U ×F U
is represented by a scheme R. Then R and U constitute a groupoid scheme, with
s, t : R ' U ×F U → U the two projections; e : U → R mapping x to (x, x, idu(x)) and
then composing with the isomorphism U ×F U ' R; i sends (x, x′, ϕ) to (x′, x, ϕ−1)
(and compose with the isomorphism to R); as for multiplication, identify Rt ×s R
with U ×F U ×F U and set m((x, x′, x′′, ϕ, ϕ′)) = (x, x′′, ϕ′ ◦ ϕ).
See [BCE+, prop. 3.5]. Of course this will apply to an algebraic stack with a
representable atlas. But we are going to develop the general theory first: we now
need to go the other way round, i.e. building a stack out of a groupoid scheme.
Let us fix a groupoid scheme R ⇒ U . Consider the following fibered category,
denoted by [R⇒ U ]pre: an object over a scheme T is a map g : T → U ; a morphism
between g′ : T ′ → U and g : T → U over f : T ′ → T is a morphism γ : T ′ → R such
that s ◦ γ = g′ and t ◦ γ = g ◦ f . It is non-trivial to define composition of morphisms:
given a diagram
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T ′′ R
T ′ U
T
γ′
g′′
f ′
γ
g′
f g
s t
observe that t ◦ γ′ = g′ ◦ f ′ = s ◦ γ ◦ f ′, so there is an induced map (γ′, γ ◦ f ′) : T ′′ →
Rt ×s R; define γ ◦ γ′ = m(γ′, γ ◦ f ′) : T ′′ → R. It follows from the groupoid scheme
axioms that this defines a morphism between T ′′ → U and T → U . This category is
called the associated prestack to R⇒ U .
Example 5.66. Let G be a group scheme over the base scheme S. As we noticed
above, it may be seen as a groupoid scheme G ⇒ S. In this case, the associated
prestack [G ⇒ S]pre is the category of trivial G-torsors. In fact, there is only one
object over any T (namely, the structure morphism); isomorphisms of this object are
in bijective correspondence with maps T → G.
From this example we see that the associated fibered category is not a stack, still
we can stackify it; we shall describe this process concretely in this case, all we have
to do is to mimic the construction of (locally trivial) torsors from trivial ones.
Consider the category [R ⇒ U ]pre. A descent datum over the covering map
T ′ → T consists of a morphism ϕ : T ′ → U and a morphism Φ: T ′′ = T ′ ×T T ′ → R
such that s ◦ Φ = ϕ ◦ pr1 and t ◦ Φ = ϕ ◦ pr2. The cocycle condition on Φ makes
(ϕ,Φ) into a groupoid scheme morphism from T ′′ ⇒ T ′ to R⇒ U . Since admitting
all these morphisms would create some difficulties in defining what the arrows are,
we are going to pick just some of them.
Definition 5.67. A morphism of groupoid schemes (ϕ,Φ): (U ′, R′) → (U,R) is
called a square morphism if the diagram
R′ R
U ′ U
Φ
ϕ
is cartesian whenever we choose the left (or right) vertical arrows.
A banal groupoid over a morphism g : T ′ → T is given by p, q : T ′′ → T such that
g ◦ p = g ◦ q and (p, q) : T ′′ → T ′ ×T T ′ is an isomorphism.
Remark 5.68. Observe that, when R⇒ U is a groupoid scheme, there exists a square
morphism of groupoid schemes
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Rt ×s R R
R U
Φ
pr1 m ϕ
s t
and the left-hand column is a banal groupoid scheme for the morphism s : R→ U
(due to the second axiom satisfied by a groupoid scheme).
Definition 5.69. The category of (R ⇒ U)-torsors is defined as follows: over a
scheme T , there are banal torsors T ′′ ⇒ T ′ over a morphism g : T ′ → T together
with morphisms of groupoid schemes to R⇒ U ; arrows over a morphism of schemes
f : S → T are morphisms ψ : S′ → T ′ such that the diagram
S′ T ′
S T
ψ
f
is cartesian, thus induces a morphism of groupoid schemes (S′′ ⇒ S′)→ (T ′′ ⇒ T ′)
that is compatible with the structure morphisms to (R⇒ U).
A (R ⇒ U)-torsor is trivial if it admits a morphism to the banal groupoid of
remark 5.68. A (R⇒ U)-torsor T ′′ ⇒ T ′ over T is locally trivial if there exists an
e´tale covering f : S → T and a trivial object S′′ ⇒ S′ with a morphism from the
latter to T ′′ ⇒ T ′ over f .
We denote by [R⇒ U ] the full subcategory of the category of (R⇒ U)-torsors
whose objects are locally trivial.
Observe that, in the (G ⇒ S) case, the objects of our categories are precisely
G-torsors E → T , together with a choice of an isomorphism E×T E ' E×G induced
by the square morphism to G⇒ S (this is not significant, since the same G-torsor
with another identification of E ×T E with E ×G is canonically isomorphic to the
chosen one). Triviality is exactly bearing a G-equivariant isomorphism to T × G.
Thus we have reconstructed the category of locally trivial G-torsors.
Proposition 5.70. Let R ⇒ U be a groupoid scheme. Assume that the relative
diagonal (s, t) : R→ U × U is quasiaffine. Then [R⇒ U ] is a stack.
As usual, the point for stating properties of an object in terms of the diagonal
morphism is that they do not depend on the choice of an atlas, as soon as they are
stable by base-change and local in the given topology.; while the maps s, t : R→ U
may do. As regards the proof, one shows that for a locally trivial (R⇒ U)-torsor
E → T , the induced map E → T × U is quasiaffine. Then, when we have an e´tale
covering T ′ → T and an object of [R ⇒ U ] over T ′, say E′ → T ′, with compatible
gluing data on T ′′ = T ′ ×T T ′, we can construct a quasiaffine morphism E → T × U
(by quasiaffine descent, see prop. 5.18). By descent for morphisms to a given target,
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starting from the map E′ ×T ′ E′ → R, we can define a map E ×T E → R, which is
compatible with T → U . What we need to check is that (E ×T E ⇒ E)→ (R⇒ U)
is a square morphism of groupoid schemes. This can be done locally by exploiting
the uniqueness part of quasiaffine descent. For details, see [BCE+, prop 4.11].
There is a natural morphism of fibered groupoids from [R⇒ U ]pre to [R⇒ U ].
Namely, to an object g : T → U one associates a trivial torsor
Tg ×s Rt ×s R R
Tg ×s R U
T
pr3
pr13 idT ×m
t ◦ pr2
s t
pr1
(there is an obvious identification (Tg ×s R)×T (Tg ×s R) ' Tg ×s Rt ×s R and an
obvious map from this groupoid to the one in rmk. 5.68 by forgetting the T factor).
To an arrow γ : T ′ → R in [R⇒ U ]pre from the object g′ : T ′ → U to the object
g : T → U over the morphism f : T ′ → T , we associate the arrow
(f ◦ pr1,m((i ◦ γ)× idR)) : T ′g′ ×s R→ Tg ×s R.
What we wish to assert is that this functor β : [R ⇒ U ]pre → [R ⇒ U ] is a
stackification. It is clear that any object of [R⇒ U ] is locally in the essential image
of β, since it is locally trivial and, when we have a trivial object T ′′ ⇒ T ′, the
morphism T ′ → U with descent data induces a morphism T → U (this is again
descent of morphisms with a fixed target). By the characterization of stackification
(prop. 5.54), it is enough to show that β is fully faithful; this is done in [BCE+, prop.
4.14].
Associating to a groupoid scheme R⇒ U the stack [R⇒ U ] is functorial: if we
have a morphism of groupoid schemes (ϕ,Φ): (R′ ⇒ U ′) → (R ⇒ U), we get an
associated morphism of stacks. In fact, a morphism [R′ ⇒ U ′]pre → [R ⇒ U ]pre is
obtained on objects by composing with ϕ and on morphisms by composing with Φ.
Then one uses the universal property of stackification to obtain the needed morphism
[R′ ⇒ U ′]pre [R⇒ U ]pre
[R′ ⇒ U ′] [R⇒ U ]
Another way to say it is to define the map on trivial (R′ ⇒ U ′)-torsors (in the obvious
way) and then glue their images together.
We now ask whether these two procedures (from stack to groupoid scheme and
vice versa) are one inverse to the other. We get a positive answer under some mild
assumption.
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Proposition 5.71. Let F be a stack, U a scheme with a morphism u : U → F such
that U ×F U ' R for some scheme R. Let us denote by R ⇒ U the associated
groupoid scheme. Assume that the relative diagonal R→ U × U is quasiaffine and
that, for every object ξ of F over the scheme T , there exists a covering {fi : Ti → T}
such that each pullback f∗i ξ admits an arrow to u in F . Then F ' [R⇒ U ].
See [BCE+, prop. 4.19].
Proposition 5.72. Let R ⇒ U be a groupoid scheme with quasiaffine relative
diagonal and let F denote the associated stack [R⇒ U ]. Pick the object u of F(U)
defined by the trivial torsor of remark 5.68 over s : R→ U . Then U ×F U ' R and
the associated groupoid to F is the given R⇒ U .
See [BCE+, prop. 4.20].
As it was anticipated, this applies particularly to algebraic and DM stacks that
admit a schematic cover.
Proposition 5.73. Let F be a DM stack with schematic diagonal. Let u : U → F be
an e´tale covering by a scheme. Say that R is the scheme such that U×F U ' R. Then
the associated groupoid scheme R⇒ U has quasiaffine diagonal and F ' [R⇒ U ].
For the first assertion use the fact that a quasifinite and separated morphism is
quasiaffine [Gro60, IV-18.12.12]. For the second one, we want to apply prop. 5.71;
we need to prove that any object locally admits a morphism to u. The point is that
U → F is e´tale surjective and schematic; therefore, for any scheme T and object
ξ : T → F , the product Tξ ×F ,u U is isomorphic to a scheme T ′ and the induced map
T ′ → T is an e´tale covering such that ξ|T ′ ' u|T ′ . See [BCE+, prop. 5.20].
Proposition 5.74. Let R ⇒ U be a groupoid scheme with quasiaffine relative
diagonal (s, t) : R → U × U . Let F denote the associated stack [R ⇒ U ]. Then F
has schematic diagonal. Moreover, if P is a property of morphisms of schemes that
is stable and local in the e´tale topology, then:
1. the diagonal F → F ×F has property P if and only if R→ U × U has it;
2. the morphism U → F (given by the trivial torsor of remark 5.68) has property
P if and only if s or t have it.
In particular, if R⇒ U is an e´tale groupoid scheme such that the relative diagonal
R→ U × U is quasicompact and separated, then F = [R⇒ U ] is a DM stack with
e´tale atlas U → F .
As we said, it is customary to describe properties of a stack in terms of the
diagonal because it is intrinsic; in this case we see that we may equivalently state
these properties by looking at any e´tale atlas.
The assertions regarding the diagonal may be proved as follows: by recalling prop.
5.60 we may reduce to the local situation, i.e. instead of taking general ξ, η objects
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of [R⇒ U ] over a scheme T , we may suppose that they are trivial (R⇒ U)-torsors;
thus they are in the essential image of the stackification, and since the latter is a
fully faithful functor, we may consider IsoT (ξ, η) in the category [R⇒ U ]pre. Here it
is clear that this is represented by the scheme T(ξ,η) ×U×U,(s,t) R, that is quasiaffine
over T (by base change of the relative diagonal of the groupoid scheme R⇒ U). See
[BCE+, prop. 5.21].
Example 5.75. Let us suppose that G is an e´tale and quasifinite group scheme over
S, acting on the right on a separated S-scheme X. The groupoid scheme of example
5.64 arises when one considers the atlas X → [X/G] corresponding to the trivial
G-torsor over X. Therefore we have an isomorphism [X/G] ' [X ×G⇒ X].
5.3.8 Deligne-Mumford criterion
It might happen that it is easier to find a smooth (rather than e´tale) atlas for a
DM stack. Here we are going to present a criterion, originally due to Deligne and
Mumford. See [DM69, thm. 4.21], which states necessary and sufficient conditions
for a stack with a smooth atlas to be DM.
Theorem 5.76. Let F be a stack and assume that
1. F has representable, separated and quasicompact diagonal;
2. there exists a scheme U and a smooth, surjective morphism U → F ;
3. the diagonal of F is formally unramified.
Then F is a DM stack.
The converse is also true: indeed, if we take an e´tale atlas U → F and set
R = U ×F U , then R → R × R → U × U exhibits the relative diagonal of the
groupoid scheme R⇒ U as the composite of an embedding and an e´tale map, that
are both formally unramified. Then apply prop. 5.74.
The proof of the theorem goes roughly as follows (for further details see [BCE+,
thm. 5.26]). The property of being of relative dimension n is stable and local in the
e´tale topology, therefore we can express U as disjoint union of subschemes Un, such
that the restriction Un → F is of relative dimension n. This step makes use of the
groupoid scheme diagrams
Rt ×s R R Rt ×s R R
R U R U
pr2
pr1
t
s
pr2
m
t
t
Then one writes R =
∐
Rn where t : Rn → U has relative dimension n; since
pr−11 (Rn) = {p ∈ Rt ×s R | pr2 has relative dimension n at p} = m−1(Rn)
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there exist a subscheme Un of U , with s
−1(Un) = Rn (see the subsequent diagram).
We have U =
∐
Un and Un → F is of relative dimension n.
Rt ×s R R
R U
m
pr1
s
s
Mimicking the construction of the sheaf of relative Ka¨hler differentials for a morphism
of schemes, we set ΩF = Ne, relying on the relative diagonal e : U → R of the groupoid
scheme. The maps U → R→ U × U give ϕ : ΩU → ΩF . By some diagram chasing,
it can be shown that this map of sheaves is surjective (here one uses the hypothesis
that the diagonal is unramified).
Let w ∈ U be a closed point and suppose that U → F has relative dimension n
in w. By shrinking Un, since ΩU → ΩF is surjective, we can find functions f1, . . . , fn
near w such that df1, . . . , dfn generate ΩF . Call again U this neighborhood of w (and
R = s−1(U) ∩ t−1(U)). Then we have a 2-cartesian diagram
R U × An
U F × An
(t, f ◦ s)
s
(u, f)
u× idAn
We claim that the bottom row is e´tale. It is enough to show that the top row is e´tale
and, since both R and U × An are smooth schemes over U , one can check that this
morphism of schemes induces an isomorphism on the level of Ka¨hler differentials
sheaves.
Now, for any locally closed subscheme Y of An, we have a 2-cartesian diagram
f−1(Y ) F × Y F
U F × An
If Y is e´tale over Spec(Z), then the composite upper row is e´tale. Therefore we
are close to find a jointly surjective, e´tale covering. The point here is that one
cannot (and does not need to) find an e´tale slice near every (closed) point of U ; it is
enough that for any closed point w ∈ U there can be found an e´tale Y ⊆ An such
that s−1f−1(Y ) intersects t−1(w) non-trivially. We apply the following lemma with
W = U , Uw = f
−1(Y ).
Lemma 5.77. Let F be a stack with schematic, separated and quasicompact diagonal.
Assume that there exists a surjective morphism W → F , with W a scheme and such
that for any closed point w ∈ W there is a scheme Uw and an e´tale morphism
Uw → F with non-empty fiber of Uw ×W →W over w. Then F is a DM stack.
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As an e´tale atlas we may take U =
∐
Uw: the map to F is again e´tale; to see
that it is surjective, it is enough to check the surjectivity of U ×W →W . This map
is e´tale, therefore open; thus it is enough to check on closed points of W .
Corollary 5.78. Let R ⇒ U be a smooth groupoid scheme with quasicompact,
separated relative diagonal. The stabilizer of R⇒ U is the upper row of the diagram
S U
R U × U
(s, t) ∆
If the stabilizer has finite reduced geometric fibers, then R → U × U is formally
unramified. Therefore [R⇒ U ] is a DM stack.
Observe that in the case of a groupoid scheme coming from the action of a group
on a space, the fibers of the stabilizer have the usual meaning. Therefore, we have
the following corollary: let G be a smooth and separated group scheme over S and
let it act on a quasiseparated S-scheme X in a way that geometric stabilizers are
finite and reduced; then [X/G] = [X × G ⇒ X] is a DM stack. See [BCE+, prop.
5.28] and [Edi00, cor. 2.2].
5.3.9 Properties of algebraic stacks
As in the case of algebraic spaces, we may use atlases of algebraic stacks to extend
to this category properties of schemes and their morphisms that are well-behaved
with respect to the e´tale topology.
Definition 5.79. Let P be a property of morphisms of algebraic spaces that is
stable and local in the e´tale topology. A representable morphism of stacks F → G is
said to satisfy P if, for any algebraic space A and morphism A → G, the induced
morphism F ×G A→ A satisfies P.
In this way we define open/closed substacks.
Definition 5.80. Let P be a property of algebraic spaces that is stable and local
in the smooth (resp. e´tale) topology. Then we say that an algebraic (resp. DM)
stack F has property P if there exists one representable smooth (resp. e´tale) atlas
u : U → F with U satisfying P (then any such atlas will have that property as well).
In this way we can say that an algebraic stack is locally Noetherian, reduced,
normal, etc.
Definition 5.81. Let P be a property of morphisms of algebraic spaces that is
stable and local both in the codomain and the domain, i.e. f : X → Y has P if and
only if, for any cover Y ′ → Y and X ′ → X ×Y Y ′, the induced map f ′ : X ′ → Y ′ has
property P (as in the diagram below).
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X ′ X ×Y Y ′ X
Y ′ Yf
′ f
Then we say that a morphism of algebraic stack f : F → G has property P if one can
find any (and thus for all) atlases V → G and U → F ×G V such that the induced
map f ′ : U → V has property P:
U F ×G V F
V Gf
′ f
In this way one can define surjective, universally open, locally of finite presentation
(resp. locally of finite type), flat, smooth morphisms etc. In the case of DM stacks
in the e´tale topology, observe that one can also define a morphism to be of relative
dimension n.
Definition 5.82. An algebraic stack F is quasicompact if one can find an atlas
U → F , with U a quasicompact scheme. F is Noetherian if it is locally Noetherian
and quasicompact.
Definition 5.83. An algebraic stack is said to be connected if it is non-empty and
not isomorphic to the disjoint union of two non-empty stacks.
An algebraic stack is said to be irreducible if any two open substacks intersect
non-trivially.
Remark that, given an open substack F1 ⊆ F , there exists a unique closed
substack G1 ⊆ F such that, for any algebraic space A, the fibered product G1 ×F A
is the reduced closed complementary subspace of the open F1 ×F A. Also, one can
perform unions and intersections of open/closed substacks (finite or arbitrary, in
the same way as in point-set topology). The point for all of these constructions is
that, in the category of schemes, they are local in the e´tale topology. See [Knu71,
constructions II.5.12, II.5.13] and [LMB00, lem. 4.10].
Proposition 5.84. Let F be a locally Noetherian algebraic stack. Then F is in one
and a unique way a disjoint union of connected algebraic substacks Fi; these are
called the connected components of F .
Besides, there exists one and a unique family {Gi}i of closed reduced substacks
such that: (i) every Gi is irreducible; (ii) for i 6= j, neither Gi ⊆ Gj nor Gj ⊆ Gi; (iii)
for any quasicompact open substack U ⊆ F , U ×F Gi is non-empty for finitely many
i ∈ I; (iv) Fred =
⋃Gi.
It may be useful to associate a topological space to an algebraic stack. In some
sense, one might think of the stack as being described by its associated topological
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space and an association of a stabilizer group to every point of this space, in analogy
to the concept of orbifold in differential geometry. Most topological properties of
algebraic stacks and their morphisms can be phrased in terms of the associated
topological spaces.
Definition 5.85. To an algebraic stack F one may associates the set of all morphisms
from Spec(K) to F , where K is any S-field (i.e. a field admitting a morphism to the
base scheme Spec(K)→ S). Define an equivalence relation on this set by requiring
Spec(K1)→ F equivalent to Spec(K2)→ F whenever there exists a common field
extension K1,K2 ⊆ L making the diagram commute.
Spec(K1)
Spec(L) F
Spec(K2)
A point of an algebraic stack F is an equivalence class in the above set and the set
of points of F will be denoted by |F|.
See [Sta14, Tag 04XF]. Given a smooth presentation U → F of an algebraic
stack, any point of F factorizes through U ; see [LMB00, rmk. 5.3]. Furthermore, it
can be checked that every non-empty algebraic stack has at least one point.
As in the case of algebraic spaces, one can define a topology (named the Zariski
topology) on |F| by saying that open subsets are those of the form |U| for any U ⊆ F
open substack. A morphism of algebraic stacks F → G induces a continuous map
|F| → |G|. See [LMB00, prop. 5.4]. It is useful to check that topological properties
of stacks and morphisms (that were previously defined, based on the corresponding
property of schemes) can be checked on the associated topological spaces; here we
shall list some examples.
Proposition 5.86. Let F → G be a morphism of algebraic stacks. Then it is
universally open if and only if, for any morphism of algebraic stacks G′ → G, the
associated continuous map |F ×G G′| → |G′| is open.
Corollary 5.87. Let F be an algebraic stack and u : U → F a smooth atlas. Then:
1. A subspace Z ⊆ |F| is open (resp. closed) if and only if u−1(Z) is open (resp.
closed) in |U |.
2. A subspace Z ⊆ |F| is closed if and only if it is of the form |G| for some G ⊆ F
(reduced) closed substack.
See [LMB00, prop. 5.6, cor. 5.6.1].
Proposition 5.88. Let f : F → G be a morphism of algebraic stacks and u : U → G
a smooth atlas. Then the following are equivalent:
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1. f is quasicompact;
2. the induced morphism of algebraic spaces F ×G U → U is quasicompact;
3. for any quasicompact open V ⊆ |G|, the open f−1(V ) ⊆ |F| is quasicompact.
See [LMB00, cor. 5.6.3].
Proposition 5.89. Let f : F → G be a representable morphism of algebraic stacks.
Then f is surjective if and only if f : |F| → |G| is surjective.
See [Sta14, Tag 04XI].
We shall now state a few results describing the local structure of algebraic stacks.
Theorem 5.90. Let F be an algebraic stack. The following are equivalent:
1. there exists an algebraic space A and a morphism pi : A→ F that is finite e´tale
of degree d ≥ 1;
2. F is isomorphic to a stack of the form [X/G], where X is an algebraic space
and G a finite group acting on it.
In particular, if F is a DM stack, then there is a non-empty open substack of F
satisfying the above conditions with A and X affine schemes.
The implication (2)⇒(1) is easy. As for the other direction, the idea is to extend
to algebraic stacks the correspondence between e´tale covers of degree d over a scheme
Y and Sd-torsors over Y : this is given by associating to any e´tale cover the torsor
of its trivializations (isomorphisms with the trivial e´tale cover Y × {1, . . . , d}). See
[LMB00, thm. 6.1].
Theorem 5.91. Let F be a DM stack, K an S-field and x : Spec(K) → F a
morphism. Then there exists an affine scheme X, a finite group acting on X and a
morphism ϕ : [X/G] → F that is representable, e´tale and separated and fits in the
following 2-cartesian diagram:
Spec(K) [X/G]
Spec(K) F
idSpec(K)
x
ϕ
Theorem 5.92. Let F be an algebraic stack, K an S-field and x : Spec(K)→ F a
morphism. Then there exists a commutative diagram
X
Spec(K) F
x1
x
ϕ
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where X is an affine scheme and ϕ is representable, separated and smooth.
Remark that, in the last theorem, ϕ may not be taken to be e´tale, even if F is a
DM stack; see [LMB00, rmk. 6.3.2].
Tools occurring in the proof of the first result include the construction of multi-
sections of a morphism of stacks. Let F → G be a representable and separated
morphism of algebraic stacks. Define Secd(F/G) to be the open (due to the separation
hypotheses) substack of (F/G)d = F ×G . . .×G F (d times) that avoids the diagonals.
Then, for any scheme U , an object of Secd(F/G)U consists of an object of GU and
d distinct sections of the U -algebraic space F ×G U . There is an obvious action of
the symmetric group Sd on Secd(F/G)U and we may define Etd(F/G)U to be the
category whose objects are given by an object of GU and a section over U of the
quotient algebraic space of Secd(F/G) ×G U by the action of Sd. The structure
morphism Secd(F/G) → Etd(F/G)U is an Sd-torsor, therefore representable, e´tale
and finite.
The proof of the first theorem roughly goes as follows: set T = Spec(K) and
take an e´tale atlas u : U → F ; we can suppose that U is the disjoint union of affine
schemes. The fibered product T1 = T ×F U is non-empty, therefore we can find an
affine open subscheme X2 of U that intersects the image of T1 and obtain a cartesian
diagram
T2 X2
Spec(K) F
pi′
x
pi
where pi is representable, separated and e´tale. Since T2 is an e´tale, separated and
non-empty K-algebraic space, we can find a closed embedding Spec(L)→ T2, with L
a finite e´tale algebra of degree d over K, i.e. a point x1 : T → Etd(T2/T ), which we
can compose with the map to X2 to obtain a point x1 : T → Etd(X2/F). The point
now is that it can be proved that, if we call f : F → G the original representable and
separated morphism, then the structure morphism Secd(F/G)→ G is representable,
separated and inherits many good properties of f , e.g. that of being e´tale; besides,
if f is of finite type, G a DM stack and F a quasi-affine scheme, then Secd(F/G) is
a quasiaffine scheme as well [LMB00, prop. 6.6.2]. Then we can take X to be an
Sd-invariant open affine subscheme of Secd(X2/F), G = Sd and the projection [X/G]
happens to be e´tale.
The proof of the second theorem relies on the first one in order to reduce to the
case that F is of the type [X/G], where X is an affine scheme and G is a finite group.
See [LMB00, thm. 6.2, thm. 6.3].
5.3.10 Valuative criteria
We are going to discuss the notion of separated and proper morphisms of algebraic
stacks and a number of related valuative criteria.
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Definition 5.93. An algebraic stack F is separated if the diagonal morphism
∆: F → F ×F is universally closed (and thus proper, since it is separated by the
definition of algebraic stack and of finite type).
A morphism of algebraic stacks f : F → G is separated if for any scheme V and
any morphism V → G, the fibered product F ×G V is a separated algebraic stack.
Observe that, for a representable stack, this definition coincides with the usual
one, since then the diagonal morphism is a monomorphism of finite type; hence
a representable algebraic stack is separated if and only if the diagonal is a closed
immersion. See [LMB00, rmk. 7.6.1].
Lemma 5.94. Let f : F → G be a morphism of algebraic stacks. Then the diagonal
∆F/G : F → F ×G F is representable, separated and of finite type; moreover, f is
separated if and only if ∆F/G is universally closed.
See [LMB00, lem. 7.7].
Theorem 5.95 (Valuative criterion of separatedness). Let f : F → G be a morphism
of algebraic stacks. The following are equivalent:
1. f is separated;
2. for any valuation ring R with fraction field K, for any objects ξ and η in F(S =
Spec(R)), any isomorphism β : f(ξ) → f(η) in G(S) and any isomorphism
α : ξ|T=Spec(K) → η|T such that f(α) = β|T , there exists one and only one
isomorphism α˜ : ξ → η extending α and such that f(α˜) = β. This can be
rephrased as: the natural functor F(S) → F(T ) ×G(T ) G(U) induced by f is
fully faithful.
Moreover, in the second condition it is enough to suppose that R is complete and its
residue field is algebraically closed. If G is locally Noetherian and f locally of finite
type, then it is enough to check when R is a discrete valuation ring.
See [LMB00, prop. 7.8]. This is an application of a valuative criterion for
universally closed morphism in the special case that they are representable and
separated (as the diagonal ∆F/G is). In greater generality we have the following
[LMB00, thm. 7.3].
Theorem 5.96 (Valuative criterion for universally closed morphisms). Let f : F → G
be a quasicompact morphism of algebraic stacks. The following are equivalent:
1. f is universally closed;
2. for any valuation ring R with quotient field K and any 2-commutative diagram
T = Spec(K) F
S = Spec(R) G
f
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there exists a separable extension of finite type K ′ of K and a valuation ring
R′ dominating R and such that its fraction field is K ′, fitting in the following
diagram
T ′ = Spec(K ′) T F
S′ = Spec(R′) S G
f
Moreover, one can suppose that R is complete with algebraically closed residue field;
if F and G are DM stacks, then one can find K ′ being finite and separable over K.
See [LMB00, thm. 7.3]. Remark that it is not always possible to choose R′ = R,
and this is the phenomenon happening in the theorem of stable reduction for curves.
The proof is based on two results, extending the analogous ones for schemes:
Lemma 5.97 (1). Let f : F → G be a quasicompact morphism of algebraic stacks.
The following are equivalent:
1. f is closed;
2. for any point x of |F| and specialization y′ of y = f(x) ∈ |G|, there exists a
specialization x′ of x such that f(x′) = y′.
See [LMB00, cor. 5.7.3].
Lemma 5.98 (2). Let f : F → G be a morphism of algebraic stacks, j : Spec(K)→ F
represent the point x of |F|, y = f(x) ∈ |G| and y′ a specialization of y. Then there
exists an extension of fields K ′/K, a valuation ring R with fraction field K ′ and a
diagram
Spec(K ′) Spec(K) F
Spec(R) G
f
h
such that the image of the closed point of Spec(R) is y′. Furthermore,we can ask
that R is complete with algebraically closed residue field, or that K ′ is of finite type
over K.
See [LMB00, prop. 7.2.1].
Definition 5.99. Let f : F → G be a morphism of algebraic stacks. Then f is proper
if it is separated, of finite type and universally closed.
Based on the previous results (and on the improvements we can obtain by
supposing that we are working with Noetherian stacks), one can prove the following:
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Theorem 5.100 (Valuative criterion of properness). Let f : F → G be a separated
morphism of finite type between Noetherian algebraic stacks. Let us suppose that,
maybe after a smooth surjective base change G′ → G, there exists a surjective and
proper morphism F ′ → F such that the composite F ′ → G is representable. Then
the following conditions are equivalent:
1. f is universally closed (thus proper);
2. for any valuation ring R with quotient field K and any 2-commutative diagram
T = Spec(K) F
S = Spec(R) G
f
there exists a finite extension K ′ of K such that, when setting R′ equal to the
integral closure of R in K ′, they fit in the following diagram
T ′ = Spec(K ′) T F
S′ = Spec(R′) S G
f
Furthermore, we may suppose that R is complete with algebraically closed residue
field.
It is useful to know that it is enough to check for points that factorize through
an open dense substack; see [LMB00, rmk. 7.12.4].
We shall need a valuative criterion for properness in a very restricted situation,
hence we shall devote a few lines to this topic.
Proposition 5.101. Let F be a separated Deligne-Mumford stack of finite type over
Spec(Z), let U be an open substack of F that is dense in any fiber. Then F is proper
if and only if, for any discrete valuation ring R with fraction field K and any diagram
T = Spec(K) U F
S = Spec(R) Spec(Z)
there exists a finite extension K ′ of K such that, once set R′ the integral closure of
R in K ′, we have an extended diagram
Spec(K ′) Spec(K) F
Spec(R′) Spec(R) Spec(Z)
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First, we may reduce to the case of schemes, due to the following result:
Theorem 5.102. Let F be a Noetherian DM stack. There exists a scheme X and a
finite, surjective and generically e´tale morphism x : X → F .
See [LMB00, thm. 16.6] and [Sta14, Tag 04V1] for a summary of results of similar
nature. Then F → Spec(Z) is proper if and only if X → Spec(Z) is proper; by
setting U = x−1(U), we reduce to prove the fact for schemes. We may further reduce
to looking for a section of the vertical map in the diagram:
Spec(K) U X
S = Spec(R)
Then we may argue by contradiction: suppose that the map is not closed; hence there
is a closed subset A that is contained in the generic fiber Xη. Recall the following
theorem of Nagata [Con07, thm. 4.1, rmk. 4.2]:
Theorem 5.103 (Nagata). Let f : X → S be a separated and quasicompact morphism
of schemes, with S quasicompact and quasiseparated. Then there exists an open
immersion of S-schemes j : X → X¯ such that X¯ → S is proper. Furthermore, since
j is quasicompact, we may substitute X¯ with the schematic closure of X in X¯ and
therefore suppose that j is schematically dense.
Consider the closure A¯ of A in X¯. Since X¯ → S is proper, hence closed, there
must be a point p of A¯ lying over the closed point of Spec(R). p is in the closure of
X and of U itself, therefore we may take an irreducible component passing through
p and whose generic point ξ lies in U . Then one can find a discrete valuation ring R′
and a morphism Spec(R′)→ X such that the generic point maps to ξ and the closed
point maps to p (see [Sta14, Tag 054F]). Now we have a diagram
Spec(K ′) U X¯
Spec(R′) Spec(R)
yet, by hypothesis, we may have written the same diagram with X¯ replaced by X
and there would have existed a diagonal arrow, implying (by uniqueness) that p
belongs to X, i.e. to A. Contradiction.
For another, more general proof of this valuative criterion of properness for
schemes with the test point in a given dense open see [Sta14, Tag 0894].
5.3.11 Further results
Here we state a useful result on the existence of the coarse moduli space.
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Theorem 5.104 (Keel-Mori). Let S be a locally Noetherian, separated scheme and
F an algebraic stack of finite type over S. If, for every S-scheme T and every
x ∈ ob(FT ), the T -algebraic space representing IsoT (x, x) is finite, then there exists
an S-algebraic space X of finite type and a morphism F → X that is a coarse moduli
space for F . If Iso(x, y) is finite for any two x, y ∈ ob(FT ), then X is separated.
See [LMB00, thm. 19.1].
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The moduli stack of curves
In this chapter we analyse the main properties of the various stacks of curves.
The stack of stable curves appears as a compactification of that of smooth curves: we
may apply the valuative criterion of properness for algebraic stacks; not any family
of smooth curves on the generic point of a valuation ring can be extended to the
whole spectrum preserving smoothness. Degenerate fibers naturally appear and it
is important to restrict the type of singularities that we allow, in order not to get
a highly non-separated space (e.g. consider that blowing up the closed fiber does
not modify the generic one, thus gives another possible extension of it). The study
of birational geometry of surfaces and the theorem of stable reduction, exposed in
the first part of this thesis, were the fundamental tools that allowed Deligne and
Mumford to propose their compactification of the moduli space of smooth curves by
adding the stable ones.
The stack of 1-pointed curves can be identified with the universal curve over
the stack of curves; curves with more sections are an interesting generalization and
their moduli stacks are intimately related by some natural geometric operations
(contraction, projection, clutching) that allow the study of their geometry and that
of their boundaries (we are not going to follow this line; see [ACG11, chap. X] and
[Knu83]).
We briefly recall the basic definitions in GIT that are involved in the construction
of a coarse moduli space.
Here we revoke the main objects of our study.
1. Mg: objects are families of smooth curves p : X → S where S is a scheme, p is
locally of finite presentation, smooth, flat and proper and its geometric fibers
are connected projective curves of genus g; arrows are cartesian diagrams
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X ′ X
S′ S
f
p′ p
2. Mg: objects are families of stable curves p : X → S where S is a scheme and
p is locally of finite presentation, flat and proper and its geometric fibers are
stable curves of genus g (see def. 3.1); arrows are cartesian diagrams as above.
3. Mg,n: objects are families of pointed smooth curves, i.e. families of smooth
curves with the extra datum of n disjoint sections si : S → X; arrows are
cartesian diagrams as above, with the extra condition that they are compatible
with sections, i.e. f ◦ s′i = si.
4. Mg,n: objects are families of pointed stable curves (recall that the image of a
section must lie in the smooth locus of p and that sections contribute to make
the pointed curve stable) and arrows are cartesian diagrams compatible with
the sections.
For each of the above, consider the functor fromMg, Mg, Mg,n, Mg,n to (Sch) that
maps an object X → S to the scheme S and a cartesian diagram to the morphism
S′ → S. By construction, it is clear that this makes them into categories fibered in
groupoids over (Sch) (every arrow is cartesian, see def. 5.47).
Theorem 6.1. Mg, Mg, Mg,n, Mg,n are separated Deligne-Mumford stacks of
finite type over Spec(Z).
Fpqc stacks. First we want to discuss the following fact: the family F (resp.
F) of morphisms p : X → S that are smooth (resp. stable), geometrically connected
relative curves of genus g is local and stable in the fpqc topology. Stability is clear.
The following properties are local in the fpqc topology (see [Vis05, prop. 2.36]):
locally of finite presentation, proper, flat, smooth. Besides, the fact that ΩX/S is
locally free of rank 1 (i.e. p is smooth and of relative dimension 1) is local as well
(see [Gro60] IV-2, prop. 2.5.2(iv)). For stable curves, remark that being (at worst)
nodal is local in the fpqc topology due to the equivalent descriptions of a node (see
prop. 3.7). Then stability becomes equivalent to ampleness of the dualising sheaf
(see thm. 3.15). The fact that this property is local is proved in [Gro60] IV-2, cor.
2.7.2.
What we need to conclude that Mg and Mg are stacks is descent theory for
proper morphisms with a compatible polarization.
Theorem 6.2. Let S be a scheme. Let F be a class of flat, proper morphisms of
finite presentation in (Sch/S) that is local in the fpqc topology. Suppose that we are
given: (i) for each object p : X → U of F an invertible sheaf Lp on X that is ample
relative to p and (ii) for each cartesian diagram
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X ′ X
S′ S
f
p′ p
an isomorphism φf : f
∗Lp ' Lp′ of invertible sheaves on X ′ satisfying the following
cocycle condition: for the composition
X ′′ X ′ X
S′′ S′ S
g
p′′
f
p′ p
whose columns are in F , then the diagram
g∗f∗Lp (fg)∗Lp
g∗Lp′ Lp′′
g∗φf
∼
φfg
φg
commutes, where the upper row is the canonical isomorphism. Under these
assumptions, we may conclude that F is a stack in the fpqc topology.
See [Vis05, thm. 4.38]. We may apply the theorem with Lp = ωX/U (the Ka¨hler
differentials or dualising sheaf). This concludes the proof that Mg and Mg are
stacks.
The point forMg,n andMg,n is that sections define closed immersions si : S → X:
in fact, si is proper and injective, so, topologically, it is a closed immersion; surjectivity
at the level of sheaves of functions follows from the fact that the composition
S → X → S is the identity. Now, descent theory for quasiaffine morphisms is what
we need to conclude; actually, we can use it in the following simplified form: see
[Vis05, cor. 4.34].
Proposition 6.3. Let X → U be a morphism of schemes and {Ui → U}i∈I an fpqc
cover. Suppose that for each i ∈ I we are given a closed subscheme Zi ⊆ Xi = X×UUi
and that the inverse image of Zi and Zj in Xij = X ×U Uij coincide for every pair
i, j. Then there exists a closed subscheme Z ⊆ X such that its restriction to Ui is Zi.
The fact that sections are disjoint and that they avoid the singular locus of p is
clearly local (since smoothness is a local property). This is enough for Mg,n; while
we still have to use ampleness of the dualising sheaf twisted with sections in order to
prove that Mg,n is also a stack.
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Smooth atlas. We need a generalization of prop. 3.10 to families of curves (see
[DM69, cor. 1.2]).
Proposition 6.4. Let p : X → S be a family of stable curves of genus g ≥ 2. For
any m ≥ 3 the invertible sheaf ω⊗mX/S is very ample relative to p, R1p∗ω⊗mX/S = 0 and
p∗(ω⊗mX/S) is a locally free sheaf on S of rank (2m− 1)(g − 1).
The following lemma in cohomology is fundamental for the proof:
Lemma 6.5. Let f : X → Y be a proper morphism of locally Noetherian schemes,
F a coherent sheaf on X that is flat over Y and such that H1(Xy,Fy) = 0 for any
y ∈ Y . Then f∗F is a locally free sheaf on Y of rank dimk(y)H0(Xy,Fy) near y.
Besides, for any cartesian diagram
X ′ X
Y ′ Y
g′
f ′ f
g
the natural map g∗f∗F → (f ′)∗(g′)∗F is an isomorphism.
Proof. Consider the maps φi : Rif∗F ⊗ k(y) → H i(Xy,Fy). By hypothesis φ1 is
surjective; thus it is bijective by [Har77], thm. III.12.11. So we conclude that
R1f∗F = 0. This further implies that φ0 is surjective (bijective) and f∗F is locally
free of rank dimk(y)H
0(Xy,Fy) in a neighborhood of y (by repeatedly applying
the aforementioned theorem). Last claim follows from [Har77], thm. III.12.10 and
[Gro60] III-2, thm. 7.7.5.
Observe that this lemma and prop. 3.10 allow us to conclude the proof of the
proposition under the additional assumption that S is locally Noetherian: ω⊗mX/S
is very ample when restricted to the fibers and its push-forward with respect to p
commutes with any base-change S′ → S, so the proper map X → P(p∗(ω⊗mX/S)) is a
closed immersion when restricted to each fiber of p; therefore it is a closed immersion
and ω⊗mX/S is very ample relative to p. The remaining asserts of the proposition follow
directly from the lemma.
In order to reduce to the S locally Noetherian case, observe first that the statement
is local, therefore we may assume that S is affine; then use the following:
Lemma 6.6. Let S = Spec(R) be an affine scheme and p : X → S a stable curve
of genus g ≥ 2. There exist a subring R0 ⊆ R that is of finite type over Z (thus
Noetherian) and a stable curve X0 of genus g ≥ 2 over S0 = Spec(R0) such that X
is obtained from X0 by the base-change S → S0.
See [Gro60] IV-3, prop. 8.9.1. The key points are finite presentation and the
fact that the properties we are interested in may be checked after base change. This
concludes the proof of prop. 6.4. 
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Remark that the same proposition holds true for stable pointed curves (X →
S,D = p1 + . . .+ pn), if we substitute ω
⊗m
X/S by ωX/S(D)
⊗m; the rank of the locally
free sheaf p∗(ωX/S(D)⊗m) is m(2g − 2 + n) + 1− g by Riemann-Roch.
We are now in a position to produce a smooth atlas. Set N = 3(2g−2+n)+2−g
and Qg,n(t) = 3(2g−2+n)t+1−g ∈ Z[t]. Recall from general theory that the Hilbert
functor HilbN,Qg,n(S) = {X ⊆cl PNS | X → S flat, pX(t) = Qg,n(t)} is represented
by a scheme HilbN,Qg,n ; name Zg,n the universal family over the latter.
Let us first deal with the non-pointed case, i.e. n = 0. Points of the Hilbert
scheme represent curves (since the Hilbert polynomial is linear) embedded in PN
with degree 6g − 6. Smoothness is an open condition ([Liu02, cor. 6.2.12]) thus
we may take the open subscheme representing smooth curves. Being geometrically
connected can be seen from cohomology: it is equivalent to dimkH
0(X,OX) = 1;
by the semi-continuity theorem ([Liu02], rmk. 5.3.21) this is an open condition.
Thus we may consider Hg, the open subscheme of HilbN,Pg,0 parametrising smooth,
geometrically connected curves. There is a natural map Pg : Hg →Mg. The above
proposition guarantees that any stable curve admits a tri-canonical embedding in
PN with Hilbert polynomial Qg,0, i.e. Pg is a surjective map. It is enough to prove
the following
Lemma 6.7. Pg : Hg →Mg is strongly representable and smooth.
Proof. Recall that if the diagonal is schematic, then any map from a scheme to the
stack is automatically strongly representable. We shall postpone the proof that the
diagonal is representable in our case. For a representable morphism of stacks that is
of finite presentation, smoothness may be verified using the infinitesimal criterion
(see [Sta14, Tag 00TN]). Whenever we have a diagram
Spec(A) Hg
Spec(A′) Mg
f
Pg
f ′
where A′  A is an extension of rings and I = Ker(A′ → A) is a square-zero ideal,
we need to find the dotted lifting. This means that we have a cartesian diagram of
families of curves
C C ′
Spec(A) Spec(A′)
i
plus an embedding C ⊆ PNA of A-schemes (given by a polarization L and sections
σ1, . . . , σN+1), that we want to extend to a closed immersion C
′ ⊆ PNA′ in a compatible
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way. Consider the exact sequence of sheaves 0 → IOC′ → OC′ → OC → 0. Since
I2 = 0 we have IOC′ ' Ker(O∗C′ → O∗C) given by f 7→ 1+f . As C ′ is a relative curve
we see that H2(C ′, IOC′) = 0, thus we may lift L to a line bundle L′ over C ′. Now
the exact sequence 0→ IL′ → L′ → i∗L → 0 gives H0(L)→ H0(L′)→ H1(IL′) = 0,
last equality holding because the polarization is given by a line bundle of high enough
degree (use Serre duality). Therefore we can extend σ1, . . . , σN+1 to sections of L′.
These sections never vanish because the topological space underlying C ′ is the same
as for C, I being nilpotent. In order to prove that they still define a closed immersion
it is enough to use the following lemma in commutative algebra:
Lemma 6.8. Let R be a ring, J a nilpotent ideal of R, M → N a map of R-modules
such that M/IM → N/IN is surjective. Then M → N is surjective.
For the proof, let P be the cokernel. Then P = IP = I2P = . . . = 0. This
concludes the construction of a smooth atlas for Mg.
The argument for Mg is a little subtler, since we need to ensure that the degree
of the chosen line bundle is high enough on any irreducible component. It is therefore
useful to restrict to the locus in the Hilbert scheme that parametrizes tri-canonically
embedded stable curves.
Proposition 6.9. There exists a unique locally closed subscheme Kg ⊆ HilbN,Qg,0
such that it parametrizes stable, geometrically connected curves with tri-canonical
polarization and such that their image in PN does not lie in any hyperplane.
Proof. As in the smooth case, we may restrict to the open Hg parametrising geo-
metrically connected stable curves (both being nodal and ampleness of the dualising
sheaf are open conditions, see prop. 3.19 and 3.21). The fact that
X PNS
S
p
be tri-canonically polarized is equivalent to the existence of an isomorphism ω⊗3X/S ⊗
p∗(L) ' OPNS (1)|X for a suitable line bundle L on S. Denote by Zg the restriction of
the universal curve to Hg and by L1 the restriction of OPN
Hg
(1) to Zg. Remark that,
for the polarization to be tri-canonical, L must have the same degree of ω⊗3
Zg/Hg
on
every component. Recall the following result [BLR90, thm. 8.4.4].
Theorem 6.10. Let f : X → S be a proper and locally finitely presented mor-
phism, with S quasi-compact. Then Pic0X/S → PicX/S is representable by an open
quasicompact immersion.
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Then we may translate Pic0
Zg/Hg
by ω⊗3
Zg/Hg
and we obtain an open subscheme of
PicZg/Hg that we shall name Pic
+
Zg/Hg
. L1 gives a section Hg → PicZg/Hg and we
shall confine ourselves to the preimage of Pic+
Zg/Hg
; this defines an open subscheme
of Hg and we shall restrict both the universal curve and the polarization L1 to this
open (yet, we will not change their names).
Then the polarization is tri-canonical when we restrict to the locally closed
subscheme U1, defined by the cartesian diagram
U1 Hg
Pic+
Zg/Hg
Pic+
Zg/Hg
×Hg Pic+Zg/Hg
(L1, ω⊗3)
∆
Remark that Pic0
Zg/Hg
is a separated group scheme (and therefore the same holds
true for Pic+
Zg/Hg
), see [BLR90, thm. 9.4.1]:
Theorem 6.11 (Deligne). Let f : X → S be a semistable curve, locally of finite
presentation. Then PicX/S is a smooth algebraic space. The identity component
Pic0X/S is a smooth separated S-scheme. Furthermore, Pic
0
X/S is semi-Abelian and
there is a canonical S-ample line bundle on it.
As regards the last condition, the embedding in projective space being not degen-
erate is equivalent to surjectivity of the map H0(OPN (1))⊗OU1 → H0(p∗(ω⊗3Zg/U1)).
This is a closed condition. For further details see [MFK94, prop. 5.1].
Then again we have a surjective projection Kg →Mg. The proof that this map
is formally smooth is analogous to the case of Mg: the polarization may be lifted
obviously, since it is tri-canonical, and sections can be extended due to the vanishing
of H1(ω⊗3C′/Spec(A′)) (see prop. 6.4).
Let us now turn to the pointed case. Recall that we called Zg,n the universal family
over HilbN,Qg,n . Consider Ug,n, the open subscheme of HilbN,Qg,n parametrising
smooth, geometrically connected curves. Denote by Yg,n the restriction of Zg,n to
Ug,n and consider the fiber product Yg,n ×Ug,n . . . ×Ug,n Yg,n (n copies); denote by
Hg,n the open subscheme obtained by removing all the diagonals. It is clear that
Hg,n represents the functor associating to a scheme S families of smooth curves over
S together with n disjoint sections. By the remark following the proof of prop. 6.4
we see that every pointed smooth curve admits a polarization given by ωX/S(D)
⊗3,
thus the projection Pg,n : Hg,n →Mg,n is surjective. Notice that formal smoothness
of this functor is again a matter of lifting a closed embedding into projective space
(the markings play no role in this!), thus the proof can go on as above.
One has to be a little more careful with stable curves, since in this case the
markings contribute to stability. As above, consider Vg,n the open subscheme
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of HilbN,Qg,n representing stable, geometrically connected curves. Restrict the
universal curve Zg,n to Vg,n and let Xg,n denote the smooth locus of the projection
Zg,n|Vg,n → Vg,n. It is not enough to take Xg,n = Xg,n ×Vg,n . . .×Vg,n Xg,n \Diag as
an atlas for Mg,n: not all the curves it parametrizes are stable, since we have not
imposed that there are enough sections on the rational components. We may form
the sheaf ωXg,n/Vg,n(D) on Xg,n (the dualising sheaf is twisted with the image of the
sections) and define Hg,n to be the locus where this sheaf is ample. Now we have a
well-defined projection Hg,n →Mg,n that gives rise to a smooth atlas (proof as in
the preceding situations).
The diagonal is strongly representable, quasicompact, separated and unramified.
Recall from general theory that we have a cartesian diagram
IsoT (x, y) T
F F × F
(x, y)
∆
where IsoT (x, y) is the sheaf associating to a scheme Z the set of isomorphisms
between the pullbacks of x and y (thought of as objects of F over T ) over Z × T . In
the case of our interest, recall that objects are flat, projective relative curves, thus
the theory of Hilbert schemes is again useful to say that IsoT (x, y) is represented by
a group scheme IsoT (x, y) that is locally of finite type over T , i.e. the diagonal is
schematic.
Looking at a geometric point Spec(k = k¯), this scheme might either be empty or
Autk(C,D), for a pointed stable curve (C,D). As we know from deformation theory
(see the discussion in the proof of thm 3.13), the tangent space to this group in the
identity is isomorphic to Hom(ΩC/k,OC(−D)), that is null by degree reason. This
is enough to say that the diagonal is unramified (recall that a scheme X over an
algebraically closed field k is unramified if and only if it is a disjoint union of copies
of Spec(k) itself, and this is equivalent to the vanishing of the sheaf ΩX/ Spec(k)).
Moreover we have proved that Autk(C,D) is indeed finite. Recall that, in order
to prove that Autk(C,D) is of finite type, one can either find a closed embedding
into GLn(k) or apply the valuative criterion of properness to IsoT (x, y). This turns
out to be equivalent to the following statement: Let X and Y be stable curves over
the spectrum of a discrete valuation ring R and assume that Xη and Yη are smooth.
Then any isomorphism φη : Xη → Yη extends to an isomorphism φ : X → Y . See
[DM69, lem. 1.12] or [Liu02, cor. 10.3.37]. This shows that the diagonal is separated.
The idea for quasi-compactness is the following. Recall that IsoS(X,Y ) is shown
to be representable (when both X and Y are flat, projective S-schemes) by embedding
it into HilbX×SY/S : one maps a morphism into its graph Γ. Then IsoS(X,Y ) is
quasicompact if and only if it intersects finitely many components of the Hilbert
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scheme, i.e. if only finitely many Hilbert polynomials do appear; confront with [HL10,
thm. 2.15]:
Theorem 6.12 (Grothendieck). Let f : X → S be a projective morphism of Noethe-
rian schemes, let O(1) be a very ample invertible sheaf on X relative to f and let
F be a coherent sheaf of OX-module. Then the set P = {pFs | s ∈ S} of Hilbert
polynomials of the fibers of F is finite.
Observe that the Hilbert polynomial is computed fiber-wise, therefore we may
restrict to the case of curves over a field. Recall that, given polarizations L on
X and M on Y , the tensor product pr∗1 L ⊗ pr∗2M gives an ample line bundle
on X ×S Y (Segre embedding). As for the case of an automorphism ϕ : X → X,
one gets the line bundle L ⊗ ϕ∗L on X ×S X. The latter has to be restricted
to the graph Γ ' X. This embedding of X is crooked, yet observe that the
global degree of ϕ∗L is the same as that of L and does not depend on the chosen
automorphism ϕ. Set Lnϕ = (Ln ⊗ ϕ∗Ln)|Γ; then, by Riemann-Roch theorem, one
has χ(Lnϕ) = deg(Lnϕ) + 1− pa(X) [Liu02, thm. 7.3.26]. This proves the finiteness
we were looking for.
We may then apply Deligne-Mumford’s criterion (see thm. 5.76) and obtain that
all of our stacks are DM. They are separated since we have proved that the diagonal
is universally closed (see last paragraph and lem. 5.94). They are of finite type over
Spec(Z) since all the Hilbert schemes that we used to produce smooth atlases are
Noetherian, therefore their locally closed subschemes are quasicompact.
Corollary 6.13. There is an isomorphism of stacks Mg = [Kg/PGLN ].
Proof. One way to think about it is the following: recall that PGLN,Z ' AutZ(PN−1Z );
see [MFK94, 0.5.b]. Then one can prove the following fact.
Proposition 6.14. There is an equivalence of categories between PGLN -torsors
over S and S-schemes P that are locally (in the e´tale topology) isomorphic to PN−1S .
In one direction, to a scheme P as in the proposition one can associate the scheme
T = IsoS(P,PN−1S ). By hypothesis we know that there exists an e´tale covering
S′ → S such that T (S′) 6= ∅. There is an action of PGLN (S) on T on the right and
one may check that this makes T → S into a PGLN -torsor. On the other way round,
one can take a PGLN -torsor T → S and construct the scheme T ×S PN−1S /PGLN ,
which is seen to be isomorphic to PN−1S on any trivializing e´tale cover for T . Some
descent theory is needed in this step.
Once we have this proposition, we may easily find a mapMg → [Kg/PGLN ]: let
us consider a morphism S →Mg from a scheme S, given by a family of stable curves
p : X → S. We have shown that ω⊗3X/S is very ample relative to p and p∗(ω⊗3X/S) is
a locally free sheaf of the appropriate rank on S. Now we may associate a PGLN -
torsor on S to the scheme P(p∗(ω⊗3X/S)), due to the previous proposition. Besides, the
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S-morphism X → P(p∗(ω⊗3X/S) is a tri-canonical embedding and therefore induces a
morphism S → Kg; this further induces a PGLN -equivariant morphism from our
torsor to Kg, i.e. an element of [Kg/PGLN ](S). In the opposite direction, a functor
[Kg/PGLN ]→Mg is simply obtained by forgetting the polarization.
An alternative way to think about this statement is the following. Observe that
the action of PGLN on HilbN,Qg,0 restricts to an action on Kg. Then one can consider
the functor [Kg/PGLN ]
′ associating to any scheme S the set of orbits of the action
PGLN (S) y Kg(S). Basically, the fiber over S consists of curves p : X → S such
that there exists a global isomorphism P(p∗(ω⊗3X/S)) ' PNS , i.e. we take only trivial
PGLN -torsors with an equivariant map to Kg. The natural map [Kg/PGLN ]
′ →Mg
is fully faithful: the point is that if we are given two morphisms X1, X2 : S → Kg such
that the corresponding curves over S are isomorphic (forgetting the polarizations)
via ψ, then there is a corresponding induced isomorphism ωX1/S ' ψ∗ωX2/S . Since
the curves are tri-canonically embedded, they are also isomorphic as polarized curves
Xi ⊆ PNS , i.e. one may be taken to another by a projectivity in PGLN (S); see
[MFK94, prop. 5.2]. Besides, we know that for any stable curve p : X → S the sheaf
p∗(ω⊗3X/S) is locally free of the correct rank and ω
⊗3
X/S is relatively very ample; this is
to say that any stable curve is (Zariski) locally obtained as above. Thus the induced
map from the stackification [Kg/PGLN ]→Mg is essentially surjective. It is also
faithfully flat, since Mg is a stack and so any issue about arrows may be taken care
of locally; thus it is an equivalence of categories.
Remark that we may analogously present all of our stacks of curves as quotient
stacks of the given smooth atlases by the action of an appropriate group of projective
transformations. From this corollary and and the discussion following cor. 5.78 we
can deduce that Mg, Mg, Mg,n, Mg,n are separated Deligne-Mumford stacks in
an alternative way.
Proposition 6.15. Mg, Mg, Mg,n, Mg,n are smooth over Spec(Z).
Proof. Observe that we are in the Noetherian case (our stacks are locally of finite
type over Z), thus we may verify the local criterion of smoothness confining our
attention to Artin local rings; see [Sta14, Tag 02HT]. Then it becomes a matter of
deformation theory. Recall that, for a local complete intersection scheme X0 that
is generically smooth and of finite type over k, we have an obstruction theory for
deformations of X0 that is isomorphic to Ext
2
OX0 (ΩX0 ,OX0) (see thm. A.13). It
can be shown that this vector space is trivial for projective nodal curves [TV13,
7.4], thus they are unobstructed. So if A is an Artin ring and I a square-zero ideal
of A, any stable curve X0 over A0 can be lifted to a nodal curve over A (flatness
and properness are requested by the deformation problem, the fact that the only
geometric fiber is nodal is unchanged). Now we may use the sheaf ωX/A and show
that it is ample (the point is that ampleness can be checked when we endow the
curve with the reduced structure, combine [Liu02, prop. 7.5.5, prop. 7.5.7]). This
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shows that we may extend X0 to a stable curve over A, thus Mg is smooth over Z.
In the pointed case we need to extend sections as well. The point is that flatness is
equivalent to freeness over an Artin local ring, thus locally we are just asking for an
m-tuple of elements in A mapping to a fixed element in (A/I)m.
Corollary 6.16. Hg, Kg, Hg,n, Hg,n are smooth over Spec(Z).
Proof. It follows at once from the previous discussion, since composition of smooth
morphisms is smooth. Otherwise we might do as follows [MFK94, prop. 5.3]: apply
the (Artin) local criterion for smoothness directly to Hg. Let X0 be an A/I-valued
point of Hg; then its projection Y0 = Pg(X0) ∈Mg(Spec(A0)) lifts to a stable curve
Y over A by smoothness of Mg and let X ∈ Hg(A) be such that Pg(X) = Y . Then
Pg(X| Spec(A0)) = Pg(X0), so there exists φ ∈ PGLN (A0) such that φ.X| Spec(A0) = X0.
As PGLN is smooth, we can lift φ to φ˜ ∈ PGLN (A) and get Pg(φ˜.X) = Y . The
case of Hg,n is analogous.
Proposition 6.17. Mg ⊆Mg is an open substack that is dense in any fiber of the
projection to Spec(Z). Its complement is a divisor with normal crossings.
Theorem 6.18. Mg and Mg,n are proper over Spec(Z).
Proof. Since Mg ⊆Mg is dense in any fiber, we may apply the valuative criterion
of properness with values in a given dense open substack (see prop. 5.101). This
reduces the problem to the stable reduction theorem for curves (see thm. 4.2 and
cor. 4.36).
Theorem 6.19. Mg → Spec(Z) has irreducible geometric fibers.
Remark that the complement ofMg inMg is a divisor, thereforeMg is irreducible
if and only if Mg is as well. The morphism Mg → Spec(Z) is smooth, hence it is
enough to show that the geometric fibers are connected. We recall the following tool,
for which see [DM69, thm. 4.17(iii)].
Proposition 6.20. Let f : F → S be a morphism of finite type from a DM stack to
a Noetherian scheme. Suppose that f is proper, flat and has geometrically normal
fibers. Then the number of connected components of geometric fibers of f is constant
on S.
Thus we only need to prove that Mg ×Spec(Z) Spec(C) is connected, or, equiva-
lently, that Mg ×Spec(Z) Spec(C) is. This is a classical result and there are different
approaches to it. One is the following: any smooth curve of genus g can be expressed
as a degree k cover of P1 with b simple branched points for high enough k and
b = 2g + 2k − 2, by Riemann-Roch and Riemann-Hurwitz.
Fulton [Ful69] showed that the following functor is represented by a scheme Hk,b:
the functor associating to a scheme S the set of families of smooth curves p : X → S
together with a morphism X → P1S expressing every geometric fiber of p as a k-fold
cover of P1 branched over b simple points.
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There is a map Hk,b → Mg that is surjective for high enough k, as we said
above. Hence we are reduced to prove that Hk,b is irreducible. There is also a map
Hk,b → ((P1)b \ Diag) that is a finite e´tale cover when the characteristic is high
enough (or 0); this shows that Hk,b is smooth, so we only need to prove that it is
connected. In the classical topology over Spec(C), this can be shown by observing
that the monodromy action of the cover Hk,b → ((P1)b \∆) acts transitively on the
fibers. See [Edi00, prop. 3.1].
Another approach is via Teichmu¨ller theory: one shows that the Teichmu¨ller
space is the universal cover of the moduli space of Riemann surfaces and that it is
topologically a (6g − 6)-dimensional ball (Fenchel-Nielsen coordinates). See [ACG11,
chap. XV].
6.1 Coarse moduli space
We shall briefly discuss the existence of a coarse moduli space for the stack
of curves. Recall that a coarse moduli space for a stack F is a scheme F with a
morphism F → F that is universal among morphisms from F to schemes and such
that, for any algebraically closed field Ω, F(Ω)→ F (Ω) is a bijection (def. 5.3).
If we want to investigate the existence of a coarse moduli space in the broader
category of algebraic spaces (the definition is to be extended obviously), a general
result (thm. 5.104) gives us an affirmative answer.
Corollary 6.21. There exists a coarse moduli space for Mg (resp. Mg) in the
category of algebraic spaces. It is a separated algebraic space of finite type over
Spec(Z).
Still, it is interesting to look for a coarse moduli scheme. In this case, GIT
techniques come handy and yield the result.
Theorem 6.22. A coarse moduli scheme for curves over Spec(Z) exists.
See [MFK94, thm. 5.11].
We shall confine our attention to the moduli stack of curves over an algebraically
closed field k. Recall a few basic definition in GIT.
Definition 6.23. Let X be a scheme and G a smooth, affine group scheme acting
on X. A scheme Y with a G-invariant map f : X → Y is a geometric quotient if (i)
f is universally submersive, i.e. U ⊆ Y is open if and only if f−1(U) is open in X
and this property is verified after arbitrary base change; (ii) the geometric fibers of
f are orbits for the action of G; (iii) f∗(OX)G = OY .
We say that f : Z → X is a categorical quotient if it is a G-invariant morphism
and universal among these.
Lemma 6.24. A geometric quotient is a categorical quotient (therefore it is unique,
whenever it exists).
112
6.1. Coarse moduli space
See [MFK94, prop 0.1].
The connection between this theory and our problem is made clear by the following
Proposition 6.25. If f : X → Y is a geometric quotient of the scheme X by the
action of the group scheme G, then Y is a coarse moduli space for the stack [X/G].
Furthermore, if the action is proper then the morphism [X/G]→ Y is proper.
Proof. We have a map [X/G]→ Y since any G-torsor E → S with a G-equivariant
map E → X induces a map S = E/G → Y . Any map to a scheme [X/G] → T
induces a G-invariant map X → T , hence a morphism from the categorical quotient
Y → T .
Let Ω be an algebraically closed field. Then Hom(Spec(Ω), Y ) is, by the definition
of geometric quotient, the set of orbits of Ω-valued points of X; while [X/G](Spec(Ω))
consists of (trivial) G-torsors G× Spec(Ω) with a G-equivariant map to X, whose
image identify precisely the G-orbit of a Ω-valued point of X.
For the last assertion and a converse statement, see [Vis89]. The interesting point
is that there is an alternative (not equivalent) definition of a moduli space for a stack
F , that is a scheme M with a proper morphism F →M that induces a bijection on
geometric points; the advantage is that this definition is invariant under base change
(while the usual notion of a coarse moduli space is not).
Now we are left with the problem of constructing a geometric quotient of Kg by
PGLN . GIT has been mainly developed for taking quotients of projective schemes
by the action of reductive group schemes; the point is selecting (and giving a
characterization of) an appropriate subscheme for which a geometric quotient exists.
Recall that we are restricting to schemes defined over an algebraically closed field k.
Definition 6.26. Let X ⊆ PNk be a projective scheme and let G be a reductive
group acting on X via a representation G → GLN+1,k. A closed point x ∈ X
is said semistable if there exists a non-constant, homogeneous and G-invariant
polynomial F such that F (x) 6= 0. x is said stable if it is semistable (let F be
the G-invariant polynomial such that F (x) 6= 0), its stabilizer is finite and, for any
y¯ ∈ XF = {y ∈ X | F (y) 6= 0}, the orbit of y¯ is closed in XF .
Let us denote by Xss (resp. Xs) the locus of semistable (resp. stable) points of
X; remark that they are both open (but can be empty). One of the main results in
GIT is the following:
Theorem 6.27. There exists a projective scheme Y and an affine, universally
submersive morphism fss : Xss → Y that is a categorical quotient. Furthermore, one
can find an open U ⊆ Y such that (fss)−1(U) = Xs and the restriction of fss gives
a geometric quotient fs : Xs → U .
See [MFK94, thm. 1.10].
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In order to apply this theory to our case, we shall make the following steps: (i)
find a projective embedding of the Hilbert scheme and (ii) show that the stable locus
precisely identifies the tri-canonically polarized stable curves.
Let HilbN,Qg be the Hilbert scheme we started with when we were to find a
smooth atlas for Mg. Let X be a curve with Hilbert polynomial Qg; we know
that we can find a uniform (independent on the chosen X) m >> 0 such that
H0(PN ,OPN (m)) → H0(X,OX(m)) is surjective and h0(X,OX(m)) = Qg(m); see
[ACG11, lem. IX.4.1]. Taking the Qg(m)-th exterior power, we obtain a map
Vm = Λ
Qg(m)H0(PN ,OPN (m)) → k that is unique up to scalars, i.e. a point of
P(Vm), that is named the m-th Hilbert point of X and denoted by Hm(X). We
have thus obtained a map HilbN,Qg → P(Vm) and it is known that this is a closed
embedding for high enough m; it is discussed at the beginning of [Gie82, chap. 1].
There is a little technical point here: both SLN+1 and PGLN+1 act on P(Vm)
via the Qg(m)-th exterior power representation; the action of SLN+1 factors through
the action of PGLN+1 and it can be proved that, given a subscheme X ⊆ P(Vm)
and a morphism f : X → Y , then f is a geometric quotient by SLN+1 if and only
if it is a geometric quotient for PGLN+1; see [Edi00, prop. 4.4]. Therefore we can
equivalently look at the action of the special linear group. Here are two important
technical results.
Theorem 6.28. There exists an integer m0 >> 0 such that, if X is a smooth curve,
then Hm0(X) is a GIT-stable point.
Theorem 6.29. For the same m0 as above, every point in V = HilbN,Qg ∩P(Vm0)ss
parametrizes a curve satisfying the weaker conditions of thm. 3.15.
See [Gie82, thm. 1.0.0, thm. 1.0.1].
Let us consider Vc, the locus of curves in V whose polarization is tri-canonical.
Theorem 6.30. Vc is closed in V and smooth. It parametrizes all (and only) stable
curves.
See [Gie82, prop. 2.0.0, thm. 2.0.1, thm. 2.0.2].
Then the proof goes as follows: last theorems allows us to identify Vc with Kg.
Vc being closed in V , it admits a projective categorical quotient. Then observe
that PGLN+1 acts with finite stabilizers on Vc (due to the fact that stable curves
have finite automorphisms group), therefore the points of Vc are GIT-stable and
we conclude that the projective categorical quotient is in fact a geometric quotient
Kg/PGLN+1. We have thus constructed a coarse moduli scheme for Mg over any
algebraically closed field.
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A short review of deformation
theory
Deformation theory can be thought of as the local study of moduli problems.
The usual setting is the following: suppose we are given an algebro-geometric object
(it might be some kind of variety or a sheaf over a fixed scheme X0) over a point
Spec(k); then we can take a neighborhood (S, s0) of this point and ask whether the
given object may be extended to a family over S (a flat proper family of varieties of
the same kind, or a sheaf on X0×S that is flat on S); if so, we might investigate the
set of liftings. This extension process is usually realized step by step: first one tries
to pass to local Artin rings with residue field k (thickenings), i.e. the topological
space is the same as for the point, but we add some algebraic structure (basically, on
affine pieces, we want to give the structure of an A-algebra to a ring that is already
a k = A/mA-algebra); this is completely peculiar of post-Grothendieck algebraic
geometry. Then one passes to formal deformations, i.e. compatible deformations
on bigger and bigger infinitesimal neighborhoods; in this step one may look for
deformations with universal properties, saying that any infinitesimal deformation is
obtained from these ones by an appropriate pullback and that they are minimal (in
some sense) with this property; we may suspect that these particular deformations
describe the local structure of the moduli space (of the given type of varieties or
sheaves) around the chosen starting point. Then again we might wonder if a formal
deformation comes from an actual one (over the spectrum of a complete local ring):
this is the so-called problem of algebraization. We shall closely follow the notes
[TV13], that introduce the use of fibered categories in the subject of deformation
theory (which was classically developed using the language of functors).
As a matter of notation, we shall fix a (base) Noetherian local complete ring Λ
with residue field k and denote by (ArtΛ) the category of Artin local Λ-algebras with
residue field k. An extension of Artin rings is a surjection A′ → A in (ArtΛ) with
square-zero kernel I ⊆ A′; it is called small if mA′I = 0, i.e. I is a k-vector space,
and tiny if, moreover, dimk I = 1.
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Definition A.1. A category fibered in groupoids F over (ArtΛ)op (thought of as
a full subcategory of (Sch)) is said a deformation category if it satisfies the Rim-
Schlessinger (RS) condition:
for any couple of morphisms A′ → A and A′′ → A → 0 in (ArtΛ), the induced
functor F(A′ ×A A′′)→ F(A′)×F(A) F(A′′) is an equivalence of categories.
For the connection with the classical Schlessinger’s conditions, see the discussion
after [TV13, def. 2.30].
The most basic deformation category we are interested in is the following: Def
has for objects X → Spec(A), where A is in ob(ArtΛ) and for arrows cartesian
diagrams
Y X
Spec(B) Spec(A)

Lemma A.2. Def → (ArtΛ)op is a deformation category.
Given a deformation category F and an object ξ0 of F(k), we can construct
another deformation category Fξ0 taking the objects of F that restrict to ξ0 over
Spec(k). Fξ0 has for objects arrows f : ξ0 → ξ in F (i.e. objects of F with a
fixed isomorphism of F| Spec(k) ' ξ0), for arrows between f : ξ0 → ξ and g : ξ0 → η
morphisms h : ξ → η in F with h ◦ f = g (i.e. morphisms that restrict to the identity
of ξ0). Fξ0 is again a deformation category; see [TV13, prop. 2.33]. In the example
above, it will be common to consider DefX0 , i.e. the category of (infinitesimal)
deformations of a given k-scheme X0.
We shall now introduce some useful concepts of the infinitesimal theory of
deformations.
Definition A.3. The tangent space of a deformation category F at ξ0 ∈ F(k) is the
set of isomorphism classes of objects in Fξ0(k[]/(2)) and is denoted by Tξ0F .
More generally, we can define the functor F : (FVectk)→ (Set) that associates to
a finite-dimensional vector space V over k the set of isomorphism classes of objects
in Fξ0(k⊕ V ) (k⊕ V being endowed with the product (a, v) · (b, w) = (ab, aw+ bv));
observe that Tξ0F = F (k). Since F satisfies RS and (k⊕V )×k (k⊕W ) ' k⊕V ⊕W ,
one can show that the functor F preserves finite products, therefore it has a lifting to
k-vector spaces; see [TV13, prop. A.3]. Therefore Tξ0F has a natural structure of (not
necessarily finite-dimensional) k-vector space. Besides, a morphism of deformation
categories f : F → G induces a k-linear map dξ0f : Tξ0F → Tξ0G.
It is interesting to know that, for a Λ-scheme X, the category F = ((ArtΛ)op/X)
is a deformation category and its tangent space Tξ0F at a k-rational point ξ0 of
X coincides with the usual Zariski tangent space. Besides, suppose F is a DM
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stack over (Sch/S) with finite inertia and a coarse moduli space F →M ; suppose
that Fξ0 satisfies RS for a point ξ0 : Spec(k) → F . Then the dimension of M at
ξ0 : Spec(k)→M is at most dimk Tξ0F (and it is exactly this, if F is smooth at ξ0).
The tangent space describes the problem of lifting an object over the point to
the ring of dual numbers. A natural generalization is the following:
Definition A.4. Let F be a deformation category, ϕ : A′ → A a surjection in (ArtΛ)
and ξ an object in F(A). Then we consider the category of liftings Lif(ξ, A′), whose
objects are arrows f : ξ → ξ′ over φ (i.e. objects over A′ with a fixed isomorphism
of their restriction to A with ξ) and whose arrows from f : ξ → ξ′ to g : ξ → ξ′′ are
arrows h : ξ′ → ξ′′ in F(A′) such that h ◦ f = g.
We shall denote by Lif(ξ, A′) the set of isomorphism classes of objects in
Lif(ξ, A′). Due to the fact that any surjection in (ArtΛ) can be factored as a
composite of tiny extensions and the following result [TV13, thm. 3.15], we see that
the tangent space actually controls any higher order lifting.
Theorem A.5. Let F be a deformation category, 0 → I → A′ → A → 0 a small
extension in (ArtΛ) and ξ ∈ ob(F(A)). Set ξ0 = ξ| Spec(k). Then Lif(ξ, A′) may
either be empty, or there is a free and transitive action of I ⊗k Tξ0F on it.
Besides, this action is functorial with respect to (i) morphisms of extensions of
Artin rings, (ii) morphisms of deformation categories [TV13, prop. 3.18, prop. 3.20].
Proposition A.6. Let X0 be a reduced and generically smooth scheme of finite
type over Spec(k). There is an isomorphism TX0Def ' Ext1OX0 (ΩX0 ,OX0). If X0 is
smooth, then the tangent space is further isomorphic to H1(X0, TX0).
There is one more concept that is natural to consider (and peculiar of the approach
via fibered categories). Namely, given an object ξ of F(A) and a lifting ξ′ to an
extension A′ of A, it is interesting to study the automorphisms of the lifting, i.e.
automorphisms of ξ′ in F(A′) that restrict to the identity of ξ.
Definition A.7. Let F be a deformation category, ξ0 an object of F(k) and ξ the
trivial lifting of ξ0 (i.e. the pullback via the structure morphism k → k[]). The
group of infinitesimal automorphisms is the kernel of the map Autk[](ξ)→ Autk(ξ0).
It is useful to see infinitesimal automorphisms as tangent space to an appropriate
deformation category: define the functor Autξ0 : (Artk) → (Set) associating to an
Artin k-algebra A the automorphism group of the trivial lifting of ξ0 to A (pullback
via the structure map k → A; we shall denote this object by ξ0|A) and to a map
A′ → A in (Artk) the function Autξ0(ξ0|A′)→ Autξ0(ξ0|A). It can be shown that the
category fibered in sets Autξ0 satisfies RS as soon as F is a deformation category. It
is easy to see that Inf(ξ0) = Tξ0Autξ0 , therefore it inherits a structure of k-vector
space.
As in the case of liftings, infinitesimal automorphisms give us information on
higher order automorphisms [TV13, prop. 4.5]:
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Proposition A.8. Let F be a deformation category, ξ an object of F(A), 0 →
I → A′ → A → 0 a small extension in (ArtΛ) and ξ′ a lifting of ξ to A′; let
us denote by ξ0 the restriction of ξ to Spec(k). Then there is an isomorphism
Ker(Aut′A(ξ′)→ AutA(ξ)) ' I ⊗k Inf(ξ0).
As we said, infinitesimal automorphisms are typical of fibered categories; e.g. it
can be shown that, given a deformation category F and ξ0 an object of F(k), the
category Fξ0 is fibered in equivalence relations (i.e. equivalent to a functor) if and
only if Inf(ξ0) is trivial; see [TV13, prop. 4.9]. Or, if we have an algebraic stack F
satisfying RS, then it is a DM stack if and only if Inf(ξ0) is trivial for any object
ξ0 of F(Spec(k)) (indeed, this means that the diagonal is unramified; then apply
Deligne-Mumford’s criterion).
Proposition A.9. Let X0 be an object of Der(k). Then
InfX0(Der) ' Derk(OX0 ,OX0) ' Hom(ΩX0 ,OX0).
See [TV13, prop. 4.10]. We shall sketch a proof, adapted to the case of pointed
curves with isolated singularities. Let k be a field, (X0, D = p1 + . . . + pn) a
pointed curve with isolated singularities. Let us consider the deformation category
whose objects over A are curves X → Spec(A) (with isolated singularities) with an
isomorphism X| Spec(k) ' X0, together with n sections σi : Spec(A)→ X extending pi.
Observe that, over an Artin local k-algebra of the form k⊕V , there is a trivial lifting
XV = X0×Spec(k) Spec(k⊕V ) and sections lift by the formal criterion of smoothness
(since the pi’s lie in the smooth locus of the projection). Then we can consider the
functor F : (FVectk)→ (Vectk) given by F (V ) = Ker(Autk⊕V (XV , pV1 + . . .+ pVn )→
Autk(X0, p1 + . . . + pn)) and observe that F (k) is the tangent space to the group
Autk(X0, D) in the identity.
The underlying topological space of XV is the same as for X0, therefore we may
restrict our attention to the sheaf of functions; we have OXV ' OX0 ⊗k (k ⊕ V ) '
OX0 ⊕ (V ⊗k OX0). An element ϕ of Autk⊕V (XV , pV1 + . . . + pVn ) induces a map
ϕ] : OXV → OXV that is an isomorphism of k ⊕ V -algebras and is the identity on
the OX0 factor; besides it preserves the sections (their sheaf of ideals). We need the
following lemma in commutative algebra:
Lemma A.10. Let 0→ I → A′ → A→ 0 be an extension in (ArtΛ), B a Λ-algebra
and f, g : B → A′ morphisms such that they are equal when composed with the map
to A. Then f − g : B → I is a Λ-derivation. Conversely, given f ∈ HomΛ(B,A′) and
d ∈ DerΛ(B, I), f + d : B → A′ is a morphism that coincides with f when composed
with A′ → A.
Now observe the extension
0→ V ⊗k OX0 → OXV → OX0 → 0.
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By what we said above and the lemma, we see that ϕ] differs from the identity
by a derivation δϕ ∈ Derk(OX0 , V ⊗k OX0) (conversely, any such ϕ] may be ob-
tained by adding an appropriate derivation to the identity). Furthermore, if we
impose the condition that ϕ] preserves the sections, we get δϕ ∈ Derk(OX0 , V ⊗k
OX0(−D)) ' V ⊗k Derk(OX0 ,OX0(−D)). Confront with thm. A.5 and get F (k) =
Derk(OX0 ,OX0(−D)) ' HomOX0 (ΩX0 ,OX0(−D)) ' HomOX0 (ΩX0(D),OX0).
Corollary A.11. Let (X0, D = p1 + . . . + pn) be a pointed curve with isolated
singularities over a field k. Then the tangent space to the group Autk(X0, D) of
automorphisms preserving the sections is isomorphic to H0(ΩX0(D)
∨).
Obstruction theories answer the question whether we can lift a given object along
a small extension or not. They are not canonically associated to the deformation
category; there might be different useful obstruction theories for the same deformation
problem. They use to be cohomology groups (of the same sheaf involved in the
determination of the tangent space or the infinitesimal automorphisms group).
Definition A.12. An obstruction theory for an object ξ0 of F(k) is a pair (V, ω),
where V is a vector space over k and ω is a function that assigns to any object ξ of
Fξ0(A) and any small extension 0→ I → A′ → A→ 0 an element ω(ξ, A′) ∈ I ⊗k V
in such a way that
1. ω(ξ, A′) = 0 if and only if there is a lifting of ξ to A′.
2. Let 0 → J → B′ → B → 0 be another small extension with a morphism
ϕ : A′ → B′ such that ϕ(I) ⊆ J (thus inducing ϕ¯ : A → B); then (ϕ|I ⊗
idV )(ω(ξ, A
′)) = ω(ϕ¯∗(ξ), B′) ∈ J ⊗k V (functoriality).
For the existence of obstruction theories in general, see the discussion after [TV13],
def. 5.1. As we anticipated, obstruction theories are not canonical; once we have
an obstruction theory (V, ω), one can define the minimal obstruction theory to be
the set of all elements of V occurring as obstructions to extending objects along
tiny extension. Then one proves that this is a vector space, that it contains all
the obstructions occurring with small extension, and that this notion is somewhat
canonical, i.e. any two minimal obstruction theories are isomorphic via a map that
preserves the obstructions [TV13, prop. 5.6, prop. 5.7]. The minimal obstruction
theory is often useless for practical purpose, since it is hard to compute; yet it is
meaningful because it let us give a bound on the dimension of miniversal deformations,
which we shall discuss below.
From the general machinery of the cotangent complex, we have the following
result [TV13, thm 5.14]:
Theorem A.13. Let X0 be a scheme of finite type over k that is a local complete
intersection and generically smooth. There is an obstruction theory for DefX0 with
vector space V = Ext2OX0 (ΩX0 ,OX0). Besides it behaves well under e´tale morphisms:
namely, let 0 → I → A′ → A → 0 be a small extension, XA a lifting of X0 to
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Spec(A) and YA → XA an e´tale morphism; then, setting Y0 = YA ×Spec(A) Spec(k)
the closed fiber of YA, ϕ : Y0 → X0 is e´tale, so ϕ∗ΩX0 ' ΩY0 and the induced map
(idI ⊗ ϕ∗) : I ⊗k Ext2OX0 (ΩX0 ,OX0)→ I ⊗k Ext
2
OY0 (ΩY0 ,OY0) carries the obstruction
to lifting XA along A
′ → A to the obstruction to lifting YA.
Remark that affine varieties and smooth curves (in the smooth case, the obstruc-
tion becomes H2(X0, TX0)) are unobstructed.
We are going to introduce formal objects, that enclose the information of com-
patible liftings of an object to higher and higher order thickenings of the point. Let
R ∈ ob(CompΛ) be a complete local Noetherian Λ-algebra with residue field k. Let
us denote by Rn = R/m
n+1
R .
Definition A.14. A formal object of F is a collection ξ = (ξn, fn) where ξn is an
object of F(Rn) and fn : ξn → ξn+1 is an arrow in F over Rn+1 → Rn. A morphism
of formal objects α : ξ → η is a collection of arrows αn : ξn → ηn in F(Rn) such that
the following diagram commutes
ξn ξn+1
ηn ηn+1
fn
αn αn+1
gn
More generally, we may define a morphism of formal objects (ξ,R) and (η, S)
over two different R,S ∈ ob(CompΛ) as a pair (α,ϕ), where ϕ : S → R is a local
homomorphism and αn : ξn → ηn is an arrow in F over φn : Sn → Rn satisfying the
above commutative diagram.
We may thus define a category of formal object Fˆ , that is fibered in groupoids over
(CompΛ)
op; see [TV13, prop. 6.5]. Remark that an Artin local ring A is complete,
and we have a natural map F → Fˆ|(ArtΛ) that is an equivalence of categories (enough
to check on every fiber), therefore we may think of F as a full subcategory of Fˆ ; see
[TV13, prop. 6.6].
There is also a somehow more formal viewpoint on formal objects, that is useful
in some situation. Let R be a complete local Noetherian Λ-algebra. Then we can
consider the category of Artin local R-algebras and, by composing with the structure
morphism Λ→ R, obtain a map (ArtR)→ (ArtΛ).
Proposition A.15. (ArtR)
op → (ArtΛ)op is a deformation category and its tangent
space (at the unique object R→ k over k) is isomorphic to the vertical tangent space
of Λ→ R, i.e. TΛR = (mR/(mΛR+ m2R))∨.
See [TV13, prop. 6.8]. Observe now that we can associate a formal object over R
to any morphism of deformation categories ξ : (ArtR)
op → F . Namely, set ξn = ξ(Rn)
and fn = ξ(Rn+1 → Rn). This gives us a functor Φ: Hom((ArtR)op,F)→ Fˆ(R). A
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Yoneda-like lemma ensures that this is an equivalence of categories; see [TV13, prop.
6.9]. For example, this gives an easy interpretation of morphisms of formal objects
as composition. Besides, to any formal object (ξ,R) we associate its differential
κξ : TΛR→ Tξ0F , named the Kodaira-Spencer map of the formal object.
Definition A.16. A formal object (ξ,R) is universal if the corresponding functor
ξ : (ArtR)
op → F is an equivalence of deformation categories. If such a formal object
exists, we say that F is a pro-representable deformation category.
Remark that, if (ξ,R) is a universal formal object for F , then any formal object
(η, S) admits a unique arrow (η, S)→ (ξ,R) (observe that this is true in particular
for actual objects of F over Artin local rings), i.e. any formal object can be obtained
as pullback of (ξ,R) in a unique way.
The following fact is a reformulation of a classical theorem due to Schlessinger
in the functorial context, stating that a few necessary conditions for a deformation
category to be pro-representable are also sufficient; see [TV13, thm. 6.17].
Theorem A.17. Let F → (ArtΛ)op be a deformation category. Then it is pro-
representable if and only if
1. F(k) is a trivial groupoid;
2. Tξ0F is finite-dimensional for any ξ0 ∈ ob(F(k));
3. Inf(ξ0) is trivial for any ξ0 ∈ ob(F(k)).
The condition of being pro-representable is quite restrictive (e.g. it is satisfied by
embedded deformation, due to the theory of Hilbert schemes, see [TV13, ex. 6.18]).
We have weaker substitutes that are very meaningful as well, since all deformations
can be obtained by pullback from these ones, so they give us precise information on
our deformation theory.
Definition A.18. Let F be a deformation category. A formal object (R, ρ) is versal
if, for any small extension ϕ : A′ → A in (ArtΛ) and any map (A, ξ) → (R, ρ), the
following diagram can be filled with a dotted arrow
(A′, ξ′)
(A, ξ) (R, ρ)
ϕ
Observe that (i) a universal formal object is such that the dotted lifting in the
diagram exists and is unique, (ii) the lifting property automatically holds true for
surjections A′ → A in (CompΛ) as well [TV13, prop. 6.21], (iii) in presence of a
versal object, the problem of lifting objects becomes equivalent to that of lifting
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morphisms of Λ-algebras, (iv) by changing the above diagram into the following, we
see that a formal object (R, ρ) is versal if and only if the corresponding morphism
ρ : (ArtΛ)→ F is formally smooth.
A (ArtR)
A′ F
ρ
Proposition A.19. Let F be a deformation category and (R, ρ) a versal formal
object for F . Then the Kodaira-Spencer map κρ : TΛR→ Tρ0F is surjective.
See [TV13, prop. 6.26]. Remark that this implies that the tangent space Tρ0F is
finite-dimensional.
Definition A.20. A versal formal object (R, ρ) is called minimal (or miniversal, or
a hull) if its Kodaira-Spencer map is an isomorphism.
Theorem A.21. Let F → (ArtΛ)op be a deformation category.
1. A universal object is miniversal.
2. Two miniversal objects of F with the same pullback to k are (non-canonically)
isomorphic.
3. If ξ0 is an object of F(k) such that dimk Tξ0F < +∞, then there exists a
miniversal formal object (R, ρ) with ρ0 ' ξ0.
See [TV13, prop. 6.30, thm. 6.33].
As we anticipated, there is a strong connection between obstruction theories and
miniversal deformations. E.g. one can prove that if ξ0 in F(k) is such that Tξ0F is
finite-dimensional, (V, ω) an obstruction theory for ξ0 and (R, ρ) a miniversal object
with ρ0 ' ξ0, then dimR ≥ dimk Tξ0F − dimk V ; or we can prove that in such a case
R is the quotient of a power series ring in n = dimk Tξ0F variables for an ideal I
that has m = dimk Ωω generators, where Ωω is a minimal obstruction theory. See
[TV13, prop. 6.38, cor. 6.39].
If X0 is a smooth projective curve over k, then TX0Def ' H1(X0, TX0) is
finite-dimensional, hence there is a miniversal object (R, ρ). Since H2(X0, TX0) =
0, X0 is unobstructed, therefore R is a power-series ring of dimension dimR =
dimkH
1(X0, TX0) = 3g − 3 if g ≥ 2 (this is related to the characterization of power-
series rings among complete local Noetherian Λ-algebras as being formally smooth,
see [TV13, thm. B.7]).
As for the case of a hypersurface X0 = V(f) in Ank with isolated singularities,
set m = dimk TX0Def = dimk(k[x1, . . . , xn]/(f, ∂1f, . . . , ∂nf)) < +∞. Choose
g1, . . . , gm in Λ[x1, . . . , xn] such that their images in TX0Def is a basis, and f˜
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a lifting of f to Λ[x1, . . . , xn]; then one can prove that R = Λ[[t1, . . . , tm]] and
X = V(f˜ + t1g1 + . . . + tmgm) ⊆ AnR (inducing a formal deformation Xˆ on R)
constitute a miniversal object [TV13, prop. 6.44].
This particularly applies to the case of the archetypal nodal curve, X0 = V(xy) ⊆
A2k = Spec(k[x, y]). Then TX0Def ' k[x, y]/(y, x) has −1 as a basis, and we obtain
that a miniversal deformation of X0 is the one induced by X = V(xy − t) ⊆ A2Λ[[t]].
This actually gives a lot of information about the local (formal) structure of families
of nodal curves.
The starting point is the following: let f : Y0 → X0 be an e´tale morphism of k-
schemes and let X be a lifting of X0 to Spec(A) for A ∈ ob(ArtΛ); then the pullback
functor from the category of e´tale morphisms to X to that of e´tale morphisms
to X0 is an equivalence, hence there exists a unique f
∗X → X e´tale such that
the restriction to the closed fiber is f . We obtain a morphism of fibered categories
f∗ : DefX0 → DefY0 . The main result is that, under some assumptions, f∗ is formally
smooth, hence (composition of formally smooth is formally smooth) maps a miniversal
object for DefX0 to a miniversal object for DefY0 .
Proposition A.22. Let us use the same notations as above. If X0 is affine, of
finite type over k, local complete intersection and smooth outside finitely many closed
points p1, . . . , pn; if Y0 is affine and f
−1(pi) is a unique closed point qi of Y0 with
k(qi) ' k(pi); then f∗ is a formally smooth functor and hence, if (R, ρ) is a miniversal
object for X0, f
∗(R, ρ) is a miniversal object for Y0.
See [TV13, prop. 7.1].
We know that (split) nodes admit a useful formal description (see prop. 3.7),
that is: a k-rational point p ∈ X is a node if and only if OˆX,p is isomorphic to
k[[x, y]]/(xy). Recall the following theorem by M. Artin [Art69a].
Theorem A.23. Let X and Y be schemes of finite type over a base S (also of finite
type over a field k). Let f : k(p)→ k(q) be a given isomorphism over S between the
residue fields of p and q. Then f extends to an isomorphism OˆX,p ' OˆY,q over OˆS,s
if and only if there exists an S-scheme Z with morphisms Z → X and Z → Y fitting
in the following diagram
Spec(k(p)) Spec(k(q))
Z
X Y
S
∼
Suppose that X0 is an affine nodal curve over k with a single split node p. Let
us write Y0 for the standard nodal curve V(xy) ⊆ A2k = Spec(k[x, y]) and let q be
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the origin. We have an isomorphism OˆX0,p ' OˆY0,q, therefore, by Artin’s theorem,
we can find a third scheme Z with e´tale morphism to X0 and Y0 such that a unique
point of Z maps both to p and to q.
Let us consider Yˆ = (Yn, fn) the standard miniversal deformation of Y0 described
above, i.e. V(xy − t) ⊆ A2R over R = Λ[[t]]; the pullback gives a miniversal defor-
mation of Z, say Zˆ = (Zn, f
Z
n ), over the same ring. Analogously, take a miniversal
deformation Xˆ = (Xn, gn) of X0 (it exists since the singularities are isolated) and
pull it back to Z to obtain another miniversal deformation Zˆ ′ = (Z ′n, gZn ) over some
ring R′. Then we know that two miniversal deformations are isomorphic, hence there
exists an isomorphism R′ ' R and compatible morphisms Zn → Z ′n fitting in certain
commutative diagrams. The (inverse) isomorphism of Λ-algebras R ' R′ may be
used to pullback Xˆ and obtain another miniversal deformation Xˆ ′ = (X ′n, g′n) of X0,
this time over R. The whole picture can be concentrated in the following diagram
Z ′n Zn
X ′n Yn
Spec(Rn)
∼
where the morphisms Z ′n → X ′n and Zn → Yn are e´tale; all of this is compatible
with the similar diagram for n+ 1 via the maps g′n, gZn , fZn , fn. Again by Artin’s
theorem we deduce that we have a sequence of compatible isomorphisms OˆX′n,p '
Rn[[x, y]](xy − t).
Now suppose we are given pi : X → S a flat morphism of finite type and a point
s ∈ S, the fiber X0 = pi−1(s) being a nodal curve over k(s) with isolated singularities;
let p be a split node in X0. By shrinking X, we may suppose that p is in fact the only
singular point of X0. Set Λ = OˆS,s; X induces a formal deformation Xˆ = (Xn, fn)
on Λ. Consider the miniversal formal object Xˆ ′ described above; then, by the lifting
property, there is a morphism of formal objects (Λ, Xˆ)→ (Λ[[t]], Xˆ ′), i.e. a morphism
of Λ-algebras Λ[[t]] → Λ given by t 7→ c for some element c ∈ Λ. The compatible
morphisms discussed above can be patched together to construct an isomorphism
between OˆX,p and Λ[[t]][[x, y]]/(xy − t, t− c). We have thus proved the following
Proposition A.24. Let pi : X → S a flat morphism of finite type and a point s ∈ S,
the fiber X0 = pi
−1(s) being a nodal curve over k(s0) with isolated singularities and a
split node in p. There exists c ∈ OˆS,s and an isomorphism OˆX,p ' OˆS,s[[x, y]]/(xy−c)
of OˆS,s-algebras.
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essere la tua sponda, e` una questione di scegliersi l’un l’altro ogni giorno. Ce la
faremo? Ti amo.
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