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Abstract
The purpose of this paper is to characterize QM-abelian surfaces which has a model of
GL2-type over Q. The “special” involutions on a corresponding indeﬁnite quaternion algebra
(which is deﬁned in Section 2) play an essential role in this paper.
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1. Introduction
Let A be an abelian variety deﬁned over an algebraic number ﬁeld k. Then we can
deﬁne the Hasse–Weil L-function of A over k, which is denoted by L(A/k, s), by
considering the action of the absolute Galois group Gal(k/k) over k on the Tate modules
of A, where k denotes the algebraic closure of k. By the Riemann hypothesis for the
congruence zeta functions of abelian varieties deﬁned over ﬁnite ﬁelds, it is proved
that L(A/k, s) is holomorphic on the region {s ∈ C |Re(s) > 32 }. It is conjectured
that L(A/k, s) has a holomorphic continuation to the entire complex plane and it
satisﬁes a functional equation relating the values at s and 2 − s, which is called the
Hasse conjecture. The importance of L(A/k, s) on the arithmetic of A is reﬂected on
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the Birch and Swinnerton–Dyer conjecture: (i) L(A/k, s) has a zero at s = 1 of order
equal to the rank of A(k), the Mordell–Weil group of A over k; (ii) if r := rankA(k),
the limit value lim
s→1(s − 1)
−rL(A/k, s) is expressed by some important arithmetic
invariants of A over k.
At present the Hasse conjecture is proved for the following two types:
(1) (Eichler–Shimura) simple factors over Q of the jacobian varieties J1(N) of the
modular curves X1(N) with genus greater than zero, i.e. modular abelian varieties;
(2) (Weil–Taniyama–Shimura–Yoshida) abelian varieties A deﬁned over algebraic num-
ber ﬁelds such that the Q-algebra of endomorphisms of A deﬁned over C, denoted
by End0(A), contains a commutative semi-simple algebra whose rank over Q is
2 dim(A), i.e. CM-abelian varieties.
If A/Q is modular, it is well known that End0Q(A), the Q-algebra of endomorphisms
of A deﬁned over Q, is an algebraic number ﬁeld of degree equal to the dimension
of A. Conversely, an abelian variety deﬁned over Q with such a property is called
an abelian variety of GL2-type over Q. By Serre–Ribet, it is conjectured that any
abelian variety of GL2-type over Q is modular. This is called the modularity con-
jecture and is a generalization of the Taniyama–Shimura conjecture on elliptic curves
deﬁned over Q, whose proof was recently announced by Breuil, Conrad, Diamond, and
Taylor.
It is important to prove the Hasse conjecture. We should establish a proof which
is valid to all abelian varieties deﬁned over algebraic number ﬁelds. But it is too
difﬁcult. The author wishes to focus his attention on QM-abelian varieties deﬁned over
algebraic number ﬁelds. By deﬁnition, an 2d-dimensional abelian variety A deﬁned
over an algebraic number ﬁeld is called an QM-abelian variety, if there exists a totally
real algebraic number ﬁeld F of degree d over Q and a totally indeﬁnite division
quaternion algebra B over F such that End0(A) contains B as a Q-subalgebra. The
reason is that the author believes that a consideration of the Hasse conjecture in the
case of QM-abelian varieties brings him to a notion of non-abelianzation of the ideal
class groups of algebraic number ﬁelds, i.e. non-abelian class ﬁeld theory.
In this paper, we are concerned with characterizing QM-abelian varieties which have
a model of GL2-type over Q. If a QM-abelian variety A/k has this property, there
exist an abelian variety A′ of GL2-type over Q and an isomorphism  : A ∼−→ A′
deﬁned over an algebraic number ﬁeld k′ containing k, so L(A/k′, s) coincides with
L(A′/k′, s). If A′ is modular, L(A′/Q, s) is a product of the L-functions of modular
forms of one variable. Therefore if k′/Q is an abelian extension, the Hasse conjecture
for L(A′/k′, s) = L(A/k′, s) is true by the theory of twists of modular forms. But, for
a general k′, it is difﬁcult to prove the Hasse conjecture for L(A′/k′, s). At any rate,
the Hasse–Weil L-functions of those QM-abelian varieties are related to the L-functions
of modular forms of one variable. Therefore it is worth to understand them.
The main result of this paper is an answer to the above question in the case of
dimension two, i.e. QM-abelian surfaces. In this paper, for the sake of simplicity,
we deal with principally polarized QM-abelian surfaces, though we do not need any
polarization for our purpose.
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Finally we remark that by using our result, one can construct systematically abelian
surfaces which satisfy the four conditions from (9.1) to (9.4) in Section 9 of [18] for
some indeﬁnite division quaternion algebras over Q.
2. The forgetful maps from Shimura curves to A2
Let B be an indeﬁnite division quaternion algebra over Q with discriminant D, the
product of primes at which B ramiﬁes. We take a maximal order O of B and ﬁx it
through this paper. Let b → b′ be the canonical involution on B and let TrB/Q(b) :=
b+ b′, NB/Q(b) := bb′ be the reduced trace and the reduced norm on B, respectively.
An involution b → b∗ on B is called positive if TrB/Q(bb∗) > 0 for all 0 = b ∈ B.
We have the following classiﬁcation in Type II of Theorem 2 in [7, p. 201]:
Proposition 2.1. Let b → b∗ is a positive involution on B. Then b∗ = v−1b′v, where
v ∈ B is such that v2 is a negative square-free integer. Conversely if v ∈ B is such
that v2 is a negative rational number, then b → b∗ = v−1b′v is a positive involution
on B.
We ﬁx an identiﬁcation B ⊗Q RM2(R). By this we can regard
O(1) := {b ∈ O|NB/Q(b) = 1}
as a Fuchsian group of SL2(R), so O(1) acts on the complex upper half-plane H.
Therefore we obtain the compact Riemann surface CB := O(1)\H. Then we have a
one-to-one correspondence:
CB
1 : 1←→

[ (A, i, C) ]
∣∣∣∣∣∣∣∣∣∣∣∣
• A is an abelian surface over C
• i : O ↪→ End(A)
• C is a polarization on A whose induced
Rosati involution Ros(C) on End0(A)
satisﬁes Ros(C)( i(b) ) = i(b∗) for any b ∈ B

,
where [ (A, i, C) ] denotes the isomorphism class of (A, i, C) and the Q-algebra ho-
momorphism from B to End0(A) extending i is denoted by the same notation i. See
Appendix 13 in [17, p. 259] for the deﬁnition of “polarization”. We note that there are
literatures in which it is called “weak polarization”. Such a triple (A, i, C) is called
a QM-abelian surface of type (B, O, b → b∗ = v−1b′v). This correspondence is ob-
tained by the following. For any point O(1) ·z of CB (z ∈ H), we assign [ (Az, iz, Cz) ],
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where
• Az := C2
/O · [ z1
]
;
• iz : O ↪→ End(Az), b −→ “the endomorphism of Az induced by
C2  x −→ b · x ∈ C2 ”;
• Cz := the polarization on Az induced by the Riemann form
Ez : O ·
[
z
1
]
×O ·
[
z
1
]
−→ Q
deﬁned byEz
(
a ·
[
z
1
]
, b ·
[
z
1
])
:= TrB/Q(vab′)for any a, b ∈ O.
By Theorem 6 in [14, p. 138], we have the particular Q-rational model VB of CB
which is the coarse moduli scheme over Q attached to the problem of classifying
isomorphism classes of QM-abelian surfaces of type (B, O, b → b∗). VB is called
the Shimura curve. It is also proved that VB is independent of a choice of a positive
involution b → b∗ (see [14, Section 23]).
We say that two positive involutions b → b∗ and b → b∗∗ are equivalent if there
exists a Q-algebra automorphism  of B such that: (i) (O) = O; (ii) (b∗∗) = (b)∗ for
any b ∈ B. If this holds, then, for a QM-abelian surface (A, i, C) of type (B, O, b →
b∗), (A, i ◦ , C) is of type (B, O, b → b∗∗). Therefore we can identify a type
(B, O, b → b∗) with a type (B, O, b → b∗∗). Suppose that b∗ = u−1b′u (resp.
b∗∗ = v−1b′v) for any b ∈ B, where u (resp. v) ∈ B× such that u2 (resp. v2) is
a negative square-free integer. We note that u and v is uniquely determined up to a
multiplication by ±1. It can be easily proved that b → b∗ and b → b∗∗ are equivalent
if and only if there exists an element  of N(O) := { ∈ B×|−1O = O} such that
{±u} = {±−1v}.
From now on, for a simplicity of our arguments, we only consider a principally
polarized QM-abelian surface (A, i, C) of type (B, O, b → b∗), i.e. C is principal.
In such a case it holds that O∗ = O. (Indeed, i(O) = i(B) ∩ End(A). By deﬁnition,
i(B) is stable under Ros(C). Since C is principal, End(A) is also stable under Ros(C).
Thus i(O) is stable under Ros(C). i.e. O∗ = O.) If b∗ = v−1b′v, this is equivalent to
v ∈ N(O) because of O′ = O.
Lemma 2.2 (Michon [6, Proposition 1]). Set N+(O) := { ∈ N(O)|NB/Q() > 0}.
(1) There exists a set of elements {d}d|D such that d ∈ O with NB/Q(d) = d, where
d ranges over all positive divisors of D.
(2) Any such {d}d|D becomes a complete set of coset representatives for N+(O)
/
Q×O(1).
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(3) N+(O)/Q×O(1) is isomorphic to (Z/2Z)⊕2t , where 2t is the number of prime
divisors of D.
Remark 2.3. {d}d|D also becomes a complete set of coset representatives for N(O)
/
Q×O×, because of that there exists an element  of O such that NB/Q() = −1 (see
[15, Lemma 1.4]).
Lemma 2.4. Let v ∈ N(O) such that v2 is a negative integer −n. Then v ∈ O.
Proof. By Remark 2.3 we have an expression v = da, where d is a positive divisor
of D, a ∈ Q×, and  ∈ O×. Since v2 = −n, NB/Q(v) = n. Therefore, by taking the
reduced norm on the both sides of this expression, we have n = da2NB/Q(). Since
NB/Q() = ±1, we have n = da2. Since d is a square-free integer, a ∈ Z ⊆ O. Hence
we have v ∈ O. 
Proposition 2.5 (Jordan [2, Theorem 1.4.1]). Let v ∈ B× such that v2 is a negative
square-free integer −n, let b → b∗ denote the positive involution on B deﬁned by
b∗ = v−1b′v, and let (A, i, C) be a QM-abelian surface of type (B, O, b → b∗).
Suppose v ∈ O. Then the degree of C is nD/ ( gcd(n, D) )2.
We recall the deﬁnition of the degree of C: C contains a basic polar divisor X on
A (see [17, Appendix 13, p. 259] for the deﬁnition of “basic polar divisor”); then the
Riemann form associated to X is expressed by a matrix of the form

0 0 1 0
0 0 0 d
−1 0 0 0
0 −d 0 0

with respect to a suitable Z-basis of the period lattice of A, where d is a positive
integer; we call d the degree of C. Therefore C is principal if and only if n = D, i.e.
v2 = −D.
Put
ID := {v ∈ O|v2 = −D}
/
∼,
where for u, v ∈ O with u2 = v2 = −D, we write u ∼ v if there exists  ∈
N(O) such that {±u} = {±−1v}. We denote by v the element of ID represented
by v. Then there is a canonical one-to-one correspondence between ID and the set
of equivalence classes of positive involutions b → b∗ on B which induce a prin-
cipal polarization on QM-abelian surfaces of type (B, O, b → b∗). To study ID ,
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we introduce
I˜D := {v ∈ O|v2 = −D}
/
≈,
where for u, v as above, we write u ≈ v if there exists  ∈ N(O) such that u = −1v.
We deﬁne an action of the group G = 〈〉 with order two on I˜D by
( v˜ ) = −˜v ,
where for v as above, v˜ is the element of I˜D represented by v. Clearly, we can identify
ID and G\I˜D .
We review the theory of optimal embeddings. Let f : K ↪→ B be a Q-algebra
embedding of a quadratic ﬁeld K into B and let R be an order of K. f is said to be
R-optimal if O ∩ f (K) = f (R). For any two R-optimal embeddings f and g of K into
B, we write f ≡ g if there exists  ∈ N(O) such that f (b) = −1g(b) for all b ∈ K .
We set
E(K; R) := {f : K ↪→ B|f is R-optimal}/ ≡ .
E(K; R) is a ﬁnite set and a formula for its order is well known. We denote by RK
the ring of algebraic integers in K and put cond(R) := [RK : R], called the conductor
of R. Moreover, we denote by ClR the group of classes of proper R-ideals and put
hR := |ClR|. A formula for hR is found in [17, p. 106]. By restricting Corollaire 5.12
in [19, p. 94] to our situation, we have the following:
Proposition 2.6. Let K be a quadratic ﬁeld such that there exists at least one Q-algebra
embedding of K into B. (This is equivalent to the condition: every prime number which
divides D fails to split in K). Let R be an order of K. Then we have
|E(K; R)| =

0 if (cond(R), D) = 1,
hR
|HR,D| if (cond(R), D) = 1,
where HR,D is the subgroup of ClR generated by classes represented by the prime
proper R-ideal lying above prime numbers p such that p|D and p is ramiﬁed in K.
We have a one-to-one correspondence:
I˜D
1 : 1←→

E
(
Q(
√−D); RQ(√−D)
)
if −D ≡ 2, 3 (mod 4)
E
(
Q(
√−D); RQ(√−D)
)
unionsq E (Q(√−D); Z[√−D]) if −D ≡ 1 (mod 4)
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given by
v˜ ←→ the class represented by Q(√−D) ↪→ B, √−D → v.
Therefore, using Proposition 2.6, we can calculate the order of I˜D . To get a formula
for the order of ID , we should compute the order of the set consisting of elements of
I˜D ﬁxed by , denoted by I˜D

. This is executed in the next section.
Deﬁnition 2.7. Let v ∈ O such that v2 = −D. Put
v :=
{
d ∈ Z
∣∣∣∣∣ • d is a positive divisor of D• ∃ ∈ O s.t. 2 = d, v = −v
}
.
It is clear that for any representative u of v or v˜, u = v . Hence v and v˜ are
well-deﬁned both as v . We say that v˜ ∈ I˜D is special if v˜ = ∅. In this case we also
say that v ∈ ID is special.
Proposition 2.8. Let v˜ ∈ I˜D (v ∈ O, v2 = −D) is special. Then v˜ = {d1, d2} where
1 < di < D(i = 1, 2) and d1d2 = D.
Proof. By assumption there exists an element d1 of v˜ . If d1 = 1 or D, we can easily
show that BM2(Q). This is a contradiction. Thus 1 < d1 < D. By deﬁnition there
exists 1 ∈ O such that 21 = d1 and 1v = −v1. Put
2 := v−11 and d2 :=
D
d1
.
Then it is easily veriﬁed that 22 = d2 and 2v = −v2. Next we will show that 2 ∈ O.
For any prime number p, we put Bp := B ⊗Q Qp and Op := O ⊗Z Zp, where Zp
is the ring of p-adic integers and Qp is the quotient ﬁeld of Zp. If (p, D) = 1, then
1 ∈ O×p because of NB/Q(1) ∈ Z×p and ′1 ∈ Op. Hence 2 ∈ Op. If p|D, it holds
that Op = {b ∈ Bp|NBp/Qp (b) ∈ Zp} since the later set is the unique maximal order
of Bp (see [19, Lemma 1.5, p. 34]). Since NB/Q(2) = −d2 ∈ Z, 2 ∈ Op. Therefore
2 ∈ O. Hence d2 ∈ v˜ .
Take any element d of v˜ \ {d1}. There exists  ∈ O such that 2 = d and v = −v.
There exists  ∈ O× with NB/Q() = −1, so  ∈ O and NB/Q() = d is a positive
divisor of D. By (2) of Lemma 2.2,  ∈ N+(O) ⊆ N(O), hence  ∈ N(O). For the
same reason, 1 ∈ N(O). Thus 1 ∈ N+(O). By Lemma 2.2 we have
1 = a,
where  ∈ O such that n := NB/Q() is a positive divisor of D, a ∈ Q×, and  ∈ O(1).
By taking the reduced norm of the both sides of this expression, we have dd1 = na2.
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Since n is square-free, a ∈ Z. Put m := (d, d1), so we have d = md̂, d1 = md̂1
such that (d̂, d̂1) = 1. Since d̂ and d̂1 are square-free and (d̂, d̂1) = 1, d̂ d̂1 is also
square-free. Hence we have
d̂ d̂1 ·m2 = n · a2, d̂ d̂1 and n are square-free positive integers.
Thus it must hold that

• a = ±m;
• n = d̂ d̂1 = d
m
d1
m
· · · (∗).
On the other hand, we have v · =  · v, since  = a−11 and v · 1 = 1 · v.
Therefore  ∈ Q(v)Q(√−D) and NQ(√−D)/Q() = NB/Q() = n is a positive
divisor of D. Moreover  ∈ RQ(√−D) because of  ∈ O.
Claim 2.8.1. Let 	 ∈ RQ(√−D) such that r := NQ(√−D)/Q(	) is a positive divisor of
D. Then r = 1 or D.
The proof of this is elementary, so we omit it. Applying this claim to our situation,
we have n = 1 or D. If n = 1, then d = d1 = m by (∗). This is a contradiction. Hence
we have n = D. If there exists a prime p such that p|m, we have p|D. But, since
p 
(
d
m
)
and p 
(
d1
m
)
,
we have p  n by (∗). This is a contradiction. Therefore we have m = 1. Hence dd1 =
n = D, i.e. d = d2. Thus it is proved that v˜ = {d1, d2}. 
Proposition 2.9. Let v˜ ∈ I˜D (v ∈ O, v2 = −D). Then v˜ ∈ I˜D  if and only if v˜ is
special.
Proof. (&⇒). By assumption there exists  ∈ N(O) such that −1v = −v. By multi-
plying  by an appropriate element of Q× if necessary, we may assume that  ∈ O and
d := NB/Q() is a divisor of D by Remark 2.3. Since 2 ·v = v ·2, 2 ∈ Q(v)∩Q() =
Q. Hence 2 = −d . If d > 0, B ⊗Q R is isomorphic to Hamilton’s quaternions. This
is a contradiction. Hence 2 = −d is a positive divisor of D. Therefore −d ∈ v˜ , i.e.
v˜ is special.
(⇐&). By assumption there exists  ∈ O such that v = −v and 2 is a positive
divisor of D. Then we have  ∈ N(O) (see the proof of Proposition 2.8). Hence we
have v ≈ −v. Thus v˜ ∈ I˜D . 
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Let A2 be the coarse moduli scheme over Q attached to the problem of classifying
isomorphism classes of principally polarized abelian surfaces. We denote by A2(C)
the set of C-valued points of A2. For each v ∈ ID (v ∈ O, v2 = −D), we have the
forgetful map

v : VB(C) −→ A2(C),
∈
T (A, i, C) ] −→ [ (A, C) ],
where (A, i, C) is a QM-abelian surface of type (B, O, b → v−1b′v). It is known
that 
v is a morphism from VB to A2 which is deﬁned over Q.
Now we recall the modular involutions on VB . For each positive divisor d of D,
we can take d ∈ O such that NB/Q(d) = d. Then, since d can be seen as an
element of GL2(R) with positive determinant by the identiﬁcation B ⊗Q RM2(R),
d acts on H. Since d is contained in the normalizer of O(1), this action induces an
automorphism of CB , denoted by Wd . By Lemma 2.2 we see that Wd is determined
independently of a choice of d . On the other hand, for any positive involution b → b∗
on B, CB = VB(C) is the moduli space of isomorphism classes of QM-abelian surfaces
over C of type (B, O, b → b∗). In this context, Wd can be described only in terms
of moduli (see [2, Section 2, Chapter 1]). For any isomorphism class [ (A, i, C) ] of
type (B, O, b → b∗), we have
Wd( [ (A, i, C) ] ) = [ (A, id , ∗d C) ],
where id : O ↪→ End(A) is deﬁned by id (b) := i(−1d bd) and ∗d C is the inverse
image of C by the morphism i(d) : A −→ A. It is known that Wd is an automorphism
of VB deﬁned over Q.
Theorem 2.10. Let v ∈ ID (v ∈ O, v2 = −D). We see VB as the coarse moduli
space classifying QM-abelian surfaces of type (B, O, b → v−1b′v) and consider the
forgetful map 
v : VB −→ A2 associated to v. Let x = [ (A, i, C) ] ∈ VB(C) such that
x is not a CM-point, i.e. the endomorphism algebra of A deﬁned over C is isomorphic
to B.
(1) If v is not special, then we have 
−1v ( [ (A, C) ] ) = {x, WD(x)}.
(2) If v is special, then we have 
−1v ( [ (A, C) ] ) = {x, WD(x), Wd1(x), Wd2(x)},
where v = {d1, d2}.
Remark 2.11. This theorem was proved originally by Jordan (see [2, Section 4, Chapter
1]). But we can ﬁnd an error in his proof. More precisely, he missed an existence of
elements in O× with reduced norm −1, so he did not notice the assertion (2) in
Theorem 2.10.
N. Murabayashi / Journal of Number Theory 112 (2005) 116–188 125
Proof of Theorem 2.10. It is proved in [2, pp. 28–29] that
{ [ (A′, i′, C′) ] ∈ VB(C)|A′A } = {Wd(x) = [ (A, id , ∗d C) ] }d|D,d>0.
Therefore the determination of 
−1v ( [ (A, C) ] ) is reduced to that of positive divisors
d of D such that (A, C)(A, ∗d C). We have
(A, C)(A, ∗d C) ⇐⇒ ∃  ∈ O× s.t. i() : (A, ∗d C) ∼−→ (A, C)
⇐⇒ ∃  ∈ O× s.t. ∗d C = ∗C.
There exists z ∈ H such that (A, i, C)(Az, iz, Cz). The Riemann form
E1 : O ·
[
z
1
]
×O ·
[
z
1
]
−→ Z
associated to a basic polar divisor of Cz is given by
E1
(
a ·
[
z
1
]
, b ·
[
z
1
])
:= 1
D
TrB/Q(vab′) (for ∀a, b ∈ O)
(see [2, pp. 20–26]). Therefore, the Riemann form E2 (resp. E3) associated to a basic
polar divisor of ∗d Cz (resp. ∗Cz) is given by the following:
• E2
(
a ·
[
z
1
]
, b ·
[
z
1
])
= 1|NB/Q(d)| E1
(
da ·
[
z
1
]
, db ·
[
z
1
])
= 1
dD
TrB/Q(vdab′ · ′d)
= 1
dD
TrB/Q(′d · vdab′)
= 1
D
TrB/Q(−1d vd · ab′),
• E3
(
a ·
[
z
1
]
, b ·
[
z
1
])
= 1|NB/Q()| E1
(
a ·
[
z
1
]
, b ·
[
z
1
])
= 1
D
TrB/Q(vab′ · ′)
= 1
D
TrB/Q(′v · ab′).
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Hence we have
∗d Cz = ∗Cz ⇐⇒ −1d vd = ′v · · · (∗)
because of the non-degeneracy of the reduced trace form. Now, our argument will be
separated into two cases.
Case 1: NB/Q() = 1.
Since NB/Q() = ′ = 1, we have ′ = −1. Therefore,
(∗)⇐⇒ −1d vd = −1v ⇐⇒ v · d−1 = d−1 · v
⇐⇒ d−1 ∈ Q(v)
⇐⇒ d−1 ∈ RQ(v)RQ(√−D)
&⇒ d = 1 or D (by Claim 2.8.1).
Conversely, in the case d = 1 (resp. d = D), we can take 1 (resp. v) as d , so (∗)
holds for  = 1 in both cases.
Case 2: NB/Q() = −1.
Since NB/Q() = ′ = −1, we have ′ = −−1. Therefore,
(∗)⇐⇒ −1d vd = −−1v⇐⇒ v · d−1 = −d−1 · v.
We put  := d−1. Since v ·2 = 2 ·v, 2 ∈ Q(v)∩Q() = Q. Hence, we have 2 = d
because of NB/Q() = −d . Clearly,  ∈ O and v = −v. Thus, we have proved that
if there exists  ∈ O× such that NB/Q() = −1 and  satisﬁes (∗), then d ∈ v .
Next we will prove the converse of this statement. Take d ∈ v . Then there exists
0 ∈ O such that 20 = d and 0v = −v0. We put 0 := −10 d , so 0 = d−10 . By
substituting this into 0v = −v0, we have v ·d−10 = −d−10 ·v. Lastly we will show
that 0 ∈ O× with NB/Q(0) = −1. Let p be any prime number. If (p, D) = 1, then
(p, d) = 1. Since 0 ∈ O and NB/Q(0) = −d ∈ Z×p , 0 ∈ O×p . For the same reason,
d ∈ O×p , so 0 ∈ O×p . If p|D, it holds that Op = {b ∈ Bp|NBp/Qp (b) ∈ Zp}. Since
NB/Q(0) = NB/Q(0)−1NB/Q(d) = (−d)−1d = −1, 0 ∈ O×p . Hence 0 ∈ O× and
NB/Q(0) = −1. This completes the proof of Theorem 2.10. 
3. The number of special elements in I˜D and its application
Deﬁnition 3.1. Let B be an indeﬁnite division quaternion algebra over Q with discrim-
inant D. Then we deﬁne the following set
(D) :=
{
d
∣∣∣∣d(> 0) ∈ Z, d|D, (d, −DQ
)
B
}
(see [9, p. 14] for the deﬁnition of
(
d, −D
Q
)
).
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Lemma 3.2. I˜D
 = ∅ if and only if (D) = ∅.
Proof. By Proposition 2.9, the direction (&⇒) is clear. We will prove the direction
(⇐&). Take d ∈ (D). Then we have
BQ+Q i +Q j +Q ij, i2 = d, j2 = −D, ij = −ji.
O1 := Z + Z i + Z j + Z ij is a order of B, so there exists a maximal order Ô1 of
B containing O1. Since B is indeﬁnite, any two maximal orders of B are conjugate.
Therefore there exists b ∈ B× such that O = b−1Ô1b (O is the maximal order ﬁxed in
the beginning). Put v := b−1jb and  := b−1ib. Then we have v,  ∈ O and v2 = −D,
2 = d, v = −v. Hence v˜ ∈ I˜D and d ∈ v˜ , i.e. v˜ ∈ I˜D . 
Deﬁnition 3.3. Let D = p1p2 · · ·p2t (p1 < p2 < · · · < p2t ) be the factorization of D
into prime factors.
Case 1: 2 D.
We deﬁne a 2t by 2t matrix MD with entries in F2 := Z/2Z by the following: the
(i, j)-entry aij of MD (i = j) is given by(
pj
pi
)
= (−1)aij ,
where
( )
denotes the quadratic residue symbol and the (i, i)-entry aii is given by
2t∑
j=1
aij = 0.
Moreover, we deﬁne a 2t by 2t + 1 matrix ND with entries in F2 by
ND :=
 1MD ...
1
 .
Case 2: 2|D.
We note that p1 = 2 in this case. We deﬁne a 2t − 1 by 2t matrix MD with entries
F2 by the following: the (i, j)-entry bij of MD (i + 1 = j) is given by(
pj
pi+1
)
= (−1)bij
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and the (i, i + 1)-entry bi i+1 is given by
2t∑
j=1
bij = 0.
Moreover, we deﬁne a 2t − 1 by 2t + 1 matrix ND with entries in F2 by
ND :=
 1MD ...
1
 .
Lemma 3.4. (D) = ∅ if and only if rankMD = rankND . Moreover, if (D) = ∅,
then we have |(D)| = 22t−rankMD .
Proof. Let D = p1p2 · · ·p2t be as above. Then any positive divisor d of D can be
expressed uniquely by the form
d = px11 px22 · · ·px2t2t , xi = 0 or 1(1 i2t).
We will express this situation by
d = Dx, x = (x1, x2, . . . , x2t ) ∈ F⊕2t2 .
Case 1: 2 D.
For 1 i, j2t , we deﬁne a′ij ∈ F2 by the rule: (i) if i = j , a′ij = aij ; (ii) a′ii = 0.
It holds that for a positive divisor d of D, d ∈ (D) if and only if (d, −D)pi = −1
for 1 i2t , where ( , )pi is the Hilbert symbol on Q×pi ×Q×pi . Then we have(
d, − 1
d
)
pi
=
(
d, − 1
d
)
pi
(d, −d)pi = (d, 1)pi = 1,
so
(d, −D)pi =
(
d,
D
d
)
pi
= (Dx, Df−x)pi (where f = (1, . . . , 1) ∈ F⊕2t2 )
= (pxii ·Dx−xiei , p1−xii ·Df−x−(1−xi )ei )pi
(where ei = (0, . . . , 1
î
, . . . , 0) ∈ F⊕2t2 )
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=
(
Dx−xiei
pi
)1−xi (Df−x−(1−xi )ei
pi
)xi
(because of xi(1− xi) = 0)
=
(
(−1)
∑2t
j=1 a′ij xj
)1−xi (
(−1)
∑2t
j=1 a′ij (1−xj )
)xi
= (−1)
∑2t
j=1 a′ij xj+xi
∑2t
j=1 a′ij .
Therefore we have
d = Dx ∈ (D)⇐⇒ MD
 x1...
x2t
 =
 1...
1

 2t · · · (∗).
and the simultaneous equation (∗) has a solution if and only if rankMD = rankND .
If (∗) has a solution (1, . . . , 2t ), any solution can be written uniquely
(1, . . . , 2t )+ (y1, . . . , y2t ), MD
 y1...
y2t
 =
 0...
0

 2t · · · (∗∗)
and the number of solutions of (∗∗) is 22t−rankMD . Hence we have |(D)| =
22t−rankMD .
Case 2: 2|D.
We have p1 = 2 in this case. For 1 i2t − 1, 1j2t , we deﬁne b′ij ∈ F2 by
the rule: (i) if i + 1 = j , b′ij = bij ; (ii) b′i i+1 = 0. It holds that d ∈ (D) if and only
if (d, −D)pi+1 = −1 for 1 i2t − 1. By the same calculation as that in Case 1, we
have
(d, −D)pi+1 = (−1)
∑2t
j=1 b′ij xj+xi+1
∑2t
j=1 b′ij ,
so
d = Dx ∈ (D)⇐⇒ MD
 x1...
x2t
 =
 1...
1

 2t − 1.
The rest of the argument is same as that in Case 1. 
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Proposition 3.5. Assume that (D) = ∅ and let d ∈ (D). Set
H := Q+Q +Q+Q , 2 = d, 2 = −D,  = −;
U := Z+ Z + Z+ Z  (a order of H).
Then we have the following:
(1) If 2|D, the number of maximal orders of H which contain U is one.
(2) If 2 D, the number of maximal orders of H which contain U is two.
Proof. Putting e1 := 1, e2 := , e3 := , e4 := , we consider I := det(TrB/Q(eiej ) ).
By easy calculations, we have I = (4dD)2. In the following, we ﬁx one maximal order
V of H which contains U.
Case 1: 2|D.
Let W be any maximal order of H which contains U. In this case, for any prime
number p such that (p, D) = 1, it holds that (I, p) = 1, so we have that Up is a
maximal order of Hp (see the [10, Proof of Proposition 1.1]). Hence we have Vp =
Up = Wp. For any prime divisor p of D, Hp has the unique maximal order, so we
also have Vp = Wp. Therefore we have V = W . Hence the assertion (1) is proved.
Case 2: 2 D.
Let W be as above. For any odd prime number p, we have that Vp = Wp as Case
1. We will consider the localization at 2.
Claim 3.5.1. There exists an isomorphism  : H2 ∼−→ M2(Q2) such that
(U2) =
{(
x y
z w
)
∈ M2(Z2)
∣∣∣∣ x ≡ w (mod 2), y ≡ z (mod 2)}
Proof of Claim 3.5.1. By the assumptions, we have (d, −D)2 = 1, so
d − 1
2
· −D − 1
2
≡ 0 (mod 2).
Hence we have
(d, −D) ≡ (1, 1) or (1, 3) or (3, 1) (mod 4).
Case I: (d, −D) ≡ (1, 1) (mod 4).
In this case we have
(d, −D) ≡ (1, 1) or (1, 5) or (5, 1) or (5, 5) (mod 8).
Case I.1: (d, −D) ≡ (1, 1) (mod 8).
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There exist a, b ∈ Z×2 such that a2 = d, b2 = −D. Putting 1 := a−1 and 1 :=
b−1, we have
U2 = Z2 + Z2 1 + Z2 1 + Z2 11, 21 = 21 = 1, 11 = −11.
Then we deﬁne  by
(1) =
(
1 0
0 1
)
, (1) =
(
1 0
0 −1
)
, (1) =
(
0 1
1 0
)
, (11) =
(
0 1
−1 0
)
and the Q2-linearly extension of this. Then we have the assertion.
Case I.2: (d, −D) ≡ (1, 5) (mod 8).
Similarly, a, b ∈ Z×2 s.t. a2 = d, b2 = −
D
5
; 1 := a−1, 1 := b−1;
U2 = Z2 + Z2 1 + Z2 1 + Z2 11, 21 = 1, 21 = 5, 11 = −11;
 is given by
(1) =
(
1 0
0 1
)
, (1) =
(
1 0
0 −1
)
, (1) =
(
0 1
5 0
)
, (11) =
(
0 1
−5 0
)
.
We remark that the case where (d, −D) ≡ (5, 1) (mod 8) can be reduced to this case
by interchanging d and −D.
Case I.3: (d, −D) ≡ (5, 5) (mod 8).
a, b ∈ Z×2 s.t. a2 =
d
5
, b2 = −D
5
; 1 := a−1, 1 := b−1;
U2 = Z2 + Z2 1 + Z2 1 + Z2 11, 21 = 21 = 5, 11 = −11;
 is given by
(1) =
(
1 0
0 1
)
, (1) =
(
0 1
5 0
)
,
(1) =
(
5 2
−10 −5
)
, (11) =
(−10 −5
25 10
)
.
Case II: (d, −D) ≡ (1, 3) (mod 4).
In this case we have
(d, −D) ≡ (1, 3) or (1, 7) or (5, 3) or (5, 7) (mod 8).
Case II.1: (d, −D) ≡ (1, 3) (mod 8).
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a, b ∈ Z×2 s.t. a2 = d, b2 = −
D
3
; 1 := a−1, 1 := b−1;
U2 = Z2 + Z2 1 + Z2 1 + Z2 11, 21 = 1, 21 = 3, 11 = −11;
 is given by
(1) =
(
1 0
0 1
)
, (1) =
(
1 0
0 −1
)
, (1) =
(
0 1
3 0
)
, (11) =
(
0 1
−3 0
)
.
Case II.2: (d, −D) ≡ (1, 7) (mod 8).
a, b ∈ Z×2 s.t. a2 = d, b2 = −
D
7
; 1 := a−1, 1 := b−1;
U2 = Z2 + Z2 1 + Z2 1 + Z2 11, 21 = 1, 21 = 7, 11 = −11;
 is given by
(1) =
(
1 0
0 1
)
, (1) =
(
1 0
0 −1
)
, (1) =
(
0 1
7 0
)
, (11) =
(
0 1
−7 0
)
.
Case II.3: (d, −D) ≡ (5, 3) (mod 8).
a, b ∈ Z×2 s.t. a2 =
d
5
, b2 = −D
3
; 1 := a−1, 1 := b−1;
U2 = Z2 + Z2 1 + Z2 1 + Z2 11, 21 = 5, 21 = 3, 11 = −11;
 is given by
(1) =
(
1 0
0 1
)
, (1) =
(√
17 2
−6 −√17
)
,
(1) =
(
0 1
3 0
)
, (11) =
(
6
√
17
−3√17 −6
)
.
Case II.4: (d, −D) ≡ (5, 7) (mod 8).
a, b ∈ Z×2 s.t. a2 =
d
5
, b2 = −D
7
; 1 := a−1, 1 := b−1;
U2 = Z2 + Z2 1 + Z2 1 + Z2 11, 21 = 5, 21 = 7, 11 = −11;
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 is given by
(1) =
(
1 0
0 1
)
, (1) =
(√
33 2
−14 −√33
)
,
(1) =
(
0 1
7 0
)
, (11) =
(
14
√
33
−7√33 −14
)
.
Finally, we remark that the case where (d, −D) ≡ (3, 1) (mod 4) can be reduced
to Case II by interchanging d and −D. Therefore we complete the proof of
Claim 3.5.1. 
Changing V for
{
b ∈ H
∣∣∣∣∣ • b ∈ Vp for any odd prime p• b ∈ −1(M2(Z2) )
}
,
we may assume that (V2) = M2(Z2). It is well known that for any two maximal orders
S, T of M2(Q2), the distance d(S, T ) (∈ N ∪ {0}) can be deﬁned by the following:
there exist free Z2-submodules L, M of Q⊕22 (viewed as row vectors) with rank 2
such that S = End(L) and T = End(M), where End(L) = {X ∈ M2(Q2)|L · X ⊆ L};
L, M are uniquely determined up to a multiplication of elements of Q×2 , so we may
assume that L ⊆ M; by the elementary divisor theory, there exist a Z2-basis {f1, f2}
of M and a, b ∈ N ∪ {0} such that {2af1, 2bf2} is a Z2-basis of L; then
d(S, T ) := |b − a|.
The graph  is deﬁned by the following: the set of vertices of  consists of maximal
orders of M2(Q2); two vertices are joined by an edge if and only if the distance
between them is 1. Then it is well known that  is a regular tree with valency 3.
Claim 3.5.2. Let W be any maximal order of H which contains U. Then d((V2),
(W2) )2.
Proof of Claim 3.5.2. We have (V2) = M2(Z2) = End(Z⊕22 ). We assume that
(W2) = End(L) and L ⊆ Z⊕22 . We take a Z2-basis {f1, f2} of Z⊕22 and a, b ∈ N∪{0}
such that {2af1, 2bf2} is a Z2-basis of L. Let f1 = (p1, q1) and f2 = (p2, q2), then
we have
(W2) =
(
p1 q1
p2 q2
)−1 ( 2a 0
0 2b
)−1
M2(Z2)
(
2a 0
0 2b
)(
p1 q1
p2 q2
)
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=
(
p1 q1
p2 q2
)−1 (
Z2 2b−aZ2
2a−bZ2 Z2
)(
p1 q1
p2 q2
)
.
On the other hand, since
(
p1 q1
p2 q2
)
∈ GL2(Z2), we have
(V2) = M2(Z2) =
(
p1 q1
p2 q2
)−1
M2(Z2)
(
p1 q1
p2 q2
)
.
Hence
[(V2) : (V2) ∩ (W2) ] =
[
M2(Z2) : M2(Z2) ∩
(
Z2 2b−aZ2
2a−bZ2 Z2
)]
= 2|a−b| = 2d((V2),(W2) ).
Since (U2) ⊆ (V2) ∩ (W2),
[(V2) : (V2) ∩ (W2) ][(V2) : (U2) ] = [M2(Z2) : (U2) ] = 4.
Therefore we have 2d((V2),(W2) )4. We complete the proof of Claim 3.5.2. 
For any Q2-basis {f1, f2} of Q⊕22 , the Z2-submodule generated by f1, f2 is denoted
by 〈f1, f2〉. We set v1 := (1, 0) and v2 := (0, 1). By Claim 3.5.2, (W2) must be
one of the ten maximal orders S1, . . . , S10 which correspond to the vertices in the
following ﬁgure:
•
• •
•
•
•
•
•
••
✧
✧
❜
❜❜
❜
✧
✧
❜
❜
✧
✧
✧✧
✧✧ ❜❜ ✧✧ ❜❜
❜❜
❜❜✧✧
S1
S2
S3 S4
S5S6
S7
S8 S9
S10
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where
S1 = End( 〈v1, v2〉 ) = M2(Z2); S2 = End( 〈v1, 2v2〉 );
S3 = End( 〈v1 + v2, 2v2〉 ); S4 = End( 〈2v1, v2〉 );
S5 = End( 〈v1, 4v2〉 ); S6 = End( 〈v1 + 2v2, 4v2〉 );
S7 = End( 〈v1 + v2, 4v2〉 ); S8 = End( 〈v1 + 3v2, 4v2〉 );
S9 = End( 〈2v1 + v2, 2v2〉 ); S10 = End( 〈4v1, v2〉 ).
Claim 3.5.3. Among S1, . . . , S10, only S1 and S3 contain (U2). In particular we
have that (W2) = S1 or S3.
Proof of Claim 3.5.3. It is clear that (U2) ⊆ S1. We will prove that (U2) ⊆ S3. We
recall that
{(
1 0
0 1
)
,
(
1 0
0 −1
)
,
(
0 1
1 0
)
,
(
0 1
−1 0
)}
is a Z2-basis of (U2). By easy calculations, we have that
v1 + v2
(
1 0
0 −1
)
= (v1 + v2)− 2v2, 2v2
(
1 0
0 −1
)
= −2v2;
v1 + v2
(
0 1
1 0
)
= v1 + v2, 2v2
(
0 1
1 0
)
= 2(v1 + v2)− 2v2;
v1 + v2
(
0 1
−1 0
)
= −(v1 + v2)+ 2v2, 2v2
(
0 1
−1 0
)
= −2(v1 + v2)+ 2v2.
This shows that (U2) ⊆ End( 〈v1 + v2, 2v2〉 ) = S3.
On the other hand we have (U2)S2 because of
v1
(
0 1
1 0
)
= 1
2
· 2v2 /∈ 〈v1, 2v2〉.
By the same argument, it is proved that (U2)Si for 4 i10. 
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Summing up the above arguments, for any maximal order W of H which contains
U, we have proved that
• Wp = Vp if p is any odd prime;
• W2 = V2 or −1(S3).
If W2 = V2, we have W = V . On the other hand, by Proposition 5.1 in [19, p. 83],
there exists the one maximal order V̂ of H such that (i) V̂p = Vp if p = 2; (ii)
V̂2 = −1(S3). Therefore, we have proved that the precisely only two maximal orders
V and V̂ of H contain U. This completes the proof of Proposition 3.5. 
Theorem 3.6. Assume that I˜D
 = ∅ (this is equivalent to rankMD = rankND).
(1) If 2|D, we have
|I˜D | = 12 |(D)| = 2
2t−1−rankMD,
where 2t is the number of prime divisors of D.
(2) If 2 D, we have
|I˜D | = |(D)| = 22t−rankMD.
Proof. For any d ∈ (D), we let H, U, ,  as in Proposition 3.5.
We assume that 2|D. By Proposition 3.5, U is contained in the only one maximal
order V of H. We will prove that for d ∈ (D), there exists the only one v˜ ∈ I˜D such
that d ∈ v˜ . By the proof of Lemma 3.2, it is clear that there exists at least one such
element of I˜D . We assume that there exist v˜1, v˜2 ∈ I˜D such that d ∈ v˜1 , d ∈ v˜2 . By
deﬁnition, there exist 1, 2 ∈ O such that
• 2i = d (i = 1, 2),• ivi = −vii (i = 1, 2).
We deﬁne an isomorphism i : H ∼−→ B by  −→ i , −→ vi (i = 1, 2). Since
−1i (O) is a maximal order of H which contains U, we have V = −1i (O) (i = 1, 2).
By the theorem of Noether–Skolem, there exists  ∈ N(O) such that 2 = Inn ◦ 1,
where Inn(x) = −1x for ∀x ∈ B. In particular we have v2 = −1v1,  ∈ N(O).
Hence v˜1 = v˜2.
We have proved that d ∈ (D) corresponds to the precisely one element v˜ of I˜D .
But, since
D
d
∈ (D) (see the proof of Proposition 2.8) and v˜ =
{
d,
D
d
}
,
D
d
must
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correspond to v˜ also. Therefore we have |I˜D | = 12 |(D)|. Thus the assertion (1) is
proved.
Next we will consider the case where 2 D. By Proposition 3.5, there exist the
precisely two maximal orders V, W of H which contain U. We ﬁx two isomorphisms
,  : H ∼−→ B such that (V ) = O,(W) = O. We put u := (), v := ().
Then u2 = v2 = −D,u, v ∈ O. Hence we obtain u˜, v˜ ∈ I˜D . It holds that d ∈ u˜,
d ∈ v˜ .
We will prove that if w˜ ∈ I˜D  satisﬁes the condition: d ∈ w˜, then w˜ = u˜ or v˜.
There exists 1 ∈ O such that (i) 21 = d; (ii) 1w = −w1. We deﬁne an isomorphism
 : H ∼−→ B by  −→ 1, −→ w. Since −1(O) is a maximal order of H which
contains U, −1(O) = V or W. If −1(O) = V , then (V ) = O, so there exists
 ∈ N(O) such that  = Inn ◦ . Hence we have w = −1u,  ∈ N(O). Therefore
w˜ = u˜. If −1(O) = W , the same argument implies that w˜ = v˜.
Next we will prove that u˜ = v˜. There exists  ∈ B× such that  = Inn ◦ . If
 ∈ N(O), then (V ) = −1(V ) = −1O = O = (W), hence V = W , this is a
contradiction, so we have that  /∈ N(O). In particular we have v = −1u,  /∈ N(O).
Then we have the following:
Claim 3.6.1. For any b ∈ Q(u)×(⊆ B×), b /∈ N(O).
Proof of Claim 3.6.1. Since  = Inn ◦ , we have O = (W) = −1(W), so
(W) = O−1, hence (U) ⊆ O and (U) ⊆ O−1. Thus we have that for any
odd prime p,
Op = (O−1)p = Op−1
(see the proof of Proposition 3.5). Therefore we have that  ∈ N(Op) for any odd
prime p. Identifying B2 with M2(Q2) by a suitable isomorphism, we may assume that
(U)2 =
{(
x y
z w
)
∈ M2(Z2)
∣∣∣∣ x ≡ w (mod 2), y ≡ z (mod 2)}
(see Claim 3.5.1). By Claim 3.5.3, there are two cases:
• Case 1 : O2 = M2(Z2), O2−1 =
(
1 1
0 2
)−1
M2(Z2)
(
1 1
0 2
)
;
• Case 2 : O2 =
(
1 1
0 2
)−1
M2(Z2)
(
1 1
0 2
)
, O2−1 = M2(Z2).
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Case 1:
Since
(
1 1
0 2
)
 ·M2(Z2)
((
1 1
0 2
)

)−1
= M2(Z2), we have
(
1 1
0 2
)
 ∈ GL2(Z2) ·
Q×2 , hence  ∈
(
1 1
0 2
)−1
GL2(Z2) ·Q×2 . We note that for any b ∈ Q(u)× ⊆ B×,
b ∈ N(O) ⇐⇒

• b ∈ N(Op) for any odd prime p
• b ∈ GL2(Z2) ·Q×2
⇐⇒ (∗) :

• b ∈ N(Op) for any odd prime p
• b ∈ Q×2 ·GL2(Z2)
(
1 1
0 2
)
.
Now we assume that there exists b0 ∈ Q(u)× which satisﬁes the condition (∗).
Since Q× ⊆ N(O), by multiplying b0 by a suitable element of Q× (if necessary) and
denoting it by b0 again, we may assume that
b0 = s0 + t0u, s0, t0 ∈ Z (s0, t0) = 1.
In particular we have that b0 ∈ (U) ⊆ O.
We will show that NB/Q(b0)|(2D)∞, i.e. the set of prime divisors of NB/Q(b0) is
contained in that of 2D. For this, it is enough to show that for any prime p such that
p  2D, b0 ∈ O×p . Since b0 ∈ O,
b0 ∈ Op ∩N(Op) = Op ∩Q×pO×p = (Zp − {0})O×p
(Since p D, we have BpM2(Qp), so N(Op) = Q×pO×p ). Therefore we have an
expression:
b0 = xpyp (xp ∈ Zp, yp ∈ O×p ).
Indeed, we assume that xp ∈ pZp. Then 1
p
b0 ∈ Op. On the other hand, for any prime
q such that q = p, 1
p
b0 ∈ Z×q O ⊆ Z×q Oq = Oq , hence
1
p
b0 ∈ O. In particular,
TrB/Q
(
1
p
b0
)
= 2s0
p
∈ Z, NB/Q
(
1
p
b0
)
= s
2
0 +Dt20
p2
∈ Z.
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Since p  2D, we have p|s0 and p|t0, this contradicts to (s0, t0) = 1, so we have proved
that xp ∈ Z×p . Therefore b0 ∈ O×p .
Next we will show that 2 ‖ NB/Q(b0) or 8 ‖ NB/Q(b0). Since
b0 ∈ Q×2 ·GL2(Z2)
(
1 1
0 2
)
∩O2 = Q×2 ·GL2(Z2)
(
1 1
0 2
)
∩M2(Z2),
we have an expression:
b0 = k0 · A0
(
1 1
0 2
)
(k0 ∈ Z2, A0 ∈ GL2(Z2) ).
We put k0 = 2nl0 (n0, l0 ∈ Z×2 ). Then it holds that n = 0 or 1. Indeed, if n2,
since b0 = A0
(
2nl0 2nl0
0 2n+1l0
)
, we have
1
22
b0 ∈ M2(Z2) = O2. For any odd prime q,
we have
1
22
b0 ∈ Z×q O ⊆ Z×q Oq = Oq , hence
1
22
b0 ∈ O, so
TrB/Q
(
1
4
b0
)
= s0
2
∈ Z, NB/Q
(
1
4
b0
)
= s
2
0 +Dt20
16
∈ Z.
Since 2 D, we have 2|s0 and 2|t0, this contradicts to (s0, t0) = 1. Since
NB/Q(b0) = det
(
k0 · A0
(
1 1
0 2
))
,
we have 2 ‖ NB/Q(b0) or 8 ‖ NB/Q(b0).
From the above arguments, we have
NB/Q(b0) = s20 +Dt20 = 	00, 	0 = 2 or 8, 0|D∞.
Then we will show that 0|D. We assume that there exists a prime q0 such that q20 |0.
Since q0|D, we have q0|(	00 − Dt20 ) = s20 , hence q20 |s20 , so q20 |Dt20 . Since q0 ‖ D,
q0|t0, this contradicts to (s0, t0) = 1. Hence we have proved that 0|D. This implies
that 0|s20 . Since 0 is square-free, we have 0|s0, hence
0
(
s0
0
)2
+ D
0
t20 = 	0,
s0
0
,
D
0
∈ Z.
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Next we will show that if s0 = 0 and t0 = 0, we have D = 15. By assumption,(
s0
0
)2
1 and t20 1, so we have
0 +
D
0
0
(
s0
0
)2
+ D
0
t20 = 	08.
In particular we have 107. If 0 = 1, then
D
1
7, i.e. D7, hence D = 6, this
contradicts to 2 D. If 0 = 2, then
D
2
6, i.e. D12, hence D = 6 or 10, this is also
a contradiction. If 0 = 3, then
D
3
5, i.e. D15, hence D = 6 or 10 or 14 or 15.
Since 2 D, we have D = 15. If 0 = 4, this contradicts to that 0 is square-free.
If 0 = 5, then
D
5
3, i.e. D15, hence D = 15. If 0 = 6 or 7, we also have a
contradiction. Therefore we have proved that if D = 15, then we have s0 = 0 or t0 = 0.
Hence if D = 15, we have b0 ∈ Q× or Q× · u. Since u ∈ N(O), we have b0 ∈ N(O).
By the assumption: b0 ∈ N(O), we have  ∈ N(O), this is a contradiction. Hence, in
the case where D = 15, we have proved Claim 3.6.1.
Next we will consider in the case where D = 15. Since (15) = {3, 5}, (d, −D) ≡
(3, 1) or (5, 1) (mod 8), so by Case II.1 or Case I.2 in the proof of Claim 3.5.1, we
have
u = () = √−15
(
1 0
0 −1
)
in B2M2(Q2). If s0 = 0 or t0 = 0, we have a contradiction by the same argument
in the case where D = 15. Therefore we have that s0 = 0 and t0 = 0. Then by the
above calculation, we have 0 = 3 or 5. We assume that 0 = 3. Then we have that
3
( s0
3
)2 + 5 · t20 = 2 or 8, hence 3 ( s03 )2 + 5 · t20 = 8. Thus we have s0 = 31, t0 = 2
(1, 2 ∈ {±1}). Therefore we have
b0 = 31 + 2u =
(
31 0
0 31
)
+ 2
(√−15 0
0 −√−15
)
=
(
31 + 2
√−15 0
0 31 − 2
√−15
)
.
Hence we have
b0
(
1 1
0 2
)−1
=
 31 + 2
√−15 −31 + 2
√−15
2
0
31 − 2
√−15
2
 .
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Since det
(
b0
(
1 1
0 2
)−1)
= 1
2
(9+ 15) = 22 · 3 and b0
(
1 1
0 2
)−1
∈ Q×2 ·GL2(Z2),
we have
1
2
b0
(
1 1
0 2
)−1
∈ GL2(Z2).
In particular we have
−31 − 2
√−15
4
,
31 − 2
√−15
4
∈ Z2,
so
−31 − 2
√−15 ≡ 0 (mod 4) and 31 − 2
√−15 ≡ 0 (mod 4),
hence −31 ≡ 31 (mod 4), therefore 61 ≡ 0 (mod 4), this contradicts to 1 = ±1.
Next we assume that 0 = 5. In this case we have 5
( s0
5
)2 + 3 · t20 = 8. Thus we
have s0 = 51, t0 = 2 (1, 2 ∈ {±1}), so
b0
(
1 1
0 2
)−1
=
 51 + 2
√−15 −51 + 2
√−15
2
0
51 − 2
√−15
2
 .
By the same argument in the case where 0 = 3, we have 101 ≡ 0 (mod 4), this
contradicts to 1 = ±1. This completes the proof of Claim 3.6.1 in Case 1.
In Case 2, we can prove the assertion by the same method in Case 1, so we omit
it. Therefore we complete the proof of Claim 3.6.1. 
If u˜ = v˜, then there exists  ∈ N(O) such that v = −1u, so −1u = −1u,
hence u · −1 = −1 · u, therefore −1 ∈ Q(u)×. Putting b0 := −1, we have
b0 =  ∈ N(O), b0 ∈ Q(u)×. This contradicts to Claim 3.6.1. Hence we have proved
that u˜ = v˜.
We have proved that d ∈ (D) corresponds to precisely two elements u˜, v˜ of I˜D .
Since
D
d
∈ (D) must correspond to u˜, v˜ also, we have
|I˜D | = 12 × 2|(D)| = |(D)|.
Thus the assertion (2) is proved. This completes the proof of Theorem 3.6. 
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Corollary 3.7. Let D = p1p2 · · ·p2t , where p1, p2, . . . , p2t are primes such that
p1 < p2 < · · · < p2t . Put K := Q(
√−D) and hK := hRK (i.e. hK is the class
number of K). Assume that rankMD = rankND . Then we have the following:
(1) If −D ≡ 3 (mod 4), then hK24t−1−rankMD .
(2) If −D ≡ 2 (mod 4) or −D ≡ 1 (mod 8), then hK24t−2−rankMD .
(3) If −D ≡ 5 (mod 8), then hK24t−3−rankMD .
Proof. We assume that −D ≡ 3 (mod 4). Since I˜D  = ∅, we have an inequality:
|I˜D| |I˜D | = 22t−rankMD.
On the other hand we have |I˜D| = hK|HRK,D|
. The discriminant DK of K is −4D, so
the number of prime divisors of DK is 2t + 1. Let P (resp. Qi) be the prime ideal of
RK lying above (2) (resp. (pi) ). By deﬁnition,
HRK,D = 〈cl(Q1), . . . , cl(Q2t )〉,
where cl(Qi ) denotes the ideal class represented by Qi . Since (
√−D) = Q1 · · ·Q2t ,
we have |HRK,D|22t−1. If |HRK,D|22t−2, then |〈cl(P), HRK,D〉|22t−1, this con-
tradicts to |〈cl(P), HRK,D〉| = 22t . Hence we have |HRK,D| = 22t−1. Therefore we
have
hK22t−1 · 22t−rankMD = 24t−1−rankMD.
Next we assume that −D ≡ 2 (mod 4). Since DK = −4D and 2|D, the set of
prime divisors of DK is {p1 = 2, p2, . . . , p2t }, so we have |HRK,D| = 22t−1. Since
|I˜D | = 22t−1−rankMD , we have
hK22t−1 · 22t−1−rankMD = 24t−2−rankMD.
Finally we assume that −D ≡ 1 (mod 4). Then we have
|I˜D| = hK|HRK,D|
+ hZ[
√−D]
|HZ[√−D],D|
.
We note that R×K = {±1} because of K = Q(
√−1),Q(√−3). By the formula in [17,
p. 106], we have
hZ[√−D] = hK · 2 ·
[
1−
(
K
2
)
· 1
2
]
=
 hK if −D ≡ 1 (mod 8),3hK if −D ≡ 5 (mod 8).
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On the other hand we have the canonical map:

 : ClZ[√−D]
can.
 Z[√−D]×A\K×A/K×  g −→ g ∈ R×K,A\K×A/K×
can.
 ClRK (g ∈ K×A),
where K×A denotes the idele group of K and
Z[√−D]×A =
∏
p : primes
Z[√−D]×p × C×,
R×
K,A =
∏
p : primes
R×K,p × C× (RK,p = RK ⊗Z Zp).
Let i ∈ KQi , the completion of K at Qi , be a prime element and let Qi (i ) be the
element of K×A whose Qi-component is i and other components are 1. Then we have
HZ[√−D],D = 〈 Q1(1), . . . , Q2t (2t ) 〉 and HRK,D = 〈 Q1(1), . . . , Q2t (2t ) 〉,
so 
(HZ[√−D],D) = HRK,D . Since
2i
pi
∈ R×KQi = R
×
K,pi
= Z[√−D]×pi (∵pi = 2 =
cond(Z[√−D]) ), we have
1
pi
· Qi (2i ) ∈ Z[
√−D]×A,
hence Qi (
2
i ) ∈ K× · Z[
√−D]×A. Therefore HZ[√−D],D is an elementary abelian
2-group. Since hZ[√−D] = hK or 3hK , we have |Ker
| = 1 or 3, so Ker
 ∩
HZ[√−D],D = {(1)}. Therefore we have |HZ[√−D],D| = |HRK,D| = 22t−1, hence
|I˜D| =

hK
22t−2
if −D ≡ 1 (mod 8),
hK
22t−3
if −D ≡ 5 (mod 8).
Thus we have two inequalities
hK
{
22t−2 · 22t−rankMD = 24t−2−rankMD if −D ≡ 1 (mod 8),
22t−3 · 22t−rankMD = 24t−3−rankMD if −D ≡ 5 (mod 8).
This completes the proof of Corollary 3.7. 
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Corollary 3.8. Let B, D, and O be as above. Put K := Q(√−D) and hK := hRK .
(1) If rankMD < rankND , then we have
|ID| = 12 |I˜D| =

hK
22t
if −D ≡ 3 or 2 (mod 4),
hK
22t−1
if −D ≡ 1 (mod 8),
hK
22t−2
if −D ≡ 5 (mod 8).
(2) If rankMD = rankND , then we have
|ID| = 12 ( |I˜D| − |I˜D
| )+ |I˜D | = 12 ( |I˜D| + |I˜D
| )
=

hK
22t
+ 22t−1−rankMD if −D ≡ 3 (mod 4),
hK
22t
+ 22t−2−rankMD if −D ≡ 2 (mod 4),
hK
22t−1
+ 22t−1−rankMD if −D ≡ 1 (mod 8),
hK
22t−2
+ 22t−1−rankMD if −D ≡ 5 (mod 8).
4. A descent theorem for certain principally polarized abelian surfaces obtained
from QM-abelian surfaces by the forgetful map
In this section, we ﬁx v ∈ ID and view VB as the coarse moduli space classifying
isomorphism classes of QM-abelian surfaces of type (B, O, b → b∗ = v−1b′v). We
also ﬁx an embedding Q ↪→ C and view any element of Q as complex number.
Let 
v : VB −→ A2 be as in Section 2. In this section we will be concerned
with the problem: ﬁnd the conditions such that for any x = [ (A, i, C) ] ∈ VB(Q), x
satisﬁes which if and only if (A, C) has a model (A′, C′) deﬁned over Q such that
A′ is GL2-type over Q. For the simplicity of our arguments, we will exclude the case
where x is a CM-point. For our purpose stated in Introduction, we should attempt to
seek the weaker conditions such that x satisﬁes which if and only if A has a model A′
deﬁned over Q such that A′ is GL2-type over Q, but this seems to be very complex,
so we will consider the above stronger conditions. We note that if (A, C) has such a
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Q-rational model, then the ﬁeld of moduli of (A, C) coincides with the rational number
ﬁeld, so 
v(x) ∈ A2(Q).
Proposition 4.1. Let x = [ (A, i, C) ] ∈ VB(Q) such that x is not a CM-point. Put
k := Q(x), the extension ﬁeld of Q obtained by adjoining the coordinates of x. Assume
that
• (A, C) is deﬁned over Q;
• End0Q(A) is a quadratic ﬁeld over Q.
Then we have that k is an imaginary quadratic ﬁeld over Q and
Bk ⊕ k√m ( crossed product ),
where End0Q(A)Q(
√
m). In particular we have that k splits B and End0Q(A) is a
real quadratic ﬁeld.
Proof. Firstly we will prove the following:
Claim 4.1.1. If End0Q(A) is imaginary, then we have that End0Q(A)Q(
√−D).
Proof of Claim 4.1.1. Since x is not a CM-point, we have i : B ∼−→ End0(A), so
putting K := i−1(End0Q(A) ), we have KEnd0Q(A). We have an expression:
K = Q(b0), b0 ∈ B×, b20 ∈ Q.
Since C is deﬁned over Q, it holds that Ros(C)(End0Q(A) ) = End0Q(A). By the pos-
itivity of Rosati involution and the assumption, it follows that Ros(C) induces the
non-trivial automorphism of End0Q(A). Therefore we have
i(−b0) = Ros(C)( i(b0) ) = i(b∗0) = i(v−1b′0v) = i(−v−1b0v),
so −b0 = −v−1b0v, hence vb0 = b0v, thus b0 ∈ Q(v)Q(
√−D). Therefore we have
proved that KQ(
√−D). 
We note that any element of End0(A) is deﬁned over Q. Therefore, for any
 ∈ Gal(Q/Q), we deﬁne an automorphism  : B ∼−→ B by the commutative
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diagram:
 −→ 

End0(A) −→ End0(A)
i
) )i
B −−−−→

B.
By the theorem of Noether–Skolem, there exists p ∈ B× such that  = Innp . We
note that p is uniquely determined up to a multiple of non-zero elements of Q. Since
any element of End0Q(A) is ﬁxed by the action of Gal(Q/Q), it holds that for any
b ∈ K , (b) = b, so p−1 bp = b, thus bp = pb. Therefore we have p ∈ K×. We
deﬁne a group homomorphism:
 : Gal(Q/Q) −→ K×/Q×
∈ ∈
 −→ pmodQ×.
Since End0(A)B is generated over Q by two elements, there exists a ﬁnite Galois
extension L over Q such that End0(A) = End0L(A) where for any subﬁeld M of Q,
we denote by End0M(A) the Q-algebra of endomorphisms of A deﬁned over M. Letting
n := [L : Q], it holds that for any  ∈ Gal(Q/Q), ()n ≡ 1modQ×. We put
K = Q(√m). For any  ∈ Gal(Q/Q), we set
pmodQ× = s + t√mmodQ×, s, t ∈ Q.
Then we will prove that s = 0 or t = 0 for any  ∈ Gal(Q/Q). Assume that
there exists 0 ∈ Gal(Q/Q) such that s0 = 0 and t0 = 0. Since s0 + t0
√
m ≡
1+ t0
s0
√
mmodQ×, we may assume that p0 ≡ 1+ t0
√
mmodQ×, t0 ∈ Q×. Then
we have
()n ≡ 1modQ× ⇐⇒ (1+ t0
√
m)n ∈ Q× ⇐⇒ (1+ t0
√
m)n = (1− t0
√
m)n
⇐⇒
(
1+ t0
√
m
1− t0
√
m
)n
= 1,
hence
1+ t0
√
m
1− t0
√
m
∈ K is a power root of unity. Therefore if 1+ t0
√
m
1− t0
√
m
= ±1, we
have that K = Q(√−3) or Q(√−1) and this contradicts to Claim 4.1.1. Hence we
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have
1+ t0
√
m
1− t0
√
m
= ±1, so t0 = 0 or 2 = 0, this is a contradiction. Therefore we have
that for any  ∈ Gal(Q/Q),
() ≡ 1 or √mmodQ×.
There exists r ∈ B× such that r2 ∈ Z \ Z2 and B = K + K r (crossed product).
Then we have
(r) = p−1 rp =
p′
NB/Q(p)
rp = r p
2

NB/Q(p)
= ±r.
Hence i(r) ∈ End0(A) is deﬁned over a certain quadratic extension k˜ over Q, i.e.
End0(A) = End0
k˜
(A). Since k is the ﬁeld of moduli of (A, i, C), k ⊆ k˜. Since VB(R) =
∅, k = Q, hence k˜ = k, so k is a quadratic ﬁeld over Q. In particular, k must be
imaginary.
We deﬁne a lifting ˜ of  by
˜ : Gal(Q/Q) −→ K×
∈ ∈
 −→
{
1 if |k = id,√
m if |k = id.
We deﬁne a two cocycle c on Gal(Q/Q): for any ,  ∈ Gal(Q/Q),
c(, ) := ˜() ˜()
˜()
.
Then we have
c(, ) =
{
m if |k = id and |k = id,
1 if otherwise.
The natural inclusion Q× ↪→ Q× induces a homomorphism:
 : H 2(Gal(Q/Q), Q×) −→ H 2(Gal(Q/Q), Q×) = Br(Q).
Then Ribet proved (in more general situation) that ( [ c ] ) coincides with the class of
Br(Q) represented by B (see [12, Theorem 5.6]).
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From now on, we denote by  the generator of Gal(k/Q), i.e. Gal(k/Q) = {1 =
id, }. It holds that [ c ] ∈ InfQ/k(H 2(Gal(k/Q), Q×) ), so by the precise correspon-
dence between cohomology groups and Brauer groups, it follows that the class ( [ c ] )
of Br(Q) contains the algebra k · e1 ⊕ k · e such that
e · a = a · e, e1 · a = a · e1 for ∀a ∈ k;
e1 · e1 = c(1, 1) e1 = e1, e1 · e = c(1, ) e = e,
e · e1 = c(, 1) e = e, e · e = c(, ) e1 = me1
and this algebra is isomorphic to k ⊕ k√m (crossed product). Thus, we have proved
that Bk ⊕ k√m (crossed product). 
Therefore for our purpose, it is enough to consider non-CM-points x ∈ VB(k) such
that (i) k is an imaginary quadratic ﬁeld; (ii) k ↪→ B; (iii) 
v(x) ∈ A2(Q).
Theorem 4.2. Let k = Q(√−m) (m is a positive square-free integer) be an imaginary
quadratic ﬁeld such that (i) k ↪→ B; (ii) k = Q(√−D). Let x = [ (A, i, C) ] ∈ VB(k)
be a non-CM-point such that 
v(x) ∈ A2(Q). We set Gal(k/Q) = {1, }. Then we
have the following:
(1) In the case where x = WD(x), we have that (A, C) has no Q-rational models.
(2) In the case where x = Wd(x) (d ∈ v), we have that if the following two
conditions:
• √d /∈ k(√−D),
• (d, −m)p =
{−1 if p|D,
1 if p D
hold, then (A, C) has a Q-rational model (A1, C1) such that End0Q(A1)Q(
√
d).
Proof. Firstly, we will prove the following:
Claim 4.2.1. Let x = [ (A, i, C) ] ∈ VB(C) be a non-CM-point. Then the automorphism
group Aut(A, C) of the polarized abelian surface (A, C) is {±1}.
Proof of Claim 4.2.1. Since i(O) = End(A), we have that
Aut(A, C) = {i()| ∈ O×, ∗C = C}.
By Theorem in [13, p. 95], Aut(A, C) is ﬁnite, so if i() ∈ Aut(A, C), then
 is a power root of unity. By the calculations of Riemann forms in the proof of
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Theorem 2.10, ∗C = C implies that
v = ′v.
We will prove that NB/Q() = 1. We assume that NB/Q() = −1. Then ′ = −1,
so ′ = −−1, hence v = −−1v, i.e. v = −v. This implies that 2v = v2,
therefore 2 ∈ Q(v). Thus 2 ∈ Q(v) ∩ Q() = Q, so  = √s, s ∈ Q×. Hence
i(s) = i(2) ∈ Aut(A)∩ i(Q), so s = ±1. If s = 1, then B
(
1, −D
Q
)
M2(Q), this
is a contradiction and if s = −1, then B
(−1, −D
Q
)
, this contradicts to that B is
indeﬁnite. Hence we have proved that NB/Q() = 1.
Therefore ′ = −1, so v = −1v, i.e. v = v, hence  ∈ Q(v)Q(√−D). Since
 ∈ Q(√−D) is a power root of unity and Q(√−D) = Q(√−1),Q(√−3), we have
that  = ±1. This completes the proof of Claim 4.2.1. 
By assumptions, the ﬁeld of moduli of (A, i, C) is k and k splits B, so by Theorem
1.1 in [3, p. 95], (A, i, C) has a model rational over k. Therefore, we can assume that
(A, i, C) is deﬁned over k.
Case 1: x = WD(x).
We can take v as D , so we have
[ (A, i, C) ] = WD( [ (A, i, C) ] ) = [ (A, iv, v∗C) ],
hence there exists an isomorphism
 : (A, iv, v∗C) ∼−→ (A, i, C).
Since v∗C = C (see the proof in Case 1 in Theorem 2.10), we have
 : (A, C) ∼−→ (A, C)
such that for any b ∈ O, the following diagram commutes:
A
−−−−→ A+i(v−1bv) +i(b)
A −−−−→

A.
We put k˜ := k(√−D). Then by assumption, k˜/Q is an elementary abelian exten-
sion of type (2, 2). We extend  ∈ Gal(k/Q) to the element of Gal(˜k/Q) such that
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the restriction to Q(
√−D) is the identity map and we denote it by  again, i.e.
 :
{
k −→ k : non-trivial,
Q(
√−D) −→ Q(√−D) : trivial.
We also deﬁne  ∈ Gal(˜k/Q) by
 :
{
k −→ k : trivial,
Q(
√−D) −→ Q(√−D) : non-trivial.
There exists a quadratic subalgebra L of B such that (i) L = Q(), n := 2 ∈ Z \ Z2,
 ∈ O; (ii) BL⊕ Lv (crossed product). Since B is indeﬁnite and v2 = −D < 0, it
must be that n > 0.
Claim 4.2.2. There exists a basis {1, 2} of H 0(A, 1/˜k) such that{
1 ◦ i(v) =
√−D1,
2 ◦ i(v) = −
√−D2,
{
1 ◦ i() = 2,
2 ◦ i() = n1,
where ◦i(b) (b ∈ O) denotes the pull back of a holomorphic 1-form  by a morphism
i(b).
Proof of Claim 4.2.2. We can choose a basis {′1, ′2} of H 0(A, 1/˜k) such that{
′1 ◦ i(v) =
√−D′1,
′2 ◦ i(v) = −
√−D′2.
We set (
′1 ◦ i()
′2 ◦ i()
)
=
(
e f
g h
)(
′1
′2
)
, e, f, g, h ∈ k˜.
Then we have
•
(
′1 ◦ ( i() ◦ i(v) )
′2 ◦ ( i() ◦ i(v) )
)
=
(
e
√−D −f√−D
g
√−D −h√−D
)(
′1
′2
)
,
•
(
′1 ◦ ( i(v) ◦ i() )
′2 ◦ ( i(v) ◦ i() )
)
=
(
e
√−D f√−D
−g√−D −h√−D
)(
′1
′2
)
.
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Since i() ◦ i(v) = −i(v) ◦ i(), we have e = h = 0, so{
′1 ◦ i() = f ′2,
′2 ◦ i() = g′2.
On the other hand, we have
n′1 = ′1 ◦ i(n) = ′1 ◦ ( i() ◦ i() ) = f ′2 ◦ i() = fg′1,
hence n = fg. Then (1, 2) := (′1, f ′2) satisﬁes the desired properties. 
Let 1, 2 be as in Claim 4.2.2. Then {1 , 2 } is a basis of H 0(A, 1/˜k) and
satisﬁes the following:{
1 ◦ i(v) =
√−D1 ,
2 ◦ i(v) = −
√−D2 ,
{
1 ◦ i() = 2 ,
2 ◦ i() = n1 .
Claim 4.2.3. There exists  ∈ k˜× which satisﬁes the following:
1 = 2, 2 = n1, n = 1.
Proof of Claim 4.2.3. By applying  to the equations in Claim 4.2.2, we have{
1 ◦ i(v) = −
√−D1,
2 ◦ i(v) =
√−D2.
Therefore 1, 

2 are also eigenvectors of i(v) as well as 1, 2. Hence we can write
1 = e2, 2 = f 1, e, f ∈ k˜.
Then we have
en1 = e2 ◦ i() = 1 ◦ i() = 2 = f 1,
hence f = en. On the other hand we have
1 = 21 = (e2) = e 2 = ef 1,
hence ef = 1. Then  := e satisﬁes the desired properties. 
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Claim 4.2.4. There exists p ∈ Q× which satisﬁes the following:
• p2 ∈ k˜,
•
(
1 ◦ 
2 ◦ 
)
=
(
p 0
0 −p
)(
1
2
)
.
In particular,  is deﬁned over k˜(p).
Proof of Claim 4.2.4. We set(
1 ◦ 
2 ◦ 
)
=
(
e f
g h
)(
1
2
)
, e, f, g, h ∈ Q.
We have the relations:  ◦ i(v) = i(v) ◦ ;  ◦ i() = i(−) ◦ . On the other hand,
we have (
1 ◦ ( ◦ i(v) )
2 ◦ ( ◦ i(v) )
)
=
(
e
√−D −f√−D
g
√−D −h√−D
)(
1
2
)
,
(
1 ◦ ( i(v) ◦  )
2 ◦ ( i(v) ◦  )
)
=
(
e
√−D f√−D
−g√−D −h√−D
)(
1
2
)
.
These imply f = g = 0. We also have(
1 ◦ ( ◦ i() )
2 ◦ ( ◦ i() )
)
=
(
0 e
hn 0
)(
1
2
)
,
(
1 ◦ ( i(−) ◦  )
2 ◦ ( i(−) ◦  )
)
=
(
0 −h
−en 0
)(
1
2
)
.
These imply e = −h. Therefore we have(
1 ◦ 
2 ◦ 
)
=
(
e 0
0 −e
)(
1
2
)
, e ∈ Q.
Next we will prove that e2 ∈ k˜. For any  ∈ Gal(Q/ k˜), we have
 : (A, C) ∼−→ (A, C),
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hence −1 ◦  ∈ Aut(A, C) = {±1}, so  = ±. On the other hand, we have(
1 ◦ 
2 ◦ 
)
=
(
(1 ◦  )
(2 ◦  )
)
=
(
e 0
0 −e
)(
1
2
)
.
Therefore e = ±e for any  ∈ Gal(Q/ k˜), hence e2 ∈ k˜. Then p := e satisﬁes the
desired properties. 
We ﬁx ,  ∈ Gal(Q/Q) such that |˜k = , |˜k = .
Claim 4.2.5. (1) We have n = ± p
p
and

• n = p
p
⇐⇒  = −,
• n = − p
p
⇐⇒  = .
(2) We have pp = ±1 and{ • pp = 1 ⇐⇒  ◦  = 1,
• pp = −1 ⇐⇒  ◦  = −1.
Proof of Claim 4.2.5. Since |k = id, we have
 : (A, C) ∼−→ (A, C).
Therefore
1 ◦  = (1 ◦  ) = (1 ◦  ) = (  2 ◦  )
= ( (−p)2 ) = −pn1 = −np 1.
Since  = ±, we have the assertion (1).
We also have
 : (A, C) ∼−→ (A, C)
and
1 ◦ ( ◦ ) = (1 ◦ ) ◦  = (p1) ◦  = p 1 ◦  = pp 1.
Since  ◦  = ±1, we have the assertion (2). 
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Now our argument will be separated into two cases: p /∈ k˜; p ∈ k˜.
Case 1.1: p /∈ k˜.
Claim 4.2.6. k˜(p)/Q is an elementary abelian extension of type (2, 2, 2).
Proof of Claim 4.2.6. Firstly, we will prove that k˜(p)/Q is a Galois extension. Since
k˜/Q is Galois, it is enough to prove that for any  ∈ Gal(Q/Q), p ∈ k˜(p).
(i) |˜k = id. Then we have proved that p = ±p in the proof of Claim 4.2.4, hence
p ∈ k˜(p).
(ii) |˜k = . Then, by taking  as , we have
p
p
= ±n, hence
p = ± p
n
∈ k˜(p).
(iii) |˜k = . Then, by taking  as , we have pp = ±1, hence
p = ± 1
p
∈ k˜(p).
(iv) |˜k = . Then, −1|˜k = , so by the case (ii),
p
−1 = ± p
n
,
hence
p = ± p

n
= ± 1
pn
∈ k˜(p).
Therefore we have proved that k˜(p)/Q is Galois.
Next we will prove that Gal(˜k(p)/Q)Z/2Z⊕Z/2Z⊕Z/2Z. For this, it is enough
to prove that for any  ∈ Gal(˜k(p)/Q), 2 = id. Since 2|˜k = (|˜k)2 = id, this is
equivalent to p2 = p.
(a) |˜k = id. Then, p = 	p (	 ∈ {±1}), hence p
2 = 	2 p = p.
(b) |˜k = . Then,
p = 	 p
n
(	 ∈ {±1}),
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hence
p
2 = 	2 1
n
1
n
p
= 1
(n)(n)
p = p (because of Claim 4.2.3).
(c) |˜k = . Then,
p = 	 1
p
(	 ∈ {±1}),
hence
p
2 = 	2 p = p.
(d) |˜k = . Then,
p = 	 1
pn
(	 ∈ {±1}),
hence
p
2 = 	 1
	
1
pn
n
= 	2 p = p.
Thus we have ﬁnished the proof of Claim 4.2.6. 
By Claim 4.2.6, there exists r ∈ Q×\(Q×)2 such that k˜(p) = k˜(√r). Since k˜(√r) =
k˜(
√−Dr), we may assume that r > 0. Since p2 ∈ k˜ and p /∈ k˜, we have the expression
p = e√r, e ∈ k˜.
We deﬁne 1, 1 ∈ Gal(˜k(p)/Q) by
• 1 |˜k = , 1|Q(√r) = id,
• 1 |˜k = , 1|Q(√r) = id.
Then we have
p
p1
= e
√
r
e
√
r
= e
e
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and
pp1 = e√r · e√r = eer.
Our argument will be separated into two cases: pp1 = 1; pp1 = −1.
Case 1.1.1: pp1 = 1.
The assumption implies that 1 ◦  = 1 and eer = 1. In particular we have
e = 1
r
1
e
.
Then we have
p
p1
= e
e
= 1
r
1
ee
= 1
r
1
(ee)
.
Claim 4.2.7. For any f ∈ k˜×, ff  > 0 and (ff ) > 0.
Proof of Claim 4.2.7. Let M := Q(√mD) be the unique real quadratic subﬁeld of
k˜. Then we have the expression f = f1 + f2
√−D(f1, f2 ∈ M) and we have f  =
f1 − f2
√−D, hence
ff  = (f1 + f2
√−D)(f1 − f2
√−D) = f 21 +Df 22 > 0.
We also have
(ff ) = (f 1 )2 +D(f 2 )2 > 0. 
By Claim 4.2.7, we have
p
p1
> 0. By n > 0 and Claim 4.2.7, we have
p
p1
= n, i.e. 1 = −.
Therefore we have
11 ◦  = −11 ◦ 1 = −(1 ◦ )1 = −1.
Let J be the complex conjugation. Since J|˜k(p) = 11, we have
J ◦  = −1.
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Claim 4.2.8. If J ◦  = −1, then (A, C) has no Q-rational models.
Proof of Claim 4.2.8. We assume that (A, C) has a Q-rational model (A1, C1). Then
there exists an isomorphism
 : (A, C) ∼−→ (A1, C1)
deﬁned over Q. Hence
J : (AJ , CJ ) ∼−→ (A1, C1),
so
(J )−1 ◦  : (A, C) ∼−→ (AJ , CJ ).
Since  : (A, C) ∼−→ (A, C) = (AJ , CJ ), we have
−1 ◦ (J )−1 ◦  ∈ Aut(A, C) = {±1},
hence  = 	 (J )−1 ◦  (	 ∈ {±1}). Therefore
J ◦  = ( 	 −1 ◦ J ) ◦ ( 	 (J )−1 ◦  ) = 	2 −1 ◦ J ◦ (J )−1 ◦  = 1.
This is a contradiction. 
Case 1.1.2: pp1 = −1.
The assumption implies that
1 ◦  = −1 and e = − 1
r
1
e
.
Hence
p
p1
= e
e
= − 1
r
1
ee
= − 1
r
1
(ee)
< 0.
Therefore
p
p1
= −n, i.e. 1 = .
Thus
J ◦  = 11 ◦  = 11 ◦ 1 = (1 ◦ )1 = (−1)1 = −1.
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Hence we also have the assertion in this case.
Case 1.2: p ∈ k˜.
Firstly we assume that pp = 1. This implies that  ◦  = 1 and
p
p
= 1
pp
= 1
(pp)
> 0,
hence
p
p
= n, i.e.  = −.
Therefore
J ◦  =  ◦ (−) = −( ◦ ) = −1 = −1.
Next we assume that pp = −1. This implies that  ◦  = −1 and
p
p
= − 1
pp
= − 1
(pp)
< 0,
hence
p
p
= −n, i.e.  = .
Therefore
J ◦  =  ◦ () = ( ◦ ) = (−1) = −1.
This completes the proof of the assertion (1).
Case 2: x = Wd(x) (d ∈ v).
There exists  ∈ O such that
• 2 = d |D,
• B = Q()+Q() v (crossed product).
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We take  ∈ O such that NB/Q() = −1. Then we can take  as d , so we have
[ (A, i, C) ] = Wd( [ (A, i, C) ] ) = [ (A, i, ()∗C) ]
= [ (A, i, ∗C) ].
The last equality is proved by the following: let
1 := i(−1) : A ∼−→ A,
then we have that for any b ∈ O,
1 ◦ i(b) = i(−1) ◦ i(−1b) = i( ()−1b () −1 ) = i(b) ◦ 1
and
∗1( ()∗C ) = ( i() ◦ i(−1) )∗C = i()∗C = ∗C,
therefore
1 : (A, i, ∗C) ∼−→ (A, i, ()∗C).
Letting E1 (resp. E2) be the Riemann form associated to a basic polar divisor of
C (resp. ∗C) and z ∈ H such that (A, i, C)(Az, iz, Cz), then we have that for any
a, b ∈ O,
E2
(
a ·
[
z
1
]
, b ·
[
z
1
])
= 1|NB/Q()| E1
(
a ·
[
z
1
]
, b ·
[
z
1
])
= 1
d
· 1
D
TrB/Q(vab′ · ′)
= 1
dD
TrB/Q(′v · ab′).
On the other hand, since 2 = d ∈ Q× \ (Q×)2, ′ = −, so ′v = −v = v2 =
dv. Combining these, we have E2 = E1, hence ∗C = C. Therefore there exists an
isomorphism
 : (A, C) ∼−→ (A, C)
160 N. Murabayashi / Journal of Number Theory 112 (2005) 116–188
such that for any b ∈ O, the following diagram commutes:
A
−−−−→ A+i(b)=i(−1b) +i(b)
A −−−−→

A.
Let k˜ and ,  ∈ Gal(˜k/Q) be as in Case 1. We can prove the following by the same
argument in the proof of Claim 4.2.2.
Claim 4.2.9. There exists a basis {1, 2} of H 0(A, 1/˜k) such that
{
1 ◦ i(v) =
√−D1,
2 ◦ i(v) = −
√−D2,
{
1 ◦ i() = 2,
2 ◦ i() = d 1.
We also have Claims 4.2.10 and 4.2.11 by the same argument in the proof of Claims
4.2.3 and 4.2.4, respectively.
Claim 4.2.10. There exists  ∈ k˜× which satisﬁes the following:
1 = 2, 2 = d 1, d = 1.
Claim 4.2.11. There exists q ∈ Q× which satisﬁes the following :
• q2 ∈ k˜,
•
(
1 ◦ 
2 ◦ 
)
=
(
0 q
dq 0
)(
1
2
)
.
In particular,  is deﬁned over k˜(q).
As in Case 1, we ﬁx ,  ∈ Gal(Q/Q) such that |˜k = , |˜k = . Then we have
the following by the same argument in the proof of Claim 4.2.5.
Claim 4.2.12. (1) We have d = ± q
q
and

• d = q
q
⇐⇒  = ,
• d = − q
q
⇐⇒  = −.
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(2) We have dqq = ±1 and
{ • dqq = 1 ⇐⇒  ◦  = 1,
• dqq = −1 ⇐⇒  ◦  = −1.
Claim 4.2.13. (1) There exist two elements c, w of k˜× which satisfy the following:
• dq2 = c
c
,
c
c
= (w√d)2,
• dww = 1, 


w
w
= 1.
(2) We put s := √c (∈ Q). Then we have that
√
d /∈ k˜ &⇒ s /∈ k˜.
Proof of Claim 4.2.13. Since dqq = ±1, d2q2(q2) = 1, hence
Nk˜/Q(
√−D)(dq
2) = (dq2)(dq2) = 1.
By Satz 90 of Hilbert, there exists c0 ∈ k˜× such that
dq2 = c0
c0
· · · (I).
Since d = 1, d = 1

. Hence
± q
q
= d = 


,
so
(2)
(2)
= q
2
(q2)
.
Applying , we have
(2)
(2)
= (q
2)
(q2)
· · · (II).
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Applying  to (I), we have
d(q2) = c

0
c0
.
By (II), we have
d(q2) = dq2 (
2)
2
,
hence
dq2(2)
2
= c

0
c0
.
Therefore we have
(
dq2

)2
= dq2 dq
2(2)
2
= c0
c0
c0
c0
= c0c

0
(c0c

0)
 .
We put e := (c0c

0)

2
∈ k˜. Then we have
c0c

0 = (dq2)2e · · · (III).
We also have
e = 1
2
( (dq2)2e ) = d
2(q4)2e
2
= d2(q4)e,
so
e
e
= d2(q4) = (d2q4) =
((
c0
c0
)2 )
= (c
2
0)

c20
,
hence ec20 = (ec20), therefore f := ec20 ∈ Q(
√−D). By dividing the both side of (III)
by (c0)2, we have
c0
c0
= (dq
2)2
(c0)
2 e =
(dq2)2
c20(c

0)
2 f · · · (IV).
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By taking the norm of the both sides of (IV) from k˜ to Q, we have
1 = Nk˜/Q
(
c0
c0
)
= d
8Nk˜/Q(q
2)2Nk˜/Q(
)2
Nk˜/Q(c

0)
2Nk˜/Q(c0)
2 Nk˜/Q(f ).
Since f ∈ Q(√−D), we have Nk˜/Q(f ) = NQ(√−D)/Q(f )2, therefore
NQ(
√−D)/Q(f )
2 = 1
d8
Nk˜/Q(c

0)
2Nk˜/Q(c0)
2
Nk˜/Q(q
2)2Nk˜/Q(
)2
.
Since
• Nk˜/Q(c0) = Nk˜/Q(c0);
• Nk˜/Q(q2) = Nk˜/Q
(
1
d
c0
c0
)
= 1
d4
;
•  = 1
d
&⇒  = 1
d
&⇒ Nk˜/Q() = Nk˜/Q() =
1
d2
,
we have
NQ(
√−D)/Q(f )
2 = 1
d8
Nk˜/Q(c0)
4
1
d8
1
d4
= d4Nk˜/Q(c0)4.
Since Q(
√−D) is imaginary, NQ(√−D)/Q(f ) > 0, hence
NQ(
√−D)/Q(f ) = d2Nk˜/Q(c0)2 = d2 (NQ(√−D)/Q(Nk˜/Q(√−D)(c0)) )2
= d2NQ(√−D)/Q(g)2
(g := Nk˜/Q(√−D)(c0) ∈ Q(
√−D) )
= NQ(√−D)/Q(dg2),
therefore
NQ(
√−D)/Q
(
f
dg2
)
= 1.
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By Satz 90 of Hilbert, there exists h ∈ Q(√−D)× such that
f
dg2
= h

h
, i.e. f
h
h
= dg2 · · · (V).
By multiplying the both sides of (IV) by h
h
and substituting (V), we have
c0h
(c0h)
=
(
dq2
c0c

0
)2
dg2 =
(
dq2g
c0c

0
√
d
)2
.
We put c := c0h ∈ k˜× and w := dq
2g
c0c

0
∈ k˜×. Then we have
c
c
= (w√d)2
and
c
c
= c0h
(c0h)
= c0h
c0h
= c0
c0
= dq2.
We also have
dww = d dq
2g
c0c

0
d(q2)g
c0c

0
= d dq
2c0c0
c0c

0
d(q2)c0c

0
c0c

0
= d3 c

0
c0
(
c0
c0
)
q2(q2)
= d3 1
dq2
1
d(q2)
q2(q2)()
= d
(
1
d
)
= 1.
On the other hand we have
w
w
= dq
2c0c0
c0c

0
c0c

0
d(q2)c0c0
= 


q2
(q2)
c0
c0
(
c0
c0
)
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= 


q2
(q2)
1
dq2
1
d(q2)
= 


1
d2
1
(q2)(q2)
= 


q2
(q2)
(because of d2q2(q2) = 1),
hence


w
w
= (
2)
2
q2
(q2)
= 1 (by (II) ).
This completes the proof of the assertion (1).
We have
s2
(s2)
= (w√d)2. Now we assume that s ∈ k˜. Then (s2) = (s)2, so
( s
s
)2 = (w√d)2,
hence
s
s
= ±w√d, i.e. √d = ± 1
w
s
s
∈ k˜.
This is a contradiction, hence s /∈ k˜. 
In the following we assume that
√
d ∈ k˜ = k(√−D). Let (A′, i′, C′)/˜k be the twist
of (A, i, C) ⊗k k˜ with respect to the quadratic extension k˜(s)/˜k, i.e. (A′, i′, C′) is a
QM-abelian surface of the same type deﬁned over k˜ and there exists an isomorphism
 : (A, i, C) ∼−→ (A′, i′, C′)
deﬁned over k˜(s) such that
 = −,
where Gal(˜k(s)/˜k) = 〈〉.
Claim 4.2.14. There exists a basis {′1, ′2} of H 0(A′, 1/˜k) such that{
′1 ◦ i′(v) =
√−D′1,
′2 ◦ i′(v) = −
√−D′2,
{
′1 ◦  = s 1,
′2 ◦  = s 2,
where 1, 2 are as in Claim 4.2.9.
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Proof of Claim 4.2.14. We can choose a basis {′1, ′2} of H 0(A′, 1/˜k) such that
{
′1 ◦ i′(v) =
√−D′1,
′2 ◦ i′(v) = −
√−D′2.
Then we have
(′1 ◦ ) ◦ i(v) = ′1 ◦ i′(v) ◦  =
√−D′1 ◦ .
This implies that ′1 ◦  is an eigenvector of i(v) w.r.t. the eigenvalue
√−D. Since 
is deﬁned over k˜(s), there exists e ∈ k˜(s) such that
′1 ◦  = e1.
Applying , we have
e 1 = ′1 ◦  = −′1 ◦  = −e1,
hence e = −e. Since s = −s, s
e
∈ k˜. Therefore
s
e
′1 ∈ H 0(A′, 1/˜k) and
( s
e
′1
)
◦  = s
e
e1 = s 1.
By retaking
s
e
′1 as ′1, we have the desired ′1. By the same argument, we have
the desired ′2. This completes the proof of Claim 4.2.14. 
We consider an isomorphism
1 : (A′, C′) 
−1
−−−−→(A, C) −−−−→(A, C) 

−−−−→(A′, C′).
Claim 4.2.15. 1 is deﬁned over k˜(
√
d).
Proof of Claim 4.2.15. We have
′1 ◦ 1 = ′1 ◦  ◦  ◦ −1 = (′1 ◦ ) ◦  ◦ −1 = s 1 ◦  ◦ −1
= sq 2 ◦ −1 = s

s
q ′2
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and
(
s
s
q
)2
= c

c
q2 = c

c
1
d
c
c
= 1
d
,
hence
s
s
q = 	 1√
d
(	 ∈ {±1}).
We also have
′2 ◦ 1 =
s
s
dq ′1 = 	d
1√
d
′1 = 	
√
d ′1.
Therefore we have
(
′1 ◦ 1
′2 ◦ 1
)
=
 0 	 1√d
	
√
d 0
(′1
′2
)
(	 ∈ {±1}),
so 1 is deﬁned over k˜(
√
d). 
Let 1, 1,  ∈ Gal(˜k(
√
d)/Q) such that
{
1 |˜k = ,
1 :
√
d −→ √d,
{
1 |˜k = ,
1 :
√
d −→ √d,
{
|˜k = id,
 : √d −→ −√d.
Claim 4.2.16. 11 ◦ 1 = 1.
Proof of Claim 4.2.16. We have 11 ◦ 1 ∈ Aut(A′, C′) = {±1}, i.e. 11 ◦ 1 = ±1.
We also have
′1 ◦ (11 ◦ 1) = (′1 ◦ 1)1 ◦ 1 =
(
	
1√
d
′2
)1
◦ 1 = 	 1√
d
′2 ◦ 1
= 	 1√
d
	
√
d ′1 = ′1,
hence 11 ◦ 1 = 1. 
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Claim 4.2.17. k˜(s,
√
d)/k(
√
d) is a quartic Galois extension. In particular, Gal(˜k(s,√
d)/k(
√
d) ) is abelian.
Proof of Claim 4.2.17. Firstly, we will prove that k˜(s,
√
d)/k(
√
d) is a Galois ex-
tension. For this purpose, it is enough to prove that for any  ∈ Gal(Q/k(√d) ),
s ∈ k˜(s, √d). We note that |˜k = id or . If |˜k = id, then (s)2 = (s2) = s2
(because of s2 = c ∈ k˜), hence s = ±s ∈ k˜(s, √d). If |˜k = , then
s2
(s)2
= s
2
(s2)
= c
c
= (w√d)2,
hence
s
s
= ±w√d, i.e. s = ± s
w
√
d
∈ k˜(s, √d).
We have
[˜k(s, √d) : k(√d)] = [˜k(s, √d) : k˜(√d)] [˜k(√d) : k(√d)].
By the assumption
√
d /∈ k˜, we have [˜k(√d) : k(√d)] = 2. Since s2 = c ∈ k˜, we
have [˜k(s, √d) : k˜(√d)] = 1 or 2. We assume that [˜k(s, √d) : k˜(√d)] = 1. Then
k˜(s) ⊆ k˜(s, √d) = k˜(√d) and [˜k(s) : Q] = [˜k(√d) : Q] = 8, hence k˜(s) = k˜(√d).
Since s2 ∈ k˜ and s /∈ k˜, we have the expression
s = e√d (e ∈ k˜).
Then we have
( e
e
)2 = e2d
(e2)d
= s
2
(s2)
= c
c
= (w√d)2,
hence
w
√
d = ± e
e
, i.e.
√
d = ± 1
w
e
e
∈ k˜.
This is a contradiction. Therefore [˜k(s, √d) : k˜(√d)] = 2. 
We ﬁx 2 ∈ Gal(˜k(s,
√
d)/k(
√
d) ) such that 2 |˜k(√d) = 1. The isomorphism
2 : (A, C) ∼−→ (A′ , C′ )
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is deﬁned over (˜k(s))2 (⊆ k˜(s, √d) ), hence
2 : (A′, C′) 
−1
−−−−→(A, C) 
2−−−−→(A′ , C′ )
is deﬁned over k˜(s,
√
d), at least.
Let Gal(˜k(s,
√
d)/˜k(
√
d) ) = 〈〉. Then |˜k(s) = .
Claim 4.2.18. In fact, 2 is deﬁned over k˜(
√
d).
Proof of Claim 4.2.18. We have
2 = (2 ◦ −1) = 2 ◦ ()−1 = 2 ◦ ()−1 = ()2 ◦ ()−1
= (−)2 ◦ (−)−1 = (−2) ◦ (−−1) = 2 ◦ −1 = 2,
hence 2 is deﬁned over k˜(
√
d). 
We consider an isomorphism
3 : (A′, C′) 1−−−−→(A′, C′)

1
2−−−−→(A′, C′)
deﬁned over k˜(
√
d).
Claim 4.2.19. We have the following:
(1) 11 ◦ 1 = 1.
(2) 12 ◦ 2 = 1.
(3) 12 ◦ 1 = 11 ◦ 2.
(4) 113 ◦ 3 = 1.
Proof of Claim 4.2.19. We have proved the assertion (1) in Claim 4.2.16.
Next we will prove the assertion (2). We have
12 ◦ 2 = (2 ◦ −1)1 ◦ (2 ◦ −1) = (2 ◦ −1)2 ◦ (2 ◦ −1)
= 22 ◦ (2)−1 ◦ 2 ◦ −1 = 22 ◦ −1.
We will prove that 22 = id in Gal(˜k(s,
√
d)/k(
√
d) ). We have
(
s2
s
)2
= c

c
= 1
(w
√
d)2
, i.e. s2 = 	 1
w
√
d
s (	 ∈ {±1}),
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hence
s
2
2 =
(
	
1
w
√
d
s
)2
= 	 1
w
√
d
s2 = 	2 1
dww
s = s.
Since Gal(˜k(
√
d)/Q)Z/2Z ⊕ Z/2Z ⊕ Z/2Z, we have 22 |˜k(√d) = (2 |˜k(√d))2 = id.
Therefore we have proved that 22 = id, so 12 ◦ 2 = 
2
2 ◦ −1 =  ◦ −1 = 1.
Next we will prove the assertion (3). Since 12 ◦1 and 11 ◦2 are both isomorphisms
from (A′, C′) to (A′, C′), we have 12 ◦ 1 = ±11 ◦ 2. Then we have
′1 ◦ (12 ◦ 1) = (′ 1 ◦ 2)1 ◦ 1 = (′ 1 ◦ 2 ◦ −1)1 ◦ 1
= ( (′1 ◦ )2 ◦ −1)1 ◦ 1 = (s2 1 ◦ −1)1 ◦ 1
= (s22 ◦ −1)1 ◦ 1
=
(
s2
s
′2
)1
◦ 1 =
(
s2
s
)1
 ′2 ◦ 1.
By the computations in the proof of Claim 4.2.15, ′2 ◦ 1 = 	′
√
d ′1 (	
′ ∈ {±1}).
On the other hand, (
s2
s
)1
=
(
	
1
w
√
d
)1
= 	 1
w
√
d
,
hence
′1 ◦ (12 ◦ 1) = 		′

w
′1.
We also have
′1 ◦ (11 ◦ 2) = (′1 ◦ 1)1 ◦ 2 =
(
	′ 1√
d
′2
)1
◦ 2
= 	′ 1√
d
′ 2 ◦ 2 = 	′
1√
d
′ 2 ◦ (2 ◦ −1)
= 	′ 1√
d
(′2 ◦ )2 ◦ −1 = 	′
1√
d
s2 2 ◦ −1
= 	′ 1√
d
s2d 1 ◦ −1 = 	′ 1√
d
s2
s
d ′1
= 	′ 1√
d
	
1
w
√
d
d ′1 = 		′

w
′1.
Since


w
w
= 1, we have 

w
= 
w
, hence 12 ◦ 1 = 11 ◦ 2.
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Lastly we will prove the assertion (4). We have
113 ◦ 3 = (12 ◦ 1)11 ◦ (12 ◦ 1) = 12 ◦ 111 ◦ 12 ◦ 1
= 12 ◦ (11 ◦ 2)1 ◦ 1 = 12 ◦ (12 ◦ 1)1 ◦ 1
= (12 ◦ 2) ◦ (11 ◦ 1) = 1 ◦ 1 = 1.
This completes the proof of Claim 4.2.19. 
We note that Gal(˜k(
√
d)/Q(
√
d) ) = {1 = id,1, 1,11}. For each element of this,
we put
1 := 1 : (A′, C′) ∼−→ (A′, C′),
1 := 1 : (A′, C′)
∼−→ (A′, C′),
1 := 2 : (A′, C′)
∼−→ (A′ , C′ ),
11 := 3 : (A′, C′)
∼−→ (A′, C′).
By Claim 4.2.19, we have the following:
Claim 4.2.20. For ∀a, b ∈ {1,1, 1,11}, ab = ba ◦ b.
The proof of Claim 4.2.20 is a routine. Therefore we omit it.
By Weil’s Descent Criterion, there exist a principally polarized abelian surface
(A′′, C′′) deﬁned over Q(√d) and an isomorphism
 : (A′′, C′′) ∼−→ (A′, C′)
deﬁned over k˜(
√
d) such that
a = a ◦  for ∀a ∈ {1,1, 1,11}.
The isomorphism
 : (A′′, C′′) ∼−→ (A′, C′)
is deﬁned over k˜(
√
d), hence
 : (A′′, C′′) −−−−→(A′, C′) (
)−1−−−−→(A′′, C′′)
is deﬁned over k˜(
√
d).
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Claim 4.2.21. In fact,  is deﬁned over Q(√d, √mD) (k = Q(√−m) ).
Proof of Claim 4.2.21. We have
1 = ( ()−1 ◦ )1 = (1)−1 ◦ 1 = (1)−1 ◦ 1
= ( (1 ◦ ))−1 ◦ 1 ◦ 
= (1 ◦ )−1 ◦ 1 ◦  = ()−1 ◦ (1)−1 ◦ 1 ◦ 
= ()−1 ◦ (2 )−1 ◦ 2 ◦ .
By the computations in the proof of (3) of Claim 4.2.19, we have
′ 1 ◦ 2 =
s2
s
′2.
Since
s2
s
= ± 1
w
√
d
, we have
(
s2
s
)
= − s
2
s
. Applying , we have
′ 1 ◦ 2 = −
s2
s
′2,
hence 2 = −2. Therefore
1 = ()−1 ◦ (−2)−1 ◦ 2 ◦  = −()−1 ◦  = −.
On the other hand we have
1 = ( ()−1 ◦ )1 = (1)−1 ◦ 1 = (1)−1 ◦ 1 = ( (1 ◦ ))−1 ◦ 1 ◦ 
= (1 ◦ )−1 ◦ 1 ◦  = ()−1 ◦ (1)−1 ◦ 1 ◦  = ()−1 ◦ (1 )−1 ◦ 1 ◦ .
By the computations in the proof of Claim 4.2.15,
′1 ◦ 1 = 	
1√
d
′2 (	 ∈ {±1}).
Applying , we have
′1 ◦ 1 = −	
1√
d
′2,
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hence 1 = −1. Therefore
1 = ()−1 ◦ (−1)−1 ◦ 1 ◦  = −()−1 ◦  = −.
By collecting the above results, we have
11 = (−)1 = ,
hence  is deﬁned over Q(
√
d,
√
mD). 
We put K := Q(√d, √mD). Let 3, 3 ∈ Gal(K/Q) such that
3 :
{√
d −→ −√d,
√
mD −→ −√mD,
3 :
{√
d −→ √d,
√
mD −→ −√mD.
Then we have 1|K = 3, 1|K = 3.
Claim 4.2.22. We have the following:
(1) 3 = −.
(2) 3 ◦  = −1.
Proof of Claim 4.2.22. Since 1 = − and 1|K = 3, we have the assertion (1).
We will prove the assertion (2). We have
 ◦  = ( ()−1 ◦ ) ◦ ()−1 ◦  = −1 ◦  ◦ ()−1 ◦  = 1,
hence
3 ◦  = 1 ◦  = (−) ◦  = − ◦  = −1. 
Remark 4.2.23. We can never make a situation which satisﬁes the condition of Weil’s
Descent Criterion with respect to the Galois extension K/Q. We will explain this. We
note that Gal(K/Q) = {1 = id,3, 3,33}. Since Aut(A′′, C′′)Aut(A, C) = {±1},
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the isomorphisms must be given by the following forms:
1 := 	1 : (A′′, C′′) ∼−→ (A′′, C′′),
3 := 	2  : (A′′, C′′)
∼−→ (A′′3 , C′′3),
3 := 	3 : (A′′, C′′)
∼−→ (A′′, C′′),
33 := 	4  : (A′′, C′′)
∼−→ (A′′3 , C′′3),
where 	1, 	2, 	3, 	4 ∈ {±1}. Now we assume that for certain 	1, 	2, 	3, 	4, the condition
ab = ba ◦ b for ∀a, b ∈ {1,3, 3,33}
holds. Then we have
	1 = 1 = 23 = 
3
3 ◦ 3 = (	2 )3 ◦ (	2 ) = 	22 3 ◦  = −1.
On the other hand we have
	1 = 1 = 23 = 
3
3 ◦ 3 = (	3)3 ◦ 	3 = 	23 = 1.
This is a contradiction.
Claim 4.2.24. If the condition
(d, −m)p =
{−1 if p|D,
1 if p D
holds for any prime p, there exists a Galois extension L/Q such that
• L ⊇ K,
• ∃, ∈ Gal(L/Q) s.t.
(1) |K = 3,|K = 3,
(2) Gal(L/Q) = 〈,|4 = 1,−1 = −1〉.
(&⇒ Gal(L/Q) is isomorphic to the dihedral group of degree 4)
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Proof of Claim 4.2.24. We have (d, mD)p = (d, −m)p(d, −D)p. Since
(
d, −D
Q
)
B, we have
(d, −D)p =
{−1 if p|D,
1 if p D.
By combining this and the assumption, we have that (d, mD)p = 1 for any prime p
and p = ∞. By the theorem of Hasse–Minkowski for quadratic forms over Q, there
exists
(r0, s0, t0)(= (0, 0, 0) ) ∈ Q⊕3 s.t. r20 − ds20 −mDt20 = 0.
We will prove that r0 + s0
√
d ∈ K \K2. We assume that r0 + s0
√
d ∈ K2. Then we
have
r0 + s0
√
d = (e + f√d)2 (e, f ∈ Q(√mD) )
= e2 + df 2 + 2ef√d,
hence {
e2 + df 2 = r0,
2ef = s0.
Since e2 · df 2 = d(ef )2 = s
2
0
4
d , we have
(T − e2)(T − df 2) = T 2 − r0T + s
2
0
4
d.
By solving the quadratic equation T 2 − r0T + s
2
0
4
d = 0, we have
{e2, df 2} =

r0 ±
√
r20 − ds20
2
 =

r0 ±
√
mDt20
2
 =
{
r0 ± t0
√
mD
2
}
.
In particular we have
e2 = r0 + 	 t0
√
mD
2
(	 ∈ {±1}).
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Therefore
NQ(
√
mD)/Q(e
2) = (r0 + 	 t0
√
mD)(r0 − 	 t0
√
mD)
4
= r
2
0 − 	2 t20mD
4
= r
2
0 − t20mD
4
= ds
2
0
4
.
We have s0 = 0. Indeed, if s0 = 0, then t0 = 0 and r0 = 0, so (−m)(−D) =
(
r0
t0
)2
∈
(Q×)2, hence k = Q(√−D), this is a contradiction. Thus
d = 4
s20
NQ(
√
mD)/Q(e
2) =
(
2
s0
NQ(
√
mD)/Q(e)
)2
∈ Q2,
this contradicts to that d is a positive square-free integer greater than 1. Hence we have
proved that r0 + s0
√
d ∈ K \K2.
We put L := K(
√
r0 + s0
√
d). Then [L : Q] = 8. Firstly, we will prove that L/Q
is a Galois extension. For this purpose, it is enough to prove that
√
r0 − s0
√
d ∈ L.
We have
√
r0 − s0
√
d√
r0 + s0
√
d
=
√
r0 − s0
√
d
r0 + s0
√
d
=
√
(r0 − s0
√
d)2
(r0 + s0
√
d)(r0 − s0
√
d)
=
√
(r0 − s0
√
d)2
r20 − ds20
=
√
(r0 − s0
√
d)2
mDt20
= 	′ r0 − s0
√
d
t0
√
mD
∈ K (	′ ∈ {±1}),
hence
√
r0 − s0
√
d ∈ L. For the later argument, we compute
√
r0 + s0
√
d√
r0 − s0
√
d
= 	′ t0
√
mD
r0 − s0
√
d
= 	′ t0
√
mD(r0 + s0
√
d)
r20 − ds20
= 	′ t0
√
mD(r0 + s0
√
d)
mDt20
= 	′
√
mD(r0 + s0
√
d)
t0mD
.
We deﬁne ,  ∈ Gal(L/Q) by
 :
{√
r0 + s0
√
d −→
√
r0 − s0
√
d,
√
mD −→ −√mD,
 :
{√
r0 + s0
√
d −→
√
r0 + s0
√
d,
√
mD −→ −√mD.
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Since s0 = 0, we have that (
√
d) = −√d and (√d) = √d, hence |K = 3 and
|K = 3. We have
(√
r0 − s0
√
d
) = (	′ r0 − s0√d
t0
√
mD
√
r0 + s0
√
d
)
= −	′ r0 + s0
√
d
t0
√
mD
√
r0 − s0
√
d
= −	′
√
mD(r0 + s0
√
d)
t0mD
√
r0 − s0
√
d
= −
√
r0 + s0
√
d√
r0 − s0
√
d
√
r0 − s0
√
d
= −
√
r0 + s0
√
d,
hence
(√
r0 + s0
√
d
)2 = (√r0 − s0√d) = −√r0 + s0√d; (√mD)2 = √mD,(√
r0 + s0
√
d
)3 = − (√r0 + s0√d) = −√r0 − s0√d; (√mD)3 = −√mD,(√
r0 + s0
√
d
)4 = − (√r0 − s0√d) = √r0 + s0√d; (√mD)4 = √mD,
therefore 4 = 1. It is trivial that 2 = 1. We also have
(√
r0 + s0
√
d
)−1 = (√r0 + s0√d) = (√r0 − s0√d)
=
(
	′ r0 − s0
√
d
t0
√
mD
√
r0 + s0
√
d
)
= 	′ r0 − s0
√
d
−t0
√
mD
√
r0 + s0
√
d
= −
√
r0 − s0
√
d√
r0 + s0
√
d
√
r0 + s0
√
d = −
√
r0 − s0
√
d
and
(
√
mD)
−1 = (−√mD) = (√mD) = −√mD,
hence −1 = 3, i.e. −1 = −1. This completes the proof of Claim 4.2.24. 
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We note that Gal(L/Q) = {1, , 2, 3,, , 2, 3}. For each element of this, we
deﬁne the isomorphisms:
1 := 	1 : (A′′, C′′) ∼−→ (A′′, C′′),  := 	5 : (A′′, C′′) ∼−→ (A′′, C′′),
 := 	2  : (A′′, C′′) ∼−→ (A′′3 , C′′3),  := 	6  : (A′′, C′′) ∼−→ (A′′3 , C′′3),
2 := 	3 : (A′′, C′′) ∼−→ (A′′, C′′), 2 := 	7 : (A′′, C′′) ∼−→ (A′′, C′′),
3 := 	4  : (A′′, C′′) ∼−→ (A′′3 , C′′3), 3 := 	8  : (A′′, C′′) ∼−→ (A′′3 , C′′3),
where 	1, . . . , 	8 ∈ {±1}.
Claim 4.2.25. If
	1 = 	2 = 1, 	3 = 	4 = −1, 	5 = −	6, 	6 = 	7, 	7 = −	8,
then it holds that
ab = ba ◦ b for ∀a, b ∈ Gal(L/Q).
The proof of Claim 4.2.25 is a routine. Therefore we omit it.
Again, by Weil’s Descent Criterion, there exist a principally polarized abelian surface
(A′′′, C′′′) deﬁned over Q and an isomorphism
 : (A′′′, C′′′) ∼−→ (A′′, C′′)
deﬁned over L such that
a = a ◦  for ∀a ∈ Gal(L/Q).
Next we will prove that End0Q(A
′′′)Q(
√
d).
Claim 4.2.26. For any b ∈ O, the following diagrams commute:
A′ 1−−−−→ A′+i′(b) +i′ (b−1)
A′ −−−−→
1
A′,
A′ 2−−−−→ A′ +i′(b) +i′ (b)
A′ −−−−→
2
A′ .
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Proof of Claim 4.2.26. We have
1 ◦ i′(b) =  ◦  ◦ −1 ◦ i′(b) =  ◦  ◦ i(b) ◦ −1
=  ◦  ◦ i(−1 · b−1 · ) ◦ −1
=  ◦  ◦ i(b−1) ◦ −1 =  ◦ i(b−1) ◦  ◦ −1
= ( ◦ i(b−1) ) ◦  ◦ −1
= (i′(b−1) ◦ ) ◦  ◦ −1 = i′(b−1) ◦  ◦  ◦ −1
= i′(b−1) ◦ 1
and
2 ◦ i′(b) = 2 ◦ −1 ◦ i′(b) = 2 ◦ i(b) ◦ −1
= ( ◦ i(b) )2 ◦ −1 (i(b) is deﬁned over k and 2|k = |k = id)
= (i′(b) ◦ )2 ◦ −1 = i′ (b) ◦ 2 ◦ −1 = i′ (b) ◦ 2. 
We deﬁne a ring isomorphism j : O ∼−→ End(A′′) such that for any b ∈ O, the
following diagram commutes:
A′′ −−−−→ A′+j (b) +i′(b)
A′′ −−−−→

A′.
Since  is deﬁned over k˜(
√
d) and i′(b) is deﬁned over k˜, j (b) is deﬁned over k˜(
√
d).
Claim 4.2.27. For any b ∈ O, it holds that
(j (b) )1 = j (−1b), (j (b) )1 = j (b).
Proof of Claim 4.2.27.
(j (b) )1 = (−1 ◦ i′(b) ◦ )1 = (1)−1 ◦ i′(b) ◦ 1 = (1 ◦ )−1 ◦ i′(b) ◦ 1 ◦ 
= −1 ◦ −11 ◦ i′(b) ◦ 1 ◦  = −1 ◦ i′(−1b) ◦  = j (−1b)
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and
(j (b) )1 = (−1 ◦ i′(b) ◦ )1 = (1)−1 ◦ i′ (b) ◦ 1 = (1 ◦ )−1 ◦ i′ (b) ◦ 1 ◦ 
= −1 ◦ −12 ◦ i′ (b) ◦ 2 ◦  = −1 ◦ i′(b) ◦  = j (b). 
Claim 4.2.28. For any b ∈ O, the following diagram commutes:
A′′ −−−−→ A′′+j (b) +j(b)
A′′ −−−−→

A′′.
Proof of Claim 4.2.28. We have
 ◦ j (b) = ()−1 ◦  ◦ −1 ◦ i′(b) ◦  = ()−1 ◦ i′(b) ◦ 
= (−1 ◦ i′(b) ) ◦  (i′(b) is deﬁned over k˜ and |˜k = id)
= (j (b) ◦ −1) ◦  = j(b) ◦ ()−1 ◦  = j(b) ◦ . 
We deﬁne a ring isomorphism 7 : O ∼−→ End(A′′′) such that for any b ∈ O, the
following diagram commutes:
A′′′ −−−−→ A′′+7(b) +j (b)
A′′′ −−−−→

A′′.
Claim 4.2.29. For any b ∈ O, 7(b) is deﬁned over k and the action of  ∈ Gal(k/Q)
on 7(b) is given by
(7(b) ) = 7(−1b).
In particular we have End0Q(A
′′′) = 7(Q() )Q(√d).
Proof of Claim 4.2.29. The subﬁeld consisting of all elements of k˜(
√
d) ﬁxed by
1 is Q(
√
d,
√−m). By Claim 4.2.27, j (b) is deﬁned over Q(√d, √−m). Hence
7(b) is deﬁned over L(
√
d,
√−m) = L(√−m). We note that √−m /∈ L. Indeed, if√−m ∈ L, then √d , √mD, √−m ∈ L, so √d , √−D, √−m ∈ L, hence L = k˜(√d),
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this contradicts to that Gal(L/Q) is non-abelian. Let ,  ∈ Gal(L(√−m)/Q) such
that
{
|L = ,
 : √−m −→ √−m,
{
|L = ,
 : √−m −→ √−m.
Then we have
(7(b) ) = (−1 ◦ j (b) ◦ ) = ()−1 ◦ j (b) ◦ 
= ()−1 ◦ j(b) ◦  (|Q(√d,√−m) = |Q(√d,√−m))
= ( ◦ )−1 ◦ j(b) ◦ ( ◦ ) = ( ◦ )−1 ◦ j(b) ◦ ( ◦ )
= −1 ◦ −1 ◦ j(b) ◦  ◦  = −1 ◦ j (b) ◦  = 7(b)
and
(7(b) ) = (−1 ◦ j (b) ◦ ) = ()−1 ◦ j (b) ◦  (|Q(√d,√−m) = id)
= ( ◦ )−1 ◦ j (b) ◦ ( ◦ ) = (	 ◦ )−1 ◦ j (b) ◦ (	 ◦ ) (	 ∈ {±1})
= 	2 −1 ◦ j (b) ◦  = −1 ◦ j (b) ◦  = 7(b).
Since the subﬁeld consisting of all elements of L(
√−m) ﬁxed by 〈, 〉 is Q(√−m),
7(b) is deﬁned over k = Q(√−m).
Let  ∈ Gal(L(√−m)/Q) such that
{
|L = id,
 : √−m −→ −√−m.
Then we have
(7(b) ) = (−1 ◦ j (b) ◦ ) = −1 ◦ j(b) ◦ 
= −1 ◦ j1(b) ◦  (|Q(√d,√−m) = 1|Q(√d,√−m))
= −1 ◦ j (−1b) ◦  = 7(−1b).
Therefore the action of  = |k on 7(b) is given by (7(b) ) = 7(−1b). This completes
the proof of Claim 4.2.29. 
We ﬁnish the proof of Theorem 4.2. 
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5. Numerical examples
In this section, B always denotes the indeﬁnite division quaternion algebra over Q
with discriminant 6. We have M6 = (1, 1) and N6 = (1, 1, 1), hence rankM6 =
rankN6 = 1, therefore by Theorem 3.6, |I˜6 | = 22−1−1 = 1. On the other hand, by
Corollary 3.8,
|I6| =
hQ(
√−6)
22
+ 22−2−1 = 1
2
+ 1
2
= 1.
Thus, in this situation, we have
I6 = {v} and v is special, v = {2, 3}.
In [5], Kurihara calculates some examples of equations deﬁning Shimura curves.
In particular he calculates a deﬁning equation of the Shimura curve associated to a
maximal order O of B:
V = VB : s2 + t2 + 3 = 0.
By the method of Kurihara, we see that the modular involutions W2, W3, W6 coincide
with one of the following three automorphisms respectively:
f : (s, t) −→ (−s, −t),
g : (s, t) −→ (s, −t),
h : (s, t) −→ (−s, t).
We shall determine this correspondence precisely. For this purpose, we will use a result
of Shimura about ﬁelds obtained by adjoining the coordinates of a CM-point of Shimura
curves. For any imaginary quadratic ﬁeld K and any order R of K, we put
CM(R) :=

O(1) · z ∈ CB = V (C)
∣∣∣∣∣∣∣∣∣∣∣
• z ∈ H
• ∃ : K ↪→ B : Q-algebra homomorphism
s.t.
(i) R = −1((K) ∩O )
(ii) z is the common ﬁxed point of (K×)

.
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We choose  ∈ O such that NB/Q() = 2. Then, for any O(1) · z ∈ V (C), we have
O(1) · z is ﬁxed by W2 ⇐⇒ ∃  ∈ O(1) s.t.  · z =  · z
⇐⇒ ∃  ∈ O(1) s.t. −1 · z = z
⇐⇒ ∃  ∈ O s.t. NB/Q() = 2 and  · z = z
⇐⇒

The stabilizer of z in B×+ (:= {b ∈ B×|NB/Q(b) > 0})
is K×, where K is an imaginary quadratic subﬁeld
of B such that K ∩O contains an element
with norm 2.
Hence we have
{ﬁxed points of W2} =
⋃
R
CM(R),
where R runs through orders (of imaginary quadratic ﬁelds) containing an element with
norm 2. By determining all such orders, we have
{ﬁxed points of W2} = CM(Z[
√−1]) ∪ CM(Z[√−2]) ∪ CM
(
Z
[
1+√−7
2
])
.
Since Q(
√−2) and Q(√−7) do not split B, we have CM(Z[√−2])
= CM
(
Z
[
1+√−7
2
])
= ∅, hence
{ﬁxed points of W2} = CM(Z[
√−1]).
By Main Theorem I in [15, p. 73], we have that for any x ∈ CM(Z[√−1]),
Q(
√−1) ·Q(x) = Q(√−1).
On the other hand, we have
{ﬁxed points of f } = {(1 : √−1 : 0), (1 : −√−1 : 0)},
{ﬁxed points of g} = {(√−3 : 0 : 1), (−√−3 : 0 : 1)},
{ﬁxed points of h} = {(0 : √−3 : 1), (0 : −√−3 : 1)}.
Hence we have that W2 = f . Interchanging s and t if necessary, we may assume that
W3 = g, W6 = h.
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Theorem 5.1. Let B and v be as above and let

 = 
v : VB −→ A2
be the forgetful map. Let k = Q(√−m) (m is a positive square-free integer) be an
imaginary quadratic ﬁeld with Gal(k/Q) = 〈〉. We put
Sk := {x ∈ VB(k)|
(x) ∈ A2(Q), x = W2(x)}.
Then if m has the form:
m = 3q1 · · · qs or 6q1 · · · qs (s1 and qi is a prime such that
qi ≡ 1 (mod 8) (1 is)),
it holds that
(1) |Sk| = ∞.
(2) For x ∈ Sk \ {CM-points}, there exists a principally polarized abelian surface
(A, C) deﬁned over Q such that
• 
(x) = [ (A, C) ] in A2(Q),
• End0Q(A)Q(
√
2).
Proof. The coordinates of any point of Sk must be the form:
(s, t) = (a√−m, b√−m) (a, b ∈ Q).
Since s2 + t2 + 3 = 0,
−m(a2 + b2)+ 3 = 0 i.e. a2 − (−1)b2 − 3
m
12 = 0.
This leads us to seek a positive square-free integer m which satisﬁes the conditions:

•
(
−1, 3
m
)
p
= 1 for ∀p∞ · · · (I),
• (2, −m)p =
{−1 if p = 2 or 3
1 if p = 2, 3 · · · (II).
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We have
(
−1, 3
m
)
p
= (−1, m2)p
(
−1, 3
m
)
p
= (−1, 3m)p = (−1, 3)p(−1, m)p
and
(−1, 3)p =
{−1 if p = 2 or 3,
1 if p = 2, 3,
hence
(I)⇐⇒ (−1, m)p =
{−1 if p = 2 or 3
1 if p = 2, 3 · · · (III).
In particular, by (III), we have that 3|m.
Case 1: 2 m.
m must be the form 3q1 · · · qs where s0 and q1, . . . , qs are relatively distinct
primes such that qi = 2, 3 (1 is). Since (−1, m)qi = (−1, 3q1 · · · qs)qi =
( −1
qi
)
,
(−1, m)3 =
( −1
3
)
= −1, and (−1, m)∞ = 1, we have
(III) ⇐⇒ s = 0 or s1 and qi ≡ 1 (mod 4) (1 is).
Since (2, −m)qi =
(
2
qi
)
, (2, −m)3 =
(
2
3
)
= −1, and (2, −m)∞ = 1, we have
(II) ⇐⇒ s = 0 or s1 and qi ≡ ±1 (mod 8) (1 is).
Hence we have
m satisﬁes (I) and (II) ⇐⇒ m = 3 or m = 3q1 · · · qs (s1),
qi ≡ 1 (mod 8)(1 is).
If m = 3, then √2 ∈ Q(√−3, √−6), this does not satisfy the assumption in (2) of
Theorem 4.2, so we must exclude m = 3. On the other hand, if m = 3q1 · · · qs (s1),
qi ≡ 1 (mod 8) (1 is), then Q(√−m) = Q(
√−6) and √2 ∈ Q(√−m, √−6).
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Summing up, we have
m = 3q1 · · · qs(s1), qi ≡ 1 (mod 8)(1 is)
&⇒

• by (I), |Sk| = ∞,
• by (II), the above argument,
and (2) of Theorem 4.2, the
statement (2) holds.
In the case where 2|m, we can prove the assertion by the same argument in Case
1, so we omit it. 
Proposition 5.2. Let B be an indeﬁnite division quaternion algebra over Q (with ar-
bitrary discriminant ) and let k be an algebraic number ﬁeld. Then
{x ∈ VB(k)|x is a CM-point}
is a ﬁnite set.
Proof. Let x ∈ VB(k) be a CM-point. Then there exist z ∈ H, an imaginary quadratic
ﬁeld K, and a Q-algebra homomorphism  : K ↪→ B such that
• x = O(1) · z,
• z is the common ﬁxed point of (K×).
We put R := −1((K) ∩O ). Then R is an order of K and x ∈ CM(R). By (2.5.5)
of Main Theorem in [16, p. 159], we have
[K(x) : K] = hR.
We put n := [k : Q]. Since K(x) ⊆ K · k, we have
hR = [K(x) : K][K · k : K]n, i.e. hRn.
Since
hR = hK · c · [R×K : R×]−1 ·
∏
p|c
[
1−
(
K
p
)
p−1
]
(c is the conductor of R)
= c
∏
p|c
[
1−
(
K
p
)
p−1
]
· [R×K : R×]−1 · hK
hK
3
,
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we have hK3n. By Brauer–Siegel theorem for imaginary quadratic ﬁelds (see [4, p.
227]), there are only ﬁnitely many imaginary quadratic ﬁelds K with hK3n.
Next we will show that when one ﬁxes an imaginary quadratic ﬁeld K with hK3n,
there are only ﬁnitely many orders R in K with hRn. Since hRn, we have
c
∏
p|c
(
1− 1
p
)
c
∏
p|c
[
1−
(
K
p
)
p−1
]
 n
hK [R×K : R×]−1
 3n
hK
.
Now let c = pe11 · · ·perr be the factorization of c into prime factors. Since
c
∏
p|c
(
1− 1
p
)
= pe1−11 · · ·per−1r (p1 − 1) · · · (pr − 1),
we have two inequalities:
(A) : (p1 − 1) · · · (pr − 1) 3n
hK
,
(B) : pe1−11 · · ·per−1r 
3n
hK
.
Then it is clear that the number of pairs (r, {p1, . . . , pr} ) satisfying (A) is ﬁnite and
if one ﬁxes (r, {p1, . . . , pr} ), the number of pairs (e1, . . . , er ) satisfying (B) is also
ﬁnite. Therefore we have proved that there are only ﬁnitely many orders R in K with
hRn. Since each CM(R) is a ﬁnite set, {x ∈ VB(k)|x is a CM-point} is also a ﬁnite
set. This completes the proof of Proposition 5.2. 
By Proposition 5.2, it follows that |Sk \ {CM-points}| = ∞ in (2) of Theorem 5.1.
Therefore we obtain inﬁnitely many abelian surfaces of GL2-type over Q in Theorem
5.1.
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