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Ž .Journal of Mathematical Analysis and Applications 236, 384]398 1999
Article ID jmaa.1999.6441, available online at http:rrwww.idealibrary.com on
Multipoint Boundary Value Problems for a
Second-Order Ordinary Differential Equation
Stanisøaw SeËdziwy
Institute of Computer Science, Jagiellonian Uni¤ersity, ul. Nawojki 11,
30-072 Cracow, Poland
Submitted by P. G. L. Leach
Received May 1, 1998
1. INTRODUCTION
The purpose of this paper is to prove the existence of a solution of the
differential equation
XX Xw u s f t , u , u , 0 - t - 1, 1.1Ž . Ž . Ž .Ž .
Ž .with w continuous and strictly increasing, w R s R and a right-hand side
being a Caratheodory function, subject to one of the following nonlinearÂ
boundary conditions:
g u 0 , u a , . . . , u a s A , h u 1 , u b , . . . , u b s B ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 m 1 n
1.2Ž .
uX 0 s A , h u 1 , u b , . . . , u b s B , a , b g 0, 1 ,Ž . Ž . Ž . Ž . Ž .Ž .1 n i j
1.3Ž .
or
k u 0 , u 1 s A , l uX 1 , uX 0 s B , 1.4Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Ž . Ž . Ž . Ž . Ž .in the case when boundary value problems 1.1 , 1.2 , 1.1 , 1.3 , or 1.1 ,
Ž . Ž .1.4 admit upper and lower solutions definitions are given below .
Ž .Boundary-value problems shortly BVPs for the second-order differen-
tial equations with linear or nonlinear w and linear boundary conditions
involving data at more than two points attract attention of numerous
w x wauthors, see, e.g., 6, 7, 10, 12]14 and references therein. Papers 7, 10, 12,
384
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x14 are devoted to four point BVPs with linear boundary conditions given
Ž . Ž .by functions g p, q s p y j q, h p, q s p y hq, j G 0, h G 0 for partic-
ular choices of parameters j , h, and boundary data a , b , A, B. Multipoint
boundary conditions of one of the forms
my2
Xu 0 s 0, u 1 s a u j , 1.5Ž . Ž . Ž . Ž .Ý i i
is1
my2
u 0 s 0, u 1 s a u j 1.6Ž . Ž . Ž . Ž .Ý i i
is1
w xare studied in 6, 13 .
Ž .Conditions imposed on the right-hand side of 1.1 are in the form of the
growth restrictions, or some sign conditions of f about the origin or the
Nagumo type conditions. The latter are applied in the case when lower and
upper solutions to BVP are assumed to exist.
The standard approach to the multipoint BVPs used in all mentioned
papers consists in considering them as the fixed point problems for the
associated nonlinear integral operators, which permits to treat them in a
framework of the nonlinear functional analysis.
In this article, it is shown that in the case when upper and lower
solutions to BVP for the second-order scalar differential equation are
known, the existence results can be obtained by the elementary topological
arguments. This is due to the fact that for a single second-order equation,
the equivalent systems consists of two first-order equations, hence one can
exploit in the proofs the partial ordering of solution curves on R2-plane
which together with the connectedness property of solution sets permits to
simplify proofs and to generalize known results.
Such an approach for second-order differential equations utilizing the
connectedness of solution sets, has been originated by Bebernes and
w xWilhelmsen 4 in the study of two point BVPs and then continued in
w x w xsubsequent works, cf. e.g., 2, 3, 5, 15 , or in papers 11, 16, 17 considering
equations with Caratheodory right-hand sides and nonlinear boundaryÂ
Ž Ž . XŽ .. Ž Ž . XŽ . Ž . XŽ ..conditions g y 0 , y 0 s 0, g y 0 , y 0 , y 1 , y 1 s 0 or periodic1 2
boundary value problems. Its application to multipoint BVPs seems to be
new.
2. PRELIMINARIES
0V , V, Fr V denote, respectively, the interior, closure, and boundary of
w x 0Ž .the set V. Denote I s 0, 1 . C I is the space of real valued, continuous
0 0Ž . m 0Ž . nfunctions defined on I. For a , b g I let t : C I “ R r : C I “ Ri j
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Ž Ž . Ž .. Ž Ž . Ž ..be defined by t z s z a , . . . , z a , r z s z b , . . . , z b . Vectors1 m 1 n
d Ž .z, w g R satisfy F w z - w provided their components satisfy z F w ,j j
Ž .j s 1, . . . , d, z F w with the strong inequality holding for at least one j .j j
Function f : I = R2 “ R is called a Caratheodory function if the follow-Â
Ž . Ž .ing conditions hold: i for almost all t g I function f t, ? , ? is continuous,
Ž . Ž . 2 Ž . Ž .ii for every u, ¤ g R f ?, u, ¤ is measurable, iii for each compact K
Ž . < Ž . < Ž .there is an integrable function m t satisfying f t, u, ¤ F m t onK K
Ž .I = K. The function u: I “ R is a solution of 1.1 with f being a
XŽ .Caratheodory function provided u t is absolutely continuous andÂ
Ž XŽ ..X Ž Ž . XŽ ..w u t s f t, u t , u t for a.e. t g I.
Ž . ŽFunction x: I “ R, resp., y: I “ R is said to be a strict lower resp.,
. Ž . Ž . Ž . Ž . Ž . Ž .strict upper solution to one of BVPs 1.1 , 1.2 , 1.1 , 1.3 , or 1.1 , 1.4
X Ž X.provided x resp., y is absolutely continuous and satisfies conditions
X XX X X Xw x t ) f t , x t , x t resp., w y t - f t , y t , y t ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .Ž .
for a.e. t g I , 2.1Ž .
g x 0 , t x F A , h x 1 , r x F B ,Ž . Ž .Ž . Ž .
g y 0 , t y G A , h y 1 , r y G B , 2.2Ž . Ž . Ž .Ž . Ž .Ž .
xX 0 G A , h x 1 , r x F B , yX 0 F A , h y 1 , r y G B ,Ž . Ž . Ž . Ž . .Ž . Ž .Ž .
2.3Ž .
k x 0 , x 1 s A , l xX 1 , xX 0 F BŽ . Ž . Ž . Ž .Ž . Ž . Ž .Ž .
k y 0 , y 1 s A , l yX 1 , yX 0 G B . 2.4Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .Ž .
Ž .Functions x, y are called lower]upper solutions if inequalities in 2.1 are
weak.
Ž . Ž . Ž .Function f satisfies condition A1 with respect to the pair x t , y t of
Ž . Ž .continuous functions x, y: I “ R, x t F y t for t g I, provided there
Ž . Ž .exist positive constants M, « s « M, x, y such that any solution u t of
Ž . < XŽ . <1.1 satisfies for t g I the inequality u t - M provided
w xx t y h F u t F y t q h for t g I and h g 0, « .Ž . Ž . Ž .
Ž . Ž Ž ..The weaker version of A1 condition A with the above inequality
replaced by
x t F u t F y t for t g I 2.5Ž . Ž . Ž . Ž .
w Ž .x Ž .has been introduced in 2, Condition A . Condition A follows from the
Nagumo type growth condition imposed on f , commonly used in papers
concerning boundary value problems. Its general formulation, appearing in
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Ž w Ž .various versions in literature, has the form cf. 10, Introduction 1.4 ]
Ž .x.1.6 :
< <f t , u , ¤ F k t u ¤ a.e. on I = x t , y t = R,Ž . Ž . Ž . Ž . Ž .
Ž . Ž .sy1 rs sy1 rsy1 y1q‘w s w sŽ . Ž .Ž .w yn Žsy1.rs 5 5ds, ds ) r k ,H H sy1 y1Ž .u w s u w sŽ . Ž .y‘ w nŽ . Ž .
1rs
1 ps 5 5 wk g L I , k s k t dt , s g 1, ‘ ,Ž . Ž . .s Hž /0
5 5k s ess sup k t : t g I , 4Ž .‘
y1 Ž . Ž .where w is the function inverse to w, r s max y t y min x t ,t g I t g I
 < Ž . Ž . < < Ž . Ž . <4n s max x 1 y y 0 , y 1 y x 0 .
Since inequalities above involving integrals are strict, it is clear that they
< <are also valid for f replaced by f q g, provided g is small, hence they are
Ž .also sufficient for A1 .
3. RESULTS
The following theorem makes the main result of the paper.
THEOREM 1. Assume that functions w : R “ R, k, l: R2 “ R, g : R mq 1
nq1 Ž .“ R, h: R “ R are continuous, w is strictly increasing, and w R s R,
k, l, g, h are strictly increasing with respect to the first argument, nonincreasing
in the remaining arguments and with respect to at least one of them strictly
w x 2decreasing. Let f : 0, 1 = R “ R be a Caratheodory function.Â
Ž . Ž . Ž Ž . Ž . Ž . Ž ..If the problem 1.1 , 1.2 respecti¤ely, 1.1 , 1.3 , 1.1 , 1.4 has lower
Ž . Ž . Ž .and upper solutions x, y, x t F y t for t g I and f satisfies condition A1
Ž . Ž . Ž . Ž Ž .relati¤e to the pair x, y , then the multipoint BVP 1.1 , 1.2 , resp., 1.1 ,
Ž . Ž . Ž .. Ž .1.3 , 1.1 , 1.4 has a solution u satisfying 2.5 .
w xTheorem 1 generalizes the result of 10 since the Nagumo type condi-
Ž .tion used in this paper has been weakened to assumption A1 , linear
boundary conditions at four points have been replaced by multipoint
Ž . Ž . Ž .nonlinear conditions 1.2 , 1.4 , 1.3 moreover, except condition a , b gi j
Ž .0, 1 , no extra assumption concerning a , b is required.i j
As a corollary to Theorem 1 one gets the existence of solutions to
equation with a Caratheodory right-hand sideÂ
uY s f t , u , uX 3.1Ž . Ž .
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subject to boundary conditions
uX 0 s 0, u 1 y u h s B 1 y h , h g 0, 1 , 3.2Ž . Ž . Ž . Ž . Ž . Ž .
Ž . Ž . Ž .or one of the conditions 1.3 , 1.5 , 1.6 , in the case when f satisfies a
number of conditions of the form:
0f t , u , L F 0, f t , u , L G 0, t , u g I = u , u , 3.3Ž . Ž . Ž . Ž .1 2 0
0 0 0f F f t , u , ¤ F f , t , u , ¤ g I = u , u = ¤ , ¤ , 3.4Ž . Ž . Ž .0 0 0
< <uf t , u , 0 G 0, u G M , t g I , 3.5Ž . Ž .
f t , u , ¤ s f t , u , ¤ q f t , u , ¤ , 3.6Ž . Ž . Ž . Ž .1 2
r< < < <¤f t , u , ¤ F 0, f t , u , ¤ F a t q b t ¤ q ¤ ,Ž . Ž . Ž . Ž . Ž .1 2
1 w xa, b g L 0, 1 , r g 0, 1 , t , u , ¤ g I = yM , M = R,Ž . Ž . Ž .
3.7Ž .
for various meaning of parameters M, L , L , u , u0, ¤ , ¤ 0.1 2 0 0
Remark. To simplify the presentation, the theorem below is stated for
Ž . Ž .Eq. 3.1 . As it is clear from the proof of Theorem 1, considering Eq. 1.1
Ž .instead of 3.1 , except technical details, does not contribute any new idea
in the argument.
THEOREM 2. Let a ) 0 for i s 1, . . . , m y 2 and let a s Ýmy 2a . As-i is1 i
sume f : I = R2 “ R is a Caratheodory function.Â
Ž . Ž w x. Ž . Ž . Ž .k See 6, Theorem 3.2 If M ) 0, a s 1 and 3.5 , 3.6 , 3.7
Ž . Ž . Ž . Ž .hold, then the multipoint BVPs 3.1 , 1.5 and 3.1 , 1.6 are sol¤able. The
Ž . < Ž . <corresponding solution u t satisfies u t F M for t g I.
Ž . Ž w x. Ž .kk See 12, Theorem 2 Assume 3.3 with the re¤ersed inequality
Ž .signs. if 3.4 holds with
< < 0 < <L - B - L , u s A y L , u s A q L ,2 1 0 2 1
h g 0, 1 , f s L y B r 1 y h , f 0 s L y B ,Ž . Ž . Ž .0 1 2
¤ s L , ¤ 0 s L ,0 2 1
Ž . Ž . Ž .then BVP 3.1 , 3.2 has a solution u t satisfying for t g I the inequality
A q L t F u t F A q L t , L - uX t - L .Ž . Ž .2 1 2 1
Ž . Ž w x. Ž . Ž . Ž .kkk See 13, Theorem 2.4 If 3.3 , 3.4 , 3.5 are satisfied and
L - 0 - L , a - 1, ¤ s L , ¤ 0 s L ,2 1 0 2 1
0u s yL, u s L, L ) 1 y j r a y 1 q 1 max yL , L ,Ž . Ž . Ž .Ž .Ž .0 1 2 1
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Ž . Ž . Ž .then BVP 3.1 , 1.5 has a solution u t such that
my1
L t q 1 y a j 1 y aŽ .Ý1 i iž /ž /
is1
my1
F u t F L t q 1 y a j 1 y a ,Ž . Ž .Ý2 i iž /ž /
is1
L F uX t F L , t g I.Ž .2 1
Ž . Ž w x.kv See 13, Theorem 3.3 Suppose that
j s min j , a s 1, L - yM - 0 - M - L ,1 i 2 1
u s yM , u0 s M , f s yMr 1 y j ,Ž .0 0 1
f 0 s Mr 1 y j , ¤ s L , ¤ 0 s L .Ž .1 0 2 2
Ž . Ž . Ž . w xAssume conditions 3.3 , 3.5 . Let 3.4 hold for t g j , 1 . Then BVPs1
Ž . Ž . Ž . Ž . < Ž . <3.1 , 1.5 , and 3.1 , 1.6 are sol¤able with solutions satisfying u t F M,
XŽ .L - u t - L for t g I.2 1
w xFor a s 1 Theorem 2 extends results of 6, 13 to boundary conditions
Ž . Ž . my 2 Ž .1.6 . It deals directly with boundary condition u 1 s Ý a u j , whichis1 i i
w x Ž . Ž .is replaced in 6 by u 1 s u h . Moreover it provides estimates for
solutions, which cannot be obtained by a functional analytic approach
w x Ž . w xapplied in 13 . Condition uf t, u, 0 G d ) 0 used in 13, Theorem 3.3 is
Ž .replaced by the less restrictive inequality 3.5 .
4. PROOFS
In what follows we consider the first-order system
uX s wy1 ¤ , ¤ X s f t , u , wy1 ¤ 4.1Ž . Ž . Ž .Ž .
Ž .equivalent to 1.1 with one of the following boundary conditions corre-
Ž . Ž . Ž .sponding to 1.2 , 1.4 , or 1.3 :
g u 0 , t u s A , h u 1 , ru s B , 4.2Ž . Ž . Ž .Ž . Ž .
wy1 ¤ 0 s A , h u 1 , ru s B , 4.3Ž . Ž . Ž .Ž . Ž .
k u 0 , u 1 s A , l wy1 ¤ 1 , wy1 ¤ 0 s B. 4.4Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž
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Ž . y1Ž XŽ .. Ž . y1Ž XŽ ..Introducing notation g t s w x t , d t s w y t , the definition
Ž Ž . Ž ..of lower and upper solutions cf. 2.1 ] 2.4 reads as
g X t ) f t , x t , g t , d X t - f t , y t , d t ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .
g x 0 , t x F A , h x 1 , r x F BŽ . Ž .Ž . Ž .
g y 0 , t y G A , h y 1 , r y G B ,Ž . Ž .Ž . Ž .Ž .
g 0 G A , h x 1 , r x F B d 0 F A , h y 1 , r y G B ,Ž . Ž . Ž . Ž .Ž . Ž .Ž .
k x 0 , x 1 s A , l g 1 , g 0 F BŽ . Ž . Ž . Ž .Ž . Ž .
k y 0 , y 1 s A , l d 1 , d 0 G B .Ž . Ž . Ž . Ž .Ž . Ž .Ž .
We begin with the observation that the Caratheodory function can beÂ
approximated by a smooth and bounded one without violating property
Ž .A1 . Namely, we have the following lemma.
LEMMA 1. 1.1. Let f : I = R2 “ R be a Caratheodory function. Then forÂ
any pair of subsets K, U of R2, K ; U, K compact, U open, and a number
2 Ž . Ž .« ) 0 there exists a function f : I = R “ R satisfying ii , iii and in place«
Ž . Ž . Ž . ‘Ž 2 .of i the condition: iv f t, ? , ? g C R ; R for almost all t g I, such«
< Ž . Ž . < Ž . Ž .that f t, u, ¤ y f t, u, ¤ - « for t, u, ¤ g I = K and f t, u, ¤ s 0 for« «
Ž .u, ¤ f U.
Ž .1.2 If in addition f is bounded and satisfies A1 with respect to the pair
Ž . Ž . Ž .x t , y t , then there exists a constant d s d x, y such that for any
2 < Ž . Ž . <Caratheodory function g : I = R “ R the inequality f t, u, ¤ y g t, u, ¤Â
Ž . Ž . Ž . Ž . 4F d holding for t, u, ¤ in the set t, u, ¤ : t g I, x t F u F y t , ¤ g R
Ž . Ž .implies that g satisfies A1 relati¤e to x, y .
Proof of Lemma 1. The first assertion follows from the standard regu-
Ž w x.larization procedures see, e.g., 8, Chap. 1 . For the proof of the second
 4 w x  4  4 < <part, suppose there exist sequences h ; 0, « , g , u : f y g F 1rn,n n n n
Ž Ž X Ž ...X Ž Ž . X Ž .. Ž . Ž . Ž .w u t s g t, u t , u t such that x t y h F u t F y t q h forn n n n n n n
< X Ž . <t g I and u t G M for a certain t g I, n s 1, 2, . . . . Passing if neces-n n n
sary to subsequences, we may assume that lim t s t , lim h s d ,n“‘ n 0 n“‘ n
Ž w x. Ž . Ž . Ž .and cf. 1, Chap. 1.4 lim u t s u t , where u t is a solution ofn“‘ n 0 0
Ž . Ž . Ž . Ž . < X Ž . <1.1 . Clearly, x t y d F u t F y t q d for t g I and u t G M0 0 0
Ž .which contradicts A1 and completes the proof.
Ž . Ž .For functions x, y: I “ R satisfying x t F y t on I define the modifi-
U Ž .cation f of f relative to x, y by
¡ Xf t , y t , u q u y y t , y t - u ,Ž . Ž . Ž .Ž . Ž .
XXU ~ f t , u , u , x t F u F y t ,Ž . Ž . Ž .f t , u , u sŽ .
X X¢f t , x t , u q u y x t , u - x t , t , u g I = R.Ž . Ž . Ž . Ž .Ž . Ž .
4.5Ž .
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It is clear that any solution of the modified system
uX s wy1 ¤ , ¤ X s f U t , u , wy1 ¤ 4.6Ž . Ž . Ž .Ž .
Ž . Ž . U Ž .fulfilling 2.5 is also the solution of 4.1 and f satisfies condition A1
Žwith respect to x, y0 provided it holds for f.
Ž .The lemma below describing behavior of solutions of system 4.6
relative to lower]upper solution is fundamental for further considerations.
LEMMA 2. Suppose x, y: I “ R ha¤e absolutely continuous deri¤ati¤es,
Ž . Ž . Ž . Ž . Ž .x t - y t for t g I and let 2.1 be fulfilled. Define sets A t s t, u, ¤ : u
Ž . Ž .4 Ž . Ž . Ž . Ž . 4 Ž . ŽF x t , ¤ F g t , B t s t, u, ¤ : y t F u, d t F ¤ , C t s t, u,
. Ž . Ž . 4¤ : x t F u F y t , ¤ g R .
2 Ž Ž . Ž . Ž .Suppose f : I = R “ R is regular i.e., conditions ii , iii , iv are
. Ž . Ž . Ž .satisfied and let A1 relati¤e to x, y hold. Let all solutions to 4.6 exist
for t g I.
Ž Ž . Ž .. Ž . Ž Ž . Ž .. Ž .If x t , y t satisfies 2.1 and u t , ¤ t is a solution to 4.6 , then
Ž w x.compare 11, 17 :
Ž . Ž Ž . Ž .. Ž . Ž . Ž . Ž .j if t , u t , ¤ t g C t t - 1 , and either ¤ t - d t or0 0 0 0 0 0 0
Ž . Ž . Ž Ž . Ž .. Ž ..g t - ¤ t , then t, u t , ¤ t g C t for t - t - t q « , pro¤ided « )0 0 0 0
0 is small enough.
Ž . Ž Ž . Ž .. Ž . Ž . Ž . Ž Ž . Ž ..jj if t , u t , ¤ t g A t j B t t - 1 , then t, u t , ¤ t g0 0 0 0 0 0
Ž .0 Ž .0A t j B t for all t ) t ,0
Ž . Ž Ž . Ž .. Ž . Ž Ž . Ž .. Ž .jjj if 0, u 0 , ¤ 0 g C 0 , 0 - t F 1, and t , y t , ¤ t g C t ,0 0 0 0 0
Ž Ž . Ž .. Ž . Ž .then t, u t , ¤ t g C t for t g 0, t .0
Ž . Ž .jv C 0 contains a simply connected domain D such that condition
Ž Ž . Ž .. Ž . Ž .0, u 0 , ¤ 0 g D implies that u t satisfies 2.5 . The boundary of D splits
Ž 4 .into connected pairwise intersecting parts D Fr D s D D such that D ;i is1 i 1
Ž . Ž . Ž . Ž .A 0 l C 0 , D ; B 0 l C 0 , and D , D satisfying2 3 4
6
0, u 0 , ¤ 0 g D 1, u 1 , ¤ 1 g B 1 ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .3
4.7Ž .6
0, u 0 , ¤ 0 g D 1, u 1 , ¤ 1 g A 1 .Ž . Ž . Ž . Ž . Ž .Ž . Ž .4
Ž . Ž . Ž .Proof of Lemma 2. If f is continuous, then j , jj result from 2.1 by
Ž w x.the elementary differential inequalities theory cf. 8, Chap. III . For f
being a Caratheodory function, Lipschitz continuous with respect to theÂ
Ž Ž .. Ž . Ž .last argument this property is a consequence of iv , the proof of j , jj
w xfollows from the Gronwall inequality. For details see, e.g., 11, 17 .
Ž . Ž . Ž . Ž Ž . Ž .. Ž .jjj is a consequence of j , jj . For, if t , u t , ¤ t f C t for a1 1 1 1
Ž . Ž Ž . Ž .. Ž .0certain t - t , then by j , we would have t , u t , ¤ t g A t j1 0 1 1 1 1
Ž .0 Ž . Ž Ž . Ž .. Ž .B t , which by jj , implies that t , u t , ¤ t f C t , a contradiction.0 0 0 0 0
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Ž . Ž . 2To prove jv we construct D having required properties. For p, q g R
Ž Ž . Ž ..denote by u t, p, q , ¤ t, p, q the solution of the initial value problem
Ž . Ž . Ž .  4 2  4 24.6 , u 0 s p, ¤ 0 s q and let F: 0 = R “ 1 = R be the map
Ž . Ž Ž . Ž ..defined by F 0, p, q s 1, u 1, p, q , ¤ 1, p, q . F is a homeomorphism of
 4 2  4 2 Ž .0 = R onto 1 = R because all solutions of 4.6 exist on I and are
Ž .continuous with respect to variables t, p, q .
Ž .Let M be a constant appearing in A1 . Denote by P , P the polygons1 2
Ž . Ž . Ž .contained in C 0 , joining A 0 and B 0 , with vertices, respectively, at
Ž Ž . Ž .. Ž Ž . . Ž Ž . . Ž Ž . Ž ..points 0, x 0 , g 0 , 0, x 0 , M , 0, y 0 , M q 1 , and 0, y 0 , d 0 ,
ÄŽ Ž . . Ž Ž . . Ž .0, y 0 , yM , 0, x 0 , yM y 1 and let G s F P .i i
ÄŽ . Ž . Ž .By jj , arcs G , i s 1, 2, intersect both sets A 1 and B 1 . Let G be thei i
Ä y1Ž . Ž . Ž . Ž .component of G l C 1 connecting A 1 and B 1 . Set D s F G .i i i
Ž . Ž Ž . Ž ..Obviously, D are connected. If 1, r, s s 1, u 1, p, q , ¤ 1, p, q g G ,i i
Ž . Ž . Ž . Ž . Ž .then 0, p, q g C 0 and by jjj , u t, p, q satisfies 2.5 , which in turn
< Ž . <implies that ¤ t, p, q F M for t g I. In consequence, from inclusions
Ž .  Ž .4 w x Ž Ž ..4G ; C 1 it follows that D s 0, x 0 = x , x ; P and D s 0, y 0i 1 1 2 1 2
w x w x w Ž . . w x Ž Ž .x= y , y ; P with x , x ; g 0 , M , y , y ; yM, d 0 .1 2 2 1 2 1 2
Ž .Denote by Q the subset of C 1 with the boundary composed with arcs
Ž Ž . Ž . Ž . Ž ..G , G and the line segments G , G G ; A 1 l C 1 , G ; B 1 l C 1 ,1 2 3 4 3 4
Ž . Ž . Ž .joining, respectively, points G l A 1 with G l A 1 and G l B 1 with1 2 1
Ž .G l B 1 .2
y1Ž .Defining D s F Q it is easily seen that the set D has properties
Ž .stated in jv .
Proof of Theorem 1. Let D be the set constructed as in Lemma 2 with
the help of lower and upper solutions corresponding to the given boundary
condition.
Ž .Let G, H, K, L, P: D “ R be the continuous maps associated with
Ž . Ž . Ž .boundary conditions 4.2 , 4.3 , 4.4 :
G 0, p , q s g u 0, p , q , t u ?, p , q y A ,Ž . Ž . Ž .Ž .
H 0, p , q s h u 1, p , q , ru ?, p , q y B ,Ž . Ž . Ž .Ž .
K 0, p , q s k u 0, p , q , u 1, p , q y A ,Ž . Ž . Ž .Ž .
L 0, p , q s l wy1 ¤ 1, p , q , ry1 ¤ 0, p , q y B ,Ž . Ž . Ž .Ž . Ž .Ž .
P 0, p , q s wy1 ¤ 0, p , q y A.Ž . Ž .
The proof consists in showing that the sign of values of G, H, K, L, P at
Ž . Ž .a point 0, p, q alternate as 0, p, q moves along the boundary of D,
implying that the boundary conditions are fulfilled by a certain solution
Ž Ž . Ž .. Ž . Ž Ž . Ž ..u t , ¤ t of 4.6 with 0, u 0 , ¤ 0 g D.
MULTIPOINT BOUNDARY VALUE PROBLEMS 393
The proof is carried in two steps. At first the theorem is demonstrated
under additional conditions imposed on f and lower]upper solutions, then
it is shown how to reduce the general case to the particular one.
Ž . Ž . Ž .Step 1. Suppose all solutions to 4.1 exist for t g I. Let x t , y t be
strict lower and upper solutions corresponding to one of the BVPs listed
Ž . Ž .above and let x t - y t for t g I. Suppose that for almost all t g I
Ž . Ž .f t, ? , ? is a smooth bounded function satisfying A1 with respect to
Ž .x, y . Then by Lemma 2, for each pair of lower]upper solutions there is a
Ž .corresponding domain D as described in Lemma 2 jv .
Ž . Ž . Ž . Ž .Proceeding to the existence proof for BVPs 4.6 , 4.2 and 4.6 , 4.3 we
begin with showing that
¤ 0, p , q y A ) 0 for 0, p , q g D ,Ž . Ž . 1
4.8Ž .
¤ 0, p , q y A - 0 for 0, p , q g D ,Ž . Ž . 2
G 0, p , q - 0 for 0, p , q g D ,Ž . Ž . 1
4.9Ž .
G 0, p , q ) 0 for 0, p , q g D ,Ž . Ž . 2
H 0, p , q - 0 for 0, p , q g D ,Ž . Ž . 3
4.10Ž .
H 0, p , q ) 0 for 0, p , q g D .Ž . Ž . 4
Ž . Ž .Inequalities 4.8 are obvious, they follow from Lemma 2 jj and inequal-
Ž . Ž .ities g 0 G A, d 0 F A.
Ž . Ž . Ž . Ž .Suppose 0, p, q g D . Then x 0 s u 0, p, q which by 2.5 , imply that1
Ž . Ž . Ž . Ž Ž . . Ž Žx a - u a , p, q . Hence t x - t u ?, p, q and g x 0 , t x s g u 0, p,i i
. . Ž Ž . Ž ..q , t x ) g u 0, p, q , t u ?, p, q which together with the inequality
Ž Ž . . Ž .g x 0 , t x F A implies the first formula in 4.9 . The second is proved by
the similar argument.
Ž . Ž . Ž . Ž . Ž .By 4.7 , if 0, p, q g D , then u 1, p, q s x 1 . Moreover x b -3 1
Ž . Ž Ž . . Ž Ž . . Ž Ž . Žu b , p, q . Thus B G h x 1 , r x s h u 1, p, q , r x ) h 1 1, p, q , ru ?,j
.. Ž . Ž .p, q yielding H 0, p, q - 0. The remaining inequality 4.10 is proven in
the same manner.
Ž . Ž . Ž . 4 Ž . ŽBy 4.9 , the sets D s 0, p, q : G 0, p, q - 0 , D s 0, p, q : G 0,1 2
Ä. 4 Žp, q ) 0 are nonempty, hence they are separated by the set D s 0,0
. Ž . 4 Ž w x.p, q : G 0, p, q s 0 cf. 9, Theorems 2]17 . Since D l D and D l D3 1 3 2
Ä Äare nonempty, D l D / B. By the similar reason, D l D / B.0 3 0 4
ÄWe claim that D has a component D intersecting both sets D and0 0 3
D .4
ÄFor the proof denote by S the union of components of D intersecting0
D and assume, if possible, that S g d s B.3 4
Ž .Let K P, r be the closed circle of a radius r centered at P. Choose
ÄŽ . Ž .r ) 0 so small that for P g S j D K P, r l D _S s B. This is possi-3 0
Äble since S j D and D _S are nonempty, disjoint, and compact. Using3 0
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compactness of S j D select P g S j D , i s 1, . . . , m such that S j3 i 3
m Ž .D D K P , r s F. F is a compact, connected set joining D and D .3 is1 i 1 2
Since it is the union of a finite number of mutually intersecting circles, the
set Fr F has a component K intersecting D and D . K is an arc,1 2
Ä Ämoreover by the choice of r, it follows that K l D s B. Thus D does0 0
Ž w x.not separate D and D cf. 11, Theorems 3]6 , which gives a contradic-1 2
tion and proves the claim.
Ž .Using connectedness of D , continuity of H and 4.10 , we conclude0
Ž . Ž . Ž . Ž .that H 0, p , q s 0 for a certain 0, p , q g D ; 0, p, q : G 0, p, q0 0 0 0 0
4 Ž . Ž .s 0 , proving thus the existence of solution to BVP 4.6 , 4.2 .
Ž . Ž .The proof of solvability of BVP 4.6 , 4.3 repeats verbatim the above
Ž .argument because from 4.3 it follows that sets D and D are separated1 2
Ž . Ž . 4by the set 0, p, q : P 0, p, q s 0 .
Ž . Ž .In case of BVP 4.6 , 4.4 , observe that
K 0, p , q F 0 for 0, p , q g D j D , 4.11Ž . Ž . Ž .1 3
K 0, p , q G 0 for 0, p , q g D j D , 4.12Ž . Ž . Ž .2 4
Ž Ž . . Ž Ž . .with equalities holding at points 0, y 0 , y , 0, x 0 , x .2 1
Ž . Ž . Ž . Ž . Ž .If 0, p, q g D , then u 0, p, q s x 0 and u 1, p, q ) x 1 implying1
Ž Ž . Ž .. Ž Ž . Ž .. Ž Ž . Ž ..that A s k x 0 , x 1 s k u 0, p, q , x 1 F k u 0, p, q , u 1, p, q . For
Ž . Ž . Ž . Ž . Ž .0, p, q g D we have u 0, p, q - y 0 and u 1, p, q s y 1 , hence A s3
Ž Ž . Ž .. Ž Ž . Ž .. Ž Ž . Ž .. Ž .k y 0 , y 1 s k y 0 , u 1, p, q ) k u 0, p, q , u 1, p, q , so 4.11 is ful-
filled.
Ž . Ž . Ž . Ž . Ž .If 0, p, q g D , then u 0, p, q s y 0 and u 1, p, q - y 1 , thus A s2
Ž Ž . Ž .. Ž Ž . Ž .. Ž Ž . Ž ..k y 0 , y 1 s k u 0, p, q , y 1 - k u 0, p, q , u 1, p, q . Condition
Ž . Ž . Ž . Ž . Ž .0, p, q g D gives u 1, p, q s x 1 , u 0, p, q ) x 0 implying that A s4
Ž Ž . Ž .. Ž Ž . Ž .. Ž Ž . Ž ..k x 0 , x 1 - k u 0, p, q , x 1 s k u 0, p, q , u 1, p, q , i.e., conditions
Ž .4.12 .
Ž . Ž Ž . . Ž . Ž Ž . .Set ¤ t s ¤ t, x 0 , x , ¤ t s ¤ t, y 0 , y . Observe that inequalities1 1 2 2
Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .¤ 1 - g 1 , ¤ 0 ) g 0 , and ¤ 1 ) d 1 , ¤ 0 - d 0 imply that B G1 1 2 2
Ž Ž . Ž .. Ž y1Ž Ž .. Ž .. Ž y1Ž Ž .. y1Ž Ž ...l g 1 , g 0 ) l w ¤ 1 , g 0 G l w ¤ 1 , w ¤ 0 , and B F1 1 1
Ž Ž . Ž .. Ž y1Ž Ž .. Ž .. Ž y1Ž Ž .. y1Ž Ž ... Žl d 1 , d 0 - l w ¤ 1 , d 0 - l w ¤ 1 , w ¤ 0 . Thus L 0,1 2 2
Ž . . Ž Ž . . Ž Ž . . Ž Ž . .x 0 , x - 0 and L 0, y 0 , y ) 0, hence 0, y 0 , y and 0, x 0 , x are1 2 2 1
Ä Ž . Ž . 4separated by D s 0, p, q : L 0, p, q s 0 .0
ÄBy the previous argument, we conclude that D has a connected0
component D intersecting the sets D j D and D j D , which by0 1 3 2 4
Ž . Ž . Ž . Ž4.11 , 4.12 , implies that the system of equations K 0, p, q s 0, L 0, p,
. Ž .q s 0 has a solution 0, p , q g D, which ends the proof of Step 1.0 0
Step 2. Following the standard procedure, the solution of BVP in the
general case is obtained as a limit of solutions to the sequence of modified
BVPs satisfying regularity requirements imposed in Step 1.
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Ž . 2For M, « defined by A1 denote by K a compact subset of R such that
Ž . Ž . Ž . < < 4 0t, u, ¤ : t g I, x t y « F u F y t q « , ¤ F M ; I = K and let U be
an open and bounded set containing K.
U Ž . Ž .Let f be the modification of f relative to x, y defined by 4.5 .
Ž . Ž . Ž . Ž .For n g N set x t s x t y 1rn, y t s y t q 1rn. Obviously,n n
Ž . Ž . Ž . Ux t , y t satisfy 2.1 with f ’ f . By Lemma 1.2, the inequalityn n
< U Ž . Ž . < Ž . Ž .f t, y, z y f t, y, z - 1rn, holding in the set t, u, ¤ : t g I, x t F un
Ž . 4 U Ž .F y t , ¤ g R , implies that for n large enough f satisfies A1 withn
Ž .respect to x , y .n n
U U < U Ž .Replacing f by f defined as in Lemma 1 and such that f t, u, ¤ yn
U Ž . < Ž . Ž .f t, u, ¤ - 1r 2n for t, u, ¤ g I = K and again applying Lemma 1.2,n
U Ž .it is clear that for n sufficiently large f also satisfies A1 with respect ton
Ž .x , y .n n
Let g : R = R m “ R, hU : R = R n “ R, kU : R = R “ R be the modifi-
U Ž . Ž Ž ..cations of g, h, and k given by the formulae: g p, z s g p, t c z ,
U Ž . Ž Ž .. U Ž . Ž . 0Ž . 0Ž .h p, z s h p, r c z , k p, q s k c p, c q , where c : C I “ C I
Ž w x.is defined by cf. 10 :
¡y t for y t - r t ,Ž . Ž . Ž .~r t for x t F r F y t ,Ž . Ž . Ž .c r t sŽ . Ž . ¢x t for r t - x t .Ž . Ž . Ž .
Applying the formulae c x s x, c y s y and the monotonicity of g andn n
U Ž Ž . . Ž Ž . . Ž Ž . . U Ž Ž . .h we get g x 0 , t x s g x 0 , t x - g x 0 , t x F A, h x 1 , r xn n n n n
Ž Ž . . Ž Ž . . U Ž Ž . . U Ž Ž . .s h x 1 , r x - h x 1 , r x F B, g y 1 , t y ) A, h y 1 , t y ) B.n n n n n
U Ž Ž . Ž .. Ž Ž . Ž .. U Ž Ž . Ž .. Ž Ž .Moreover k x 0 , x 1 s k x 0 , x 1 s A, k y 0 , y 1 s k y 0 ,n n n n
Ž ..y 1 s A.
Ž . Ž .From the above considerations it is clear that x t , y t are, respec-n n
tively, the lower and upper solutions for the modified BVP consisting of a
system
uX s wy1 ¤ , ¤ X s f U t , u , wy1 ¤ ,Ž . Ž .Ž .n
and one of the boundary conditions
gU u 0 , t u s A , hU u 1 , ru s B ,Ž . Ž .Ž . Ž .
wy1 ¤ 0 s A , hU u 1 , ru s B ,Ž . Ž .Ž . Ž . 4.13Ž .
kU u 0 , u 1 s A , l w ¤ 1 , w ¤ 0 s B.Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .
Ž Ž . Ž ..By the Step 1, the modified BVP has a solution u t , ¤ t satisfyingn n
Ž . Ž Ž . Ž ..one of conditions in 4.13 and such that u t , ¤ t g K for t g I.n n
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U Ž . U Ž .Since lim f t, u, ¤ s f t, u, ¤ uniformly in I = K, from the con-n“‘ n
Ž w x.vergence theorem cf. 1, Chap. 1.4 , we conclude that the sequence
Ž .4 Ž .4u , ¤ contains a subsequence, denoted again by u , ¤ , convergingn n n n
Ž Ž . Ž .. Ž .as n “ ‘ the solution u t , ¤ t of 4.6 .0 0
Ž . Ž . Ž .From conditions x t F u t F y t ,n n n
lim x t s x t , lim y t s y tŽ . Ž . Ž . Ž .n n
n“‘ n“‘
Ž .Ž . Ž .Ž . Ž .for t g I it follows that lim c u t s c u t s u t givingn“‘ n 0 0
gU u 0 , t u s g u 0 , t u , hU u 1 , ru s h u 1 , ru ,Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .0 0 0 0 0 0 0 0
and
kU u 0 , u 1 s k u 0 , u 1 ,Ž . Ž . Ž . Ž .Ž . Ž .0 0 0 0
hence the limiting function also satisfies the boundary conditions, which
completes the proof of Step 2 and Theorem 1.
Ž . Ž .Proof of Theorem 2. First observe that conditions 3.3 or 3.5 ensure
the existence of lower]upper solution to each of BVPs mentioned in
Theorem 2.
Ž . Ž . Ž .In case k functions x t s yM, y t s M are upper]lower solutions
Ž . Ž . Ž . Ž . Ž . Ž .to BVPs 3.1 , 1.5 and 3.1 , 1.6 . Similarly, in cases kk and kkk the
Ž .lower and upper solutions are, respectively, defined by x t s A q L t,2
Ž . Ž . Ž Ž . Ž .. Ž . Ž Žy t s A q L t, and x t s L t q 1 y ha r a y 1 , y t s L t q 1 y1 1 2
. Ž .. Ž Ž . my 1 . Ž . Ž . Ž .ha r a y 1 h s 1ra Ý a j . Finally, in case kv x t s yM, y tis1 i i
Ž .s M are associated with 1.5 and functions
w x w xL t , t g 0, yMrL , L t , t g 0, MrL ,2 2 1 1x t s y t sŽ . Ž .½ ½w x w xyM , t g yMrL , 1 , M , t g MrL , 12 1
Ž . Ž .are upper]lower solutions of 3.1 corresponding to 1.6 .
Ž . Ž . Ž .Next observe that 3.4 , 3.6 and 3.7 imply that in all cases f satisfies
Ž .A1 .
Ž . Ž .In case k by 3.5 , f satisfies the Nagumo condition with respect to2
Ž . Ž . Ž .yM, M, hence 3.6 and 3.7 imply that A1 holds for f and yM, M.
In remaining cases set
¡f t , u , L , ¤ ) L ,Ž .1 1~ f t , u , ¤ , L F ¤ F L ,Ž .F t , u , ¤ sŽ . 2 1¢f t , u , L , ¤ - L ,Ž .2 2
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Ž .and replace 3.1 by
uY s F t , u , uX . 4.14Ž . Ž .
Ž .Additionally, observe that function F t, u, ¤ satisfies the Nagumo condi-
Ž .tion relative to any pair x, y of lower and upper solutions listed above,
Ž . Ž . Ž .because it is bounded in the set t, u, ¤ : x t F u F y t , t g I, L - ¤ -2
4L .1
Invoking Theorem 1, we conclude that BVPs listed in Theorem 2 have
Ž .solutions satisfying inequality 2.5 .
XŽ .To complete the proof it remains to show that L - u t - L for t g I2 1
Ž . Ž . Ž . w xin cases kk , kkk , and kv . This fact has been shown in 12, 13 . We
attach here the proof for the sake of completeness.
Ž . Ž .kk Condition 2.5 implies that
< < < <A y L F u t F A q L for t g I. 4.15Ž . Ž .2 1
Ž . Ž . Ž . XŽ . XŽ . Ž .By 3.2 , ¤ j s B for a certain j g h, 1 . Thus u 0 , u j g L , L .2 1
Ž . XŽ . w xBy 3.3 , we have L F u t F L for t g 0, j . Let t be the smallest2 1
w x XŽ . XŽ . XŽ .number of j , 1 satisfying u t s L . The formula u t s u j q1
1 YŽ . 1 Ž Ž . XŽ .. Ž . Ž . XŽ .H u s ds s H f s, u s , u s ds together with 4.15 and 3.4 gives u tj j
XŽ .- L , a contradiction. The proof of inequality L - u t is similar.1 2
Ž . Ž .kkk Modify 4.14 by replacing its right-hand side by a function Fn
Ž .satisfying the strict inequalities 3.3 , such that lim F s F. Such an“‘ n
Ž .modification does not change lower]upper solutions. Let u t be then
Ž . X Ž .solution of the modified equation. By 1.5 , L - u t - L for small t.2 n 1
X Ž . Y Ž .Let t ) 0 be the first number satisfying u t s L . Thus u t G 0. On0 n 0 1 n 0
Y Ž . Ž Ž . .the other hand u t s F t , u t , L - 0. The contradiction provesn 0 n 0 n 0 1
X Ž . X Ž .that u t - L for all t g I. Similarly, one proves that L - u t forn 1 2 n
XŽ .t g I. Passing to the limit as n “ ‘ one gets inequality L F u t F L .2 1
Ž . Ž . Ž . Ž .kv If u t is the solution of BVP 3.1 , 1.6 , then condition a s 1
my 2 Ž . Ž .implies that the sum Ý a u j , being a convex combination of u j , isis1 i i i
Ž . Ž . Ž . my 2 Ž . Ž .equal to u h , for a certain h g j , 1 . Hence u 1 y Ý a u j s u 11 is1 i i
Ž . XŽ . Ž . XŽ .y u h . In consequence, u j s 0, j g h, 1 . Since in addition u 0 s 0,
Ž . XŽ .by the argument used in kk we get the inequality L - u t - L for2 1
t g I.
Ž . Ž . Ž .Suppose now that u t solves BVP 3.1 , 1.6 . Then the first of condi-
Ž . Ž . XŽ .tions 1.6 together with 2.5 imply that u 0 s 0. As previously, from the
Ž . Ž .second one we get ¤ t s 0 with t g j , 0 and in a consequence the1
XŽ .inequality L - u t - L . The proof of Theorem 2 is completed.2 1
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