Abstract. A Toeplitz matrix is one in which the matrix elements are constant along diagonals. The Fisher-Hartwig matrices are much-studied singular matrices in the Toeplitz family. The matrices are defined for all orders, N . They are parametrized by two constants, α and β. Their spectrum of eigenvalues has a simple asymptotic form in the limit as N goes to infinity. Here we study the structure of their eigenvalues and eigenvectors in this limiting case. We specialize to the case with real α and β and 0 < α < |β| < 1, where the behavior is particularly simple.
A family of these matrices can be generated by doing a Fourier transformation of a function a(z) defined on the unit circle
The generating function a(z) is known as the symbol. A Toeplitz operator is a Toeplitz matrix in which N, the number of rows and columns is taken to be infinite. As N goes to infinity, the eigenvalues and eigenfunctions of the Toeplitz matrix might be expected to converge to those of the corresponding operator. However, the convergence is quite non-uniform and subtle as one can see from the literature [1, 2] .
History
Toeplitz matrices have many applications in physics [3] . One example is that in the two-dimensional Ising model, the spin-spin correlation function of the square lattice can be written as a Toeplitz determinant [4, 5, 6] . More generally they arise whenever a line of "impurities" exists in an otherwise uniform system. This line is then represented by a matrix in which the interaction between different impurities depends only on the distance between them.
There has been a considerable study of the behavior of these matrices in the limit as their order goes to infinity. Szegö [7] found an asymptotic determination of Toeplitz determinants, which was then extended to a wider class of models by Hartwig and Fisher [8, 9] . The Szegö class is defined by symbols which are non-singular on the unit circle. These probably have no singularities in their eigenfunctions. The more interesting class defined by Hartwig and Fisher has a symbol of the form:
They have singularities involving irrational powers of N in their determinant. We shall find similar singularities in their eigenfunctions. This work on singular Toeplitz matrices was in turn extended to give the spectrum of eigenvalues [1, 10, 11] . Lee, Dai, and Bettleheim [12] did the first calculation of the actual first order correction to the eigenvalue which they found to be of order (ln N)/N when l/N was neither very close to zero or one. Their work was limited to the case α = 0. We shall extend their eigenvalue calculation to use in our determination of the eigenfunctions.
Outline of paper
Our study is focused on the asymptotic behavior of the eigenvalues and eigenvectors of the N by N Toeplitz matrices. The next chapter is devoted to finding the qualitative properties of the large-N eigenvectors, calculated numerically. We note that the eigenstates can be classified by a momentum variable, p l , which defines the exponential behavior of the eigenvector. We also note that the scaling properties of the eigenvectors at the ends of this interval differ from the ones in the middle. We focus upon the latter.
Chapter 3 is devoted to the justification of a kind of quasi-particle [13, 14] theory for these eigenvalues and eigenvectors. Specifically we develop arguments and numerical data for the two equations given in the abstract. Both of these concern the "momentum", p l . One of these defines an expression for the eigenvalue in terms of the momentum and N. The other says that the momenta are roughly equally spaced along the line (0, 2π). Both of these are derived heuristically and checked by numerics. Chapter 4 makes use of the Wiener-Hopf method to construct an analytic theory of the eigenvectors. When α and β are in the right range, including for example, 0 < α < −β < 1, we can find a closed form approximate expression for the eigenvectors appropriate for small j/N. In Chapter 5, this integral expression is evaluated. To carry out the evaluation, we must give, as input, the eigenvalue. In this chapter, we show that, for large N, these operator eigenvectors provide an excellent approximation to the corresponding matrix eigenvector for values of j/N < 0.7. Many of the scaling properties of the eigenvectors and eigenvalues are derived from this analysis of the operators.
Chapter 6 briefly discusses these results and gives suggestions for future work.
The eigenvectors

Defining equations
The Toeplitz matrices, of course, have N eigenvalues corresponding to N right eigenvectors, ψ l,N j
and an equal number of left eigenvectorsψ l,N j . (In discussing these matrices, we shall most often drop the superscript, N.) The eigenvalues and eigenvectors obey
and
Each of these eigenvectors are uniquely defined, up to an overall multiplicative constant, whenever the eigenvalues are non-degenerate.
N = ∞
For finite-N, we do not know closed form expressions for the eigenvalues and eigenvectors of the Toeplitz matrix. However, the eigenvalues and eigenvectors of the Toeplitz matrices are very easily found when T kj is a doubly infinite matrix with indices covering (−∞, ∞). Because of the translational invariance in the latter situation the eigenvectors are of the form
for all possible real values of p, while the corresponding eigenvalues are determined by the symbol and are
Parity symmetry
Note that for all finite Toeplitz matrices the right eigenvector can be calculated from the left eigenvector by:
Thus, for the finite Toeplitz matrix,ψ l j serves in an analogous role to that played by an adjoint eigenvector for a Hermitian matrix. In particular, ifψ l and ψ m have different eigenvalues, they are orthogonal. We find that when properly normalized, the vectors have orthonormality relations
Before normalization, the vectors are arbitrary up to multiplication by a complex constant. To get the normalization right one must multiply by a constant, leaving only an ambiguity under multiplication by ±1. The completeness condition is
We have verified Eq.(8a) and Eq.(8b) for the range of parameters considered in this paper. The symbol's parity transform is produced by z → 1/z. For the Fisher-Hartwig symbol of Eq.(3), this change is reflected by β → −β. Thus in this case, β and −β are equivalent for finite N since they are obtained from one another by a symmetry operation. Thus they have the same eigenvalue spectrum. For infinite N they are not equivalent, so that in j ∈ [0, ∞], the matrices with parameters β and −β have different eigenvalues. 
Numerical calculation of eigenvalues and eigenfunctions
Our analysis begins by the calculation of the eigenvalues and eigenfunctions of the , the Toeplitz matrix elements are given by
These matrix elements have the asymptotic behavior
for large values of |j − k|
Here the ± signs refer respectively to the cases in which j > k and j < k.
In our numerical calculations, we use the exact form given by Eq.(9) and then calculate eigenvalues and eigenfunctions using the routines supplied in the commercial program Mathematica.
To set the analysis of the eigenfunctions in a proper context we first show in Figure  1 a depiction of the eigenvalues for different N and fixed α and β. The solid curve is theoretical. It shows the image of the symbol, a(z), as z traverses the unit circle. The dots are the eigenvalues calculated using Mathematica. According to Widom's theory [10, 11] , for many kinds of symbols, as N goes to infinity, the spectrum of eigenvalues should approach that image. Specifically, the eigenvalues are approximately the ones given by the N = ∞ case in which fourier transformation gives ǫ l,N = a(exp(−ip l )), where the momenta, p l are uniformly spaced in (0, 2π). In symbols,
This figure shows that, for the case plotted here, the eigenvalues follow Widom's prescription. In fact Eq. (10) is true for all α and β which obey 0 < α < |β| < 1, which is the study range for this paper.
Different regions for eigenvector
The next two plots, Figure 2 and Figure 3 show respectively the gross behavior of the magnitude and phase of these eigenvectors, one with N = 100 and l = 24. Both plots show that, for large N, the ratios ψ j+1 /ψ j are constant throughout a broad central region of j, extending perhaps to from small values of j/(N − 1) to j/(N − 1) ≈ 0.7. This behavior changes markedly within the first few values of j and above j/(N − 1) ≈ 0.7. We call these two regions respectively the initial region and the final region. 
Central region
The first and most obvious characteristic of the central region is that over most of the region the eigenvector varies exponentially
as indicated by the straight line behavior of exponent versus j in Figure 2 and Figure  3 . This behavior can most easily be understood as a consequence of the translational invariance of the matrix T j,k = T (j − k). The central region is far from the two ends j = 0 and j = N −1. The eigenfunction in this region behaves as it would if we were able to push the two ends infinitely far away. We have picked l = [(N − 1)/4], so that this particular eigenfunction shows four different branches which differ in phase by roughly π/2.
Initial region
This branch-structure can also be discerned in the initial region (See Figure 6 and Figure 7 show eigenfunction for relatively large values of j/(N − 1). We note from the former figure that the four branches have different shapes in this region. However, Figure 7 shows that the shapes of the different branches settle down to an Nindependent form as N goes to infinity. However, the scaling in this region appears to be somewhat complex. We leave a further analysis of this region to a later publication.
Final region
Quasi-particle results
In the 1950s, Landau [13, 14] worked out a theory of a low-temperature Fermi liquid, e.g. He 3 , which argued that the Fermi liquid was just like a non-interacting Fermi gas except that it had a different relation between energy and momentum. Here, we would like to make the same kind of argument.
"Energy"-momentum relation
We follow Landau in saying that the relevant "momentum", p, appears in the phase of the eigenfunction as exp(ipj). In the idealized case, N = ∞, corresponding to Landau's non-interacting case, the phase and eigenvalue obey ǫ = a(exp(−ip)). We carry this result over directly to finite values of N as in Equation II of the Abstract. We write that equation in terms of a −1 (·), the function inverse to a(·), to define
The momentum variable defined from the wave function will be written as p ψ . One possible definition is
Here we must pick the branch of the logarithm in Eq.(12) so as to make p ψ approximately equal to 2πl/N. We need to figure out whether, the two definitions give results that are substantially equal in the large N limit, for example, whether it is true that
Eq.(13) and the equations in the abstract are all checked using Tables 1 through  4 . All four tables analyze the data for α = 1/3 and β = −1/2. The first two tables use data for the imaginary part of p, while the latter two refer to the real part of p. In each case, the p ψ in the table is obtained by using Eq. Table 1 . Two estimates of the imaginary part of p are shown to be substantially equal. They are then successfully fit to the theory. The value of l for this table is l = [(N − 1)/2]. The third line shows the difference of the two estimates and the fourth line shows that difference multiplied by N 3 . The rough constancy of this line with increasing N supports the correctness of Eq. (13) . The next to last line shows the result of multiplying the imaginary part of p ψ in the top row by N . According to the theory this quantity should be (2α + 1) ln N + ℑ(C). We get a good fit to these data by using ℑ(C) = 2.639. The last row in the table is the result of subtracting this fit from the result in the previous row. It represents the error in our analysis. Since the relative error is so small, we argue that Equation I of the abstract is corroborated. Figure 8 .
These results of this comparison are shown in Table 1 for p roughly equals to π/2. Table 2 shows the same analysis applied to an "irrational" value of p chosen by taking Tables 3 and 4 give a similar comparison for the real part of p. In all cases Eq.(13) appears to be justified. Table 4 . The same as Table 2 , except that we examine here the real part of q = p − 2πl/(N − 1). The fit on the last line compares N times the real part equal to a constant, −1.618. As one can see, this fit is quite accurate especially for the larger values of N .
Spacing of eigenvalues
The other part of quasi-particle theory that we wish to verify is that for successive lvalues the p l should be spaced by 2π/N. This will help ensure that the phase difference between ψ l 0 and ψ l N −1 can remain independent of l. To check this we notice that the fits for the real part of p in Tables 3 and 4 indicate that these two eigenvalues have their spacing correctly described by the two equations in the abstract. A brief examination shows that these spacings seem to continue to hold for all values of l except the ones which have l/(N −1) ≪ 1 or 1−l/(N −1) ≪ 1. Near these end-points different spacings are observed. In this paper, we do not pursue this point any further.
Wiener-Hopf method
The singly infinite eigenvalue problem
To get a good approximation for the Toeplitz matrix's eigenvector, one might start by looking at the limiting case in which N is infinity. The case in which the integer index, j, is extended from −∞ to ∞ is simply solved by Fourier transformation as in Eq. (5) and Eq.(6). But the singly infinite case, described as the Toeplitz operator problem, in which j extends from, say, 0 to ∞ is much harder. The approach from singly infinite-N to the case of N large but finite is tricky and non-uniform. (We give an example of the non-uniformity below.) Nonetheless the singly infinite matrix provides a good entry into the finite-N system.
We want to solve the Toeplitz operator eigenvalue-problem
and the transpose problem
where T is a Toeplitz operator, i.e.
There is a well-developed theory, called the Wiener-Hopf method, for solving equations involving this kind of operator [15] . See for example [16] and Chapter IX of McCoy and Wu [5] . See also [17, 18] for applications close to the problem studied here. Following McCoy and Wu, we define a class of vectors with indices which run from −∞ to ∞. The components of these special vectors are required to vanish for negative values of their index. The vectors of this type are indicated by the superscripts "+". For example the "+" vector corresponding to an eigenfunction of the Toeplitz operator is written as
then we can write the eigenvalue equation as
We would like to define an equation for the eigenfunction which covers the entire range, (−∞, ∞), for the variable j. To do that we define another kind of vector, one indicated by a superscript "−". One example of such a vector is
In general, the vectors in this category vanish for j > 0. However this particular vector also vanishes for index equal to zero. This extra condition will play an important role in our solution.
The result of this subsection is an eigenvalue equation which reads
This equation has the same content as Eq.(14a).
Fourier transforms
Eq.(16) may be solved by Fourier transformation. Define
Multiply Eq.(16) by z j and sum over all j, to give
which then gives an eigenvalue equation expressed in Fourier language:
At this point, the eigenvalue equation has been reduced to an algebraic equation, one that may apparently be solved by algebraic manipulations. However, Eq.(20) has two unknowns, ψ + (z) and ψ − (z) so that additional knowledge is needed to obtain a solution for ψ + (z). That knowledge is based upon the analytic properties of the various functions.
Factorization
To find ψ + (z), we must factorize K(z) = a(z) − ǫ into a product of functions of the form
where ν is an integer determined by the form of K(·). It is called the winding number since it represents the total number of times the function wraps around zero when z is rotated once around zero in the positive sense. The winding number obeys
This factorization is important since it will enable us to immediately construct a nontrivial solution to the Toeplitz operator equation in the one case, ν = −1, in which this solution exists [16] . (See McCoy and Wu [5] page 208-215. The condition, ν = −1, demands that the j = 0 component of ψ − j must be zero, as is required for our solution.) A factorization like this can be derived simply when the function, K(z), has no singularities or zeros on the unit circle and has none at zero or infinity. However, all these conditions fail in the Fisher-Hartwig case. But, McCoy and Wu [5] argue that the factorization also works with the definition, Eq. (22), of the winding number in the case in which K(z) is only continuous, not analytic, on the unit circle and has appropriate analyticity properties in an analytic continuation away from that circle. Their analysis then covers the Fisher-Hartwig case in the range interesting to us: 0 < α < |β| < 1. If one applies this integral formula of Eq.(22) to find the winding number for K one sees that
so this is the case in which the Toeplitz operator gives a non-trivial solution for the eigenvector. Conversely
so there are only trivial eigenvector solutions in this situation.
McCoy and Wu also give us formulas for finding the functions K ± (z). One starts from the contour integration
Here the upper (and lower) signs respectively refer to the cases in which z is inside (and outside) the unit circle. Then
With these definitions, the eigenvalue equation has the form
The left hand side contains only non-negative powers of z. To say when we can have eigenvalues, we must look at the right hand side and see whether it can match the left. The three factors on the right hand side contains powers which are at a maximum −ν − 1 + 0, obtained from reading the three factors from left to right.
ν = −1
The sole possibility of obtaining a solution to Eq.(26) comes from picking ν = −1.
Then the right hand side can match the left by simply having each side be a constant independent of z. Thus one finds
where C is a non-zero constant which will set the phase and magnitude of the wave function.
In this case, we have as our solution
We have now obtained a solution in terms of quadratures.
Note that in general we expect that the ν-value will remain constant as the eigenvalue varies over some open set. Thus one has a region in the complex plane in which the Toeplitz operator has eigenvalues. This result is in contrast to the outcome for the Toeplitz matrix which usually has N isolated eigenvalues.
Example: A simple pole We choose a very simple example to illustrate what we have said. Take a to be of the Fisher-Hartwig type with α = 0 and β = −1: a(z) = z −1 (See Eq. (3), where for convenience we have dropped the overall minus sign). The matrix, T jk , is
The equation φ = T ψ is equivalent to
Thus the operator T = z −1 when it is acting to the right transfers information from large j to smaller j. It is reasonable to assume that all operators with ν = −1 similarly transfer information towards smaller j, and thereby they can effectively produce a boundary condition of a vector being zero as j goes to infinity.
Take the eigenvalue to be ǫ, with magnitude less than unity, so that it sits within the unit circle. Then
The factorization then gives
As required K + has its zero outside the unit circle. One therefore finds that the eigenfunction has a fourier transform
which in turn implies an exponentially decaying eigenfunction
Thus the entire unit circle is filled with eigenvalues while ψ + (z) has a single pole, and the eigenfunctions ψ j are geometrical series.
This situation is of the Fisher-Hartwig type with α = 0 and β = −1. However, the finite Fisher-Hartwig matrix with this symbol has a very different behavior. This matrix, T (N ) has N unit entries just above the diagonal, with all the rest of the entries being zero. (Here the notation T (N ) describes an N order Toeplitz matrix and not the Nth power of anything.) Thus it looks just like the infinite matrix of Eq.(29) except that it is truncated after N rows and N columns, i.e.
The eigenvalue equations read
These equations are solved successively. They do not make sense for ǫ = 0. For all other values of ǫ, the eigenvector has all of its elements being zero. As a result, all eigenfunctions are trivial. Thus, the eigenfunction behavior of this particular order-N Fisher-Hartwig matrix matches that of the corresponding operator only in the special case in which we set C = 0 in the operator eigenvector.
Calculation of eigenfunctions
The work of previous authors on eigenvalues has given us useful but limited information. We have an asymptotic expansion which gives the line on which the eigenvalues fall and their probability density on that line. Their exact placement on that line has never been explicitly calculated. Nor have the eigenfunctions associated with these eigenvalues. Here, we set out to fill in some of these omissions, using both asymptotic calculations and numerical work. We shall especially make use of the Wiener-Hopf solutions outlined in the previous chapter to discuss the properties of the behavior arising from the FisherHartwig generating function. For 0 < α < −β < 1, all the eigenvalues lie within the closed curve formed as the image of the unit circle mapped by the symbol. Since the image winds around in the clockwise direction, the winding number of (a α,β − ǫ) is −1 for any eigenvalue, ǫ. Therefore, we can use the quadrature of the previous chapter,
where
This result is then a solution by quadratures of the Toeplitz operator problem involving the Fisher-Hartwig symbol. We may assume that this solution is accurate for small positive values of x = j/(N − 1) and becomes less accurate as x approaches one from below. There is an additional pole singularity at z ′ = z, which does not contribute because z is inside the unit circle.
Evaluation of the integrals
Eq.(33) and Eq.(34) together give the result for the Fisher-Hartwig symbol for the case 0 < α < −β < 1. Figure 1 shows the image of the unit circle formed by the symbol together with the eigenvalues of the corresponding Toeplitz matrices for the case α = 1/3, β = −1/2. We see that the eigenvalues are all distributed inside the image of the symbol. They approach that image as the size of the Toeplitz matrix goes to infinity. Further discussion of the asymptotic behavior of the eigenvalues has been given in [12] .
To perform the contour integration in Eq.(34), we need to rewrite our symbol in terms of an analytic function, which is
We shall choose this function, which has branch points at zero, one, and infinity, to have a branch cut along the positive real axis (See Figure 10) . The logarithm in Eq.(34) has an additional singularity at the point, outside the unit circle, where a(z ′ ) equals the eigenvalue. We call this point z c . It obeys
We can then have another branch line extending from z c to ∞. As N goes to infinity, ǫ approaches the image of the unit circle and z c approaches the unit circle. These points will play important roles in what follows. Since a(z ′ ) goes exponentially to zero at infinity the contour in Eq.(34) can be deformed as shown in Figure 10 . The big circular path can then be taken to ∞. The result is that our integral becomes, aside from an additive constant,
Here L(z) stands for a logarithmic term, which is
while S(z) stands for a term which has a weak singularity at z = 1,
Here, z c is the position of the zero in K(z) = a(z) − ǫ in the z-plane. According to Widom's ideas, this zero approaches the unit circle as N goes to infinity, but remains outside of that circle. This approach makes for a near-singularity in ψ + (z) on the circle. For z inside the circle, this near-singularity looks like a singularity just outside the point z = exp(−2πil/(N − 1)). In contrast the real singularity in ψ + (z) is produced by the branch line which passes through z = 1. The singularity and the near-singularity are well separated except for situations in which l is relatively close to l = 0 or l = N − 1. We have not explored these exceptional limiting cases.
Accuracy of Wiener-Hopf solution
The solution we have generated is exact in the limiting case in which j is fixed and N goes to infinity. Thus, we might expect that the solution is accurate for large N and fixed j/(N − 1). To see how accurate it is, we plot in Figure 11 the absolute value of the difference between the Wiener-Hopf quadrature and the exact solution for N = 1000. The absolute value of the error never gets larger than a few times 10 −7 . It decreases slowly as j/(N − 1) increases. The relative error, plotted in Figure 12 , grows with j/(N − 1), starting from order 10 −7 and increasing to order one at j/(N − 1) ≈ 1. Therefore, we may say that the Wiener-Hopf solution reproduces the main features of the exact eigenfunction except very close to the maximum values of j/(N − 1).
Examination of solution
Even a superficial examination of Eq.(37) shows that its behavior fits the known properties of the eigenfunction. One term in the wave function is
This part of ψ(z) thus produces a ψ j which is This structure is exactly the decaying exponential so evident in the central region of j. The other parts of ψ(z) come from ψ S (z) = exp (−S(z)). This exponential is independent of N except for the very weak N-dependence produced by a very small additive term of the form γ(ln N)/N in the eigenvalue, ǫ. This effect of the Ndependence in this term is quite negligible. Figure 13 plots the magnitude of the terms in the power series expansion of ψ S (z) in z. Using the same notation as used for ψ L (z), these terms are called (ψ S ) j . The first few terms are of order unity and produce the small-j bumps evident in Figure 4 . The bumps slowly die away for higher j.
For higher j the behavior of (ψ S ) j is dominated by a power law behavior, which shows up as a straight line in Figure 13 . Even though these terms fall off, this contribution remains significant. This behavior is shown in Eq.(40). It results from a singularity as z goes to unity evidenced in Eq. For large j the integral contributes for small values of s, of order 1/j so that we can replace (1 + s) j+1 by e s(j+1) . We thus get the leading singularity in ln ψ S (z) to be given Since this singularity in ln ψ S (z) indicates a zero added onto a leading term which is a constant, the very same form of singularity appears in ψ S (z), which therefore has a high order expansion
[ψ S (z)] j ∼ − Γ(2α + 1) sin π(α + β) π ǫ (j + 1) 2α+1
for large values of j. 
where A and B are both constants. Since both terms are generated near j = 0, we expect both A and B to be of order unity. Note that both terms fall off for higher j. If, as we expect, ℜ (ln 1/z c ) is small, then the exponential decay will be slow for small j, while the decay of the algebraic term will be rapid. However, for sufficiently large j the two terms return to being of the same order. We assume this equality is achieved when j = O(N) so that we might have a boundary condition in which the two terms effectively interfere to produce a very small result near and beyond the border at j = N − 1:
Since z c = exp(−ip), we can calculate the imaginary part of p as
The O(1/N) term arises from the ratio of A/B in Eq.(42). This change in p enables one to calculate the shift in the eigenvalue in the form δǫ ǫ = ∂ ln ǫ ∂p ℑ (p) so that the change in the eigenvalue is given by δǫ ǫ = β + iα cot p 2 (2α + 1) ln N N
This is, to our knowledge, the first calculation of the eigenvalue shift for α not equal to zero.
