Abstract. In superspace a realization of sl 2 is generated by the super Laplace operator and the generalized norm squared. In this paper, an inner product on superspace for which this representation is skew-symmetric is considered. This inner product was already defined for spaces of weighted polynomials (see [K. Coulembier, H. De Bie and F. Sommen, Orthogonality of Hermite polynomials in superspace and Mehler type formulae, arXiv:1002.1118]). In this article, it is proven that this inner product can be extended to the super Schwartz space, but not to the space of square integrable functions. Subsequently, the correct Hilbert space corresponding to this inner product is defined and studied. A complete basis of eigenfunctions for general orthosymplectically invariant quantum problems is constructed for this Hilbert space. Then the integrability of the sl 2 -representation is proven. Finally the Heisenberg uncertainty principle for the super Fourier transform is constructed.
Introduction
In recent work, we have been developing a new approach to the study of superspace, namely by means of harmonic analysis (see e.g. [11, 10, 4, 8] ). We work over a superspace R m|2n generated by m commuting or bosonic variables and 2n anti-commuting or fermionic variables ( [2] ). The main feature of this approach is the introduction of an orthosymplectic super Laplace operator ∇ 2 and a generalized norm squared R 2 . They have the property ∇ 2 (R 2 ) = 2(m − 2n) = 2M with M the so-called super-dimension. This parameter characterizes several global features of the superspace R m|2n , see [11, 10, 12, 6] . In [11, 10, 4] integration over the supersphere (algebraically defined by R 2 = 1) was introduced giving a new tool in the study of super analysis.
Schrödinger equations in superspace were considered first as a method to incorporate spin, see e.g. [13, 14] . The quantum (an-)harmonic oscillator ( [12, 14, 17] ), the Kepler problem ( [27] ), the delta potential ( [9] ) and the CM S-model ( [16] ) have already been studied in superspace. Until now, a suitable Hilbert space structure for quantum mechanics on superspace has not been introduced. It is therefore the main aim of this paper to tackle that problem.
In [5] , we already constructed an inner product ·|· 2 on the space of polynomials weighted with the super Gaussian such that R 2 and ∇ 2 are symmetric operators. Here, we will show that this inner product can be extended to the super Schwartz space, S(R m ) ⊗ Λ 2n , with Λ 2n the Grassmann algebra, but not to L 2 (R m ) ⊗ Λ 2n . In order to prove the extension to S(R m ) ⊗ Λ 2n we construct a spherical Hermite representation theorem for S(R m ) ⊗ Λ 2n . In doing so, we will consider two different bases of the Schwartz space, the product basis (obtained by products of purely bosonic and fermionic bases) and the spherical basis (generated by the canonical sl 2 realization in superspace). The main technical tool in extending the inner product ·|· 2 is the determination of polynomial bounds of the change-of-basis coefficients between these two bases (see theorem 3.4).
Next we turn our attention to suitable Hilbert spaces for quantum mechanics in superspace. We first prove the rather surprising fact that any Hilbert space for which R 2 and ∇ 2 are symmetric operators and which contains the eigenvectors of the harmonic oscillator will contain generalized functions (i.e. distributions). These generalized functions are weak derivatives of functions. This is in agreement with the study of orthosymplectically invariant Schrödinger equations in [6] which led to the conclusion that it is natural to include generalized functions in the space of solutions. Subsequently, we define our 'canonical' Hilbert space as the closure of S(R m ) ⊗ Λ 2n with respect to ·|· 2 . We show that the space of solutions of orthosymplectically invariant Schrödinger equations (such as the oscillator and Kepler problem) constructed in [6] forms a complete basis. We also derive a criterion for essential self-adjointness of orthosymplectically invariant Hamiltonians. Then we show that the sl 2 representation generated by the super Laplace operator and the generalized norm squared on S(R m ) ⊗ Λ 2n is integrable. This is a generalization of a result for Dunkl-harmonic analysis, see [1] . Finally we formulate and prove the Heisenberg uncertainty relation for the super Fourier transform.
The paper is organized as follows. First the necessary notions of super harmonic analysis are reviewed. Then the coefficients for the change of basis between the super Hermite functions and the product of purely bosonic and fermionic Hermite functions are calculated and a detailed study is made of their growth properties. Using this result we prove that the inner product can be continuously extended to S(R m ) ⊗ Λ 2n , but not to L 2 (R m ) ⊗ Λ 2n . The Hilbert space L 2 (R m|2n ) is then constructed as the unique Hilbert space containing the space of polynomials weighted with the super Gaussian, corresponding to the inner product ·|· 2 . Then we consider orthosymplectically invariant Schrödinger equations on superspace. Finally the integrability of the sl 2 representation and the uncertainty relation for the Fourier transform is proven. Also a list of notations is provided in order to avoid confusion.
Harmonic analysis in superspace
Superspaces are spaces where one considers not only commuting (bosonic) but also anti-commuting (fermionic) co-ordinates (see a.o. [2] ). The 2n anti-commuting variables x`i generate the complex Grassmann algebra Λ 2n under the relations x`ix`j = −x`jx`i. An arbitrary element f ∈ Λ 2n can hence always be written as f = A f A x`A with x`A = x`α 1 1 . . . x`α 2n 2n , A = (α 1 , . . . , α 2n ) ∈ {0, 1} 2n and f A ∈ C. The dimension of Λ 2n as a C-vectorspace is hence 2 2n . We consider a space with m bosonic variables x i . The supervector x is defined as x = (X 1 , · · · , X m+2n ) = (x, x`) = (x 1 , · · · , x m , x`1, · · · , x`2 n ).
The commutation relations for the Grassmann algebra and the bosonic variables are captured in the relation X i X j = (−1) We define X j = X i g ij . The square of the 'radial coordinate' is given by
x`2 j−1 x`2 j = r 2 + θ 2 ,
see [6] . The super gradient is defined by
= (∂ x1 , · · · , ∂ xm , 2∂ x`2 , −2∂ x`1 , · · · , 2∂ x`2n , −2∂ x`2n−1 ).
From this expression and the metric we obtain the Laplace operator
The super Euler operator is defined by
The operators i∇ 2 /2, iR 2 /2 and E + M/2, generate the sl 2 Lie-algebra ( [11] ). In particular, the relation
holds. The Laplace-Beltrami operator is defined as
The inner product of two supervectors x and y is given by
The commutation relations for two supervectors are determined by the relation
This implies that the inner product (2.3) is symmetric, i.e. x, y = y, x .
The space of super polynomials is given by
The space of homogeneous polynomials of degree k is denoted by P k and consists of the elements P ∈ P which satisfy EP = kP . More general superfunctions can for instance be defined as functions with values in the Grassmann algebra, f : Ω ⊂ R m → Λ 2n . They can always be expanded as f = A x`Af A , with x`A the basis of monomials for the Grassmann algebra and f A : Ω ⊂ R m → C. In general, for a function space F corresponding to the m bosonic variables (e.g.
The null-solutions of the super Laplace operator are called harmonic superfunctions. The space of all spherical harmonics of degree k is denoted by
2) implies they are eigenfunctions of the Laplace-Beltrami operator
In the purely bosonic case we denote H k by H b k , in the purely fermionic case by H f k . We have the following decomposition (see [11] ). Lemma 2.1 (Fischer decomposition). If M ∈ −2N, the space P decomposes as [10] the vector space H k was decomposed into irreducible pieces under the action of SO(m) × Sp(2n).
Theorem 2.2 (Decomposition of H k ).
Under the action of SO(m) × Sp(2n) the space H k decomposes as
The polynomials f l,k−2l−j,j are given by the formula
for 0 ≤ q ≤ n and 0 ≤ k ≤ n − q. They are, up to normalization, the unique polynomials of degree 2k such that
In particular f 0,p,q = 1 holds. The integration used on Λ 2n is the so-called Berezin integral (see [2, 11] ), defined by (2.5)
On a general superspace, the integration is then defined by (2.6)
with dV (x) the usual Lebesgue measure in R m . The supersphere is algebraically defined by the relation R 2 = 1, for m = 0. The integration over the supersphere was introduced in [11] for polynomials and generalized to a broader class of functions in [4] . The integration for polynomials is uniquely defined (see [10, 4] ) by the following properties. Theorem 2.3. For m = 0, the only (up to a multiplicative constant) linear functional T : P → R satisfying the following properties for all f (x) ∈ P:
•
The orthogonality condition on the supersphere can be made even stronger.
Theorem 2.4. One has that
with respect to the Pizzetti integral if and only if (i, p, q) = (j, r, s).
This supersphere integration is a dimensional continuation of the bosonic Pizzetti formula. The Berezin integral can be connected with the supersphere integration, again by dimensional continuation, see [4] . For M > 0 and f a function in
, the following relation holds (2.8)
f (vx).
In particular for P k a polynomial of degree k, one has (2.9)
We repeat the notions of symmetric, essentially self-adjoint and self-adjoint operators on Hilbert spaces (see [22] 
. O is essentially self-adjoint if it is symmetric and its closure O is self-adjoint.
There is an important criterion for essential self-adjointness ( [7] ). Lemma 2.6. If for a symmetric operator O on a Hilbert space V with domain D(O) there exists a complete orthonormal set f j for V in D(O) for which Of j = λ j f j , then O is essentially self-adjoint.
For finite dimensional vector spaces the notions of symmetric and self-adjoint operator coincide.
The orthosymplectic Lie superalgebra osp(m|2n) is generated by the following differential operators (see [6, 27] 
Schrödinger equations in superspace are equations of the type
with wave function ψ ∈ L 2 (R m ) m|2n , the potential V a superfunction and the energy E a complex number. Several authors have studied such equations. The (purely fermionic) harmonic oscillator was studied in [18] . Anharmonic extensions were studied in [17, 14, 15] . In [27] , Zhang studied the hydrogen atom in superspace (or quantum Kepler problem) using Lie superalgebra techniques. Also the delta potential has been studied, see [9] .
In this paper we will consider orthosymplectically invariant Schrödinger equations, which means L ij V = 0 for all i, j. Theorem 3 in [6] implies that such potentials are of the form V (R 2 ). Here, functions of the type V (R 2 ) are defined as follows:
and is an element of
When h is sufficiently smooth one has
The simplest orthosymplectically invariant quantum problem is the harmonic oscillator described by the Hamiltonian (2.13)
with a
the bosonic and fermionic creation and annihilation operators. When M ∈ −2N, the so-called spherical Hermite functions constitute a basis of eigenvectors of H for P exp(−R 2 /2), see the subsequent lemma 2.8. In the purely bosonic case they give an alternative for the basis of cartesian Hermite functions, based on the O(m)-invariance of the Hamiltonian of the harmonic oscillator. In superspace they are defined in [12] . For an overview of the different types of Hermite functions and their properties, see [5] . When M ∈ −2N, they can be expressed as (2.14)
k a basis of H k and L α j the generalized Laguerre polynomials which are defined as
When M > 0, the case with M bosonic variables is a special case. We use the symbol y for the vector variable in R M . The definition of Hermite functions then yields In the purely bosonic case with m dimensions, we will denote the spherical Hermite functions by φ
The distinction between the functions (2.15) and (2.16) is clearly artificial in some sense since m and M are both variables. The distinction will however be useful in the sequel as we will consider undetermined but fixed dimensions m and 2n (leading to a fixed M = m − 2n).
Since we will only use the spherical Hermite functions in this article we will simply call them the Hermite functions. For the sequel the following relations will be necessary, for proofs see [12] .
Lemma 2.8. Let M > 0. Then the super Hermite functions satisfy
The fermionic Gaussian function is given by the finite Taylor expansion exp(−θ 2 /2) = n j=0 (−1)
with s = 0, . . . , n; q = 0, . . . , n − s and t = 1, . . . , dim H f k , are the fermionic Hermite functions. They constitute a basis of Λ 2n , see lemma 2.1. We denote ζ f s,q = 1/ s!(n − s − q)!. The analogue of lemma 2.8 can be found in [12] . The following formula is important for the sequel,
The bosonic Hermite functions (2.16) are orthogonal with respect to the L 2 (R m )-inner product. The inner product for the fermionic Hermite functions is defined using the Hodge star map, see [5, 16, 24] . Definition 2.9. The star map * maps monomials
of degree (2n − k) where the sign is chosen such that x`A( * x`A) = 2 k−n x`1 . . . x`2 n . By linearity, * is extended to the whole of Λ 2n .
For H f (t) q ∈ H f q and s + q ≤ n, the following property is proven in [5] ,
Here, the transformation . : Λ 2n → Λ 2n is a linear transformation defined by
Definition 2.10. The inner product ·|· Λ2n : Λ 2n × Λ 2n → C is given by
With respect to the inner product .|. Λ2n the adjoints of θ 2 , ∇ 2 f and E f − n are given by
This implies that the fermionic harmonic oscillator is hermitian with respect to this inner product. However, other symplectically invariant Hamiltonians will not be. This is as expected, as in [17] it was calculated that the eigenvalues for the
Now choose a basis {H
Using property (2.19) we find that if H
are eigenvectors of · with different eigenvalues they are orthogonal, so we can still find an orthogonal basis for H f q for which the elements satisfy H q = ±i q H q . From now on we assume we use such a basis. Theorem 4.16 in [5] proves the orthonormality of the fermionic Hermite functions.
Theorem 2.11. The Hermite functions defined in equation (2.17) are orthonormal with respect to the inner product ·|· Λ2n :
The natural inner product on superspace is given by the direct product of the L 2 (R m )-inner product and the inner product on the Grassmann algebra, see also [5, 16] .
where the star map acts on Λ 2n as in definition 2.9 or equation (2.19) and leaves the bosonic variables invariant.
This inner product generates the topology of L 2 (R m ) m|2n . For this Hilbert space
so the harmonic oscillator (2.13) is symmetric, but more general orthosymplectically invariant Hamiltonians will not be. Moreover, the super Hermite polynomials are not orthogonal with respect to this inner product, see example 5.3 in [5] .
In [5] an inner product was constructed for which R 2 and ∇ 2 are symmetric. It was shown that this construction could only be made in case M > 0, see theorem 5.15 in [5] . For the remainder of this article we hence always assume M > 0, unless stated otherwise. The inner product ·|· 2 on P exp(−R 2 /2), for which R 2 and ∇ 2 are symmetric, is defined using the linear map T :
with f k,p,q the polynomials determined in theorem 2.2.
Proof. See theorem 5.11 and lemma 5.15 in [5] .
The results of lemma 5.6 and 5.9 of [5] are summarized in the following lemma.
Lemma 2.14. Take {H
) the orthonormal basis of fermionic spherical harmonics of degree q in equation (2.20) . For f k,p,q as defined in theorem 2.2 the following relation holds,
Γ(M/2+p+q+k−1) and
Then, the basis for H given by
The super Hermite functions are then orthogonal with respect to the inner product ·|· 2 , see theorem 5.13 in [5] .
Theorem 2.15. The set of functions {φ j,k,l } in formula (2.14) with the basis of spherical harmonics in formula (2.25) forms an orthonormal basis for P exp(−R 2 /2) with respect to the inner product ·|· 2 ,
Finally, the super Fourier transform on S(R m ) ⊗ Λ 2n was introduced in [8] as
This yields an O(m)× Sp(2n)-invariant generalization of the purely bosonic Fourier transform. The super Hermite functions are the eigenvectors of this Fourier transform, i.e.
The Fourier transform can be immediately generalized to
. An important property of the super Fourier transform is
3. The super Hermite functions and the product basis.
In this technical section we calculate how the super Hermite functions can be expanded in the basis consisting of products of the bosonic and fermionic Hermite functions. We take 2 fixed integers m and n satisfying M = m − 2n > 0. We consider the ·|· 2 orthonormal basis of super Hermite functions for P exp(−R 2 /2) on R m|2n , using the spherical harmonics in lemma 2.14
The Hermite functions on R m and in Λ 2n are denoted by φ 
Since the bosonic and fermionic Hermite functions are eigenvectors of the bosonic and fermionic harmonic oscillator, the following relation holds,
We start to calculate the coefficients corresponding to the change of basis between the product basis and the super Hermite functions. Most of these coefficients are zero.
Lemma 3.1. For the product basis {φ b i,p,l φ f s,q,t }, with i, p, s, q ∈ N and s + q ≤ n and the basis in equation (3.1), {φ j,k,p,q,l,t } with j, k ∈ N and k ≤ n − q, the following relation holds
for some real coefficients α j,k,p,q,s and β i,s,p,q,k with α j,k,p,q,s = (−1) k−s β j+k−s,s,p,q,k .
Proof. Both the sets {φ j,k,p,q,l,t } and {φ b µ,ν,ρ φ f λ,δ,γ } constitute a basis for P exp(−R 2 /2). Therefore each φ j,k,p,q,l,t can be expressed as a linear combination of elements of the set {φ b µ,ν,ρ φ f λ,δ,γ } and vice versa. The decomposition of the Grassmann algebra in lemma 2.1 implies that q = δ and t = γ are necessary conditions for the coefficients not to be zero. The coefficients α can be calculated using the inner product ·|· 1 for which the product basis is orthonormal. The bosonic integration implies that for this to be different from zero the coefficients must satisfy p = ν and l = ρ.
Since the Hamiltonian for the harmonic oscillator is hermitian with respect to ·|· 1 another necessary condition is 2j + 2k + p + q = 2µ + ν + 2λ + δ which leads to
From these considerations the proposed summation is obtained. In order to find the relation between α j,k,p,q,s and β j,s,p,q,k we calculate (we omit the coefficients t and l as they are not important)
which concludes the proof.
It is our aim to show that the coefficients α and β satisfy a polynomial bound. This will be useful to construct extensions of the space on which we can define ·|· 2 and to study the corresponding Hilbert space. First we need the following lemmas.
Lemma 3.2. For H j ∈ H j and P ∈ P of the form P = j l=0 P l with EP l = lP l , the following relation holds,
Proof. The Fischer decomposition in lemma 2.1 implies
with H l l−2j ∈ H l−2j . Applying equation (2.9) and the properties in theorem 2.3 yields
which proves the lemma.
Lemma 3.3. For all m, n, k, p, q, s ∈ N with s > 0, n−s−q ≥ 0 and M = m−2n > 0 and for λ = 1/s(n + 1) there exists an N (n, q, s) ∈ N depending on n, q and s for which
Proof. The left-hand side is smaller than
which can be expanded in 1/j,
) > 0, there exists an N (n, q, s) ∈ N, such that this expression is smaller than 1 for j > N . Theorem 3.4. There exists a constant C > 0, independent of (j, k, p, q, s), such that for the α introduced in lemma 3.1, the relation
Proof. First we calculate α 0,k,p,q,s starting from equation (3.5) using lemma 3.2 with
Using the first property in theorem 2.3, lemma 3.2 and equation (2.24) then yields
Because k, q and s are bounded (by n) there exists a constant C * such that
for all k, p, q, s. Using lemma 2.8 and the properties (2.21) of ·|· 1 we calculate,
Applying lemma 2.8, now for the purely bosonic case and equation (2.18), yields
For s = 0 this immediately yields
So there are constants C 0 and C ′ 0 such that
since k ≤ n − q, for all j, k, p, q. Now we take N * (n), the well-defined maximum of a finite set of N (n, q, s) from lemma 3.3
For each s, 1 ≤ s ≤ n we define C s as
The supremum is well-defined since k and q are bounded and because of the recursion relation (3.6). In particular the relation
holds. Now we can prove that |α j,k,p,q,s | ≤ C s j n−q−2s+2 p s−k holds for all j. We do this by induction on j for j > N * (n). If it holds for j − 1, then
by lemma 3.3. So we obtain the theorem for C = C n .
Since q ≥ 0 and s ≤ n this result implies |α j,k,p,q,s | ≤ C(j + p) n 2 +1 for all (j, k, p, q, s). This leads to the following corollary. holds for all i, j, k, p, q, s. The constant D is independent of i, j, k, p, q, s.
From this corollary we immediately obtain the following lemma. 
Extension of T and ·|· 2
The space R[x 1 , . . . , x m ] exp(−r 2 /2) is dense in L 2 (R m ) and S(R m ). So we can try to extend the inner product ·|· 2 to the spaces L 2 (R m ) ⊗ Λ 2n and S(R m ) ⊗ Λ 2n via Hahn-Banach. For L 2 (R m ) m|2n this does not work because it can be proven that ·|· 2 is not continuous with respect to the L 2 topology. For the Schwartz space, S(R m ) m|2n , the same question will be answered positively. This is the main topic of this section.
Proof. Consider the function
The function f (x) is clearly an element of L 2 (R m ) ⊗ Λ 2n and f r (x) is an element of P exp(−R 2 /2). Now we calculate The second equality follows from the hermiticity of the harmonic oscillator and equation (3.2) . Formula (3.4) and the fact that {φ j,k,l } is ·|· 2 -orthonormal yields
where we used equation (3.7) in the last equality. This implies
so lim r→∞ f r |f r 2 diverges and ·|· 2 cannot be extended to L 2 (R m ) m|2n . . This leads to the so-called Hermite-representation (or N-representation) theorem for the Schwartz space (see [22, 26] ). Using this, it is not difficult to find another equivalent family of norms. 
Proof. This follows from the inequalities || · || For f ∈ S(R m ) and c j,
Consequently, the norms in lemma 4.2 are given explicitly by
Recall that the Schwartz space in superspace is defined as S(R m ) m|2n = S(R m )⊗ Λ 2n , see [8] . The natural topology on this space is the product topology of S(R m ) and Λ 2n . From the definition of the topology, f k → S(R m ) m|2n f is equivalent with
k e j = f k for e j an arbitrary basis of the finitedimensional vector space Λ 2n . We choose for {e j } the basis {φ f s,q,t }, which is orthonormal with respect to the inner product ·|· Λ2n . We hence obtain the following lemma. 
r . In this calculation we used that N = H − M/2 and hence symmetric as H is symmetric on the Hilbert space L 2 (R m ) ⊗ Λ 2n (with inner product ·|· 1 ). To complete the proof we also calculate ||f || * 2 r ≤ s,q,t i,p,l
where the last sum s,q,t is finite. So we find that lim k→∞ ||f || r (s, q, t) = 0 for every (r, s, q, t) is equivalent with lim k→∞ ||f k || * r = 0 for every r. In the following we define a new set of norms on S(R m ) m|2n , again with notation || · || r like the norms on S(R m ). This should not lead to confusion because they act on different spaces. 
This leads to ||f ||
and similarly ||f || * 2
Although this theorem, or the subsequent corollary 4.6 appears to be very similar to the bosonic result in lemma 4.2 and equation (4.2) it is highly non-trivial. Contrary to the bosonic case, the Hermite functions in superspace are not orthogonal with respect to the inner product ·|· 1 which defines the topology on L 2 (R m )⊗Λ 2n .
Corollary 4.6. (Spherical Hermite representation for S(R
with M > 0 which can be expanded as
The family of norms {|| · || r |r ∈ N} defined in theorem 4.5 satisfy the relation
k } is a basis of spherical harmonics is of the form
q then the corollary follows from theorem 4.5. Now we consider a general basis {H 
4.3.
Extension to S(R m ) m|2n . The inner product ·|· 2 can be extended to the super Schwartz space. Definition 4.7. Let f and g be elements of S(R m ) m|2n . Let (f i ) i∈N and (g s ) s∈N be sequences in P exp(−R 2 /2) for which lim i→∞ f i = f and lim s→∞ f s = f in S(R m ) m|2n , then f |g 2 is defined by
The following lemma proves this is well-defined.
Lemma 4.8. The expression for f |g 2 in definition 4.7 is finite and independent from the choice of the sequences f i and g s .
Proof. Since f i and g s are elements of P exp(−R 2 /2) they have (finite) expansions
Theorem 2.15 and definition 4.7 then yield
Since S(R m ) m|2n -convergence implies convergence of the || · || 0 -norm in corollary 4.6, it is easily checked that this expression is finite and does not depend on the choice of the sequences.
This implies that the family of norms on S(R m ) m|2n in corollary 4.6 can be expressed using the ·|· 2 -inner product. Using the orthogonality of the super Hermite functions and the hermiticity of N we obtain
In the following we prove that the inner product in definition 4.7 is still given by an expression similar to the one in theorem 2.13. Proof. Since we use a basis of
we find that the orthonormal basis of super Hermite functions {φ j,k,l } consists of eigenvectors of T with eigenvalues ±1 and ±i. This implies that for f ∈ P exp(−R 2 /2) expanded as the (finite) summation
the action of T is given by
with |λ j,k,l | = 1. Using corollary 4.6 we find
r . This means that lim j→∞ f j = 0 implies lim j→∞ T (f j ) = 0 for S convergence in P exp(−R 2 /2).
Definition 4.10. The linear operator T on S(R m ) m|2n is defined on f ∈ S(R m ) m|2n as
The fact that T (f ) does not depend on the choice of {f k } follows immediately from theorem 4.9. Now we can write the inner product in definition 4.7 as an integral,
The limits can be brought into the integration as
The L 2 Hilbert space in superspace
To study quantum mechanics on superspace (see [12, 27, 9, 17] ) properly, an inner product and a corresponding Hilbert space are necessary. As we would like orthosymplectically invariant Hamiltonians (like in [12, 27, 9] ) to be symmetric, R 2 and ∇ 2 should be symmetric. As a consequence of formula (2.1) this implies that E + M/2 is skew-symmetric. So the realization of sl 2 by iR 2 /2, i∇ 2 /2 and E + M/2 is skew-symmetric. It was shown in theorem 5.15 in [5] that such an inner product can only exist when M > 0, which is therefore the case we will consider in this section. In the general case (no restriction on M ) there is the inner product ·|· 1 , corresponding to the Hilbert space
. The space of continuous linear functionals on the Schwartz space in superspace is easily seen to be
with S ′ (R m ) the classical dual of the Schwartz space, the space of tempered distributions. So we obtain the rigged Hilbert space ( [3] ) or Gelfand triple
Unfortunately, R 2 is not symmetric with respect to ·|· 1 and there also are other undesirable properties, see the discussion in [5] .
The inner product ·|· 2 in theorem 2.13 satisfies the desired properties. The Hilbert space corresponding to ·|· 2 will contain generalized functions. To prove that this is not a limitation of the ·|· 2 -inner product we will show that this property must hold for every suitable Hilbert space. Therefore we will start by considering an arbitrary inner product ·|· on which we will impose some straightforward conditions.
For an arbitrary Hilbert space in case M > 0 for which R 2 and ∇ 2 are symmetric we consider the harmonic oscillator in superspace. The Hermite functions in formula (2.14) are its eigenvectors (lemma 2.8) and should be a basis for the Hilbert space. The space of finite linear combinations of super Hermite functions corresponds to P exp(−R 2 /2). Now we consider a general inner product ·|· on P exp(−R 2 /2) for which R 2 and ∇ 2 are symmetric operators. From the properties in lemma 2.8 we find that for any such inner product ·|· , the relation
holds. This implies φ j,k,l |φ p,q,r = 0 unless j = p and k = q, so we find φ j,k,l |φ p,q,r = δ jp δ kq φ 0,k,l |φ 0,k,r .
Then, by definition, the corresponding Hilbert space V ·|· is the closure of P exp(−R 2 /2) with respect to the topology induced on P exp(−R 2 /2) by ·|· . We consider the 'superfunction' determined by its formal series expansion
with a j ∈ C. The Hermite functions φ j,0,1 are given by
Such a 'function' f (x) will belong to the Hilbert space V ·|· if and only if there exists a sequence of elements of P exp(−R 2 /2) which converges to f (x) in the ·|· -topology. If f belongs to the Hilbert space, then f |f = φ 0,0,1 |φ 0,0,1 ∞ j=0 |a j | 2 < ∞ must hold. This condition is necessary and sufficient. When ∞ j=0 |a j | 2 < ∞ an example of such a sequence is given by the partial sums
Now we consider the special case of the Euclidean space R M with M bosonic variables, so for y ∈ R M and φ j,0,1 (y) as defined in equation (2.14) or (2.15). Since the Hermite functions are an orthonormal basis for the Hilbert space L 2 (R M ), we find that the condition of ∞ j=0 |a j | 2 < ∞ is equal to demanding that
is a function in L 2 (R M ). The φ j,0,1 (y) are radial functions, so we define h k by f k (y) = h k (r 2 y ) and
immediately defined as a polynomial in R 2 or as in definition 2.7. Now in general h(r 2 ) will not be a differentiable function which means that h ′ k (r 2 ) will not converge. So f (x) will only be a formal summation or h(R 2 ) is defined by definition 2.7 in the weak sense (as we will see as an element of S ′ (R m ) ⊗ Λ 2n ). From these considerations we already find the following important fact.
Proposition 5.1. Every Hilbert space which contains the eigenvectors of the quantum harmonic oscillator on R m|2n , with n = 0, and for which R 2 and ∇ 2 are symmetric operators will contain formal summations which are not regular functions.
The inner product ·|· 2 in theorem 2.13 is an inner product with the desired properties and is the inner product we will use to construct the Hilbert space. Consider the bosonic harmonic oscillator. The function spaces R[
and S(R m ) respectively contain states with finite energy and states with an infinitely small admixture of infinite energy states. The Hilbert space L 2 (R m ) also contains unphysical infinite energy states, see [3] . In that sense the L 2 (R m )-space is nothing more than the mathematical completion of the Schwartz space with respect to the topology induced by the L 2 (R m )-inner product. Now, in superspace, this completion will not correspond to L 2 (R m ) m|2n , but to a new Hilbert space which we will denote as L 2 (R m|2n ).
is the space of formal series
with a j,k,l ∈ C and j,k,l |a j,k,l | 2 < ∞ and φ j,k,l defined in equation (2.14) with the basis {H
The inner product between the elements represented by the sequences (a j,k,l ) and (b j,k,l ) is given by
In case n = 0 this corresponds to the Hilbert space L 2 (R m ).
) is a space of superfunctions with an inner product. This differs from the theory of so-called super Hilbert spaces (see e.g. [24] ) where one considers a Grassmann-valued inner product. Proof. It is well-known that elements of S ′ (R m ) are derivatives of (almost everywhere) continuous functions with polynomial growth, (see e.g. [25, 26] ). The sequence a j,k,l is clearly bounded, so there exists a constant C such that
We can express f in the product basis φ Lemma 3.6 implies there exists a constant C * for which
for all i, p, l, s, q, t with
This lemma can be used although f is not in L 2 (R m ) m|2n by using the partial sums of f , which are in
shows that the series i,p,l c i,p,l,s,q,t φ b i,p,l (x) converges to a continuous linear func-
The previous lemma implies that we obtain the Gelfand triple ( [3] )
By definition of the weak topology on S ′ (R m ) we find the following lemma.
where R m|2n f T (φ j,k,l ) denotes the action of the tempered distribution f with values in
The action of the derivatives and multiplication with variables on elements of the Hilbert space is already defined, as it is defined on S ′ (R m ) ⊗ Λ 2n .
Definition 5.6. The action of elements of the algebra Alg(X i , ∂ Xj ) generated by the variables and derivatives on elements of S ′ (R m )⊗Λ 2n is defined by the following rules:
• left multiplication with x`i and the derivation ∂ x`j on S ′ (R m )⊗ Λ 2n commute with S ′ (R m ) and are defined on Λ 2n in the standard way, • left multiplication with x i and the derivation ∂ xj on S ′ (R m )⊗ Λ 2n commute with Λ 2n and are defined on S ′ (R m ) in the standard way: for f ∈ S ′ (R m ) and g ∈ S(R m ),
The action of ∇ 2 can also be expressed using the fact that
and the properties in lemma 2.8, which lead to
In particular, for regular functions for which the actions of the derivatives or of multiplication with variables exist, this definition coincides with the usual action. The elements of P exp(−R 2 /2) are such functions, which implies that
Theorem 5.8. For the densely defined operators on L 2 (R m|2n ), ∇ 2 , E + M/2 and multiplication with R 2 , it holds that ∇ 2 and R 2 are symmetric, while E + M/2 is skew-symmetric.
Proof. We need to prove that for f, g ∈ D(∇ 2 ), ∇ 2 f |g 2 = f |∇ 2 g 2 . This is easily seen to be true from the expression (5.1). The proof for the other operators is similar.
For use in section 8, multiplication with
is needed. This is not defined everywhere on S ′ (R m ) ⊗ Λ 2n . We start with the following definition.
Definition 5.9. For an element f ∈ L 2 (R m|2n ) associated with the sequence (a j,k,l ) the following functions f k,l are associated:
In the L 2 (R m|2n )-topology the following expression converges,
is given by j a j,k,l φ j,k,l , or represented by the sequence c i,p,t = δ pk δ tl a i,p,t .
This leads to the definition of multiplication with R.
as in definition 5.9. If the series converges in L 2 (R m|2n ) then Rf is defined as
This densely defined operator is symmetric.
Proof. The definition of the inner product and the notation in definition 5.9 leads to
The lemma then follows from the observation
Theorem 5.12. If a set of functions f k,j (r
constitutes a basis for L 2 (R M ), then the set of generalized functions
, this follows from the discussion before proposition 5.1. This also generates a morphism χ :
) generated by {φ j,k,l (x), j ∈ N} with k and l fixed,
This morphism satisfies χ[φ b j,k,t (y)] = φ j,k,l (x) and therefore is an isomorphism.
This implies that every φ j,k,l (x) can be expanded in
Remark 5.13. In view of the Gelfand triple, there are some elements of the Hilbert space L 2 (R m|2n ) which are usually regarded as generalized functions. There are also regular functions (elements of L 2 (R m ) ⊗ Λ 2n ) which are only regarded as elements of S ′ (R m ) ⊗ Λ 2n , but not as elements of the Hilbert space.
This remark and the two Gelfand triples can be captured in the following venn diagram.
Now we consider the function f (x) ∈ L 2 (R m )⊗Λ 2n from the proof of theorem 4.1. Since f |f 2 would be infinite we obtain f (x) ∈ L 2 (R m|2n ). In particular the venn diagram above shows this also implies f (x) ∈ S(R m ) ⊗ Λ 2n . This can also be seen from corollary 4.6 and equation (4.4) , ||f || 0 is infinite. Since f (x) ∈ L 2 (R m ) ⊗ Λ 2n , the expression ||f || * 0 is finite, so the equivalence of norms implies that for some r > 0, ||f || * r must be infinite. As a final result of this section, we obtain a Parseval theorem for the super Fourier transform with respect to both inner products .|. 1 and .|. 
Proof. In [8] it was proven that for f, g ∈ L 2 (R m ) m|2n , the following holds,
This implies that
In order to prove the first part of the theorem we therefore need to show that * F
, this is equivalent to proving * F ± 0|2n (α) = F ± 0|2n ( * α) for α in Λ 2n . Equations (2.19) and (2.28) imply that * and F ± 0|2n have a coinciding basis of eigenvectors which proves they commute.
The Fourier transform on L(R m|2n ) is the Hahn-Banach extension of the Fourier transform on S(R m ) m|2n . The second part of the theorem is then immediately proven by the orthonormality of the super Hermite functions and equation (2.28).
Orthosymplectically invariant quantum problems
In this section we study orthosymplectically invariant Schrödinger equations in superspace. We prove that the solutions of the Schrödinger equations derived in [6] form a complete set. We also derive a criterion for essential self-adjointness for orthosymplectically invariant Hamiltonians.
When spherically symmetric quantum Hamiltonians (such as the (an)harmonic oscillator [12] or the hydrogen atom [27] ) are generalized to superspace we get super Hamiltonians with an osp(m|2n) invariance. In [27] the energy eigenvalues and corresponding eigenspaces were determined for the quantum Kepler problem (hydrogen atom) in superspace. In [12] the basis of Hermite functions was constructed for the quantum harmonic oscillator in superspace. In [6] general orthosymplectically invariant Schrödinger equations were studied in the context of orthosymplectically invariant functions and harmonic analysis. They were solved using the results from the purely bosonic case.
It was proven in [6] that a general orthosymplectically invariant Hamiltonian is of the form (6.1)
with V (R 2 ) defined in definition 2.7. For every such a super Hamiltonian we can also consider the special case of the bosonic Hamiltonian of the form (6.2)
yj . With these notations, the following was proven in theorem 7 in [6] .
is an eigenvector of the M -dimensional Hamiltonian (6.2) with eigenvalue E, then
by a series expansion (definition 5.2) or by a Taylor expansion as an element of
Now the Hilbert space structure is obtained we can prove that this set of solutions is complete.
k is an orthonormal basis for L 2 (R m|2n ) of eigenvectors of the Schrödinger equation
To find the multiplicities for the energy levels it is important to note that the dimension of the spherical harmonics of degree k (in superspace) is given by
see [11] . The intersection of L 2 (R m ) m|2n and L 2 (R m|2n ) has an important property for orthosymplectically invariant Schrödinger equations.
Proof. Since H k is arbitrary, we consider
This implies the following expression is finite
The proof of theorem 4 in [6] then shows this is equal to
for some coefficient c. This coefficient can be calculated by taking the example f (R 2 ) = exp(−R 2 /2) and using equation (2.9) and lemma 2.14
Remark 6.4. This theorem is interesting for orthosymplectically invariant Schrödinger equations. If an eigenfunction of the typical form f (R 2 )H k is found, which is an element of L 2 (R m ) m|2n , theorem 6.3 implies this is an actual solution, inside the Hilbert space. This is for instance the case for the solutions of the quantum Kepler problem obtained in [27] .
It is however still possible, in general, that there are solutions in L 2 (R m|2n ) which are not contained in L 2 (R m ) m|2n . We conclude this section with a criterion for essential self-adjointness for orthosymplectically invariant Hamiltonians in superspace. The proof is based on the classical case, theorem X.11 in [23] .
Theorem 6.5. For V ∈ C n (R + ), the Hamiltonian
functions with compact support away from the origin, if
for 0 ≤ u ≤ u 0 for some u 0 > 0.
Proof. The Hilbert space L 2 (R m|2n ) can be decomposed as
)dr. Using formula (2.11) we find that on L 2 (R m|2n ) k ∩ D m|2n the action of H is given by
with I H k the unity and
By theorem V III.33 in [22] we need only to prove that for each k, H (k) is essentially self-adjoint on L k 2 . To prove this we use the isomorphism of Hilbert spaces between L On S(R m ) ⊗ Λ 2n we have the representation of sl 2 given by iR 2 /2, i∇ 2 /2 and E + M/2, which is skew-symmetric in the Hilbert space L 2 (R m|2n ) by theorem 5.8. As was done in [1] for Dunkl harmonic analysis we can prove that this representation is integrable using Nelson's theorem ( [21] ). Because the representation is densely defined and skew-symmetric we only need to prove that the Casimir operator is essentially self-adjoint. This Casimir operator is given by ( [20] )
To prove the essential self-adjointness of this operator we use the criterion in lemma 2.6 and rewrite the Casimir operator as
Combining this with lemma 2.8 yields Cφ j,k,l = λ j,k,l φ j,k,l for some constants λ j,k,l , with φ j,k,l the complete orthonormal set in L 2 (R m|2n ) of Hermite functions. This can also be found by calculating the Casimir operator using equations (2.1) and (2.2)
Equations (2.4) and (2.12) then imply
Cφ j,k,l = (k + M 2 − 2)(k + M 2 )φ j,k,l .
So we find
Theorem 7.1. The representation of sl 2 on S(R m ) ⊗ Λ 2n given by iR 2 /2, i∇ 2 /2 and E + M/2 exponentiates to define a unique unitary representation of SL(2, R), the universal covering of SL(2, R), on L 2 (R m|2n ).
As a consequence of this and by the properties of the super Fourier transform acting on the Hermite functions ( [12, 8] ), we find that the super Fourier transform (2.27) can be written as
which was formally done in [8] .
The uncertainty principle for the super Fourier transform
We formulate the Heisenberg uncertainty principle in superspace by means of a Heisenberg inequality for the Fourier transform on R m|2n . This is a generalization of the bosonic case, see e.g. corollary 2.8 in [19] . with λ ∈ C and µ ∈ R + .
Proof. From the proof of theorem 8.1 it is clear that inequality (8.1) is an equality if and only if f (x) = λ exp(−R 2 /2) for a certain λ ∈ C. Now assume that for f the inequality in theorem 8.1 is an equality. This implies that for c 0 = ||Rf (x)|| 0 /||RF ± m|2n (f )(x)|| 0 , the equality c 
