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Abstract
It was proved by Sela and by the authors that every formula in the
theory of a free group F is equivalent to a boolean combination of ∃∀-
formulas. We also proved that the elementary theory of a free group
is decidable (there is an algorithm given a sentence to decide whether
this sentence belongs to Th(F ) ). In this paper we give an algorithm
for reduction of a first order formula over a free group to the equivalent
boolean combination of ∃∀-formulas.
1 Introduction
It was proved in [39],[19] that every formula in the theory of a free group F is
equivalent to a boolean combination of ∃∀-formulas. We also proved that the
elementary theory of a free group is decidable (there is an algorithm given a
sentence to decide whether this sentence belongs to Th(F ) ). If the language
of the free group F contains constants, then it was shown in [23] that every
definable subset of F is defined by some boolean combination of formulas
∃X∀Y (U(P,X) = 1 ∧ V (P,X, Y ) 6= 1), (1)
where X,Y, P are tuples of variables. We call these formulas conjunctive ∃∀-
formulas. We will prove the following result.
Theorem 1. Let F be a free group. There exists an algorithm given a first-
order formula φ to find a boolean combination of ∃∀-formulas that defines the
same set as φ over F .
This result was not explicitly formulated in [19]. We also corrected some
inaccuracies and errors in [19].
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2 Preliminary results
2.1 Effectiveness of the relative JSJ decomposition
In [20] we proved the following results.
Theorem 2. [20] There exists an algorithm to obtain a cyclic and abelian JSJ
decompositions for a f.g. fully residually free group modulo the subgroup of
constants F and to find the maximal standard quotient (see [19], Definition
17).
Theorem 3. ([20], Theorem 13.1, [19], Theorem 35) There exists an algo-
rithm to obtain an abelian JSJ decomposition for a f.g. fully residually free
group modulo finitely generated subgroups K1, . . . ,Km and to find the maximal
standard quotient.
2.2 Encoding solutions with the tree T .
An algorithm is described in Section 7 of [19] which constructs, for a given
system of equations S(X,A) over the free group F , a canonical Hom-diagram
encoding the set of solutions of S. The diagram consists of a directed finite
rooted tree T (the augmented canonical embedding tree, see [19], Section 7.6)
that has, in particular, the following properties. Let G = FR(S).
(i) Each vertex v of T is labelled by a pair (Gv, Qv), whereGv is an F -quotient
of G and Qv the subgroup of canonical automorphisms in AutF (Gv) (see
[19] for the definition). The root v0 is labelled by (G, 1) and every leaf is
labelled by (F (Y )∗F, 1), where Y is some finite set (called free variables).
Each Gv, except possibly Gv0 = G, is fully residually F .
(ii) Every (directed) edge v → v′ is labelled by a proper surjective F -homomorphism
pi(v, v′) : Gv → Gv′ .
(iii) For every φ ∈ HomF (G,F ) there is a path p = v0v1 . . . vk where vk is a
leaf labelled by (F (Y ) ∗F, 1), elements σi ∈ Qvi , and a F -homomorphism
φ0 : F (Y ) ∗ F → F such that
φ = pi(v0, v1)σ1pi(v1, v2)σ2 · · ·pi(vk−2, vk−1)σk−1pi(vk−1, vk)φ0. (2)
(iv) The canonical splitting of each fully residually free groupGv is its Grushko
decomposition followed by the abelian JSJ decompositions of the factors.
The set of all homomorphisms in (2) associated with a path from the root
to a leaf of the tree T is called a fundamental set or fundamental sequence of
solutions.
The algorithm gives for each Gv a finite presentation 〈Av|Rv〉, and for each
Qv a finite list of generators in the form of functions Av → (Av ∪ A
−1
v )
∗. Note
that the choices for φ0 are exactly parametrized by the set of functions from Y
to F .
2
2.3 Generic Families
To detect splittings of limit groups we will need the notion of a generic family
of solutions of an NTQ system in a free (or a torsion-free hyperbolic) group
G. It is given in [19] (Definition 22) and is very technical. To make this paper
more self contained we will give a definition here, we also give it in the language
of [38], Definition 1.5. We will describe the construction of particular families
of solutions, called generic families, of an NTQ system which help to detect
splittings and also imply nice lifting properties for that system. But first we
explain what kind of lifting properties we wish to have.
Let S(X) = 1 be a system of equations with a solution in a torsion free hy-
perbolic group G. We say that a system of equations T (X,Y ) = 1 is compatible
with S(X) = 1 over G, if for every solution U of S(X) = 1 in G, the equation
T (U, Y ) = 1 also has a solution in G. More generally, a formula Φ(X,Y ) in
the language LA is compatible with S(X) = 1 over G, if for every solution a¯ of
S(X) = 1 in G there exists a tuple b¯ over G such that the formula Φ(a¯, b¯) is
true in G.
Suppose now that a formula Φ(X,Y ) is compatible with S(X) = 1 over
G. We say that Φ(X,Y ) admits a lift to a generic point of S(X) = 1 over
G (or just that it has an S-lift over G), if the formula ∃Y Φ(X,Y ) is true in
the coordinate group GR(S) (here Y are variables and X are constants from
GR(S)). Finally, an equation T (X,Y ) = 1, which is compatible with S(X) = 1,
admits a complete S-lift if every formula T (X,Y ) = 1 & W (X,Y ) 6= 1, which
is compatible with S(X) = 1 over G, admits an S-lift. We say that the lift
(complete lift) is effective if there is an algorithm to decide for any equation
T (X,Y ) = 1 (any formula T (X,Y ) = 1 & W (X,Y ) 6= 1) whether T (X,Y ) = 1
(the formula T (X,Y ) = 1 & W (X,Y ) 6= 1) admits an S-lift, and if it does, to
construct a solution in GR(S).
We now decribe the construction of generic families of solutions of an NTQ
system. Consider a fundamental sequence with corresponding NTQ system
S(X,A) = 1 of depth N over a torsion free hyperbolic group G. We construct
generic families iteratively for each level k of the system, starting at k = N and
decreasing k. There is an abelian decomposition of Gk corresponding to the
NTQ structure. Let V
(k)
1 , . . . , V
(k)
Mk
be the vertex groups of this decomposition
given some arbitrary order. We construct a generic family for level k, denoted
Ψ(k), by constructing generic families for each vertex group in order. We denote
a generic family for the vertex group V
(k)
i by Ψ(V
(k)
i ). If there are no vertex
groups, in other words the equation Sk = 1 is empty (Gk = Gk+1 ∗ F (Xk)) we
take Ψ(k) to be a sequence of growing different Merzljakov’s words (defined in
[26], Section 4.4).
If V
(k)
r is an abelian group then it corresponds to equations of the form
[xi, xj ] = 1 or [xi, u] = 1, 1 ≤ i, j ≤ s, where u ∈ U runs through generators of a
centralizer in Gk+1. A solution σ in Gk+1 to equations of these forms is called B-
large if there are some b1, . . . , bs with each bi〉B such that σ(xi) = (σ(x1))
b1...bi
or σ(xi) = u
b1...bi , for 1 ≤ i ≤ s (possibly renaming x1). A generic family of
3
solutions for an abelian subgroup V
(k)
r is a family Ψ(V
(k)
r ) such that for each
Bi in any increasing sequence of positive integers {Bi}
∞
i=1 there is a solution in
Ψ(V
(k)
r ) which is Bi-large.
If V
(k)
r is a QH vertex group of this decomposition, let S be the surface associ-
ated to V
(k)
r . We associate two collections of non-homotopic, non-boundary par-
allel, simple closed curves {b1, . . . bq} and {d1, . . . dt}. These collections should
have the propery that S − {b1 ∪ · · · ∪ bq} is a disjoint union of three-punctured
spheres and one-punctured Mobius bands, each of the curves di intersects at least
one of the curves bj non-trivially, and their union fills the surface S (meaning
that the collection {b1, . . . bq, d1, . . . , dt} has minimal number of intersections
and S − {b1,∪ · · · ∪ bq ∪ d1 ∪ · · · ∪ dt} is a union of topological disks).
Let β1, . . . , βq be automorphisms of V
(k)
r that correspond to Dehn twists
along b1, . . . bq , and δ1, . . . , δt be automorphisms of V
(k)
r that correspond to
Dehn twists along d1, . . . dt. We define iteratively a basic sequence of auto-
morphisms {γL,n, φL,n} (compare with Section 7.1 of [26] where one particular
basic sequence of automorphisms is used), which is determined by a sequence
of (t+ q)-tuples L = {(p1,n, . . . , pt,n,m1,n, . . . ,mq,n)}
∞
n=1
Let
φL,0 = 1
γL,n = φL,n−1δ
m1,n
1 . . . δ
mq,n
q , n ≥ 1
φL,n = γnβ
p1,n
1 . . . β
pt,n
t , n ≥ 1
Assuming that generic families have already been constructed for V
(k)
i , i < r,
and for every vertex group in levels k′ > k, and that Θk is a family of growing
powers of Dehn twists for edges on level k, set Ψ(k′) = Ψ(V
(k′)
Mk′
)Θk′ for k < k
′ ≤
N (in other words the generic family for level k′ is the generic family of the last
vertex group at that level) and set Ψ(N + 1) = {1}. Let pik : Gk → Gk+1 the
canonical epimorphism. Let Σ
(k)
r = {ψ1 · · ·ψr−1|ψi ∈ Ψ(V
(k)
i )} be the collection
of all compositions of generic solutions for previous vertex groups. We then say
that
Ψ(V (k)r ) = {µL,n,λn = φL,nδ
λn
1 . . . δ
λn
q σnpikτ |σn ∈ Σ
(k)
r , τ ∈ Ψ(k + 1)}
∞
n=1
where each λn is some positive integer, is a generic family for V
(k)
r if it has
the following property: Given any n and any tuple of positive numbers
−→
A =
(A1, . . . , Ant+nq+1) with Ai < Aj for i < j, Ψ contains a homomorphism µn,L,λn
such that the tuple
−→
L n,rn = (p1,1, . . . , pt,1,m1,2, . . . ,mq,2, . . . ,m1,n, . . . ,mq,n, p1,n, . . . , pt,n, λn)
= (L1, . . . , Lnt+nq+1)
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grows faster than
−→
A in the sense that L1 ≥ A1 and Li+1 − Li ≥ Ai+1 −Ai.
Finally we set Ψ(S) = Ψ(V
(1)
M1
) to be a generic family of solutions for the
G-NTQ system S(X,A) = 1. Notice Ψ(S) discriminates GR(S).
We proved in [26] the following two facts.
Proposition 1. If Ψ(W ) is a generic family of solutions for a regular NTQ-
system W (X,A) = 1 over a free group F , then for any equation V (X,Y,A) = 1
the following is true: if for any solution ψ ∈ Ψ(W ) there exists a solution of
V (Xψ, Y, A) = 1, then V = 1 admits a complete W -lift.
If the NTQ-system W (X,A) = 1 is not regular, then for any equation
V (X,Y,A) = 1 the following is true: if for any solution ψ ∈ Ψ(W ) there ex-
ists a solution of V (Xψ, Y, A) = 1, then V = 1 admits a complete W -lift into
corrective extensions of W (X,A) = 1 (see [26] for the definition of a corrective
extension). There is a finite number of these extensions and any solution of
W (X,A) = 1 factors through one of them.
3 Decision algorithm for ∀∃-sentences
In the rest of the paper we will only consider fundamental sequences satisfying
the first and second restrictions from [19], Sections 7.8, 7.9. To make this paper
self-contained we recall these sections here.
3.1 First restriction on fundamental sequences
Let S(Z,A) = 1 be a system of equations over F . We can assume that it is
irreducible. We construct fundamental sequences for S(Z,A) = 1 over F as in
[19], Section 7.7. Let
FR(U¯) ∗ F (t1, . . . , tk) = P1 ∗ . . . ∗ Pq ∗ 〈t1〉 ∗ . . . ∗ 〈tk〉 (3)
be a reduced free decomposition of a maximal shortening quotient FR(U¯) ∗
F (t1, . . . , tk) modulo F for FR(S) (this shortening quotient is exactly the limit
group corresponding to the second from the top level of the corresponding fun-
damental sequence), and pi : FR(S) → FR(U¯) ∗ F (t1, . . . , tβi) the epimorphism.
Let P be the subgroup generated by the variables (which we denote by X)
and standard coefficients (that we denote by C) of a regular quadratic equation
Qi = 1 corresponding to some fixed MQH subgroup in the JSJ decomposition
of FR(S). Consider a free decomposition pi(P ) = K1 ∗ . . .∗Kp ∗ 〈tkj1 〉 ∗ . . .∗ 〈tkj2 〉
inherited from the free decomposition (3) such that each standard coefficient is
conjugated into someKj , and eachKj has a conjugate of some coefficient. Then
there always is a canonical automorphism that transforms X into variables X1
with the following properties:
1) the family X1 can be represented as a disjoint union of sets of variables
X11, . . . , X1t;
2) every solution of S = 1 can be transformed by a canonical automorphism
corresponding to Qi = 1 into a solution of the system obtained from S = 1
5
by replacing Qi = 1 by a system of several quadratic equations Qi1(X11, C) =
1, . . . , Qit(X1t, C) = 1 with standard coefficients from C;
3) each quadratic equation Qij = 1 either is coefficient-free, or has coeffi-
cients from C which are conjugated into some Kr;
4) Xpi1 is a solution of the system Qi1(X11, C
pi1) = 1, . . . , Qit(X1t, C
pi1) = 1;
5) if Qij = 1 is coefficient-free, then X
pi
ij is a solution of maximal possible
dimension (= rank of the free group in the image).
6) if Qij = 1 is not coefficient-free, then Qij = 1 cannot be transformed by
a canonical automorphism corresponding to Qij = 1 into an equation
Qij1(Xij1)Qij2(Xij2) = 1
such that Qij1(Xij1) = 1 is coefficient-free and Qij2(Xij2) = 1 has non-trivial
coefficients from C which are conjugated into some Kr and such that X
pi
ij is a
solution of the system Qij1(Xij1) = 1, Qij2(Xij1, C
pi) = 1.
Suppose Qip = 1 is some equation in variables X1p in this family which
has coefficients from C. Each homomorphism in a fundamental sequence of
homomorphisms from FR(S) to F is a composition σ1piφ, where σ1 is a canonical
automorphism of FR(S), and φ is a homomorphism from FR(U¯) ∗ F (t1, . . . , tk)
to F .
The first restriction is that we will include into the fundamental sequence
only the compositions σ1piφ for which {φ} is non-special and satisfies the fol-
lowing property: for each j, Qij = 1 is not split into a system of two quadratic
equations Qij1(Xij1) = 1 and Qij2(Xij2) = 1 with disjoint sets of variables such
that Qij1 = 1 is coefficient-free and Qij2 = 1 has coefficients from C which
are conjugated into some Kr and such that X
piφ
ij1 is a solution of Qij1 = 1 and
Qij2(Xij2)
piφ = 1.
This is equivalent to the following construction. We cut each punctured
surface Σ corresponding to an MQH subgroup Q in the JSJ decomposition of
FR(S) along a maximal collection of disjoint non-homotopic simple closed curves
that corresponds to the lift of the free decomposition F (t1, . . . , tk) ∗P1 ∗ . . .∗Pq
and are mapped to the identity on the next level by pi. Moreover, if Σ′ is a
punctured surface obtained from Σ and connected to a rigid subgroup, then
when we adjoin disks to the boundary components of Σ′ that are mapped to
the identity, no s.c.c. (simple closed curve) on that surface is mapped to the
identity along the fundamental sequence. If Σ′ is a punctured surface obtained
from Σ and not connected to a rigid subgroup, then when we adjoin disks to
the boundary components of Σ′ that are mapped to the identity, we obtain a
closed surface, and pi1 maps it onto a free group of maximal possible rank.
We require a similar property for all levels of the fundamental sequence.
3.2 Second restriction on fundamental sequences
Suppose the family of homomorphisms σ1pi1 . . . σnpinτ is a strict fundamental
sequence, corresponding to the NTQ system Q(X1, . . . , Xn) = 1 :
Q1(X1, . . . , Xn) = 1,
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. . .
Qn(Xn) = 1
adjoint with free variables t1, . . . , tk. Here the restriction of σi on FR(Qi,...,Qn) is
the canonical automorphism on FR(Qi,...,Qn), identical on variables fromXi+1, . . . , Xn
and on all free variables from the higher levels, pii : FR(Qi,...,Qn)∗F (t1, . . . , tki−1)→
FR(Qi+1,...,Qn) ∗F (t1, . . . , tki). The dimension of the fundamental sequence is the
sum k1 + . . .+ kn.
We only consider strict fundamental sequences. Recall, that, in particular,
this means that we include in the fundamental sequence only such homomor-
phisms that give nonabelian images of the regular subsystems of Qi = 1 on all
levels (the rest can be included into a finite number of fundamental sequences),
and the images of the edge groups of the JSJ decompositions on all levels are
nontrivial.
We can suppose that all fundamental sequences that we consider satisfy the
following properties. Let FR(Qi,...,Qn) be a free product of some factors. Then
1) the images of abelian factors under pii are different factors of F (tki−1+1, . . . , tki);
2) the images under pii of factors which are surface groups are different factors
of F (tki−1+1, . . . , tki);
3) if some quadratic equation in Qi = 1 has free variables in this fundamen-
tal sequence, then these variables correspond to some variables among
tki−1+1, . . . , tki , the images under pii of coefficients of quadratic equations
cannot be conjugated into F (tki−1+1, . . . , tki);
4) different factors in the free decomposition of FR(Qi,...,Qn) are sent into dif-
ferent factors in the free decomposition of FR(Qi+1,...,Qn)∗F (tki−1+1, . . . , tki).
Proposition 2. For a system of equations S over F one can effectively con-
struct a finite set of strict fundamental sequences that satisfy the first and second
restriction above, such that every solution of S factors through one of these fun-
damental sequences. These fundamental sequences correspond to a tree which
we denote TCE(FR(S)) (canonical embedding tree).
Definition 1. We call fundamental sequences satisfying the first and second
restrictions well aligned fundamental sequences.
3.3 Induced NTQ systems and fundamental sequences
In this subsection we describe the construction of [19], Section 7.12 . Given an
NTQ system S = 1, the corresponding NTQ group FR(S), and the well aligned
fundamental sequence of solutions, we will construct the induced NTQ group,
the NTQ system, and the well aligned fundamental sequence of solutions for a
subgroup K of FR(S).
Let S = 1 be an NTQ system over F :
S1(X1, X2, . . . , Xn, A) = 1,
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S2(X2, . . . , Xn, A) = 1,
. . .
Sn(Xn, A) = 1
and pii : Fi → Fi+1 a fixed Fi+1-homomorphism (a solution of Si(X1, . . . , Xn) =
1 in Fi+1 = FR(Si+1,...,Sn), Fn+1 = G, which is a free product of F and a free
group). Let K be a finitely generated subgroup (or F -subgroup) of FR(S).
Then there exists a system W (Y ) = 1 such that K = FR(W ). We will describe
here how to embed K more economically into an NTQ group FR(Q) such that
FR(Q) ≤ FR(S) and assign to Q = 1 a fundamental sequence that includes all the
solutions of W = 1 that factor through the well aligned fundamental sequence
for S = 1 that we started with.
Canonical automorphisms on different levels for Q = 1 will be induced by
canonical automorphisms for S = 1, mappings between different levels for Q = 1
will be induced by mappings for S = 1.
Without loss of generality we can suppose that FR(S) is freely indecompos-
able modulo F . The top quadratic system of equations S1(X1, . . . , Xn) = 1
corresponds to a splitting D of FR(S). The non-QH non-abelian vertex sub-
groups of D are factors in a free decomposition of 〈X2, . . . , Xn〉. Consider the
induced splitting of K denoted by DK . This splitting may give a free factor-
ization K = K1 ∗ . . . ∗ Kk, where F ≤ K1. Consider each factor separately.
Consider K1. Each edge e in the decomposition of K1 (induced by Dk on the
free factor K1) that connects two rigid vertex groups is composed from two
edges e1 and e2 that are adjacent and both are in the orbit of the same edge
e¯ in the Bass-Serre tree corresponding to the graph of groups D. Moreover,
e¯ connects a rigid vertex group to an abelian vertex group in D, because if it
connects a rigid vertex group to a QH-subgroup, then a QH subgroup would
appear between two rigid vertex groups instead of edge e. Increasing K1 by
a finite number of suitable elements from abelian vertex groups of FR(S) we
join together non-QH non-abelian subgroups of DK which are conjugated into
the same non-QH non-abelian subgroup of D by elements from abelian vertex
groups in FR(S).Moreover, we can choose these elements in abelian subgroups in
such a way that their images on the next level are trivial. Indeed, each abelian
subgroup A is the direct product of the isolator of the edge group A1 (in a
primary decomposition this isolator is A1 itself) and a free abelian subgroup
A2. This conjugating element a belongs to A2 and, therefore, is mapped on the
next step to (the image of) A1, say a1 ∈ A1. Then a
−1
1 a is the desired element
that is mapped to the identity. When we add this element to Kq, instead of
the two non-QH non-abelian subgroups in Dk considered above we have one
non-QH non-abelian subgroup. This way we obtain a group K¯1 such that DK¯1
does not have edges between non-QH non-abelian subgroups, and generators
of edge groups connecting non-QH non-abelian subgroups to abelian subgroups
not having roots in 〈X2, . . . , Xn〉. We do the same if an abelian vertex group is
connected to two rigid subgroups. Denote the group that we obtained by Kˆ1.
Since we will be considering only well aligned fundamental sequences, we fix
the family of s.c.c. in the QH subgroups of Kˆ1 that are mapped to the identity
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by pi1, so that the corresponding quadratic equations split into systems satisfy-
ing the first restriction. This corresponds to a collection of s.c.c. which are the
pre-images of the collection of s.c.c. in a QH subgroup of FR(S). We will add
conjugating elements so that each punctured surface connected to a rigid sub-
group in the decomposition refined by splittings along these s.c.c, is connected
to a unique rigid subgroup. Now all rigid subgroups that are mapped to the
same free factor on the next level of FR(S), are conjugate into one subgroup.
The images of these elements in FR(S) are mapped to the identity by pi1. Denote
the obtained group by K˜1. We have pi1(K) = pi1(K˜1).
Now consider separately each factor in the free decomposition of pi1(K) ∩
〈X2, . . . , Xn〉 and enlarge it the same way. Working similarly with each Γi we
consider all the levels of S = 1 from the top to the bottom. We obtain a
subgroup generated by K˜1, . . . , K˜k and the enlarged images of them on all the
levels, and denote it by H1.
Then we repeat the whole construction for H1 in place of K, obtain H2
and repeat the construction again. We will eventually stop, namely obtain
that Hi = Hi+1, because every time when we repeat the construction if Hi 6=
Hi+1 then there is some level j such that on all the levels higher than j the
decompositions are the same as in the previous step and on level j one of the
following characteristics decreases:
1. the number of free factors in the free decomposition on level j of Hi,
2. if the number of free factors does not decrease, then the number of edges
and vertices of the induced decomposition on level j of Hi decreases,
3. if the number of free factors in the free decomposition on level j of Hi and
the number of edges and vertices does not decrease, then the size of the
decomposition of level j of Hi is decreased.
We end up with an NTQ system Q = 1 such that K ≤ FR(Q) ≤ FR(S). and the
image of the top j levels of FR(Q) on the level j + 1 is contained in the image
of K on this level. Each QH subgroup of the induced system is a finite index
subgroup in some QH subgroup of S = 1. This NTQ system Q = 1 is called the
induced NTQ system and the corresponding well aligned fundamental sequence
is called the induced fundamental sequence.
Similarly, if we have a fundamental sequence (and an NTQ system) modulo
a subgroup we can define the induced fundamental sequence (and the NTQ
system) modulo a subgroup.
3.4 First step
We will now describe the algorithm for construction of the ∃∀-tree. Consider
the sentence
Φ = ∀X∃Y (U(X,Y ) = 1 ∧ V (X,Y ) 6= 1) (4)
If the sentence is true then there exists a solution of U(X,Y ) = 1∧V (X,Y ) 6=
1 in F (X) ∗ F . By [31] there is an algorithm to find such a solution Y = f(X).
9
To check whether the sentence (4) is true we now have to check it only for
those values of X for which V (X, f(X)) = 1. Denote U0(X) = V (X, f(X)).
If U0(X) = 1 is inconsistent, then we say that the sentence is proved on level
(1, 0).
Let G = ΓR(U0). We define now a tree TEA(Φ) = TEA(G) oriented from
the root, and assign to each vertex of TEA(G) some set of homomorphisms
from G to Γ. We assign the set of all homomorphisms G → F to the initial
vertex vˆ−1. We can construct algorithmically a finite number of NTQ systems
corresponding to branches b of the canonical Hom-diagram described in Section
2.2 (denote the system corresponding to the branch b by S(b)), their correcting
extensions: Scorr(b) = 1 (Scorr(b) : S1(X1, . . . , Xn) = 1, . . . , Sn(Xn) = 1), and
corresponding well aligned fundamental sequences V arfund(S(b)). For each such
fundamental sequence we assign a vertex vˆ0i of the tree TEA(Φ). We draw an
edge from vertex vˆ−1 to each vertex corresponding to V arfund(S(b)).
Let the fundamental sequence V arfund(S(b)) be assigned to vˆ0i. Since every
branch of the tree will be constructed independently of the others we will now
describe the construction for V arfund(S(b)). By the parametrization theorem
([26], Theorem 12) we can find values of Y given by formulas Y = f(X1, . . . , Xn)
in X1, . . . , Xn taking values in ΓR(S(b)). Sentence (4) is now verified for all
values of X except those for which we have V (X1, . . . , Xn, f(X1, . . . , Xn)) = 1.
As on the previous step this gives an equation U1(X1, . . . , Xn) = 1 which is
a disjunction of irreducible equations, so we assume it is irreducible. We will
only consider values of X1, . . . , Xn satisfying this system that are minimal in
V arfund(S(b)) with respect to canonical automorphisms on all the levels modulo
the image of Gq. This is enough because if for a specialization X
φ there exists
a minimal specialization of Xφ1 , . . . , X
φ
n that does not satisfy this system, then
the sentence is true for Xφ. We are now on level (2, 1) of the proof.
Let V arfund(U1) be the subset of homomorphisms from the set V arfund(S(b))
going through the corrective extension Scorr(b) = 1, minimal with respect to the
canonical automorphisms modulo the image of G on all levels, and satisfying
the additional equation U1(X1, . . . , Xn) = 1. We introduce a vertex vˆ1i for each
such equation and draw an edge connecting vˆ0i to vˆ1i.
Let K be a finitely generated group. Recall that any family of homomor-
phisms Ψ = {ψi : K → Γ} factors through a finite set of maximal fully residually
Γ groups H1, . . . , Hk (= Γ-limit groups) that all are quotients of K. We first
take a quotient K1 of K by the intersection of the kernels of all homomorphisms
from Ψ, and then construct maximal fully residually Γ quotients H1, . . . , Hk of
K1. We say that Ψ discriminates groups H1, . . . , Hk, and that each Hi is a fully
residually Γ group discriminated by Ψ.
Let G1 be a fully residually Γ group discriminated by the set of homo-
morphisms V arfund(U1). Consider the family of fundamental sequences for G1
modulo the images R1, . . . , Rs of the factors in the free decomposition of the
subgroup H1 = 〈X2, . . . , Xn〉. (We say that a fundamental sequence is con-
structed modulo some subgroups of the coordinate group if these subgroups are
elliptic in the JSJ decompositions on all levels in the construction of this funda-
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mental sequence.) We know the generators and relations of R1, . . . , Rs and can
effectively construct these fundamental sequences. If the dimension (defined in
Section 3.2) of such a sequence is greater than k1, (that can be found effectively)
then the corresponding homomorphisms are contained in the fundamental se-
quence for U = 1 with the number k1 greater than that for Vfund(S(b)), and we
do not consider this sequence here. So we only consider well aligned canonical
fundamental sequences c for G1 modulo R1, . . . , Rs (corresponding to coeffi-
cients of quadratic equations S1 = 1 of the top level for Scorr(b) = 1) with, in
particular, the following properties: (1) they have dimension less than or equal
to k1, (2) G is embedded in the block-NTQ group discriminated by the funda-
mental sequence (notice that if G is not embedded we can begin the first step
with the proper quotient of G), (3) c is consistent with the decompositions of
surfaces corresponding to quadratic equations of S1, by a collection of simple
closed curves mapped to the identity. Namely, if we refine the JSJ decompo-
sition of G by adding splittings corresponding to the simple closed curves that
are mapped to the identity when G is mapped to the free product in Subsection
3.1, then the standard coefficients on all the levels of c are images of elliptic
elements in this decomposition.
Suppose a fundamental sequence c has the top dimension component k1. If
the NTQ system corresponding to the top level of the sequence c is the same as
S1 = 1, we extend the fundamental sequences modulo R1, . . . , Rs by canonical
fundamental sequences for H1 modulo the factors in the free decomposition of
the subgroup 〈X3, . . . , Xn〉. If such a sequence has dimension greater than or
equal to k2, then the corresponding solution can be factored through a funda-
mental sequence for U = 1 of the greater dimension. So we only consider such
sequences of dimension less than or equal to k2. If the sum of first two dimen-
sions is strictly smaller than k1+k2, we do the same as in the case when the first
dimension is smaller than k1 (see below). We continue this way to construct
fundamental sequences V arfund(S1(b)). We draw edges of the tree TEA(Θ) from
the vertex corresponding to V arfund(U1) to the vertices V arfund(S1(b)).
Suppose now that the fundamental sequence c for G1 modulo R1, . . . , Rs
has dimension strictly less than k1 or has dimension k1, but the NTQ system
corresponding to the top level of c is not the same as S1 = 1. Suppose also that
G 6= F . Then we use the following lemma (in which we suppose that R1, . . . , Rs
are non-trivial).
Lemma 1. The image Gt of G in the group Ht appearing on the terminal level
t of the sequence c is a proper quotient of G unless G is a free group.
Proof. Consider the terminal group of c; denote it Ht. Suppose Gt is isomorphic
to G. Denote the abelian JSJ decomposition of Ht by Dt. Then there is an
abelian decomposition of G induced by Dt. Therefore rigid (non-abelian and
non-QH) subgroups and edge groups of G are elliptic in this decomposition.
There exists a decomposition of some free factor Pi of Ht which is induced
from Dt. But this is impossible because this means that the homomorphisms
we are considering can be shortened by applying canonical automorphisms of Pi
modulo those subgroups from {R1, . . . , Rs} which are conjugated into Pi (since
11
Vfund(U1) contains only homomorphisms minimal with respect to canonical
automorphisms modulo the image of G on all levels, these subgroups must be
also elliptic in Dt).
Therefore the image of G on all the levels of the fundamental sequence c
above some level p is isomorphic to G and on level p is a proper quotient of
G. We can effectively find at which level this happens. We can effectively find
the set of canonical fundamental sequences and NTQ groups for Gp. Denote
the complete set of fundamental sequences that encode all the homomorphisms
Gp → F by F . One can extract from c modulo the terminal level the induced
well aligned fundamental sequence for G. Denote this induced fundamental
sequence up to level p by c2. Consider the block-NTQ group G¯ generated by
the top p levels of the NTQ group corresponding to the fundamental sequence
c, and the correcting extension of the NTQ group ΓR(S2(b2)) corresponding to
some fundamental sequence from F .
Consider a fundamental sequence c3 that consists of homomorphisms ob-
tained by the composition of a homomorphism from c2 and from a fundamental
sequence corresponding to b2. One can apply the parametrization theorem to
the NTQ group N corresponding to c3 and get formula solutions of V (X,Y ) = 1
in a corrective extension G¯ (as in [26], Section 7.5, except that the formula so-
lution exists in some extension of N which is not just a corrective extension,
but may have QH subgroups of N extended to finite index subgroups of the
corresponding QH subgroups of c). Assign a vertex vˆ2ik of the tree TEA(Φ)
to sequence c3. We draw an edge from the vertex vˆ1i of TEA(G) correspond-
ing to Vfund(U1) to vˆ2ik. All the vertices vˆ2ik are coming out of vˆ1i. By the
parametrization theorem we can find formula solutions of U(X,Y ) = 1 over
this extension of G¯. Those formula solutions for which V (X,Y ) = 1 (if exist)
will give an additional equation U2 = 1 for generators of this extension of G¯.
3.5 Second step
We will describe the next step in the construction of TEA(Φ) which basically is
general. Fundamental sequences and block-NTQ groups obtained on the second
step will be assigned to vertices vˆ3jks of the tree TEA(G).
Let c3 be a fundamental sequence corresponding to some vertex vˆ2ik of
TEA(G), let c be, as before, the corresponding canonical fundamental sequence
for G1 modulo R1, . . . , Rs. Consider the set of those minimal homomorphisms
from G¯ to F which are going through the fundamental sequence c3, which factor
through a corrective extension, and satisfy the additional equation U2 = 1. Let
G2 be one of the fully residually free groups discriminated by this set.
The case when the natural image G(2) of G in G2 is a proper quotient
of G is the first “easy” case. If G(2) is a proper quotient of G, we begin the
construction with G replaced by G(2). In this case we assign to vertices vˆ3jks the
fundamental sequences constructed as in Proposition 2 for G(2) (corresponding
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to the branches of TCE(G
(2))) and draw edges from vˆ2ik to all these vertices. In
all the other considerations below we suppose that G(2) is isomorphic to G.
Suppose the JSJ decomposition for the NTQ system corresponding to the
top level of c corresponds to the equation S11(X11, X12, . . .) = 1; some of the
variables X11 are quadratic, the others correspond to extensions of centralizers.
Construct a canonical fundamental sequence c(2) for G2 modulo the factors in
the free decomposition of the subgroup generated by X12, . . ..
Denote by N10 the image of the subgroup generated by X1, . . . , Xn in the
group discriminated by c. So, N10 = 〈X1, . . . , Xn〉c.Denote byN
2
0 = 〈X1, . . . , Xn〉c(2)
the image of 〈X1, . . . , Xn〉 in the group discriminated by c
(2). If N20 is a proper
quotient of N10 and c is not the same as the top level of S(b), we have another
“easy” case. In this case we do what we did at the previous step, taking N20
instead of G2, assigning its fundamental sequences to vˆ3jks, and we do not con-
sider vertices corresponding to NTQ systems with the same top level as the
NTQ system for c3.
In all the cases below we suppose that N10 is isomorphic to N
2
0 .
Case 1. If the top levels of c and c(2) are the same, then we go to the second
level of c and consider it the same way as the first level.
Case 2. If the top levels of the NTQ system for c and S1 are the same
(therefore c has only one level). We work with c(2) the same way as we did for
c. Then the image of G on some level k of c(2) is a proper quotient of G by
Lemma 1. If at some point the sum of dimensions for c(2) is not maximal, we
amalgamate the fundamental sequence induced by the top part of c(2) above
level k for G, and each fundamental sequence for this quotient (solutions will
go along the first fundamental sequence from the top level to level k and then
continue along one of the fundamental sequences for the group on level k), We
assign each of these fundamental sequences to a vertex vˆ3jks, then take the
family of correcting extensions. Then we construct the block-NTQ group as we
did on the first step, denote it by N2. We also assign N2 to the vertex vˆ3jks.
Case 3. If the top levels of the NTQ system for c and S1 are not the same
and the top levels of c and c(2) are not the same, then we look at N20 and N
1
0 .
If N20 is isomorphic to N
1
0 then there is some level k from the top of c
(2) such
that we can suppose that the image of either G or N10 on this level is a proper
quotient (and on the level above k is isomorphic to G (resp. to N10 ).
Consider fundamental sequences for N10,t modulo the images of subgroups
R1, . . . , Rs, and apply to them step 1. Denote the obtained fundamental se-
quences by fi. Construct fundamental sequences for the subgroup generated by
the images of X1, . . . , Xn with the top part being induced from the top part of
c(2) (above level k) and bottom part being some fi, but not the sequence with
the same top part as c. We construct a block-NTQ group amalgamating the
top k − 1 levels of c(2) and the block-NTQ group constructed for fi as on the
first step. There exists a formula solution over this group.
If all the levels of c and c(2) are the same, so we never have cases 2 and 3,
and the same happens on all levels of the block-NTQ group G¯ (see step 1), then
the block fundamental sequence consists of a sequence of induced fundamental
sequences for G and its images. Denote it c2. For each level of c2 there is
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an abelian decomposition. Denote by Gcorr the corrective extension of the
group corresponding to c2. Denote the fundamental sequence induced from c
and its continuation by Gcorr by c4. There exists some level k such that the
abelian decompositions for the NTQ group for c4 will coincide with abelian
decompositions for the NTQ group for c2 for levels above k, and on level k
either the number of free factors in the free decomposition for c4 is less than
this number for c2, or the number of factors is the same, but the regular size of
the decompositions (lexicographically ordered tuple (size(Q1), . . . , size(Qm)) of
sizes of MQH subgroups) for c4 is smaller than that for c2, or the regular sizes
are the same but the abelian size ab of the decompositions for c4 is smaller than
that for c2. Here, if R is an abelian decomposition, by ab(R) (the abelian size)
we denote the sum of the ranks of abelian vertex groups in R minus the sum of
the ranks of the edge groups for the edges from them.
We will take c4 to the next step instead of c2.
3.6 General step
We now describe the n’th step of the construction. Denote by Ni the block-NTQ
group constructed on the i’th step, and by N ji , j > i its image on the j’th step.
Fundamental sequences and block-NTQ groups obtained on the step n − 1 are
assigned to vertices vˆnjks... of the tree TEA(G).
Let {jk, k = 1, . . . , s} be all the indices for which the top level of Njk+1 is
different from the top level of Njk .
If G or some of the groups N jk+1jk are not embedded into N
n
n−1, then we
replace the first such group by its proper quotient in Nnn−1 and consider only
the fundamental sequences that have the top level different from Njk . In all
other cases we can suppose that G and all the groups N jk+1jk are embedded into
Nnn−1.
Case 1. The top levels of c(n) and c(n−1) are the same. In this case we go
to the second level and consider it the same way as the first level.
If going from the top to the bottom of the block-NTQ system, we do not
obtain the case considered above or Cases 2, 3 and all the levels of the top
block of Nn−1 and Nn are the same, we consider the group Gcorr which was
constructed for the induced fundamental sequence corresponding to the homo-
morphisms from G going through Nn, and the fundamental sequence induced
by c(n) for this group as we did on the second step when cases 2 and 3 were not
applicable on all the levels of c(2).
Case 2. The top levels of c(n−1), c(n−2), . . . , c(n−i) are the same, and the top
levels of c(n−1) and c(n) are not the same. Then on some level p of the NTQ group
for c(n) we can suppose that the image of Nn−in−i−1 is a proper quotient (and on
the levels above p it is isomorphic to Nn−in−i−1), or the fundamental sequence goes
through another branch constructed on the previous step. Consider fundamental
sequences fi for this quotient modulo the rigid subgroups and apply to them
the procedure described on step 1 . Consider only sequences with the top level
different from c(n−i−1). We construct Nn as a block-NTQ group with the top
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part being the NTQ group for c(n) above level p and the bottom part being the
block-NTQ group corresponding to fi.
Case 3. The top levels of c(n−2) and c(n−1) are not the same and the top
levels of c(n−1) and c(n) are not the same. Then on some level p of c(n) the
image of Nn−1n−2 is a proper quotient. Construct a block-NTQ group as in the
previous case.
In this way we continue the construction of the tree TEA(Φ).
3.7 The ∃∀ tree is finite
It is convenient to define the notion of complexity of a fundamental sequence
(Cmplx(V arfund)) at follows:
Cmplx(V arfund) = (dim(V arfund)+factors(V arfund), (size(Q1), . . . , size(Qm)), ab(V arfund(Q)),
where factors(V arfund) is the number of freely indecomposable, non-cyclic ter-
minal factors (this component only appears in fundamental sequences relative
to subgroups), and (size(Q1), . . . , size(Qm)) is the regular size of the system.
The complexity is a tuple of numbers which we compare in the left lexicographic
order. (Sela calls dim(V arfund) + factors(V arfund) the Kurosh rank of the res-
olution.)
In this subsection we will prove the following result.
Theorem 4. The tree TEA(Φ) is finite.
Proof. Let an NTQ system Q(X1, . . . , Xn) = 1 have the form
Q1(X1, . . . , Xn) = 1,
. . .
Qn(Xn) = 1,
whereQ1 = 1 corresponds to the top level of a JSJ decomposition for ΓR(Q), vari-
ables from X1 are either quadratic, or correspond to extensions of centralizers.
Consider this system together with the fundamental sequence Vfund(Q) defining
it. Let Vfund(U1) be the subset of Vfund(Q) satisfying some additional equation
U1 = 1, and G1 a group discriminated by this subset. Consider the family of
those canonical fundamental sequences for G1 modulo the images R1, . . . , Rs of
the factors P1, . . . , Ps in the free decomposition of the subgroup 〈X2, . . . , Xm〉,
which have the same Kurosh rank modulo them as Q1 = 1. Denote this free
decomposition by H1∗.
Denote such a fundamental sequence by c, and the corresponding NTQ sys-
tem S = 1(mod H1∗), where S = 1 has the form
S1(X11, . . . , X1m) = 1
. . .
Sm(X1m) = 1.
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Denote by DQ a canonical decomposition corresponding to the group FR(Q).
Non-QH, non-abelian subgroups in this decomposition are P1, . . . , Ps. Abelian
and QH subgroups correspond to the system Q1(X1, . . . , Xn) = 1. For each i
there exists a canonical homomorphism
ηi : FR(Q) → FR(Si,...,Sm)
such that P1, . . . , Ps are mapped into rigid subgroups in the canonical decom-
position of ηi(FR(Q)).
Each QH subgroup in the decomposition of FR(Si,...,Sm) as an NTQ group is
a QH subgroup of ηi(FR(Q)). By [19], Lemma 10, for each QH subgroup Q1 of
ηi(FR(Q)) there exists a QH subgroup of FR(Q) that is mapped into a subgroup
of finite index in Q1. The size of this QH subgroup is, obviously, greater or
equal to the size of Q1. Those QH subgroups of FR(Q) that are mapped into
QH subgroups of the same size by some ηi are called stable.
Lemma 2. In the conditions above there are the following possibilities:
(i) The set of homomorphisms going through c is generic for each regular
quadratic equation in Q1 = 1 and ab(c) = ab(Vfund(Q)) (in this case c has only
one level identical to Q1);
(ii) It is possible to reconstruct system S = 1 in such a way that size (S) <
size (Q1);
(iii) size (S) = size (Q1), ab(c) < ab(Vfund(Q)).
Proof. The fundamental sequence cmodulo the decompositionH1∗ has the same
Kurosh rank as Q1 = 1. The Kurosh rank of Q1 = 1 is the sum of the following
numbers:
1) the dimension of a free factor F1 = F (t0, . . . , tk0) in the free decomposition
of FR(Q) corresponding to an empty equation in Q1 = 1;
2) the number of abelian factors;
3) the sum of dimensions of surface group factors;
4) the number of free variables of quadratic equations with coefficients in
Q1 = 1 corresponding to the fundamental sequence V arfund(Q),
5) factors(V arfund).
Because c has the same Kurosh rank, the free factor F1 is unchanged. By 1) and
2) in Section 3.2, abelian and surface factors are sent into different free factors.
Let Q1i = 1 be one of the standard quadratic equations in the systemQ1 = 1.
If the set of solutions of Q1i = 1 over FR(Q2,...Qn) that factor through the system
S = 1 is a generic family for Q1i = 1, then by the analog of ([26], Theorem 9) we
conclude that S = 1 can be reconstructed so that it contains only one quadratic
equation as a part of the system Sm = 1. Indeed, suppose a QH subgroup Q1i
corresponding to Q1i = 1 mapped on some level s of S = 1 onto a subgroup of
the same size. Then it is stable. Suppose also that a QH subgroup of FR(Q) that
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is a subgroup of Q1i is projected on some level k above s into a QH subgroup
Qk. Then this projection is a monomorphism. On all the levels above s we
can adjoin the image of a subgroup of Q1i to a non-QH subgroup adjacent to
it (and not count it in the size). We can adjoin the image of Q1i to a non-QH
subgroup on all the levels above m, and replace the image of it on level m by
the isomorphic copy of Q1i.
If all QH subgroups corresponding to Q1 = 1 are stable, then the regular size
of S = 1 is the same as the regular size of Q1 = 1 and if ab(c) = ab(Vfund(Q)),
then reconstructed S = 1 has only one level.
The lemma is proved.
To finish the proof of Theorem 4, notice that by Lemma 2, every time we
apply the transformation of Case 3 (we refer to the cases from Section 3.6)
in the construction of AE-tree we either (i) decrease the dimension in the top
block, therefore decrease the Kurosh rank, or (ii) replace the NTQ system in the
top block by another NTQ system of the same dimension but of a smaller size,
or (iii) decrease ab(c). Hence the complexity defined in the beginning of this
section decreases. Hence, Case 3 cannot be applied infinitely many times to the
top block. If we apply Case 2, we consider the second block for proper quotients
of a finite number of groups. Hence, starting from some step, we come to a
situation, when the fundamental sequences factor through the same block-NTQ
system, and the image Gt of G in the last level of these systems is a proper
quotient of G. Case 1 cannot appear infinitely many times because every time
the induced fundamental sequence has the same decomposition on levels above
some level k and has a decrease in the complexity of the decomposition on level
k. Theorem 4 is proved.
The effectiveness of the construction of the finite ∃∀-tree for sentence Φ
implies that the ∀∃-theory of the group F is decidable.
Theorem 5. [19] The ∀∃-theory of a free group is decidable.
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4 Effectiveness of the global bound in finiteness
results
4.1 Groups without sufficient splitting, algebraic, reduc-
ing and special solutions
In Section 5.4 of [19] we defined the notion of a sufficient splitting of a limit
group K modulo a class of subgroups K. Let F be a free group with basis A,
P = A ∪ {p1, . . . , pk}, H = 〈P 〉. Let K consist of one subgroup K = {H}. Let
K = 〈X,P, ?|S(X,P, ?)〉, and suppose that K does not have a sufficient splitting
modulo H . Let D be an abelian JSJ decomposition of K modulo H .
We give the notion of algebraic solutions. Let K1 be a fully residually free
quotient of the groupK, κ : K → K1 the canonical Γ- epimorphism that embeds
terminal subgroups of Γ participating in the construction of K, and H1 = H
κ
the canonical image of H in K1. An elementary abelian splitting of K1 modulo
H1 which does not lift into K is called a new splitting.
Definition 2. (Definition 20 [19]) In the notation above the quotient K1 is
called reducing if one of the following holds:
1. K1 has a non-trivial free decomposition modulo H1;
2. K1 has a new elementary abelian splitting modulo H1.
We say that a homomorphism φ : K → K1 is special if φ either maps an
edge group of D to the identity or maps a non-abelian vertex group of D to an
abelian subgroup.
We will now define ∼MAX -equivalent homomorphisms (that were introduced
in [19], Section 5.3). Let S be an elementary abelian splitting of a fully residually
free group G relative to a family of subgroups K, i.e., G = A ∗C B or G =
A∗C = 〈A, t|c
t = c′, c ∈ C〉 modulo K. Suppose, for certainty, that F ≤ A.
Let ψ : G → F be an F -homomorphism from G into F and Cψ ≤ 〈c0〉, where
〈c0〉 is a maximal abelian subgroup of F . For an arbitrary d ∈ 〈c0〉 we define a
homomorphism ψd : G→ as follows. If G = A ∗C B then
ψd(a) = ψ(a) for a ∈ A, ψd(b) = ψ(b)
d for b ∈ B.
If G = 〈A, t|ct = c′, c ∈ C〉 then
ψd(a) = ψ(a) for a ∈ A, ψd(t) = dψ(t).
By ∼S we denote the following binary relation on HomF (G,F ) (in the notation
above)
∼S= {(ψ, ψd) | ψ ∈ HomF (G,F ), d ∈ 〈c0〉}.
Now let D be an abelian JSJ decomposition of G modulo K. Suppose M is
an abelian vertex group in D. ThenM is a direct productM =M1×M2, where
M1 is the minimal direct summand of M containing all the edge groups of M
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in D (so the subgroup generated by the edge groups of M has a finite index in
M1). Denote by G
′ the subgroup of G which is the fundamental group of the
splitting D′ obtained from D by removing the direct summand M2 from the
vertex M . Clearly, G splits as an extension of centralizer CG′(M1) of the group
G′ by M2. We fix a basis g1, . . . , gs of the free abelian group M2 (if M2 6= 1).
Now let θ : G → F be an F -homomorphism and Mθ ≤ 〈c0〉, where 〈c0〉 is
a maximal cyclic subgroup of F . Then for every tuple d = (d1, . . . , ds) ∈ 〈c0〉
s
the map
θd : gi → dig
θ
i , i = 1, . . . , s
extends to a homomorphism θd : M2 → F . Now the restriction of the ho-
momorphism θ on G′ and the homomorphism θd : M2 → F give rise to a
homomorphism G→ F which we define by the same symbol θd. We refer to the
homomorphism ψd and θd as obtained from ψ and θ by extended automorphisms
or fractional Dehn twists.
By ∼M we denote the following binary relation on HomF (G,F ) (in the
notation above)
∼M= {(θ, θd) | θ ∈ HomF (G,F ), d ∈ 〈c0〉
s}.
We extend the relation ∼ of being equivalent with respect to the group of
canonical automorphisms to the equivalence relation ∼AE generated by ∼, all
the binary relations ∼M whereM runs over all abelian vertex groups in D, and
all the binary relations ∼S where S runs over all elementary splittings of G
corresponding to the edges of D.
We say that two F -homomorphisms φ, ψ ∈ HomF (G,F ) areMAX-equivalent
(and write φ ∼MAX ψ) if there exists θ ∈ HomF (G,F ) such that φ ∼AE θ and
θ coincides up to conjugation with ψ on the fundamental group of every con-
nected component of the graph of groups obtained from D by removing from D
all QH-subgroups.
Let R = {K/R(r1), . . . ,K/R(rs)} be a complete reducing system for K
(each homomorphism from K into F that factors through a reducing quotient
is ∼MAX -equivalent to a homomorphism that factors through one of them).
The existence of such system for a free group is proved in [19]. The algorithm
to construct it was also given in [19]. Suppose we know NTQ groups for the
system of reducing quotients of K modulo H . A homomorphism from K onto
F is called reducing if there exists a solution the ∼MAX -equivalence class of ψ
which factors through one of the NTQ systems for equations r1 = 1, . . . , rk = 1.
Now we define algebraic solutions of S = 1 in F . Let φ : H → F be a fixed F -
homomorphism and Solφ the set of all homomorphisms from K onto F which
extend φ. A non-reducing non-special solution in Solφ is called K-algebraic
(modulo H and φ).
Theorem 6. (cf. [24], Theorem 6) Let H ≤ K be as above. The fact that for
parameters P there are exactly N non-equivalent Max-classes of K-algebraic
solutions of the equation S(X,P ) = 1 modulo H can be written algorithmically
as a boolean combination of conjunctive ∃∀-formulas (these are formulas of type
(4)).
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Proof. The generating set X of K corresponding to the decomposition D can be
partitioned as X = X1 ∪X2 such that G = 〈X2 ∪ P 〉 is the fundamental group
of the graph of groups obtained from D by removing all QH-subgroups. If ce
is a given generator of an edge group of D, then we know how a generalized
fractional Dehn twist (AE-transformation or extended automorphism in the
terminology of [19], [26]) σ associated with edge e acts on the generators from
the set X . Namely, if x ∈ X is a generator of a vertex group, then either xσ = x
or xσ = c−mxcm, where c is a root of the image of ce in F , or in case e is
an edge between abelian and rigid vertex groups and x belongs to the abelian
vertex group, xσ = xcm. Similarly, if x is a stable letter then either xσ = x or
xσ = xcm.
One can write elements ce as words in generators X2, ce = ce(X2). Denote
T = {ti, i = 1, . . . ,m}. Consider the formula
∃X1∃X2∀Y ∀T∀Z (S(X1, X2, P ) = 1
∧ ¬
(
m∧
i=1
[ti, ci(X2)] = 1 ∧ Z = X
σT
2 ∧ S(Y,X2, P ) = 1 ∧ V (Y, Z, P ) = 1
))
.
It says that there exists a solution of the equation S(X1, X2, P ) = 1 that is
not Max-equivalent to a solution Y, Z, P that satisfies V (Y, Z, P ) = 1. If now
V (Y, Z, P ) = 1 is a disjunction of equations defining maximal reducing quo-
tients, then this formula states that for parameters P there exists at least one
Max-class of algebraic solutions of S(X,P ) = 1 with respect to H .
Denote
τ(T,X2, Y, Z) =
(
m∧
i=1
[ti, ci(X2)] = 1 ∧ Z = X
σT
2 ∧ S(Y,X2, P ) = 1 ∧ V (Y, Z, P ) = 1
)
.
The following formula states that for parameters P there exists at least two
non-equivalent Max-classes of algebraic solutions of S(X,P ) = 1 with respect
to H .
θ2(P ) = ∃X1, X3∃X2, X4∀Y, Y
′∀T, T ′, T ′′∀Z,Z ′ (S(X1, X2, P ) = 1 ∧ S(X3, X4, P ) = 1
∧¬
(
τ(T,X2, Y, Z) ∨ τ(T
′, X4, Y
′, Z ′) ∨ (
m∧
i=1
[ti
′′, ci(X2)] = 1 ∧X
σT ′′
2 = X4)
))
.
Similarly one can write a formula θN (P ) that states for parameters P there
exist at least N non-equivalent Max-classes of algebraic solutions of S(X,P ) = 1
with respect to H .
Then θN(P ) ∧ ¬θN+1(P ) states that there are exactly N non-equivalent
Max-classes. The theorem is proved.
4.2 A bound on the number of Max-classes of algebraic
solutions
In this subsection we will give a proof of the effectiveness of the global bound
in Theorem 11 [19].
20
Theorem 7. ([19], Theorem 11) Let H,K be finitely generated fully residually
free groups such that F ≤ H ≤ K and K does not have a sufficient splitting
modulo H. Let D be an abelian JSJ decomposition of K modulo H (which
may be trivial). There exists a constant N = N(K,H) such that for each
F -homomorphism φ : H → F there are at most N algebraic pair-wise non-
equivalent with respect to ∼MAX , homomorphisms from K to F that extend
φ.
Moreover, if H,K are as in Theorem 6, the constant N for the number of
∼MAX-non-equivalent homomorphisms can be found effectively.
Proof. The statement about the existence of such constant N is Theorem 3.5
[39] (although there is no proof of Theorem 3.5 there). We will show how to
find this constant effectively. To make presentation easier, we consider first the
case when the group K from the formulation of Theorem 11 does not have a
splitting modulo H . (in the terminology of [39] it is a rigid limit group). We
consider the formula
∃P∃Y1, . . . , Ym(∧
m
i=1S(P, Yi) = 1 ∧ Yi 6= Yj(i 6= j) ∧
k
t=1 ∧
m
i=1rt(P, Yi) 6= 1).
We know from Theorem 11 that possible number m of algebraic solutions is
bounded. Therefore for some positive integerm such a formula will be false. The
minimal such m can be found because the existential theory of F is decidable.
Therefore N = m− 1.
Now we consider the case when the group K has a splitting modulo H but
not a sufficient splitting (K is solid in terminology of [39]). This case is more
complicated because we have to write that solutions corresponding to tuples
Y1, . . . , Ym are not reducing and not in the same ∼MAX equivalence classes for
i 6= j. This means that there exist no elements representing QH subgroups and
no elements commuting with edge groups of the JSJ decomposition ofK modulo
H such that application of generalized fractional Dehn twists corresponding
to these elements take some of these solutions to reducing solutions or take
one solution to the other. This fact can be expressed in terms of ∃∀-sentence
that is true if and only if there exists a homomorphism H → F that can be
extended to m algebraic and not ∼MAX equivalent homomorphisms K → F.
The decidability of ∃∀-theory of F was proved in the previous section. Then
the bound on m can be found effectively because we can find for which m the
sentence is false and therefore such homomorphism H → F does not exist.
21
5 Quantifier elimination algorithm
In this section we will prove Theorem 1. Consider the following formula
Θ(P ) = ∃Z∀X∃Y (U(A,P, Z,X, Y ) = 1 ∧ V (A,P, Z,X, Y ) 6= 1), (5)
where A is a basis of F = F (A). This formula Θ(P ) is the negation of the
formula Φ considered in [19].
It was proved in [41],[19] that every formula in the theory of a free group F is
equivalent to a boolean combination of ∃∀-formulas. The general scheme of the
proofs in [41] and in [19] is quite similar: to use the so-called implicit function
theorem or parametrization theorem that is [26], Theorem 12 (= existence of
formula solutions in the covering closure of a limit group) and to approximate
any definable set and get its stratification using certain verification process
(based on the implicit function theorem) that stops after finite number of steps.
But all the necessary technical results are proved differently (using actions on R-
trees in [41], and using elimination process and free action of fully residually free
groups on Zn-trees, which is equivalent to the existence of free length functions
in Zn, in [19]). The proof in [19] is also algorithmic. It will be more convenient
for us to follow our proof in [19] and to use mostly our terminology.
To obtain effective quantifier elimination to boolean combinations of ∃∀-
formulas it is enough to give an algorithm to find such a boolean combination
that defines the set defined by Θ(P ).
For every tuple of elements P¯ for which Θ(P¯ ) is true, there exists some
Z¯ and (by the Merzljakov theorem a solution Y = f(A, P¯ , Z¯,X) of U = 1 ∧
V 6= 1 in F (X) ∗ F. All formula solutions of U = 1 for all possible values of
P belong to a finite number of fundamental sequences with terminal groups
FR(U1,i) ∗F (X), where U1,i = U1,i(A,P, Z, Z
(1)) and FR(U1,i) is a group with no
sufficient splitting modulo 〈A,P, Z〉 (see Section 12.2, [19]). These groups can
be effectively found.
We now consider each of these fundamental sequences separately. Below we
will not write the constants A in the equations but assume that equations may
contain constants. Those values P,Z for which there exist a value of X such
that the equation
V (P,Z,X, f(Z,Z(1), P,X)) = 1
is satisfied for any function f give a system of equations on FR(U1,i)∗F (X). This
system is equivalent to a finite subsystem (to one equation in the case when we
consider formulas with constants). Let G be the coordinate group of this system
and Gi, i ∈ J be the corresponding fully residually F groups.
We introduced in Section 12.2, [19], the tree TX(G) which is constructed the
same way as TEA(Φ) with X,Y considered as variables and P,Z, Z
(1) as param-
eters. To each group Gi we assign fundamental sequences modulo 〈P,Z, Z
(1)〉.
Their terminal groups are groups FR(V2,i), where
V2,i = V2,i(P,Z, Z
(1), Z
(2)
1 )
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that do not have a sufficient splitting modulo 〈P,Z, Z(1)〉. Then we find all
formula solutions Y of the equation
U(P,Z,X, Y ) = 1
in the corrective normalizing extensions of the NTQ groups corresponding to
these fundamental sequences for X (see [26], Theorem 12). These formula solu-
tions Y are described by a finite number of fundamental sequences with terminal
groups FR(U2,i), where U2,i = U2,i(P,Z, Z
(1), Z
(2)
1 , Z
(2)). Then again we investi-
gate the values of X that make the word V (P,Z,X, Y ) equal to the identity for
all these formula solutions Y . And we continue the construction of TX(G). We
can prove that this tree is finite exactly the same way as we proved the finiteness
of the ∃∀-tree. We will call TX(Θ) the parametric ∃∀-tree for the formula Θ(P ).
For each branch of the tree TX we assign a sequence of groups
FR(U1,i), FR(V2,i) . . . , FR(Vr,i), FR(Ur,i)
as in [19], Section 12.2. Corresponding irreducible systems of equations are:
U1,i = U1,i(P,Z, Z
(1)),
Um,i = Um,i(P,Z, Z
(1), Z
(m)
1 , Z
(m)), m = 2, . . . , r,
which correspond to the terminal groups of fundamental sequences describing
Y of level (m,m− 1), and
Vm,i = Vm,i(P,Z, Z
(1), Z
(m)
1 ), m = 2, . . . , r
which correspond to the terminal groups of fundamental sequences describing
X of level (m,m). They correspond to vertices of TX that have distance m to
the root.
For eachm the group FR(Um,i) does not have a sufficient splitting modulo the
subgroup 〈P,Z, Z(1), Z
(m)
1 〉, and the group FR(Vm,i) does not have a sufficient
splitting modulo the subgroup 〈P,Z, Z(1)〉.
On each step we consider terminal groups of all levels. Below we will some-
times skip index i and write Um, Vm instead of Um,i, Vm,i.
Proposition 3. A complete system of reducing quotients of a limit group with
no sufficient splitting modulo a subgroup can be found effectively.
Proof. Suppose first that a limit group, denoted by K, does not have a split-
ting modulo a subgroup H . For each reducing quotient K1 of K there is a
discriminating family Ψ of homomorphisms such that for every homomorphism
ψ ∈ Ψ the restriction ψH can be extended by infinitely many ways to homomor-
phisms from K1 to F . We can construct a system of equations S = 1 such that
K = FR(S). We can run the Elimination process for S = 1 modulo H . Each
homomorphism from H to F can be extended by infinitely many ways to a
solution of S = 1 corresponding to a homomorphism from K1 to F . Among the
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obtained quotients of K, we will obtain, in particular, all the maximal reducing
quotients of K because the new splittings for quotients of K will be seen in the
Elimination process. Then we have to compare the reducing quotients that we
obtain and take the maximal ones.
Suppose now that K has a (non-sufficient) splitting modulo H . For each
reducing quotientK1 ofK there is a discriminating family Ψ of homomorphisms
such that for every homomorphism ψ ∈ Ψ the restriction ψH can be extended
by infinitely many ways to homomorphisms from K1 to F which are minimal
in their AEQ classes for K (see [19] for definition of AEQ class). We again can
take a system of equations S = 1 in the free group F such that K = FR(S).
We can run the Elimination process for S = 1 modulo H . Each homomorphism
from H to F can be extended by infinitely many ways to a solution of S = 1
corresponding to a homomorphism from K1 to F that is AEQ-minimal as a
homomorphism from K to F . We will obtain reducing quotients of K and, in
particular, all the maximal reducing quotients of K. Then we have to compare
the reducing quotients that we obtain and take the maximal ones.
5.1 Algorithm for the construction of the tree TX .
Proposition 4. There is an algorithm to construct the following:
1) the finite parametric ∃∀-tree TX ,
2) for each branch of the tree TX the finite family of groups
FR(U1,i), FR(V2,i) . . . , FR(Vr,i), FR(Ur,i),
3) for each vertex of the tree, a fundamental sequence describing either Y (if
the associated group is FR(Uj,i)) or X (if the associated group is FR(Vj,i)).
Proof. The proof uses the algorithm from Proposition 3 to construct a com-
plete system of reducing quotients and the algorithm to construct fundamental
sequences for a system of equations modulo a finite set of finitely generated
subgroups.
5.2 Configuration groups
In order to show that a specialization P¯ of the parameters P is in the set
True(Θ), one needs to find a specialization Z¯ of variables Z such that the
corresponding ∀∃-sentence
∀X∃Y (U(P¯ , Z¯,X, Y ) = 1 ∧ V (P¯ , Z¯,X, Y ) 6= 1)
is true. The proof that this sentence is true corresponds to a subtree of TX(Θ)
(we call it a true-subtree for P¯ , Z¯). That is the proof consists of a finite se-
quence of formal solutions Y in corrective extensions of corresponding block-
NTQ groups in the vertices of this subtree. Since TX(Θ) is a finite tree, there is
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only a finite number of possibilities for such true-subtrees of TX(Θ). Note that
given P¯ , Z¯ there may be several true-subtrees for this tuple, but the number of
possible true-subtrees is bounded. We will say that the sentence associated with
the tuple P¯ , Z¯ can be proved at level m is the maximal depth of the true-subtree
is m.
Definition 3. Denote by True(Θ)i the set of specializations P¯ of P for which
there exists Z¯ such that the corresponding ∀∃-sentence can be proved on level i
(there are no remaining X on level i).
Lemma 3. The set True(Θ)1 is an ∃∀-set, and there is an algorithm to write
the formula defining this set.
Proof. We can write an ∃∀- formula that says that there exists an index i, Z,Z(1)
such that U1,i(P,Z, Z
(1)) = 1, Z(1) is an algebraic solution, and for any index j
there is no specialization Z
(2)
1 such that V2,j = V2,j(P,Z, Z
(1), Z
(2)
1 ) = 1.
Theorem 8. The set True(Θ)2 is in the Boolean algebra of ∃∀-sets, and there is
an algorithm to find a Boolean combination of ∃∀-formulas defining True(Θ)2.
The rest of the paper will be devoted to the proof of this theorem, and at
the very end we will discuss the general case of True(Θ)m, where m is bounded
by the depth of the tree TX(Θ).
Remark 1. In Definition 27 and Definition 28, [19] we define initial fundamen-
tal sequences of levels (2,1) and (2,2) and width i (the possible width is bounded)
modulo P . In this paper we consider both these levels as level 2. Since we are
now considering the formula Θ such that Θ = ¬Φ for the formula Φ considered
in [19], we will slightly change the definition here. It will be more convenient
to replace condition (6) from Definition 28 of [19] by its negation and add this
negation on level 2.
Definition 4. Let P¯ ∈ True(Θ)2. Then there exists a family of algebraic spe-
cializations (P¯ , Z¯, Z¯(1)) for one of the groups FR(U1,k). Let FR(V2,1), . . . , FR(V2,t)
be the whole family of groups on level 1 of the proof constructed for this group
FR(U1,k) (k is fixed). To construct the initial fundamental sequences of level 2
and width i = i1 + . . .+ it, we consider the fundamental sequences modulo the
subgroup 〈P 〉 for the groups H discriminated by i solutions (P¯ , Z¯, Z¯(1), Z¯
(2,j,s)
1 , Z¯
(2,j,s))
of the systems
U2,ms(P,Z, Z
(1), Z
(2,j,s)
1 , Z
(2,j,s)) = 1, j = 1, . . . , is, s = 1, . . . , t,
with the following properties (for some i1, . . . , it such solutions must exist):
(1) (P¯ , Z¯, Z¯(1)) are algebraic solutions of U1,k(P,Z, Z
(1)) = 1,
(P¯ , Z¯, Z¯(1), Z¯
(2,j,s)
1 ) are algebraic solutions of V2,s(P,Z, Z
(1), Z
(2)
1 ) = 1,
(P¯ , Z¯, Z¯(1), Z¯
(2,j,s)
1 , Z¯
(2,j,s)) are algebraic solutions of U2,ms(P,Z, Z
(1), Z
(2)
1 , Z
(2)) =
1;
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(2) Z¯
(2,j,s)
1 are not ∼MAX-equivalent to Z¯
(2,p,s)
1 , p 6= j, p, j = 1, . . . , is, s =
1, . . . , t;
(3) for any of the finite number of values of Z
(2)
1 the fundamental sequences
for V2,s(P,Z, Z
(1), Z
(2)
1 ) = 1 are contained in the union of the fundamental
sequences for U2,ms(P,Z, Z
(1), Z
(2,j)
1 , Z
(2,j)) = 1 for different values of Z(2,j,s);
(4) there is no non-∼MAX-equivalent Z¯
(2,is+1,s)
1 , algebraic, solving V2,s(P,Z, Z
(1), Z
(2)
1 ) =
1, s = 1, . . . , t.
(5) the solution (P¯ , Z¯, Z¯(1)) does not satisfy a proper equation which for
some i ∈ J implies V i(P¯ , Z¯,X) = 1 for any value of X.
(6) for any s, the solution (P¯ , Z¯, Z¯(1), Z¯
(2,1,s)
1 , Z¯
(2,1,s)) can not be extended
to a solution of some
V3,s(P,Z, Z
(1), Z
(2,1,s)
1 , Z
(2,1,s), Z
(3,1,s)
1 ) = 1.
We call this group H a configuration group. We also call a tuple
(P¯ , Z¯, Z¯(1), Z¯
(2,j,s)
1 , Z¯
(2,j,s), j = 1, . . . is, s = 1, . . . , t)
satisfying the conditions above a certificate for Θ for P¯ (of level 2 and width
i). F We add to the generators of the configuration group additional variables
Q for the primitive roots of a fixed set of elements for each certificate (these are
primitive roots of the images in F of the edge groups and abelian vertex groups
in the relative JSJ decompositions of the groups FR(V2,1), . . . , FR(V2,t)).
When we consider the initial fundamental sequence of level 2 and width
i = i1 + . . . + it, we have fixed the group FR(U1,k), the number is of Max-
equivalence classes for each of the groups FR(V2,s), and the number of Max-
equivalence classes for each FR(U2,ms ). It follows from Theorem 7 that there is
only a finite number of initial fundamental sequences of level 2.
Each group H from this definition is a fundamental group of some system
of equations, say
W (P,Z, Z(1), Z
(2,j,s)
1 , Z
(2,j,s), Q, j = 1, . . . is, s = 1, . . . , t) = 1.
Some generic families of specializations (P¯ , Z¯, Z¯(1), Z¯
(2,j,s)
1 , Z¯
(2,j,s), Q¯, j =
1, . . . is, s = 1, . . . , t) that factor through the fixed initial completed fundamental
sequence f (modulo 〈P 〉, with terminal group Term(P, P (1))) of level 2 and
width i, may fail to be certificates for P¯ in one of the following ways:
1. Specializations in a generic family for f may not satisfy property (1),
instead of being algebraic they may become reducing, or two not Max-equivalent
specializations may become equivalent (failing (2)). These specializations factor
through a finite number of limit groups Red1, . . . , Redk (extra variables may be
added to demonstrate this). By the implicit function theorem the NTQ groups
for them are corrective extensions of the NTQ group for f . A certificate for f
does not factor through any of Red1, . . . , Redk.
2. Property (3) may fail, these specializations factor through a finite number
of limit groups with additional equations involving root variablesQ, RQ1, . . . , RQm.
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3. Specializations may not satisfy property (6), in this case they can be
extended to specializations that factors through a finite number of limit groups
of higher level FR(V3,ms ).
Notice that all the specializations that can be extended to specializations
that factor through these limit groupsRed1, . . . , Redk, FR(V3,ms ), RQ1, . . . , RQm,
are not certificates.
4. A generic family may fail property (4) in another way. For tuples
P¯ , Z¯, Z¯(1) there may be more non-∼MAX- equivalent solutions of the equation
V2,s(P,Z, Z
(1), Z
(2)
1 ) = 1 than is. These tuples then factor through one of the
groups Hsurplus discriminated by solutions of W = 1 together with solutions
Z
(2,is+1,s)
1 → F minimal with respect to fractional Dehn twists. But some tu-
ples for f factoring through Hsurplus may still be certificates provided they are
going through one of the fundamental sequences for which value of Z
(2,is+1,s)
1 is
either reducing or ∼MAX -equivalent to one of Z
(2,j,s)
1 , j = 1, . . . , is.
This analysis shows the following
Proposition 5. For each initial completed fundamental sequence of level 2 and
width i, for each P¯ factoring through this fundamental sequence for which there
exists a certificate, there are the following possibilities:
1. there exists a generic family of certificates (corresponding to the funda-
mental sequence),
2. any certificate in this fundamental sequence can be extended by Z
(2,is+1,s)
1
so that the whole tuple factors through one of the groups Hsurplus, but
these variables Z
(2,is+1,s)
1 factor through one of the fundamental sequences
for which Z
(2,is+1,s)
1 is either reducing or ∼MAX-equivalent to one of
Z
(2,j,s)
1 , j = 1, . . . , is.
In the former case we say that the fundamental sequence has depth 1, it the
latter case we will consider fundamental sequences of depth 2 (for level 2 and
width i). Similarly there may be constructed fundamental sequences of larger
depth (for level 2 and width i).
Completed fundamental sequences for Hsurplus correspond to corrective ex-
tensions of the NTQ group for the completed fundamental sequence f , and
have terminal groups with no sufficient splitting modulo Term(P, P (1)) that we
denote by Term1(P, P
(1), P (2)).
Notice that we do not know a system of equations defining a configuration
group. We, therefore, need the following result.
Proposition 6. Let H = FR(W ) be one of the configuration groups with gener-
ators
P,Z, Z(1), Z
(2,j,s)
1 , Z
(2,j,s), Q, j = 1, . . . , is, s = 1, . . . , t.
Then there is an algorithm to find each terminal group of each fundamental
sequence for H modulo P .
27
Proof. As in the proof in of Theorem 11[19], we extensively use the technique
of generalized equations described in [26], Subsection 4.3 and Section 5 and cut
equations described in Section 5.7 [26]. The reader has to be familiar with these
sections of [26]. In the proof of Theorem 11, [19] we show how to construct,
given a group K that does not have a sufficient splitting modulo a subgroup H ,
a finite system of generalized equations Π (see [26], Section 7.7) for a minimal
in its Max-class solution such that the intervals of Π are labeled by values of
the generators of H . For each system
U2,ms(P,Z, Z
(1), Z
(2,j,s)
1 , Z
(2,j,s)) = 1
we construct a generalized equation modulo the parametric subgroup
〈P,Z, Z(1), Z
(2,j,s)
1 〉. Since solutions are minimal algebraic, we can move all
bases to the intervals of this generalized equation labeled by P,Z, Z(1), Z
(2,j,s)
1 .
For the intervals labeled by P,Z, Z(1) we add a generalized equation for the
system
V2,m(P,Z, Z
(1), Z
(2,j,s)
1 ) = 1
modulo the parametric subgroup 〈P,Z, Z(1)〉. For the intervals labeled by P,Z
we add generalized equations for the system
U1,m(P,Z, Z
(1)) = 1
modulo the parametric subgroup 〈P,Z〉. The intervals labeled by P will be the
same for all these generalized equations. Similarly we identify all the intervals
labeled by the same variables that occur in different generalized equations. We
now add to the obtained generalized equation, the inequalities that guaran-
tee that conditions (1)-(6) are satisfied. These inequalities are just indicating
that specializations of variables corresponding to some sub-intervals of the gen-
eralized equation must not be identities. But this is a standard requirement
for a solution of a generalized equation. For example, we write an equation
r1(Z
(2,j)
1 ) = λ1 and set that λ1 is a base of the generalized equation. Then the
condition λ1 6= 1 must be automatically satisfied for a solution of a generalized
equation. So we can construct a finite number of generalized equations (de-
note this set GE) such that each certificate corresponding to minimal in their
Max-classes specializations is a solution of one of these generalized equations
GE .
We now construct fundamental sequences of solutions of the equations GE
modulo 〈P 〉. Notice that not all solutions from the fundamental sequence satisfy
the necessary inequalities, but if we restrict the sets of automorphisms on all the
levels to those whose application preserves corresponding generalized equations,
we will have solutions of inequalities too. Therefore, a generic family of solu-
tions does satisfy the inequalities. Using our standard procedure we construct
fundamental sequences induced by the subgroup with generators
P,Z, Z(1), Z
(2,j,s)
1 , Z
(2,j,s), Q, j = 1, . . . , is, s = 1, . . . , t.
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The subgroups generated by the images of these generators in the terminal
groups of these fundamental sequences are precisely the terminal groups of the
fundamental sequences for H modulo P .
This implies the following result.
Corollary 1. There is an algorithm to construct the initial fundamental se-
quences for Z of level 2 and width i.
For a given value P¯ of P the formula Θ can be proved on level 2 and depth
1 if and only if the following conditions are satisfied.
(a) There exist algebraic solutions for some system of equations Ui,coeff =
1 corresponding to (a quasi-convex closure of) the terminal group of a
fundamental sequence Vi,fund for a configuration group modulo P .
(b) These solutions do not factor through the fundamental sequences that de-
scribe solutions from Vi,fund that do not satisfy one of the properties (1)-
(6). There is a finite number of such fundamental sequences, they are fun-
damental sequences corresponding to groups Red1, . . . , Redk, FR(V3,ms ),
RQ1, . . . , RQm and Hsurplus. Therefore P¯ cannot be extended to alge-
braic solutions of equations corresponding to terminal groups of these
fundamental sequences.
(c) These solutions do not factor through the terminal groups of fundamental
sequences of level 2 and greater depth derived from Vi,fund.
In this case there is a generic certificate of level 2 width i and depth 1. These
conditions can be described by a boolean combination of ∃∀-formulas of type
(4). Similarly we consider fundamental sequences of level 2 width i and depth
2 and deeper fundamental sequences of level 2 width i. The main technical tool
that is needed to show that the procedure of constructing deeper and deeper
fundamental sequences of level 2 and width i stops, is the notion of so called
tight enveloping NTQ groups and fundamental sequences.
5.3 Tight Enveloping NTQ Groups
We will now describe the construction of a tight enveloping NTQ group and
fundamental sequence. As we just mentioned, tight enveloping NTQ groups
serve as the main technical tool that is needed to show that the procedure of
constructing deeper and deeper fundamental sequences of level 2 and width i
stops. This construction is needed to control the complexity of fundamental
sequences. We begin with a fundamental sequence satisfying first and second
restrictions and the NTQ group for it that we denote FR(L1). We denote the
fundamental sequence c(L1). Let G = FR(U) be a subgroup of FR(L1) and
suppose we constructed the induced NTQ group for G, Ind(FR(U)) as described
in Subsection 3.3. Our goal is to construct a fundamental sequence c(U) and
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an NTQ group for G such that the Kurosh rank of the NTQ group for G with
respect to c(L1) is the same as the Kurosh rank of c(U).
(a) We take the NTQ group induced by the image of G in FR(L1) from FR(L1),
this does not increase the Kurosh rank, because we add only elements
from abelian subgroups and conjugating elements that are mapped to the
identity on the next lower level. Denote this group by Ind(FR(U)). It is
an NTQ group, mappings between different levels are restrictions of the
mappings for FR(L1). Then we do the following.
(b) We add from the top to the bottom (considering on level i+1 the image of
the group extended on level i) those QH subgroups Q of the group FR(L1)
that intersect the image on level i+1 in a subgroup of finite index (in Q)
and have less free variables than the subgroup in the intersection.
(c) We add edge groups of abelian subgroups of the enveloping group that
have non-trivial intersection with Ind(FR(U)) if this does not increase the
Kurosh rank.
(d) The terminal level of Ind(FR(U)) admits a free decomposition induced
from the free decomposition of the terminal group of the NTQ group
FR(L1), M = M1 ∗ . . .Ms ∗ F , where F is a free group (possibly trivial)
and M1, . . . ,Ms are embedded into conjugates of the non-cyclic freely
indecomposable factors in the free decomposition of the terminal level of
FR(L1). We replace each Mi by the factor that contains it.
(e) We add to Ind(FR(U)) from bottom to top all the QH subgroups of FR(L1)
that have non-trivial intersection with Ind(FR(U)), do not have free vari-
ables, the corresponding level of Ind(FR(U)) (more precisely, the extension
of Ind(FR(U)) on this step) intersects non-trivially some of their adjacent
vertex groups, and their addition decreases the Kurosh rank.
(f) We add from bottom to top all the elements that conjugate different QH
subgroups (abelian vertex groups) of Ind(FR(U)) into the same QH sub-
group of FR(L1) if this decreases the Kurosh rank.
(g) We add (from bottom to top) to each non-cyclic factor Hi in the free
decomposition H1∗. . .∗Ht∗F of the image of the constructed fundamental
sequence on each level, the abelian vertex groups and edge groups on this
level of c(L1) that are intersected non-trivially by Hi.
We make these steps (which we call adjustment) iteratively and denote the
obtained group by Adj(FR(U)). We repeat the adjustment iteratively as many
times as needed. We call the constructed NTQ group the tight enveloping NTQ
group. We will also call the corresponding system (fundamental sequence) the
tight enveloping system (fundamental sequence) and denote this fundamental
sequence c(U) by TEnv(G;L1). It has other important properties that we will
mention later.
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Given a fully residually free groupG = FR(U), the NTQ systemW (X1, . . . , Xn) =
1 corresponding to a fundamental sequence for U = 1 (with the quadratic sys-
tem S1(X1, . . . , Xn) = 1 corresponding to the top level and its image), a system
of equations P = 1 with coefficients in FR(W ) having a solution in some exten-
sion of FR(W ), we construct fundamental sequences (satisfying first and second
restrictions) for P = 1 modulo the non-cyclic free factors of the second level
〈X2, . . . , Xn〉 of FR(W ). Consider one of these fundamental sequences and con-
struct the NTQ group for it. Denote it FR(L1).
Remark 2. This construction is similar to [19], Section 11.2, but there is an
error in Section 11.2 (that is easy to fix). We erroneously said that the funda-
mental sequences above should be constructed modulo non-cyclic free factors of
FR(U). Instead, they have to be constructed modulo non-cyclic free factors of
the second level 〈X2, . . . , Xn〉 of FR(W ).
Proposition 7. 1) Given a fully residually free group G = FR(U), the canonical
NTQ system W = 1 corresponding to a branch of the canonical embedding tree
TCE(FR(U)) of the system U = 1, a system of equations P = 1 with coefficients
in FR(W ) having a solution in some extension of FR(W ), there is an algorithm
for the construction of tight enveloping NTQ groups and fundamental sequences
TEnv(G;L1).
2) The bound in Lemma 28 from [19] can be found effectively.
Proof. 1) Indeed, in the construction of tight enveloping fundamental sequences
and systems we have to solve the following algorithmic problems: find intersec-
tion of conjugates of QH-subgroups of two NTQ groups and find solution sets
of quadratic systems of equations in NTQ groups (to determine the rank of a
QH subgroup). These problems were solved algorithmically in [21] and [20].
2) The bound in Lemma 28 from [19] can be found effectively as in Theorem
7.
5.4 Sketch of the proof of Theorem 8
Now we will very briefly recall how it is shown in [19] that the procedure for
constructing deeper and deeper fundamental sequences of level 2 and width
i stops. The goal of this explanation is to show that Propositions 6, 7 and
Corollary 1 is all what is needed to make this procedure algorithmic. Corollary
1 takes care of the initial step of the procedure. For a fundamental sequence
of level 2, width i, and depth n with block-NTQ group Nn constructed on
step n of the procedure, we consider groups discriminated by this sequence and
∼MAX -minimal values of extra variables Z
(2,is+1,s)
1 such that
V2(P,Z, Z
(1), Z
(2,is+1,s)
1 ) = 1,
and values of Z
(2,is+1,s)
1 are either reducing or ∼MAX -equivalent to the value of
one of Z
(2,j,s)
1 , j = 1, . . . , is. It is proved that such a group is either a proper
quotient of a corrective extension Nn(corr) of Nn or a proper quotient of the
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group obtained from Nn(corr) by adding roots of some elements. We construct
fundamental sequences for these groups. Then we construct tight enveloping
fundamental sequences for N1 extracted from these fundamental sequences and
construct for them block-NTQ groups Nn+1. This is step n+1 of the procedure,
and Nn+1 has depth n + 1. The main idea is that these deeper fundamental
sequences of level 2 and width i can be constructed in such a way that the
complexity of the fundamental sequence of depth n + 1 is not larger than the
complexity of the fundamental sequence of depth n, and the complexities cannot
be the same on more than the bounded number of steps (we can find this bound
algorithmically by Proposition 7, part 2).
The non-increase in the complexity is organized as follows. As the size of a
QH subgroup Q in the tight enveloping NTQ group we consider the size of the
QH subgroup in the enveloping group containing Q as a subgroup of finite index.
With each QH subgroup Q corresponding to the equation S1(X1, . . . , Xn) = 1
we can associate a punctured surface. A simple closed curve on the surface cor-
responds to an element in Q. We suppose that G is embedded into FR(L1). We
suppose also that the family of simple closed curves (on the surface correspond-
ing to Q) that are mapped to the identity on the next level of the fundamental
sequence for W (X1, . . . , Xn) = 1, is compatible with the family of splittings
induced on Q from its images along the fundamental sequence L1 (Q inherits
a sequence of splittings from decompositions corresponding to L1 in which the
boundary elements of Q are elliptic and non-trivial).
These compatibility conditions and the construction of the tight enveloping
fundamental sequence imply that the Kurosh rank of TEnv(G;L1) extracted
from L1 is less than or equal to the Kurosh rank of S1 modulo free factors of
〈X2, . . . , Xn〉. If the Kurosh ranks are the same, we reorganize the levels of the
enveloping system L1 moving down stable QH subgroups (see [19], Section 7.3)
into another system L2 (and well aligned fundamental sequence) so that they
have the same solutions obtained from the fundamental sequences, any homo-
morphism fromG to F factoring through a fundamental sequence for FR(W ) that
factors through L1, also factors through L2, and size(TEnv(G;L2)) ≤ size(S1)
for the tight enveloping fundamental sequence for G induced from the system
L2. If all the parameters (Kurosh rank, size, abelian rank, rank) for S1 and
TEnv(G;L2) are the same, then TEnv(G;L2) has one level, and the abelian
decomposition has the same graph and QH and abelian vertex groups as S1.
Notice, that the Kurosh rank of the tight enveloping fundamental sequence
TEnv(G;L2) is the same as the maximal Kurosh rank of the corresponding
subgroup in the terminal group in the enveloping fundamental sequence modulo
free non-cyclic factors of 〈X2, . . . , Xn〉. (Notice also that we do not induce the
fundamental sequence by the terminal free factor of S1 = 1 (generated by free
variables of quadratic equations in S1 = 1), we just take its image in FR(L2).)
Suppose now that H ≤ FR(W ), L1 the same as above, and TEnv(H ;S1) is a
tight enveloping fundamental sequence for H . Then one can modify the system
L1 into L2 (with the well aligned fundamental sequence) with the following
properties:
1) they have the same fundamental solutions,
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2) any homomorphism from H to F factoring through the fundamental se-
quence for FR(W ) that factors through L1 also factors through L2,
3) one can construct a tight enveloping fundamental sequence TEnv(H ;L2)
for H such that the Kurosh rank of TEnv(H ;L2) is bounded by the Kurosh
rank of TEnv(H ;S1) and in the case of equality and (size, ab) for TEnv(H ;L2)
is bounded by the (size, ab) for TEnv(H ;S1).
In the case of the equality TEnv(H ;L2) has one level, and the abelian
decomposition is similar to the decomposition for TEnv(H ;S1).
The procedure for the construction of fundamental sequences of level 2 stops
after finite number of steps and is algorithmic. This proves Theorem 8. The
set True(Θ)2 is defined by a Boolean combination of ∃∀-sets, and there is an
algorithm to find this Boolean combination.
We consider fundamental sequences of all levels m similarly. We now can
make all the steps of the quantifier elimination procedure (to boolean combina-
tion of formulas (4)) algorithmically.
This proves Theorem 1.
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