Introduction
The geographic concentration of activity within industries is of great interest (e.g. Krugman, 1991; Rosenthal and Strange, 2003; Brülhart and Traeger, 2004) , but while explanations rely on agglomeration economies in some form (see Döring and Schnellenbach, 2006) , relatively little is known about the dynamics of these economies. This includes the temporal scope of an agglomeration economy, which is the period of time over which one agent's activity directly affects that of other time-separated agents (Rosenthal and Strange, 2004) . 1 In the same way that agglomeration economies are found to diminish with the physical distance between firms (e.g. Rosenthal and Strange, 2003) , the same may be true for firms that locate farther apart in time. This issue is little explored, although an exception is Henderson (1997) , who finds that the concentration of economic activity within an industry affects employment in that industry, peaking in its effect at between two to five years and petering out after six years.
To examine the effect of agglomeration economies on economic activity, a difficulty is posed by the presence of 'natural advantages', which make some locations relatively more attractive to an industry. These are the availability of natural resources, a favourable climate, proximity to a coast and so on, while under a broader definition they also include the industrywide advantages of a location that lower an industry's cost, such labour market conditions (e.g. skilled workers) and transportation networks (see Glaeser, 1994, 1999) . The difficulty posed by these natural advantages is that they are not directly related to the location of other activity in an industry, but they are likely to be correlated with it, giving rise to an identification issue. In the literature several approaches are taken to deal with this. The first is to include terms in a regression to control for these natural advantages, but a difficulty with this is that there are a large and perhaps unknowable number of these. 2 The other approach is to difference out the time invariant location attributes, as in Henderson (1997) , but there may be issues of correlation between successively lagged agglomeration terms.
To distinguish agglomeration economies from natural advantages the approach of this paper is to decompose an index of geographic concentration. Whereas natural advantages are 1 Glaeser et al (1992) and Henderson et al (1995) both find that the characteristics of a city impact on its growth over a 20-year period, but Rosenthal and Strange (2004) argue that this is unlikely to be a direct effect with a 20-year reach, but rather an accumulation of indirect effects that reflects the transitivity of these economies. It not only suggests that agglomeration economies are dynamic, but that their temporal scope is limited. 2 Ellison and Glaeser (1999) include 16 terms for natural advantages, including transportation costs and labour inputs. They explain 20% of the mean geographic concentration, but reckon that a full set of such terms would explain at least 50%. More generally, when terms are included for natural advantages in regression work they are often treated as uninteresting controls, e.g. Rosenthal and Strange (2001) and Barrios et al (2005) .
4 new economic activity, whether through start-up or in situ activity, and on a consistent basis over a long time period. This relates to foreign-owned plants only, but this kind of investment is mobile in its location and amenable to spillovers or natural advantages (or possibly neither), while it is associated with the generation of spillovers (see Blomström and Kokko, 1998) . The analysis of investment indicates that for many industries economic activity locates in relation to other activity in the same industry differently in the short run compared to how it locates in the long run. Since these effects are nearly always evident after a one-year and then decay, it not only suggests that spillovers are present, but it indicates that they have a limited temporal scope. On average, the one-year direct effect for agglomerative forces is about twice the long run effect, while spillovers have a temporal scope of about five years. Overall, it suggests that the approach developed in this paper can be employed to identify these spillovers.
In the next section the main indices of geographic concentration are briefly described.
The index decomposition is given in section 3 and the empirical methodology is in section 4.
The numerical simulation and results are presented in section 5 and section 6 concludes.
Geographic Concentration Indices
The geographic concentration index seeks to capture the extent to which economic activity in an industry locates unevenly across space, where this activity is measured by the number of plants or by the number of jobs in different plants. This section briefly presents the two main indices on which the index decomposition draws. To simplify the discussion this is in terms of plant location that is irrespective of the job scale. For ease, the spatial units are referred to as regions throughout and denoted by r (= 1 , …, R). Let n r denote the number of plants in the industry in r, where ∑ r n r = n, and s r (= n r / n) and x r refer to the share of the number of plants in the industry and all industries respectively, where ∑ r s r = ∑ r x r = 1. The Herfindahl index is H = (1 + c 2 ) / n, where c is the coefficient of variation of the plant size distribution (Clarke, 1985) , but as no account is taken of the job scale then this simplifies to H = 1 / n. Ellison and Glaeser (1997) The first means that on average the industry reproduces the location pattern of all industries, while the second captures the importance of natural advantages. When na γ = 0 the natural advantages have no effect on location, so that each plant locates with a probability x r and var (π r ) = 0. However, when na γ = 1 the natural advantages overwhelm the plant-specific effects and the region with the best advantages attracts all plants, so that var (π r ) = x r (1 -x r ).
Spillovers are modelled as a Bernoulli random event, which is equal to one with a probability of s γ . Let u ir be an indicator variable, such that u ir = 1 if and only if plant i locates in region r. To reproduce the aggregate employment pattern it is again supposed that E(u ir ) = π r . Since a plant locates in a single region only, var (u ir ) = π r (1 -π r ), while corr (u ir , 
Based on these assumptions, the EG Index γ is derived as follows: The index of Maurel and Sédillot (1999) , hereafter the MS Index, does not distinguish between the agglomeration source, but focuses on the probability p that two plants i and j (i ≠ j) locate in the same region r, i.e. E(u ir , u jr ). They obtain the following relationship:
Summing this across the R regions and using ∑ r x r = 1 gives: Maurel and Sédillot (1999) propose a frequency estimator of p, which is discussed below.
Substituting this for p in (5) gives the far right-hand side term in (3), but with raw geographic concentration now given by
. Maurel and Sédillot (1999) show that the expectation of the difference in the G terms between the EG and MS Indices is zero.
The Index Decomposition
The MS Index γ is now decomposed into components for natural advantages and spillovers by allowing for differences in the temporal scope. The decomposition is again for the location decision irrespective of its scale. 8 As a plant may add to its productive capacity at times other than entry, while spillovers may also be generated at times other than entry, then location now refers to plant entry and to other activities that are carried out by a plant in situ that add to the productive capacity of an industry, e.g. the introduction a new process or product. These are collectively referred to as activities. The index decomposition is in terms of these activities, where the same notation is used as above, except that it now refers to activities rather than to plants (e.g. n r is the number of activities in region r).
It is assumed that each activity is mobile across across regions and time, and so in its 7 This can be be derived from (1a) and (2), with s γ replaced by γ. Given observational equivalence, Maurel and Sédillot (1999) note that it is only necessary to consider one of the processes, and they focus on the spillover model. However, since natural advantages are common to all plants in an industry, and location depends on π r , then cov (u ir , u ir ) = var (u ir ) = var (π r ), and this relationship also follows from (1b) with γ na replaced by γ. 8 This avoids the issue raised by Lafourcade and Mion (2007) that the index ignores correlations in location due to differences in the plant size. The conditions for the job size are given below in an appendix. location potentially amenable to natural advantages or spillovers (possibly neither).
9 Further, where an activity generates a spillover, it is supposed that it is created at the time of location, whether this is plant entry or the introduction of an activity in situ. This is plausible, and it is supported by the empirical evidence below. As a further assumption the activities are fixed in scale, so that once located an activity neither expands nor contracts in scale, and neither does it exit or close. This means that a spillover is transmitted at a constant strength over time, but it does not mean that has a constant effect or an infinite temporal scope. This is because in a location it may decay in its usefulness to other firms due to obsolescence or diffusion, while firms may locate sooner rather than later due to competitive pressure or impatience.
In practice, an activity may expand or contract, but this is not relevant here as location is considered irrespective of scale. What is relevant is whether an activity exits or closes as this may truncate the transmission of a spillover. Empirically, it is difficult to observe exits, and particularly the closure of activities that are undertaken in situ, while allowing directly for these over-complicates the index decomposition. The approach is to adopt the assumption of fixed scales, so that a spillover is measured net of exits and closures, and to propose a method of correcting for this as part of the empirical methodology below. 10 This means that the index decomposition measures the temporal scope of a spillover net of exits and closures, which is likely to be an under-estimate. Further, the temporal scope is also considered net of negative spillovers, i.e. competition and congestion effects, which work in the same direction.
Consider a firm i that is choosing to locate its activity across regions r but in one of τ if irt u = 1 for some t, in which case u is = 0 for all s ≠ r, which is as above:
Like before, industry location reproduces the location pattern of all industries, but now in 9 If a plant is observed to have more than one activity, then τ ir u in (6) below is zero for some sub-periods, as an activity may not be mobile across all periods, e.g. an in situ activity cannot precede plant entry. It is handled by supposing that any non-mobile activities are randomly distributed over time periods, so that ( ) τ τ r ir
which case the same decomposition follows. This assumption is adopted in the empirical work below. 10 The activities that are associated with exits or closures cannot be excluded, as they may transmit or be evidence of a spillover that is generated elsewhere. Data on exits and closures are not available in the empirical work. When account is taken of the scale of an activity a similar method of correction to that which is set out below may potentially be adopted to adjust for the expansions and contractions. Hence, the first equality in (4) can now be written as:
where by definition each covariance term is:
To arrive at the index decomposition each right-hand side term of (8) were presented above. The temporal scope of a spillover is modelled by supposing that once created it has a use to other firms for q periods only, where 0 ≤ q ≤ T. For simplicity, this is the same for all activities in the industry. Given this, the correlation term in (8) is:
where τ, υ = 1, 2, …, T refer to the time of location of activities i and j, and q is the temporal scope. Either activity i or j locates first, or they co-locate. If two activities locate more than q periods apart the correlation reflects natural advantages (9) allows for the possibility that spillovers are static (i.e. q = 0), or that the temporal scope is the same as for natural advantages (q = T), so that there is observational equivalence.
Like Ellison and Glaeser (1997) , the spillovers are of an "all or nothing" variety, so that they occur only within a region and are independent of the geographical distance between plants. However, unlike Ellison and Glaeser, in which spillovers are independent of the order in which firms make their location decisions, they are now symmetric for static externalities only, where activities co-locate. Otherwise, they are asymmetric, as dynamic spillovers (i.e. q > 0) only affect those location decisions that are later in time. Since spillovers are transitive, it is possible that a sequence of dynamic spillovers give rise to a longer-run indirect effect, but what is captured by (9) is the direct (dynamic) effect of a spillover over q periods.
The other right-hand side terms in (8) concern the variance. It is assumed that these vary across regions, but that they are constant over time, so that ( )
This is plausible for activity that locates reasonably evenly over time, and it is consistent with the assumption about the expectation of τ ir u , while the results below are insensitive to this.
and var u ir = x r (1 -x r ) by (4) it follows that:
Substituting (9) and (10) into (8), and then substituting this into (7) and summing across the R regions, the probability p that a pair of activities locate in the same region is now given by:
Of course, when no account is taken of the agglomeration source then p is given by (5), and so using (11) to substitute for p in (5), the index decomposition is:
By construction, the left-hand side is the MS Index, so that (12) exactly decomposes this index into those parts that are due to natural advantages and spillovers. It has this form since there are T 2 covariance terms in (7), but whereas na γ occurs in each of these,
, which gives the term in curly brackets in (12), which weights these components.
13
If spillovers have the same temporal scope as natural advantages, i.e. q = T, they have the same weight and (12) reduces to
. This differs from the index decomposition of Ellison and Glaeser in (3), but arising from the specification in (9).
14 An implication of (12) is that if spillovers have a limited temporal scope, such that q < T, then the geographic concentration index γ will tend to reflect agglomeration effects due to natural advantages. This is because the term in curly brackets is less than unity. Indeed, since this term depends on 1 / T and q / T only, then γ is approximately equal to na γ for large T.
15 It arises because natural advantages are present in every period, whereas the spillovers have a limited temporal scope, so that most correlations that make-up the index are due to the former.
It does not mean natural advantages are more important than spillovers, as it could be that γ na is small or zero, but it does mean that γ is likely to be small or zero in this case.
Empirical Methodology
Again, interest is in activities that add to capacity, irrespective of their scale. The empirical methodology for estimating na γ and s γ is based on the index decomposition, coupled with the frequency estimator approach of Maurel and Sédillot (1999) . To understand the latter, for a distribution of activities across regions it expresses the number of pairings of activities that occur within regions relative to the number of pairings that occur within and across regions.
If all activities locate in a single region it is equal to unity, but as activities become more spread out across regions it falls in value. It is written in a combinatorial form as follows, 13 Given that activities i and j can each locate across the T periods, they co-locate in the same period in T of the T 2 possibilities, while they locate within q (> 0) periods of each other in a further 2 {(T -1) + (T -2) + (T -3) + … + (T -q)} periods. These sum to q (2 T -q -1) + T. For example, if q = 1 there are 3 T -2 observations on s γ , of which T relate to the same period, T -1 go from i to j over a single period and T -1 go from j to i.
for |τ -υ| ≤ q in (9), then (12) reduces to (3) when q = T, but there seems no good reason to suppose this here, so that the simple sum is taken in (9). 15 That is, γ tends to γ na as T tends to infinity. 
Expanding the first right-hand side term in (13) gives the second term, while dividing through by n 2 gives the final term. This is the frequency estimator of p in (5), and substituting this for p and rearranging gives the far right-hand side term in (3), which is the MS Index. Thus, the index can be interpreted as a counting exercise that is based on the number of pairings. As an activity pairing may be due to natural advantages or spillovers (or neither), then the frequency estimator approach may potentially be applied across time in order to quantify these.
Broadly, the empirical methodology is as follows. First, an estimate of γ na is obtained, based on all the periods for which spillovers do not to occur, i.e. |τ -υ| > q in (9). Second, using this, the MS Index and the index decomposition in (12), the estimate of s γ is obtained.
It requires q to be pre-specified, so that different values of q are taken. It is advantageous as it enables the time profile of the direct spillover effect to be explored, but to determine the (optimal) temporal scope of the spillover, denoted q*, we are guided by Ellison and Glaeser (1997) , although other approaches exist. 17 They regard a value of less than 0.02 as not very localized and a value of more than 0.05 as highly localized. As a specified value of q may be different from its optimal value q* an important requirement of this approach is that the estimate of the natural advanatage term γ na should be robust to q. 
This expression is derived in Appendix A, where further explanation can be found. Basically, the numerator sums all the activity pairings that occur within regions, as in the second righthand side term of (13). However, to exclude the activity pairings where spillovers are present it deducts the pairings for the activities that locate in the same region within q periods of one another, including in the same period. The denominator calculates the activity pairings on the same basis, as those pairings that both occur within and across regions minus those that occur across any pair of regions in the same q time periods. The probability estimate 
To get the estimate for the spillover term, substituting (15) into the index decomposition in (12), where γˆ is the evaluation of the MS Index, gives:
By construction, the methodology exactly decomposes the Maurel and Sédillot index. If the activities locate across regions in the short run (i.e. within q periods of one another) the same as they locate in the long run, then na q γˆ is determined in an identical way to γˆ, and s q γˆ is zero by (16). This could mean that spillovers are not present, or that they have the same temporal scope as natural advantages and that they cannot identified using this approach, so that there 18 This necessitates a simplification, such that x rt is approximated by x r . This is consistent with the assumption regarding the variance terms in (10), and it is reasonable as the purpose of this term is to capture the geography according to how all industry locates, although it potentially smooths out any trade cycle effect. More generally,
, from which (5) is derived, and means that the x r 2 term in the numerator of (15) should instead be ∑ ∑ τ υ υ τ r r x x . However, this greatly complicates the empirical work, as it means that the all industry share must be measured for the beginning (τ) and end (ν) of the time period over which each industry activity pairing is considered, so that a simplification is desirable. is observational equivalence. However, if this is not the case, then γˆ -na q γˆ differs from zero, and so does s q γˆ, which enables the spillover effect to be evaluated over q periods.
The index decomposition supposes that the activities are fixed in scale, and so do not exit or close. However, if each activity has a life of q periods, where q < q*, then the index decomposition will under-estimate the optimal temporal scope of a spillover, as q rather than q* is observed. The index decomposition in (16) continues to follow in this case, but with q replaced by q . Hence, if the mean exit / closure rate over q periods is known, or it can be approximated, then the spillover estimate can be adjusted by multiplying it by {q (2 T -q -1)
19 Of course, there is still the issue of how to calculate the MS Index in the presence of these exits / closures, which is considered below.
Numerical Explorations
The plausibility of the estimates from the index decomposition and empirical methodology is explored in two ways: by numerical simulation and by application to a dataset on location. In the latter case, this is for investment by foreign plants across British regions. These data have the major advantage that they not only identify investments in the form of new plant entry, but in situ activity in the form of re-investments. As these add to an industry's capacity, and may serve as substitutes for one another, it is important to observe both kinds of investment to capture the transmission and receipt of any spillover that is generated by a new activity. The data are available on a consistent basis over a long time period, which is important given the requirement that the natural advantage estimate should be robust to q.
Simulation
The purpose of the numerical simulation is to examine how the approach performs in relation to location patterns where the presence of spillovers or natural advantages can be reasonably easily observed. As such, to keep matters simple, an economy is considered with four regions (R = 4), four time periods (T = 4) and sixteen activities (n = 16), where four activities locate in each period in each case. It is supposed that the (optimal) temporal scope of a spillover is 19 This supposes that q is constant across regions, so that the natural advantage estimate is not affected by this. If ≥* then (12) captures the spillover effect, as the exit or closure occurs after this effect is exhausted. and (ii) respectively, but in either case it is difficult to argue that spillovers are present. Table 1 presents the frequency estimator p and MS Index γˆ for each location pattern in figure 1 under the two scenarios about how all industry locates. The estimator is based on (13) and is the same for (i) and (ii), while the MS Index is based on (5) and varies between these. The MS Index and its components can be large in magnitude, but reflecting the stark nature of the economies exhibited in figure 1 . The index can also be negative, which is geographic deconcentration, e.g. the MS Index is negative for (e) to (h) in part (ii) of table 1, but this is because the industry locates in three or four regions, whereas all industry locates in just two regions only. To decompose the index the frequency estimator na p 1 is based on (14) with q = 1, R = 4 and T = 4, where the estimates are shown in table 1 (see note to this table for an explanation). From this, the index decomposition is made of na 1 γ and s 1 γ using (15) and (16). These sum to give the MS Index by (12) where the weight is equal to 0.625. 20 Increasing R or T serves to replicate the kinds of scenario displayed in figure 1, while varying q makes it more difficult to assess a priori whether spillovers or natural advantages are present. If n increases, while the regional industry shares s r are maintained, the index and decomposition are highly stable. For example, as n tends to infinity, for case (a) in part (i) of table 1 below, γˆ tends to 1 / 3, In general, the results in table 1 conform to prior expectations. The natural advantages come through in (a), while the negative spillover estimate indicates that activity locates away from regions in which it located in the previous period. Spillovers are stronger for (d) than (c), which is expected, as the number of activity pairings increases more than proportionately with the number of activities that locate in a region subsequent to other activities. Likewise for (e) to (g), the spillover estimate is greater for (f) than (e), and greater for (g). Overall, the estimates vary between (i) and (ii), which is expected, but the approach is able to pick-up the effect of spillovers under either scenario, even when the MS Index is negative.
As regards cases (b) and (h), the spillover estimate is (approximately) zero, and when the industry locates the same as all industry the natural advantage term is also zero, i.e. (b) in part (ii) and (h) in part (i), where identical estimates are obtained. However, if location across regions differs from that for all industry, so that the MS Index is non-zero, then it is captured as a natural advantage rather than as a spillover. Finally, the index decomposition supposes that the natural advantages are the fixed over time. Comparison of (b) and (g) shows that if there is a structural break in location (from regions r 1 and r 2 to r 3 and r 4 ), then this affects the MS Index, and which tends to be attributed to the spillovers. It suggests that those industries where there is a sharp shift in location pattern need to be identified a priori, and dealt with either by sub-period or by an adjustment to the empirical methodology to allow for this. In practice, such sharp shifts in location are likely to be the exceptional, while their effect will no doubt be lessened by the existence of many regions and time periods.
Application to a Dataset on Location
The approach is also explored by application to a dataset on the location of investment. This is a good test as investment represents the creation of new economic activity that adds to an industry's capacity. The investment data are available for foreign-owned plants only, so that what is examined is how foreign investment locates in relation to other foreign investment. A broad definition of entry is taken that includes start-ups and acquisitions (possibly of another foreign-owned plant), which may serve as substitutes for one another. The re-investments are major upgradings that add to a plant's capacity, e.g. a new production process or product (see Wren and Jones, 2009) . Spillovers are likely to be important for foreign-owned plants, not least as investment by these plants may be associated with a 'specific advantage'.
The spillovers do not include linkages with domestic plants, but which are likely to be of far less significance, so that for practical purposes these are assumed to be part of the idiosyncratic effects. 21 Likewise, spillovers do not include the inter-industry effects that arise from linkages, externalities and co-agglomeration economies, but again this is like elsewhere, for which the same assumption is made. 22 Hence, the spillovers that are measured comprise the intra-industry agglomerative economies between foreign-owned plants.
The exit or closure of activities is not known, so that the (optimal) temporal scope that is measured may be an under-estimate, but possibly only by a year or so, while foreign-owned plants tend to be larger in scale (Jones and Wren, 2004) , which lessens the significance of this. The MS Index is calculated for all the locations over the study period, including plants that exit, and it is this that is decomposed. It means that na γˆ and s γˆ are likely to be better determined as it includes all locations over the study period. 23 Rosenthal and Strange (2001) calculate a geographic concentration index for entrants only and find that it does not differ too much from the usual cross-section measure. Kim (1999) finds that the index is stable over long time periods, and Dumais et al (2002) find that births, exits, expansions and contractions act together to maintain the geographic concentration index over time.
The data give annual information on about 6,500 investments by foreign-owned plants across the regions of Great Britain over 1985-2005. 24 This is for 22 manufacturing industries, giving an average of 294 observations on location for each industry, which represents up to 43,000 pairings (i.e. 294 C 2 ) to assign to natural advantages, spillovers or possibly neither. The industries are at the 2-digit level, but as FDI falls unevenly across these they are disaggregated 21 The analysis is complementary to work on foreign direct investment (FDI) that measures MAR externalities by the number of locations by foreign plants in the same industry in the preceding period, e.g. Basile et al (2008) and Mariotti et al (2010) . It is more general as it allows for in situ investment and for effects on location of more than a year. Numerous studies find that FDI has a greater effect on the location of other FDI than does domestic activity (e.g. Crozet et al, 2004; Head et al, 1995) , while in net terms Mariotti et al (2010) find that spillovers flow from foreign to domestic plants, rather than in the converse direction. 22 If two industries locate according to some common natural advantage then this co-agglomeration effect is not relevant as location will reflect the natural advantage. If they locate due to a spillover between them then the observed effect may depend on which of the industries locates 'first' and whether this is determined by natural advantages or spillovers. The assumption throughout is that these are idiosyncratic effects. 23 The alternative is to calculate the geographic concentration index for a single cross-section of plants at the end of the sample period and to decompose this, i.e. base na γˆ and s γˆ on surviving plants only. However, any plant that exits prior to time T will not be taken into account, potentially biasing na γˆ and s γˆ, while there is the issue of the closure of in situ activities. In any event, it is not an option as exits / closures are not observed. 24 The data are supplied by the UK central government and used to report UK inward investment. These kind of data are used to examine location elsewhere (e.g. Dimitropoulou et al, 2006; Alegria, 2009; Jones and Wren, 2012) , where further details can be found. The data are reckoned to be comprehensive of British inward FDI, and comparison with the published aggregate data (measured by net employment) in the UK production census shows no significant difference by region. The areas are the Government Office regions of Great Britain defined at Eurostat NUTS I level, where London is part of the South East, so that there are ten regions. Studies show that spillovers can extend over large areas (Döring and Schnellenbach, 2006; Jones and Wren, 2011) . Start-ups, acquisitions and re-investments each account for about a third of the projects. The results will no doubt differ by entry mode, but given that these are substitute forms of entry then it is important to include them all.
or aggregated to form reasonably homogeneous groups, as in Appendix B. Some industries still have a small of observations, but it was shown above that the decomposition is robust to this. Agglomerative forces may be weaker at a higher level of industrial aggregation (Maurel and Sédillot, 1999) , which may be reflected in the temporal scope, but the only other known evidence on this issue in Henderson (1997) is also for 2-digit industries. Natural advantages may include UK regional policy grants that have been offered to foreign investment in certain regions throughout the period , so that the benchmark regional share of investments x r is calculated from the dataset for the manufacturing FDI as a whole.
Results
The results for γˆ, At the industry level, about half the industries are geographically concentrated in table 2, while spillovers occur across a range of activities. These include labour-intensive industries (i.e. textiles, leather, publishing and furniture), high-tech industries (pharmaceuticals, TV and radio and office machinery) and capital-intensive industries (petroleum products, chemicals, basic metals and transport). These industries are found to be geographically concentrated at the 2-digit industry level elsewhere. 25 While the results suggest that spillovers are important to these industries, natural advantages also come through in many of these industries, although also in pulp, paper and metal products where a raw material source may be relevant. Natural advantages occur in electronic components and motor vehicles, which could be the presence of a skills base, which may characterize some regions. Potentially, there could be structural breaks in the importance of natural advantages, but in general the results indicate otherwise, as there is good evidence for the natural advantages across a range of industries.
For some industries in table 2 the spillovers do not to decay very quickly (e.g. textiles and chemicals), while for other industries the estimates actually increase (i.e. pharmaceuticals, minerals products and electronic components). To examine this, the spillovers were examined over longer time horizons of 7 and 10 years, and the results are given in table 3. In so doing, the 10-year spillover estimate is sometimes perverse (i.e. negative and large), but this indicates that the data are being stretched too far. 26 Table 3 suggests that the spillovers can extend over long time horizons, but that they eventually decay and are nearly always exhausted over a 10-year time span. In pharmaceuticals and electronic components the spillovers build-up slowly, but where present they are nearly always evident over a one-year time horizon.
Overall, the results indicate that spillovers decay with time, and that on average they have an (optimal) temporal scope of about five years. This is similar to Henderson (1997) , but what is measured here is a mean effect over q years, which may produce a longer temporal scope. Contrary to this, the spillover is measured net of exits, which means that it is an underestimate, although under reasonable assumptions this may only be by a year or so. 27 There are variations across industries, but on average the combined one-year effect of agglomerative forces (i.e. spillovers and natural advantages) is twice the long run direct effect. Finally, given that spillovers decay and have a limited temporal scope, the results point to the importance of natural advantages to the overall value of the geographic concentration index. 
Conclusions
This paper examines the temporal scope of a spillover, which is the period of time over which one agent's activity directly affects that of other agents. In the same way that agglomeration 26 It arises as when q is large the number of observations on the pairings that are due solely to natural advantages (e.g. locations more than 10 years apart) is much smaller, so that γˆ. This may also be the case for mineral products when measured over the 5-year time horizon.
27 If the mean exit / closure rate is 20% over this period say, then in gross terms the (optimal) temporal scope is about 6 years. That is, given q = 5, q = 4, and T = 20 then according to the method of correction outlined above the adjustment involves multiplying economies diminish with the physical distance between firms, these spillovers may be smaller for firms that locate farther apart in time. The issue is explored in this paper by decomposing an index of geographic concentration in which spillovers have a limited temporal scope. The index decomposition is general, as it allows for the possibilities that the spillovers are static or are long-lived, so that they affect location over the same period as natural advantages. While the natural advantages are fixed, the approach may be adapted to handle breaks in these that are identified a priori, but in general the results suggest that this is not an issue.
To evaluate the spillovers, the decomposition is coupled with the frequency estimator approach, and tested by numerical simulation and by application to a dataset on foreign direct investment, representing the location of new economic activities. This suggests that activity locates in relation to other activity in the same industry differently in the short run compared to how it locates in the long run, such that the one-year direct effect of agglomerative forces (spillovers and natural advantages) is about twice the long run effect. Given that the natural advantages are fixed, then it suggests that where they exist the spillovers generally decay and have a temporal scope that is on average about five years. The results accord with the limited evidence elsewhere. Overall, the paper offers a new approach for determining the relative importance of spillovers and natural advantages, which may be applied elsewhere. (14), consider case (a) in figure 1, where n r (n r -1) = 8 x 7 = 56 and n (n -1) = 16 x 15 = 240. The first term in square brackets in the numerator of (14) is zero, since positive activity is followed by zero activity, and conversely, while for the second term three regions have non-zero activity in time periods 2, 3 and 4, so that this is 3 x (4 x 3) = 36. In the denominator the first term in square brackets is 2 x {(4 x 4) + (4 x 4) + (4 x 4)} = 96, while the second term is the same as in the numerator. Hence, p 1 na = (2 x (8 x 7) -0 -36) / (240 -96 -36) = 0.70. , and that between and within regions it is ( ) 2 1 − n n , so that the ratio of these gives (13).
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Initially, suppose spillovers extend over a single period only, i.e. q = 1, so that they occur between τ = t -1 and t. Then to get p 1 na , from each of the above we deduct the relevant number of activity pairings occurring over a single time period and within the same period of location at time t. The number of pairings between and within times t -1 and t for region r is 
Following the same reasoning as above, then as a check this reduces to (14). The methodology is otherwise basically the same as in the text, but where x r now refers to the regional share of jobs. Notes: Industries defined by NACE (rev. 1), with the 2 or 3-digit code given in parentheses. Number of investments is for period 1985-05. p is calculated from (13) and p q na from (14) for q = 1, 2, 3 and 5 years.
