This paper presents a novel method for speech recognition by utilizing nonlinearichaotic signal processing techniques to extract time-domain based phase space features. By exploiting the theoretical results derived in nonlinear dynamics, a processing space called a reconstructed phase space can be generated where a salient model (the natural distribution of the attractor) can be extracted for speech recognition. To discover the discriminatory power of these features, isolated phoneme classification experiments were performed using the TlMIT corpus and compared to a baseline classifier that uses MFCC features. The results demonstrate that phase space features contain substantial discriminatory power, even though MFCC features outperformed the phase space features on direct comparisons. The authors conjecture that phase space and MFCC features used in combination within a classifier will yield increased accuracy for various speech recognition tasks.
INTRODUCTION
Conventional speech signal processing techniques are predicated on linear systems theory where the fundamental processing space is the frequency domain [I] . Traditional acoustic approaches assume a source-filter model where the vocal tract is modeled as a linear filter. Cepstral analysis is then performed to separate the frequency domain characteristics of the vocal tract from the excitation source. The typical feature vector used by speech recognizers that results from this signal processing procedure are Me1 frequency cepstral coefficients (MFCC). Although, these features have demonstrated excellent performance over the years, they are, nevertheless, rooted in the strong linearity assumptions of the underlying physics.
As an altemative to these traditional techniques, interest has emerged in studying speech as a nonlinear system [Z-61. Reconstructed phase spaces have been proven to be topologically equivalent to the original system and therefore are capable of recovering the nonlinear dynamics of the generating system [7, 81. This implies that the full dynamics of the system are accessible in this space, and for this reason, a phase space reconsttuction and the features extracted kom it can potentially contain more and/or different information than a spectral representation. 
RECONSTRUCTED PHASE SPACE PARAMETERS
When presented with experimental data in the absence of expert or a priori knowledge, a key question arises when creating a phase space; how to discover the correct time lag and embedding dimension to ensure a proper reconstruction of the dynamics [9] .
In order to tackle these questions, heuristics have been developed for providing guidance for a choice of the time lag and embedding dimension. A desirable property of time lags is to have as little information redundancy between the lagged versions of the time series as possible. In order to achieve this property, the first zero of the autocorrelation function and the first minimum of the automutual information curve give an indication of what time lags are advantageous 191. After determining the time lag, the embedding dimension can be chosen. To ascertain the embedding dimension, it is beneficial to discover the percentage of false crossings of trajectories of the attractor that occur for a particular embedding dimension. False crossings are an indication that the attractor is not completely unfolded, and therefore, the embedding dimension is too small. An algorithm called false nearest neighbors can be used to accomplish this task 191. Given that speech is the signal of interest here, the algorithms were run over a sample of phonemes taken for the TIMIT speech corpus. Results are given in Figure  2 . The graphs show that an appropriate choice of time lag is six or seven with an embedding dimension of five. Using these results, all subsequent analysis is canied out using a time lag of six and an embedding dimension of five. --' , ,
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FEATURE SELECTION
Previous work in applying reconstructed phase spaces for signal processing applications focused on its use for control, prediction, and noise reduction [IO] . A few studies have been performed to explore the uses of reconstructed phase spaces for feature extraction. The features that were extracted from the phase space and applied lo speech recognitionlclassification tasks were Lyapunov exponents and correlation dimension. n e s e features. when used in unison with cepstral features, were reported to improve speech recognition accuracy 15, 61. These quantities are important, because they are invariant in both the original and reconstructed phase space [9] . Furthermore, they are also invariant to different initial conditions. Despite their significance, there are several issues that hinder the measurement of these quantities for experimental data. The most important drawback is their sensitivity to noise [ I I] . This obstacle reduces their potential for discriminability among phonemes. Additionally, the automatic computation o f these quantities via a numerical algorithm can be cumbersome and even arbitrary. The overall effectiveness of such invariant measures with respect to pattem recognition tasks remains an open research question. Another set of features that can he obtained from a reconstructed phase space relate to a quantity known as the natural measure or natural distribution of an attractor [9, IO] . The natural distribution is the fraction of time that the trajectories of an attractor spend in a particular neighborhood of the phase space, or simply, the distribution of points in the phase space as n + -. This distribution is also independent of initial conditions and invariant, if the time series is of infinite length and the initial conditions are in the basin of attraction or attracting set 19, IO, 121. Given experimental data, an estimation of this distribution can be performed with a Gaussian Mixture Model (CMM).
For implementation, the feature vector is given as, wherep is the mean vector (centroid of the attractor) and 0, is the standard deviation of the radius in the phase space defined by
(3)
T h e p and a. in (2) zem-mean the attractor in the phase space and normalize the amplitude variation from phoneme to phoneme. Upon examination of (Z), it is apparent that the natural distribution is contained in set of feature vectors that represent the time evolution of the system at each sample point, which captures the attractor structure in the reconstructed phase space. This distribution model, consequently, endeavors to discriminate phonemes according to the similarity of their characteristic attractor structure. This model captures the position of the points in the reconstructed phase space, but not the flow or trajectory of the attractor. Such trajectory information could also have discriminatory power in classifying phonemes. In order to capture the flow as the attractor evolves, first difference information can be included in the feature vector as given by
This feature vector contains the information for both the position of the embedded data points (natural distribution) and trajectory or flow of the attractor over time (first difference). This embedding, which includes the first difference elements, is also a valid reconstructed phase space according to the theory, because the first difference is merely a linear combination of timedelayed versions of the original time series [IO] .
MODELING TECHNIQUE
Statistical models are built over the reconstructed phase space features using HTK [13] . The model is a one state Hidden Markov Model (HMM) with a Gaussian Mixture Model (GMM) observation PDF. The number of mixtures neaessary to achieve a high-quality estimate far exceeds the commonly used number for MFCC features (usually 8-16 mixtures). The reason for this is that the complexity of the attractor panem requires a large number of mixtures to adequately model it. Data insufficiency issues do not impede the estimation of a GMM with a large number of mixtures, however, because there is typically over one hundred times more data than in the MFCC case (one feature vector for each sample point). An example of the modeling technique applied to the reconstructed phase space features is demonstrated in Figure 3 for the phoneme ' I d . The attractor is the dottzd line, while the solid lines are one standard deviation of each mixture in the model. The plot visibly demonstrates the ability of a GMM to capture the characteristic attractor sttucture of speech phonemes. 
EXPERIMENTS
To investigate the discriminatory power of reconstructed phase space features, isolated phoneme classification experiments are performed. The motivation for performing isolated classification experiments versus continuous recognition is to determine how the features performed using only the available acoustic data in a phoneme segment, allowing one focus in on how the features compare on an acoustic level task. Using the expertly labeled, time-stamped phoneme boundaries present in TIMIT, all the phoneme exemplars fiom the "SI" and "Sx" sentences are extracted according to these segmental boundaries. The phonemes are then folded according to the conventions discussed in [I41 to give 39 classes. Using the predefined training partition present in the TIMIT corpus, parameter estimation (training) is carried out using these isolated phoneme segments, The testing is subsequently performed using isolated phonemes segments taken from the predefined testing partition. In order to determine how many mixtures are necessary to model the reconstructed phase space features, classification experiments are performed beginning at one mixture, using binary splitting to increment the number of mixtures. Figure 4 illustrates the test classification accuracy as the number of mixtures is incremented. As evident from Figure 4 , the approximate position ofthe elbow ofthe plot is at 128 mixtures. Therefore, a 128 mixture GMM properly captures the complexity of the distribution of phoneme attractors. Using a 128 mixture GMM, classification accuracies are compared to a baseline classifier that uses MFCC features. The parameters used for the MFCC feature extraction are 12 MFCC, log energy, deltas, and delta-deltas. A one state HMM with a 16 mixture GMM observation PDF is built over the MFCC features using HTK [13] . Results from the baseline are compared to the reconstructed phase space features and are displayed in Table 1 54.86 12 MFCC, log energy, delta, deltadelta (1 6 mixture) m = 5 , 7 = 6 (128mixtures) m = 5 , 7 = 6, with first difference (128 mixtures)
Table I : Accuracyfor isolatedphoneme class@cation
As evident from Table I , the phase space features achieve approximately 75% the accuracy of the baseline features. Also, the first difference elements, which contain trajectory information, provide additional discriminatory power that resulted in 7 %increase in accuracy.
DISCUSSION AND CONCLUSIONS
The results confirm that phase space features contain significant discriminatory ability, even though MFCC features outperformed the phase space features on direct comparisons. Furthermore, the results show that the phase space features generalize to a speaker independent task. This result is particularly interesting, because the source excitation was not removed from the phase space features as it is in the MFCC case via liflering. The authors conjecture that phase space and MFCC features used in combination within a classifier will boost accuracy for various speech recognition tasks. There are several reasons for this conjecture. The phase space features are extracted in a different domain than MFCC features. Additionally, the MFCC features frame the data, filter out the excitation information, and discard the phase information. However, the reconstructed phase space features do not require explicit frames and retain all the signal information. It is reasonable, therefore, to presume that the information content is not equivalent between the two feature spaces.
In the light of the experimental results presented above, additional classification improvement can he made using the reconstructed phase space features. The experiments presented above utilized a five (m = 5, T = 6 ) and ten dimensional embedding (m = 5 , r = 6 with first difference). Increased accuracy may result by employing a larger dimensional phase space to further expand the characteristic phoneme attractor structure. A larger phase space may produce larger differences between phoneme attractor characteristics, which may be overlapping in a smaller dimensional phase space. Analysis will also be performed to determine the effect that speaker variability has on the attractor structures of similar phonemes. Moreover, the phase space reconstruction methods employed in this work are general to any time series signal, and are not tailored for speech specifically. Investigation into the implementation of speech models, similar to the source-filter model employed in the linear regime, but applied to the reconstructed phase space, could yield valuable results A superior modeling technique will also be utilized for better performance. In future work, the authors plan on substituting the simple one state HMM (128 mixture GMM) with a fully connected HMM (one mixture GMM per state). The fully connected HMM model would capture the deterministic flow of the attractor in the phase space through the transition matrix probabilities in a convenient Statistical framework. Work will also be performed to better model the direct trajectorj information captured by using a better derivative estimate than a first difference approximation, such as the linear regression methods used in computing deltas and delta-deltas on spectrally based features. Also, based on the increase made through the inclusion of the first difference, higher order difference information (such as the second difference) may also boost results.
Other supplementary work will consist of building a cantinuous speech recognizer using phase space features. Several different issues arise, when developing a recognizer using these features. The primary issue is that the reconstructed phase space feature vector speed is over one hundred times faster than in the MFCC case (one feature vector for each time sample in the phase space case versus one feature vector every -20 ins in the MFCC case). In order to account for the speed differential, a large HMM model (-100.150 state) might be used to capture the rapid changes of the attractor during a phoneme utterance and to account for the time duration differences. This feature vector speed differential also makes fusion between the reconstructed phase space features and the MFCC features a complex problem.
In conclusion, reconstructed phase space analysis is an attractive research avenue for increasing speech recognition accuracy. The methods have a strong theoretical justification provided by the nonlinear dynamics literature, and represent a fundamental philosophical shii? from the frequency domain to the time domain, presenting an entirely different way of viewing the speech recognition problem, and offering an opportunity to capture the nonlinear characteristics of the acoustic structure. The initial experiments presented here a f i m the discriminatory strength of this approach, and hture work will determine their overall feasibility for both isolated and continuous speech processing applications.
