Abstract-A combinatorial channel specifies a set of possible channel outputs for each channel input. A ranked partially ordered set, or ranked poset, gives us a notion of up errors and down errors. This allows us to define a variety of combinatorial channels. There is a family of channels that have the rank-n elements of the poset as the input, and introduce s total errors, each performing a different mixture of up errors and down errors. If a ranked poset has the "parallelogram property," the family of channels all have the same confusion graph and thus the same codes. Furthermore, there is a natural metric on each rank of the poset. In the common confusion graph of the channel, vertices are adjacent if and only if their distance in this metric is at most 2s. Although all of the channels in the family have the same set of codes, each channel corresponds to a different integer linear program that characterizes the set of codes. Because each integer linear program has a different fractional relaxation, each leads to a different sphere-packing upper bound for the codes. We take advantage of this phenomenon by optimizing across the family of channels to obtain the best bound. This formulation includes many of classical error models, including erasures and substitutions in q-ary vectors, Hamming errors in constant weight binary codes, insertions and deletions in q-ary strings, the error model of subspace codes, the natural error model for compositions, and various errors models for permutations.
I. INTRODUCTION
Combinatorial channels encode adversarial error models In this paper we propose a general framework that connects combinatorial channels to partially ordered sets with particular structural properties. These properties lead to families of related channels that have the same codes. This phenomenon is helpful when proving upper bounds on code size because each channel yields a different sphere packing bound.
The framework encompasses many standard combinatorial channels. We look more closely at one fundamental but understudied model: integer compositions. There are connections between correcting errors in compositions and the notoriously difficult problem of correcting deletion and insertion errors.
II. SPHERE-PACKING BOUNDS AND LINEAR PROGRAMS

A. Notation
Let X and Y be a finite sets. Let R X denote the set of |X|-dimensional column vectors of elements of R indexed by X. Let R X×Y denote the set of |X| by |Y | matrices of elements of R with the rows indexed by X and the columns indexed by Y . Let 2 X denote the power set of X. Let N denote the set of nonnegative integers and let [n] denote the set of nonnegative integers less than n: {0, 1, . . . , n − 1}. Let 1 be the column vector of all ones and let 0 be the column vector of all zeros.
B. Combinatorial channels
We use the concept of a combinatorial channel to formalize a set of possible errors.
Definition 1. A combinatorial channel is a matrix A ∈ {0, 1}
X×Y , where X is the set of channel inputs and Y is the set of channel outputs. An output y can be produced from an input x by the channel if A x,y = 1. Each row or column of A must contain at least one one, so each input can produce some output and each output can be produced from some input.
For x ∈ X, let N (x) ⊆ Y be the set of outputs that can be produced from x. For y ∈ Y , let N (y) ⊆ X be the set of inputs that can produce y. We are interested in the problem of transmitting information through a combinatorial channel with no possibility of error. To do this, the transmitter only uses a subset of the possible channel inputs in such a way that the receiver can always determine which input was transmitted.
Definition 2. A code for a channel A ∈ {0, 1}
X×Y is a set C ⊆ X such that for all y ∈ Y , |N (y) ∩ C| ≤ 1.
This condition ensures that decoding is always possible: if y is received, the transmitted symbol must have been the unique element of N (y) ∩ C.
C. Sphere-packing
A code is a packing of the neighborhoods of the inputs into the output space. Maximum input packing is naturally expressed as an integer linear program.
X×Y , the size of the largest input packing, or code, is
The size of the maximum fractional input packing in A is
The fractional program p * (A) has a larger feasible space than the integer program p(A), so p(A) ≤ p * (A). It is easy to show that if A is both input and output regular, then p * (A) = |X||Y | |E| . For channels that are not both input and output regular, computation of the sphere packing bound p * is less trivial. The program for p * is usually exponentially large, which makes computing the exact value intractable. Cullina and Kiyavash discuss some systematic ways to construct feasible points in the dual linear program to get upper bounds [11] .
Definition 4. For a channel A ∈ {0, 1} X×Y , define the confusability graph of A to be a graph with vertex set X. Vertices u, v ∈ X are adjacent in the confusability graph of A if and only if N (u) and N (v) intersect.
Definition 5. Let G be an undirected simple graph with vertex set X. A set S ⊆ X is independent in G if and only if for all u, v ∈ S, u and v are not adjacent. The maximum size of an independent set in G is denoted by α(G).
This gives a second important characterization of codes. Let G be the confusability graph for a channel A ∈ {0, 1} X×Y .
Then a set C ⊆ X is code for a A if and only if it is an independent set in G. Thus α(G) = p(A).
The confusability graph does not contain enough information to recover the original channel graph, but it contains enough information to determine whether a set is a code for the original channel.
D. Families of channels with the same codes
There are many different channels that have G as a confusability graph. A clique in a graph G is a set of vertices S such that for all distinct u, v ∈ S, {u, v} ∈ E(G). If G is the confusability graph for a channel A ∈ {0, 1} X×Y , then for each y ∈ Y , N (y) is a clique in G. Let Ω ⊆ 2 X be a family of cliques that covers every edge in G. This means that for all {u, v} ∈ E(G), there is some S ∈ Ω such that u, v ∈ S. Let H ∈ {0, 1} X×Ω be the vertex-clique incidence matrix: H x,S = 1 is x ∈ S and H x,S = 0 otherwise. Then
Thus each family of cliques that covers every edge gives us an integer linear program that expresses the maximum independent set problem for G. These programs all contain the same integer points, the indicators of the independent sets of G. However, their polytopes are significantly different so the fractional relaxations of these programs give widely varying upper bounds on α(G).
Each edge in G is a clique, so E(G) is one natural choice for Ω. Then α(G) = p(H E ), where H E ∈ {0, 1} X×E(G) is the vertex edge incidence matrix for G. However, relaxing the integrality constraint for this program gives a useless upper bound. The vector w = 1 2 1 is feasible, so p
regardless of the structure of G.
Definition 6.
Let Ω be the set of maximal cliques in G and let H Ω ∈ {0, 1} X×Ω be the vertex-clique incidence matrix. Then α(G) = p(H Ω ). Define the minimum fraction clique cover θ
Unlike the program derived from the edge set, θ * (G) gives a nontrivial upper bound on α(G). In fact, θ * (G) is the best sphere packing bound for any channel that has G as its confusability graph.
This suggests that we should ignore the structure of our original channel A and try to compute θ * (G) instead of p * (A). However, in general we cannot efficiently construct the linear program for θ * (G) by starting with G and searching for all of the maximal cliques. For many coding problems of interest, we can find a natural family of channels with the same confusion graph. For each of these channels we can compute a sphere packing bound and we typically get a different bound from each channel. A code for one channel in the family is a code for any other, so we can take the best bound. We obtain such families of channels when out coding problem is related to some partially ordered set.
III. POSETS
In this section, we show how to define combinatorial channels from a poset and determine the conditions under which these channels have the same confusion graph. Some proofs are omitted due to lack of space.
First, we need some terminology. A partially ordered set, or poset, consists of a set P and an order relation ≥, which must be reflexive, antisymmetric, and transitive. Let P be a poset and let x, y ∈ P . Then x > y if and only if x ≥ y and x = y. We say x covers y if x > y and there is no z such that x > z > y. A function r : P → N is a rank function for P if r(x) = r(y) + 1 whenever x covers y. P is ranked if there is some rank function Definition 7. For a poset P and some x ∈ P , define
• the rank n elements: P n = {y ∈ P : r(y) = n}, • the up-set of x: U (x) = {y ∈ P : y ≥ x}, • the down-set of x: D(x) = {y ∈ P : y ≤ x},
We can think of a step up or down in poset as a error. This interpretation allows us to define a family of combinatorial channels from any ranked poset. The rank-n, a-down-error, b-up-error channel has input space P n and output space P n−a+b . The neighborhood of an input x is U b (D a (x) ). Here we slightly abuse notion and write
In Section IV, we will see that many well studied combinatorial channels fit into this framework.
We will be particularly interesting ranked posets that have a useful structural property. This property can be expressed in several equivalent ways. Lemma 1. Let P be a ranked poset. The following conditions are equivalent:
• For all x, y ∈ P such that r(x) ≥ 1 and r(y) ≥ 1, • For all x such that r(
It easy to show that if posets P and Q satisfy the conditions of Lemma 1, then the product poset P × Q does as well.
Definition 8. Let P be a ranked poset with a unique minimal element ⊥. Then for all x ∈ X, ⊥ ∈ D(x). Let r be the rank function such that r(⊥) = 0. Then for x, y ∈ X, let
Lemma 2. The function g(x, y) satisfies the following properties:
and r(x) − a + b ≤ m, then there is some y such that g(x, y) = (a, b) and g(y, z) = (c, d).
Proof: The first three properties follow immediately from the definition of g.
The middle equivalence uses Lemma 1. Figure 1 illustrates the relationships between the strings in this proof.
There are many ways to possible metrics relating poset elements of different ranks. Detailed discussion of such metrics is left to a future work. Within each rank, there is just one natural metric related to channels.
Lemma 3. Let P n be the set of all elements of rank n in a poset P . The function d : P n ×P n → N, d(x, y) = n−f (x, y) is a metric on P n .
Now we can state the main result.
Theorem 1. For a ranked poset satisfying the conditions of Lemma 1, C ⊆ P n is a code for the rank-n a-down-error b-uperror channel if and only if for all x, y ∈ P n , d(x, y) ≥ a + b.
IV. EXAMPLES
In this section we discuss several well-known error models and distance metrics that are connected to posets.
A. Constant weight binary vectors: substitution errors
Alternatively, this poset can also be thought of as the poset of subsets of of a set ordered by containment. This perspective connects sphere-packing bounds for the channels derived from this poset to an well-known problem of extremal set theory. A family of n-element subsets of d is t-intersecting if each pair of subsets in the family have at least t elements in common. This means that the distance in the poset metric between any two subsets in the family is at most 2n−2t. Thus the family is a clique in the rank-n distance-2s confusability graph. Translated from the language of intersecting families to that of combinatorial channels, the Erdős-Ko-Rado theorem [4] states that if d is much larger than n, the largest clique in G d,n is the neighborhood of an output the s-down error channel.
The complete intersection theorem of Ahlswede and Khachatrian [5] answers the analogous question for all ranks of 2 d . This theorem says that for all ranks n and distances 2s, the largest clique in the confusability graph is the neighborhood of an output of some a-down error b-up error channel. Because the confusability graph is vertex transitive, this implies that covering bound from that channel is equal to θ * (G).
B. q-ary vectors: substitution errors and erasures
Let P be the poset with one element of rank zero called and q elements of rank one, [q]. Then P d is connect to substitution errors and erasure on q-ary vectors of length d. The rank function of an element x ∈ P d is d minus the number of symbols that appear in x. Thus the top rank of P d consists of the q-ary vectors and lower ranks contain partially erased vectors. A down-error is an erasure, an up-error in an unerasure, and the combination of a down-error with an uperror is a substitution.
It is easy to show that it satisfies a weaker variant of the parallelogram property. This condition is sufficient to guarantee that all of the s-error channels with the top rank as their input space have the same codes. Call the q-ary n-symbol a-erasure b-unerasure channel A q,n,a,b . These channels are all input and output regular, so it easy to show that
Two special cases give familiar bounds. For even s, setting a = b = s/2 produces the Hamming bound:
Setting a = s and b = 0 produces the Singleton bound:
For q = 2, the Hamming bound is always the best bound in this family. When q ≥ 3, the Hamming bound is the best for s ≤ 2 q (n − 1). For larger number of errors, bounds from other error mixtures become better. Each bound in the family is the best for some region of the parameter space [11] . This error model has been very thoroughly studied and the spherepacking bounds are superseded by much more sophisticated results, but the connection with the poset framework is still interesting.
C. q-ary strings: insertions and deletions
Consider the set of q-ary strings of any length ordered by the subsequence relation. The rank function for this poset is string length. A down error in this poset is the deletion of a symbol from a string. An up error is the insertion of a symbol. It is not hard to verify that this channel satisfies the parallelogram property. Levenshtein [6] computed a sphere packing bound for a deletion channel in the asymptotic regime with the string length going to infinity and the number of deletions fixed. Cullina and Kiyavash [7] analyzed channels performing a mixture of insertions and deletions and found that the best sphere packing bound comes from a channel that performs approximately qs q+1 deletions and s q+1 insertions, where q is the alphabet size.
Cullina constructed large cliques in the confusability graph for this problem by taking the neighborhoods of particular outputs of a channel performing (q−1)s q deletion and s q insertion [8] . Note that this is a different channel than the one giving the best sphere packing bound, in contrast to the situation with constant weight binary vectors. Many fundamental questions about this poset remain open.
D. Permutations
There are distance metric and several error models for permutations that are connect to partial order. Hamming distance on permutations has a very simple connection: the permutations are a subset of the n-ary vectors of length n.
Kendall-tau distance is associated with adjacent transposition errors. It has a more interesting connection to the erasure poset. A partial order on a set of n distinguishable elements can be represented by . In this section we will discuss parallels between composition poset and the poset of q-ary strings ordered by the subsequence relation. In order to illustrate these ideas, we will compute the asymptotic values of the sphere packing bounds for the channels that take a composition for various mixtures of up and down errors.
First, the composition poset is very closely connected to the problem of correcting restricted set of insertion and deletion errors: repetition and derepetition error. A repetition error transforms a q-ary string of length n to a string of length n + 1 by replacing a single symbol with two adjacent copies of that symbol. A derepetition does the reverse, contracting two adjacent copies of a symbol into a single copy. Repetition and a derepetition errors cannot change the number of runs in a string or which symbol appears in the ith run. Thus the space of messages is the union of n r=1 q(q−1) r disconnected components. Within each component, each message can be represented by the vector of run lengths. Each run length is at least one, so a string of length n with r runs can be encoded as an element of C(r, n − r). A repetition increases a single run length by one. Dolecek and Anantharam have exploited this correspondence and constructed repetition error correcting codes [9] .
There are further parallels between the posets. In the subsequence poset, the number of supersequences of length n + b is constant across all of the strings in [q] n . Similarly, the number of supercompositions of size n + b is constant across all compositions in C(d, n). In both cases, this property does not extend to down errors. A string of length n with r runs has r subsequences of length n − 1. The number of subsequences of length n−a depends strongly on r for all a. A composition in C(d, n) with f nonzero entries has f subcompositions of size n − 1. The number of subcompositions of size n − a depends strongly on f .
For a fixed alphabet size q, the number of length-n strings grows as q n . There are n+d−1 n compositions in C(d, n). In order to have exponential growth as we increase n, we should fix the ratio ρ = d/n. A typical q-ary string has q−1 q n runs.
The vector encoding the run lengths of a typical string is in C q−1 q n, 1 q n . Thus it makes sense to compare the poset of q-ary strings to a sequence of posets of compositions with ρ = q − 1.
When we make this precise comparison, a few more similarities emerge. In the poset of q-ary strings, the rank n + 1 contains a factor of q more elements than rank n. For compositions, the ratio between the size of consecutive ranks
q n runs, which is the typical value. Then |U 1 (x)| = (n + 1)(q − 1) + 1 and |D 1 (x)| = q−1 q n. The ratio of these is asymptotically q. Let x ∈ C(d, n) have 
A. Sphere packing bounds
Let A d,n,a,b be the channel that takes an element of C(d, n) and performs a down errors and b up errors. To obtain an upper bound on p * (A d,n,a,b ), we will apply the local degree upper bound. See Kulkarni and Kiyavash [10] and Cullina and Kiyavash [11] for the full details of this method. This gives
To evaluate this, we need an lower bound on
There are f entries where we can perform one of the a down errors. We can distribute the b up error among the other d − a entries. In this way, each element of U b (D a (x) is counted at most once. If y has f nonzero entries, then any x ∈ U a (D b (y)) has at least f − b nonzero entries. There are Putting this together, we obtain
The average number of nonzero entries is Space constraints prevent us from including the details of the computation. We can make a few further simplifications: The sizes of the sets U b (D a (x)) play a central role in the value of the sphere packing bounds. In the subsequence poset, when a and b grow with n, for most strings we do not have good estimates of the sizes of these sets. Unlike the subsequence partial order, the partial order on compositions in a lattice, which makes it much easier to compute the necessary quantities. We believe that analysis of codes in the composition poset capable of correcting many errors will provide a good first step toward the corresponding analysis of deletion correcting codes.
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