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Summary 
Quantitative nondestructive evaluation (NDE) using eddy current techniques should be 
based on a good physical understanding and good physical models. Once these models 
have been developed, they can be applied to the two broad classes of tasks in NDE: the 
fonvard problem, predicting the probe response from a known physical situation, and 
the inverse problem, predicting some of the physical parameters from a measured probe 
response. The theory and the numerical methods used to find approximate solutions to 
these problems are presented in this thesis for a broad class of geometries, probes and 
defects. 
The structure of typical workpieces divides naturally into two groups, planar and 
cylindrical. The planar media types are presented first. One of the contributions of 
this thesis is the general description of the field interactions for planar media with any 
number of layers, with the source any layer. This general theory developed for planar 
types is then extended in a consistent way to include cylindrical structures. Once in 
place, this theory was used to develop a layered media forward model which predicts 
probe responses to a large class of stratified conductors. Validation exercises are then 
presented, along with a brief applications section. 
The theory developed for unblemished media is extended to model probe/flaw in- 
teractions in planar and cylindrical stratified conductors based on a simple flaw model. 
The volume integral method is then used to find approximate solutions to the three- 
dimensional forward problem. The implementation of this general purpose forward 
model, capable of predicting probe responses to a wide variety of defects: intergranlu- 
lar attack (IGA), surface breaking cracks, embedded cracks, inclusions, etc., represents 
one of the major contributions of this work. The model has been validated by com- 
paring model predictions with analytical results, experimental results and international 
benchmarks. The power of the models is then presented in a brief applications section. 
A physical model of IGA corrosion is then presented, along with a novel approach for 
solving the inverse problem, that is, predicting the depth of corrosion from a measured 
probe response. The analytical and numerical analysis used in this inverse model is 
presented. Model validation work based on both experimental and numerical data is 
presented and indicates that this approach is both robust and accurate. 
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Chapter I 
Introduction 
The chess-board is the world; the pieces are what we call the laws of Na- 
ture. The player on the other side is hidden from us. We know that his play 
is always fair, just, and patient. But also we know, to our cost, that he never 
overlooks a mistake, or makes the smallest allowaice for ignorance. 
Thomas Henry Huxley 1825-1895 
1.1 Nondestructive evaluation 
Nondestructive evaluation (NDE), in the ideal sense, lets one see inside materials to 
locate and size defects. All NDE procedures have an illumination source: visible light, 
ultrasonic waves, gamma rays, electromagnetic waves,. etc., and some sort of media on 
which the illuminated image is projected or recorded: retina, transducers, film, impe- 
dance analyzers, etc. It is this projected image, scattered from the defect, that is the 
basis of NDE. 
Not all NDE inspection involves defect discrimination. Many NDE applications in- 
volve the inspection of variations of layer or plate thicknesses, which could be important 
for quality control in a manufacturing setting. Other applications might be the mon- 
Of itoringýchanges in the stresses in materials by monitoring changes in there material 
properties, for instance inspecting the tensile and compressive loads which occur in rail 
road rails due to environmental temperature changes. 
There are two distinct aspects of NDE, qualitative and quantitative. Qualitative NDE 
is concerned only with detection of a defect or whether some threshold level has been 
violated. On the other hand, quantitative NDE is concerned with locating and sizing 
defects or provided numerical measures of depth or material properties. Historically, 
1 
2 CHAPTER 1. INTRODUCTION 
qualitative NDE has been the most widely used. However, if more 
information is needed 
than just the mere presence of cracks or corrosion, then quantitative techniques must be 
applied. 
I 
Figure 1.1: Conceptual model of IGA in an austenitic stainless steel 
Defects can be combinations of inclusions, cracks, voids, corrosion or vaxiations in 
material properties. Figure 1.1, for example, schematically shows a cross-section of the 
micro-crack structure of intergranular attack (IGA) in an austenitic stainless steel. This is 
a form of environmentally assisted cracking that occurs in the grain structure. A feature 
of this type of cracking is that it tends to form as layers achieving a mature depth. In 
practice multiple initiation sites lead to isolated patches which can then interlink. 
To some extent the type of defect determines the NDE technique to be used, because 
the defect must scatter the illumination source in a detectable way. In dye penetrant 
testing, the dye interacts with the crack structure on the surface of the. material shown 
in the Figure, indicating the extent and possibly some measure of the density-of the cor- 
rosion. Eddy current inspection, on the other hand, can interact with the entire volume. 
CO of the crack structure, and therefore contains information about all of the rrosion. 
We will be interested in eddy current nondestructive examination. Eddy current 
techniques are based on the physical phenomenon that the eddy currents induced in a 
test-piece by an eddy current probe causes the impedance of the probe to change. The 
resistive losses which occur in the test-piece increase the resistive loss in the coil. The 
magnetic flux arising form the induced current opposes the magnetic flux generated by 
the current in the coil, hence causing a change in the inductive component of the coil. 
Variations in the electromagnetic properties of the test-Piece, due to a defect, variations 
in geometry, etc., will cause the probe's impedance to vary as it is scanned over the 
workpiece. These changes in signal are the basis of eddy current NDE. Ideally, an eddy 
current probe would provide a field measurement at a large number of points for each' 
probe position, instead it gives one complex number for each probe position. The NDE 
inspector only gets to see a "shadow", a 1D projection, of this induced field'. It is this 
nature of eddy current inspection which makes it hard to use the measurements in a 
quantitative way. 
Figure 1.2 schematically represents a cross- , section of a surface breaking . crack and 
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Figure 1.2: Conceptual model of surface-breaking and embedded cracks with IGA in an 
austenitic stainless steel 
an embedded crack within an area of IGA which could result from manufacture or 
from stress corrosion cracking induced by significant surface stresses. Quantitative NDE 
should distinguish between Figures 1.1 and 1.2. If eddy current NDE is used, the eddy 
currents induced in the workpieces in Figure 1.2 aredeflected by these large defects in 
a complicated, but predictable way, causing an increase in the impedance AZ in the 
probe. This scattering is what illuminates the flaws. 
There are two distinct types of problems in NDE: 
1. For a known flaw and probe, what is AZ? 
2. For a known AZ and probe, what is the flaw? 
These distinct problems are the forward and inverse problems, respectively, and are 
discussed in the next two sections. 
1.1.1 The forward problem 
The interaction of eddy currents with defects is quite a complex phenomenon, but if a 
firm understanding can be developed then one has taken a large step towards quantitative 
eddy current testing. Lord and Palanisamy[371 describe this very well: 
Although many eddy current tests are carried out to determine compo- 
sition, hardness, dimensions, and other properties of metal parts, the major 
barrier to further development of eddy current and, indeed, all electromag- 
netic testing methods at this time, is the lack of a viable theoretical model 
capable of predicting the complex field/defect interactions which are the very 
essence of any sound defect characterization scheme. 
The theoretical model is often referred to as the forward problem or forward model 
and is the heart of any quantitative scheme. 
The forward problem is describing the response of some system when all the inputs 
into the system are known. The forward problem is well-posed if the system response to 
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SYSTEM 
SYSTEM 
RESPONSE 
PARAMETERS 
Figure 1.3: Forward problem 
a fixed set of inputs is always the same, that is to say the system response is a function, 
of its inputs. This function is represented diagrammatically in Figure 1.3. The system 
response can be multi- dimensional, but must be completely determined by the input 
parameters. 
In this work the forward problem of interest predicts a probe response due to a work.: 
piece. In the'framework of Figure 1.3, the inputs consists of all the dimensional and' 
material parameters to describe the probe, work-piece and flaw with the driving force 
being the alternating current in the probe. The response is the change in impedance 
AZ in the coil due to the workpiece. The system, in this example, governs the relation- 
ship between the probe and the flaw in the workpiece. Understanding the interactions 
of induced eddy currents in the workpiece is based on an appropriate physical model, 
mathematical model, and numerical model. 
1.1.2 The inverse problem 
RESPONSE 
SYSTEM 
SYSTEM 
PARAMETE-R--6S, 
Figure 1.4- Inverse problem 
The inverse problem can be described as predicting the input of some system which has 
caused a known system response. This problem is well-posed, if for a Particular response, 
there is a unique set of system parameters. This requirement, referred to as one-to-one I is a much more stringent requirement for the inverse problem to be well-posed than for 
the forward problem. The inverse problem is represented diagrammatically in Figure 1.4. 
The inverse problem to be discussed involves computing the material properties Of' 
the flaw, when the impedance change AZ is known. It may be necessary to include 
several frequencies for this problem to be well-posed. 
1.2. MODELLING 
1.2 Mo4elling 
, 
5 
Modelling is an attempt to describe the system behaviour with a simple set of rules. The 
accuracy of the model is dependent on how well these rules describe the system. For 
example, if the system to be studied is the population of rabbits and foxes in a closed 
ecological system, the rules could be: foxes eat rabbits, rabbits don't eat foxes, rabbits 
eat grass, grass dies if there are too many rabbits, foxes die if there are too few rabbits. 
With these simple rules, an attempt can be made to model the population changes inside 
this closed ecological system. This model as stated is not quantitative, it just sets down 
rules or assumptions about the behaviour of the system. It is the physical model. 
1.2.1 Physical models 
A physical model attempts to describe the system by setting out some simplifying as- 
sumptions, not necessarily quantitative ones, that the system follows. In the rabbit and 
fox system described above, the rules seem quite intuitive and would help build under- 
standing of the population variations of the two species. However, if there was a high 
speed motorway through this closed system, the model, as stated, Would be unlikely to 
predict population changes accurately, because of the failure of the'physical model to 
fit the actual situation. By these simplifying assumptions, it is hoped that the system 
can then be described mathematically so that quantitative information can be obtained. 
This is the mathematical model. 
Mathematical models 
A mathematical model describes the physical model in quantitative terms, it is the the- 
oretical description of the system. For example, the population of rabbits r(t) and foxes 
(t) at time t could be described as 
r(t) = co 
Dr 
+ clý; r(0) = ro 
C2 
g-f 
+ C3j; f (0) = f0 (1.1) ý 
ar 
for parameters co, .... c3. By choosing the parameters appropriately, all the assumptions 
in the physical model can be realized and the mathematical model will be able to predict 
the population at any time t by solving the mathematical system. 
1.2.3 Numerical models 
If a mathematical model is available, then the forward problem can be solved, if all the 
inputs are known. In the rabbit and fox system modelled by the equations in (1-1), if 
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the parameters co,..., c3, ro and fo are known, an attempt can be made to'solve for r(t) 
and f (t). , 
However, there may not be a closed form expression for, the solution to this 
problem, in which case the solution needs to be approximated 
by numerical techniques. 
The computational model or numerical model entails finding approximate solutions to the 
mathematical model. Similarly, if the populations r(ti), and f 
(ti) are known at several 
times, ti, j=0, n, the inverse problem would amount to solving for, or at least 
approximating, the coefficients co, ... I C3- 
It is important to notice at this stage that there are two distinct types of modelling 
errors. The, first, is the difference between the numerical model approximation and the 
exact solution to the mathematical model. These are numerical errors. The other is the 
difference between the exact solution of the mathematical model and real world response 
of the system. These are modelling errors. A good model is one that is efficient to 
compute, but has small modelling and numerical errors in its solution. 
1.3 Review of eddy current NDE 
Electromagnetic NDE has a long history in England, and played an important role during, 
the Second World War in two important areas: radar and mine sweeping. Both applica- 
tions involved detection, with some discrimination. Although both areas of research were 
in their infancy, they had won over major support from scientific and political arenas. In 
a meeting at the Air Defence Research committee in July, 1935, Robert Watson-Watt, 
inventor of radio direction finding (RDF)1, presented his paper 'Detection and Location 
of Aircraft by Radio Methods' for the first time to Sir Winston Churchill,, who was to, 
become a strong advocate. At the meeting he passed a four line pencilled note across 
the table saying[22]' 
'Seeking, Finding, Following, Keeping, 
Is he sure to* bless? 
Angels, Martyrs, Prophets, Virgins, 
Answer: "M, Yes". ' 
The detection of enemy aircraft by radar was one of the major success stories of the war, 
firmly establishing the utility of this electromagnetic technique. 
While the Royal Air Force was busy looking for enemy aircraft, enemy mines *were' 
busy looking for the Royal Navy and Allied shipping. Enemy mines were equipped with' 
primitive electromagnetic detections systems for sensing the passing magnetic field of 
ships and then exploding. In fact, the Thames estuary was closed to shipping for over a 
year because of this danger. The Royal Navy developed an successful experimental elec-'- 
tromagnetic technique for projecting an image of a ship ahead of its bow to trigger these 
'The American term for RDF, Radio Direction and Ranging, was later adopted in an, effort to. 
standardize on nomenclature, hence RADAR 
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mines, unfortunately for the crew, it was not too far ahead[40]. This started a tradition 
of expertise in mine sweeping continued to this day. The Royal Navy also developed 
electromagnetic counter-measures for its fleet to avoid detection by these mines. 
In the following decade, industry began using electromagnetic techniques for inspec- 
tion. Most of these techniques were empirical. In an early effort, General Motors[23] was 
using a quasi- theoretical approach to measure overlay thicknesses. However; the equip- 
ment used was analog and based on calibrated standards, advances in computers still 
restricted quantitative NDE to theoretical work. The theoretical basis upon which quan- 
titative NDE stands, was being laid down at this time. Work by, Tai[60] and Wait[641 to 
mention a few. 
By the mid-60's, advances in computer science had made computational electromag- 
netics possible and affordable for large corporations or government bodies. ý Therefore, 
theoretical resultp could now be approximated numerically as well as verified by exper- 
iment. The theoretical work continued with important contributions on the analytical 
and computational complexities of the free-space Green's function by Fikioris[211 an Van 
Bladel[62]. In their important paper Dodd and Deeds[181 provided a theoretical basis for 
understanding the interaction between and eddy current probe and planar and cylindri- 
cal conductors with up to two layers. This work also showed that numerical results were 
in good agreement with experiment for a large range of normalized probes geometries. 
Contributions were also being made from geophysics, where geophysicists were faced 
with similar problems. This can be seen in the work of Weaver[68]. 
The theoretical efforts continued into the next decade. The seventies saw the im- 
portant work of Dodd and Decds[171 and Wait[651, on cylindrical conductors. The geo- 
physicists were now looking at volume integral techniques to solve their problems, with 
important contributions from Raiche and Coggon[471. During this period quantitative 
eddy current NDE became well established as an accepted inspection technique in the 
field; being used especially in safety related areas in aerospace, oil and power generation 
industries. In the field calibration standards and manual inspection still were the norm, 
with very little numerical analysis of data. 
There has been an explosion of effort on the computational side of eddy current NDE 
since 1980 as computation speed has increased and the price of hardware decreased. Early 
in this decade there were several results attempting to come to grips with the nature of the 
singularity in the heart of the Green's function used'for electromagnetic analysis when 
using integral techniques by Lee[351, Yaghjian[69], Wang[66] and Beissner[5]. Finite 
element techniques were also applied to NDE by Lord[36] and V6rit6[631 and others. 
Boundary elements techniques were developed by Beissner[6] and others. 
With the increase in computational speed, the possibility of solving NDE inverse 
problems becomes more feasible. A major contribution of this work was the solving of 
the inverse problem for predicting the depth of corrosion in steam pipes and is presented 
-N 
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in Chapter 8. Eaton[191, Sabbagh and Sabbagh[53,50], Norton and Bowler[421 and others 
are active in the area of the full three-dimensional inverse problem. 
Experimental work for the validation of theory and computer codes has been caxried 
out by Burke[14,16]. In an effort to establish experimental and theoretical benchmarks 
for these complicated codes two international organizations were established: Testing 
Electromagnetic Analysis Methods (TEAM) and Applied Computational Electromag- 
nets (ACES). Some of the validation exercises in this work are compared against these 
benchmarks. 
The application of the volume integral technique to eddy currents is the main con- 
tribution of this work. This method has been applied by Sabbagh and Sabbagh[511, 
M'Kirdy[37] and Bowler[12], to cite a few. The volume integral approach divides only 
the flaw region into small elements and uses a Green's function approach to predict how 
each element interacts with all the others. A different Green's function is used for each of 
the simple stratified media examined, so the boundary conditions need not be imposed 
externally, so there is no need to subdivide the un-flawed media. Approaches in the past 
have relied on Fourier techniques to compute the inter-element interaction. But this 
technique proved expensive in both memory and computer time and gave poor results 
when -the cell aspect ratio increased much above 4. The accuracy of computing these 
interactions is critical in finding a good result[28]. In Chapter 6a physical space inte- 
gration technique is described that is precise, robust, fast and uses very little memory. 
This approach has allowed the implementation of the volume integral technique to run 
on personal computers on desk tops and is one of the most exciting aspects of this work. 
The whole framework of electromagnetic NDE fits inside the framework of Maxwell's 
equations which are discussed next. 
1.4 Maxwell's equations 
Maxwell's equations in differential form are 
Vx E(r, t) = 
aB (r, t) 
at 
VxH(r, t) = J(r, t)+aD(r, t) at V-D(r, t) = p(r) 
V. B(r, t) = 0, (1.2) 
where H is the magnetic field, B the magnetic flux density, E the electric field intensity, 
J the current density, D is the distribution current and p is the electric charge density. 
In order to find solutions to these equations, some simplifying assumptions about the 
physical problems under investigation are needed. Assume that the materials present are 
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ideal in some way. Assume that the permeability p(r) and permittivity f-(r) are isotropic 
and homogeneous, that is to say that there exist constants ja, and c, such 
that 
D(r, i) = 4E(r, i), B(r, t) = pH(r, i). 
(1.3) 
Assume further that the materials are linear with respect to conductivity a(r), which, 
implies that 
J(r, t) = a(r)E(r, t). (1.4) 
Now assume that the source term, J (r, t), hence all the fields, are time harmonic with 
frequency w; the time dependence isof the form e-iwt. Suppressing the time dependence, 
one can rewrite equation, (1.2) as, 
Vx E(r) =- iwlz, H(r) 
Vx H(r) = [a(r) - iwc, l E(r). 
By eliminating H in equation (1.5), ýwe obtain the vector wave equation[591 
VxVxE-k 2E= iwpoJI (1.6) 
where 1+i k ýýzýwpa, =8 (1.7) 
with b being the skin depth: the free-space wavelength. The skin depth is an important 
parameter, since all, electromagnetic interactions are limited to ranges of up to two or 
three skin depths. 
1.5, Potential theory 
The field H may be determined by introducing a magnetic vector potentiaL Generally a 
field vector can be defined (apart from a trivial constant) by specifying its curl and its 
divergence. The magnetic vector potential is conventionally defined such that B=VxA, 
therefore for a nonmagnetic region (B = poH), 
1VxA, 
Yo 
where go is the permeability of free-space. From equation (1.5) 
iwA - Vo, 
(1.8) 
(1.9) 
for any scalar potential 0, since Vx Substituting equations (1.8) and (1-9) 
back into equation, (1.6) to find[591 
VxVx A= poJ+k 
2A + jWp(ýICOVO. (1.10) 
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Apply' the identity .1VxI Vx'-- VV'. _V2 and restrict the choice of the scalar potential 
by imposing the Lorentz gauge: V-A= iwyocoý, to equation (1.10)"to find 
V'A + k2A = -poJ, (1.11) 
which is a vector Helmholtz equation. A solution to (1.11) can be written simply as 
A(r) = -go 
f G(rjr')i(rý) dr, 
v 
where G(rlr') is the scalar Green's function discussed in the next section. Once the 
vector potential A has been determined, the electric field E is known, since 
E(r) = iw 
[A(r) 
+ T12-VV - A(r)] 
Before going any further there are some straightforward but significant things to no- 
tice about (1.11) and the, proposed form of its solution. Firstly' (1-11)'is of the form 
L(A) = -, uoJ, where L is a linear operator, for it has the property L(A + B) = 
L(A) + L(B). The fact that it is linear allows us to use the Green's function method. Sec- 
ondly because L is a scalar operator (V' + VI in this case) and the free-space boundary 
condition on A does not introduce coupling between components, the Cartesian compo- 
nents of A are independent. This means we can formally express the solution of (1.11) 
as A= L-'(-, uoJ), where L-1 is a scalar operator. Here we are writing the solution of 
a vector problem as an scalar integral operator acting on a vector source. However, it is' 
not always possible to use a scalar operator for this purpose. In general, an elementary' 
vector source gives rise to a field having a different direction. In addition components of 
the field may be coupled both through the governing equation and through the boundary. 
conditions. In dealing with these complications, dyadic Green's functions are used but 
for the present we shall continue to use scalar Green's functions. 
1.6 Green's function approach 
The Green's function approach is introduced by looking at one-dimensional heat flow in 
a rod. For appropriate physical constants, the heat distribution u(x) can be expressed 
as[56] 
du 
dX2 =f(x), O<X<1; U(O)=O, U(1)=O, (1.14) 
where f (x) is the forcing function. Equation (1.14) is a linear, inhomogeneous differen- 
tial equation. The Green's function approach -allows for the solution to this equation for 
a particular forcing function in a form that can be reused for; other forcing functions. - 
This can be achieved using the superposition principle: If ul(x) is a solution with forcing 
function fi(x) and U2(1) is a solution with forcing function f2(x), then U1(X) + U2(X) 
1.7. SCALAR GREEN'S FUNCTIONS 11 
is a solution with forcing function fi(x) + f2(x). Therefore, the superposition allows 
the decomposition of complicated data into simpler parts, solving each simpler bound- 
ary condition, and then reassembling these solutions to find a solution to the original 
problem. 
Solving (1.14) illustrates this approach. Decompose the interval [0,11 into n equal 
parts of length Ax' and on each subinterval assign a point source which approximates 
f(x) over the subinterval. Using the superposition principle, the temperature at x for 
all concentrated 'Sources is 
E9 (x 1 x') f (x') Ax 1, i=O 
which as n --+ oo, tends to 
1 
UM = 
10 
g(XIX, )f (x 1)dx'. 
(1.15) 
(1.16) 
It can be shown that this limit is unique and depends continuously on the forcing 
function[56]. 
The Green's function can be constructed by solving the special case when the forcing 
function is a unit source at x= x'. On the intervals [0, x') and (x', 1] f (x) = 0, hence 
g"(x) =0 and taking into account that g vanishes at the endpoints, we find that 
Ax, 0<x< x'; 9(xix') = B(l -x), x' <x<1. 
The one-dimensional character of the problem means that no heat flows through the 
lateral surface, so 
-9 1 lx=xl+c gllx=xl-c =1. (1.18) 
which, as c tends to 0, leads to the jump condition for g': 
9'lx=e+ - 9'ix=c- ,: -- -1 
Combining equations (1.17) and (1-19), the Green's function is found to be 
g(XIXI 
(I-x')x O<x<xl (1.20) 
1 
(1'- X)X, X, <x<1 
I 
1.7 Scalar Green's functions, 
The steady diffusion equation in a three-dimensional medium for a concentrated steady 
unit source at the origin can be written as[56] 
- Vu + q'u = S(X), xEQ, 
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wh 
I 
ere fl is assu - med to be the whole space. A mass balance shows that the 
flux through 
a small sphere about the source must equal the input in the ball, that is, 
a 
lim - 
ou dS = 1. (1.22) 
e--*O 
fll=e 
an 
Impose the condition that u. vanishes at infinity. The concentration will depend only on 
the radial coordinate r, so on switching to cylindrical coordinates equation (1.21) can be 
written 
1dr, du 
+q 2U =O, r>O, -7 -7- - 2r( 7r 
) 
while equation (1.22) becomes 
lim4r2 
du 
r 
Introduce the change of variable v= u/r into (1.23) to find 
-v"+q 
2V 
= ol 
(1.23) 
(1.24) 
(1.25) 
which has as general solution Ae-gr + Beqr. The required behaviour at infinity implies 
that B=0, while imposing (1.24) gives A= 1/4r. Therefore, the solution is 
U= 47rr (1.26) 
The effect of a source at x' is obtained by translation. The concentration due to such a 
source is what is called the scalar Green's function: 
G(xlx') = (1.27) 4zlx - x'l' 
The scalar Green's function needed in equation (1.12) is of the same form[591 
G(rlr') = 
iklr-rll 
47rlr - rJ1 
and is referred to as the dynamic scalar Green's function for'time harmonic sources in 
free-space. If the frequency of the source goes to zero, the static scalar Green's function 
is obtained: 
Go(rlr') = 47rlr 
1- 
rll* 
(1.29) 
These Green's functions play a fundamental role in the following chapters. 
OBJECTIVES 
1.8 Objectives 
The objectives of this work are: 
13 
1. The creation and validation of theoretical and numerical models for predicting 
probe responses for a large class of planar and cylindrical stratified conductors: 
the layered forward model. 
2. The creation and validation a valid theoretical and numerical models for predicting 
probe responses from defects of general shape and material properties in planar or 
cylindrical stratified materials: the 3D forward tnodeL 
3. The creation and validation of theoretical and numerical models for predicting 
depth and material properties of a layer on a conducting half-space from eddy 
current probe signals: the layered half-space inverse model. 
4. Validation of the layered half-space inverse model for IGA in austenitic steel. 
The basic theory needed to analyze stratified conductors is presented in the next two 
chapters: the first for conductors with planar boundaries, the second for conductors with 
cylindrical boundaries. 
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Chapter 2 
Basic Theory: Planar Interfaces 
By viewing nature, nature's handmaid art, 
Makes mighty things from small beginnings grow: 
John Dryden 1631-1700 
2.1 Introduction 
The first step in modelling complex physical behaviour is to develop some sort of physical 
model, with simplifying assumptions that will make analysis possible. It is then hoped 
that the behaviour of the model will substitute for the behaviour of the more complex 
system. For NDE, we must develop models for the test piece, and possibly flaws inside 
the test piece, and a model of the probe. We can then analyze the interaction between 
these models to predict the complex probe/material interaction. 
We divide the type of analysis into two types: simple layered conductors without flaws 
and a full three-dimensional analysis. The simple layered analysis is further divided by 
considering conductors having planar and cylindrical geometries. The material properties 
are assumed constant in each layer. Only in the full three-dimensional analysis will the 
material properties be allowed to vary in all three coordinate directions. Of course 
we could study the two dimensional case, when material properties vary only in two 
coordinate directions, but this analysis does not cover very many practical physical 
problems in NDE. 
In this chapter, the basic theory for analyzing simple planar layered conductors is 
presented. The theory is an extension of the work done by Dodd and Deeds at Oak 
Ridge Laboratory[17]. Their work treated three special cases of conductors with layered 
structures. The theory presented in this chapter extends the theory to conductors with 
15 
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any number of layers, with an electric source in any region; therefore, layers on both sides 
of the source region are considered. Although this situation does not arise in practice, 
the inclusion of these additional conducting regions allows for a consistent notation and 
theory to be used when the source region under consideration changes from region to 
region. Conductors with cylindrical geometries will be considered in Chapter & 
Once this theoretical machinery is in place, it is applied to the planar physical models 
that are the subject of this chapter. The models correspond to layered materials with 
a certain type of, planar geometry or media tYPe. The simplifying assumptions and-the 
parameters used for each physical model are presented. Results for each of the different 
planar types of geometries are presented in detail, even though they follow quite naturally 
from the theory presented, because the computation is non-trivial. 
2.2 Free-space 
ao 
1 /to 1 
Figure 2.1- Free-space physical model 
Assuming an infinite linear, isotropic space, as shown schematically in Figure 2.1, vari- 
ous electromagnetic quantities can be determined when an electric source is introduced 
into this space. For example, if a point source is introduced, the electric field can' be 
determined; or if an air-cored axially symmetric coil is introduced, the impedance in the 
coil can also be determined. 
The conductivity ao and the permeabilitypo are everywhere constant. The physical 
model is just an idealizatiow of the material properties to ýallow investigation. This 
physical model can be used, for example, in the study of the free-space inductance of a 
coil in air, in which case ao should be set to zero. The magnetic vector potential and 
coil impedance will be determined for this simple model. 
2.2.1 Free-space vector potential 
Let the current, density J(r) be axially symmetric, having the form 
J(r) =jO (p', z')ý'. (2.1) 
Converting the dynamic scalar Green's function from equation (1.28) into cylindrical 
coordinates by the substitutions 
x=pcoso. y=psiný (2.2) 
u=acosp v=asinfl, 
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then 
U(X-X')+V(Y-Y') = a[PCOS(0-P)-p'cos(O'-ß)i 
du dv a da dß 
One can show by integration that[19] 
1 
ikir-rll 00 00 1 du dv (2.4) C(rlr )= -c -, v, 1 001- 4zIr 
:: _FI )2 -oo'2a 
-C2 -r 
the vector potential can be determined by employing equations (1.12) and (2.4). There- 
fore, 
0G IZI dp'dz', (2.5) A(r)=A(r)o, =Izoýfa(piziplizf)jo(p )P 
where 
022z 
z')e'a1PcOs(0-P)_P'cO8(O'_P)] G (P, zA z') T2-T)2 
Jo "I 
1ý( " 
cos(O - P) cos(O' - P)a da dý'dfl, (2.6) 
and 
G(zlz') (2.7) 
2a 
Using the standard integral[l] 
1 27r io( cos 0 cos 0 dO 1 
(2.8) 
I 
J1 (ce) = ýTi Jo 
integration of (2.6) with respect to ý' and P gives 
G (p, zip', z') (ý(zjz')Jý(ap)Jj(ap)a, da. (2.9) 
In order to describe the vector potential due to an axially symmetric current density, 
start with the current density produced by a delta-function coil of radius pj at height 1j, 
0 so'Jj W, z') = b(P' - pj)6(z' - 1i). The axially symmetric form of equation (1.12) can 
the be used to describe the vector potential due to this delta coil as 
Aj (p, z) = -Ito (p, zI p', z') Jj (p', z') dp' dz'. (2.10) 
, The vector potential created from the rectangular cross-section air-cored coil in the 
probe represented schematically in Figure 2.2 can be found by using superposition if 
certain simplifying assumptions are made about the coil. The coil is assumed to be axially 
symmetric and that the current density is uniformly distributed over the cross-section of 
the coil and that each loop has the same phase and amplitude. At high frequencies this 
.-IIIt. 11 
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r1 
Figure 2.2: NDE air cored probe model 
assumption breaks down and the coil can resonate; therefore, the operating frequency 
of the probe is assumed to be well below this condition. This type of probe is usually 
much, wider than it is tall and is sometimes referred as a pancake coil. For the cylindrical 
conductors, the axis of the coil is assumed to be coaxial to the media and is often referred 
to as a bobbin coil. 
Applying superposition to equation (2.10) yields 
000 
A (P7 z) = -Ito E Aj (p, z) = -lio EG (p, zlrj, lj)tjrj, jEQ jEO 
where q is the applied current density of the delta-function coil of radius ri. This 
describes the vector potential for coils of any cross-section. If we let the current distri- 
bution of the delta-function coils approach a continuous current distribution, we obtain 
the vector potential due to'the entire coil 
0 (p, zIr, 1) t (r, 1) dS. 
s 
(2.12) A (p, z) = -yo GO 
Assume the coil has an applied current density to that is constant over the dimensions 
of the coil; therefore, 
ri 11 QI 
A (P"Z) -l'oto, 
Jr 
0 
it 
0, 
G (p, zjr, I)r d1dr. (2.13) 
Combining equations (2.9) and (2.13), after reversing the order'of integration, yields 
0 
'. IIA (p, Z) = 
11010 ' 
rJj(ar)Jj(ap)e-"I'-'IdIdrda. ý (2-14) 2 
fooo fro"' Ito 
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Integrating with respect to the coil parameters r and I gives the vector potential A, b.,., e 
(p, z) for the region above the coil, z> 11, as 
where 
n 
Äabove (P, Z) = 
-lioto r IP (a, ro, r, ) jl e40-41 da, 20a 
(a, ro, rl) = 
ri 
rJ, (ar)dr. (2.16) 
lo 
Similarly, for the region below the coil, z< Io we find 
0- Poto kk (a, ro, r, a(Z-10) Abelow (PI Z) ý2 
fooo 
a 
JI(cep) le I da. (2.17) 
The vector potential AO (p, z) we desire for lo :: ý, z< 11 can be found by combining 
the vector potentials for the regions above and below the coil[171. For z in this region, 
a0 we use Aabove from z down to 10 and Abam from z up to I,. Therefore, by substituting z 
for 11 in equation (2.15) and z for Io in equation (2.17) and adding we have 
0 -poto 00 T (a, ro, rl) ea(z-ll) ea(lo-z) Acoit (P, z) 2 
J, (ap) [2 I da. 
This result has been derived for a coil in free-space, but similar integrals arise in 
calculating the vector potential due to axially symmetric coils above planar stratified 
conductors. In the presence of these conductors, one must modify the Green's function 
to take into account the wave interactions caused by structure of the material. 
2.2.2 Coil impedance 
We now have sufficient theory to compute an air-cored probe response in air. For an 
axially symmetric coil with a single loop of radius r the induced voltage V is given by[17] 
0 
-2riwr A,,, il (r, z). (2.19) 
The total voltage induced by a coil can then be computed as the sum over all of the 
single loops. This sum can be computed as an integral over the cross sectional area of 
the coil times the turn density. Since we assume that our coils have a constant number 
of turns per unit cross-sectional area A. = (11 - lo)(r, - ro), the induced voltage can be 
written 
ji, 
to , 
-2riwn I V"a p Awit (p, z)dpdz, (2.20) 
ro 
where n is the total number of turns. 
Using the induced coil voltage V,,, il, the coil impedance is computed simply using the 
relation 
VII. (2.21) 
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Region 0 incident Region 1 
a transmitted 
reflected aT, OO(z) ar, Ol (Z) 
z 
Figure 2.3: 3D interface problem for a half-space conductor 
The applied current density is to = nI/A,, so combining (2.18), (2.20) and (2.21) and 
integrating over the coil dimensions, yields 
-2riwßon 
2 00 1 -"(l1-10) -1 Z=- T'(a, ro, r, ) - da. (2.22) A2 
io 
a+ c 
2.3 Simple planar interfaces 
Inhomogeneity can be caused by many factors: variations in material properties, defects, 
edges, joints, etc. To limit the types of non-homogeneous media under investigation, in 
this chapter, only materials without flaws or defects will be considered. Flawed medias 
will be considered in Chapter 5. This chapter will analyze only the anomalies caused 
from boundaries between simple homogeneous planar regions. 
To motivate the general planar stratified eddy current interface problem, a simple 
one-dimensional planar interface problem is considered first. 
2.3.1 1D planar interface problem I 
Imagine we have two regions, 0 and 1. In each there is an associated medium and a 
steady-state wave-like disturbance described by a scalar potential ýj, j=o, 1 satisfying 
d' 
+ kj 
[dz2 1 
Oi(Z) = 01 (2.23) 
where kj, for j=0,1 is the wave number for each region, respectively. Figure 2.3 shows 
the situation schematically. Suppose that at the boundary, z=0, we have the following 
interface conditions 
1,000 plol * 
dOo d0i 
(2.24) dz dz 
Solutions to (2.23) are of the form 
Oi = Aie 
ikiz + Bie-ikjz 1 (2.25) 
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where Aj and Bj, j=0,1 are constants representing the amplitude of the incident waves 
travelling from the left and right, respectively. Assume that there is an incident wave 
travelling from the left, of amplitude a, possibly coming from a source, some way off in 
the negative z-direction. This situation is represented by the solution 
ýo(z) = a[e-'kO' + rie'kO'] 
ýI(z) = aTje -ikjz 
where r, is the reflection coefficient, which describes the magnitude and phase of the 
wave reflected from the interface. Ti, is the transmission coefficient, which describes the 
magnitude and phase of the wave transmitted through the interface. To evaluate these 
coefficients the interface conditions in (2.24) are imposed on the general solution' (2.25) 
to find 
. uo(l + 
Irl) = PiTi (2.27) 
cio(-l + ro = -, ce, Ti, (2.28) 
where aj = -ikj, j=0,1. Solving for the reflection and transmission coefficients yields 
Piceo - 110al 
y0a, + Plao 
21toao 
-. (2.29) 110CV1 + Pi ao 
These coefficients will be re-computed in a more general setting later. It is impor- 
tant to note that these equations for the reflection and transmission coefficients are a 
consequence of the continuity conditions at the interface. 
2.3.2 Planar interface problem: half-space conductors 
ao 0 
flo 
a, 
PI 
-- 
Figure 2.4: Half-space physical model 
Turn now to the three-dimensional planar interface problem by introducing the simplest 
media type with an interface, the half-space media type. Figure 2.4 schematically rep- 
resents the half-space physical model. This model represents a probe over a linear and 
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isotropic half-space of material of infinite extent'in both the x and y coordinate direc- 
tions and for all values of z>0, where the positive z direction is assumed down and 
z=0 at the top of the half-space. 
This physical model can be used for studying most 'flat' surfaces. Flat, here, meaning 
that any variation or curvature of the surface is small relative to the coil parameters. 
Therefore, this model could even be applied to bore-hole, tube or pipe inspections, if 
the probe is normal to the inside or outside surface and is small relative to the radius of 
curvature. If the work piece has a depth of at least 2 skin depths,, the interaction with 
the lower surface will be small; therefore, this physical model should only be used to 
study 'thick' materials. II- ýi Assume there is a half-space of air above a half-space of some conducting material. 
Suppose the source is in the air region, region 0, the region where z<0. Suppose that 
there exists a potential ýj(r), j=0,1 in each region satisfying 
(, 72 + k. 2)Oo(r) = J(r) 
(V2 + k12) 0, (r) = 0. 1 (2.30) 
At the boundary between the regions we have for z=0, 
11000 - 
000 
az - az (2.31) 
Because similar'continuity conditions were specified in the one-dimensi6nal case, we can 
expect to find similar transmission and reflection coefficients here. 
Our solution uses scalar Green's functions satisfying 
(V'+k')Go(rlr') 0 
(V'+k', )Gl(rlr') (2-32) 
with the interface conditions on the Green functions chosen to be the same as on the 
potentials. 
This three-dimensional problem can be turned into the form of the one-dimensional 
problem we just saw by taking two-dimensional Fourier transforms of equation (2-32) 
giving 
a2 
2) Ü0 (Z1Z1) 3(z 
- zi UZ-2 0 
a2 
2 (Z 1 Z') = 0, -1 (2 UZ2 -33) 
where 
a, = (a2 22+ v2 - 
kj2)2 
a=U (2-34) 
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and where the root with a positive real part , 
is assumed. The form of the solutions will 
be similar to those given in equation (2-26), 
G(zlz') ale"Ol"'I + Aoe'O('+") + Boe-"0('+")] 
G(zlz') a[Ale""+"'Ozo + B, e-alz+aOz'l (2.1 35) 
Now we have a quasi-one-dimensional problem. The results found 'previously can 
be used. Writing down the general form of the solution and imposing the interface 
conditions gives 
äo (Z 1 Z') = 
51 (z I Z') = 
+ 2ao 
1 
Tic"I"'O" 
2ao 
(2.36). 
Note the correspondence with the solution in the one-dimensional case given in equa- 
tion (2.29). As before the interface conditions are used to determine the transmission 
and reflection coefficients and they are given by (2.29); only the definition of ai, 0,1 
is now given by (2.34). 
The vector potential could be derived in either region using these reflection and 
transmission coefficients in equation (2.35); however, the vector potential will be derived 
more generally later. First general planar stratified media are analyzed. 
2.4 General planar interface problem 
-M+l-m+2 ... -1 01 n-2 n-1 n 
' '-M Z-M+l Z-M+2 2-2 Z-1 ZO Z1 Zn-3 Zn-2 Zn-l 
Figure 2.5: 3D interface problem for any stratified conductor 
We now turn to the general planar 'stratified conductor case. Suppose there are rn 
regions, separated by planar boundaries to the left of the source region, region 0, and, 
there are n similar regions to the right of the source region. This situation is illustrated 
in Figure 2.5. The interfaces are parallel to the xy-plane and located at the n+m points 
Z-m < Z-M+l <--- Z-1 :5 ZI 
-< 
ZO ... < Zn-2 < Zn-l- 
Therefore, in all regions -m exponential terms with negative arguments can be 
thought of as waves propagating to the right in the Figure, while exponential terms with 
24 CHAPTER 2. BASIC THEORY: PLANAR INTERFACES 
positive arguments propagate to the left. There is only a left propagating wave in'region 
-m, since the source occurs in region 0 to the right, hence r-,,, -l M 
0. Similarly, there is 
only a right propagating wave in region n and rn+1 =- 0- In each of the remaining regions 
±j, there is an associated reflection coefficient ]Pi±l and a transmission coefficient T: jj, 
except in region 0, where there are two reflection coefficients r-i and IF,. 
In each of the regions -j, where -j < 0, the Green's function has the form 
d-j(rlr') =+ 
III (2.3 7) 2ao 
where r-,, -, -= o. 
In the source region, region 0, the solution has the form 
do(rlr') + F-je-*0('+") + r, eco(--+z')j . (2.38) 2aO 
In each of the region j, where j>0, the Green's function has the form 
1 (r I r') [r, +, e'j'+*O" + Tje (2-39) 
0 
where r,, +, =- 0. Each Green's function is a solution of 
(V2 2- 1). + kj)Gj(rjr') = boj6(r -r (2.40) 
Imposing the same interface conditions as before 
aGi 
19Z az 
(2.41) 
for -m <i<n-1. 
For regions -j < -1, to the left of the source region in the Figure, we have the two 
relations 
+ 
P-j+1 + 
a-i IT-jea-j--j-aoz- 
a-j+l (2.42) 
For region > 1, to the right of the source region in the Figure i5, we have two similar; 
relations 
+ 
11j+1 [Ti+je-*j+1zj+CO" + 
Cli + I`i+jeaizj+O1Oz, I= 
Cej+1 1-Tj+1e-*j+2z'+'O" + rj+2eC1'+1z'+C'Oz1 j (2-43) 
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Define the matrices 
=[ 
11je-aizj±aoz' Ai ,I, Ao cioeoto(zO+z) 
[ I-Ij+jeaj+jzi±aOzI tlj+l e-01j+1 Zj±CVOZO Bj 
aj+lej+'-, j±"Oz ,I -aj+le-aj+lzi±aozf 
I 
B-1 
where the positive sign is used for j>0 and the nega 
j<0. Also define corresponding solution vectors as 
25 
(2.44) 
--cioe- 
Cwo(zo+ 
. 
Z') 
1 
, joeao(zi+z,: 
a (zo+z" aoe 0 
tive sign is u 
lzj+le-'O('O+") 
-aoe-*O('O+") 
(2.45) 
sed for regions where 
I Ti Fi-I IT if <0 
XU) r, r-I T if =0 (2.46) 
Ipj+1 Tj IT otherwise I 
Using these matrices the relationships in (2.42) and (2.43) can be rewritten in matrix 
form for any two regions not including the source region, that is for -m <- -2 and 
1<j<n-1, as 
AiX(j) = BiX(j+') ' (2.47) 
For the 3 regions involving the source term, we have the following two matrix' relation- 
ships 
A-, X(-') B-, X(') + Y(-) 
BoX(') AoX(O) + Y(O), (2.48) 
where 
Y(-l) = e-aO(Z1-Z_j) 
110 Y(O) = e-ao(ZO-Z') 
/to 
- 
(2.49) I 
ao 
171 
-ao 
I 
So far, we have assumed that -m >0 and n>0. If m=0, the source region is a 
half-space, since there are no regions to the left. Therefore, there will be no transmission 
term T-1, so X(-1) =_ Y(-') 0. Similarly, if n=0, then XM =_ Y(O) - =_ 
0. If both 
m and n are zero, then X(o), 0,, which corresponds to -the free-space case. Equations 
(2.47) and (2.48) together imply that the system of equations is block tri-diagonal. -If 
each of the blocks is non-singular, the whole system is singular[251, therefore a solution 
exists if ai :A0 and yj 00 for all j. 
Using equation (2.47) we can define the transformation matrix from region -j to 
region -j + 1, where -j < 0, as 
B-j'A-j = 
1.1 
2, u-j+lci-j+l 
(2.50) 
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where -j < -1 and 
2poao 
(11_lao + jjOCj_l)e(Ce-i-Oto)Z-1-20tOz' (11 jjOCj -(OF-l+Oro)X-j-2aoxv _lCeO _I)p (2.51) GI-Icto - poce-I)C( (ja-lao + POa-I)e( 
I 
The transformation matrix from region -m to region -j is the product of these 2X2 
transformation matrices, so we can define this transformation as 
V(j) = T(j-')T 
(j-2) T(-'). (2.52) 
The transformation from region j to itself is just the identity matrix, hence V(-m) 
The transformation matrix from region j+1 to region j, where j ý: 0, is 
,, jai 
T(j) = A, -IBi 
(Iij+lctj + lzjclj+l)e(aj+l-aj)zj (pi+laj - lijai+, )e-(Olj+clj+, )zj (2-53) pi+jcq - (pj+laj + pjaj+, )e(o'j-c'i+')zj 
where j>0 and 
T(O) = Aj- Bo = -ýJlnan 110aO 
(plao + yoaj)c('l-*O)'O (plao - pOaj)c-(Oo+Ol)zo 
(plao - poal)e('O+")'O+"O" (plao + pOCj, )e(co-ci)zo+2aOzl 
17 
(2-54) 
The transformation matrix from region n to region j Can be defined as 
U(j) = T(j)T(i+') T 
(n-1) 
11 (2.55) 
where U(n) = I. 
By using (2.47) recursively along with (2.48), the relationship can be expressed be- 
tween X(-') , X(n) and X(O) as 
X(O) = V(O)X(-') - B-lY(-) 
X(O) = U(O)X(n) 41y(O). (2-56) 
Define 
y= U(O)X(n) - V(O)X(-') Aý'Y(O) 0 (2.57) 
Since X(-n) and X(n) have only one unknown each, we can rewrite (2.57) as 
11(0) (0) k I 
ý12) YI 
ý0) (0 $ (2-58) V2(il U2% 2J Y2 
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where 
T-m if m>0 if n>0 77 =(=I 
Tn (2.59) 1 
r, otherwise r-, otherwise 
and 
Y, 
0 
-2aozl 
if m= 0 Y2 e 
2aox' if n>0 (2.60) 
-e otherwise 0 otherwise 
which has as a solution 
U(O)Y U(O)Y 12 2 22 
I, r(O)u(O) v(O)U(O) 
vil 22 21 12 
V(O)Y MY v 11 , 1 2- 21 (2.61) 
1 0) v O)U2k2 1(2 11 
(0) 
- V2(10) U 
Now we can use the transformation matrices to determine the reflection and trans- 
mission coefficients in any region. To the left of the source they are simply 
XH) T_j V(-j) T-m- 0 V(_j 
)X-m, (2.62) 
There is a useful result when n>0: 
r-, = v(O)T (2.63) 21 
Similarly, for regions to the right, we have the expression 
X(j) 
rj, 
i UU) U(j)X(n) (2.64) 
Tj Tn 
and for m>0, 
r, = U(O) (2.65) 12 TI- 
2.4.1 Half-space revisited 
A simple example should illustrate this procedure. For the half-space example considered 
in Section 2.3.2, m=0 and n=1. Let zo 0. Therefore Y(-') = 0,00) = I, while 
Ao "0 1100 Bo = 
['01 1"1 1- (2.66) 
ao -a al -a 
X(O) r, XM 0 (2.67) 
11 
01 
IT, 11 
and 
(0) U(O) = T(O) 
Uli Itiao - poa, 0 (2.68) 21toce0 U2(O) (plao + tioa, )r2ctoz' 
]1y=[e 
2002 
1 
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Using equations (2-59) and (2.61), we find that 
U 0) Y2 
1(2 plao - poal 
U(O) 22 plao + lioal 
y 
. 2 
2poao 
r 1 
U(O) - 22 plao + poal' 
which is the same solution obtained in equation (2.29). 
2.5 Vector potential 
(2.69) 
Using the air-cored probe physical model for the electric source, equation (1.12) can be 
used to express the vector potential in any region j>0 as 
(p', z')p'dpdz' Ai (P, z) = -Poto 
1 Gj (P, ZIA Z') ' (2.70) 
0 
where Gi (p, ZIP', z) is the axially symmetric Green's function for region j. The current 
density in the probe model is assumed to be constant io = In/A, throughout the coil. 
Using equations (2.9) and (2.39) to give 
0 00 1 [rj+, e, j, +*o, ' + Tje-'j'+'O"j Jj(p )Ji(pa)ada. (2.71) Gj (P) ZIP', Z) Ct 
0 2aO 
The vector potential can now be determined by assuming the quasi-static limit, which 
implies ao s: i a, and integrating over the coil dimensions yields 
0 -poto oo T(a, roirl) at, ] [r, +, e,,, j, + Tie-'j'] da. Aj (Piz) = -2 
JO 
a 
JI(ap) [e-*10 - e- 
This is the desired result for all regions j>0. 
will be computed in the next section. 
2.6 Coil impedance 
(2.72) 
The vector potential in the source region 
Using equations (2.38 and (2.71) the vector potential in the source region, region 0, can 
be written as 
Poto 
Ao (pi z) rJ, (ar)Ji(ap)- 2 
fooo Irr' 
- 
l' 
+ r-le-*('+1) + rlc"(, +1)1 dl dr da (2.73) 
After, interchanging the order of integration and integrating over the coil dimensions, 
the vector potential can be expressed for the region to above the coil, z< -11, as[17] 
Love (P, Z) - 
-110to IF (a, ro, ri) Map) le a(II-X) -C OVO-Z4 
I-, 2 
JOCO 
a 
F-I (ea(Z+10) + r, 
(e-a(z+ll) 
+ ca(wo))] dci. (2.74) 
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Similarly, for the region below the coil, z> -1o, we find 
29 
0 -Juoto IQ (a, ro, ri) a(Z-10) Abetotu (p, z) 
a 
Map) I 
da. (2.75) O(z+")'+ e-0(2+10) 
The vector potential A (p, z) for -10 ý! z> -11 can be found by combining these vector 
0 
potentials, as we have done for the free-space 'case, to find 
0 -Poto 00 12 (a, ro, r, ) -11) e'("-')+ Acou (pi z) 2 
10 
a 
Ji(ap)-12 - e'(' 
r_I (e(3t(z+Io) - ect(z+II» + ri 
(e-cl(l+II) + da (2.76) 
The induced voltage can be found by using equation (2.20), integrating over the coil 
dimensions. The current in the coil is I= toA, /n. Therefore, using the relation Z= VII, 
the coil impedance can be expressed as 
-7riwpon 
2 oc) Xp 2 
Z= 
(a, ro, rl) [2a(li 
- lo) + 2e-*(("-10) - 2+ A2 
Jo 
a2 c 
r-, (coll - C(IIO) + ri . 
(e-cvll 
- c-(lio da. (2.77) 
2.7 Further planar examples 
In later chapters, Green's functions will be, needed for specific. examples of conductors 
with planar interfaces. For each type of conductor the Green's function must be deter- 
mined for the source region, region 0, when the source region is the free-space above the 
conductor. The Green's functions must also be determined for the same source, but in 
a particular region, the host region j, where j>0. The scalar Green's function will also 
be need to be determined when the source is in the host region itself. The host region 
is of particular interest, because defects in the conductor will be introduced only in this 
region. The Green's functions in source regions will be of the form 
1ý0 =1 [e-'I'-"I + r-le-'O(--+z') + r, e-O(x+z') (2.78) 2ao 
TI 
while for the host region with an external source the Green's function will be of the form 
Gj 
.0 
[rj+ie, j+*o, z+ T,, oo(z+z')] (2.79) 
The corresponding reflection and transmission coefficients need to be determined for each 
media type. 
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co 0 
110 
V_ z 
Figure 2.6: Layered half-space conductor 
2.7.1 Layered half-space conductors 
Figure 2.6 schematically represents the layered half-sp ace" media type. Thi's geometry 
can be thought of as a half-space with a single non-flawed linear and isotropic layer on 
top. The layer has conductivity a,, permeability yj and height 1. The z direction is again 
defined to be positive going down, with z=0 at the top of the layer. This physical model 
can be used to study work pieces with 'flat' uniform layers of corrosion or coatings. As 
can be seen in the Figure, the coatings can have any kind of electromagnetic properties. 
Source above layered half-space conductor 
Suppose that there is a source in region 0 of Figure 2.6. The Green's functions are to'be 
determined for regions 0 and 2. From section 2.4 we find that IF-, =, r3 =0 and only""' 
the reflection coefficient at the top of the layer, rl, and the transmission coeflicient into 
the host region T2 need to be determined. For'this example m=0, n- 2, zo 0, z, 
and V=I. The transformation matrices are 
T(O) = 
plao + goal 
2cwoz# 
'(', ICeo - 110a' 
21toao (plao - poao)e lao + jjOaI)e2ao_, ' 
e(Ctl+Of2)1 012a, + 111CN)e -2al 1 (11201 - Pla2)e -2(al+CI2)1 TM = 21tial 14201 - pla2 
60201 + /11CN)e -2cf2l (2.80) 
From equation (2.55) U(O) T(O)TO), so 
e(al C12 
U(O) (PlaO + 110al)(tl2Cil - PlCt2) e-2all + 12 41toplaocil 
I 
(plao 
- tIOal)(142al + PIC(2)] 
U(O) ), -2crlt+ 
, 
[GllaO 
- 110al)(P2CII - ILIC12 22 4poplaoale2ooz' 
(PlCfO + ILOCfl)(112al + Ula2)] - (2 - 
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Using equations (2.59) and (2.61), we find the desired reflection and transmission terms 
to be 
U(O) 2oozl 
r(lyr) 12 
e 
1 71 U(O) 
22 
(tllaO tIOC91)(lllCf2 + 112Cil) + (JUICfO + 11OCil)(112Cfl - lllCt2)e-- 
2otil 
(#UlCfO + IIOCfl)(112C(l + iilCf2) + (piceo - uoal)(112al - /llce2)e- -2c, 
-f(lyr) e? 
aOxl 
2 U(O) 
22 
41iopiceoal 
e-2c 
(2.82) 
(plao + poal)(P2al + Illa2) + (plao - 110al)([12al - pla2) 
Source in the host region 
Suppose that the source is now in the host region, region 2 in Figure 2.6. To be consistent 
with the notation of the theory, this region should now be region 0, so all of the regions 
in the Figure need to be re-indexed down by two. Therefore, the Green's function to be 
determined is of the form of equation (2.78), where 171 = 0, because there is no lower 
surface. For this example m=2, n 01 -2ý-2 = 
01 -"-1 =I and U=I. The transformation 
matrices are 
(,, 
_lCjO 
+ tjOCX_I)el(ot-j-ao)-2otoz' (1, - jOcj 
1(cl-j+cto)-2ao-zt 
-1ceo -I)p 
2poao (P-Iceo - POce-I)e-'(a-l+aO) 01-lao + lloce-l)e 
T (-2) 
(JU-2a-I + 14-101-2) (, U-2Ci -1 - 1-1-ICI-2) 
2y-ja-j 
I 
(P-2a-j- ll-, a-2) (11-2Cf-l + P-ICX-2)- 
(2.83) 
From equation (2.52) 00) = T(-')T(-2)7 So 
V(O) [(It-lao +JUOa-1)(1l-2Ci-I - It-ICf-2)el(" 41toaoli-la-le2aoz' 
(11-lCeO 
- 11OCi-1)(11-2Ce-1 + P-lCe-2)el(a-'+Q0) 
TAO) 
21 4/ioaop-la-l 
I(P-lcto + ltoa-l)(14-2Ce-l - P-la-2)e 
(11-laO - IlOa-1)(11 2a-1 + u-la-2)CI(a-l+ao) 
1 (2.84) 
Using equation (3.37), we find the desired reflection term to be 
1,7(0) -2coz' 21 e 
V(O) 
(2.85) 
Switching back to the notation of Figure 2. G by adding 2 to all the indices in equations 
(2.84) and (2.85) yields 
r(lyr) 
(/IlCf2 + 11201)(11001 - jj, Cjo)pl(Ctl-Ct2) + 
GllC12 
- 112Cfl)(IIOCfl + 14100)e- 
-1 (Illa2 + 112Cfl)(jlOCfj - jjjCjo)el(c'l-c'2) + (14102 -112a, )(Poal + plao)el(cll+"12) (2.86) 
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b Conductors 2.7. ý Sla 
ao 0 
Po 
Figure 2.7: Slab medium 
Figure 2.7 schematically represents the slab media type. This Media is assumed linear.,, 
and isotropic with conductivity a, and permeability jul extending 
infinitely in both the- 
x and y coordinate directions, but only a finite direction in the z direction. z is again_", 
assumed positive in the downward direction. The top of the slab is positioned at z=0, so 
the bottom is at z=s. The space below the slab is assumed to be free-space; therefor 
having the same material properties as region 0. 
Source above the slab conductor 
For sources in region 0, the scalar Green's function in the source region do is just a 
special case of the layered half-space media type just considered with a2 = ao and 
P2 = yo; therefore, only the reflection term off the top surface of the slab Irl is needed. ' 
This coefficient is given in equation (2-82). The Green's function in the host region is 
of the form of equation (2.79), so the transmission coefficient T, at the top surface of 
the slab conductor and the reflection term 1ý2 from the bottom need to be determined. 
Setting s=I in equation (2.82) then ri = r, 2 
("') 
and 'f 2=T 
(111r) 
- 
Using equations (2 64) 
and (2.81) the reflection and transmission coefficients for the slab region are 
r 1'2 IJ1 
22 
T, U(I)-r 22 12- (2-87) 
The coefficients can be simplified by using the assumptions that a2 ao and P2 
Therefore, 
22_ 2a2)(1 
_ C-2cris) r(slab) 
(Plao /10 1 
(IIICeo + jjOCjI)2 - (plao - IIOCII)2e-2c, -, s 
172 
P2 PO 
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, r(slab) 
I 
r(slab) 
2 
2plao(goal _ Illao)e-2als 
(plao + poal)l - (plao - Ilocil) 
2e -2als 
2tilao(lioal + plao) 
(plao + joal)2 - 
(1jlCeo7 jOCj, )2e-2als' 
Sources in the slab conductor 
33 
(2.88) 
Suppose that the source is now in the slab region, region 1 in Figure 2.6. To be consistent 
with the notation of the theory, this region should now be region 0, so all of the regions 
in the Figure need to be re-indexed down by one. The Green's function for the source 
region 0 is of the form of equation (2.78). For this example m=1, n=1, z-1 =0 and 
zo = s. Only the two reflection coefficient's in the slab, 17-1 and r, are desired. These 
coefficients can be determined by using equations (2.59), (2.61), (2.63), and (2.65) to 
show that 
V(O)(U(O)r2aoz'+U(O) -2ooz 21 12 22 e v(O)T-l 21 v(O)u(O) 
- 
V(O)TT(o) 
Yll 22 21 '-' 12 
U(O)(V(O)e2,,, oz' + 
(O)e-2coz') 
12 11 
V, 
21 (2.89)- UI(20) fI 
v(O)u(O) MUM v 
11 22 21 12 
After simplifying, re-indexing up by one and setting Cr2 cro and 112 = yo, the final form 
of the coefficients are 
r(slab) 
-1 
(slab) r, 
(poal - plao) 
[(poal + plao) + (goal 
(,,, Ceo + jjoCjl)2 - 
(110C(l - jlCeo)2E-2ajs 
(poal - jilao) [(Itocil + plao) + (poal - plao)e 
2oto s. 
(plCjo + poCil)l - 
(poCil 
- 11, Cfo)2e-2als 
2.7.3 Layered slab conductors 
e-2ofos . (2.90) 
Figure 2.8 schematically represents the layered slab physical model. This geometry is like 
the slab described above with the addition of a linear and isotropic layer of conductivity 
al permeability it, and height I placed on top. As in the layered half-space media type 
the layer is always defect free and is closest to the probe. Below the host material, as 
in the slab case, there is assumed to be free-space, hence or3 ao and /43= Po. The 
interfaces occur at z-1 = 0, zo =1 and z, =I+s. 
Source above the conductor 
Suppose the source is above the conductor, in region 0 in Figure 2.8, the Green's functions 
in the source region is of the form equation (2.78), with r-I = 0. The Green's function 
in the host region is of the form of equation (2.79). The reflection coefficient at the top 
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ao 0 
Po 
Figure 2.8: Layered slab medium 
surface, 171 and the reflection and transmission coefficients in the host region, r3and T2 
must be deterrnined. The analysis is just an extension of that done for the layered half- 
space conductor, except here we have four regions to consider. Referring to Section 2.4 
we see that for this case m=0, n=3, ZO = 01 Z1 = 1i Z2 + Si 113= Ito andCt3 = Cto. 
' 
Proceeding as before by using equations (2.59) and (2.61) to find 
U(O) 2oozo 
r(latab) 12 e 
U 0) 
2(2 
, r(Islab) 
2aoz' 
3 U(O) 
22 
where U(') = T(')T(I)T (2) . Equation (2.64) implies 
r(Islab) = U(2). r 3 12 A3 
r(Islab) = U(2)r 2 22 31 
where U(2) = 
T(2). 
Source in host region 
(2.91) 
(2-92) 
Suppose that the source is now in the slab region, region 1 in Figure 2-6. To be 'Consistent" 
with the notation of the theory, this region should now be region 0, so all of the regions 
in the Figure need to be re-indexed down by two. The Green's function for the sourc'", C 
region is then of the form of equation (2.78). For this example m=2, n Z-2 0, 
Z 
-1 =I and zo =I+s. 
Only the two reflection coefficients in the slab, r-I and ri are 
63 60 
143 110 
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desired. These coefficients can be determined by using equations (2.59), (2-61), (2.63), 
and (2.65) to show that 
(0) j(O)paoz' + U(O)e-2otozo) 
U(0)-r 
UM (112 
22 
12 ir(O)u(0) - v(O)u(0) 21 22 21 12 
'(0)(V(O)e0,0z, + V(O) 2aoz v(0) 
V21 
11 21 T-1 (2.93) 21 1«»u(0) v(O)u(0) 
w21 22 21 12 
After simplifying, re-indexing back up by two and setting 63 = uo and P3 = P0, the final 
form of the coefficients are 
r(ISlab) 
r, + rb + (r, + rd) C-2cv2(1+8-2$) 
-1 r. + r, T r, + ]Ph 
r(Wab) 
ri + ri + (r, + rl)e -2a2(1+8+-*) 
I r. + ri T Jpq + rh II 
where 
ra = 
rb = 
rc = 
rd = 
re = 
rf = 
r. 
]Ph 
'ri 
ri = 
rk 
r, 
(Pla + al)(a2 + a)(jIla2 - al)e 2all 
(01 
- jlla)(a2 + 0)(14102 + 01) 
(I'la + 01)(02 - C064102 - Cil)e 
2all 
(al 
- IIla)(a2 - a)(Pla2 + al) 
(Pla + 01)(02 + a)(111a2 + al)e2401-a2) 
(at 
- 111a)(a2 + a)(11102 _ al)e-2all 
(140 + al)(Ce a2%Ila2 - al)e_21011-CIO-20(28 
(I'la - al)(a2 a)(141al + a, 
)e-202(1+8) 
(Pla + al)(02 - a)(Pla2 + al)e2all 
(at -, ula)(a2 - a)(Itla2 - at) 
r, e 
20121 
20121 
(2.94) 
(2.95) 
(2.96) 
(2.97) 
(2.98) 
2.7.4 Multi-layered slab conductors 
Figure 2.9 represents the last of the planar media types to be considered, the multi- 
layered slab media type. This geometry is the slab described above with the addition of 
a linear and isotropic layer of conductivity a,, permeability yj and height I placed on 
top and a linear and isotropic layer of conductivity a3, permeabilityg3and height o on 
the bottom. The layers are always defect free. Below the lower layer is assumed to be 
free-space, hence a4= ao and114= po. The interfaces occur at z-1 = 0, zo = 1, zi = I+ s 
and z2 =I+ s+o. 
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P4 110 
0'4 0'0 
L 
Figure 2.9: Multi-layered slab m*edium 
Source above the conductor 
Suppose the source is above the conductor, in region 0 in Figure 2.8. The GreenIs 
function for the source region is of the form of equation (2.78) with r-I =0 and the 
Green's function for the host region is of the form of equation (2.79). Only the reflection 
coefficient at the top surface, 171 and the reflection and transmission coefficients in the 
host region, r4and T3, need to be determined. The analysis is just an extension of that 
done for the layered half-space conductor, except here we have four regions to consider. 
Referring to Section 2.4 we see that for this case m=0,, n=4, zo = 0, z, =Is Z2 = I+SI 
Z3 = 1+*9+0) 114= yo and04 = 00- Proceeding as before by-using equations (2.59) and 
(2.61) to find 
U(O) 2cioz' 
. ]C(mslab) 12 r- 
I U(O) 
22 
-f(mslab) 
4 
where U(') = T(I)T(I)T 
(2)T (3) 
. Equation 
]p(mslab) 
4 
-f(mstab) 
3 
2cioz' 
U(O) (2.99) 22 
2.64) implieS 
= U(2), r 12 114 
= U(2)T 22 41 (2.100) 
where UP) = TMT 
(3) 
010 
0 
Po 
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Source in host region 
37, 
Suppose that the source is now in the host region, region 2 in Figure 2.9. To be consistent 
with the notation of the theory, this region should now be region 0, so all of the regions 
in the Figure need to be re-indexed down by two. The Green's function for the source 
region will then be of the form of equation (2.78). For this example m=2, n=2, 
Z-2= 0, z-, = 1, zo =1+s and zi =I+s+o. Only the two reflection coefficients in the 
slab, F-I and r, are desired. These coefficients can be determined by using equations 
(2.59), (2.61), (2.63), and (2.65) to show that 
(0) u(0)e00z, + u(0)e-20, oz, ) 
- Ul(0) - fl 
Ul%2 ( 
12 22 
12 
v(O)u(0) 
- 
v«»u(0) 
'21 22 21 12 
V(0)(V(O)eaozo + TZ(O)e-2aozf) 
- v(0)- 
21 11 v21 ri 
21 
lz(O)u(0) - v(O)u(0) v21 22 21 12 
After simplifying, re-indexing back up by two and setting a4 = ao and JZ4 = Po, the final 
form of the coefficients are 
r(malab) = 
lýa+l'b+rc+rd+re+rf 
I rg + rh T ri T r, T rk T r, 
r(Imstab) = 
IPm + rn + ro + rp 
rg + Th + ri + ri + rk + IPII 
where 
ra 2/13Cf3(/lIa2 
- al)(11ICeO + Cil)(CE3 + 113ao)e(1+8)(013+Cý2)+21(CI2+01) 
rb 2JU3CY3(jlIa2 + al)(al - plao)(a3 + 113ao)e2Ol2l+(I+S)(a3+a2) 
f20t2l+202(1+s)+2ajl rc (a, - pla2)(plao + al)(a3 + 113a2)(a3 + 113ao) , 
rd (pla2 + al)(plao - al)(a3 + JL3a2)(a3 + 113ao) P20(2(1+S+O) 
r. GII a2 - a, ) (p, ao + a, ) (a3 - 113Cf2) (a3 + 113aO) . 
2a2(1+Xo)+2cell 
r, = (/llCf2 + al)(al - plao)(a3 - j13a2)(a3 + J13ao)e 
2a2l+2Ot2-' 
r. = 2113a3(jila2 + al)(plao + al)(a3 + U3ao)eCt3+Ct2)(l+s)+2c'jl 
r, = 2jU3CY3(CfI - pja2)(JIIN - al)(a3 + 113C(O) p(1+8)(013+02) 
ri = -(11102 + al)(14100 + al)(03 + /1302)(Cf3 + 113CfO) . 
2a2(1+s)+2cojl 
r, = (PlCe2 - Ctl)(11100 - 01)(03 + 11302)(Ct3 + tU30O)e 
2a2(1+8) 
r, = (01 - 14102)(/4100 + Ctl)(03 - /13C(2)(Ce3 + 113CtO) e2l(Ot2+011) 
r, = (11102 + 01)(11100 - Ctl)(Ct3 - /13Ce2)(Ct3 + 113CeO)C 
2a2l 
rm = (, uia2 + cei)(plao + Ctl)(Ct3 - 143a2)(03 + JU3Ce2) 
e2cell 
(2.102) 
rn ý (Cfl - 11102)(IIICfo - Cfl)(Cf3 - 113a2)(a3 + 12300) 
ro ý (/IlCf2 - C'1)(IIOZO + Cfl)(Ct3 - IA3Cf2)(a3 + /Z3aO) 
21(02+cvl)-2a2Z, 
rp = (Pla2 + Cfl)(Cil - lilCfO)(a3 - 113a2)(a3 + 113aO)e22(1'z')- (2.103) 
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Chapter ý 
0 Basic Theory: Cylindrical 
Interfaces 
rM 
2he inquiry of truth, which is love making,, or wooing of it, -the knowledge 
of truth, which is, the presence of, it, and the belief of truth, which, is the 
enjoying of it, is the sovereign good of human nature. . 
Francis Bacon 1561 - 1626, 
Eddy current tube inspection is a common NDE activity. Bobbin probes are pulled 
through small thin-walled tubing to inspect the tubes. These probes are the same as 
the air-cored probes already examined. However, for tube inspection the probe axis is 
assumed coaxial to the tube or bore-hole being examined. This motivates the study of 
conductors with cylindrical boundaries. The simplest will be a bore-hole in an infinite 
media, then a simple tube, and finally two types of layered tubes. Scalar Green's func- 
tions will be developed for the general stratified cylindrical case and then they will be 
applied to analyze each of these particular cylindrical media types in turn. 
Dodd and Deeds[17] and Wait[62,63] analyzed special cases of cylindrical conductors, 
whileDodd, Cheng and Deeds[161 extended the theory for the general case of any number 
of cylindrical conductors, with the source in any region. In this chapter this theory 
is modified and presents it in a form that is consistent with the planar media types 
considered in Chapter 2. The theory is then extended to include the prediction of coil 
impedances for bobbin coils inside the source region. 
The analysis of cylindrical media cannot begin with a simple one-dimensionýl case, 
as was done for stratified media with planar boundaries, because the'analysis will be 
inherently three-dimensional. However, the problem can be reduced down to a quasi- 
one-dimensional problem in a similar way to the planar example in Section 2.4, in this' 
case in terms of the radial direction. 
39 
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3.1 Cylindrical interface problem: bore-hole con- 
ductors 
Region 0- Region 0+ Region 1 
incident transmitted 
refletted 
source at p pl PO 
Figure 3.1: Interface problem for bore-hole conductor 
Figure 3.1 schematically represents the bore-hole physical model. This physical model 
represents an infinite bore-hole of radius po in a linear and isotropic host material of 
conductivity a, and permeability pi of infinite extent. The interior region of the bore- 
hole is assumed to be free-space, with conductivity'ao and permeability P6. 
This physical model is to be used for bore-hole inspections with a probe assumed 
coaxial with the bore-hole. ' The probe is always assumed to be positioned well away 
from the top or bottom of the hole, at least 2 skin depths, to avoid large edge effects. 
In order to develop the theory the simplest media type which has a cylindrical bound- 
ary will be studied first: the bore-hole. In a sense, this is a half-space conductor with 
a periodic solution. The physical model is shown in Figure 3.1, where the source I here 
is assumed to be a delta-function coil of radius po. The conductor is assumed to have' 
infinite extent in all directions. The scalar Green's functions which describe the field in 
either the bore-hole, region 0, or in the conductor, region 1 are to be developed. Once 
the Green's functions for a delta-function coil have been determined, the impedance of 
any driving coil can be analyzed, if the coil is axially symmetric and concentric with the 
centre of the bore-hole. 
Just as in the planar case, the Green's functions must satisfy 
(V' + k')Go(rir') S(p - p')b(z - z) 0 
(V'+kl')GI(rlr') 0. 
For this example, a point source r' at the centre of the bore-hole is not assumed, but 
instead a delta-function coil source of radius p'. Switching to a cylindrical coordinate 
systern, before restating equation (3.1) in terms of this new source. Assuming that the 
conductor is homogeneous and that the driving current is time harmonic with frequency 
w, the current density J and the vector potential A will have only azimuthal components, 
in cylindrical coordinates, hence 
J(r) J (p, z)O 
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A(r) = AO (p, z)O. % (3.2) 
The vector potential at (p, z), produced by the driving coil with a current density J 
at (p, z'), can be expressed as 
0 'o (p, z') dp'dz', Aj (p, z) = ti Gj (p, z, p, z) oI 
Lit 01 (3.3) 
0 
where G (p, z, p', z') is the axially symmetric scalar Green's function for the delta-function 
current at (p, z'). This is analogous to case the of stratified media with planar bound- 
aries, except the source region must be divided into two parts: one inside the delta- 
function current loop and one outside. This is shown in Figure 3.1, where region V. is, 
assumed inside and region 0+ is assumed outside. 
Using the cylindrical form of Laplace operator and integrating with respect to the 
azimuthal variable, (3.1) can be rewritten as 
1a(a) a2 0 
-P ý-P- jp- aZ2 + k02 
I 
Go- (p, zip', Z') 
1a(a)+ 92 2] 0 
0+ 
(P 'G ZIA Z') -P -FP TP aZ2 + ko 
2] 0 la (a) + 
a2 
+ ki Gi (p, ZIA z) 
[pap 
ap aZ2 
with interface conditions 
0 
Go- (p, zlp', z') 
Po Go+ (P, ) ZIP" z 
Go- Go+ 
Op 
I ap 
0 lp=p 
-"" 
P=, p 
= S(p - P, )8(z - Z% 
8(p - O(z - Z% 
01 region 1, 
Go+ (P) ZIP', Z% P= P' 
pi Gi W, ZIP" Z'), p= Po 
0 6.. Gi IP=PO 
- Op ap 
P=PO 
region 0- 
region 0+ 
(3.4) 
(3.5) 
The solution to the differential equations in (3.4) can be obtained by separation of 
variables [17,16]. Let 
0 
Gi (p, zI p', z') = Rj (p I p') Zi (Z z'). (3.6) 
Divide (3.4) by Rj(PIP')Zj(zlz') and, after choosing a negative separation constant -a2, 
find that 
10(, üRi ý1 02 Z. 
o)+3 =ý _a2. (3.7) 
pRi(plpl) ä7p ý op Zj (ZIZI) 0Z2 
The z dependence is found to be 
1 C92 zj (Z 1 Z') 2 
Zi(ZIZI) 0Z2 - -a 1 
(3.8) 
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whkh has solutions of the form 
Zj(zlz')=Ajsinla(z-z')}+Bjcos(cilz-z'}). (3.9) 
The radial dependence can be written 
2 
i92R j (plpt) +p 
ORj(plp') 
- (P 
2 
aj + 1)Rj(plp') = 0, op2 Op 
where, as before, aj' = a2 - iwpj ai. This Bessel differential equation has solutions -of the 
form - 
: Rj(plp') = rjI, (ajp) + TjIfl(ajp), 
where Ii, and I(I are modified Bessel functions of first order-and rj and Tj are constants 
that will be determined to satisfy the interface conditions. 
Since'these solutions are valid for an arbitrary value -C?, they will be valid for all 
values. Therefore, the complete Green's function in each region j will be the integral 
over the separation constant. Since the sine term in Zj is an odd function Ai 0. The 
result can be expressed as integrals over positive constants as 
0 
Go- (P, zIP'sz') To- If, (aip) cos(alz - z'})da 
o 00 Go+ (Ps zIP, z') [riIfi(ajP) + To+Ii(ajP)l cos(a{z -'z})dce o 
0 00 Gi (p, zI P', z) =f Ti I, (aj p) cos (a {z - z'}) da, (3.12) 0 
where ri and Ti are analogous to the reflection and transmission coefficients from Sec- 
tion 2.4. 
Unlike the half-space conductor, there are two extra transmission terms and To- and 
To+ corresponding to regions 0- and 0+, respectively, and two extra interface conditions. 
Imposing the interface conditions (3.5) to (3.12) yields 
Jo 00 To-II(aop') cos(alz - z'})da = 
loo" [rilt(OP') + To+Ifi(ceP')] COs(alz - z'})da 
fo 00 b(z - z') + To-Io(aop') cos(alz - z'l)da = 
[r, Io(alp') - To+Ko(alp')] cos(a{z - 21)da Z, ) ao 
po [rIý(apo) + To+ICi(apo» cos(a{z - z'})da = 
00 
III 
Jo 
TIKI(apo) cos(alz - z'))da 
ciojoo [riio(ceipo) -TO+ Ifo(alpo)lcos(alz - z'})da 0 
00 
-Ctl 
Jo T, Ifo(alpo) cos(alz - z'})da (3.13) 
obb, 
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Now, use the Fourier integral theorem[531, 
1 '00 
cosla(u)} cos{a'(u)}dU] da f (a'), 7r 
1000, 
f (a) 11-00 
by multiplying (3.13) by cosla'(z - z')}, to find 
To-Ii(ceop, ) = ri Ii(aop, ) +T o+ KI (crop') 
TO-IO(aop, ) rio(aop, ) - Taco(aop +- 
yo[r, Il(aopo)+To+Kl(aopo)] u, TIKI(alpo) 
ao [rIo(aopo) - TO+Ifo(aopo)l -aTICo(alpo). 
Solving for the unknown reflection and transmission coefficients 
To_ p'[11(aop)C + 
IfI(aop')DI 
rD 
p II1(aopI) p III (aop To+ r, 
rD -C 
T, = 
P'Il(aop') 
7rpoD 
where 
C= pjaoIfo(ajpo)Ifj(aopo) -, poajIfo(aopo)Kj(ajpo) 
D= plaoIo(aopo)KI(alpo) +, uoalIl(aopo)ICo(aipo) 
3.2 General 3D cylindrical interface problem 
+ 
)l-M 
+ 2) 0 
P-M P-M+l P-M+2 P-2 P-1 Po 
(3.16) 
(3.17) 
n-2 n-1 n 
Pi Pn-3 Pn-2 Pn-I 
Figure 3.2: 3D interface problem for any stratified cylindrical conductor 
Now, consider the general case of any multi-layered conductor with cylindrical bound- 
aries. Suppose there are m layers inside the source region and n layers outside. Each 
region j is isentropicandlinear with conductivity aj and permeability pj. This situation is' 
illustrated in figure 3.2. All the interfaces between regions are assumed to be cylindrical 
and coaxial and occur at the radial distances: 
43 
(3.14) 
< P-M < P-m+l < ... < P-1 <pI< PO < *** < Pn-I < Pn- 
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Therefore, region is an infinite rod of radius p-, n, while region n has infinite'radial 
and axial extent. 
In each region inside the source region there is a corresponding reflection and 
transmission coefficient r-i-1 and T-j. In each region j outside the source_region, 
similarly, there are ri+1 and Ti. The innermost and outermost reflection term must be 
zero, so we have rnll=- 0. Following the development of Section 2.4 we want 
to find the general relationship that holds between adjacent regions. Equation (3.15) 
can be generalized for any region j outside the source region as[161 
pi [rj+ii, (ajpj) + Tjii(aipi)] tl, +, [r, +21, (a, +Ipi) + Ti+jKj(iýj+jpj)] 
aj [rj+lIo(ajpj) TjIfo(ajPj)] aj+l [ri+210(aj+lPj) Tj+lIfO(aj+lpj))] (3.18) 
and write the Green's function for this region as 
0 Gj (p, zlpl, zl) --"z 
foo [r, +, I, (ajp) + TjK, (ajp)] cos(alz - z})dce. (3.19) 0 0 
For any region -j inside the source region we find the sin-iilar relationships 
+ 
+ 
aj t-fii(ý(aip-j) - 
ct-j+i (3.20) 
and write the Green's function for this region as 
0 00 -j G-j (PI ZIP'7 Z') + a'-P))cOs(aIz'--: Z'Ddd. '4 (3.21)"' 
There is a Green's function associated with each part of the source region, region 0-, 
where p< p', and 0+, where p> p'. They are 
0 
0 
Go- (P7 zIP'7 z') = [T, -Iý(cop) + r-af, (aop)j cos(a{z - z'))da 
0 
0 
[rii, (aop)+TO+Kl(aop)]cos(a{z (3.22) Go+ (P, ZIP, 7z, )- = zl})dce. 
The relationships in (3.18) and (3.20) can be written in matrix forrn for -'t-n < 
or 1<j<n-1, as 
AjX(j) = BjX(j (3.23) 
where 
pjI, (ajpj) lijK, (ajpj) Aj = cejo(cejpj) -Cej,, (O(Cejpj) 
Bi = llj+II(aj+lpj) 
pj+lfl(aj+lpj) 
I, -, ý (3-24) Cli+io(cej+lpj) -Cei+'Ifo(Clj+lpj) 
I 
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and 
fj ri-1 
T 
if <0 
X(j) =I TO- F-I IT if j=0 (3.25) 
T 
r, +, Tj 
I otherwise 
Using equation (3.24) we can define the transformation matrix from region to 
region -j +I as[16] 
B-! A -=1[ 
Tll T12 ]= I'-j+l [ Tll T12 (3.26), 
3 -3 D-i+l T21 T22 P-j T21 T22 
I 
where 
Til = li-ia-i+, Il(ce-ip-i)Ifo(a-j+lp-i) + ii-j+la-jIo(a-jp-i)Ifi(a-i+lp-i) 
T12 = lz-j+la-jICo(a-ip-i)Ifi(a-j+ip-i) 
T21 = li-j+la-jIo(a-jp-j)II(a-j+lp-i) 
T22 = ji-ja-j+jIo(a-i+jp-j)Kj(a-jp-i) + li-j+lci-jIl(ci-j+lp-j)Ifo(a-ip-j) (3.27) 
and 
D-j =, y-ja-i [Il(a-ip-j-, )Ifo(a-jp-i-, ) + Io(a-ip-i-j)Ifj(a-ip-i-j)]. (3.28) 
The terms in square brackets in (3.28) can be simplified by the use of a Wronskian rela- 
tionship between modified Bessel functions [2] (eq. 9.6.15); therefore, D-i = y-ilp-i-I. 
The transmission matrix from region -m to region -j is just the product of these 2x2 
transformation matrices. We can define this transformation as 
V(-j) = T(-j-')T(-j-2) 
The transformation from region -j to itself is just the identity matrix, hence V(m) 
The transformation matrix from region i+1 to region j is 
A7'Bj =1- 
[ T" T12 I 
= 
L, [Tll T12 
1 
(3.29) Tj T21 T22 jlj T21 T22 
where 
Til = lti+laiI, (aj+lpj)Ifo(aipj) + pjaj+, Io(aj+lpj)Kl(cejpj) 
T12 = uj+lajIfo(ajpj)KI(aj+lpj) - lijaj+, Ifo(aj+lpj)Ifi(ctjpj) 
T2i = ili+iajIo(ajpj)II(aj+lpj) - pjaj+, Io(aj+lpj)II(ajpj) 
T22 = izi+iajIo(cjpj)Kl(aj+lpj) + pjaj+, Il(ajpj)Ifo(aj+lpj), (3.30) 
and 
Di = /jai [Ii(aipj)Ifo(aipi) + Io(aipj)Kl(ajpj)l = 
pi. (3.31) 
pj 
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The transformation matrix from region n to region j can be defined as 
U(j) = T(j+')T(j+2) T 
(n) 
I 
where 
U(n) = I. I 
The relationship between the two parts of the source region, regions 0- and 0+, can 
be written as 
A'X(o) A'X' + Y(O) (3.32) 
where 
A' POII(aop') jtoKj(aop') X/ r, Y(O) 0 
aolo(ceop') -aoRo(aoP To+ 
11/71. 
(3.33)' 
By using (3.24) recursively along with (3.32), we can express a relationship between' 
X(--) and X(n) . This relationship is 
U(O)X(n) _ V(O)X(-m) = -A-'Y(o) -KI(aopl) 0 Ii(aop, ) (3-34) 
Since X(-m) and X(n) have only one unknown each, (3.34) can be rewritten as 
- VI(10) UI(20 
)IIII=f: [ 
-IýIlceop 1) 
1 
(0) U2ý 0) (3.35) 
- 
V'21 (2 7r 11(ceopl) 
where 
T-M if m>0T. ifn>O 
'7 To- otherwise To+ otherwise (3-36) 
which has as a solution[16] 
Pt 
[U2(2 ýl(a0P1) + Ul(2 0), 0) Iý (CtOP1)1 
Ir 
[vll «2 
- V'(0)U(O) 
0) U2% 
21 12 
0)II 
10)Il(CfOPI)+V2(1 ýl(C(OPI)] pf [v il 
« (0) (3-37) 7r [v 0)u2ý2 2(1 12 11 
(0) 
-v 0)u 
Now the transformations matrices can be used to determine the reflection and trans-,,. 
mission coefficients in any region. Inside the source region they are simply 
r-m 
V(_j)X_m (3.38) 0 
and for regions outside the source region we have a sin-fflar expression 
rj+j 
UU-1) 
[0]= 
U(i-1)X(n), j> Tj lf 
n 
Xi = U(O)X(n) (3.39) 
3.3. VECTOR POTENTIAL 
3.2.1 Bore-hole revisited 
47 
A simple example should illustrate this procedure. For the bore-hole example considered 
in Section 3.1, we would have m0 and n=1, with the source inside the conducting 
region, region 1. Therefore, V(') I, while A! is given in (3.33) and 
Ao POI1(c'OPO) POKI(aopo) I Bo 
PIII(alpo) PlIfi(aipo) (3.40) 
aOIO(aOPO) -aOI'(O(aOPO) 
I 
ajo(alpo) -allfo(alpo 
,,, X(O) = 
TO-, 
I X/ = 
ri 
I X(I) =-0 
(3.41) 
0 To+ TI 
and 
(0) 
U(O) P0, Ull I) pjaoIfo(aopo)Kj(ajýo) - jtoajIfo(ajpo)Ifj(aopo) (3.42) 
PO U2(01 ujaoIo(aopo)Kj(ajpo) +. poaIj(aopo)Ifo(ajpo) 
Using equation (3.37), we find that 
(o (o 
77 = To_ = P, 
U22) K, (aop') + p'U, 2) K, (aop') 
7rU(O) 22 
p III (Ceop 1) 
= Ti 
7r r 12(02) 
(3.43) 
Finally, we have from (3.39) 
r, Tlul(o) 
To+ X! = U(O)X(I), = 
2 (3.44) 
1TI 
U2(02) 
I 
These results are the same obtained in equation (3.16), with C U(O) and D= U(()) 12 22 
3.3 Vector potential 
We can use (3.19), (3-37) and (3.39) to write the Green's function in any region 3 outside 
the source as 
0 "0 Gj (p, z P', Z, ) [ri+, Il(aip)+TjK, (ajp)]cos(a{z-z})da 
0 
[Ulm 
2 It 
(OjP) + N2k'21fl(ajP)]Tjcos(a{z' z'})da 
A0 
[U12 0 II(OjP) + 02 Ifl(OjP)] 
7r 02 
V 0) 1, (aop') + V2(10) K, (aop') I(, cos(alz - z'})da, '(3'. 45) AO 
where 
2) 
OU (3.46) j A VI(lj) U21 - V2(1 l(j2) 
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Similarly, we can use (3.21), (3.37) and (3.38) to write the Green's function for region 
-j inside the source as I- 
00 
[VI aj(p, 
zlp"z, ) = ýýj 1ýýj)II(Ct-jP) + 
V2Tj)I 
7r 
(o 
ý2 U22 'CI(CfOPI) + U12)II(aOP') 
cos(alz - z'})da,, (3.47) Ao 
I 
, Once the scalar Green's function is known for a region; the vector potential can be 
found by using (3.3). The air-cored physical model shown in Figure 2.2 has a densely and 
uniformly wound coil, so the current density can be assumed to be a constant io = In/A,. ' 
Using this fact with (3.3) we can now write down the vector potential in any region j as 
01 
Aj (p, z) = iolio 
J" Go i (p, z, r, z')r'dr'dz'. 10 
(3.48) 
'o 
After changing the order, of integration and then integrating over the coil dimensions, 
we have for any region outside the source region 
iollo - (j) I Aj (p, z) =I 
(j)Il(CijP) + N2 ýI(OAJ * 
7r 0 
[UI2 
(o (o VII)fl(a, ro, rl)+V2, )X(a, ro, rl) 
aAo 
[sin(alz - lo}) - sin(alz - ll})] da. 
and for any region inside the coil 
I 
where 
0 
0 
A-i (P, z) = 
i071rio 1000 
+ 
0 (o U2(2 X(a, ro, ri) + U, 2) 11 (a, ro, rl) 
aAo 
[sin(alz - lol) - sin(alz - 111)] da, 
(3.49) 
ý- (3.50)' 
ri 
(a, ro, ri) = 
fro 
pI, (ap)dp, X(a, ro, rl) 
ff. 
pIfj(ap)dp. (3-51) 
0 
For the infinite bore-hole example, if the field in the infinite conductor is to be 
determined, equation (3.49) can be used since E= iwA. For the bore-hole U(O) = I, so 
iwtotio oo Ki(alp) Ei (P, z) = 7r 
10 
a U2(20) 
fl(a, ro, rl)[sin(alz-lo})-sin(alz-11})] da, 
where 
U(O) 22 = lilaoIo(aopo)KI(alpo) +. uoaIl(aopo)Ifo(alpo) (3-53) 
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Region 0, containing the coil, needs special treatment. [161 The vector potential 
in 
region 0+, Ao+ (p, z), is given by equation (3.49), with j =- 0, while Ao- 
(p, z) is found 
using (3.50). We want the vector potential only in the region of the coil itself. 
To find 
the vector potential at a point in the coil region, we must, after integration with respect 
to z, add the integral of Ao- for a coil going from ro to r to the integral of Ao+ 
for a coil 
going from r to rl. Therefore, replacing r for r, in (3.49) and replacing r for ro in 
(3.50) 
and adding, we find 
0 
tollo 0 
Acoa (p, z) 
(0)1, '* 
I 
[U12) 
I 
(aOP) + U2%2 ý(l (aOP)l 
7r 0 
0) 
X (a, ro, r)] + 
[VI(lo) Q (a, ro, r) + V2(1 
2+ 
U22) x(a, r, rl)l - [VI(IO)II(aop) + V2(10)Ifl(aop)] [UI(20)fl(a, r, ri) 
(o 
sin(alz - lo}) - sin(alz -- ll}) da. (3.54) : 
I 
aAo 
II 
After expanding, adding and subtracting the term 
U(O)V, (O) [Ij(ap)X(ct, r, rl) + KI(ap)Q(a, ro, r)], 12 21 
and simplifying, we find 
0)Il(aop)9(a, ro, rl) + U2(O V2(10)Kl(aop)X(a, ro, rl)+ Acoit (P, z) (0 VI(I 
Ir 
ýU12 
2 
0 
U (0 (0 
12)V21) (Ii(aop)X(a, ro, ri) + Ki(aop)n(a, ro, rl)ll 
sin(a{z - lo} - sin(a{z - li}) da 
1 
aA0 
1 
Iloto [KI(aop)Q(a, ro, r) +, Il(aop)X(a, r, ri» - 7r 0a 
[sin(a{z - lol) - sin(a{z - Q)] da. 
(3.55) 
If there are no conductors present, that is mn=0, then onlY the second integral 
in (3.55) remains, which is just a different formulation to that in equation (2.18), the 
vector potential for a coil in free-space, hence 
7r - C'(11-10) -I 
-, @'(a, ro, rl) 10)+ da aaI 
Poto w1 [Iýl(aop)SI(a, ro, r) + Il(aop)X(a, r, rl)1 - 7r 
10 
ci 
[sin(alz - lol) - sin(alz - 111)] da. (3.56) 
3.4 Coil impedance 
As in Section 2.2.2, in order to compute the coil imped : ance we first compute the induced 
voltage V in a single loop 
0 
-iw2rr Ac vit (p, z) 
(3.57) 
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As before, the total induced voltage is found by equation (2.20). Using equations 
(2.20), (3.55) and (2.18), with the relation Z VII, and integrating over the coil di- 
mensions, the coil impedance is found to be 
2iwpon 2 00 2 [U(O)V(O)fj2(a 
1+ 
U(O)V(O)ý2(Cr 
1 22 21 1 z 12 11 1 A2_ 
JO 
_ý _A0 ro, ri) ro, ri) 
C 
2UI(O)WO41(a ro, rj)x(a, ro, rj)j [1 -cos(a{11 - IO})j+ 2 21 1 
7r .2 (a, ro, rj) 10) + da. (3-58) 
aaI 
For the bore-hole example, therefore, the change in impedance in the coill between 
free-space and the bore-hole media types is just the difference between equations (2.22) 
and (3.58) 
U(O) 
AZ 
'-'12 f12 (a, ro, rl) [1 " cos(aill -'101)1 da, (3.59) A2 or U(O) c 22 
since V=I. 
j 
3.5 Further cylindrical examples 
In later chapters results will be needed for three additional cylindrical media types in 
addition to the bore-hole example already considered. All three media types will be 
tubes, some with layers. For each example it will be necessary ' 
to determine the change 
in coil impedance between the tube conductor and the bore-hole, as well as determine 
the electric field inside a particular region, the host region in each example. When flaws 
are introduced into the conductors in Chapter 5 they will occur only in the host region. 
3.5.1 Conducting tubes 
(host) 
ao al a2 ao 
PO PI P2 90 
Po Pi 
Figure 3.3: Tube medium 
Figure 3.3 schematically represents the tube media type. ` 
This physical model is similar 
to the bore-hole type except that the host material of conductivity a, and permeability 
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yj only extends to a finite radial distance pl. The tube is assumed to be surrounded by 
free-space. The host region is the tube itself, region 1. 
Suppose the source is in the interior region of the conducting tube. 'Following thý 
notation of section 3.2, for the' tube, m =' 0, n=2,62 = 60) 112 = po and 00) = I. The 
change in impedance from free-space is given by equation, (3,59) with U(O) = T(I)T('). 
Since T(1) - U(O) and SO) - UP) these coefficients were determined in equation (3.42). 12 - 12 ý22 - 22 1 
Equation (3.29) can be employed to, find that 
T(l) Lo [plaoIl(alp, I O)Ifo(cropo) + /loci, Jo(Cf'Po)l(j (aopo)] Ito 
T21) 1 
Po [plaoIo(aopo)Il(alpo) - lioal (alpo Io )Ii(aopo)l 110 
T1(22) 
= I 
L [poaj(o(ajpj)KI(aopj) - pIaoK`o(aopj)KI(cejpj)] PI 
T2(22) 
= 
Pl [poallo(alpi)KI(aopi) + jLIaoIj(ajpj)Ifo(aopj)j, (3.60) III 
The field in the host region is then given by 
. 
1)Kl(a1P) 
Ei (p, z) - 
ZWLO UI%2 MalP) + U2(2 
n(a, rl, ro) - 7r -0 (» a U2(2 
[sin(a{z - lo}) - sin(alz - 111)] da. (3.61) 
(2 2 Since UI(2 = T12) and U(l) - T( 
)0 1) these coefficients are givenin equation (3.60). ' 22 - -L 22 
3.5.2 Layered tube conductors 
(host) 
ao a, a2 a3 = ao I 
/to Iti 112 1 113 == 110 
1 
L -1 ----I -i Po Pi P2 
Figure 3.4: Layered tube medium 
Figure 3.4 represents the layered tube media type. This physical model is similar to the 
tube media type with the addition of a linear and isotropic layer on the inside of the 
tube. This layer is defect free and has conductivity o,,, permeability P, and inner radius 
po as shown in the Figure. The host region is the outside part of the tube, region 2. Suppose that the source is in the interior of the layered tube shown in Figure 3.4. 
For the layered tube we find m=0, n=3, a3 = aOs P3 = po and V(') = I. Equa- tion (3.59) can be used to compute the impedance change in the coil by recomputing the 
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0) 0 (2 (3) coefficients 
ý1(2 
and U22 using the fact that U(O) = TMT )T in a similar way, to the" 
tube example above. Similarly, the electric. field in the host region can be determined by 
equation (3.61), except the host region is now in. region 2, so 
00 U(2) 11 
(2 
0W0 (a2P) U )Kl(bf2P) LL 12 22 
-E 
W10 
- fl (a, rl, ro) ý12 
(P9 2) = 7 
fo 
0) 
a U2(2 
[sin(a{z - lo}) - sin(alz - Q)] ja. (3.62) 
3.5.3 Multi-layered tube conductors 
(host) 
010 al a2 073 ý74 = ao 
/to JU 2 113 P4 = 110 
L 
Po PI P2 P3 
-1, 
I 
Figure 3.5: Multi-layered tube medium - 
Figure 3.5 represents the last media type to be studied, the multi-layered tube. The host 
region is the central region of the tube, region 2. 
Suppose that the source is in the interior of the multi-layered tube shown in Fig-! 
ure 3.5. For the layered tube we find m=0, n=4, a4 -= aO, 114 = 1to and V(O) Equation (3.59) can be used to compute the impedance change in the coil by recompu I t- ýJý 
ing the coefficients U(O) and U(O) using the fact that U(O) = T(')T(2)T(3)T(4) in a similar 12 22 
way to the layered tube example above. Similarly, the electric field in the host region 
can be determined by equation (3.62), with U(2) = T(3)T(4) and this newly computed 
value of U(O). 
t- 
Chapter 4 
The Layered Media Forward 
Problem 
If to do were as easy as to know what were good to do, chapels had been 
churches, and poor men's cottages prince's palaces. 
William Shakespeare 1564 - 1616 
The theoretical machinery is now in place to develop the complete numerical model for 
un-flawed layered media. The actual models are discussed and the issues that arise in the 
numerical approximation to the analytic expressions are addressed. Finally, validation 
and applications of the models are discussed. 
4.1 Numerical Evaluation 
The layered media forward problem can be expressed formally as 
Z= F(w; M, P), 
where M, and P are sets of known parameters defining the media and probe, respectively. 
Z is the probe impedance, which is to be determined. Figure 4.1 shows the forward' 
model schematically and represents a simplified flow chart of the computer programme 
developed. 
4.1.1 Analytic expression of the models 
In Chapters 2 and 3 analytic expressions were developed for the layered media forward 
problem. For planar media the general expression was given in equation (2.77), repeated 
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Physical Parameters 
------------------------ t ------------------------- 
Numerical I- F(w; M, P) 
Model 
------------------------- -------------------- -- 
probe signal 
Figure 4.1: Layered media forward model 
and renumbered here 
-7riwpon 
2 00 XF 2 a, ro, ri) 2+ z A2 
10 
a2 
[2a(l, 
- 10) + 2e 
c 
2 (e_, xil _ e_, )flo)21 
(eall 
- elto) + r, dal (4.2) 
while equations (3.58) and (3.59) combine to give the general expression for cylindrical 
syst6ms, 
2iwßon2 2 [UJ(o)V(o)n2(C, (0)V(l0)X2 + U2 2 11 2 Z ro, ri) (ci, ro, r, ) 
02 
2U, (20)V2(10)fl(ce, ro, r1)X(a, ro, rl)] [l -cos(a{ll - lo})] + 2 
7r T2(C (11 -, 
) e-"(11-lo) -1 
ro, ri) 0+ da. a1a1 
(4.3) 
Both expressions involve improper integrals. 
Computation ally, it is more accurate to compute the change in impedance in the 
coil due to some small perturbation in the structure of the medium than to compute, 
absolute impedance Z in the coil. This is exactly analogous to measuring the probe 
response, where the signal is usually "zeroed" on some base material and the probe 
signal measured is then just the change between the base material and the workpiece. ' 
Therefore, the models have been implemented to compute the difference in signal from 
some base media type and if absolute impedance is desired, the absolute impedance signal 
from the base type is added in. There is no base type for free-space media, so the model 
always computes absolute impedance. For the half-space and bore-hole conductors '- the base type is free space. All other planar media use the half-space as the base type, while 
all other cylindrical media use the bore-hole base type. The actual analytic expressions 
are given below. 
Planar media 
The change in coil impedance due the presence of a half-space conductor can be expressed 
by taking the difference between (4.2) using the free-space reflection coefficients and the 
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half-space reflection coefficients. For all planar types 0. In free-space, ri =_ o; 
therefore, 
AZ = 
-7riwizon 
2 %P 2 (a, ro, ri r (half) e-"O) 
2 
da. (4.4) 
A2 a2 
I 
c 
For the remaining planar media types, the change in coil impedance due the change 
in the structure of the half-space is computed. Again, using equation (4.2) to take the 
difference, yielding 
22 
AZ = 
-7riwpon oo T 
(a$ ro, ri) (r(half) 
_ r(planar) all - e-cdo A? 211) 
(e- 
, 
)2 da. (4.5) 
c JO a 
Cylindrical media 
As in the case of media with planar boundaries, equation (4.3) is a general expression for 
all the cylindrical media types. For all the cylindrical media types, equation (4.3) can be 
used to compute the probe impedance Z (Ohms). Since the coil is inside the conducting 
regions, m=0 and n>0. Therefore 00) = I, so we have 11(o) -1 and V'(0) -0 and Y21 
equation (4.3) reduces to 
A2 
fooo Q2 (a ro, ri ) UI(20) 
cos(a{ll - lo})] + 
ca 0) 
U2(2 
-2riwpon 
2 oo T2 (a, ro7 rl) 1, -10) + da. (4.6) A2 
c ci ci 
Equation (4.6) represents the general mathematical model for the layered media 
forward problem for cylindrical media types. As with the reflection coefficients, the two 
coefficients U12 andU22must be determined for each physical model studied. Using 
equation (4.6) twice, once with U(f ree) _- 0 and U(f"e) _- 1 and once with the reflection 12 22 
coefficients for the bore-hole conductor and subtracting, yields 
AZ = 
4iwlion2 f12 (a, ro, ri) UI(2bore) [I - cos(all, - lo})] da. (4.7) A2 bOre) 
c 
fo"o 
ci U2(2 
The integral expression in equation (4.7) is the mathematical model used for the layered 
media forward problem for bore-hole conductors. For the remaining cylindrical media 
types a similar expression, - 
4iwpon2 2 bore) cyln) oO 9 (ce, r2 AZ o, r, ) Ul(2 Ul(2 
(bc>,. e) (CY1n) 
[l - cos(all, - lo})] da. (4.8) A2 
10 
a c 22 N2 
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4.1.2 Numerical evaluation of the improper integrals 
For both planar and cylindrical media, the function F in equation (4.1) represents an 
improper integral, an improper integral, which needs to be approximated numerically. 
Since the integral is well-defined, a straight forward transformation can be implemented 
to transform the infinite interval to a finite one. The mapping used is[44] 
bI a If (x)dx =I -F2f 
(t) 
dt, ab > 0. 
This transformation cannot be applied to the entire intervals of integration in equations 
(4.2), (4.7) or (4.8) since the lower limit is a=0; therefore, the interval of integration 
[O, oo) is divided into two intervals: one finite, [O, c], the other infinite, [csoo). The 
mapping (4.9) is then applied to the second interval for a fixed value of c, resulting in two 
finite integrals to be numerically approximated. These integrals are then approximated 
by using standard Romberg integration techniques. 
The solution of equation (4.1) is independent of the particular value chosen for c 
in (4.9); however, the rate of convergence of the Romberg scheme of the transformed 
integral can be quite slow if small values are used. It was found that values of c above 
1/(38) gave good rates of convergence of the adaptive numerical integration scheme. 
4.1.3 The planar Fourier integrand 
The numerical approximation of the Fourier integral for planar media types involves the 
evaluation of the integrand of the form shown in equation (4-2). The computation of 
this integrand is straight forward, except for the term 
ri 
41 (a, ro, rl) pJ, (ap) dp. 
, 
f. 
0 
(4.10) 
This term can be evaluated by using Struve functions, but this apprýach does not offer 
any computational advantage. Instead, T(a, ro, rj) is approximated using polynomial 
interpolation. 
The polynomial approximation is based on the following analysis[15]. By introducing 
a change of variable, we have 
1 jarri 
(a., ro, r I) xJ, (x) dx. 
Qro 
Tl; en integration by parts yields 
ctrj Orl 
xJ, (x) dx = aroJo(aro) - ar, Jo(arl) +f Jo (x) dx. 
0 aro 
Since 
arl 
Jo(x) dx = 
orri Jo(x) dx - 
rl Jo(x) dx, (4.13) 
la'ro Jo fo* 
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only the integral of Jo need be approximated. On the interval 0<x<3 and on the 
interval 3 :! ý, x<8 polynomial interpolation in x wa's used, while for large arguments, 
a polynomial in 11x was used. This approach proved to be considerably faster than 
using the Struve functions and still gave accurate results. Efficiency is important when 
evaluating T only because it appears again in the full 3D forward problem and needs to 
be evaluated many times. 
4.1.4 The cylindrical improper integrand 
The evaluation of the integrand for cylindrical media types involves only the evaluation 
of exponentials and modified Bessel functions. The only complication here is that the 
arguments to the modified Bessel functions are of the form aipj which is complex. No 
standard library functions existed for this approximation and the efficiency of this compu- 
tation was not important so they were evaluated by using their integral representation [3]: 
,0 (Z) = e""o d0 
Ii (Z) = 
io" 
-- cos 0 cos 0 d0 
Ko(Z) = 
10 
-z cosh 0 d0 
Ici (Z) = 
10<>o 
-z cosh 0 cosh 0d0 
Similarly, the term fl, defined as 
(a, ro, ri) = pI, (ap)dp, 
10 
is also approximated numerically using its definition. 
4.2 Validation Exercises 
(4.14) 
(4.15) 
Probe Inner I Outer I Top of Bottom of Number Self- I Predicted 
Number 
11 
Radius I Radius Coil 
I 
Coil 
I 
of Turns 
I 
Inductance I Self-Indr. 
I 
6 8 1.8 1.5 .5 106 20 mll 22.52 mH 7 2 
W 
4 
" 
3 1 182 160 mll 168.8 mll 
8 4.75 7.75 ' " 4 1 296 1200 mH 1138 mH 
9 10 13 4 
1 
1 351 4000 mll , 3989 mH 
Table 4.1: Probe parameters 
A set of air-cored eddy current probes was manufactured with the parameters given in 
Table 4.1[32]. The layered media forward model can predict the free-space impedance 
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of the probe. The impedance in free-space of idealized coils is purely inductive, so this' 
is often referred to as the self-inductance of the probe. The predicted self-inductance 
for all the probes are shown in the last column of the Table and are in good agreement 
with the measured values shown in the adjacent column. The air-cored coil in presented 
in Section 7.4.5 also had its self-inductance measured and was found to be 221.8±'4 
mH[141. The theoretical value computed by Burke was found to be 226.0 mH, while'' 
the forward model predicted Lo = 225.98 mH. So the model is in good agreements with 
experimental and published results. 
Frequency I Measured 
Direction 
I Predicted 
Direction 
1.35 kHz 136* 141.7' 
4.00 kHz 126* 126.8" 
12.0 kHz 114" 113.70 
Table 4.2: Measured versus predicted lift-off direction angles 
Another simple experimental measurement is to determine the direction in the im- 
pedance plane in which the probe signal moves as the probe is lifted off the workpiece. 
This lift-off direction can be predicted by simply evaluating the partial derivative of equa_ 
tion (4.4) with respect to the lift-off parameter . The lift-off angle: the anti-clockwise 
angle between the positive x-axis and the lift-off direction vector, is a function not only 
of the probe parameters, but also of the material properties of the workpiece. 
The lift-off direction was carefully measured in the laboratory[331 at various frequen- 
cies using a thick plate of austenitic steel, treated as a half-space conductor. The plate 
had a relative permeability of 1 and measured conductivity of UX106 S/m. The mea- 
sured and predicted results at 3 different frequencies are presented in Table 4.2. Again' 
the results are in good agreement. 
4.3 Applications of layered media forward prob-'.., 
lems 
The layered media forward models are straight forward giving predicted results for strat-. 
1 
ified conductors in the absence of flaws. This does not on the surface appear to very't 
useful for real world type of NDE problems. Therefore; it is important that their ap-! 
plication be pointed out. These models can be usefully applied in the following generalj 
areas: 
e Provide simple experimental calibration checks 
Aid in probe design 
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oo Provide a tool for choosing probes and inspection frequencies 
Equipment calibration 
When setting up equipment for measurements, either in the laboratory or on site, it is 
useful to take a series of simple measurements where the signals are well understood. 
The simplest measurements in eddy current NDE are measuring the probe response 
in the absence of defects. In these cases, parameters describing the workpiece and the 
operating conditions should all be well defined. Checking the measured signals at several 
frequencies against the layered model results should provide a quick check on equipment 
calibration and material properties. If there is a wide variation, then either the equipment 
is faulty, the parameters describing the probe or material properties are not correct, or 
the application of the physical model is inappropriate. The latter case would apply if 
a half-space model were being used for a plate where the skin depth is large compared 
to the plate thickness. Calibrating the equipment to these models should allow the 
inspection to be carried out with more confidence. 
4.3.1 Probe design 
The layered forward models are also useful in probe design. NDE probes are' often 
designed to provide 50 Ohms of resistance at the designed operating frequency. The 
free-space model provides a way of predicting the operating frequency of a particular 
probe, or used iteratively, to help design new probes. Another important consideration 
in NDE probe design is the coupling between the workpiece and the probe. Coupling is 
a measure of how well the probe excites a field in the workpiece. The degree of coupling, 
for a particular probe, can be measured using Rrster diagrams like the one shown in 
Figure 4.2. 
A Rrster diagram is the locus of points traversed in the normalized impedance plane 
as the operating frequency is varied from low frequencies to high frequencies with the 
probe on a workpiece. Normalized impedances are defined to be 
z 
(4.16) IIZII = ý7L; l 
where Lo is the free-space inductance of the probe. At the low frequency limit the 
impedance is purely inductive, approaching the free-space value, so at the normalized 
low frequency limit is (0, J) in the impedance plane if the material is non-ferromagnetic. 
In the presence of a ferromagnetic material, the inductance of the coil will be increased at low frequencies; therefore, the normalized low frequency limit will be greater than unity 
on the reactance axis. As the frequency is increased the normalized impedance values 
trace a curve through the normalized impedance plane. The high frequency limit is also 
purely inductive. Of course the probe will resonate before this high frequency limit is 
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Figure 4.2: F6rster diagrams for 4 different coils over a half-space conductor 
reached, but the point where the curve should theoretically intersect the reactance axis 
can be easily measured. This intersection point provides the measure of coupling between 
probe and workpiece: the lower the intersection, the higher the coupling. Values in the 
range of 0.4 to 0.6 are considered good, values above 0.7 are considered poor. 
Figure 4.2 shows the predicted F6rster diagrams for 4 different eddy current probes 
described in Table 4.1. From the Figure, it is easy to see that coil #9 has the best 
coupling, while coil #6 has the worst. Since the larger coils have better coupling but 
poorer discrimination capabilities, coupling is really best used to compare similar size,, i 
coils. The addition of a ferrite core in the windings also increase the coupling[12], but 1 
they have not been modelled. The coupling is a coil property, as can be seen in Figure 4.3. 
All curves are predicted using coil #6. The first, third and fourth curve in the Figure are 
the predicted responses to a conducting half-space of austenitic steel, an austenitic steel, 
half-space with a 1mrn layer corrosion and a similar layered half-space with a slightly 
ferrous conducting layer, respectively, where all three curves were generated using the 
same lift-off. Starting at the top left in the Figure, the first symbol represents the 
predicted signal at 1OkHz, while each subsequent symbols represent''a doubling of the"' 
inspection frequency. Even with the wide variation in materials the high frequency limit 
is the same. The second curve shows the predicted response when the probe is lifted 
O. Imm off the surface. As can be seen in the Figure, coupling is a strong function of 
lift-off; decreasing as lift-off increases. 
Figure 4.4 shows the predicted Rrster diagrams for 2mm, 3mm and 4mm slabs of 
austenitic steel compared to the half-space curve from Figure 4.3. The 3mm slab has a 
1nun ferrous layer on top, while the 4mm slab has a 1mm ferrous layer on the top an4 
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Figure 4.3: F6rster diagrams for half-space and layered half-space conductors 
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bottom. The results in the Figure show that the coupling is independent of material 
properties. Figure 4.5 shows that the coupling measure extends to bore-hole or tube 
inspection. This Figure shows the predicted responses using coil #8 for, a 16mm. bore- 
hole, 3, l6mm diameter tubes, all of austenitic steel. The tubes have 2mm, 3mm and 
4mm thick walls, with the 3mm having a 1mm ferrous layer on the inside, while the 
4mm has a 1mm ferrous layer on the inside and outside. Again the coupling measure is 
independent of material properties. For cylindrical geometries, the inside radius plays 
the role of lift-off in planar geometries. The coupling will decrease rapidly with increasing 
inner radii. 
4.3.2 Inspection frequencies 
The operating frequency use for NDE inspection is very important. The higher the 
frequency, the finer the flaw discrimination; however, the higher the frequency the 
' 
shal- 
lower the penetration. So the operating frequency decisions always involve'trade offs., 
As can be seen in all of the F6rster diagrams in the, previous section the eddy current 
signal differentiates different materials and/or geometries only over a certain range of 
frequencies. If the NDE task is to measure uniform coatings, uniform layers of corrosion, 
plate thicknesses, etc., a simple F6rster diagram ' 
is useful in helping to determine the 
inspection frequency which will give the best discrimination. 
There is an eddy current NDE technique that avoids the problem of choosing the 
operating frequency: transient eddy current inspection. Using a transient, time decaying 
driving current has the effect of inspecting at all frequencies. Therefore, the signal would 
0 half-space Omm liftoff 
V half-space Amm liftoff 
+ layered half-space 
X ferritic la-ver half-spaceý 
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Figure 4.4: F6rster diagrams for slabs and different layered slab conductors 
provides a measure of the total variation between two Rrster diagrams. Harrison[25] 
has successfully applied this technique. I 
At all frequencies however, a major source of noise in the signal is due to variati ons 
in the probe lift-off. This is due to surface irregularities and probe Positioning errors. 
So inspection equipment is often set up to look in quadrature to this signal. The models 
can quickly provide phase information, so that the phase separation between variations' 
in the inspection parameter with probe lift-off variations can be predicted. Therefore, 
the frequency which gives the optimum phase separation, hence the best signal to noise2 
can be quickly determined. Figure 4.6 can be used to illustrate this point. 
Figure 4.6 presents predicted probe responses from coil #6, plotted against mea- 
sured values in the impedance plane at three different frequencies. The test-piece here 
was a block of austenitic steel which had been attacked with a corrosive agent to form a 
"uniform" layer of IGA[33]. The depth was measured destructively on one of the blocks 
surfaces. The actual parameters used for the forward problem in the Figure were deter- 
mined by the inverse problem discussed in Chapter 8. In each image of an eddy current 
instrument in Figure 4.6, represents a different test frequency. The measured data and' 
its scatter is presented as solid lines with 1: 1 symbols at each of the three frequencies. The -_ 
solid arrows indicate the measured lift-off angles. The V symbol indicates AZ predicted' 
by the layered forward model. The broken arrow shows the predicted lift-off angle. The' 
data scatter due to lift-off effects can be clearly seen in these figures. The data at fixed" 
frequencies is nearly collinear, with the exception of the 1.2 MHz data which does seem 
to show an outlier. 
The plot in the lower right-hand side of Figure 4.6 shows the amount of separation" 
* half-space Omm liftoff 
* 2mm slab 
+ layered 2mm slab 
x multi-layered 2mm slab 
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between the three variables lift'Off 12 - 11 conductivity of the layer a, and depth of layer 
1. For a lack of a better name, they are referred to as lift-off, conductivity and depth 
angles. These angles represent the direction that the signal AZ change on an impedance 
plane with respect to each variable and analytically just represent the phase of the partial 
derivatives of the analytical solution of AZ evaluated at each of the test conditions, e. g 
ar g( 0" -7 86'z) These curves show that at low frequencies changes in any of the three 812 all 
variables will give signal variations in nearly the same phase. As the frequency and as 
the depth increase however the depth signal becomes distinct. In fact one can choose 
operation conditions where arg a, is normal to lift-off. These curves also imply that 
(81110 
the layer conductivity is not accurately defined by the data, since the response due to 
conductivity variation has the same phase as the lift-off "noise". 
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Chapter 5 
3D Analysis: The Volume Integral 
Approach 
People who like this sort of thing will find this the sort of thing they like. 
Abraham Lincoln 1809 - 1865 
5.1 Introduction 
In Chapters 2 and 3 the change in impedance in an' air-cOred 'probe in the presence of 
several different media types was analyzed; however, all the media were restricted so 
that each of its sub-regions were isotropic and homogeneous. Now one of the regions, 
the host region, is allowed to have an anomaly. 
These anomalies can be cracks, inclusions, ' local "changes in the host conductivity. 
Three major assumptions are made about the flawed region: 
* the host region is non ferromagnetic, 
the flaw itself is made up of uniform cells, elements, each of which has a constant 
conductivity. 
* the flaw does not extend out of the host region. 
Cracks or voids in the host region can be modelled as regions with no conductivity. 
Corrosion or other inclusions can be modelled as regions with different conductivities 
in the sameman ner. Figure 5.1 shows one flaw arrangement, along with the indexing 
conventions used. If the boundaries of the flaw itself are not planar, the flaw can be 
65 
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Figure 5.1: Flaw in host material with planar boundaries 
approximated by a series of elements, where the conductivity of each element is just the 
volume fraction of the conductivity over that element, that is 
1 
akI.. = T- a(r)dr. 
k kl. , I. 
fiv 
IM 
For media types with cylindrical boundaries, the flaw elements, no longer have a 
simple shape, but are assumed to be as shown in Figure 5.2. The conductivity of each 
L 
element is constant, as before, and is just a per cent host region. conductivity. 
Media types with cylindrical boundaries are handled in the same way, except here 
the elements are no longer rectangular boxes, but are 'bent' around the axis to form 
sectors in the ps-plane. This arrangement is shown in Figure 5.2. Now each element,, 
has four flat faces and two curved faces. Again, the conductivity is assumed constant in 
each element. 
The volume integral technique has been successfully applied to eddy current NDF, 
problems by Sabbagh[53], Bowler[121 and McKirdy[371. This technique involves subdi- 
viding the flaw into smaller elements and then, using an approach based on Green's 
functions and the superposition principle outlined in Chapter 11 constructing a global 
solution to the forward problem by solving a series of simpler problems of how one ele- 
ment interacts with another. The volume integral approach has a major advantage over 
finite element schemes for eddy current NDE in that the interaction between the probe, 
and media boundaries can be built into the Green's functions; therefore, only the flaw 
volume needs to subdivided. 
For eddy current NDE three things are needed to apply the volume integral approach: 
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1. Assemble the matrix by applying the method of moments 
2. Assemble the forcing function, the incident field 
3. Solving the system of equations for the unknown dipole density 
The assembling of the matrix is discussed in the next section and in Chapter 6. The 
incident field is discussed later in this chapter for three different probes: aýir-cored, 
differential and ACPD. The actual solution to the system of equations is discussed in 
Chapter 7. 
For air-cored probes, once the dipole density distribution is known, the impedance 
in the coil can be determined. For differential probes, the differential voltage in the 
pick-up coils can be determined. If an ACPD probe is used, the potential drop can 
also be determined by from the dipole distribution. The following sections describe the 
application of the volume integral method to eddy current NDE. 
5.2 Dyadic Green's functions 
The free-space scalar Green's function for a point source is [591 
G(rlr') = 
ikjr-rIj 
(5.2) 
47rjr - rIj 
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This scalar function describes the propagation of electromagnetic waves through free- 
space from an electrical point source. We want to use a Green's function approach that 
allows for a three dimensional source at a point r' and provides the three dimensional 
field vector at a point r. It will be convenient to use dyadic Green's functions. The 
dyadic Green's function G(e)(rlrl) is referred to as the electric- electric dyadic Green-s 
function[5,8] and will be described in the next section. Dyads, like tensors when studying 
elasticity, are introduced to prevent the explosion of notation, we will use dyads[59] to 
express the coupling of the components of the electric fields involved[46]. 
5.2.1 Dyads 
The word dyad means a group of two or a pair of quantities[59]. It is formed by two 
vectors by the following equation 
-0 AB. 
Define two scalar operations as 
C-D = (C-A)B 
-0 D-C= A(B - C), 
where the scalar operations return vectors. 
We can define the unitary dyads I" and 1P as 
y z! 
ip + Y^p - izi -0 
and I has the property that 
-0 -# A-I=I-A=A 
and 
(if) = Vf. 
5.2.2 Free-space dyadic Green's function 
Let an x-directed electric source be 
-descr_i_bed_by 
J(r) = 8(r - r)ý. 
Let G()(rlr') denote the electric field produced by this source. Then[59] 
1+1 VV] G(rlr'): i k2 
which is a solution of the equation derived from Maxwell's equations 
2 (0)(rlr') [V xVx -k 
] Gx 
(5.3) 
(5-4) 
(5-5) 
(5.6),. 
(5.7) 
(5.8) 
(5.9) 
" i", 
(5.10) 
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G(O) and GO) can be defined in a similar way for y and z directed sources, respectively. Yz 
We combine all of these vector 'quantities into a the dyad' G-*(O) by the definition 
-* (0) (rir') = G(3) (rir')X^ + G(') (rir')q + G(O) (rir')z^. (5.11) 
Equation (5.11) is the free-space dyadic Green's function. So the dyadic Green's function 
element Gi(jo)(r I r') is the ith component of the electric field, at the observation point r, due tj 
to a point unit dipole source at r' oriented in the j' direction. Using dyadic definition 
in (5.9), equation (5.11) can be generalized to give[59] 
VV] G(rlr'). 
5.2.3 Scalar decomposition 
In Chapter 2 scalar Green's functions were derived for various stratified planar conduc- 
tors. From equation (2.38), for the source in region 0, the general form of the scalar 
Green's function in region 0 was found to be 
[C-oolx--, Il + r(media) oto (media) co (z+xf) G(zlz') =-I c- + r, 2a 
(media) "" (media) 
where r-1 and ri are the media specific reflection coefficients. The electric- 
electric dyadic Green's function will be formed from this Green's function by using scalar 
decomposition and Hertz potentials[52,20]. 
In analyzing the electromagnetic field in isotropic planar stratified regions, it can be 
convenient to represent the field using Hertz potentials. This approach has the advan- 
tage of reducing the vector field problem to two independent scalar problems. In this 
formulation, the dyadic Green's functions used to determine the electric field are reduced 
to two scalar functions. 
The transverse electric and magnetic fields in the source region can be written quite 
generally as the sum of a transverse gradient and a transverse curl. Thus 
Et(r) = Vt Oz + 
iwuoVt x ill(')(r) 
Ht(r) = aoVt x ll(')(r) + V, 
all(') (r) 
, az 
where z^ is the unit normal to the interface and the subscript t refers to components 
transverse to the z-direction, for example Vt =+ ^A. The transverse magnetic Ox Y&Y 
scalar potential is R(`)(r), while II(e) (r) is theiransverse electric scalar potential. 
In the source region, the Hertz potentials satisfy[52] 
+k2] V211(p) 
0t (r) =i 
(P) 
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where pE Im, e} and the inhomogeneous terms representing the source are 
j (m) (r) =11-VxV >5 J(r) ad 
i-Vx J(r). (5-16) 
The transverse magnetic and transverse electric field do not couple, hence one can solvcý., 
for them independently. They can be solved by introducing a scalar Green's function 
such that 
G(rjr) = -Vt 
U(P)(r I r'). (5.17) 
l'i 
Subs I tituting this into equation' (5.15), we see that we are left with the scalar wave 
equation, which has solutions[59] 
U(')(rlr')j(m)(r') dr' 
(r) 
JU()(rlr')j(')(r') 
dr. jL 
Suppose, that there are upper and lower boundaries to the source region, region 0 
and let c be the distance between the interfaces, assuming the upper interface is at z=0, 
the lower at z=c and that the adjacent regions are non-conducting. Then 
C, 2Cj(m)(ZIZI) =1+ r(m) -ao(z+zl) + r(tn)e -2c) 
2ao e _Cvo(z+x' 
C, 
2Cj(e)(ZjZI) x [e-*01'-"I + IP(-el)e-ao(z+z') + I'(e)eo'O(z+") (5.19) 2ao 
2= a2 2 and r-(!, ) and r(j") are the electric and magnetic r 'flecti' where a ko e on terms off 0- 11 
the upper and lower interfaces, respectively. This situation corresonds to the slab media 
type and the electric reflection coeffiecients are given in equation (2.90) after re-indexing. 
The magnetic reflection coefficients are determined in the same way as the electric ones 
were, by applying the interface conditions. In the absence of one or both of these surfaces 
the corresponding electric and magnetic reflection term is zero. 
The magnetic scalar potential must satisfy 
OGýM) 
3+1 
az (5.20) az 
at z =, zi+,, for j=-1,0. The , 
term iýi is the _complex. 
permittivitY defined to be ej =, ý; ej - iojlw. Hence, the magnetic scalar potential 
hý-thesame-form-as the electric scalar, ', 
potential and has the same boundary conditions, except Zi must be substituted for Yj, I 
through out. Since 1-1 ; ý-, 0 and el ;,,, 0 equation (2.90), with Zj substituted for pi implies 
r(m) : tj 
-1 
1_ -2cvo(z'+c) 
ri(m) (1 
_ . 
2croz'), -2aoc (5.21) 
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In order to separate the z+ z' dependence from the z- z' dependence, define 
O(zlz') 
as 
1 
-&ojz-z'j + -cio(x+z') + ao(z+z'-2c) + -cro(z-z'+2c) + *o(z-z'-2c) a'FJ(ZIZ') = 2ao 
le I- 
(5.22) 
Equations (5.21) and (5.19) imply that FJ(-)(zlzl) ý- 
FJ(zlz'). The electric reflection 
coeffiecients depend on z' only in exponential terms of the form exp, (±aoz'), hence the 
electric scalar potential can be rewritten in a similar form to (5.22) as 
a 
2U(c)(ZIZI) 
e-Of0i'll + A('r)e-cw(, +z, ) +A 2ao 
10 
, -ao(x-z'+2c) 
(T)eao(z-z'-2c) A(T) + Ap (5.23) 
upon introduction of four new media specific coefficients A(r) (r) CO and A(T). These ,r, 
Ap , Ar 
coefficients will be derived for each planar media type in Chapter 6. 
Now, define a scalar potential correction term V as 
V(zlz') = FJ(')(zlz') - Cj(zlz'), 
therefore 
(5.24) 
1[ (A(r) (r) ao(z+z'-2c) 
2ao Ir 
1) + (A# 1) e 
( (T) 
-1 ao(z-z'+2c) 
(T) ao(x-. t'-2c) AT (A# e 
Equation 5.25 describes the correction scalar potential in Fourier space, the analysis of 
this term is given in detail in Chapter 6. Again, in the absence of a lower interface, 
all but one of the terms in (5.25) disappears, since the elelctric and magnetic reflection 
terms are zero. For this case A( P= r(', ) and all the other terms vanish. 
The dyadic Green's function G(ee)(rlr') is identified by substituting (5.18) into (5.14) 
and repeatedly transferring the curls from with the definition of the source terms j(P) to' 
the Green's functions by integration by parts. This gives[52, S] 
(V xVx i)(Vl xV' x Z)U(e) (rlr') + 
k'(V x 1)(V'x i)U(')(rlr') - iib(z - z'). (5.26) 
Equation (5-24) and the fact that FJ = CJ(') implies 
Z x ^)(V' x7x i)U(rir') + 
k 2(V X ý)(V' x i)U(rir) - US(z - z') + 
k 2(V Xz^)(VI x z^)V(rir'). (5.27) 
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Now apply the dyadic identity[20] 
a- VVI [iiV2 + V, Vtl 
92 
1,10 1-z -f t 
V2 _1- t ýt- 
at at 
121 T 2- 
+ 
tj2 
jloý t 
(V x 1)(V Xz^) +v 
[V xV Xz^] [V xVx 11 
CO 
(5.28), 
at 
and the fact that V= -7, when aplied to scalar potentials with r- r' dependence, to 
equation (5.27) to find[111 
"*(")(rir') =+1 VVI G(rlr') + 
[f 
- VV] G(rlr'- 2z'! ) + G k2 k2 
VV] G(rjrl - 21z'+ c}z^) + 
[f 
+ 
! 
VV] G(rlr'+ 2d) + F2- k2 
+ 
T2-VV] G(rlr'- 2d) + 
I(V 
x i)(V' x z^)V(rlr-) (5.29 V 
Grouping terms in equation (5.29) with the same z± z' dependence, we can write 
GT")(rjr') = G-'(r)(rlr') + G* (r)(rlr') (5-30) - 
where d(f)(rjr') has z- z' dependence and G(r)(rlr') has z+ z' dependence. These 
dyads are defined 
G(T)(rlr') G(o)(rlr') + G(o)(rlr + 2cZ^) + 
G(O) (rlr' - 2cZ) +V 
(rlr'+2c^)+ '(T)(rlr'-2 A) z vp cz 
r) (r I r') -F2VV'] G(rlr'- 2z'z^) + T12-VV]G(rlr'-2 +C}i)+ -C2 {Z 
V 
(r) 
V-(r)(rlr'-2z'z^)+V (rlr'-2{z'+c}ZA). (5.3 1) 
where 
G+ k2 VV] G(rlr') 
"0 (V x i)(V'x Z^)V,, 
(=)(rlr'). V(:: ) (r I r') k2 (5-32) 
The correction dyadic terms are defined by 
-)(zlz') 
c"a 
(A, (7= 1) 
33) 
where EEr, T} and 71 E f7-, #}, hence 
f/(zlzi) = f/(r)(zjz, ) + -(r) 
V(T)(ZlZi) + -(T) vo, (z I Z') + V,, O' (z Z') - (5-34) 
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The dyadic terms in equation (5.30) d(')(rJr') is the convolutional dyadic Green's 
'(r)(rlr') is the correlational dyadic Green's function. In the absence of function and G 
a lower reflecting surface, the convolutional dyadic Green's function reduces to just the 
Jree-space dyad Green's function discussed in Section 5.2.2, while just the terms with 
G(rlr'- 2z'Z^) in the correlational dyad. 
5.3- Integral Formulation 
In general, Maxwell's equations for any isotropic conductor containing some anomaly, 
represented by a dipole distribution P(r) = [a(r) - ao]E(r), may be written as 
VxE= iwlioH(r) 
Vx H(r) = aoE(r) + P(r). (5.35) 
The volume integral formulation is developed from the solution of Maxwell's equations 
expressed in terms of the electric-electric dyadic Green's function as 
E(r) = E(')(r) + iwito G(")(rlr') - P(r')dr, (5.36) 
fflaw ý 
where E(')(r) is the incident field and the integral represents the electric field scattered 
by the defect or flaw. 
Normalize the equation by introducing a flaw function[53] 
v(r) = 
a(r) - ao 
ao 
(5.37) 
and multiplying equation (5.36) by aov(r) and rewriting to yield an integral equation 
for P(r), 
PP (r) - Vv (r) G(")(rlr') - P(r')dr', 
Iflaw ý 
where 
cov(r)E(')(r). 
(5.38) 
(5.39) 
By solving equation (5.38) the effective source distribution of the flaw for a given exci- 
tation P(r) is found. 
The appropriate dyad may be chosen for a given problem to satisfy specific boundary 
conditions: a half-space dyadic Green's function for a source in a half-space, or a dyadic 
Green's function satisfying continuity conditions on a cylindrical boundary for calculating 
the induced source in a cylindrical structure. Equation (5-38) is a linear for the unknown 
vector P and the moment method can be applied to provide approximate solutions. Before proceeding, we present a brief review of the method of moments. 
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5.3.1 Definition of momenimethod 
Given an operator expression 
L(f) = gj (5.40)'61 
how does one go about finding f for aknoWnoperator L and forcing function g? If the I 
operator is linear, and this will be the case of interest here, the method of moments can 
be used to solve this general non-homogeneous equation. The method is briefly outlined 
here, following the development in the classic work by Harrington[24]. 
Let f in equation (5.40) be approximated by expanding it in a finite series of functions, 
A, f2, f3,. .. ' 
f,, in the domain of the linear operator L, as 
aifi, (5.4 1) 
where ai are scalar constants. The fi are called expansion functions or basisfunctions. 
Because L is linear, L can operate on equation (5.41) to yield 
n 
E ai L (fi) r-, a g. (5.42) 
i=O 
-, Now define a set of weighting functions, or testing functions, WI i W21 iV31 - Wn in the 
range of L, and test equation (5.42) with each wi as follows 
n 
aiL(fi)wi ai(L(fi), wj) = (g, wj) gwil (5-43) 
for j=1,2,3,. n. This set of equations can be written in matrix'form as 
[Inn] [an] ; Zý ýnj (5-44) 
where (wi, L(fl)) (wi, L(f2)) 
... 
(wi, L(fn)) 
[Inn] 
(W2) L(fl)) (W2, L(f2)) (W2, L(fn)) 
(Wn, L (fl)) (wn, L(f2)) 
... 
(Wng L(f,, )) 
j 
a, (WI, g) 
a2 (W2 19) ýnl 
an iL (Wn 7 9) 
j 
Equation, (5.44) is a linear system of equations that can now be solved using any standard' 
technique. Once the unknowns ai have been solved for, the ai can be substituted into 
equation (5.41) to yield an approximation to the solution f. . 11, 
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0 5.3.2 Moment method and electromagnetic problems 
The integral expression in equation (5.38) is discretized by applying the moment method. 
The flaw volume can be subdivided into a regular grid of n,, x n,, x n, cells, each of size 
b., x S, x S.. and then the flaw current dipole density and the flaw function can be expanded 
using pulse functions defined over the grid as basis functions[12]. Thus 
(5.47) PKLM P(r)PK 
(X) 
PL 
(2-) 
pm dr, 61 bv 61 
and 
VKLM 
X) 
PL pm dr, (5.48) v(r)PK 
Q 
x 
where the pulse basis functions pi(s) are defined by 
1 ifj: 5s<j+l 
PAS) 0 otherwise 
(5.49) 
The dipole density distribution and flaw function can then approximated by the piece- 
wise linear functions 
nx-1 ny-I nx-I 
P 1: EE PKLMPKLM(XKiYLiZM)i 
K=O L=O M=O 
and 
n. -I ny-1 n. -I 
v(r) e-- 1: EE VKLMPKLM(! Ki YLi ZM)t K=O L=O M=O 
where p,, t(r) = p, (x1b.,, )p, (y1b, )pt(z1b.. ). 
To complete the discretization testing is carried out by multiplying the integral equa- 
tion by the testing functions and integrating over the field coordinates. The same basis 
functions adopted for expanding the unknown could be used for testing, this is known as 
Galerkin's method. PKLM(r) as defined here, is the first order member of a class of 3D 
spline functions commonly used for defining a discrete approximation. The zero order 
member is a 3D delta function and higher orders are generated by successive convolu- 
tions with pulse functions. It is not necessary to use the same testing and expansion 
functions. Recent work[43] has shown there is no clear advantage to Galerkin's method. 
Therefore, advantages using different test and expansion functions whose convolution 
give the same order scheme as Galerkin's using pulse functions were explored. 
The second order basis functions, flKLM could be used to expand, where 
ßKLM(r) = ßK x (5.52) 
Tx) 
ßL (biyV-, ßm U') 
and Pj(u), (i = 0,1,2,3... ) is the convolution of 1D pulse functions given by 
pj (U) =1- 
lu-jl if j -1 :5u <j+1 (5.53) 
10 
otherwise 
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we have 
Pklm * PKLM 6kim * PKLM -": -- 
flKLMv (5-54)" 
Testing with 3D delta functions is" where Skim = b(k Y/608(m - z16 I, I, 
equivalent to computing the value of the integrand at the origin of the 3D delta function, 
which is why this approach is often referred to as point matching. The incident field is' 
radially symmetric, that is P(')(x, y, zm) = P, (p, zm)A. A point matching scheme can 
exploit this fact by evaluating P, (p, z) at a finite number of points and then approximate 
the value at PkI = 
ýXlk + y12 by interpolation and the resolving the radial component 
into its x- and y- components. For this reason, point matching was used, therefore, to 
P(i)(r) we have 
P(i)(XKi YLI iM)- PK(LM 
The discretization of the integral equation in (5.38) is completed by taking rnomentsý 
of the field by multiplying the integral, the linear operator, by Skim and then integrating 
over each cell, yielding 4 t- 
PY) KLM "": PKLM + VKLM 
= PKLM + VKLM 
nx-I ny-I n. -l EEE 
IJVKL' 
k=O 1=0 m=O m 
ns-I ny-I nx-I 
EEE k=O 1=0 M=o 
IJVKLM 
dC")(rkl, 
njr')[6kj,,, * PKLMI(r)drIl Pkln 
-0 G(")(rklm W)flKLM(r')dr 11 Pklm- 
The elements of the matrix needed for calculating the effective dipole density at a 
flaw via a volume element scheme can be defined by 
(ee) 2 k G(")(rklm 1 11 PKLM(r) dr' klm, KLM 
. 
(5-57) 
ý, 
JVKLM * 
-j 
In order to avoid assembling the six-dimensional matrix of equation (5-57) the dyad 
inside the integral is divided into two parts: the convolutional dyad G" Cr) (ri r, 
. 
)with z-z 
dependence and the correlational dyad G, I (r)(rjr') with z+ z' dependence. Both dyads" 
have x- x' and y- y' dependence. The matrix elements depend on only the differen ý'" ce . 
or the sum of its indices. Therefore, using this partitioning, equation (5-57) can be""', 
rewritten 
Gklm, 
KLM-ý 
Gk-K, 
I-L, m-M 
+ -k-K, 1-L, m+Mi 
where 
-* (T) (T) Gk-K, I-L, m-M = k' 
fVK 
LMG 
(rklmlr')PKLM(r') dr 
- (r) 21 Gk-K, I-L, m+M =k 
fVKLM 
G(r)(rkl,,, Ir')PKLM(V) dr (5.59), 
Now using equation (5.58) any dyad from the matrix Gklm, KLM can be determined from 
the three index dyads of equation (5.59). 
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Numerical evaluation of the matrix requires special. consideration since the singularity 
is of high order. Although the nature and treatment of the high order singularity has 
been discussed extensively in the literature, an explicit prescription for the numerical 
evaluation of the matrix elements for a system analyzed in Cartesian coordinates is 
not generally available. In Chapter 6, a systematic Way, of approximating both the 
singular and the non-singular integrals over rectangular volumetric cells is given. This 
development is one of the main contributions of this work. 
5.4 Air-cored probes 
It is necessary to determine the incident field J(')(r) in each of the flaw elements assuming 
that the host region has no anomaly. For the electric source we will assume that an axially 
symmetric air-cored coil Js used to induce the field. Using point matching implies 
P(') = aiE(')(xksyllzm) klm 
= iwaiA(')(xklyllzm), 5.60) 
Therefore, we need only determine the field in the centre of the element. 
5.4.1 Incident field for planar media 
Since the probe is assumed to be an axially symmetric coil, we can use the results from 
Section 2.5 to write down the vector potential. In 'equation (2.72),, it was found that 
0T (a, ro, rj) Aj (P, z) = 
"Oto 
-jj(CXP) 
[P-,, 
_ e-1), 
11 r(media) e cri z+7 
(media) 
e-'j'l da, 
r(media 
2 
fo' 
,* (media) 
aII i+1 3 
(5.61) 
where j+1 
)and T. are the media specific reflection and transmission coefficients 
for region j, respectively. 
We can then write down the general expression for the incident field in region j>0 
for planar media types as 
PW -^ 
twailloto 00 T (a, ro, r, all KLM, O-VKLM JI(aPKL) e- e- 2 
Jo 
a 
[r (media) 
eoj zM + -f 
(media) 
e"i'm j+1 31 da, (5.62) 
112 -+y 
L2 where PKL K -17K = KS-,, YL = ML and zm = Mb, 
For the half-space conductors, the host region is region 1 and there is no lower region, 
hence r2 = 0. The transmission coefficient, determined in equation (2.69), 'is 
T(half) 
2ao 
I cel + cro, 
(5.63) 
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where it is assumed here that p, from (2.69) is the permeability of free-space. The 
expression for the incident dipole density, the forcing function, for 'half-space ia"' 
types is, since a ; ý,, ao, 
PM -twalpoto VKLM 
oo T(alrolri) 010 - e", 
I &" KLM 
JI(CtPKL) te7 
2 (Cil + CO) 
The reflection and transmission coefficients for the remaining planar media types 
were determined in Sections 2.7.1 - 2.7.3. 
5.4.2 Incident fields for cylindrical media 
We now want to determine the field in the centre of the flaw elements for cylindrica 1, 
media physical models again assuming an axially symmetric air-cored probe. Therefore, 
the results of Section 3.3 can be used to compute the vector potential, hence the incident, - dipole density in each element in the absence of a flaw. All of the cylindrical media types 
to be modelled assume the conducting region is on the outside the coil; therefore, m 01 
n>0 and V=I for all these media types. For any regi ion j>0 outside the coil 
equation (3.49) can be used to give the vector potential in this region as 
io po 00 0 (a, ro, rj) 2 UITII (Cii P) + U22 fl (Ctj P) !j (p, Z) 7 
Jo 
a U(O) 22 
lo}) - sin(alz - 111)] dct, [sin(a{z 
where is the host region and the coefficient matrix U(j) corresponds to the particular'. - 
media type, the type of layered structure of the conductor. 
Using (5.60) and (5.65), we can write down the general form for the incident, dipple 
density at each of the flaw elements in region j as 
-tWOIjto. UO oo (a, ro, rj) 
(--)Kj(ajpm)j Ul('2 2 + U2 PW KLM 
0 Wa (0) U22 
[sin(ZL - lo) - sin(ZL - 11)] da, (5.66) 
where ZL LS, and pm = b,, The coefficient matrix U(j) must now be determinýd for 
each cylindrical media type. 
To illustrate this field computation, we will look at the bore-hole media ty . pe. - The 
host region j is the infinite conductor, region 1. Assume the host region has a perme- 
ability of free-space, so p, = /to. From equation (3.42) 
U2(02) po[aoIo(aopo)Kj(aipo) + ajIj(aopo)IfO(ajpo)] 
(1) 
= 0, U2(21) = 1. Therefore, and from the fact that UN = I, 
U12 
22 
iWallotuo foo (a, ro, PM VKLM Jo 
r) IfI(CtIPM)[siII(QjZL- Io}) -sin(a(zL KLM 7r au(o) 
da. 
22 
(5-68) 
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Equation (5.66) can be used in a similar manner to compute the incident field in the 
host region for the remaining cylindrical media types. The coefficient matrices U(O) and 
U(host) were determined in Sections 3.5.1 - 3.5.3. 
5.4.3 Flaw impedance 
The change in impedance in the driving coil is the measured quantity that was to be 
modelled. Once the linear system of equations has been approximated, the dipole density 
distribution can be used to estimate this quantity. Adopting the probe current as the 
phase reference, the probe impedance AZ due to the flaw, expressed in terms of the 
electric field E(')(r) scattered by the flaw, is given by 
AZ E(")(r) - Jcoil(r) dr. 
' (5.69) 
J2 
C. ij 
Equation (5.69) can be used directly to compute the probe response, but this would entail 
the intermediate step of calculating the scattered field at the coil, before integrating over 
the coil region to get the impedance. Instead we appeal to the reciprocity theorem 
relating the scattered field at the primary source, the coil, to the incident field at the 
secondary source, the current dipole density at the flaw. Therefore, 
Az=- 1 E(')(r) - P(r) dr, 12 
If 
law 
which has as a discrete analog form of 
Lz -685 
ns-I ny-I ns-I P (kil)m *PkIm EEE- k=O 1=0 m=O ajVklm 
(5.70) 
(5.71) 
where the flaw is assumed to be in region j. So the change in probe impedance can be 
approximated by a simple multi-dimensional scalar product. 
5.5 Differential probes 
Figure 5.3 schematically represents differential probe which is often used in NDE. Al- 
ternating current is introduced into the. large coil, which drives eddy currents in the 
workpiece. This induces magnetic flux passing through the two smaller pick-up coils 
which generates a potential in each coil. The output of the probe is the difference in 
these two potentials. This probe will give no signal in the absence of a flaw, since the 
magnetic flux passing through each pick-up coil will be the same, since the pick-up coils 
are assumed to be symmetrically located, relative to the centre of the larger driving coil. 
The two pick-up coils can be used to measure the difference in emf as the probe is 
scanned over a workpiece. This voltage difference is the probe signal we wish to model. 
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coil centres at (-Ixd, ±yd) 
ao =0 rdl n Ird- I-10 10: - 
nd of turns 
hdo 
ro 
r, 
Lift-off 
Figure 5.3: Differential probe 
The incident field created by the outside coil is exactly the same as those considered in-, 
Section 5.4. We need only analyze the signal from differential coils. 
The flaw lies in the incident field produced by an excitation coil and that, as a result, 
there is an induced current dipole density P at the flaw. This dipole density distribution 
may be regarded as the source of the scattered electric field, E(s)(r). If J, is the current 
density of pick-up coil t, where t=1,2, then the induced emf V, in coil i is given by - 
I, Vt=-j E()(r). J, (r)dr =-1,2 (5.72) 
Wil, 
This may also be expressed in a more compact notation as 
ItV, = -(E(")IJ, ) 1,2 (5-73) 
Using the reciprocity principle we also have 
IgVt = -(E, IP) 112 (5.74) 
where E, is the field due to the source J,. Hence the differential probe response is given" 
by 
AV = V1 - V2 
= -(el - e2 
I P) 
Ae(r) - P(r) dr, 1,2 flaw 
where e. EJI, and Ae el - e2- 
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If these fields e, are expanded with delta functions at the centres of the flaw elements, 
as was done for the incident field, each field can be expressed using equation (5.64) after 
dividing through by Ial and using the pick-up coil dimensions to find for each pick-up 
coil 
tw/10 00 (a, rdO, rý, 
) 
eKLM ý 0--ý-IVKLM Jl(OPKL) [e 
ý-Olldo 
e-aldl 
I 
ea"m da, (5.76) JO wa(al + ao) 
where -K ý ±xj + Kb.,, YL = ±yd + Lby and zm = Mb,,. Now using the 
dipole density 
distribution solution vector Pkl,,, an approximation to the probe response can be written 
as 
n. -I ny-I n. -I 
AV Aeklm * PkIm- (5.77) 
k=0 1=0 m=O 
5.6 ACPD prolies 
Alternating current potential drop (ACPD) is another 'electromagnetic technique used' 
for sizing of flaws using eddy currents. The technique is based on detecting the change 
in potential (voltage) between two probes a fixed distance apart, when a time harmonic 
current of frequency w is injected at two point sources sufficiently far from the defect. 
Xd 
i 
Figure'5.4: ACPD Probe 
The physical model for the ACPD probe is shown schematically in Figure 5.4. We 
will use this probe only with the half-space media type. The incident field is created 
from a time harmonic current being injected away from the flaw. In the absence of the 
flaw, the incident field approaches a uniform field in the flaw region. 
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Therefore, we can assume we have a uniform magnetic field, gHo in air. above the 
half-space conductor, with an electric field 
E(')(z) = X^Eoe-ik'z (5.78) 
in the conductor, where k1l = iwpoaj. Applying the induction law allows us to relate the 
electric field to the magnetic field and noting that the magnetic field is continuous at 
z 0, we have 
Eo = -wPOHO' (5.79) ki * 
Multiplying through by aiv(r), gives the incident electric field at the flaw. Expand, - 
using delta functions, implies that 
- 'ki k P(') ikiv klm k1mHoe (5.80) 
5.6.1 Basic theory: alternating current ý'p'otential drop 
As indicated in the Figure 7.18, the potential drop will be measured at -point xj as the 
difference in potential at the points (Xj-Xd, O) and (Xi-Xd, 0)- We need only determine,,, 
the surface electric field created from the dipole density distribution in the flaw region. 
We can assume symmetry about the slot, so the field need be computed on only one side 
of the flaw. The field will be sampled as 
Ej = X^ - E(") (xj, 0,0), (5.81) 
where E(8) is the scattered field at the surface and 
xj =+ (5.82) 2 
and c=n,, &, where n., is the number of flaw cells across the slot and b. is their dimension 
in the x direction. 
For any j>0, the ACPD signal is 
V(Xj) 
--: "- 
V(Xj + Xd) - V(Xj - Xd)s (5-83) 
The ACPD signal near a defect can be broken into at most three parts: the contribution 
across the crack opening and the line integral of the x-component of the field on each 
side of the crack. Therefore, the signal V(xj) can be approximated as 
1 n., -I 
V(Xj) ; ý"j X- Pk008., Eld -E E, d., + VOM (5-84) Uhost k=O 1 
where V(') is the unperturbed uniform field due to the injected current V(') -2 i-EM 0 -C d0 (5.84) can be rewritten as 1 
c ns-I 
V(xj);: ts Exi Pkoo -E 
(E() 
- El) d 
(Eo(') 
- En) dx. (5-85) O'hOllt k=O 10m 
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The summations over I and, m in (5.85) represent numerical approximations to the, line 
integral 
V(xj) =- 
Vj+Xd 
E,, (x, O, O)dx. (5.86) 
JXMj-Xd 
II 
Figure 5.5: x component of the dipole distribution on a slot 
Figure 5.5 shows the x-component of the dipole distribution for a unit input onto a 
. 25mm x 20mm x 1mm slot machined into austenitic steel[67]. In the next section we 
will discuss how to use the dipole distribution P to compute the x-component of the 
surface electric field transverse to the centre of the slot. 
2.00rr 
1.7 
1.5 
. ". to.,. 
p4 
0.1 
Figure 5.6: Surface electric field across slot centre line 
Figure 5.6 shows the field computed from the dipole distribution shown in Figure 5.5. 
At the slot edge, c/2, the total field is zero, that is E(')(c/2) - Eo = 0. The profile is 
0.001,1 111 
0.0 2.5 5.0 7.5 10.0 12.5 15.0 
normal to slot (mm) 
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symmetric in x. The field is constant across the central region, of the slot and in this 
case is aproximately 4000 V/m. 
5.6.2 Scattered electric surface field 
In Section 5.2, we described the Green's functions needed to describe the electric field 
in the host region for an electric source in the same region. Therefore, these Green's 
functions can be employed here to describe the electric field at the surface of the host 
region, E(xj, 0,0) = Ei. We can write- 
Ej = Eo - twuo ý-d(xi, O, Ojx', y, z -P(x, y', z dr. f 1.. 
(5-87) 
After the discretization of thefiaw we end up with the simple summation 
G Ei ; ý-, Eo() - 
ýj(Xie0e01X1kiYI9Zm1)*Pklm (5-88) 
k=O l=O m=O 
Since the field is known at x= c/2 and the field varies smoothly to an asymptotic 
limit, the field is sampled at n points and then a cubic spline fit is made so that the field 
can then be interpolated at any value xj- The field at x= 8Xd is assumed to have reach (i). An adaptive integration scheme is then used to approxi ate the asymptotic limit EO M 
equation (5.86) at any point xi. 
1ý , 
Chapter 6 
3D Matrix Elements Analysis 
It seems ... to 
be one of those simple cases which are so extremely difficult. 
That sounds a little paradoxical. But it is profoundly true. Singularity is 
almost invariably a clue. 
Sir Arthur Conan Doyle 1859 - 1930 
After applying the method of moments, the general dyadic expression can be written 
down by combining equations (5.56) - (5.58) to yield 
n., -l ny-I n. -l i) 1: E 1: [' (T) PK(LM: --- PKLM + VKLM 
k=O 1=0 m=O 
Gk-K, I-L, m-M 
+ Gk-K, I-L, m+M] 
Pklmi 
where the dyadic terms d (") are the convolutional matrix elements, while G(r) are the 
correlational matrix elements. The integral expressions for the matrix elements cannot 
be evaluated analytically, but instead must be approximated numerically. 
Bowler, Sabbagh and Sabbagh[12] evaluated these dyadic expressions in Fourier 
space, using the limiting case of the xy-plane as the exclusion volume. The dyadic 
terms were then evaluated at a series of discrete points in Fourier space and then an 
inverse discrete fast Fourier transform (IDFFT) was used to approximate the result in 
physical space. This approach required a large amount of memory for storing the inter- 
mediate results and since it involved three-dimensional IDFFT's was very slow. When 
the element aspect ratio, the ratio of the largest side to the smallest side, increased, even 
more points needed to be evaluated in order to have a high enough spatial resolution 
and unfortunately the precision decreased. 
McKirdy[37] employed physical space integration in implementing his volume integral 
scheme. His approach involved transforming the volume integrals involving the singu- 
larity in (6.1) into equivalent surface integrals in such a way as to avoid the singularity. 
85 
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These integrals were then approximated numerically. This approach does not require 
a lot of memory, like the Fourier approach, and provides a high degree of precision; 
however, the surface integrals require large amounts of CPU time to compute. 
In order to overcome these deficiencies of the Fourier techniques and the inefficiency 
of the numerical approximation using surface integrals the singularities in-equation 
were taken head on. In this new approach, the dyadic expressions are approximated' 
in physical space by a series of approximations that isolate the aspects of the singular 
integrals that depend on the specific geometry being considered from the intrinsic nature'-` 
of the singular integrals. The resulting technique involves a series of polynomial eva'_l_" 
uations to approximate these integrals, with coefficients that have been predetermined 
for all element sizes. Polynomial evaluation is especially fast; consequently, the CPU 
requirements have been dramatically reduced, but without sacrificing precision. This 
physical space integration technique is described in the next section. The treatment of 
the correlational and convolutional dyadic matrix elements is presented in the following 
section. 
The treatment of the" correction dyad, 'introduced in Chapter 5, is given in detail. 
The presentation here evaluates some of the correction dyad in Fourier space before a 
final two- dimensional integration in physical space. This approach is different from that 
used by Bowler[111 for half-space conductors, where the correction, term was treated 
entirely in physical space. There is no computational gains to be made here; however, 
this hybrid approach to the correction dyad does extend to other stratified media, unli6 
the physical space technique. 
6.1 Free-space matrix elements for planar media 
Only the free-space dyadic Green's function will be treated in this section, because th""' e 
treatment of the matrix elements that arise from reflections from the interfaces in the, - 
surrounding media will be able to be treated as a free-space term with a correction term. 
For all planar media types we will use the free-space matrix elements dyad 4 G (kol, ),, klmIKLAf 
which can be written as 
- k' G(0)(rklmlr')ßKL-m(r')dr', Gklm1KLM 
VKLM 
where the basis functions are convolutions of 3D pulse functions[121 given in 
tion (5.52) and 
equa-I 
1,, 
d(o)(rir') +IV G(rlr'), 2 VI (6-3) khost 
where G(rJ r') is the dynamic scalar Green's function. Some of these matrix clement" 
ter s, like d (0) involve a 1/JrJ3 singularity. These terms have been treated in a M klmlklm 
special way, which allows for efficient and precise approximation. This is the subject of the next section. 
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6.1.1 Evaluation of singular matrix elements 
Figure 6.1: First octant of cell centred at the singularity. In the example shown b.. is the 
smallest cell dimension. 
The choice of basis functions mean that the integration volumes are in the form of 
rectangular parallelepipeds. For the regularization that follows, a finite exclusion volume 
around the singularity is introduced[66,35,69,621. For a given volume Vkj"', there are clear 
numerical advantages in making the exclusion volume VO as large as possible and ensuring 
that the non-excluded region V, = Vkl,, - VO has a simple geometry. For this reason, a 
cubic exclusion volume centred on the singularity has been used. The sides of the cube 
have the dimension 2a, where a= minlb.,, 5,,, b, }. 
As pointed out by Lee[35], the integral in (6.2) does not exist in the usual sense for 
volumes containing the origin. However, by appealing to generalized function theory the 
limit can be well-defined if Pkl,, (r) is H61der continuous[341. A function f is said to be 
H61der continuous if there exists three constants c, B and a such that 
If (r) -f (ro) 1 :5 BR", R= Ir - rI (6.4) 
for all points r for which R<c. Since Pkl,,, (r) is piecewise linear and continuous, it is 
H61der continuous and the singular integral in (6.1) can be regularized. Define a dyad 
Irst such that Ik-K, I-L, m-m - 
d(O) Applying the regularization from Lee[351 kImIKLM* 
J(pq) =2 klm 
fvk 
Im 
flkl 
.. 
(r') [6p, k+ ap, a,,, ] G(r') dr' 
klm+ B(P') + C(P') + D(P') (6.5) = Ap') klm klm klm 
where 
A('q) =f Pkl. (r') 
[Sp, k 2 G(r') dr' klm tVk Im - Vo 
88 
B 
(pq) [Pklm(r) Pklm(O)Iap 
klm 
'ýp, a,,, [G(r') - Go(r')Idr' +Pklm(0) v 
I klm 
= fiklm(O) iOp, 9, yf 
Go(r-r dr 'I 
r=O 
C(P, I) 
I 
vo 
D(PI) = k'Spgf G(r')Pklm(r') dr' klm V, (6-6) 
-I 
u1, 
where Go(r) is the static scalar Green's function and G(r) the dynamic scalar Green's 
function defined as 
e 
iklrl 
Go (r) G(r) =- 7r r, T7r -Ir I 
The partial derivatives of the dynamic scalar Green's function are 
a, a,, G(r) V 
02 i 
1+ 
i (3-L 
- 1)] G(r), JrJ2 kIrl -Ir I JrJ2 
OpO, G(r) V Pq 1+ 3i 
(1 
+ G(r), JrJ2 
I 
kITI kIrl 
where p, qEfx, y,, z} - 
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--1 
Po(xlbx) 
-2 -1 
ß1(x/xYN 
Figure 6.2: Support of 1D basis functions 
(6-7) 
(6.8) 
The convolution of 3D pulse functions 
Xyy flklm(r) )pm( ) 
(6.9) Ty TZ 
is non-zero over a volume equal to that of 8 cells. Because PkIm(r) extends beyon Id 
the k, l, m-cell to first, second and third nearest neighbours, it is not just the self- 
matrix element calculation, where the integral extends into the exclusion zone. Since 
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the singularity is assumed to be at the origin and flj(x1b,, '), shown in Figure 6.2, 
has 
support of 2, only the matrix elements involving only #-1,00 and 81 in equation (6-2) 
involve the singularity. Thus the only terms in (6.6) that involve the exclusion volume 
are those where k, l, m E 1-1,0,1}; however, due to symmetry only elements where 
k, 1, mE {O, 1} give unique results. 
Evaluation of A") k1m 
With the origin of the coordinate system at the singularity, all of the integrations can 
be done in the first octant where x, y and z are positive. The odd-even symmetry 
properties of the potential and its derivatives are exploited to find the total integral. 
The first octant of the volume Vooo (k, 1, m= 0) is shown in Figure 6.1. Oo, a cube 
of side a, is the first octant of the exclusion volume and in this example a=b, since 
b,, happens to be the smallest cell dimension. In general evaluation of 
A") involves k1m 
integration over first octant volume OE = Oklm - 00- Since OE does not contain the 
singularity, A") can be approximated by using an adaptive quadrature for, at most, k1m 
two rectangular regions. An example is shown in Figure 6.1 where the two regions are 
denoted by 0,, and 0.,; however, one or both could be zero, if an elemental cell was 
respectively a cuboid or a cube. These integrations are special cases of the non-singular 
matrix element computations and will be discussed in Section 6.1.2. 
Evaluation of r(PI) 'kIm 
Introducing the not ation, bk Im =1 if k=I=m=0 andbkl,,, = 0 otherwise 
d") for a 1 klm 
cube is given by [35,69] 
Ck'plm" Pk, 
m(O) 
[8p8q Go(r - r') dr'], 
=o ve 
nper 2a epe dS dS 
4r so JrJ2 4r 
Iso 
-Fr 1-3 
4 ,! sin 01 do 
7r 
Jz 
, 
/l--+ -sin. 7-0 
where 6p, =1 if p=q and 6p, =0 otherwise. 
Evaluation of D(vI) k1m 
(6.10) 
Let the xy-plane, xz-plane and the yz-plane divide Vow into eight octants. Consider the 
octant Oo, where the coordinates x, y and z are positive, for k=I=m=0, 
'r z xy flooo *-y- -+- sx by 6z 618Y 
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xz + yz xyz (6.11) 
Due to the strictly even or odd nature of the integrands, we need only consider the first 
can be express octant in all the following integrations. All of the terms Dk(Im ed as linear 
combinations of integrations over this volume. Let 
Iooo =k2 G(r') 1--y-+ 
100 1 
bx sy bl , bIby 
x1Ztýy1Z1x1y1 zli de 
By expanding c ikR as a Taylors series; 
ikR 
1 
)2 I+ (ikR) - ý(kR -z (kR 6 
(6.12) 
(6.13) 
and integrating term by term, looo may be approximated by a polynomial in A= iak. 
The integrals, being smooth functions, can be evaluated numerically. Thus DO(PO'O') can be 
approximated as a summation of polynomials, the approximation being of the. form 
3 
D(") = 88pg looo d. p.. 000 
8=0 
(6.14) 
Here we have taken note of the fact that G(r) and flow(r) are both even with respect to 
x, y and z, hence for the 8 octants we get DO(POIO) = 88pqIooo. The polynomials are defined 
as 
k' foo G(r)dr ;: ti po = do, A' 
s=2 
k25 
a 
fo" 
xG(r)dr s: tý pi =E dl. A" 
=2 
k25 
T2 xyG(r)dr ýý P2 =Ed2. As 
foo 
=2 
k25 
- xyzG(r)dr kl P3 =Ed3, As T3 
foo 
s=2 
(6.15) 
The coefficients dt, are shown in the top part of Table 6.1. The, computation of the 
coefficients for the polynomial po is presented in detail to illustration of the technique 
used. The coefficients for the remaining polynomials were computed in a similar way. 
First, after switching to polar coordinates, integration with respect to the radial 
dimension can be done analytically. Due to symmetry the integral can be evaluated by 
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dt, 
I, - ' t\s l 31 i 
___ 
21 T 51 F 
0 1 -0.094700 -0.079577 -0-038221 -0.013263 
- 1 -0.041030 -0.039789 -0.020897 -0.007737 
2 -0.018565 -0.019894 -0.011253 -0.004421 
3 -0.008583 1 -0.009947 1 -0.005996 1 -0.002487 
da 
S Dooo Dloo Dolo Dool Dilo Do,, I Dio, I Dill 
0 8 0 0 0 0 0 0 0 
1 -8c, 4-1- 4-2ý- 41 0 0 0 0 
2 -4( a' + a! 
' 
s"6, 
aJ + a; ' -4( 6,6, -4( + 6x6z 2 a- 
qa 2 T-- 6. , 6, 
2 -IL b, 6, 0 
3 4c3 4c3 4c3 -2c3 I -2c3 I -2c3 I C3 
Table 6.1-. Coefficients for DkIm 
breaking the integral into integrals over two volumes in the first octant. The'resulting 
integrals are shown in (6.16). 
f ikr =Cos 4sin 4 irk) sin ýe G(r) dr'- =2 dO do 47r o,, 
fta, 
-l sec 0 
JO 
4k27r 
1=0 
'I 
ikr =a irk) sin ýe Cos 
+2 Jan-' Bec dO do (6.16) 
00 4k27r 
1=0 
Now, approximate the exponential function by expanding it in its power series, keep- 
ing the first 5 terms and perform the integration with respect to 0. The result is shown 
in (6.17). 
A4 S2 (0) \2 In Iso(0)1 \4 1,1 Iso (0) 1 0 G(e) dr' =2++ 7r 00 
Io" 
256rCoS4 87r C0S2 0 64rCOS4 0 
\3 
-92(0) d0 12r cos3 Os, (0) 
x4 A5S2(O) A5-S2(O) 
+21 d0 
n 0 18or COSS 0,3j(0) 36or COSS OS3 (0) 256r cos4 O'S2(O) 0 
\2 \3 \4 
+2 d0 
n 
U7rS2(O) U67r'S72(0) 
2(0) 
5 14 13 \2 
+U 6-0 + -5-2 ++ 1-6 (6.17) 
where 
so(O) = tan 
tan-'(sec 0) 12 
si(O) = sin[tan-(secO)l 
S2(0) = cos[tan-'(secO)l 
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At this stage the remaining integrals cannot, in general, be evaluated analytically; 
however, these integrals are now independent of the problem size and therefore need be 
evaluated only once. The integrands are all smooth functions on the interval [0,34] and 
are therefore well suited for, numerical integration to high precision. Once these integrals- 
have been approximated the coefficients of \ have been completely determined. 
The coefficients d,, s 0,1,2,3, in (6.14) are written in terms of a set of constants 
given by 
a -a a 
q) Cl +T+ 
Y 'Y 
2223 
aaaa 
6'Y + T8 Y6 '& 
-+ T-: C2 C3 (6.19) MA 2, 
In the case of D(") the coefficients are given in the second column in the bottom p 000 art 
of Table 6.1. 
The. remaining terms D(") for k, 1, mE 10,1}, are all expressible as a combinations k1m 
of the p's. To illustrate this we consider D(") and define 100 
Iloo =V 
J0 
0 
Ploo(r')Gdr' 
=k2G 
[T' 
M'Y' 'T'Z' + X, dr' J00 bX MY 6.6Y6. 
aa2a2a3 
'FPI - T- + 7-)P2 + -6ý P3 
X 'Tb Xb X6 
T 
YXYZ 
(6.20) 
Since we are displaced from the yz-plane we have symmetry only in two planes therefore- 
DI(P010) 46 1100. IIence the results given in the third column of the bottom part of 100 Pq 
Table 6.1. Similarly with D(Pq) D(P'), D("'), D(PQ) D(P') and D") 0101 001 110 0111 101 111, 
Evaluation of B(P') k1m 
We begin this section by considering B(PP) with k=I=M0. Results for other values k1m 
of k, I and m can be expressed in terms of the integrals that arise for the 000 case. First 
notice that the terms in brackets for expression of B 
(Pq) in (6.6) is kim 
[Pooo(r') - flooo(O)] = 
IX'l ly'l lz'l 
8z SY 61 
LXY 11 + LXZ-l I+ LY LZ 616Y SX6Z bvbl Ix IyIz li 
6XV, , (6.21) 
Again in considering the first octant, we can drop the absolute values and express P(PP) - Jooo as 
a linear combination of integrals involving terms in (6.21). Approximating the integrals 
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by power series expansions, we find that 
2 
xm dr 
E (XX) ' ; ýý qo bolg A 
a 0. 
OX2 
is=O 
02 G 
y -ä -X2 a 
fo dr 
5 
XX), \$ gýý q, =E b(13 
o s=O 
1 (920 
Xy dr 
5X 
; ý-, q2 = 
Eb(2 
'\'s OX2 00 
a2G 
yz 
1 
dr r, - q3 a ý2 OX2 00 s=O 
XYZ - 3j dr q4 = b(4 tr) l\ 
X 
TX 2 7 (0 
02 (G - Co) 
' dr q5 = b(xx) As 59 (6.22) ox 2 
where the coefficients bt('. ') are given in the top part of Table 6.2. ts 
bt. 
t\S 2 
0 0.0354750 0 0.011052 0.013263 0.007516 0.002870 
1 -0.0177375 0 0.014989 0.013263 0.006690 0.002432 
2 0.0038345 0 0.005706 0.006631 0.003877 0.001547 
3 -0.0076690 0 0.007153 1 0.006631 0.003498 1 0.001326 
4 0 0 0-. 031567 1 --0-. 026526 0.012740 1 -0.0044ý71] 
bVI) 
s Bo(ool B(") I 100 
--Bo(xlo') I B(X) I 001 B(X") 110 Bo(', ', 
) B(") I 101 B('19 11 
0 -8cý Cý 0 0 0 0 00 
1 -8cf, 0 4c, 4c, 0 0 00 
2_ 8 4C2 -4 
a 
6,6, -4 
a' 
6X6, 
2c2 2C2 00 
3 8cý 0 -4c7 -4C7 
0 0 2C2 0 
4 -8c3 4c3 -4c3 -4c3 2c3 2c3 L 2 2c3 -C3 
8 0 0 0 0 - - 0 - 0 
Table 6.2: Coefficients for B(") k1m 
As noted earlier, the second order partial derivative with respect to x, y or z is an 
even function as is Pooo therefore the results above are the same in the 'remaining 7 
octants. 
We can now express the final result for Bk(',, ' , 
). In general we have m 
B(xx) Mzx) q. (6.23) k1m 
8=0 
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where the coefficients b., s=0,1,... A are given in the bottom part of Table 6.2 Some"' 
new coefficients, introduced in the Table, are given by 
. T_ aa. a Cf --+- I 6y 8z 
a2a2a2 + TV -6, (6.24) 
Next we consider terms involving derivatives with respect to x and y. We need to 
evaluate the two integrals in the expression for Bk(PQ) in (6.6). The mixed derivatives are IM 
odd functions in x and y, so the first integral is zero for all terms except B, ('Iol) and B('Y). 
The second integral is zero for all k, I and m, since PkIm(O) =0 unless k=I=M=0 
where the integral is zero by anti-symmetry. So we need only concern ourselves with the 
terms 
aG 5 Y), \S foo xyOxOy dr uo E bO(, 
8=0 
a2 G5 
dr uIE 
b('TY)As xyz 'ý3 
00 ýXay 8=0 Is 
Then 
B b, ( "') u, k1m - 
8=0 
and the coefficients are given in Table 6.3. 
I t\s 11 01112 13 1 
0 10.020833 1 01 -4.003043 1 01 0.000934 -0-000774 
1 0.006367 1 0 1 -0.001225 1 01 0.000205 1 
- -0-000589 L- 
Is 11 Boý; a') I Mon') I Bný'in) I Bn"nl') I Bl'iny) I Bný', 'V I 
Bl('n 'I I) I R.. "? 
L(ry) VO 0 0 0 01 2c2 
1 0 0 0 
101 01 01 0 2c3- 0 0 -C3 
Table 6.3: Coefficients for B("') k1m 
(6.25) 
(6.26) 
6.1.2 Adaptive integration of non-singular integrands 
Integrating the non-singular terms in (6-1) and indeed the term A(k'l 'M') of (6.6) involves 
a volumetric numerical integration of an infinitely smooth function which should be 
easy to approximate numerically; however, some care must be taken due to the rapidly 
decaying nature of the integrand. Volumetric cells with large aspect ratios, that is the 
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ratio of the largest cell dimension to that of the smallest, will have rapidly changing 
integrands in cells adjacent to the singular ones. While for volumetric cells with smaller 
aspect ratios, the integrands in cells adjacent to the singular volumes vary much more 
slowly. This behaviour makes a fixed order quadratur6 scheme impractical, therefore an 
adaptive scheme was used. 
Adaptive integration of non-singular terms 
The integral in (6.1) is redefined in terms of its iterated integral so that volumetric 
integration is now cast as a series of one dimensional integrals. Let us define 
F(P1) (x, y, z) : -- ßklm (r) 
[Sp. k' + d9pOql G (r), (6.27) 
for all Vkl,,, where F is analytic. (6.1) can be written as 
I(PO = F(PI) (x, y, z) dV. (6.28) klm 
JVk 
IM 
Now define Fl(; )q) (x, y) as 
Fl("') (x, y) = 
(M+I)S, 
F (pq) (x I y, z) dz (6.29) 
and F2(pq) W as 
F2(pq) W= (1+1)6y F(P') (x, y) dy (6.30) 
f(I-I 
6y 1 
Combining equations (6.28), (6.29) and (6.30) gives 
= 
j(k+')"' 
F(")(x)dx. (6.31) Ik(plmq) 2 
(k-1)6, 
Now each of the integrals in equations (6.29) - (6.31) are one dimensional and can be 
approximated adaptively to any desired accuracy. Romberg integration is used for each of 
the one dimensional integrals, using 3 successive refinements of the extended trapezoidal 
rule to remove all error terms in the error series up to but not including O(n 6) [441. 
The modified trapezoidal rule is useful here since it is a closed formula (evaluating the 
integral at the end-points) and the basis function forces all the integrands to zero on the 
boundary of Vkl,,,; therefore providing a free evaluation of the trapezoidal rule. 
Adaptive integration to evaluate A(") kim 
Evaluation of the term A(Pq3 of (6.6) involves the volume VkI, - {[-a, a] x [-a, a] x [a, all, k1m 
where a= min {6, Sy I b.. 
1, so all the numerical integrations are adjacent to the exclusion 
volume. Since all the terms in the integrand in the expression of (6.6) are either odd or 
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even we can do all theintegrations in the first octant and use syrnmetry to compute the"" 
final result. Using F(Pq) (x, y, z) defined'above, we can write 
A(P'), = W(p, q)(2 - k)(2 -1)(2 - m) k1m 
(, (pq) 
+ j(pq) + T, -(pq)ý 
k1m k1m "k1m) (6.32), - 
where 
I(pq) (pq 
0 
k1m F )dzdydý (6133)' 
a0 
J(Pq) y F(Pq)dzdydx k1m 
fO 'T Ja 
and 
K('q) J6" J6' F(Pq)dzd k1m ydx, 00a 
with 1 if p= q 
W(P I q) 
kl,, - if p ='x, q =y 
km if p= x, q =z 
(6-36) 
IM ifp=y, q=z. 
We have now expressed the volumetric integral as the sum of 3'i I ntegrals, "each of' 
which 
, 
is a series of one dimensional integrations. 
I 
Notice that at least one, but possibly 
two or all three of which may be zero, depending on the aspect ratio of the volumetric 
cell. Again Romberg integration was employed with three refinements; however, an open 
formula was used for the integrations. This avoided evaluations on the axial planes 
keeping the function evaluations as far away from the singularity as possible. 
6.1.3 Continuity between'methods' 
The value of the integral in (6.1) is independent of the exclusion volume used. For the 
polynomial approximations a cubic exclusion volume was used with a side length of 2a, 
where, a= minjb, b., b.. }. The integral over the remaining volume is integrated using 
the adaptive integration of Section, 6.1.2 The independence of the. result with, respect, 
to the exclusion volume can be used to help verify the results by varying a for a fi xed. 
cell volume. This is not a sufficient, test; however, but continuity, between methods is 
a strong check. Further comparisons have shown very good agreement to results using Fourier techniques. 
This simple numerical experiment was performed for a cubic volume Vow. For cubic, 
XX) cells, the largest possible exclusion volume is VOOO. This implies that Ao(oo 01 and from' 
(6.6)9 
I, (XX) P(XX) + C(XX) XX) 000 LJO00 +D( 000 000 (6-37) 
However, as the size of the exclusion cube'is decreased, IA")l increases 000 while IB(") 
D(')l decreases. 00 000 %.. -000 and is independent of the exclusion volume be ng determioned; 31 
strictly by the nature of the singularity. 
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Figure 6.3: Numerical integrationof T('WX) i 1000 as function of ratio of sizes of the exclus on 
cube to the element cube 
This behaviour is shown in Figure 6.3. The sum of these terms should be independent 
of the exclusion volume size. A(") was computed to a 0.01% tolerance, while the terms 000 
ZZ) BO('00' and D(") are computed to an accurac of 0(3-'). The sum of the exclusion volume OW y 
dependent terms is also shown in Figure 6.3 and it is indeed constant. This provides a 
powerful check on the accuracY of the technique. 
6.2 Matrix elements for planar media 
We will now develop the convolutional and correlational dyadic Green's function, mo. 
ments can then be taken to find the matrix elements. Thereflection- dyadic Green's 
function was defined in equation (5.31) and is repeated and renumber here 
"* (r) (r I r) =1 G -VV] G(rlr'- Vi) + 
[P 
-1 VV] G(rlr'- 2{z'+ c)Z^) + 
[P- 
k2 V 
- (r) (rir'- 2(z'+ c}Z^). V(r)(rir'- Vi) +V (6.38) 
The first two dyads will be interpreted as image terms, the last two dyads are the corrcc- 
tion terms. The convolutional dyadic Green's function was also given in equation (5.31) 
and was found to be 
G-*(())(rlr')+ G-(0)(rlr+2ci)+ 
G-4(o)(rlr'- 2d) + V-"(f)(rlr'+ 2cz^) + V-*(r)(rlr'- 2cz^), (6.39) 
where the first term is the free-space dyadic Green's function, which after applying the 
moment method, was analyzed in the last section. The next two dyadic terms can be 
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interpreted as image dyads, but are evaluated as free-space terms, while the last two are 
correction terms. 
6.2.1 Dyadic image terms 
In Fourier space, the magnetic scalar potential in the source region when there are upper 
and lower interfaces was found in equation (5.22) to be 
a2&(ZIZI) 
[e_cOjz-z'j + -ao(z+x') + eao(z+z'-2c) + e-'O 
(Z-21+2c) + e"O(Z_Z'-2c) 
2aO 
(6.40) 
where the exponential terms can all be thought of as sources or potential terms. The 
first term is the physical source, the next two correspond to the simple image terms, 
that is the observed field at r due to the mirror image of the source in free-space at r'. 
This is only true if the wave is perfectly reflecting, which is the case in equation (6.40). ý 
z'" = 2z-l - z' 
1ý N 
Z-11 
ZO 
L /z"=2zo-z' 
Figure 6.4-. Sources for simple'image terms 
This is illustrated in Figure 6.4 for the quasi-one dimensional case for the two simpl, e 
images. In the Figure the field at z due to a source at z' is equivalent to the field due to 
the two sources in free-space at z" and z"'. Let z-1 =0 and zo =c in the figure, where 
c>0. The path length for the two waves drawn in the Figure are z+ z' and 2c -z- zi I 
which is real scalar multiples in the simple image terms in equation (6.40). Notice that 
i ea for large values of c that the reflection from the bottom surface w 11 be very wk and 
can be safely ignored. This is the case for thick plates and in the limit, represents the j 
half-space conductor. 
Since these simple image terms have a free-space interpretation, there is a way to 
evaluate them which utilizes the machinery of the previous section. Define the dyadic 
operator S[G] such that 
G.,.,, G., y - G.,, 
S[G] Gy, ý 
Gyy -Gv.. 
. 
G,,, G, -G,,,. 
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then 
99 
-1 VV] G(rlr'- 2z'i), =S 
[G*(O)(rlr'- 2zz^)] 
V 
rV 
- 12-VV] G(rlr'- 2{z'+ c}) ,=S 
[d(o)(r1r'- 2{z'+ c})] (6.42) 
Therefore, after applying moments, these terms can be evaluated as the free-space terms 
from the last section and then changing the sign of the third column of the dyad. The 
image terms corresponds to the idealized case when the incident wave is perfectly re- 
flected, that is the reflection coefficient is unity. The correction dyads will correct for 
the actual imperfect reflection and for all odd number of multiply reflected waves. 
1- 
[z + z'- 2z-, ] [z - z'+ 2c] 
Z-1 
II 
1- -- 7- -- -X- ---Z 
1Z17 
1 [2zo -z- z')] IZI -Z+ 2C1 
Zo 1 
LJ 
Figure 6.5: Path lengths of image and first multiple reflection terms 
With the presence of two interfaces, there will be multiple reflections between the 
interfaces. Figure 6.5 illustrates the path length of the two simple image and the first 
two multiple reflections: the double image terms. The double image terms refer to 
the equivalent field due to source points in free-space at distances Iz - z' + 2cl and 
1z' -z+ 2cl, where c= zo - z-1, and have az- z' dependence, instead of the z+ z' 
dependence observed for the simple image terms. Therefore, these terms can be treated 
exactly Eke free-space terms, that is assume there are no interfaces and the source point 
is at a distance z- z' + 2c and z' -z+ 2c. The correction dyads will be used to take 
into account the imperfect reflections that occur. The double image term dyads are then 
just G(O) (rJr + 26) and GJ (0) (rlr' - 2cz^) in the expression of the convolutional dyad in 
equation (6.39). 
The free-space term and these four image terms will dominate the dyadic Green's 
function G(")(rlr') and should be computed precisely. 
100 CHAPTER 6.3D MATRIX ELEMENTS ANALYSIS 
6.2.2 Dyadic correction terms 
The correction dyadic terms were defined. in Fourier,, space by equation (5-33). These 
dyadic expressions can all be written in terms of four scalar potentials 
c, o 
(A,, (6.43) ýan 
where EE E jr, T} and 71 E jr, P}. - This Fourier integral has, can be written, equivalently 
as[58] 
00 1) Jo'(ap)ct d" (6 (A( 
ce() 
V, (-: -)(P, Zlp, lz, 
) =-1 17 
- 
a, . 44) 2r a an 
E=r and the negative sign when where the positive sign is used for 
Using equation (5.32), the correlational correction matrix elements can be formed 
by applying the differential operator (V xzz ^) (V' x. ^) and the method of moments to 
equation (6.44). This is illustrated in detail by considering the scalar potential Or). 
After applying the differential operator and the method of moments to this potential, 
we have 
-- (r) 
- Vr lklm 
k -8k 
YIA f i ßk 
) 
P, 
z, »+s, 
X 4(V, X 
( 
yy 
00 
(A(r) 
.r - 1) 
[ea"(2+ 
Jo(pa)] , (, z-) da dz dy di. (6.45) 
After taking the differential operator inside the 
can be written 
-V(r) 
V, 
r 
Jklm 
0 
where 
integral, the coirelational correction dyad 
V(r) 0- 
0 xx 001 
(6.46) 
k+6 yi+sy ZM+s, r flk 
(1) 
8 
vo 
y 
PP 2rp 
fx' 
Tx- 
k -6k VI-6y y 
2 
oo k (r(half) 
ý- -1 - 
1)e-'('+")al ýcdo(Pci) - Jl(pci)] dct + a, 
Jo 
ct, 
q2 (half) 1)e-*'('+")a [paJo(pa) - Vj(pa)] da dz dy dx 2, p0 
pq k+6x YI+6v zm+ss V(q r) 
27rp3 
V-sk (ix-) #I 
SY p 
Jxxk (i) J, 
(half) 
0 
(r-I - 1)e-*'('+")a [paJo(pa) - Vj(pa)] da dz dy dx, 
' (6-47) 
where pE Ix, y} and p0q. 
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This expression can be simplified by first recognizing that the integrals need only be 
evaluated when z' -= 0 and defining two axially symmetric 
functions, which we will call 
Surrey functions for a lack of a better name, as 
S(r ZM+68 00 
k' 
-,,, Pa2jO(pa)flX (p, M) = (A(r) _ 1)e 
z) dcidz JZM-6Z JO ýai T bZ 
(r) m) 
Zn+6 k2 (r) T, J00 ý- - 1)C-'1'ctJj(pa')fl.. 
(L) dadz. (6.48) 
cil 
(AT 
al 6Z 
Integrating (6.48) with respect to z we get the final expression 
oo V l)PCe2e-aj(m-1)6x 
1+ 2) 
S, (A(, r) Jo(pa)da (P, M) 
10 
Ta 
Ia2 
8Z2 
T(r) (P, m) 
k1+ e-cr'6-(e-a'6x - 2) J, (p a) da. (6.4 9) (A(r) Ta 
17 a2 62 OF 
1121 
Using equation (6.49), the dyadic elements given in (6-47) can be, rewritten as 
v(r) 
pp 
(l_2 
2 
)S(r)(P, 
tn)+ 21r 6 p 
T(r) (P, m) 2)1 
ÜT) dy dx 
p p 
vo 
p qr) 
(r) pq {ST, (p, m) - 2T(r) (P, ir ,x 
Ok 
7ý 
X ( 7x ß, 
dx (s dy. (6.50) 
,, v Now, only a two-dimensional numerical integration is needed to evaluate this correction 
dyadic matrix, with a simple interpolation of the Surrey functions. 
The remaining three correction dyadic matrices can be treated in the same way, where 
generally 
v(E) IL VY 
17 
-) 
-0 lklm V'(=) X V, 
('= 1xx0 
000 
where 
V(a) (a) is,, (p, M) + pp 
p2 
(x) 
1-T, 
7(= 
y dy dx 
p2p 
(ýy 
jxk+6 +6y 
v 
vk-6x 6y 
27 
lpq ly yl-, pqS, (ý7'-ý) (p, m) -2T, 
(7,4' (p, m) 
62 
fik(I-) 01 
(1) 
dx dy, (6.52) ;; 5 6x 6y 
where 'E E jr, T} and 77 E Jr, P} - New Surrey functions will be defined for each media 
type. 
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6.2.3 Half-space media 
For the half-space, there is no lower interface, hence there is onl one simple image te rmi 
0, -* (T) = no double image terms and only one correction term with V. Vr 0 and 
V(T) 0 From equations (6.38) and (6.42) the correlational dyad is 
G-O S [G(o)(rlr'- z'i) +V, (r)(rjr'- z'i)] 
and from equation (6.39) 
-* Cr) (r 1 r') = Gl «» (r 1 r'). 
(6.53) 
(6.54), 
The correction matrix elements are formed by using equation (6.50) with the Surrey 
functions defined by equation (6.49) with A(r) =r 
6.2.4 Layered half-space matrikelements 
For the layered half-space media type, where again there is no lower surface. Hence 
there is only one simple image term and no double image terms. The image term is 
treated slightly differently than the half-space media type, because of the presence of the 
medium between the host region, the source region. and the probe region. Letting the 
al -+ 02 in (2.82), we see 
thatr(lyr) -+ 
r (half), 2a2l. 
1 -1 
To compute the image term in this 
case, we make another idealization is made by assuming that the layer and the source 
region have the same physical properties, hence a, : -- C12. From equations (6.38), (6.42) 
and (6.39) the correlational and convolutional dyads are then 
G(r)(rlr') S[G(')(rlr'-Iz'+21}i)] + V(r)(rlr'- lz'+ 21}z^) 
G (T) (rlr') G(o)(rlr'). (6.55) 
The image term, for this situation, is the image assuming that the layer on top of the 
half-space has the same material properties as the host region. Indeed, when studying 
a subsurface flaw, the layer on top is exactly the same material as the host. The image 
terms are computed as before, except the image terms are all offset by a factor of 21, twice' 
the layer thickness, in the z direction. This offset is caused by the extra travel needed 
for the waves to be propagated through the layer, be reflected, and then propagate back 
to the host region. 
The correction term not only corrects for the imperfect reflection, but also corrects for 
variations in material properties, if necessary. The larger the difference in the material 
properties of the two regions, the larger this correction will be. Using the term A(r) 
2Ct2l 
'r 
C rV11r) two new Surrey functions S(r) and T(r) are defined by following the same II Ir 
procedure outlined in Section 6.2.3 the final definitions are 
Sir)(p, m) = 
fo(A(r) 
_ 1)PC, 
2e-a(m-1)6x-2a2l + COS'(e-"6x - 2) 
7 a28Z2 Jo(pa)da 
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a6. 1+e (e 
T(r)(, Olm) = 
foo(A(r) 
_ 1)Ce-a(m-1)6s-2a2l 
0 
2) Ji(, oa)da (6.56) CC262 
Then using equation (6.50) with S, (r) and T(r) defined in equation (6.56), the correction 
matrix elements Vr Jklm can be determined. Ir 
6.2.5 Slab matrix elements 
We now wish to compute the matrix elements for a slab or plate of finite thickness. Unlike 
the half-space and layered half-space examples already encountered, we'now have both 
z+z'and z-z'dependence. Using the slab reflection coefficients in equation (2.90) in the 
scalar Green's function defined in equation (2.38) and rearranging terms., the coefficients 
in the definition of fl(zlz') of equation (5.25) are found to be 
A(r) (r 
(a 
_a 
2) 
A# 
(Cil + Cj)2 - 
(Cil 
- Ci)2e-2als 
AM A(O) 
(al - a) 2e-2cils 0 (Ce, + Ce)2 - (Ce, - Ce)2e-2(xls 
(6.57) 
Therefore, from equations (6.38), (6.42) and (6.39) the correlational and convolutional 
dyads are then 
S G(0)(rie - z'i)1 +S[ G-(0)(rlr'- 21z'+ s}Z^)] 
1* 
V -(r) -(r)(rlr'- 2{z'+ s}i) (r 1 r' - z'i) + V, 
G' GZ 4«»(rir')+ -"(')(rlr'+2s^) 
-* (') (rir' - 2.9 ^) 
V Cr)(rir' + W) + GZ VIr 
, (T) 2sz^). (6.58) 
Using the coefficients found in equation (6.57), four slab Surrey functions are defined as 
S(r) (p, m) 
oo k2+ 
C"(('+')6 (A(r) - 1)pa 
2 [e s-2a) 
1 
0 2ce, 
1+ 2) 
Jo(pa)dce 
a2bX2 
T(r) (P,, rn) oo 
k2 
_(A(r) - 1)a + e"({m+1}6, -2s) 'r 
I- J 
2a, o 
1+ e-a'6" 2) Ji(pa)da 2b2 
a 
v S, r (p, M) 
oo k2 (A (T) - 1)pa 2 e-crl(m-1)6. + e"(M+1}6- II- 
J 
o 2a, 
1+ 2) 
Jo(pct)da 2 62 
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T(T) (p, M) 
k (A (T) _ j)Cj 
[C-cli(M-I)Sx 
0+ 2a, 'I- 
+, e-cf16z(e-'l6s - 2) 
262 Ji (pa) da. (6.59)' - 
al z 
Using equation (6-50) with the Surrey functions defined in equation (6.59), the cor- 
rection. matrix elements Vrr I k1m and V can be determined. 
Jklm 
6.2.6 Layered slab matrix elements 
Since the layered slab media type has a layer between the'p robe' region 0 and the host' 
region 2, allowances similar to those made for the layered half-space must be made. 
Therefore, from equations (6.38), (6.42) and (6.39) the correlational and convolutional' 
dyads are 
G(o)(rlr'-Iz'-21}i)] +SjGT0)(rjr'-2jz'+I+s}z^)j + S[" 
(rlr' -2 {zI +I+ V, jz' - 21}z^) + Vr 
-*(0)(rlr'+ 2{1 + s}Z GT0)(rjr') +G 
G1 (0) 2{1 + s}i) I(T) (rlr' + 2si) + 
V(^f)(rlV - 2sZ^). (6.60) 
The reflection coefficients for the layered slab model were determined in Section 2.7.3. 
Multiplying the reflection coefficients from equation (2.94) by the exponential functions 
in equation (2.38) and then recombining terms, an expression of the form of equa- 
tion (5.25) is found, after adjusting for the layer, to be 
A 
I'ß 
A (r) 
(r. + rb)e 2a2l 
T r. + T, T r, T rh 
, (r) 
ri + r, 
A(P) 
T 
A (0) = 0 
r. + rf + r., + rh 
(r,, + rd)e (Y2 1 
T, -+ rf T r, T rh 
r. + r, 
r, + r, + r, + r, ) 
(6-61) 
where r, for a=a, b7. .. 1, are defined in equation (2.94). Using the coefficients found 
in equation (6.61), eight slab Surrey functions are defined as 
2 
r, S (p , rn) 
oo k (A(r) _ 1)PC, 2e-2CI21 [e-Ct2(M-1)6& +e Ct2({M+ll$s-2s) 1'7 
fo 
2Ct2 
+ e-a26s(C-a26, -2) 
Jo(pa)da 282 a2 z 
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co k' P-21221 -Ct2(M-1)83 + CK2({m+116x-29) - T. (r)(P, m) =1 ý-(A(lý)-1)a c 17 02 0 al 
2) 
Ji(pa)da 2 bz2 a2 
1 
ü<>o 
k2 
(T) 
_ j)pa"C-2(X21 
le-012(M-1)6A9 + ear2{m+'1631 - S'(T)(p, m) 
i (A 
17 0 
ýa2 
Jo(pa)da 
a2 62 2x1 
T(T) (, 0, rn) 
k2 (T) -2C(21 -C12(M-1)83 + eCt2(IM+1163 (A 1)cie [e 
2a2 
+ 
Ji(pa)da, (6.62) 262 
a 2 
where 77 E 
17, #}. 
Using equation (6.50) with the Surrey functions defined in equation (6.62), the cor- 
rection matrix elements 
Vrjklm, -irjklm V-*r 0' 1 k1m can be determined. ,r 
Vr 
filklm and Vp 
6.2.7 Multi-layered slab matrix elements 
Since the multi-layered slab media type has a layer between the probe region 0 and the 
host region 2, as well as a layer below the host region, allowances similar to those made 
for the layered half-space and layered slab must be made. Therefore, from equations 
(6.38), (6.42) and (6.39) the correlational and convolutional dyads are 
J G(r)(rlr') = SIG(o)(rlr'-Iz'-211z)]+S[G(o)(rlr'-2{z'+I+s+o}i)]+ 
-V (r) -(r)(rlr'- 2{z'+ I+s+ o}z^) , 
(rlr'- {z'- 21}i) + VT 
G-. (*r)(rlr') = G-4(o)(rlr') + G-*(O)(rlr'+ 2{1 + s}z^) 
(0)(rlr'- 2{s + o}z^ z d) V-4 (rlr) (r I r' + 2s^) + 
V' (T) , 
(rlr'- 2si). (6.63) 
The reflection coefficients for the multi-layered slab model were determined in Sec- 
tion 2.7.4. Multiplying the reflection coefficients from equation (2.102) by the exponential 
functions in equation (2.38) and then recombining terms, an expression of the form of 
equation (5.25) is found, after adjusting for the top and bottom layers, to be 
A(r) 
(r. + r, + r,, + r,, )e2O'2l 
r. + ]Ph T ri + Jpj T r, + r, 
A 
(r. + r, ), -2c, 2o 
r. T rh T ri + iri T r, T r, 
A(, ') 
(rM + r, )eC'21 
+ rh + ri T ri + rk + IPI 
106 CHAPTER 6.3D MATRIX ELEMENTS ANALYSIS 
+ rp)e-20(20 A(O) 
(r. 
(6-64) 
16 rg + rh + ri + ri + rk + r1l 
where r, for a=a, b .... p, are defined in equation 
(2.102). 
Using the coefficients found in equation (6.64), eight slab Surrey functions are defined 
as 
S(r) (p, m) = q 
foo V (A, (, r) _ 1)pC, 262a2fCq C-C12(M-I)SI, + e0t2((M+1j6jr-2s) 
II- 
a 0 at 92 
+ e-Ct2Sjr(e-Ct26x - 2) 
262 a 
Jo(pa)da 
I 
2z 
(p, m) T, ( 
oo 1 k2 1)ae2CI2#Crl [e (A(r) 17 -12(M-1)6,, + e2({M+1)6z-2s) 
0 2a2 
+ e-12 
6s (e-012 6s 
-2) 
a2 6 2 
JI(pa)da 
Z 2 
S, (, ') (p, M) 
oo k2 1)PC, 2 2cf2Kq 
T (A, (7r) 
le Of2(M-1)6, + eOI2{M+1)68 
n 0 2 a 
1+ C-0269(e-026x -2) Jo(pa)da 262 a2 
T(*r) (p, m) 17 
00 J k2 (A(r) _ 1)ae2Ct2KI? '2(M-1)6, + ea2({M+1)6x 17 
o 2Ci2 
+ e-CV26jr(e-026s - 2) 
a2p 
JI(pa)da, 
1 
(6.65) 
2z 
where qE1, r, p), x, -1 and Kbeta = o. 
Using equation (6.50) with the Surrey functions defined in equation (6-65), the cor- v vr T rection matrix elements Vr Jklms 
'rrlklm 
Olkl,,, and V, 011kim can be determined. 
V 
6.3 Matrix elements for cylindrical media types 
For a point source outside a conducting circular cylinder of radius p, and conductivity 
o,,, the scalar Green's function which describes the potential is given by[2o, 13] 
00 in(O- G(rlr') Ep 7r n=-oo 
00 b(n) (1) (ctp, )] Hn 
foo 
0 
[MCV) 
- d(n) I, n( 
1) (aP)-e - dal (6-66'- Cil 
where HP) are Bessel functions of the third kind (Hankel functions), orl = ý, rp --C, 2 n k2= -iwILOal and 
b(n)=J, ', (kpl)+iJ,, (kpi), d(n)=H, (, I)'(kpl)+iHn(l)(kpl). (6-67) 
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In order to describe the field inside the cylinder the Helmholtz operator must be applied 
to this scalar function to derive the dyadic Green's function. 
Evaluation of equation (6.66) would be computationally intensive. It involves the 
infinite sum of an infinite integral. Therefore, some simplifying assumptions need to be 
made. As pi --+ oo in equation (6.66), b(n)/d(n) --+ 0, jo(ap') --+ 1 and Jn(ap') --+ 0 for 
n ý4- 0. Equation (6.66) is then seen to converge to the free-space scalar Green's function, 
since 
G(rlr') = 
-ikjr-r1j 
= 
J"O 
all(l)(ap) da. (6.68) 0 Ir - r1l 00 Ctl 
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Chapter 7 
The. 3D Forward Problem 
Knowledge may give weight, but accomplishments give lustre, and many 
more people see than weigh. 
Philip Dolmer Stanhope 
Earl of Chesterfield 1694 - 1773 
A fully three-dimensional flaw model was developed using the theory from Chapters 
5 and 6. This flaw model approximates solutions to the 3D forward problem: predicting 
signals from a known flaw, probe and inspection parameters. The implementation of 
this model is discussed in this chapter, along with various validation exercises that have 
been carried out in an attempt to help validate the theory and code. There is a short 
applications section at the end of the chapter discussing further applications of the code. 
Since the volume integral method is inherently inflexible when it comes to variations 
in the workpiece geometry, these variations must be accounted for in the Green's func- 
tions used. Therefore, a specific collection of the more common NDE geometries, referred 
to as media types are specifically supported. They include a collection of media types 
with planar boundaries and another collection with cylindrical boundaries. The specific 
parameters and assumptions for these media types were discussed in Chapters 2 and 3. 
7.1 Physical model 
The general 3D forward problem must take into account variations in the x or y di- 
rections as well as the z direction, which has already been examined. The new model 
must take into account this kind of variability. An approach to solving the 3D forward 
problem is to divide up the region containing the flaw into smaller sub-regions and then 
describe the eddy current interaction between each of these parts. There are three ba- 
sic approximation techniques: finite elements, boundary elements and volume elements. 
109 
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The finite element and the volume element approaches both divide the volume of the 
problem into elements. The finite element technique has the disadvantage of having 
to take into account volumes out to infinity, although variable element sizes are im- 
plemented easily with this method. Another disadvantage of finite elements is that the 
meshes are complicated and the number of unknowns is quite large. The volume element 
and the boundary element schemes both have the advantage of using a Green's function 
approach, that is the Green's function contains the boundary conditions that describe 
the basic geometry of the conducting volume. 
The 3D forward model that has been developed is based on the volume integral 
approach. Only the Raw re&n is subdivided. For planar media physical models the 
defect volume is built up from a stack of cells of dimension n.,, x ny x n, each with a 
conductivity Of 011m. This flaw physical model is shown in Figure 5.1'. Forcylindrical. 
media types, the flaw volume is built up from a stack of cellsof dimensions n-, x no x n,,. 
7.2 Mathematical'Model 
It is assumed that the scattered field due to the defect resembles the field caused by a 
distribution of electric dipole densities Pkimi which are constant in each cell volume Vkl,,,. 
The coil generates an incident field P(') in the conductor"at each defect volume P(') k1m k1m v 
again assumed constant on each cell volume Vkl,,,. The incident field term for each of the. " 
probe models was discussed in Chapter 5. Cell interactions are determined by a matrix'ý 
of elements G, discussed for each of the media physical models in- Chapter 6, derived 
using the moment method with dyadic Green's functions. The resulting equation can be 
written as 
GP = P('); Az = cp - PO - (7.1) 
where c is a constant. The second relationship uses the reciprocity th6orem$ which relates 
the field and dipoles in the conductor to the field and currents in the coil, W describ'e I 
the change in impedance in the air-cored probe model, due to the'presence of the def6ýt 
Equation (7.1) can be rewritten in what may be a 'more familiar notation as 
I 
Ax = y; AZ = cxý (7.2) 
This linear system of equations represents the mathematiýal model of the 3D physi cal, 
model for all of the media physical models and the air-cored probe. 
7.3 Numerical Model 
Figure 7.1 gives a conceptual representation of the numerical model and also acts as a flow- 
''I chart for the computer program developed. Figure 7.1 shows the , 
four, major components 
necessary to solve the 3D forward model. The interaction between the individual cells 
7.3. NUMERICAL MODEL 
I 
Parameter Inputs 
--------------- -------- Free-space Matrix 
I 
Reflection Matrix 
Element Computationj Elements Computation 
[Inci-dent 
Field Computa iojn 
f 
i Numetical Conjugate Gradient Algorith 
Model 
L ------------------------ ------------------------- 
AZ 
Figure 7.1: 3D Forward Model 
ill 
or elements is described by the free-space matrix elements and the reflection matrix 
elements. For the free-space elements the interaction is strictly between the elements 
themselves, for the reflection terms the elements interact by a reflection off the surface of 
boundaries of the host region. Combined, these matrices describe how the incident field 
is scattered by the defect. For a solution with small discretization errors, the smallest 
cell dimension should be no greater than a third of a skin depth. 
7.3.1 Special structure of the matrix elements 
Once the linear system has been determined it is solved using a conjugate gradient 
algorithm[57,71. To solve equation (7.2), the algorithm calls for repeated evaluation of 
matrix-vector products of the form Ax and A*s, where A* is the conjugate transpose 
of A. These products can be carried out taking advantage of the Toeplitz structure of 
A. A Toeplitz matrix is a matrix where the coefficients are constant down each of the 
diagonals of the matrix. A4x4 Toeplitz system can be written as 
Yi ao a, a2 a3 XI 
Y2 a-, ao a, a2 X2 (7.3) 
Y3 a-2 a-, ao a, X3 
Y4 a-3 a-2 a-, ao X4 
There are only 7 distinct values in the matrix a-3, .... a3. More generally, for an nxn Toeplitz matrix there are only 2n -1 distinct values in the matrix. By taking advantage 
of this structure a dramatic reduction in storage requirements can be achieved. 
A Hankel matrix is similar to a Toeplitz matrix except coefficients are constant on 
diagonals from the top, right corner to the bottom, left corner of the matrix. So a4X4 
112 CHAPTER 7. THE 3D FORWARD PROBLEM 
Hankel matrix could appear as -ýt, 
Yi a-3 a-2 a-, ao XI 
Y2 a-2 a-, ao a,, X2 (7 4) 
Y3 a-, ao a, a2 X3 . 
L Y4 L ao a, a2 a3 1-4 
Carrying out the matrix-vector operation in equation (7.3) Is a convolution, while the 
matrix-vector operation in equation (7.4) is a correlation. - The convolution theorem 
states that for functions f (t) and g(t) 
(7.5 
where, ý* match Fourier transform pairs. Forming sequences f= {O, a-3, a-20-1, .... a3}, 
ft = j0, a3*, a2*, a*j,... 'a*3} and x= 
jXI, X2, X3, X4A0A0}, the convolution and corre-ý 
lation can be carried out in Fourier space by 
jx- andT* respectively, where - represents 
the discrete Fourier transform. These operations, can be done very efficiently with fast 
Fourier transforms (FFT). The example shown here is one dimensional,. but extends, 
quite easily to the three spacial dimensions in the forward problem at hand requiring 
three-dimensional FFT's. 
There are several implications of this approach. The matrix A is never assembled, 
_ the solution vector x internally is 8 times larger due to the padding in each variable'and 
the number of unknowns in each spacial dimension must be powers of two so that FFTIS 
can be used, however; the number of cells in the x and y direction in this -fdrmulatiori'is 
odd, so n., and ny must be of form 2' -1 for some i. 
7.3.2 Conjugate gradients 
The conjugant gradient algorithm has been implemented using the operators as described 
above. Due to the iterative nature of this algorithm, at each pass a solution and a rou"gh'. " 
estimate of the error is available. This allows for quick and dirty solutions, as well as',, ` 
allowing more iterations for very precise answers. The number of iterations and the' 
maximum allowable error can be individually set. 
7.3.3 Cubic spline interpolation 
For planar media 
' 
types and for fixed depth z,,,, the incident field PW (p, zm) is axially 
symmetric. The incident field must be computed on a raster grid, resolved into its x and 
y components. To avoid evaluating a Fourier integral for each pair (xk y we sar'nple'' 
the field at several points and then fit these points with a cubic spline. Then the field is 
simply interpolated to find P(i)(Pkl, zm). The Surrey functions, discussed in Chap't'er'6 
are handled the same way. 
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To test whether the physical model and/or the computer code can reliably be'used to 
predict eddy current probe signals extensive validation exercises have been carried out. 
The predictions of the computer model have been compared to analytic results and with 
international benchmark results and the comparisons appear in the following sections. 
7.4.1 Disc in a constant field 
(a) 
(c) 
(b) 
(d) 
0.20t 177 
-5 -5 -2 25a )G-02; min a 0.00 along slot (mm) 
Figure 7.2: Predicted response of an infinitely thin disc to a constant field 
In a constant unidirectional field, a crack of negligible opening acts as a surface barrier 
to the flow of eddy-current producing a discontinuity in the field that can be represented 
in terms of a surface distribution of current dipoles[12], P(r) = e,, P(r) where e" = e.,, is 
the unit vector normal to the crack. The dipole distribution acts as the effective source 
of the scattered field which we express in integral form writing the total field as 
E(r) = E(')(r) + iwuo GO(rlr') - P(r') dS' (7.6) 
Lack ý 
I snax a 1.042 1 86e+OO; min w 0.000 I met a 6.710500e-02; snin a 0.000307707.7.707701 
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Where do(rjr') is the free-space dyadic Green's function for a source in the conductor' 
and E(')(r) is the electric field in the absence of the flaw. 
If an infinitely thin disc of radius a defines the crack and the incident field is ýa 
constant, value E' = ikHo, normal to the disc, then a series solution for P(r) to 7.6 can,; ' 
be developed[9]. The solution is radially symmetric and the first term of which is 
4ialkHol 
p(p) cr 
ýa2 
- jp92 - e--, 
where c is the thickness of the disc. For cracks where a<6,6 being the skin depth, this 
term dominates the series and is a good approximation to the field response. 
Although we cannot model 2-dimensional objects with the 3-D model, we can look 
at narrow cracks of openings c, that approach the 2-dimensional idealization, if c<a. 
This problem is attractive because the solution does not depend on the reflection matrix 
elements or the coil incident field. Therefore, it isolates 2 of the major computations in 
the code and provides us with an approximation to the dipole distribution P(r) instead 
of simply the change in impedance. 
The model was run with the following parameters: 6= lm, a= 10 min, c mm 
0, = 104 SM-1 
250 f and Ei = L-'e,,. According to the theory, the dipole distribution 4a 
resulting from these values is a hemispheroid of height unity and a base the size of 
the disc. Figure 7.2(a) shows the calculated x-component of the dipole distribution. 
Figures7.2(b) and (c) show the y and z components of the dipole distribution. In the 
limit of zero crack opening Py and P.. are zero. The fact that the computed distributions 
are non-zero is due to the finite crack opening, but they are only 7% of the x-component 
values. The complimentary nature of these components would also be expected. Since 
the analytic result is a truncated series expansion, the exact error is unknown; however, 
the model's prediction is within 4% at the centre of the disc. Figure 7.2(d) shows the' 
model prediction compared to the analytical approximation at the centre of the disc. It 
clearly indicates the piece-wise nature of the solution. 
7.4.2 Half disc embedded in half-space in constant field 
If we now consider the case where there is an infi , 
nitely thin half-disc of radius a embedded 
at the surface of half-space conductor with the same incident field as before. The dipole 
density at the flaw is again given by equation (7.6). The calculation must contain, the.; 
effect of the reflection at the surface. This can be done by adding the reflection half-space', ', 
dyadic Green's function d R(r, r') as 
'R 
E(r) = E(')(r) + iwyo 
Lack [&(r, r') +G (r, r')] - P(r') dS' 
At low frequencies the reflection term should be simply the term that is added if 
the boundary was removed and the half-disc reflected into a whole disc. Therefore, the 
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(a) 
F-37 1-0623990+00. min 4 00ý000(. -06 
(c) 
max w 6.723200e--02; atim n 0.000 
EE-7+707701 
(b) 
1 tuaz a min - 0.000 
(d) 
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Figure 7.3: Predicted response of an infinitely thin half disc to a constant field 
solution to equation (7.6), in the conductor, should be the same as the entire disc for 
z<0 and zero for z>0. 
Using the same parameters as before, the solution should be half a hemispheroid of 
unit height with the half-disc base. The x-component of the computed dipole distribution 
is shown in Figure 7.3(a), which in the low frequency limit should be the same as the 
previous solution for z <- 0. The y and z components are shown in (b) and (c) of the 
same Figure. Again, these components are zero in the analytic expression, but due to the 
finite opening they should be the same, but defined over half the range. Figure 7.3(b) 
shows the input incident field. Notice how the constant field has been modified at the 
boundary by the flaw volume fraction of the boundary elements. It is also important 
to notice that the free-space matrix elements are exactly the same as before. Since the 
conjugant gradient solution and the free-space matrix element computation have been 
confirmed for the whole disc problem, the half-disc problem isolates the reflection matrix 
element terms. Therefore, providing strong evidence that at low frequencies the reflection 
terms have been computed correctly and have been included in the 3D-model correctly. 
-2 2 
along slot (mm) 
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Figure 7.3(d) shows the comparison of the x-component at the top of the half-disc, again 
indicating the piece-wise constant nature of the approximation. 
7.4.3 Layered half-space 
1.8 
0 3D Model for . 7mm laye-I 
...... ID Model for . 7mm layeýj 
1.2- 
0.9- 
0 
0 0'' 
0 0.6- 
4-4 
0-3 r 
O. OL- 
10 
. 0" 
18 26 34 42 
Frequency (kHz) 
50 
Figure 7.4: Impedance response of the 1D model compared to 3D model for a layered 
half-space 
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Figure 7.5: Phase response of the 1D model compared to 3D model for a layered ll'alf2 
space 
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Another analytic result is available, the layered media forward model. In order to 
use the results of the layer model to compare with the 3D model the defect volume must 
be extended at least one skin depth beyond the edge of the coil to avoid edge effects. A 
layer of IGA was simulated by two 15 x 15 layers of cells each of dimension 0.7 x 0.7 x 0.35 
mrn with a constant conductivity 0.65 x 106 S/m. A coil of outside radius 1.8 mm and 
inside radius 0.8 mm was placed in the centre of this flaw and the response computed at 
three frequencies. Figures 7.4 and 7.5 show the absolute impedance and phase response 
of the coil to this layer of 0.7 mm deep IGA. The layer model was run for the same coil 
parameters and with a layer of 0.7 mm depth and the same conductivity as above. As 
can be seen in the figures, there is very good agreement between predictions for the 3D 
model and the layer model. 
7.4.4 The infinite strip 
Suppose we have an infinite strip in the complex z-plane (z =x+ iy) with a width 2a, 
centred at the origin. If we determine the electric field E(r), the current distribution 
follows from J(r) = aE(r) when a is constant, i. e. the material is isentropic. All that it 
is necessary to know about E can be derived from a complex potential T(z) whose real 
and imaginary parts are u(z) and v(z), so 
T(Z) = U(Z) + iv(z). - 
(7.9) 
The function u(z) is the ordinary electric potential which satisfies 
E(r) = -Vu 
au 
ý 
au ý 
xu xy -7x 
+ -FY 
and a line defined by u(z) = c, for a constant c, is an equipotential line. The lines defined 
by v(z) =c are the field lines, they cut the equipotentials at right angles[48]. 
We are interested only in the case of E being uniform as IzI -+ oo. Then the'complex 
potential is 
ID(z) = Eo [z cos 0- iý/z2 --a 2sin 01 
and 
u(z) = Eo [x cos 0+ Im(N/z-I- J-2sin01. 
Consider points where z=x+ ic, where c is a positive and real such that f<a and 
IxI < a. Then 
2 a2 = (X2 _ C2 -a2+ 2icx)2' 
2_ 2)1 
icx 
;: 2 (X a2 
11 
-ý ý_x i] 
221[ Ex 
=' (a x)2 a2 - X2 
il 
. (7.13) 
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The change in the tangential field across the strip is 
Ox 5-x TX 
U (Ilu 
+- 
(Ilu 
2xEO 
-AEt, (7.14) 7a2 
- X2, 
since 0= r/2. The surface dipole density distribution across the infinite strip is then 
aoEo AEt dx 
aoEo ý2 2 dx 
-, Fa 
= -2aoEovfa-2 
--x 2. 
The volumetric dipole density distribution is 
2o-oEo - 
_p2. ýV (7.16)' C c 
Va2 P(r =-ý 
where Ac is the crack opening. 
This result is similar to the disc and half-disc problem used for validating the free- 
space and half-space matrix element computation. The major difference is that here, the 
barrier is infinite in one of its dimensions. This result can still be used to validate the 
matrix element computations for the slab., 
We will study a non-conducting strip, infinite in length, with a half-width of 10 MM' 
and a thickness of 1 mm embedded in a conductor with conductivity a= 10000 SIM. 
Equation (7.16) describes the dipole density distribution that will be set up across this' 
non-conducting region when a constant field of strength E0 and frequency of 25.3333 Hz 
is injected normal to the strip. The skin depth in this case is 1m and the strip is - 10 
times wider than thick, so the assumptions that a<6 and Ac <a are satisfied. The'. -` 
shape of the dipole density distribution will be that of half of an ellipsoid with a base 'of 
radius a and height of 20a0E0. If the injected field strength is chosen to be ao/20, 'the-,. 
height of the semi-ellipse should be unity. 
The 3D model can not be used to study infinite objects; however, the infinite strip,, 
can be approximated by studying a long strip. If the strip is long enough (long enough 
for most of the eddy currents to flow around the strip and not go over and under th I e, 
ends) the results in the centre will be valid. Figure 7.6 (a) show the free-space di 'ol'' " p e, 
density distribution for a strip that is half a metre long. The strip was divided into-' 
element of I mm across the opening, 15 elements of 1.3333 mm each along the width - 
of the strip and 16 elements of length 31-25 mm each along its length. Only the last, I 
three rows of elements at each end of the strip show any deviation from the semi-ellipse' 
shape, which peaks as expected at unity. The dipole distribution from an infinite non- 
conducting strip embedded in a half-space conductor is shown in Figure 7.6 (b). Due, 
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(a) 
(c) 
(b) 
(d) 
Figure 7.6: Infinite strip and square of half-width 10 mm 
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to the low frequency limiting behaviour, the reflection matrix elements act as perfect 
reflectors and the dipoles at the surface of the strip should show the same behaviour as 
the centre line of the infinite strip. 
Figure 7.6 (c) shows predicted dipole distribution for a square of half-length 10 mm, 
normal to a constant field, while Figure 7.6 (d) shows the dipole distribution for half of 
the square embedded in a half-space conductor. Again the distribution at the surface is 
the same as along the centre line of the distribution from the non-conducting square in 
free-space. Notice how the dipole distribution has dropped below unity due to the fact 
that eddy currents now flow around sides of the square in free-space and underneath the 
half square in half-space. 
One way of preventing the currents from flowing underneath the half square is by 
adding another surface at its bottom, This can be done by embedding half the square 
into a slab that is 10 mrn thick. Just like the top surface, the bottom surface will 
act as a perfect reflector, because of the low frequency. Unlike the half-space case the 
reflections will interact, providing multiple reflections. The net result should be that 
I Max m 1.0436614+00-. zain a0.0000000+001 . -. d Imax n 1.043590e+00; mia = 3.945910e-Oll 
I max a 7.46671 Oe-O 1; min n 0.000 I max a 7.4a6550e-01; min - 2.041 
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EE 1.021332e+00; min = 4.578520e-01 I 
Figure 7.7: Embedded rectangle in a slab, 
the dipole density distribution of half of a non-conducting square embedded through a 
slab should have the same cross-section as the infinite strip in free-space. Figure 7.7 
shows the predicted dipole distribution for this case and we see that the'profile is again 
a semi-ellipse of height unity. By comparing Figures 7.7 and 7.6 (d) it is clear that 
the additional surface of the slab has increased the dipole density to unity at the lower 
surface, but the multiple reflections have contributed in just the right way to increase 
the dipole distribution at the top surface to unity. 
This result provides a strong validation test for the matrix elements for slabs and 
hence all media types involving multiple reflections in the source region. Althoughý the" 
correction terms involving the Surrey functions have not been validated by this exercise 
due to the low frequency, they are only second order terms. Their validation will ha've' 
to be made in conjunction with comparisons to experimental results. 
7.4.5 Air-cored coil over a machined slot 
The Applied Computational Electromagnetic Society (ACES) and a seri es of T6sting' 
Electrical Analysis Methods (TEAM) Workshops have tried to address the problerr, of, 
lack of benchmark tests for electromagnetic codes. In a joint effort, both have adopied'' 
an experiment conducted by S. K. Burke of an air-cored rectangular cross- sectioned coil 
above a block of aluminium with a rectangular machined slot [15,11,12,38,3 1]. The'si I zeý 
of the slot and coil used is larger than those typically found in NDE, but this enabled' 
the dimensions to be determined accurately. Measurements of impedance were made' 
at regular intervals with the axis of the probe in the plane of the crack and the lifft_ýOff 
7.4. VALIDATION EXERCISES 121 
constant. At the frequency used in making the measurements, 900 Hz, the skin depth 
was 3.03 mm and therefore of the same order of magnitude as the slot depth. ' The 
parameters of the experiment were as follow: 
13.2- 0 Burke data 0 900 liz 
...... IK7x4 flaw grid 
3x7x4 flaw grid 
Ix 15 x8 flaw grid 
-3 x 15 x8 flaw grid 11.0 / 
Ide 
1x 15 x 16 flaw grid 
3z 15 x 16 flaw grid . Ns 
4.4- 
2.2 
O. OL 
0 5 to 15 20 25 
Position along slot (mm) 
Figure 7.8: Comparison of experimental results and predicted responses for various res- 
olution of defect volumes 
Coil parameters 
o Inner radius = 6.15 ± 0.05 mm. 
o Outer radius = 12.4 ± 0.05 mm. 
Height = 6.15 0.1 mm. 
* Number of turns = 3790 
s Lift-off 0.88 mm. 
o Frequency = 900 Hz. 
Specimen parameters 
o C. onductivity = 3.06: h 0.02 x 107S/, M 
9 Thickness = 12.22 ± 0.02 mm. 
Flaw parameters 
o Length = 12.60 ± 0.02 mm. 
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Depth = 5.00 0.05 mrn. 
Width 0.28 ± 0.01 mrn. 
Burke's data is presented in Figure 7.8 as o symbols. The predictions from the 3D 
model for various meshes of the flaw region are presented. The coarsest grid is 1x7x4; 
each finer grid gives a better response. The 1x 15 x8 and 3x 15 x8 grids which have 
similar traces. The best signal, which duplicates most of Burke's result is the finest grid 
3x 15 x 16. This is a very encouraging result. 
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Figure 7.9: Comparison of experimental results and predicted responses for various res- 
olutions of defect volumes 
The phase response is presented in Figure 7.9. The phase predictions for each of the 
grid resolutions are also presented, again showing very good agreement, especially with 
the finer grids. It is important to note that the coarse grid which has only 84 unknowns', 
is very quickly solved, while the finest grid has 2160 unknowns and therefore requires 
much more effort to solve. 
7.4.6 Differential coil over a machined slot 
Another benchmark test from TEAM Workshops involves a differential probe[63,61, 
27,29,30,41. This probe has a driving coil surrounding two identical pick-up coils-. I The 
coil is shown in Figure 7.10. The physical model does not need to be changed for this' 
problem since the pick-up coils are not driven and the dipole distribution is determined 
as before. The potential is determined in each of the pick-up coils by taking the inner 
product of the dipole distribution with the incident field created by each pick-up coil, 
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Figure 7.10: Differential probe 
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Figure 7.11: Comparison of measured and predicted magnitude of differential voltage 
responses 
from a virtual current in the coils. This field is generating using reciprocity theorem and 
is explained in more detail in Chapter 6. 
A 0.5mm x 40mm x 10 mm. slot was machined into a 285mm x 330mm X 30 mm slab of 
austenitic steel with a conductivity of 1.4 x 106 S/m. Figure 7.11 shows the normalized 
absolute voltage measured by V6rit6[631 for the scan parallel to the slot and for the scan 
perpendicular to the slot. The line joining the centres; of the pick-up coils is always in 
the direction of the scan. The data is determined to within a scalar multiple and a fixed 
rotation, so the model predictions for two different mesh sizes and the data shown in 
Figure 7.11 have been normalized to unity. The model shows good agreement. 
Figure 7.12 shows the phase response for parallel and perpendicular scans. Again 
there is general agreement, both experimental traces show large edge effects as the probe 
nears the edges of the slab and these probe positions were not modelled. The thickness 
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Figure 7.12: Comparison of measured and predicted differential phase response 
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Figure 7.13: Comparison between half-space and slab models , ýi 
of the slab is 30 nun and with the'skin depth at 19 mm for these scans the reflection" 
of the bottom surface does not contribute much to the signal. The effect of this surface' 
can be evaluated by comparing the half-space model to the slab model. 
Figure 7.13 compares the predicted results using the two physi I ca models for the 
media. One pair of curves in the Figure represent the predicted differential voltages when 
a half-space model is used for the normal and parallel scans. A second pair Of curves 
in the Figure represent the predicted differential voltages when a slab model was used. '" 
Both pairs are plotted against the measured results. Since the plate is approxim ately 1.5 
skin depths deep, the presence of the bottom surface is not an important effect, which , is 
shown by the Figure. The parallel scan shows that there is very little difference between 
the models, while the normal scan does give a better data match than the half-sp , ace 
model. 
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7.5 Applications, 
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The validation exercises have shown that the 3D model does indeed'provide hiýh quality 
quantitative responses to NDE problems. The model can now be used for studies that 
would be expensive in time and money to run in the laboratory. Three examples of such 
studies follow. 
7.5.1 Probe resp'onse as a function of crack opening 
The Burke slot and coil were used to study the effect of slot opening on the probe 
response. A7x7 flaw grid was used and after each run another layer in the yz plane 
of the flaw grid was reset to the base conductivity 0'2, thereby narrowing the slot. The 
impedance was measured with the coil centred on the slot and with the coil 9 mm, along 
the slot where the peak impedance response is measured. The probe response is plotted 
against slot opening in Figure 7.14 at the centre of the slot and at scan point with 
maximum signal. 
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Figure 7.14: Probe responses as a function of crack opening 
The results show a linear sort of behaviour, excluding'the case where there is only 
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one element across the slot (the dipole distribution is harder to approximate with onli 
one cell across the slot). The curves predict a non-zero limit with respect to slot opening. 
7.5.2 Probe, response as a function of cross crack bridging, -, 
The effect of cross crack bridging was studied, again using the Burke slot and coil-`For--' 
this example a1x7x4 grid was used with four of the top seven elements set to the 
host material conductivity62. This simulates smearing or bridging that Might occur, 
during surface preparation. Half of the slot is sub-surface, although the bottom of the 
slot is of the same depth. The predicted response of the probe scanning along the"slot" 
is presented in Figure 7.15 plotted against the predicted response with no bridging. 
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Figure 7.15: Probe responses in impedance plane with bridged and unbridged slot 
7.5.3 Probe response to IGA 
Unlike cracks or slots which are modelled with cells with zero conductivity, IGA can be 
modelled with cells of lower conductivity than the host material. Complex shapes like a 
hen-ýspheroid, with circular cross-sections in the xy plane and semi-ellipse cross-sections 
in the xz, can be modelled by using volume fractions for weighting the conductivity in 
each cell for the cells that intersect the boundary. A hemispheroid of base radius 71n 
and height of 1.75 mm was modelled. The predicted raster scan response is shown in 
Figure 7.16. 
Any shape of IGA make up of rectangular cells can be investigated. The IGA profile 
on the left of Figure 7.17 was raster scanned and the predicted response is shown'on 
the right side of the figure. 
7.6 Predicted ACPD signals 
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7.7. CYLINDRICAL MEDIA RESULTS 
Figure 7.16: Probe response to hernispheroid of IGA 
I max = 1.741630e-01: min u 1.4 
Figure 7.17: Complex IGA patch and predicted probe response 
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Figure 7.18 shows the ACPD predicted signal for a 0.28 mm x 12.6 mm x5 mm flaw 
in aluminium[14]. The predicted shape is similar to those reported in the literature[54, 
38,39]. Notice how the step change in the signal occurs only when the probe spans the 
flaw and goes to a constant value from the flaw. Also, when the legs of the probe pass 
over the flaw, there is no signal, which accounts for the null point in the signal. 
Figure 7.19 shows the variation of the ACPD signal V(O) as the length of a slot with 
a width of 0.28 mm and depth of 5 mm is varied. Three different meshes were used 
to generate the data. Figure 7.20 shows the variation of the ACPD signal V(O) as the 
depth of a slot with a width of 0.28 mm and length of 30 mm is varied. In this case only 
two different meshes were employed to cover the range of values used. 
7.7 Cylindrical Media Results 
i max a 7.000000e-01; jnln m 0.00ý. +00 
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Figure 7.18: ACPD signal for Burke flaw at 900 Hz 
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Suppose that there is a flaw of dimensions 0.28 mm, x 12.6 mm x5 mm slot protrud- 
ing outwards from the centre of a 0.8 mm diameter bore-hole in austenitic steel with 
conductivity 1.3 x 10' S/rn and relative permeability of unity. Suppose further that the 
coil #7, described in Table 4.1, is inserted into the bore-hole and centred on the slov 
and assumed to be sufficiently far away from the ends of the bore at all times. The solid 
curve in Figure 7.21 traces out the predicted magnitude of the impedance change Z in 
the coil as the coil is scanned along the bore axis. In the Figure, the slot end would 
occur at 6.3 mm. 
The other two curves in the Figure 7.21 correspond to the same slot and probe in 
two different tubes. The first tube has a5 mm wall thickness, hence the flaw is through 
wall, while the second tube has a6 mm wall thickness and the flaw has only a 83.33% 
through wall extent. The tube media type was used for both predicted curves. 
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Chapter 8 
The Inverse Problem: Applications, 
to IGA 
Not only is there one way of doing things rightly, but there is only one 
way of seeing them, and that is, seeing the whole of them. 
John Ruskin 1819 - 1900 
This chapter presents a novel approach at solving the inverse problem for invert- 
ing multi-frequency impedance measurements to determine layer thickness and material 
properties. The approach uses the layered half-space forward model to compute predicted 
probe responses for a set of layer parameters and then uses the Levenberg-Marquardt 
method to minimize an error function to invert this non-linear equation. Eaton[19] uses 
an alternative approach for inverting non-linear systems, but the Levenberg-Marquardt 
scheme was chosen because of its simplicity. This method requires gradient information 
from the forward model. Norton and Bowlcr[42] approximate the gradient by solving an 
associated adjoint problem, which is computationally equivalent to solving the forward 
problem itself. This is an attractive approach, but due to the simple algebraic expres- 
sions of the model, gradients are performed analytically and then approximated. The 
layers half-space conductor was the only media type used; however, there is no reason 
this model cannot be extended to other layered planar types or to cylindrical media 
types. 
The application is'driven by the desire to measure the depth of intergranular at- 
tack (IGA) in large diameter austenitic piping using eddy current inspection techniques. 
The corrosion is cause by environmental effects on the exterior of the pipe. The corro- 
sion is detectiblc because the attack at the grain boundaries decreases the conductivity 
locally[41,45]. It is this variation, reported by Babcock Power Ltd. to be from 98 to 13 
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percent of the host conductivity [49], that is used for detection. 
Therefore, detection of 
IGA using eddy current techniques is well established. 
In order to form an inverse model, there must be a physical model of IGA. The one 
adopted is just the layered half-space media type described in Section 2.7-1. This model 
assumes that at least locally, on the scale of the probe diameter, that the ýIGA appears 
to be a uniform layer. The inverse model then takes the impedance measurements, from 
possibly several frequencies and predicts the model parameters, 1,0', and tti, where these 
parameters represent the layer depth, conductivity and permeability, respectively. 
This physical model of IGA was adopted and the following section describes inver 
. 
se 
model and its implementation. Later in this chapter several validation exercises are ckr'-'ý'ý. ' 
ried out with experimental and synthetic data to validate the layered half-space inverse 
model, the IGA inverse model. It is shown that model is accurate if assumptions are' 
made on the size and boundaries of the IGA relative to the probe size. Finally, it is 
shown how the layered half-space forward model can be used to optimize coil size and 
scanning parameters for IGA inspection. 
8.1 Layered half-space media inverse problem 
Mathematical model 
Suppose that m measurements of the absolute impedances, JAZI., at frequencies w,, 
a= 1'... 'm are taken. 
Suppose further that these measurements can, have random-:,, 
noise from various sources. The inverse problem, in this situation, is the problem of 
finding the parameters al,, ul and c that will satisfy equation (4.1) at each frequency or, 
in some sense give the best approximation at each frequency. 
Referring again to equation (4.5), the response AZ depends on the desired param. ý 
eters in a non-linear way. Non-linear inversion is not a well understood problem. It is-., 
certainly no longer clear if the problem is one-to-one and therefore whether it is well- 
posed. In order to avoid these issues another approach was implemented. ý, This approach, 
is described in the next section. 
8.1.2 Levenberg-Marquardt least square algorithm 
Due to inadequacies in the physical model and errors in the data it would be unreasonable' 
to expect equation (4.1) to be satisfied exactly at any or all frequencies, measure: 4'. ` iA 
measure of the quality of the fit is needed. One method is to define a merit functior ,I" X2 
which measures the degree of fit to the data, being small if the fit is good, large other " "' '' wise...., 
Then the inverse problem can be recast as a minimization of the merit function ove'r the 
parameter space to find the best fit. 
A good example which illustrates this approach is the task of fitting a straight' line 
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Figure 8.1: Linear model f (x; a, b) =a+ bx, where a=0 and b=1. Each circle is a 
multiple of one standard deviation from the data point. 
to some data. Suppose that the two sets of data {xi, fi} shown in Figure 8.1 have 
been collected and that the errors in the data are normally distributed. The 1,2 and 3 
standard deviation bands are shown around each point in Figure 8.1. Fitting a straight 
line implies a mathematical model of the form 
(x) = ax 
and the inverse problem would be to find a and b for each data set. 
If the merit function is simply 
3 
2 (fi -f (xd, (8.2) 
minimizingX2 for both data sets will find a=0 and b=1. These fits, the lines, arc 
shown in Figure 8.1. The question of how well the model fits the data can be answered 
quantitatively as discussed in Section 8.1.3 
Because the function f(w; aj, jij, c) is non-linear in its parameters, the Levenberg- 
Marquardt method was used. This is the standard method used for non-linear least 
square problems[44]. The Levenberg-Marquardt method is a weighted combination of 
two algorithms, the inverse Hessian and the steepest descent method. The relativc 
weights given to each method is controlled by the use of the parameter A. It assumes 
that the topology of the parameter space is locally linear and uses gradient information 
to find the appropriate direction of search. The parameter A allows the algorithm to 
search beyond local minima. 
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Figure 8.2: Layered half-space inverse model 
8.1.3 Statistical measures 
The quantitative measure of the goodness- of-fit, is the probability function Q(X21V'), 
where X' is the achieved value of the merit function and v is the number of degrees ýof', 
freedom (the number of data points minus the number of parameters). This functiow, ý 
measures the probability that the data set could have occurred for the given model'and - 
error distributions. For the first data set in Figure 8.1, the goodness-of-fit would be" 
quite large, approaching unity, as can be seen by the fact that the line falls within one 
standard deviation (the inner circles in the figure) of all the data points; however, for the 
second set of data Q(X21V) < 1, because the line does not pass even within 3 standard' 
deviations (the outer circles) of all the data points. The small value of Q(X21V) implie's 
that the model is inappropriate to the data, or that the data is bad. Goodness-of-fit 
measures below 0.1 are questionable, while goodness-of-fit measures consistently around 
1 are suspiciously high[44]. 
Once the global minimum has been found the Levenberg-Marquardt algorithm al- 
lows the correlation matrix to be computed. This square matrix has the dimension of 
the number of search parameters. The correlation matrix provides information about 
the independence of each parameter and also gives the variance of each of the search'pa-' 
rameters. This information can be used to put confidence bands on the search parameter 
for a given confidence level. For example, the depth of IGA could be found to be*. 8"±- 
Amm at a confidence level of 66.6%. It is important to note that the confidence bands, 
are only meaningful if the goodness-of-fit measure says the model is appropriate. 
8.1.4 Numerical model 
Figure 8.2 gives a conceptual representation of the numerical model and also acts'as' 
a flow chart for the computer programme that has been written. The Output of this'' 
algorithm is the physical and material properties of the layer along with the statistjcýl 
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information discussed in 8.1.3. 
The Levenberg-Marquardt X2 method cannot be implemented without having in- 
formation about the first derivatives of the response function with respect to search 
parameters. The response function in equation (4.5) can be differentiated with respect 
to a,, P, and c. These derivatives are 
Of wrpon '2 00 %p2 le- 11 c 
r 2r-- 
- da (8.3) 
ro) 
( 
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0 a2 , 
au, 
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Each of these derivatives is an improper integral and can be approximated in the same 
way as equation (4.5); however, since the derivative information is used only to determine 
the direction of search, these derivatives need not be computed with high precision. 
8.1.5 Merit function in a complex world 
The Levenberg-Marquardt algorithm is a real algorithm and the impedance responses 
are complex, therefore the algorithm must be modified or adapted. 
When collecting data from -an eddy current probe there is a considerable amount of 
noise due to probe positioning and surface irregularities. This noise, however, tends to 
be scattered in a co-linear way in the direction of lift-off. Lift-off is the direction the 
signal takes in the impedance plane when the probe is lifted off the surface. The cleaner 
signal is the signal normal or inquadrature to this direction. Each measurement can be 
divided into the two signals, the in-phase and in-quadrature signals, each with its own 
standard deviation. If the data was presented as in Figure 8.1 the standard dcviation 
bands would be ellipses not circles, with the minor axis the in-quadrature deviation and 
the major axis the in-phase deviation. 
In light of the above, the merit function is defined as 
x2m quad(AZi -f 
(wi; or,, it,, c)) 2+ (phase(AZi f (Wi; al,,, 1, C)) 
2] 
. E (8-6) j=l 
[( 
qj Pi 
where quado and phaseo give the in-quadrature and in-phasc components of their ar- 
guments with respect to lift-off direction and m is the number of frequencies. qi and 
pj are the standard deviations of the data for the quadraturc and in-phasc components 
respectively. 
One immediate advantage of this approach is that one frequency inversions can be 
made for the two unknowns, depth c and conductivity of the layer at, since we have 
two relationships per frequency. Another advantage is the in-phase component, having 
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a much higher standard deviation, will be, given less weight in the merit function. Using' 
this X2 merit function provides a search algorithm that has been found to be very robust 
and to converge quickly to the global minimum of the merit function. 
8.2 Validation of the numerical model 
8.2.1 Uniform layers in laboratory specimens 
Three hexagonal blocks of austenitic steel were uniformly attacked with a corrosive agent 
to form IGA on all their surfaces. The depth and uniformity of the attack was then 
measured destructively on some of the edges. Coils #6 and #7 were used repeatedly 
to measure AZ due to the presence of the IGA at three different frequencies. The data 
was then split into its in-phase and in-quadrature signals with respect to the theoretical'; i 
lift-off direction. The theoretical value is used because it is in good agreement with-"' 
experimental results and it simplifies the use of the model. It eliminates a separate 
experimental measurement at each frequency. The results are presented in Table 8.1[33]. 
Due to the sample sizes, and the shallow depths of penetration of attack, the'larger coils 
were unsuitable for this experiment. 
.3 mm Sample 
Frequency Quad. Avg. In-phase Avg. Quad. SDev. In-phase SDev. _ 
. 135kHz 0.024 0.103 0.0063 0.034 
_ 400kHz 0.128 0.490 0.0023 0.057 
_1.2MIlz 
1.13 2.35 1 0.174 0.861 
.4 mm, Sample 
Frequency Quad Avg. In-p e Avg. Quad. SDev. In-phase SDev. 
135kIlz 0.026 0.137 0.0025 0.032 
400kIIz 0.155 0.614 0.0128 0.170 ýL=fz 
1.46 3.03 1 0.2566 1.14 
.6 mm. Sample 
Frequency 
135klIz 
Quad Avg. 
0.096 
In-phase Avg. 
0.249 
Quad SDev. 
0.0013 
In-phase SDev. 
0.022 
400kI1z 0.492 0.886 0.0889 0.146 
_1.2MI1z 
3.03 2.72 0.2497 0.817 
Table 8.1: Laboratory data, JAZI(Ohms) for Probe #6 
The data in Table 8.1 was then used with the IGA inverse model and the depth and' 
conductivity of the corrosion were predicted. These inverted parameters are preseniýed 
in Table 8.2 along with the goodness-of-fit measure. The confidence level used was 99%. 
However, only if the goodness-of-fit measure is large can the parameters be used'with 
any degree of confidence. The discussion in Section 8.1.3 points out that numbers greater 
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than or equal to 0.1 are reasonable. The depth predictions are in good agreement with 
the depths that were measured destructively. 
Coil #6 
Sample I Inv depth (mm) Inv al (S/m) 
- - 
Q(x'lv) 
0.3 mm 1 0.305 0.066 0. ý-6X- lF 0.11 
04 mm - 0.296 0.078 0.88 x 10r' 0.13 ý 
i -;;; 
ý 
1 
0.812 ± 0.076 1 0.79 x 
10' 0 
Coil #7 
Sample I Inv depth (mm) Inv a, (S/m) 
- - - - 
Q(X'IV) 
, .3 mm 0.216 ± 0.040 0. 
ý qX 1 61 0 
0.4 mm 0.354 ± 0.053 0.94 x 106 0.08 
0.6 mm 1.04 ± 0.085 1 0.82 x 10' 1 0.05ý 
Table 8.2: Inverted results for Probes #6 and #7 
Figure 8.3 presents the data from Table 8.1 in the impedance plane for the 0.3 mm 
sample using coil #6. Figure 8.3(a)-(c) compare the experimental results with the in- 
verted results at each of the test frequencies. The major and minor axes of the 1 standard 
deviation ellipses are also presented in the Figures, these ellipses correspond to the circles 
in Figure 8.1. The major axes at all frequencies are in the direction of lift-off. Notice 
how the scatter is almost entirely in-phase with lift-off at the two lower frequencies, but 
the highest frequency has much more scatter. At 400 k1Iz, the ellipse has degenerated 
into a line and the model is forced to select a point along the line. If a point had been 
selected that did not fall on the line, the goodness-of-fit measure would be very small. 
These experimental results show that the numerical model does characterize the 
depth of the IGA of these samples. If the noise level in the data could be reduced, the 
model should provide even better predictions. This model does implement the mathe- 
matical model, minimizing the merit function, and gives good agreement with real world 
measurements with coils and with layered media problems. 
8.3 Validation of the physical model for general 
IGA 
In austenitic stainless steels, IGA is a form of environmentally assisted cracking that 
occurs in the grain structure; therefore, it is a reasonable to assume that there will be no 
subsurface patches of IGA. A feature of this type of cracking is that it tends to from as 
layers achieving a mature depth. From this description and the fact that "thick" objects 
are to be inspected, the layered half-spacc media would be a reasonable physical model 
for IGA. However, in practice multiple initiation sites lead to isolated patches which can 
then interlink. How can a physical model that assumes the IGA is a finite depth hope to 
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Figure 8.3: Comparison of measured response to predicted response from IGA inversion: 
Coil #6,0.3mm, IGA sample 
cope with situations like these? To understand how the model is effective, even in this, 
more general setting, it is important to understand the electric field produced by the-', 
coil in the workpiece. Of course, the electric field is proportional to the eddy currents 
produced in the workpiece. 
On surfaces of the conductor the electric field strength is zero at the origin, peaks 
under the coil and dies away in one to two skin depths in the radial direction or with 
depth. Figure 8.4 shows the average field strength over the first 0.35 mm Of steel for coil 
#6 at 135 klIz. The skin depth at this frequency is 1.2 min and the outer radius of 't 'he 
coil is 1.8 mm. As can be seen in the figure, the field has substantially died away after 5 
to 6 mm. The field dies exponentially with depth, penetrating only around 2 skin depths. 
The important thing to notice is that the fields are highly localized. Material over 2'skin', ' 
depths away has very little interactions with the induced eddy currents. Therefore the. * 
physical layer model really models annular piece of IGA on a half-space conductor. 'The'' 
impedance change is caused by the average over this volume; however, it is the material'- 
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directly under the windings themselves that has the greatest influence. In section 
8.1.1 
it was stated that a necessary condition for the inverse problem to be well-posed was 
that it be one-to-one. One way of meeting this requirement is to use multi-frequency 
data, since at each frequency the volume of sampling is different. 
Im 
Figure 8.4: Incident field strength at surface from coil JJG 
8.3.1 Synthetic data from patches of IGA 
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Figure 8.5: Synthetic data for a stepped IGA profile 
One way of testing how well the physical model models different types of IGA is to 
use the 3D forward model to produce responses to known flaws. The first example is a 
10.5 mm X 10.5 mm, XO. 35 mm. block of IGA next to a block of dimensions 10.5 mm X 
10.5 mm XO. 7 mm. A scan was taken down the center of the blocks (y direction) starting 
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4.9 mm, to the left of the blocks and calculating impedance at 0.7 mm increments until 
the probe is 4.9 mm. to the right of the second block. The extent of the IGA in 
the x 
direction is sufficient to prevent edge effects, hence this situation models IGA which is' 
constant in the x direction and has 3 step changes in the y direction. The respo 
I nses 
were computed at 2 frequencies and the results are plotted on the impedance plane in 
figure 8.5. 
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Figure 8.6-. 1 parameter inversion for a stepped IGA profile 
This data was then inverted for depth only, keeping the conductivity of the layer fixed 
at 50% of the host material (the value used for the 3D forward model), first using only 
one frequency, then using both frequencies. The inverted results are shown in Figure'8-6 
along with the depth of the IGA used in the 3D model. The inverted depths show very 
good agreement with the actual depth. There is very little change by the use of the 
additional frequency. 
Although the data used for this inversion is not real world data, it was calculated',. 
" 
using a volume integral technique which is di 
, 
fferent to the mathematical model at the, 
heart of the inversion algorithm. There is, however, no noise in the signals. Since there 
is no data scatter, the standard deviation parameters qj and pj were arbitrarily chosen' 
to be one tenth and one third of the JAZI, respectively, to simulate the fact that the' 
component in phase with lift-off variations shows more noise. 
The depth profile in Figure 8.6 appears to be a convolution of the actual depth 
with some sort of response function. This effect has been explored, although there-is 
no theoretical basis for this convolution. To find this response function the impedance 
signal was computed for a pulse profile of IGA, an array with only one column of IGA. ' 
This data was then inverted and the results are shown in figure 8.7(a). This profile is' 
the exact opposite of a layer, instead it resembles an infinite slot full of some conduct, 
material. The layer model, not surprisingly has trouble inverting this Profile. 
The inverted depth profile is, in a sense, the point spread function for the coil'' at the 
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Figure 8.7: Deconvolution with the inverted response from a pulse of IGA 
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specified frequency. Deconvolving the predicted depth signal with the response function 
implies an' assumption that a super-position principle holds, which assumes that the 
incident field in the conductor is not affected by the presence of IGA, the Born approxi- 
mation. Figure 8.7(b) shows the result of deconvolving the predicted depth profile by the 
response function in Figure 8.7. Although the signal is noisier, it does give an improved 
prediction. 
du L. so -4.11 
0.8 1.3 
0 0.4 
lu 
2 .......... 
C 
0.0 
IG a u Probe displacement (mm) Proýe displacement (mm) 
Figure 8.8: 2 parameter inversion of stcpped IGA profile 
The IGA inversion model was run again using first one and then two frequency 
data from the 3D model, but this time both depth and conductivity of the layer were 
predicted. The algorithm first searches for the depth keeping conductivity fixed and, if 
the depth is greater than 0.01 mm, it then does a2 parameter search. This avoids the 
degenerate case of inverting for the conductivity of a layer with zero depth. The results 
of this inversion are shown in Figure 8.8. Again there is little difference whether one or 
two frequencies are used. The conductivity curves in the figure are constant while the 
probe is over the IGA, but change abruptly near its boundaries. 
Several other one-dimensional profiles were studied[31] by using the 3D model to 
predict JAZI and then inverting for the depth. All profiles studied were at least as good 
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Figure 8.9: Depth and conductivity inversion for hernispheroid of ICA 
as the stepped profile and the smoother and more gradual the transitions the better the. 
prediction. For example, the raster scan response to the hemispheroid of ICA shown in 
Figure 7.16 was inverted and the results are shown in Figure 8.9. -The depth is in good"; 
agreement with the actual depth of 1.75 mm. The conductivity signal again indicates 
the boundary of the ICA with its abrupt change there and steadily falls near to the 
actual value of half the host conductivity. 
I max = 5.200000e+01; min = 4.000000e+O 11 
Figure 8.10: Simulated effect of surface roughness and fluctuations in IGA material' 
properties 
In an attempt to understand the influence of surface roughness and other rand'orn'-' 
noise sources, experimental data was take both in the laboratory and in the field t10; 
find the background noise level in the absence of IGA. This is a statistical measure. ý' 
and it can be used in the IGA inverse model. It was found that by varying the lift"-'" 
off randomly between -0.05 mm, and 0.05 mm. and varying the conductivity of the IGA, 
randomly from 40% to 50% reduction of the host material, the amount of scatter could'be 
f-max a 1.7841900+00; milm 0 0-0000()FO+001 
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duplicated numerically. The resulting surface is shown in Figure 8.10. This patch of IGA 
was scanned, staying near the centre to avoid edge effects and the response predicted. 
The data and its standard deviations are shown in Table 8.3. The IGA inverse model 
predicted an IGA depth of 0.8 ± 0.17 mrn with a conductivity of . 726 x 101 
S/m with 
a goodness-of-fit of a respectable 0.39, which compares very well to the actual depth of 
0.7 mm and conductivity range of 0.62 x106 - 0.78 x106 S/m. 
.7 mm. Sample 
Frequency Normal Avg. In-phase Avg. Normal SDev. In-phase SDev. 
1OOkHz 0.0382 0.167 0.0038 0.0052 
300kHz 0.3225 0.696 0.0215 0.0534 
Table 8.3: Simulated noisY data, JAZI(Ohms) for Probe #6 
8.4 Applications 
8.4.1 Error distribution for IGA inverse model 
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Figure 8.11: Relative error for inversion of depth and conductivity vs depth of IGA 
The 3D model was used to predict the probe response for different depths of IGA layers at 
135 kHz using probe #6. These signals were input into the IGA inverse model to predict 
the depth and conductivity of the layer. The relative error in the inversion is plotted in 
Figure 8.11 against the thickness of the IGA. Although this study was conducted at one 
frequency the results should hold more generally. 
The predicted depths are most accurate when the depth is just larger than one skin 
depth, with the predictions becoming more unreliable as the depth of the IGA increases 
or decreases from this neighbourhood. For depths very much smaller than a skin depth, 
the algorithm has trouble finding the global minimum in the parameter space due to 
the large derivative values there. This leads to the erratic behaviour of the error term 
(b) 
depth of IGA (skin depths) 
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in Figure 8.11 (a). For depths larger than two skin depths, the field from the coil barely 
penetrates to the host material, so the inversion routine begins to think that the sample 
is just a half-space of ICA, i. e. the depth goes to infinity. This accounts for the dramatic 
I 
increase in the error in this vicinity. 
The error in inverting the conductivity of the layer is shown in Figure 8.11(b). T1ý6 
error behaviour for this term is quite different. For deep layers of ICA, as indicated 
before, only the ICA is sampled; therefore, the conductivity of the ICA is inverted 
quite accurately. However, as the depth of the layer decreases, there is more error in 
the inverted conductivity parameter; the model must now distinguish between the host 
material and the ICA. As indicated in Section 8.3.1 detecting a change in conductivity 
appears to be a good indicator of the presence of ICA. Therefore, the probability of 
detection (POD) curve for this model should be the inverse of the curve in Figure 8.11, 
i. e. will be small for shallow layers and approach unity for layer depths considerably 
smaller than a skin depth. 
8.4.2 Optimizing operating frequency for a fixed coil 
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Figure 8.12: Phase separation between lift-off and depth angle 1% 
There is a large amount of lift-off noise in probe signal when using eddy current 
probes to scan for IGA. This noise is caused from positioning errors, side loading of the, 
probe, surface irregularities, etc. To maximize the signal to noise ratio for the signal' 
normal to this lift-off direction, the lift-off angle, the probe should be operated a4i"a' 
frequency so that the signal caused by a change in depth of the IGA, the depth an' 11". ý 9 e, is 
normal to the lift-off angle. However, the depth angle is a function of the depth of, the- 
IGA. 
The previous study indicates that the smallest inversion errors occur when the depth', " 
,, I of the IGA is around one skin depth. Figure 8.12 plots the phase separation for coil'#6 
at 3 frequencies against the depth of the IGA layers in this neighbourhood. Assur'n'i'ng 
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that a scan is to be done to show no IGA was deeper than some fixed amount c, then 
the frequency should be selected so the inversion is most sensitive at this depth. Fig- 
ure 8.12 indicates that the frequency should be approximately 1.2c - 1.4c, because at 
this frequency the inversion errors are minimal and the lift-off signal is in quadrature to 
the depth signal. 
8.4.3 Probe design 
The last section was concerned with optimizing the operating frequency for a fixed coil. 
This section describes how the IGA model can be used to aide in the design of the probe 
itself. Again assume that the objective of the eddy current scan is to show there is no 
IGA deeper than some predetermined depth c. The coil then should be designed so that 
at its operating frequency the skin depth is c. Therefore the operating frequency f is 
(8.7) 
Orpoa2 
For best coupling, the coil should be as flat as possible. To keep the fields focused the 
coil should have small outer radius. 
The idea is to design the probe so that it has an impedance of 50 il at the operating 
frequency. Input the coil dimensions and f into the IGA forward model with the number 
of turns n set to one. The model will predict the free-space impedance ZO. Set the number 
of windings If the number of windings is large then the design may have to be 0 FA 
Ir changed. 
The wire diameter r= 7_ -sectional area of the coil. For nw, where 
A is the cross 
large n the wire diameter could be too small to be manufactured or cause inter-winding 
capacitance which could cause the coil to resonate at the operating frequency (this is 
not predicted by the model). 
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Conclusions and future work 
Enough, if something from our hands have power 
To live, and act, and serve the future hour; 
William Wordsworth 1770 - 1850 
An important goal in achieving quantitative understanding of a complex physical 
phenomenon like the probe/workpiece interaction in eddy current nondestructive evalu- 
ation is the availability of a good model. Such a model can be used to give predictions 
on probe response quickly and inexpensively to expected NDE situations in the field. 
Two types of forward models have been developed to meet this need: the layered me- 
dia forward model predicts the probe/workpiece interactions for unblemished stratified 
isotropic materials, the 3D forward model predicts probe responses from volumetric flaws 
inside a particular region of a stratified conductor. 
An inverse model provides NDE inspectors with important information when making 
an inspection, it allows them to "see" inside the material and hence improve decision 
making. A layered half-space inverse model has been developed to predict the depth of 
IGA on the outside surface of half-space conductors. 
9.1 Achievements 
A consistent theory has been developed for analyzing electromagnetic properties of 
isotropic linear homogeneous stratified conductors with planar or cylindrical boundaries 
in the presence of an air-cored eddy current probe. This theory can be used to analyze 
the impedance changes in a coil due to the structure and material properties of a nearby 
conductor. This theoretical work is the basis on which a layered media forward model 
has been built. 
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The layered media forward model was implemented in FORTRAN and can accu- 
rately predict the signals from layers of IGA in austenitic steel and from other planar or 
cylindrically stratified media. The code has been validated using experimental measure- 
ments of free-space inductance of the eddy current probes, phase changes with changes 
in lift-off and laboratory measurements of uniform layers of IGA. 
The theory has been extended to allow for one of the regions in the conductor to 
contain a volumetric flaw. The flaw is represented in discrete. form by subdividing it 
into elements on a regular grid with constant conductivity over each element. This 
model allows for a wide range of defects to be simulated. This theory developed by 
Bowler, Sabbagh and Sabbagh[131 is extended to allow for layered planar or cylindrical 
geometries. This new theory then could be applied to model the probe/flaw interactions. 
In order to gain precision, increase computational speed and reduce memory require- 
ments, matrix elements were evaluated using a real space integration instead of a Fourier 
space integration as was done carlier[131. A point matching scheme was used to evaluate 
the incident field in the flaw volume, also achieving a significant savings in memory and 
computation time. The numerical model, the implementation of the entire flaw model 
on a computer, is significantly faster and smaller than its Fourier equivalent. 
The 3D forward model was coded in FORTRAN and gives good predictions' of . eddy" 
current probe responses to a wide range of defects. The code has been extensively 
tested. Validation has been carried out using analytic results, the layered media forward 
model predictions and with international benchmark tests established for this purpose. - 
Indeed, for the differential probe results shown in Chapter 7, this implementation was 
able to compute the differential voltage in 
, 
under 2 minutes/point on a4 MByte 386 PC. 
In comparison Write[64] used 20 minutes on a Cray and Takagi[51 used 78 Mbytes of 
pre-computed results, and gave inferior results. 
The layered half-space inverse model and the numerical code provides reasonable in- 
verted depth indications on the limited amount of experimental measurements available. 
However, when applied to predicted signals from the 3D model, highly accurate predic- 
tions are obtained. Using the 3D model predictions is not as "satisfying" as using actual, 
measurements; however, some degree of confidence is obtained because the theoretical'"' 
basis of the 3D model is different from that of the 1D model and the 3D model has been- 
successfully validated. 
All of the numerical models developed are now available and running on computers 
at Nuclear Electric PLC. They are powerful tools and should be very useful: in designing' 
eddy current probes, optimizing eddy current scanning parameters arid for the analysis 
of eddy current scan data. 
9.2. POTENTIAL FUTURE WORK 
9.2 Potential future work 
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There are several areas for further development, with a wide range in effort required. 
The easiest would be the extension of the inverse layered half-space model to other media 
types. This would allow for prediction of layer coatings thicknesses or depth of corrosion 
on thin plates or tubing. 
The layered half-space inversion model should be validated against real world data. 
The inversion model must be shown to work in situations of small isolated patches and/or 
interlinked patches of IGA. The model can be extended very simply by the addition of 
"shape parameters or by some sort of deconvolution or other filtering. 
The 3D flaw forward model could be extended to allow for the use of ferrite cored 
probes. The presence of the magnetic core couples the fields, therefore adding another 
layer of complexity to the incident field computation. However, assuming the influence 
of the flaw on the core is negligible, only the incident field theory need be changed, the 
matrix elements need not be changed. 
The last two areas of future work are the most complex. Modelling ferrous materials 
and the full 3D inverse problem. Can the volume integral method can be extended to 
model this large class of materials or is a "thin skin" theory more appropriate, is an open 
question. Another open question is the feasibility of solving the 3D inverse problem using 
a volume integral approach. Since this work has presented an efficient, accu, Tate solution 
to the 3D forward problem, can the inverse be too far behind? 
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