Abstract-Following work of Stroud and Saeger [2] and positive? We will think in the abstract of having a sensor to Anand et al. [1], we formulate a port of entry inspection test for each attribute.
sequencing task as a problem of finding an optimal binary decision tree for an appropriate Boolean decision function. We report on new algorithms that are more efficient computationally
In the simplest case, the attributes can be described as being than those presented by Stroud and Saeger and Anand et al. We in one of two states, either 0 ("absent") or 1 ("present"), and achieve these efficiencies through a combination of specific we can think of a container as corresponding to a binary numerical methods for finding optimal thresholds for sensor attribute string such as 011001. Classification then functions and a novel binary decision tree search algorithm that corresponds to a binary decision function F that assigns each operates on a space of potentially acceptable binary decision binary string to a category. If the category must be 0 or 1, as trees.
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we shall assume, F is a Boolean decision function (BDF).
Stroud and Saeger consider the problem of finding an optimal I. INTRODUCTION binary decision tree (BDT) for calculating F. In the BDT, the As a stream of containers arrives at a port, a decision maker interior nodes correspond to sensors and the leaf nodes has to decide how to inspect them, which to subject to further correspond to categories. Two arcs exit from each sensor node, inspection, which to allow to pass through with only minimal labeled left and right. By convention, the left arc corresponds levels of inspection, etc. Stroud and Saeger [2] looked at this to a sensor outcome of 0 and the right arc corresponds to a as a sequential decision making problem and formulated it in sensor outcome of 1 Even if the Boolean function F is fixed, * * 1 1 1 r 1-. 1~~~~~~the problem of finding the "optimal" BDT for it is hard (NPan important special case as a problem of finding an optimal binary decision tree for an appropriate binary decision complete). One can try to solve it by brute force enumeration.
function. Anand et al. [1] reported on experimental analysis of However, even if the number of attributes, n, is as small as 4, the Stroud-Saeger method that led to the conclusion that the this is not practical. In present-day practice at busy US ports, optimal inspection strategy is .mkb insensitive to.... .
.we understand that n is of the order of 3 to 5, but this number variations in the parameters needed to apply the method.
is likely to grow as sensor technology becomes more advanced. Even under special assumptions, Stroud and Saeger Findingalgorithsfor sequential diagnosis that minimize were unable to produce feasible methods for finding optimal Findintalgcorithm nsp n ., . , cost BDTs beyond the case n = 4. They ranked all trees formed totalse "osit"ites indspetonpedves, te ious from 3 or 4 sensors according to increasing tree costs using a of false positives and false negatives, presents seriouŝ~~~~~m easure of cost we describe in Section III. Anand et al. [1] computational challenges that stand in the way of practical describedityonalysi s ng that the implementation. To make the problem precise, we imagine a Stroud-Saeger results were remarkably insensitive to widestream of containers arriving at the port with the goal of raing changer invalts of rerlyinseters.
classifying each of them into one of several categories. In the rangi n values of underlying parameters. simplest case, these are "ok" (0) or "suspicious" (1) . There are The purpose of this paper is to describe computational several possible tests that can be performed and an inspection approaches to this problem that are more efficient than those scheme specifies which test to perform next based on developed to date. We describe approaches to the computation outcomes of previous tests. We can think of the containers as of sensor thresholds that seek to minimize the cost of having certain attributes, such as: Does the container's ship's inspection. We also modify the special assumptions of Stroud manifest set off an "alarm"? Is the neutron or Gamma and Saeger to allow search through a larger number of is described in detail in [1] and [2] along with approaches to components: (i) the cost of utilization of the tree and (ii) the finding optimal thresholds, based on assumptions about the cost of misclassification. The cost of utilization of a tree is parameters underlying the Gaussians. In particular, [1] computed probabilistically by performing a summation over describes the outcomes of experiments in which individual the cost of each sensor in the tree times the fraction of sensor thresholds are incremented in fixed-size steps in an containers inspected by that particular sensor. We compute the exhaustive search for optimal threshold values, and trees of cost of misclassification for a tree by adding the probabilities minimum cost are identified. For example, for n = 4, [1] of false positive and false negative misclassifications by the reported 194,481 experiments leading to lowest cost trees, tree and multiplying by their respective costs. Costs (i) and (ii) with the results being quite similar to those obtained in both depend on the distribution of the containers and the experiments in [2] . Unfortunately, the methods do not scale probabilities of misclassification of the individual sensors. For and quickly become infeasible as the number of sensors example, consider the decision tree r in Fig. 1 (ii) ( better suits our problem. Basically, we define the following attributes) is the same as the independent decision based on four kinds of operations on a tree to get its neighboring trees. the last attribute in the branch corresponding to the container. Fig. 6 gives an example of neighboring trees obtained from Note that it is possible to arrive at a complete binary decision these operations for a particular tree. tree from an incomplete Boolean function and likewise a monotonic tree from a non-monotonic Boolean function. For Split: Pick a leaf node and replace it with a sensor that is multimodal and the greedy strategy gets stuck at local minima. not already present in that branch, and then insert arcs from For example, there are 9 modes in the entire space of 114 trees that sensor to 0 and to 1. for 3 sensors and 193 modes in the space of 66,936 trees for 4 Swap: Pick a non-leaf node in the tree and swap it with its sensors. To address the problem of getting stuck in a local parent node such that the new tree is still monotonic and minimum, we developed a stochastic search algorithm coupled complete and no sensor occurs more than once in any branch.
with simulated annealing. The algorithm is stochastic insofar Merge: Pick a parent node of two leaf nodes and make it a as it selects moves according to a probability distribution over leaf node by collapsing the two leaf nodes below it, or pick a neighboring trees. The simulated annealing aspect involves a parent node with one leaf node, collapse both of them and so-called "temperature" t, initiated to one and lowered in shift the sub-tree up in the tree by one level, discrete unequal steps after every m hops until we reach a Replace: Pick a node with a sensor occurring more than minimum. Specifically, if we are at the ith tree .r, then the once in the tree and replace it with any other sensor such that probability of going to its kth neighbor, denoted '1k, is given by no sensor occurs more than once in any branch.
It is not hard to show that these moves generate an We have explored alternate ways to search for a tree with and ni is the number of trees in the neighborhood of ri.
minimum cost in the entire CM tree space. Our initial Therefore, as the temperature is decreased, the probability of approach was a simple greedy search: randomly start at any moving to the least expensive tree in the neighborhood tree in the space, find its neighboring trees using the above increases. The pseudocode in Fig. 7 summarizes the stochastic operations, move to the neighbor with the lowest cost, and search algorithm. then iterate. As expected, however, the cost function is 18. end while 19. end for described earlier. We randomly started 10 times with some tree in the CM tree space of 66,936 trees for 4 sensors and Figure 7 . Pseudocode for stochastic search method and simulated annealing then kept moving stochastically in the neighborhood of the for finding a minimum cost tree current tree, forming a chain of trees, until we reached a minimum. The exponent 1/t was initialized to 1 and was incremented by 1 after every 10 hops in a chain. We found Our first set of experiments is described here. In these that the average number of trees evaluated for their costs for experiments, for any given tree, starting with some vector of each chain for a set of 100 such experiments was 489. Table 1 sensor thresholds, we tried to reach a minimum cost in as few summarizes the results of these experiments. Each row in the steps as possible. For comparison purposes, we did an table corresponds to the tree number that was obtained as the exhaustive search for optimum thresholds with a fixed step least cost tree along with its cost and frequency (out of 100). size in a broad range for 3 and 4 sensors. Also, in all these
The last column in the table gives the rank of each of these experiments, the various sensor parameter values were kept tree minima among all the local minima in the entire tree the same as in the threshold variation experiments conducted space. For example, the algorithm was able to find the best in [1] . Both the misclassification costs and the prior tree (global minimum, as determined using the methods of probability of occurrence of a "bad" container were fixed as Section VI, part C) 42 times, second best tree 15 times and so the respective averages of their minimum and maximum on. Thus, the algorithm was able to find one of the least cost values suggested by Stroud and Saeger [2]. We did this for trees most of the time. However, these trees are different from both the exhaustive search method and the optimization the lowest cost trees obtained in Anand et al. [1] and are in method described in Fig. 3 , to maintain consistency fact less costly than those trees. Another important throughout our experiments. With our new methods we were observation is that although each of these four trees differ in able reach a minimum every time with a modest number of structure, they still correspond to the same Boolean function, iterations. For example, for 3 sensors, it took an average of F(abcd) = 0001010101111111, where the ith digit gives 13.02 iterations (as opposed to 9,261 iterations using F(abcd) for the ith binary string abcd if strings are arranged in exhaustive search) to converge to a minimum for all 114 trees lexicographically increasing order. Also, interestingly, this with Tstart = [2 2 2]T as the starting point for every tree. Fig. 8 Boolean function is both complete and monotonic. Detailed shows the plots for minimum costs for all 114 trees for 3 understanding of the nature of the differences in the trees will sensors using both the methods. In each case the minimum require understanding of the relevant properties of trees and costs obtained using the optimization technique are equal to or we defer this to future work. less than those obtained using the exhaustive search. Also, many times the minimum obtained using the optimization IX. DISCUSSION method was considerably less than the one from the As we have already noted, the exhaustive search methods, exhaustive search method. both for finding the optimum thresholds for a given tree and VIII. RESULTS FOR SEARCHING CM TREE SPACE for finding a minimum cost tree among all possible trees, become practically infeasible beyond a very small number of For the second set of experiments, we utilized the notion of sensors. The various optimization techniques discussed in this neighborhood around a tree using the four operations 
