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Aufgabenstellung
Problemstellung:
Während minimalinvasiver Operationen in der Chirurgierobotik müssen u.a. komplizier-
te Bewegungsabläufe wie das Verknoten einer Naht auf kleinstem Raum innerhalb des
Körpers ausgeführt werden. Um solche Manipulationen schnell zu erlernen, müssen diese
einem unerfahrenen Chirurgen durch einen zweiten, mit dem jeweiligen Robotersystem er-
fahrenen Chirurgen antrainiert werden. Dieser Spezialist soll sich aus Kostengründen auf
einem anderen Kontinent befinden dürfen, weshalb im Kommunikationskanal des zu ent-
wickelnden Trainingssystems hohe instabilisierende Zeitverzögerungen auftreten können.
Im Sinne des Trainingserfolgs soll eine bestmögliche Transparenz zwischen Operatoren
und Umgebung erzielt werden.
Aufgabe:
In der Diplomarbeit soll in Matlab/Simulink eine Regelungsarchitektur entworfen werden,
welche unter hohen Zeitverzögerungen ein trilaterales Trainingsszenario ermöglicht.
Die einzelnen Teilaufgaben des Projekts sind:
• Entwurf eines Trainingsszenarios mit Dominanzverteilung
• Analyse von Stabilität und Transparenz
• Anwendung des Time Domain Passivity Konzepts zur Stabilisierung des trilateralen
Systems unter Zeitverzögerung
• Experimente im Testbett und im realitätsnahen Szenario mit hochwertigen Einga-
begeräten unter Simulation des Roboters
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1 Einleitung
In den vierziger Jahren des 20. Jahrhundert wurde der Grundstein für die heute ausgereifte
bilaterale Teleoperation gelegt. Seitdem haben sich für diese vielfältige Anwendungsberei-
che ergeben. Im Weltall als wohl bekanntestes Einsatzgebiet ist eine Zukunft ohne Tele-
operation von Robotern auf Raumstationen oder Marsfahrzeugen kaum vorstellbar. Dies
betrifft ebenso Arbeiten am Meeresgrund, welche nur von Unterwasserrobotern geleistet
werden können. Der Begriff Teleoperation, dessen Vorsilbe „tele“ aus dem Griechischen
als „über Entfernung“ abgeleitet werden kann, bezeichnet die Manipulation eines Gerätes,
welches sich u.U. sehr weit vom Bediener entfernt befindet. Entscheidend ist, dass hierbei
jedoch keine mechanische Kopplung zwischen Bediener und Gerät besteht. In den An-
fängen der Teleoperation wurde die Telepräsenz (das Empfinden, sich direkt vor Ort zu
befinden) lediglich durch optisches Feedback, also Videobilder realisiert. Die Entwicklung
von Kraft- und Momentensensoren und deren Integration in Gelenke und Werkzeuge der
Roboter bedeuteten einen großen Fortschritt für Telepräsenzsysteme. Durch diese Senso-
rik kann unter Verwendung von aktuierten, sogenannten haptischen Eingabegeräten dem
Bediener der Kontakt des ferngesteuerten Roboters mit seiner Umgebung dargestellt wer-
den. Neben den oben genannten Bereichen können deshalb ferngesteuerte Roboter inzwi-
schen zu äußerst filigranen Arbeiten in lebensfeindlichen (wie z.B. radioaktiv belasteten)
Gebieten verwendet werden. Des Weiteren ist das Interesse am bedeutenden und vielver-
sprechenden Einsatz von Robotern in der Chirurgie, seitdem 1985 in Westdeutschland
(siehe [1]) die erste laparoskopische Operation durchgeführt wurde, sehr stark gestiegen.
Durch die Chirurgierobotik können zahlreiche Operationen minimalinvasiv durchgeführt
werden, da z.B. durch eine Skalierung der Bewegung dem Chirurgen in Verbindung mit
entsprechender Vergrößerung des optischen Feedbacks das Operieren im Mikrobereich er-
möglicht wird (siehe [2]). Zudem kann durch spezielle Filtertechnik z.B. das Zittern des
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Chirurgen geglättet werden. Sowohl vom gesundheitlichen als auch vom finanziellen Ge-
sichtspunkt aus betrachtet birgt heute die minimalinvasive Chirurgie auf Grund der Re-
duktion des Traumas der Patienten und der Dauer deren Krankenhausaufenthalte (vgl.
[3]) große Vorteile für die Gesundheitsversorgung.
2 Motivation und Aufgabenstellung
Während minimalinvasiver Operationen müssen u.a. komplizierte Bewegungsabläufe wie
das Verknoten einer Naht auf kleinstem Raum innerhalb des Körpers ausgeführt wer-
den. Das Ziel dieser Arbeit ist es, ein Regelungssystem zu entwerfen, durch welches
einem Chirurgen solche Manipulationen durch einen zweiten, mit dem Robotersystem
erfahrenen Chirurgen antrainiert werden können. Ein solches System wird als trilatera-
les Teleoperations- oder M-O-S-S (Multi-Operator-Single-Slave)- System bezeichnet. Die
Simulation von Weichgewebe mit hochnichtlinearem Verhalten in Echtzeit ist bis heute
nicht ausgereift, so dass eine Chirurgiesimulation ein realitätsnahes Training nur stark
eingeschränkt ermöglicht. Deshalb soll das Training unter realen Operationsbedingungen
erfolgen. Für den medizinischen Einsatz gilt hierbei die Vorraussetzung, dass dieses Sys-
tem intrinsisch sicher ist, so dass absolut keine Gefahr für den Patienten besteht. Diese
Vorgabe soll auch für einen chirurgischen Eingriff in Form von Teleoperation, d.h. un-
ter Zeitverzögerung, vom zu entwickelten System erfüllt werden, so dass sich letztendlich
Mentor und Trainee sowie sogar der Roboter auf unterschiedlichen Kontinenten befinden
können.
Da in der Medizin intrinsisch sichere Systeme zum Einsatz kommen, soll ein Passivi-
tätsansatz verwendet werden, durch den die im Falle einer Operation lebensbedrohliche
Auswirkung von Zeitverzögerung (Instabilität des Roboters), welche in der Teleoperation
und allgemein in digitalen Systemen immer auftritt, verhindert werden kann. Hierzu soll
der bereits bewährte Time Domain Passivity Approach (siehe [4]) vom bilateralen auf
das trilaterale System in einer möglichst allgemeingültigen Weise übertragen werden. Die
Dominanz unter den beteiligten Bedienern soll so verteilt werden können, dass der Trai-
nierte anfangs lediglich die Bewegung nachvollziehen und später Schritt für Schritt stärker
in diese eingreifen kann, bis er die ganze Bewegung ohne Führung bewerkstelligen kann.
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Es wird davon ausgegangen, dass dem Trainee entweder Kraft oder Position des Mentors
dargestellt werden kann. Dieser Arbeit soll das Ziel gesetzt werden, dem Trainee den Be-
wegungsablauf des Mentors darzustellen. Deswegen wird unter Vernachlässigung der vom
Mentor aufgebrachten Kraft, dem Trainee die Position des Mentors dargestellt. Hierzu
ist die Validierung der optimalen Dominanzverteilung und der Transparenz des Systems
auch unter psychologischen Gesichtspunkten zu leisten. Das Hauptaugenmerk liegt bzgl.
der Transparenz auf der korrekten Darstellung der Position des Slaves an den Eingabege-
räten des Mentors und des Trainees. Ebenso soll die Umgebungsimpedanz an den beiden
Eingabegeräten erfühlt werden können. Neben Simulationen sollen erste Versuche in einem
Testbett anhand von günstigen haptischen Eingabegeräten (Novint-Falcon) durchgeführt
werden, um die hieraus gewonnen Erfahrungen dann auf ein simuliertes Chirurgierobo-
tikszenario mit professionellen haptischen Eingabegeräten (Force Dimension-Omega) zu
übertragen.
3 Grundlagen der bilateralen
Regelung
Die in den folgenden Kapiteln vorgestellten Methoden, welche dem Design eines bilate-
ralen Teleoperationssystems dienen, basieren auf zwei unterschiedlichen Systemdarstel-
lungen. Zum Entwurf der Regelungs- und Dominanzarchitektur und zur Auslegung der
Reglerparameter kommt die modellbezogene Signalflussdarstellung zum Einsatz, welche
ein idealisiertes System betrachtet. Daraufhin wird die energiebasierte, modellunabhängi-
ge Netzwerkdarstellung des Systems genützt, um den Einfluss von Diskretisierungen und
Zeitverzögerungen (auch: „Time-Delay“) berücksichtigen zu können.
3.1 Bilaterale Teleoperation
Wie eingangs erwähnt und in Abbildung 3.1 dargestellt, besteht ein bilaterales Teleopera-
tionssystem aus einem menschlichen Bediener (ab hier: HO von „human operator“), einem
Eingabegerät (ab hier: Master), einem Roboter (ab hier: Slave), der Umgebung (ab hier:
EN von „environment“), dem Reglersystem (PI-Regler) und dem Kommunikationskanal
(ab hier: KK), welcher durch die Zeitverzögerungen T1 und T2 repräsentiert wird. Die
Zeitverzögerung T1 wirkt in Richtung Master zu Slave und T2 entgegengesetzt. Da neben
dem eigentlichen Teleoperationssystem, bestehend aus Master, Regler, Kommunikations-
kanal und Slave, auch der Operator und die Umgebung miteinbezogen sind, wird das in
Abbildung 3.1 dargestellte System auch als „Connected Teleoperation System“ bezeichnet.
Üblicherweise werden in der Signalflussdarstellung eines bilateralen Teleoperationssystem
anstelle von Positionen Geschwindigkeiten eingetragen, da diese mit den Kraftsignalen
konjugiert sind. Dies bedeutet, dass die Multiplikation von Kraft und Geschwindigkeit
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eine Leistung ergibt.
Die einzelnen Elemente des Systems werden in der Signalflussdarstellung jeweils durch
stark vereinfachte, lineare, zeitinvariante Modelle repräsentiert, welche im Laplace-Bereich
formuliert sind. Hierbei werden Diskretisierungseffekte in den Encodern und Zeitverzöge-
rungen in der Signalübertragung außer Acht gelassen. Zu erwähnen ist, dass die Modelle
von Mensch und Umgebung nur grob die Realität widerspiegeln können. HO, PI-Regler
und EN generieren, wie in Abbildung 3.1 zu sehen ist, aus Geschwindigkeiten Kräfte und
stellen somit Impedanzen Z (Funktionen der komplexen Frequenz s) dar:
Z =
F (s)
v(s)
,
ZHO =
Mhs
2 +Bhs+Kh
s
,
ZPI =
BPIs+KPI
s
,
ZEN =
Bes+Ke
s
.
Im Gegensatz dazu werden Master und Slave als Admittanzen Y modelliert, da deren Ein-
und Ausgangssignale Kräfte bzw. Geschwindigkeiten sind:
Y = Z−1 =
v(s)
F (s)
,
YR,M =
s
MMs2 +BMs
,
YR,S =
s
MSs2 +BSs
.
Impedanzen und Admittanzen können vereinfachend als Übertragungsfunktionen zwi-
schen den jeweiligen Ein- und Ausgängen verstanden werden. In der Elektrotechnik werden
Impedanzen und Admittanzen analog verwendet, um z.B. die Eigenschaften von Zweipo-
len, wie Widerständen, Kapazitäten und Induktivitäten (siehe Kapitel 3.1.2), zu beschrei-
ben. Die Modelle bestehen jeweils aus Massen M, Dämpfungselementen B und Steifigkei-
ten K. Während die MassenMM,S und die Dämpfungen BM,S der Geräte konstant bleiben,
verändern sich die Modellparamater von Operator und Umgebung je nach Griffstärke des
Menschen bzw. der Beschaffenheit verschiedener Umgebungsbereiche. Im Laplace-Bereich
kann ein Positionssignal x(s) anhand der Multiplikation mit dem invertierten Laplace-
Operator s (eine komplexe Frequenz) aus dem jeweiligen Geschwindigkeitssignal v(s) er-
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rechnet werden:
x(s) =
1
s
v(s).
Die Reglerimpedanz, welche die Geschwindigkeits- bzw. Positionsabweichung zweier Par-
teien reduzieren soll, besteht aus einem proportionalen und einem integrierenden Element
(PI-Regler). Der P-Anteil entspricht einer Dämpfung, weil er direkt die Geschwindigkeit
skaliert, während der I-Anteil diese zudem aufintegriert und somit, entsprechend einer
Steifigkeit, auf die Position wirkt. Der PI-Regler vergleicht (mithilfe der zuvorgehenden
Differenz) die Geschwindigkeiten von Master und Slave und generiert hieraus die Kraft
FPI , welche zu Master und Slave übertragen werden (vgl. Abbildung 3.1), um eine An-
gleichung deren Positionen zu bewirken. Je nach Positionierung dieses Reglers bzgl. des
Kommunikationskanals ergeben sich verschiedene, im folgenden Kapitel vorgestellte Re-
gelungsarchitekturen.
Die Zeitverzögerung in einem Teleoperationssystem resultiert u.a. aus der Distanz, also
z.B. einer Internetverbindung, und dem Diskretisierungsfehler der Encoder im Eingabege-
rät und im Roboter. Die Übertragungsfunktionen der Zeitverzögerungen T1,2 ergeben sich
im Laplace-Bereich zu e-Funktionen e−sT1,2 und gelten als destabiliserende Bestandteile
eines Systems (siehe Kapitel 3.2.3). Das Teilsystem Master, Regler, Kommunikationskanal
und Slave kann anhand der sogenannten Hybridmatrix H als Gesamtmodell formuliert
werden:  Fh(s)
−ve(s)
 = H
 vh(s)
Fe(s)
 =
 H11 H12
H21 H22

︸ ︷︷ ︸
H−Matrix
 vh(s)
Fe(s)

Die Elemente der H-Matrix können aus der Abbildung 3.2 abgeleitet werden. Im Vergleich
zu dieser häufig für bilaterale Teleoperationssysteme verwendeten H-Matrix kann die Im-
pedanzmatrix Z aufgrund der Wahl einheitlicher Ein- und Ausgänge (F bzw. v) einfach
auf das trilaterale System mit jeweils drei Ein- und Ausgangssignalen übertragen werden: Fh(s)
Fe(s)
 = Z
 vh(s)
ve(s)
 =
=
 Z11 = Fh(s)vh(s) |ve(s)=0 Z12 = Fh(s)ve(s) |vh(s)=0
Z21 =
Fe(s)
vh(s)
|ve(s)=0 Z22 = Fe(s)ve(s) |vh(s)=0

︸ ︷︷ ︸
Z−Matrix
 vh(s)
ve(s)
 (3.1)
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vMaster
PI_delF
vMaster_del
+ -+ -
+ -
Human
Operator UmgebungMaster SlavePI-Regler
FMaster FSlave
vMentor vUmgebung
UmgebungF
FPI
FMentor
vdiff
-sT1
vSlave
e
-sT2e
Abbildung 3.1: Signalfluss der PF-Regelungsarchitektur im bilateralen Teleoperations-
system: Der Kommunikationskanal wird durch die zwei Zeitverzögerun-
gen T1 und T2 repräsentiert. Die Geschwindigkeiten vMentor und vMaster
sowie vSlave und vUmgebung entsprechen sich. Die Geschwindigkeit vMaster
wird um die Zeitverzögerung T1 verzögert zum PI-Regler auf der Slave-
Seite übertragen. Dieser PI-Regler bestimmt aus der Differenz der ver-
zögerten Mastergeschwindigkeit vMaster_del und der Slavegeschwindig-
keit vSlave die Kraft FPI , welche nötig ist, um die Positionen von Slave
und Master aneinander anzupassen. Das Kraftsignal FPI kommt um T2
verspätet am Mastergerät an.
H22
++
++
H11
H12
H21
Human
Operator Umgebung
vh -ve
eFFh
Abbildung 3.2: H-Matrix-Modellierung des bilateralen Teleoperationssystems
Im Gegensatz zu den einfachen Impedanzen Z und Admittanzen Y beschreiben die H-
und Z-Matrizen das Verhalten eines sogenannten Vierpols (vgl. Kapitel 3.1.2). In der
elektrischen Ersatzschaltung der Z-Matrix (siehe Abbildung 3.3) des bilateralen Teleope-
rationssystems müssen stromgesteuerte Spannungsquellen eingeführt werden, da z.B. die
von der Impedanz Z12 generierte Spannung nur vom Strom Ie, nicht aber vom Strom
Ih abhängt. Auf die mechanische Betrachtungsweise übertragen bedeutet dies, dass die
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aus Z12 resultierende Kraft nur von der Geschwindigkeit ve abhängt, wie in Gleichung
(3.1) nachvollzogen werden kann. Die elektrische Darstellung darf hier angewendet wer-
den, da eine Analogie zwischen den Potentialen Kraft und Spannung und den Flüssen
Geschwindigkeit und Strom besteht (siehe Kapitel 3.1.2).
Z22Z11
+
-
Z   I12  e Z   I21  h
Operator Umgebung
Ih Ie
eUUh
+
-
Abbildung 3.3: Z-Matrix-Modellierung des bilateralen Teleoperationssystems
3.1.1 Regelungsarchitekturen
Die Namen der Regelungsarchitekturen bezeichnen die über den Kommunikationskanal
übertragenen Signale. Der erste Teil der Bezeichnung bezieht sich auf das Signal, welches
von Master zu Slave und das zweite auf das Signal, welches entgegengesetzt fließt.
Im Folgenden werden die PP- und PF-Architekturen und deren Kombination in der 4-
Channel-Architektur vorgestellt. Diese wurden für unterschiedliche Einsatzszenarien in
der Robotik entwickelt.
3.1.1.1 Position-Position (PP)
Bewegt sich der Roboter z.B. in freier Umgebung oder ist diese absolut bekannt und zei-
tunveränderlich, so wird ein Position-Position-Regler implementiert (siehe Abbildung 3.4).
Eine typische Anwendung ist die Positionierung und Ausrichtung eines Röntgenstrahlers
in Bezug auf ein Patientenkoordinatensystem, da hierbei davon ausgegangen werden kann,
dass kein Kontakt mit der Umgebung eintritt. In dieser Architektur senden Master und
Slave jeweils ihre Geschwindigkeiten zu den beiden PI-Reglern des Systems, wobei das
Geschwindigkeitssignal des Slaves um T2 verspätet beim PI-Regler der Masterseite und
das des Masters um T1 verzögert beim PI-Regler der Slaveseite eintrifft. Diese PI-Regler
errechnen jeweils aus der Positions- und Geschwindigkeitsdifferenz die zur Positionsfolge
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PI 12
+ -
vmT1
-sT1e -sT2e
+ -+ -
+ -
Mentor UmgebungMaster SlavePI 11
Fm Fs
vMentor vm vsvsT2
eF
FPI11 FPI12
FMentor
vd_PI11 vd_PI12
vs
Abbildung 3.4: Bilaterale Position-Position-Architektur
PI 12a
+ -
-sT1e -sT2e
PI 12b
vmT1
+ -+ - +-
PI 11bMentor UmgebungMaster SlavePI 11a
Fm Fs
vMentor vm vsvsT2
eF
FPI11 FPI12
FMentor
vs
Abbildung 3.5: Bilaterale Position-Position-Architektur mit separierten Reglern
der einzelnen Parteien nötige Regelkraft. Unter großen Zeitverzögerungen ist es sinnvoll
entsprechend der PP-Architektur sowohl auf Slave- als auch Masterseite einen PI-Regler
vorzusehen, da dadurch die Auswirkung der Verzögerungen reduziert werden kann. Zusätz-
lich können diese Regler so aufgetrennt werden, dass jeweils eine separate Skalierung der
Master- und Slave-Feedbacksignale möglich ist. Unterschiedliche PI-Regler-Impedanzen
ZPI11a,b und ZPI12a,b würden hierzu die Master- bzw. Slavegeschwindigkeiten vor deren
Subtraktion voneinander skalieren (vgl. 3.5). Bzgl. der Optimierung der Stabilität und
vor allem der Transparenz eröffnet diese Spezifizierung neue Möglichkeiten (vgl. Kapitel
4.5.2). Aufgrund von Vereinfachungen wird allerdings in dieser Arbeit jeweils nur ein PI-
Regler auf jeder Seite des Kommunikationskanals verwendet. Zudem entsprechen sich die
Reglerparameter beider Seiten (ZPI11 = ZPI12).
3.1.1.2 Position-(EN-)Force (P(EN-)F)
Sobald sich der Roboter in einer unbekannten Umgebung bewegt, wie z.B. an einem Pa-
tienten im Chirurgieszenario, kommt das Position-(EN-)Force-Konzept (siehe Abbildung
3.6) zum Einsatz. Der Master empfängt in diesem Fall als Feedback nicht wie der Slave die
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+ -+
+ -
-
Mentor UmgebungMaster SlavePI 1
Fm Fs
vMentor vm vs
mT1
eFFPI1
FeT2FMentor
vd_PI1
v
vs-sT1e
-sT2e
Abbildung 3.6: Bilaterale Position-(EN-)Force-Architektur
errechnete Kraft des PI-Reglers, sondern die Kraft, welche ein Kraftsensor am Roboter in
der Umgebung wahrnimmt. Dieser Ansatz führt somit zu einem intuitiveren Empfinden
der Umgebung. Anhand dieses Konzepts kann der Kontakt mit der Umgebung des Robo-
ters sehr robust und sicher erfolgen (für mehr Informationen [3]). Im Sinne der Stabilität
kann dieses Kraftfeedback durch eine Skalierung geregelt werden.
3.1.1.3 Position-(PI-)Force (P(PI-)F)
In Abbildung 3.7 ist ein sogenanntes Position-(PI-)Force System dargestellt, in welchem
nur auf Seite des Slaves ein PI-Regler vorgesehen ist. Auf diese Weise erhält der Mas-
ter die Reglerkraft im Vergleich zur symmetrischen PP-Architektur verspätet, wodurch
Stabilität und Positionsfolge des Systems eingeschränkt werden. Der Vorteil dieser Ar-
chitektur ist allerdings, dass im Gegensatz zur PP-Architektur konjugierte Signale durch
den Kommunikationskanal fließen. Dies vereinfacht die Implementierung des Time Domain
Passivity-Ansatzes, wie später näher erklärt wird.
PI 12
+ -
vmT1 vd_PI12
FPI12
-sT1e
-sT2e + -+ -
Mentor UmgebungMaster Slave
vs
Fm Fs
vMentor vm
eF
FPI2T2
FMentor
vs
Abbildung 3.7: Bilaterale Position-(PI-)Force-Architektur
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eF
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FMentorT1
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 2
-sT1e
-sT1e-sT2e
-sT2e
+ -+ -
+ -
Mentor UmgebungMaster SlavePI-Regler 1
v
Fm Fs
vm vsvsT2
FPI12 FPI12
FMentor
vd_PI1 vd_PI1
svm
Abbildung 3.8: Bilaterale 4-Channel-Architektur
3.1.1.4 4-Channel (4Ch)
Ein hybrides Konzept, in welchem die obigen PP- und P(EN-)F-Architekturen kombi-
niert sind, ist die sogenannte Four-Channel-Regelungsarchitektur. In [3] wird eine typi-
sche Anwendung wie folgt beschrieben: „Eine Vorrichtung, welche dem Zersägen eines
Knochens dient, nützt die Kraftinformation, um die Schnittgeschwindigkeit zu regulieren
(...), während entlang einer vorgegebenen Trajektorie gesägt wird.“ Diese Four-Channel-
Architektur setzt allerdings voraus, dass sich an den Ein- und Ausgabegeräten Kraft-
sensoren befinden, oder zumindest ein dynamisches Modell derer besteht, so dass die
Feedbackkräfte aus der Dynamik berechnet werden könnten. Die beste Transparenz kann,
wie in Kapitel 4.5.2 gezeigt wird, durch diese 4-Channel-Architektur erreicht werden.
Die 4-Channel-Architektur führt zu hoher, unnötiger Komplexität und kann aufgrund
von Hardwareeinschränkungen (keine Kraftsensorik und kein dynamisches Modell vor-
handen) im Zielsystem nicht realisiert werden. In dieser Arbeit soll ein Grundkonzept der
trilateralen Regelung entwickelt werden. Da PP- und P(PI-)F-Architektur (ab hier: PF-
Architektur) keine Kraftsensorik benötigen und für die Dominanzverteilung ausreichend
sind, wird sich diese Arbeit deshalb auf diese beschränken. Die 4-Channel-Architektur
wird lediglich in einem Vergleich der neu entwickelten Dominanzarchitektur mit früheren
angewendet werden.
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3.1.2 Netzwerkdarstellung
Neben der modellbezogenen Signalflussdarstellung kommt in dieser Arbeit die aus der
Elektrotechnik bekannte, energiebezogene Netzwerkdarstellung zum Einsatz, in welcher
auf die Modellierung der Systemelemente verzichtet werden kann. Anhand der Betrach-
tung der durch das System fließenden Energien können unerwünschte Diskretisierungsef-
fekte und Zeitverzögerungen berücksichtigt werden, da eine eventuelle, hieraus resultieren-
de Aktivität der Subsysteme erkannt werden kann. Anhand verschiedener energiebasierter
Regelungsansätze kann dann die potentiell destabilisierend wirkende Aktivität der Sub-
systeme beschränkt werden, wodurch die Stabilität des Systems garantiert werden kann
(siehe Kapitel 3.2.4).
Ein solches Netzwerk setzt sich aus beliebig vielen Subsystemen mit unterschiedlicher An-
zahl an Toren bzw. Ports (vgl. Abbildung 3.9) zusammen. Diese Ports, an denen jeweils
ein Potential e anliegt, bestehen wiederum stets aus zwei Polen, durch welche ein ein-
heitlicher Fluss f fließt. Ein bilaterales Teleoperationssystem (siehe Abbildung 3.10) kann
durch die 1-Port-Subsysteme (auch „1-Port“, oder „Zweipol“) Operator und Umgebung
und die 2-Port-Subsysteme (auch „2-Port“, oder „Vierpol“) Master, PI-Regler, Kommu-
nikationskanal und Slave repräsentiert werden. Mehrere 2-Port-Subsysteme, wie z.B. der
PI-Regler und der Kommunikationskanal, können zu einem einzigen 2-Port-Subsystem
zusammengefasst werden. Dieser würde dann von den zwei 1-Port-Subsystemen, welche
Master und Operator, bzw. Slave und Umgebung enthalten, terminiert. Im trilateralen
System ergibt sich so z.B. ein 3-Port, welcher Verteiler, Regler, Kommunikationskanal
und Dominanzverteilung (siehe Abbildung 5.1) beinhaltet und ebenso durch die Ein- und
Ausgabegeräte terminiert wird.
In einem Lumped-Paramter System, einem System welches aus konzentrierten Elementen
besteht, gelten die in Tabelle 3.2 dargestellten FU-Analogien der allgemeinen e-f-Notation
mit der elektrotechnischen und mechanischen Sichtweise. Diese Analogie wird auch als
direkte Analogie bezeichnet (siehe [6]). Hierbei ist eine serielle Verbindung im elektro-
technischen System analog zu einer parallelen Schaltung im mechanischen System und
umgekehrt. Eine Masse wird als konzentriertes Element bezeichnet, wenn sie absolut steif
ist und ein elastisches Element wird als solches bezeichnet, wenn es keine Masse besitzt.
Diese idealisierten Eigenschaften konzentrierter mechanischer Elemente entsprechen den
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Abbildung 3.9: Darstellung von Netzwerksubsystemen
Annahmen der elektrischen Netzwerktheorie. Hier sind Widerstände rein ohmisch, Spulen
besitzen keine kapazitiven und Kapazitäten keine induktiven Eigenschaften. Durch Mul-
tiplikation der konjugierten Signale Potential e und Fluss f kann jeweils die Leistung an
den Ports berechnet und anhand des resultierenden Vorzeichens die Flussrichtung dieser
Leistung bestimmt werden. Für die passivitätsbasierte Regelung stellt die Energiebezo-
genheit der Netzwerkdarstellung einen entscheidenden Vorteil gegenüber der Signalfluss-
darstellung dar. Die Umwandlung der Signalfluss- in eine Netzwerkdarstellung ist ein
entscheidender Schritt, welcher durchgeführt werden muss, damit die konjugierten Paare
Potential Fluss
allgemein Potential - e Fluss - f
elektrotechnisch Spannung - U Strom - I
mechanisch Kraft - F Geschwindigkeit - v
Tabelle 3.1: direkte Analogie von allgemeiner, elektrotechnischer und mechanischer
Sichtweise
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mechanisch elektrotechnisch
Masse M Induktivität L
Dämpfer B Widerstand R
Steifigkeit K Kapazität C
Tabelle 3.2: direkte Analogie von elektrotechnischen und mechanischen Bauelementen
im Signalflussplan des Simulink-Modells korrekt abgegriffen werden.
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Abbildung 3.10: Netzwerkdarstellung eines bilateralen Teleoperationssystems
3.2 Stabilität
In dieser Arbeit sollen sowohl modellunabhängige also auch modellbasierte Verfahren zur
Analyse der Stabilität zum Einsatz kommen. Die Methode der Passivität bezieht, im Ge-
gensatz zum Ein-/ Ausgangsstabilitätskriterium, die Modelle der Subsysteme Operator,
Umgebung, Slave und Master nicht mit ein. Im Llewellyn-Stabilitätskriterium wird die
Z-Matrix eines Systems analysiert, in welche die Modelle von Operator und Umgebung
nicht miteingehen.
Im Folgenden werden die auf der Signalflussdarstellung basierenden Kriterien zur Ein-
/Ausgangsstabilität (E/A-Stabilität) und zur absoluten Stabilität nach Llewellyn herge-
leitet. Daraufhin werden auf der energiebezogenen Netzwerkdarstellung basierende Stabi-
litätskonzepte vorgestellt.
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3.2.1 Ein-/Ausgangsstabilität
Anhand der im Zeitbereich definierten Gewichtsfunktion kann das Ein-/ Ausgangsstabi-
litätskriterium hergeleitet werden:
Die durch das Ein-/Ausgangsverhalten (Eingang u, Ausgang y) eines Systems
y(t) = g(t)u(t) (3.2)
definierte Gewichtsfunktion g(t) kann folgendermaßen formuliert werden:
g(t) =
n∑
i=1
gie
λit. (3.3)
In dieser Gleichung stehen die Eigenwerte λi des Systems im Exponenten einer e-Funktion.
Das Kriterium für E/A-Stabilität besagt, dass ein System E/A-stabil ist, wenn dessen
Gewichtsfunktion die Bedingung∫ ∞
0
|g(t)| dt <∞ (3.4)
erfüllt (nähere Informationen in [5]). Ist ein Realteil der Eigenwerte λi positiv, diver-
giert aufgrund der e-Funktion die Gewichtsfunktion g(t) des Systems (siehe Gleichung
3.3), während unter rein negativen Eigenwertrealteilen ein konvergierendes und folglich
asymptotisch stabiles System besteht. Die Übertragungsfunktion im Frequenzbereich
G(s) =
∫ ∞
−0
(
n∑
i=1
gie
λit)e−st dt =
=
∫ ∞
0
n∑
i=1
gie
(λi−s)t dt =
=
n∑
i=1
gi
s− λi
(3.5)
kann durch Laplace-Tansformation der Gewichtsfunktion ermittelt werden. In der Pol-
und Nullstellendarstellung lautet diese Übertragungsfunktion:
G(s) = k
∏q
i=1(s− s0i)∏n
i=1(s− si)
. (3.6)
Die Pole si der Übertragungsfunktion entsprechen den Eigenwerten (vgl. Gleichung (3.5)
und können reell (si = δi) oder konjugiert komplex (si, si+1 = δi±jwi) sein. Entsprechend
der Bedingung (3.4) ist ein System folglich asymptotisch stabil, wenn alle Polrealteile
dessen Übertragungsfunktionen negativ sind.
Re(si) < 0 ∀ i ∈ {1..n} (3.7)
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3.2.2 Llewellyn - Absolute Stabilität
Durch den von Llewellyn [8] vorgeschlagenen Ansatz, welcher eine Erweiterung des Kri-
teriums von Gewertz (siehe [9]) darstellt, kann ein Netzwerksubsystem als absolut bzw.
unbedingt stabil konzipiert werden. Absolute bzw. unbedingte Stabiblität bedeutet, dass
ein System stabil ist, unter der Voraussetzung, dass die terminierenden Subsysteme (das
heißt Operator und Umgebung) des analysierten Subsystems passiv sind (siehe [7]). Dies
gilt für alle nicht reziproken Netzwerksubsysteme, deren Ein-/Ausgangsverhalten unab-
hängig von der Wahl der Ports als Ein- bzw. Ausgang ist. Da in der bilateralen Teleope-
ration angenommen wird, dass die Aktivität von Operator und Umgebung vernachlässigt
werden können (siehe Kapitel 3.2.4), ist dieser Ansatz vielversprechend und wurde schon
in [10] und [11] auf bilaterale Telepräsenzsysteme angewendet.
In dieser Arbeit soll das Subsystem, bestehend aus Master, Slave und PI-Regler, anhand
der Reglerparameter so ausgelegt werden, dass die absolute Stabilität des Gesamtsystems
garantiert wird.
Zur Analyse eines Systemports bezieht sich Llewellyn auf dessen Z-Matrix. Die nötigen
Beziehungen zwischen den Impedanzmatrixelementen werden im Folgenden entsprechend
der Vorgehensweise von [9] abgeleitet. An den zwei Ports des bilateralen Subsystems gelten
entsprechend Gleichung (3.1) folgende Beziehungen:
Fh = Z11vh + Z12ve,
vh =
Fh
Z1
,
Fe = Z21vh + Z22ve und
ve =
Fe
Z2
.
Aus diesen Gleichung lässt sich eine Beziehung zwischen den Portimpedanzen Zi herstel-
len:
Z1 =
Z11Z2 + (Z11Z22 − Z12Z21)
Z2 + Z22
(3.8)
mit den in Real- und Imaginärteile zerlegten Impedanzen
Zi = Ri + iXi ∀ i ∈ {1, 2} und (3.9)
Zij = Rij + iXij ∀ i ∈ {1, 2} , j ∈ {1, 2} . (3.10)
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Im Sinne der absoluten Stabilität müssen die Realteile der Portimpedanzen Re(Zi) positiv
sein. Für den Realteil R1 der Impedanz Z1
R1 =
H(R2, X2)
N(R2, X2)
(3.11)
ergibt sich ein Bruch, dessen Nenner N stets positiv ist. Im Zähler steht ein Polynom
zweiter Ordnung
H(R2, X2) = aR
2
2 + bX
2
2 + cR2 + dX2 + e,
welches als Paraboloid identifiziert werden kann. Auf diese Weise kann die Bedingung für
absolute Stabilität Re(Zi) ≥ 0, wie folgt, formuliert werden:
Da das Paraboloid nach oben offen sein muss und der Scheitelpunkt des Paraboloids einen
positiven H-Wert aufweisen muss, muss sowohl
a ≥ 0 als auch
4ad− c2 ≥ 0
gelten. Es ergibt sich somit, wie in [9] nachzuvollziehen ist, unter jeglicher passiver Ter-
minierung ein absolut stabiles System, wenn folgende Bedingungen erfüllt werden:
R11 > 0
R22 > 0
4(R11R22 +X12X21)(R11R22 −R12R21)− (R12X21 −R21X12)2 > 0
Diese Herleitung wird in Kapitel 4.4.2.2 auf ein trilaterales System übertragen.
3.2.3 Zeitverzögerung und Stabilität
Sowohl in der E/A-Stabilitätsanalyse, als auch in der Llewellynmethode kann die Zeitver-
zögerung nicht berücksichtigt werden, da diese in die Übertragungsfunktion als e-Funktion
eingeht.
Nach dem Verschiebungssatz der Laplace-Transformation (siehe [5]) gilt für eine Zeitver-
zögerung bzw. ein Totzeitglied im Frequenzbereich:
f(t− T ) d t e−sTF (s). (3.12)
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Abbildung 3.11: Separierung der e-Funktion ermöglichende Übertragungsstrecken
Der Einfluss der e-Funktion auf die Stabilität des Systems kann in dessen Ortskurve sehr
gut analysiert werden: Die Zeitverzögerung wirkt sich nicht auf den Betrag, sondern nur
auf die Phase der Gesamtübertragungsfunktion des Systems aus (für mehr Informationen
[5]). Mit Zunahme der Zeitverzögerung steigt somit der Betrag der Ortskurve bei −180◦.
Auf diese Weise kann ein System, welches das Nyquist-Kriterium (siehe [12]) im verzöge-
rungsfreien Zustand erfüllt, dieses Kriterium schon bei geringer Verzögerung verletzen.
Das auf die Wurzelortskurve angewendete Nyquist-Kriterium, welches im bilateralen Fall
eine Einflussanalyse der Zeitverzögerung ermöglicht, kann in der trilateralen Struktur
nicht erfolgen, da die Separierung der e-Funktion in der Gesamtübertragungsfunktion
nicht möglich ist. Die zu diesem Schluss führende Analyse des trilateralen Systems soll
an dieser Stelle vorgezogen werden: In Anhang A ist die Umstrukturierung des Signal-
flussplans am Beispiel der Übertragungsfunktion G11 = Fm1vm1 dargestellt. Die zur Um-
strukturierung nötigen Verschiebungsregeln gelten für lineare, zeitinvariante Systeme.
Wie erwähnt ist für die Anwendung des Nyquist-Kriteriums eine Separierung der Delay-
Übertragungsfunktion e−sT von der restlichen Übertragungsfunktion vorausgesetzt. Im
Blockschaltbild bedeutet dies, dass der Delay-Block entsprechend den Abbildungen 3.11(a)
und 3.11(b) bzgl. der restlichen Übertragungsfunktion G12 positioniert sein muss. Sitzt
der Delay-Block seriell zur restlichen Übertragungsfunktion G12, wird die Gesamtüber-
tragungsfunktion aus der Multiplikation von G12 und e−sT berechnet:
Gges = G12e
−sT
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Abbildung 3.12: Mögliche Ausgangssituationen vor Blockverschiebungen
Die e-Funktion ist somit separiert. In den Abbildungen 3.12(a) und 3.12(b) sind die Block-
schaltbilder einer parallelen Struktur und einer Signalrückführung dargestellt, welche zu
den Blockschaltbildern 3.11(a) und 3.11(b) umstrukturiert werden können. Für die Rück-
führungsschaltung muss hierzu eine invertierte Delay-Übertragungsfunktion est vorausge-
setzt werden. Würden die Delayblöcke in den Strukturen 3.12(a) und 3.12(b) z.B. einzeln
auftreten, wäre die Separierung der e-Funktion nicht möglich.
Diese Erörterung soll nun auf die Analyse eines Ausschnitts aus der Fm1
vm1
-Übertragungsstrecke
des trilateralen Systems (Abbildung 3.13) angewendet werden:
In der Abbildung 3.13 ist eine Rückführungsschaltung der Gesamtübertragungsfunktion
G11 =
Fm1
vm1
zu sehen. Vergleicht man die Positionierung des Delay-Blocks mit der Rück-
führung in Abbildung 3.12(b) so ist ersichtlich, dass, um eine Struktur entsprechend der
Abbildung 3.11(b) zu erzielen, um also eine Separierung der Delay-Übertragungsfunktion
zu garantieren, ein invertierter Delay-Block est vorhanden sein müsste. Da im Laufe der
Umformung der Gesamtübertragungsfunktion G11 das invertierte Delay nicht mit einem
nichtinvertierten Delay multipliziert werden kann, ist es nicht möglich, die e-Funktion zu
separieren.
Diese Analyse bestätigt, dass die Zeitverzögerung nicht durch oben beschriebene Sta-
bilitätskriterien berücksichtigt werden kann. Die Vernachlässigung der Zeitverzögerung
in der Stabilitätsanalyse ist jedoch zulässig, da das verwendete Passivitätskonzept den
instabilisierenden Einfluss der Zeitverzögerung kompensiert.
3.2.4 Passivität
In diesem Kapitel wird unter Bezug auf die Netzwerkdarstellung auf verschiedene Kon-
zepte der passivitätsbasierten Regelung eingegangen, wobei der Time Domain Passivity
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Approach das Grundkonzept dieser Arbeit darstellt.
Die Passivität eines Netzwerks ist eine ausreichende Bedingung für dessen Stabilität (vgl.
[4]). Wenn jedes Subsystem eines Netzwerks passiv ist, d.h. Energie verbraucht, so gene-
riert das Gesamtsystem keine Energie. Das Netzwerk ist dann rein dissipativ und somit
stabil. Anhand der Passivität kann somit die Stabilität eines gesamten Netzwerks durch
separate Analyse dessen linearer oder nichtlinearer Subsysteme untersucht werden. Neben
der Intuitivität des energiebezogenen Passivitätskriteriums sprechen folgende Eigenschaf-
ten für dessen Anwendung in der bilateralen Teleoperation (siehe [13]):
1. Ein aus passiven Subsystemen bestehendes Gesamtsystem ist immer passiv.
2. Ein passives Gesamtsystem kann aktive Subsysteme enthalten.
Vor allem die zuletzt genannte Eigenschaft der Passivitätsformulierung ist grundlegend
für deren Verwendung im bilateralen System, da der Mensch bzw. die Umgebung aktiv
werden können. In [14] wurde gezeigt, dass sogar der Mensch für alle in der Teleoperation
relevanten Frequenzen als passiv angenommen werden darf. Die Master- und Slavegeräte
sind passive Geräte, da sie reibungsbehaftet und so konstruiert sind, dass sie keine Energie
in das System einführen können. Zusätzlich darf angenommen werden, dass eine eventuel-
le Aktivität der Umgebung in den Impedanzen der restlichen Subsysteme, d.h. durch die
Reibung der Geräte und die Dämpfung des menschlichen Arms, dissipiert wird.
Die Passivitätsbedingung wurde in [13] anhand der mechanischen Signale Kraft und Ge-
schwindigkeit für ein n-Port-Subsystem (siehe Abbildung 3.9(c)) formuliert:
Eges(t) =
∫ ∞
0
FT (t) · v(t) dt ≥ 0 (3.13)
In dieser Bedingung wird angenommen, dass zum Zeitpunkt t=0 keine Energie im System
gespeichert ist (Eges(0) = 0). Die Vektoren
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F =

FP1(s)
FP2(s)
...
FPn(s)
 und v =

vP1(s)
vP2(s)
...
vPn(s)

enthalten die an den n Ports wirkenden Kräfte und Geschwindigkeiten. Die Passivität
eines n-Port-Subsystems ist somit garantiert, wenn die Summe aller Energien EPi
EPi =
∫ ∞
0
FPi(t) · vPi(t) dt
an den Subsystemports i größer Null ist. Die Portenergien EPi sind nach Konvention po-
sitiv, wenn sie in das Subsystem eintreten und negativ, falls sie aus diesem austreten. Ein
passives Subsystem dissipiert somit mehr Energie, als es generiert. Das Subsystem wird
als verlustfrei bezeichnet, wenn die Gesamtenergie dessen Ports gleich Null ist.
In den folgenden Abschnitten wird mit der Scattering Formulation zuerst ein Verfahren
zur Aktivitätsanalyse von Subsystemen vorgestellt. Hierauf wird auf den Time Domain
Passivity Approach eingegangen, durch welchen die von aktiven Subsystemen eingeführte,
überschüssige Energie dissipiert und somit ein System stabilisiert werden kann.
3.2.4.1 Scattering Formulation
In [2] wird das Konzept des von Haykin [15] entwickelten Scatteringoperators S vorgestellt.
Anhand der Scattering Formulation kann das energetische Verhalten eines Netzwerkports
untersucht werden. Der Scatteringoperator wird anhand einer eingehenden und einer re-
flektierten Welle definiert:
F(t)− v(t)︸ ︷︷ ︸
reflektierte Welle
= S(t) (F(t) + v(t))︸ ︷︷ ︸
eingehende Welle
im Zeitbereich bzw.
F(s)− v(s) = S(s)(F(s) + v(s))
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im Laplace-Bereich, mit
F(s) =
 Fh(s)
Fe(s)
 und v(s) =
 vh(s)
−ve(s)

In [13] wird die Definition des Scatteringoperators in Abhängigkeit von der H-Matrix
hergeleitet:
S(s) =
 1 0
0 −1
 (H(s)− I)(H(s) + I)−1
mit der Einheitsmatrix I. Anhand der Wellenformulierung kann folgende Passivitätsbe-
dingung (vgl. [13]) leicht nachvollzogen werden, da die reflektierte Welle geringere Energie,
als die eingehende Welle haben sollte:
„Ein System ist passiv, falls und nur falls die Norm des Scatteringoperators kleiner oder
gleich 1 ist.“
‖S‖ ≤ 1
Hierbei ist ‖S‖ mit der Quadratwurzel des maximalen Eigenwerts λ1/2 wie folgt definiert:
‖S‖ = λ1/2(ST (s)S(s)).
Diese Scattering-Formulierung kann auf die trilaterale Struktur übertragen werden, wobei
ein Bezug auf die Impedanzmatrix Z statt auf die Hybridmatrix H hergestellt wird. Da
der Scattering-Ansatz in dieser Arbeit nicht weiter verfolgt wird, sei diese Möglichkeit
hier lediglich erwähnt.
3.2.4.2 Time Domain Passivity Approach
Der Time Domain Passivity Approach stellt im Vergleich zur Scattering Formulation keine
Methode dar, welche dem Passivitätsbeweis dient, sondern ein Regelungskonzept, welches
ein System mit aktiven Elementen stabilisieren kann.
Jedes Teleoperationssystem enthält mit dem Kommunikationskanal und dessen Zeitver-
zögerungen ein aktives Subsystem. Aufgrund ihrer stark destabiliserenden Wirkung (sie-
he Kapitel 3.2.3) führt eine Zeitverzögerung zu hohen Einschränkungen bzgl. der Wahl
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der PI-Reglerparameter. Diese Parameter müssen so ausgelegt werden, dass das Nyquist-
Kriterium trotz Zeitverzögerung erfüllt wird.
Wie erwähnt ermöglicht der in diesem Kapitel vorgestellte Time Domain Passivity Ap-
proach (ab hier: TDPA) die Beobachtung und Dissipierung überschüssiger Energie, so dass
z.B. auch ein Netzwerk mit Kommunikationskanal unter variabler Zeitverzögerung passi-
viert werden kann. Unter Verwendung dieses energiebezogenen Stabilisierungsverfahrens
ist es nicht nötig, die PI-Reglerparameter anzupassen, weshalb der TDPA die Konserva-
tivität bzgl. der Auslegung eines Systems unter Zeitverzögerung reduziert.
Als Alternative zum TDPA wird häufig die ähnlich der Scattering Formulation auf einer
Wellenformulierung basierende Methode der Wellenvariablen verwendet, welche ein Sys-
tem unter beliebiger, konstanter Zeitverzögerung stabilisieren kann. Im Gegensatz zum
Time Domain Passivity Approach muss für die Wellenvariablen eine feste Dämpfung ein-
geführt werden, welche unter Veränderung der Zeitverzögerung angepasst werden muss.
Da der TDPA mit variabler Dämpfung somit den allgemeingültigeren Ansatz darstellt,
wird er in dieser Arbeit den Wellenvariablen vorgezogen.
Das TDPA-Verfahren basiert im bilateralen Teleoperationssystem bzw. bei Passivierung
eines 2-Port-Subsystems (vgl. [17]) auf je zwei Passivitätsbeobachtern (ab hier: PO) und
-reglern (ab hier: PC), welche sich auf beiden Seiten des Kommunikationskanals befin-
den (siehe Abbildung 3.14). Die POs beobachten die Leistungen bzw. Energien der Ports
P3 (PO1) bzw. des Ports P4 (PO2). Die aus der Multipliaktion der konjugierten Kraft-
Abbildung 3.14: Netzwerkdarstellung des bilateralen Kanal-PO/PC
und Geschwindigkeitssignale resultierenden Leistungen können anhand ihres Vorzeichens
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in ihrer Flussrichtung unterschieden werden (siehe [18]). Hierzu muss die Differenz der
Signale vor dem PI-Regler berücksichtigt werden. Durch Integration der Leistungen eines
Vorzeichens können die von Master zu Slave (L2R) und die von Slave zu Master (R2L)
fließenden Energien separat berechnet werden. Die Leistungen werden nach Konventi-
on stets so integriert, dass sich in jeder Richtung positive Portenergien ergeben, welche
zwangsläufig monoton steigen.
EL2RPi (t) =
∫ t
0
PPi(τ) dτ ∀ Pi(t) > 0 (3.14)
ER2LPi (t) = −
∫ t
0
PPi(τ) dτ ∀ Pi(t) < 0 (3.15)
Für diskrete Systeme lauten diese Gleichungen
EL2RPi (n) =
n∑
k=0
PPi(k) ∀ Pi(k) > 0 (3.16)
ER2LPi (n) = −
n∑
k=0
PPi(k) ∀ Pi(k) < 0. (3.17)
Die Passivitätsbedingung (3.13) lautet diskret:
Eges(n) = ∆T
n∑
k=0
F(k)v(k) ≥ 0 (3.18)
mit der Gesamtenergie Eges über alle Ports Pi und der Abtastzeit ∆T . Bei Passivität des
Kommunikationskanal-Subsystems gilt folglich folgende Ungleichung:
EKK = ∆T
n∑
k=0
(fP3(k)vP3(k)− fP4(k)vP4(k)) ≥ 0 (3.19)
Für die PCs sind somit die Energien des Ports P3 und des Ports P4 relevant, um die
vom Kanal eingeführte Energie zu ermitteln. Da jeweils eine dieser Energien jenseits des
Kanals beobachtet wird, kommt diese mit der Zeitverzögerung des Kanals verspätet an.
Um die Aktivität des Kanals zu berechnen, muss die Differenz der in die Ports in einer
Richtung ein- und verzögert austretenden Energien ermittelt werden:
EL2RKK (n) = E
L2R
P3
(n− T1)− EL2RP4 (n), (3.20)
ER2LKK (n) = E
R2L
P4
(n− T2)− EL2RP3 (n). (3.21)
T1 bezeichnet die Zeitverzögerung in L2R- und T2 diejenige in R2L-Richtung. Da die Aus-
trittsenergien von den Eintrittsenergien subtrahiert werden, sind unter Aktivität, also bei
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Energiegenerierung des Kanals, diese Energien EKK entsprechend der Konvention nega-
tiv. Die Aufgabe der Passivity Controller ist es, diese überschüssige negative Energie zu
dissipieren.
Um sicherzustellen, dass dieses Vorgehen korrekt ist, muss zuerst ein Passivitätsbeweis
durchgeführt werden. Hierzu muss gezeigt werden, dass die verzögerungsbehaftete, beob-
achtete Energie EKK(n), welche durch die PC-Dissipation erzielt werden soll, geringer als
die Energie Ex(n) des verzögerungsfreien Systems ist:
EKK(n) < Ex(n) bzw. EKK(n)− Ex(n) < 0. (3.22)
Hierbei ist
Ex(n) = EP3(n) + EP4(n) =
= EL2RP3 (n)− ER2LP3 (n) + ER2LP4 (n)− EL2RP4 (n).
(3.23)
Diese Energie wird in von Master zu Slave (L2R) und in von Slave zu Master (R2L)
fließende Energien unterteilt:
EL2Rx (n) = E
L2R
P3
(n)− EL2RP4 (n), (3.24)
ER2Lx (n) = −ER2LP3 (n) + ER2LP4 (n). (3.25)
Für diese richtungsbezogenen Energien lässt sich nun die verzögerungsbehaftete, obser-
vierte Energie berechnen:
EL2RKK (n) = E
L2R
P3
(n− T1)− EL2RP4 (n), (3.26)
ER2LKK (n) = −ER2LP3 (n) + ER2LP4 (n− T2). (3.27)
Folgende Ungleichungen müssen im Sinne des Passivitätsbeweises dann gemäß (3.22) be-
stätigt werden:
EL2RP3 (n− T1)− EL2RP4 (n)− EL2RP3 (n) + EL2RP4 (n)
= EL2RP3 (n− T1)− EL2RP3 (n) < 0,
(3.28)
−ER2LP3 (n) + ER2LP4 (n− T2)− (−ER2LP3 (n) + ER2LP4 (n))
= ER2LP4 (n− T2)− ER2LP4 (n) < 0.
(3.29)
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Da es sich hierbei um monoton steigende Energien handelt und somit verzögerte Energien
niedriger als nicht verzögerte sind, ist die Passivität immer garantiert.
Entscheidend ist, dass vor der Dissipation der Kanalaktivität, die bis zum letzten Zeit-
schritt bereits dissipierte Energie berücksichtigt wird:
E
R2L/L2R
obs (n) = E
R2L/L2R
KK (n)− ER2L/L2Rdiss (n− 1). (3.30)
Wenn die beobachtete Energie negativ ist, so wird dieser Zuwachs an Energie ER2L/L2Robs (n),
der in diesem Zeitschritt durch den PC dissipiert werden wird, in der dissipierten Energie
E
R2L/L2R
diss (n) für den nächsten Zeitschritt berücksichtigt:
E
R2L/L2R
diss (n) = E
R2L/L2R
diss (n− 1) + ER2L/L2Robs (n), if ER2L/L2Robs (n) < 0 (3.31)
Um die Aktivität des Kommunikationskanals zu vernichten, muss der PC1 auf Master-
seite folglich eingreifen, wenn die Energie ER2Lobs (n) negativ ist, während der PC2 auf der
Slaveseite reagieren muss, sobald die Energie EL2Robs (n) negativ ist.
Da die Ausgänge auf den beiden Seiten des Kanals unterschiedliche Signalarten (Kraft
bzw. Geschwindigkeit) darstellen, werden die Passivity Controller in serielle und parallele
PCs untergliedert. Der Passivity Controller der Masterseite (auch „Forward PC“) wird
als „series PC“ bezeichnet, da er die Geschwindigkeit nicht variiert, sondern nur die zum
Master fließende Kraft verändert. Im Gegensatz dazu wirkt der „parallel PC“ auf der Sla-
veseite (auch „Backward PC“) auf die zum Slave austretende Geschwindigkeit, während
er die Kraft beibehält.
Die vom series Passivity Controller vorgenommene Kraftdämpfung αPC1(n) errechnet sich
aus der zu dissipierenden Energie und der am PC-Port herrschenden Geschwindigkeit:
αPC1(n) =
 −
ER2Lobs (n)
∆TvP3 (n)
2 , if ER2Lobs (n) < 0
0, if ER2Lobs (n) ≥ 0.
(3.32)
Dagegen errechnet sich die vom parallel Passivity Controller vorgenommene Geschwindig-
keitsdämpfung 1
αPC2 (n)
aus der zu dissipierenden Energie und der am PC-Port herrschen-
den Kraft:
1
αPC2(n)
=
 −
EL2robs (n)
FP4 (n)
2 , if EL2robs (n) < 0
0, if EL2robsK(n) ≥ 0.
(3.33)
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Die Kraft FP2 des Ports P2 errechnet sich somit zu
FP2(n) = FP3(n) + αPC1(n)vP3(n) (3.34)
und die Geschwindigkeit vP5 an Port P5 zu
vP5(n) = vP4(n) +
1
αPC2(n)
FP4(n). (3.35)
Das Subsystem bestehend aus series PC1, Kommunikationskanal und parallel PC2 (siehe
Abbildung 3.14) ist dann aufgrund der PC-Dissipation passiv und deswegen das Gesamt-
system stabil.
3.3 Transparenz
Die bereits erwähnte Transparenz in einem Teleoperationssystem bezieht sich auf die
Qualität der Darstellung der Umgebungsimpedanz am Eingabegerät des Operators. Die
Zunahme der Transparenz bedeutet folglich für den Operator eine Verbesserung der Wahr-
nehmung der Umgebung. Bei optimaler Transparenz kann der Operator keinen Unter-
schied zwischen Teleinteraktion und direkter Interaktion mit der Umgebung erkennen.
Je stabiler ein System ausgelet wird, desto schlechter wird dessen Transparenz. Daher
muss ein Kompromiss zwischen diesen beiden Kriterien getroffen werden. In dieser Ar-
beit soll zur Auslegung der Reglerparameter die Methode von Yokokohji (siehe [19]) zum
Einsatz kommen, während für die Analyse des Einflusses der Dominanzverteilung und
der Traineeimpedanz auf die Transparenz zusätzlich von Khademian (siehe [20]) vorge-
schlagene Kriterien angewendet werden. Im Vergleich zu psychologischen Studien können
anhand dieser analytischen Verfahren unter geringem zeitlichen und finanziellen Aufwand
verschiedene Konzepte und Architekturen verglichen werden.
3.3.1 Yokokohji
Gemäß Yokokohji wird ideale Transparenz erzielt, wenn die Position von Operator und
Slave, sowie die an diesen wirkenden Kräfte übereinstimmen:
xm1(t) = xs(t) und (3.36)
Fm1(t) = Fe(t). (3.37)
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Yokokohji schlägt zwei Indizes vor, deren Werte mit zunehmender Transparenz abnehmen:
Jp,M1S =
∫ wmax
0
|Gm1p(jω)−Gsp(jω)|| 1
1 + jωT1
| dω und (3.38)
Jf,M1S =
∫ wmax
0
|Gm1f (jω)−Gsf (jω)|| 1
1 + jωT1
| dω, (3.39)
mit den Übertragungsfunktionen
Gm1p =
xm1(s)
F ∗h1(s)
, (3.40)
Gsp =
xs(s)
F ∗h1(s)
, (3.41)
Gm1f =
Fh1(s)
F ∗h1(s)
und (3.42)
Gsf =
Fe(s)
F ∗h1(s)
. (3.43)
Der Parameter T1, der zu
T1 =
1
ω0
(3.44)
gewählt wird, gewichtet im Tiefpassfilter (jeweils letzter Multiplikator der Gleichungen
(3.38) und (3.39)) den Einfluss der niedrigen Frequenzen. Je niedriger ω0 gewählt wird,
desto gravierender wird die Verstärkung der niedrigen Frequenzen. ωmax entspricht mit 100
Hz der „höchsten Frequenz der Manipulationsbandbreite des menschlichen Operators“ [19].
Die Kräfte F ∗ sind die exogen eingeführten Kräfte der Operatoren und der Umgebung.
Anhand der graphischen Darstellung der Indizes können die zur optimalen Transparenz
führenden Reglerparameter gewählt werden.
3.3.2 Khademian
Da für das Verständnis der von Khademian vorgeschlagenen Transparenzkriterien Kennt-
nisse zur trilateralen Architektur und zur Dominanzverteilung vorausgesetzt sind, sollte
die Lektüre der Kapitel 4.2 und 4.3 vorgezogen werden. Aus Gründen der Übersichtlich-
keit werden die Definitionen der trilateralen Transparenzkriterien jedoch schon an dieser
Stelle aufgeführt.
Khademian schlägt in [20] für das trilaterale Szenario folgende Transparenzmaße vor:
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1. Transmitted Impedance Zto1: Die zum Mentor übertragene Impedanz Zto1
Zto1 =
Fh1
vh1
|F ∗e =0,F ∗h2=0, (3.45)
Zto2 =
Fh2
vh2
|F ∗e =0,F ∗h1=0 (3.46)
entspricht der tatsächlich dargestellten Impedanz am jeweiligen Operator (h1 bzw.
h2).
2. Transparency Transfer Function Gto1: Desweiteren wird eine Transparenz Übertra-
gungsfunktion als Kriterium vorgeschlagen, welche die Abweichung der übertragenen
Impedanz Zto1 von einer erwünschten, darzustellenden Impedanz Zd angibt:
Gt =
Zto1
Zd
, (3.47)
wobei für die darzustellende Impedanz Zd verschiedene Impedanzen in Frage kom-
men:
Zd =

Ze
Zh2
αZe + (1− α)Zh2.
(3.48)
Ze bezeichnet die Impedanz der Slaveumgebung und Zh2 diejenige des zweiten Ope-
rators. Die letzte Impedanz “αZe + (1− α)Zh2“ ergibt sich aus der von Khademian
gewählten Architektur, in der der Dominanzfaktor auch auf die vom Slave gesende-
ten Signale wirkt. Für die Architektur dieser Arbeit entspricht dieser Impedanz
Zd = Ze + (1− α)Zh2 (3.49)
3. Zwidth: Außerdem wird die Bandbreite der am Eingabegerät darstellbaren Impedanz
Zwidth als Merkmal vorgeschlagen, welches in dieser Arbeit jedoch nicht angewendet
wird. Auf den Grund hierfür wird später eingegangen.
4. Bilateral Distance Transfer Function DisB: Zudem wird in der referenzierten Ar-
beit anhand des Konzepts der Distanzübertragungsfunktion die Transparenz der
trilateralen Struktur, mit der der bilateralen Architektur (α = 1) verglichen:
DisB(α) =
Zto1(α)
Zto1(1)
α ∈ {0..1} (3.50)
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Anhand dieses Kriteriums ist der Dominanzeinfluss gut darstellbar. Alternativ könn-
te hierzu als Bezugsimpedanz statt der bilateralen Struktur auch die unter Gleich-
berechtigung übertragene Impedanz Zto1(α = 0.5) gewählt werden, welche als eine
Art Basisversion der trilateralen Struktur gesehen werden kann.
5. Transperancy Optimized Distance Transfer FunctionDisTO: Ein Benchmark zur Ge-
genüberstellung verschiedener Reglerarchitekturen stellt die „transparenzoptimierte
Distanzübertragungsfunktion“ DisTO(α) dar. Khademian nimmt hierbei an, dass
diejenige Reglerauslegung der 4-Channel-Architektur, welche bei α = 1 zu perfekter
Transparenz Zto1(1) = Ze führt, auch bei allen anderen Dominanzverteilungen zur
jeweils optimalen Impedanzdarstellung am Master führt.
DisTO(α) =
Zto1beliebige Architektur(α)
Zto1optimierte 4Ch-Architektur(α)
(3.51)
4 Trilaterale Regelung für ein
Telechirurgietrainingssystem
In diesem Kapitel wird das Grundkonzept des trilateralen Trainings ohne Berücksichti-
gung des Kommunikationskanals erstellt. Dabei sollen zu den relevanten der folgenden
Realisierungsmöglichkeiten die entscheidenden Eigenschaften wie Stabilität und Transpa-
renz, sowie die erreichbare Dominanzverteilung analysiert werden.
4.1 Telechirurgietraining im MOSS-System
Zur Realisierung von Trainingsszenarien sind in den letzten Jahren unterschiedlichste
Konzepte entwickelt worden. Neben der auf dem mathematischen Optimierungsproblem
basierenden H∞-Regelung (siehe [21]) wurden in MOSS-Systemen auch nichtlineare ad-
aptive Regelungen (vgl. [22]) implementiert. Ebenso vielfältig wie die Stabilisierungsme-
thoden sind auch die Feedbackvarianten unter den Operatoren, sowie zwischen Opera-
tor und Umgebung und die Realisierung der Dominanzverteilung. In [21] erhalten die
Operatoren lediglich optisches Feedback vom Verhalten des Slaves. Die Dominanzvertei-
lung skaliert in der zuletzt referenzierten Arbeit in Richtung der Operatoren Kräfte, in
Richtung des Slaves jedoch Positionen/Geschwindigkeiten. Auch in [20] werden Positio-
nen/Geschwindigkeiten skaliert, ein Vorgehen, welches in dieser Arbeit nich übernommen
wird, da auf diese Weise die Positionsinformation verfälscht wird (vgl. Abbildung 4.7 und
4.8). Eine 4-Channel-Architektur, welche in dem Zielsystem dieser Arbeit nicht realisier-
bar ist, wird in [20] erstellt. Das dazu nötige Umgebungsfeedback wird in [23] für eine
trilaterale Struktur durch einen Disturbance-Observer generiert. In [24] wird die Transpa-
renz eines trilateralen Systems mit der eines bilateralen Systems, in welchem sich der Slave
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im Zentrum befindet, verglichen. Auf diese bilaterale Trainingsstruktur, die auf ein direk-
tes haptisches Feedback zwischen den beiden Operatoren verzichtet, wird in dieser Arbeit
lediglich im Zuge der Realisierung der Dominanzverteilung eingegangen. Zu erwähnen ist
zudem, dass keine der bisherigen Trainingsansätze einen Kommunikationskanal vorsieht,
das heißt, dass Zeitverzögerungen im Gegensatz zu dieser Arbeit vernachlässigt wurden.
4.2 MOSS-Architektur
Im folgenden Abschnitt sollen die Vor- und Nachteile verschiedener MOSS-Architekturen
ermittelt werden. Hierzu existieren mit zwei bilateralen und einer trilateralen Variante
zwei grundlegend unterschiedliche Konzepte. Für die folgenden Systeme werden jeweils
PP-Architekturen entworfen, welche aufgrund der symmetrischen Reglerparameterwahl
und der Vernachlässigung des Kommunikationskanals der PF-Architektur entsprechen.
Besteht zwischen zwei Parteien eine Signalflussverbindung, wird deren Positionsabwei-
chung voneinadner somit jeweils durch einen PI-Regler reduziert. So treten in den bilate-
ralen Varianten zwei und in der trilateralen Variante drei PI-Regler auf (vgl. Abbildungen
4.1 bis 4.3). Die Dominanzverteilung, welche in den Abbildungen von den Skalierungs-
blöcken D1 und D2 repräsentiert wird, wird im Folgenden angesprochen, jedoch erst in
Kapitel 4.3 näher analysiert.
4.2.1 Bilateral
Die auch in [24] gewählte bilaterale Trainingsstruktur kann durch die Variation des im
Zentrum stehenden Geräts auf zwei Weisen realisiert werden.
4.2.1.1 Slave im Zentrum - MSM
Wenn zwischen Mentor und Trainee kein haptisches, sondern nur optisches Feedback reali-
siert wird, ergibt sich die in Abbildung 4.1 dargestellte MSM-Architektur. Die Operatoren
erhalten hier lediglich indirekt über den Slave haptisches Feedback voneinander. Die Do-
minanz skaliert dann die Reglerkräfte in Slave-Richtung.
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Abbildung 4.1: Signalflussdarstellung der MSM-Architektur
4.2.1.2 Mentor im Zentrum - SMM
Die alternative bilaterale SMM-Struktur, in welcher sich ein Operator im Zentrum be-
findet, ist in Abbildung 4.2 zu sehen. Dieser Operator muss als Mentor gewählt werden,
da nur er haptisches Feedback vom Slave erhält. Die vom Trainee eingeführte Energie
wird zu einem gewissen Teil von der Impedanz des Mentors und dessen Eingabegerät
dissipiert, bevor sie am Slave ankommt. Die Realisierung der Dominanzverteilung ist in
dieser Architektur, wie in den Plots des Kapitels 4.2.3 zu erkennen ist, nur eingeschränkt
möglich.
4.2.2 Trilateral
In Abbildung 4.3 ist die trilaterale Architektur des Trainingsszenarios dargestellt. Je nach
Dominanz fließt in dieser Struktur die vom jeweiligen Gerät eingeführte Energie direkt,
d.h. ohne an anderen Impedanzen (abgesehen vom PI-Regler) dissipiert zu werden, zu den
anderen Eingabe- bzw. Ausgabegeräten. Auf diese Weise ergibt sich ein System mit gu-
ter Positionsfolge (siehe Plots 4.4 bis 4.6). Zudem wird in dieser Architektur die zweifach
verzögerungsbehaftete Kommunikationsstrecke zwischen den zwei terminierenden Subsys-
temen (zwischen Mentor und Trainee in der MSM-Architektur und zwischen Trainee und
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Abbildung 4.2: Signalflussdarstellung der SMM-Architektur
Slave in der SMM-Architektur) der obigen bilateralen Strukturen vermieden.
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Abbildung 4.3: Signalflussdarstellung der trilateralen Architektur
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4.2.3 Vergleich
Die Diagramme der Abbildungen 4.4 bis 4.6 stellen das Verhalten der vorgestellten Trai-
ningsarchitekturen unter Variation der Dominanz gegenüber. In den zugehörigen Simula-
tionen führt der Mentor eine sinusförmige Bewegung aus, während sich der Trainee mit
schwachem Griff führen lässt. In allen Strukturen wurden einheitliche Reglerparameter
und Modelle für Geräte und Operatoren verwendet, um die bestmögliche Vergleichbarkeit
zu erzielen. Unter Betrachtung der Qualität der Dominanzverteilung fällt auf, dass in der
Abbildung 4.4: Vergleich der Trainingsarchitekturen unter α=0: Der Slave folgt dem
Mentor in der SMM-Architektur absolut, während er in den anderen Ar-
chitekturen der Dominanzverteilung gehorcht. Die Bewegung des Men-
tors wird in der trilateralen Struktur eindeutig am besten unterdrückt.
SMM-Architektur unter voller Dominanz des Trainee (α = 0) der Slave dem Mentor folgt,
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während in den anderen Architekturen die Slavebewegung der des Trainee absolut ent-
spricht. Die Dominanz des Trainee kann in der SMM-Architektur nur absolut umgesetzt
werden, wenn auch der Mentor dem Trainee absolut folgt. Die Möglichkeiten der beiden
Operatoren sind somit nicht redundant. Dieses Problem tritt in den restlichen Architek-
turen aufgrund von Symmetrie nicht auf.
Die Unterdrückung der Mentorbewegung (siehe Abbildung 4.4) unter Dominanz des ru-
henden Trainee ist in der trilateralen Struktur, in welcher der Mentor die geringste Positi-
onsänderung ausführen kann, eindeutig am besten. Dies ist auf die zweiseitige PI-Regelung
zurückzuführen, die sowohl die Positionsabweichung des Mentors vom Slave, als auch die
vom Trainee bestraft. Auch in den Abbildungen 4.5 und 4.6 tritt die trilaterale Struktur
als diejenige mit der besten Positionsfolge hervor. Durch Wahl höherer Reglersteifigkei-
ten kann auch die Positionsfolge der MSM-Struktur verbessert werden. Aufgrund der
Dissipation der von den Operatoren eingeführten Energie in den Impedanzen bzw. den
Admittanzen des Zentrums im bilateralen System wird die Positionsfolge jedoch nie die
Qualität der trilateralen Struktur erreichen. Im trilateralen System wird bei voller Do-
minanz die gesamte vom dominierenden Operator investierte Energie direkt zu beiden
Systemen gelangen.
Zudem wurde schon in [24] gezeigt, dass ein Trainingsszenario, in welchem dem Trainee
nur optisches Feedback vom Mentor zur Verfügung steht, zu einem deutlich geringeren
Lerneffekt führt, als ein solches mit haptischem Feedback.
Aus diesen Untersuchungen geht eindeutig hervor, dass die trilaterale Struktur die beste
Lösung für ein transparentes Trainingsszenario ist.
4.3 Dominanzverteilung
In diesem Kapitel wird ausführlich auf die Konzeptionierung der Dominanzverteilung ein-
gegangen. Die Skalierung anhand eines Faktors α, welcher Werte von 0 bis 1 annehmen
kann, bestimmt, ob das jeweilige skalierte Signal unbeschränkt (α = 1), nur zu einem ge-
wissen Teil oder nicht (α = 0) übertragen wird. Diese Skalierung im Sinne der Dominanz
kann auf verschiedene Signale angewendet werden. In [20] und [21] (siehe Abbildung 4.7)
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Abbildung 4.5: Vergleich der Trainingsarchitekturen unter α=0.5: Der Slave folgt dem
Mentor in der SMM-Architektur absolut, in der MSM- und in der trila-
teralen Architektur bewegt sich der Slave zwischen den Positionen von
Mentor und Trainee. Die Positionsfolge ist in der trilateralen Architek-
tur am besten.
werden wie erwähnt die aus den Geräten Master und Slave austretenden Positions- bzw.
Geschwindigkeitssignale skaliert. Die Positions- bzw. Geschwindigkeitsinformation wird
daraufhin jedoch genützt, um die Positionen aller Parteien auf eine einheitliche Position
zu regeln. Die Positionsinformation wird durch eine Skalierung verfälscht und die Positi-
onsfolge somit eingeschränkt. In dieser Arbeit soll deswegen ein Konzept verfolgt werden,
in welchem die korrekten Positionen im PI-Regler verglichen werden, während nur die Re-
gelungskräfte skaliert werden. Zudem sollen die Operatoren immer an die genaue Position
des Slaves geregelt werden, weshalb die von den PI-Reglern des Slaves generierten Kräfte
Trilaterale Regelung für ein Telechirurgietrainingssystem 39
Abbildung 4.6: Vergleich der Trainingsarchitekturen unter α=1: Der Slave folgt dem
Mentor in allen Architekturen absolut, während der Trainee in keiner
Architektur Einfluss auf den Slave hat. Die Positionsfolge ist in der
trilateralen Architektur am besten.
in Richtung der Operatoren nicht skaliert werden sollen (vgl. Abbildung 4.8).
Die aus den Graphen der Abbildung 4.10 ersichtlichen Positionsunterschiede der beiden
Dominanzkonzepte zeigen, dass die neu entwickelte Dominanzarchitektur derjenigen von
[20] unter Dominanzteilung überlegen ist. Der Plot 4.10(c) der Khademianarchitektur
bei geteilter Dominanz (α=0,5) weist verglichen mit der neuen Architektur eine deutlich
schlechtere Positionsfolge der drei Parteien auf. Die trilaterale PP-Architektur stellt
in Kombination mit dem neu entwickelten Dominanzkonzept die am besten zur Realisie-
rung der Aufgabenstellung geeignete Architektur dar. In den folgenden Kapiteln werden
die Stabilität und die Transparenz dieser Regelungsarchitektur in Abhängigkeit von den
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Abbildung 4.7: Signalflussdarstellung der 4-Channel-Architektur von Khademian:
D1 = α, D2 = 1− α
Reglerparametern untersucht.
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Abbildung 4.8: Signalflussdarstellung der neu entwickelten 4-Channel-Architektur:
D1 = α, D2 = 1− α
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Abbildung 4.9: Signalflussdarstellung der neu entwickelten PP-Architektur:
D1 = α, D2 = 1− α
(a) Khademian - α=0 (b) Neues Konzept - α=0
(c) Khademian - α=0.5 (d) Neues Konzept - α=0.5
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(e) Khademian - α=1 (f) Neues Konzept - α=1
Abbildung 4.10: Vergleich des neu entwickelten Dominanzkonzepts mit dem von Khade-
mian anhand der 4-Channel-Regelungsarchitektur: In den bilateralen
Konfigurationen (α = 0/1) führen die beiden Konzepte zu einem ein-
heitlichen Systemverhalten, während das neu entwickelte Konzept bei
anderen Dominanzverteilungen eine eindeutig bessere Positionsfolge
aufweist.
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4.4 Stabilität
Anhand der Einflussanalyse der Reglerparameter auf die Stabilität soll in diesem Kapitel
ein Bereich für diese Parameter festgelegt werden. Unter Berücksichtigung der Trans-
parenz kann im anschließenden Kapitel aus diesem Bereich anhand eines Kompromisses
zwischen Stabilität und Transparenz die optimale Reglerparameterwahl endgültig getrof-
fen werden.
Zur Ermittlung der Stabilitätsbedingungen werden folgende Annahmen getroffen:
1. Die Impedanz des menschlichen Arms Zh wird als Null angenommen. Diese Annah-
me ist erlaubt, da der Arm ein dämpfendes Teilsystem darstellt. Da bei Zh = 0
dieses dissipierende Element fehlt, führt diese Annahme zur instabilsten Variante
des Systems.
2. Das Time Delay kann hier vernachlässigt werden, da es durch das PO/PC-System
berücksichtigt wird. Diese zulässige Vereinfachung muss getroffen werden, da eine
Polermittlung, wie erwähnt, aufgrund der e-Funktion, der Übertragungsfunktion des
Time Delay’s nicht möglich ist.
Um jedoch alle möglichen Variationen, welche potentiell zu Instabilität führen können, zu
betrachten, muss z.B. der Dominanzparameter α variiert werden. Hierzu wird α zwischen
markanten Werten variiert:
α = 1,
α = 0.5 und
α = 0.
Im folgenden Kapitel soll gemäß des E/A-Stabilitätskriteriums eine Beziehung zwischen
den übrigen Parametern, der Reglersteifigkeit K, der Reglerdämpfung B und der Umge-
bungssteifigkeit Ze ermittelt werden. Anhand dieser Beziehung werden dann die Stabili-
tätsgrenzen untersucht.
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4.4.1 E/A-Stabilität unter Vernachlässigung der Zeitverzögerung
4.4.1.1 Bestimmung der Übertragungsfunktion
Die Übertragungsfunktionen können aus den Signalflussgleichungen oder auf etwas auf-
wendigere Weise durch Blockumstrukturierungen ermittelt werden. Mithilfe der zuletzt-
genannten Methode ist jedoch die Separierung des Kommunikationskanals anschaulich
analysierbar.
Umstrukturierung des Blockschaltbilds In Kapitel 3.2.3 wurde gezeigt, dass die Über-
tragungsfunktion der Zeitverzögerung im trilateralen System nicht separiert werden kann.
Da somit die sehr komplizierte Umstrukturierung unnötig wird, wird ein Teil dieser im
Anhang A anhand des Beispiels der Übertragungsfunktion Fm1
vm1
aufgeführt.
Signalflussgleichungen der PP-Architektur Aus Abbildung 4.9 können unter Ver-
nachlässigung des Kommunikationskanals folgende Signalflussgleichungen abgeleitet wer-
den:
Fm1 = −(1− α)ZPI,M(vm1 − vm2)− ZPI,S(vm1 − vS), (4.1)
Fm2 = αZPI,M(vm1 − vm2)− ZPI,S(vm2 − vS), (4.2)
FS = αZPI,S(vm1 − vs) + (1− α)ZPI,S(vm2 − vS), (4.3)
vm1 =
Fm1s
YR,Ms2 − Zh1 , (4.4)
vm2 =
Fm2s
(YR,Ms2 − Zh2 und (4.5)
vS =
FSs
YR,Ss2 + Ze
. (4.6)
Hierbei bezeichnet Zh1 die Impedanz des Mentors, Zh2 die Impedanz des Trainee, YR,M/S
die Admittanz der Eingabegeräte von Mentor und Trainee bzw. des Slaves, Ze die Um-
gebungsimpedanz und ZPI,M/S die Regler auf Mentor- und Trainee- bzw. auf Slave-Seite.
Aus der Kombination dieser Gleichungen resultieren folgende Übertragungsfunktionen:
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G11 =
Fm1
vm1
= − (2αZPI,SZh1s− 2ZPI,SZh1s+ 2ZPI,SZR,Ms− 2αZPI,SZR,Ms
YR,SYR,M − YR,SZh1 + ZeYR,M − ZeZh1 + ZPI,SYR,Ms
+2ZPI,MYR,Ss+ 2ZPI,MZes− αYR,SYR,M − 2YR,SZh1 − 2ZeZh1 + αYR,SZh1
−ZPI,SZh1s+ ZPI,MαYR,Ss+ ZPI,MαZes
−αZeYR,M + αZeZh1 + 2YR,SYR,M + 2ZeYR,M )ZPI,M
+2ZPI,MZPI,Sαs2 + ZPI,MYR,Ss+ ZPI,MZes
(4.7)
G21 =
Fm2
vm1
=
−(−ZPI,SαYR,Ms+ ZPI,SαZh1s− YR,SYR,M − ZeYR,M
YR,SYR,M − YR,SZh1 + ZeYR,M − ZeZh1 + (ZPI,SαYR,M − ZPI,SαZh1
−ZPI,Ss(1− α)YR,M − ZPI,SsYR,M + YR,SZh1 + ZeZh1
+ZPI,S(1− α)YR,M − ZPI,S(1− α)Zh1 + ZPI,MαYR,S + ZPI,MαZe + (ZPI,MZPI,Sα2
+(ZPI,S(1− α)Zh1 + ZPI,SZh1)s)αZPI,M
ZPI,MYR,S + ZPI,MZe)s+ (ZPI,MZPI,Sα+ (ZPI,MαZPI,S(1− α))s2
(4.8)
G23 =
Fm1
vs
=
−ZPI,M (−YR,M + Zh1)
YR,M − Zh1 + ZPI,Ms (4.9)
G31 =
Fs
vm1
=
((ZPI,MαZe + ZPI,MαYR,S + ZPI,MYR,S + ZPI,MZe)s
YR,SYR,M − YR,SZh1 + ZeYR,M − ZeZh1 + (ZPI,SαYR,M − ZPI,SαZh1
+(1− α)ZPI,MZes+ YR,SYR,M − YR,SZh1 + ZeYR,M
+ZPI,S(1− α)YR,M − ZPI,S(1− α)Zh1 + ZPI,MαYR,S + ZPI,MαZe)s+ (ZPI,MZPI,Sα2
−ZeZh1)αZPI,S + (1− α)ZPI,MsYR,S
+ZPI,MαZPI,S(1− α) + ZPI,MαZPI,S)s2 + (ZPI,MYR,S + ZPI,MZe)s
(4.10)
G33 =
Fs
vs
=
(−YR,MZPI,Mα2 + α2ZPI,MZh1 + (1− α)Zh2ZPI,Mα− 2(1− α)YR,MZPI,Mα
Y 2R,M − YR,MZh1 − Zh2YR,M + Zh2Zh1 + (ZPI,MαYR,M
−ZPI,MαYR,M )s+ αZh1(1− α)ZPI,M + ZPI,MαZh1 − αY 2R,M − αZh2Zh1 + αYR,MZh1
+2YR,MZPI,M − ZPI,MZh1 + (1− α)YR,MZPI,M
(−(1− α)YR,MZPI,M + ZPI,M (1− α)2Zh2 + (1− α)Zh2ZPI,M − ZPI,M (1− α)2YR,M )s
−ZPI,MZh2 − (1− α)Zh2ZPI,M − ZPI,MαZh1)s
+αYR,MZh2 + (1− α)YR,MZh2 − (1− α)Y 2R,M − (1− α)Zh2Zh1 + (1− α)YR,MZh1)ZPI,S
+(Z2PI,M (1− α) + Z2PI,Mα+ Z2PI,M )s2
(4.11)
Unter der Annahme, dass sich die Opertorimpedanzen entsprechen:
Zh1 = Zh2,
folgt aus Symmetriegründen, wobei α mit (1− α) zu ersetzen ist:
G12 = G21,
G13 = G23 und
G32 = G31.
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4.4.1.2 Stabilitätsgrenzen der Reglerparameter
In den folgenden Abschnitten wird der Dominanzparameter α variiert und die resultie-
renden Stabilitätsforderungen in Abhängigkeit von Ze, B und K bestimmt. Da die Über-
tragungsfunktionen des trilateralen Systems äußerst kompliziert sind, werden folgende
Modelle für die Ein- und Ausgabegeräte angenommen: YR,S = YR,M = Ms2 (M=0,1kg).
Die Reglerimpedanz ZPI wird zu ZPI = Bs+Ks gewählt.
Gleichberechtigung von Mentor und Slave: α = 1
2
Übertragungsfunktion FM1
vM1
und FM2
vM1
: Die Pole des charakteristischen Polynoms
(s4 + 5Bs3 + 5Ks2 + 2Zes
2 + 4B2s2 + 6BZes+ 8BKs+ 6KZe + 4K
2)s
können analytisch durch das Programm Mathematica bestimmt werden, jedoch sind diese
so kompliziert, dass keine auswertbare Beziehung zwischen B, K und Ze aufgestellt wer-
den kann. Aus diesem Grund wurde ein Programm geschrieben, welches iterativ in zwei
Schleifen (für K bzw. Ze) die sich ergebenden Pole zu verschiedenen B-Werten errechnet.
Unter Variierung des Parameters B ergibt sich hierbei für jedes B ∈ {0...50} (realistischer
Bereich für B) die in Abbildung (4.11) dargestellte Kurve. Der schraffierte Bereich stellt
die Stabilitätsregion dar. Für alle B<0 wird das System instabil.
1000 2000 3000 4000
K
-2500
-2000
-1500
-1000
-500
Ze
Abbildung 4.11: Stabilitätsbedingung in Abhägnigkeit von K in N
m
und Ze in N
m
Übertragungsfunktion FS
vM1
: Das charakteristische Polynom
(s4 + 5Bs3 + 5Ks2 + 2Zes
2 + 4B2s2 + 6BZes+ 8BKs+ 6KZe + 4K
2)s
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entspricht bis auf den Pol s=0 der Übertragungsfunktion FM1
vM1
. Dieser Pol s=0 hat keinen
Einfluss auf die Stabilität, so dass obige Stabilitätsbedingungen auch hier gelten.
Übertragungsfunktion FS
vS
und FM1
vS
: Aus dem charakteristischen Polynom
s2 + 2Bs+ 2K
lassen sich folgende Pole bestimmen:
1. Pol: −B −√B2 − 2K
2. Pol: −B +√B2 − 2K
Aus diesen Polen ergeben sich folgende Stabilitätsbedingungen:
1. Pol: Fallunterscheidung:
• B2 − 2K < 0
Re(−B −
√
B2 − 2K) = Re(−B) < 0
In diesem Fall nimmt die Wurzel einen rein imaginären Wert an. Somit gilt
lediglich die Bedingung B>0, wenn −√2K < B < √2K ist.
• B2 − 2K > 0
Re(−B −
√
B2 − 2K) = −B −
√
B2 − 2K < 0
−B −
√
B2 − 2K < 0
−
√
B2 − 2K < B
B2 − 2K < B2
K > 0
Wenn B >
√
2K oder B < −√2K ist, muss K folglich positive Werte anneh-
men.
2. Pol: Fallunterscheidung:
• B2 − 2K < 0
Wie oben erklärt, nimmt die Wurzel einen rein imaginären Wert an. Somit gilt
lediglich die Bedingung B>0, wenn −√2K < B < √2K ist.
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• B2 − 2K > 0
Umformen von
Re(−B +
√
B2 − 2K) = −B +
√
B2 − 2K < 0
ergibt
√
B2 − 2K < B,
B2 − 2K < B2,
K > 0.
Wenn B >
√
2K oder B < −√2K ist, muss K folglich positive Werte anneh-
men.
Mentor mit führender Rolle: α = 1
Übertragungsfunktion FM1
vM1
: Im Fall von α = 1 ergibt sich als charakteristisches Poly-
nom ’s’. Der einzige Pol ist somit ’0’, so dass die Stabilität gewährleistet ist.
Übertragungsfunktion FM2
vM1
: Bei dieser Übertragungsfunktion ergibt sich das charakte-
ristisches Polynom zu ’1’. Es existieren somit keine Pole.
Übertragungsfunktion FS
vM1
, FS
vS
und FM1
vS
: Für diese Übertragungsfunktionen ergibt sich
das schon oben (4.4.1.2) diskutierte charakteristische Polynom s2 + 2Bs+ 2K.
Trainee mit führender Rolle: α = 0
Übertragungsfunktion FM2
vM1
: Aus dem zugehörigen charakteristischen Polynom lassen
sich folgende Pole bestimmen:
1. Pol: −2B + 2√B2 −K
2. Pol: −2B − 2√B2 −K
3. Pol: −B −√B2 − 2Ze − 2K
4. Pol: −B +√B2 − 2Ze − 2K
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Aus diesen Polen ergeben sich mit Gleichung (3.7) folgende Bedingungen:
1. Pol: Analog zu dem vorher diskutierten ähnlichen Pol −B +√B2 − 2K (Abschnitt
4.4.1.2) ergeben sich folgende Stabilitätsbedingungen: Wenn −√K < B < √K gilt,
muss B > 0 sein. Ist B >
√
2K oder B < −√2K, muss K > 0 gelten.
2. Pol: Für diesen Pol ergeben sich ebenso die Bedingungen des Pols 1.
3. Pol: Um die Bedingung
Re(−B −
√
B2 − 2Ze − 2K) < 0
aufzulösen, muss wiederum eine Fallunterscheidung erfolgen:
• Ist der Term unter der Wurzel B2− 2Ze− 2K < 0, ist folglich −
√
2Ze + 2K <
B <
√
2Ze + 2K, so muss B > 0 gelten, damit Stabilität herrscht.
• Ergibt sichB2−2Ze−2K > 0, ist alsoB >
√
2K + 2Ze oderB < −
√
2K + 2Ze,
so ergibt sich für diesen Pol kein Imaginärteil:
−
√
B2 − 2Ze − 2K < B
B2 − 2Ze − 2K < B2
−2K − 2Ze < 0
Wenn also B >
√
2K + 2Ze oder B < −
√
2K + 2Ze ist, muss K > −Ze gelten.
4. Pol: Auch für diesen Pol gelten obige Bedingungen, da das Vorzeichen der Wurzel
durch die Quadrierung ihren Einfluss verliert.
Übertragungsfunktion FM1
vM1
: Aus dem charakteristischen Polynom
(s2 + 2Bs+ 2K + 2Ze)s
lassen sich folgende Pole bestimmen:
1. Pol: 0
2. Pol: −B +√B2 − 2Ze − 2K
3. Pol: −B −√B2 − 2Ze − 2K
Die Stabilitätsbedingung ergibt sich analog zu oben.
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Übertragungsfunktion FS
vM1
: Für das sich ergebende charakteristisches Polynom ’1’ er-
geben sich wie erwähnt keine Pole.
Übertragungsfunktion FS
vS
und Fm1
vS
: Das charakteristische Polynom dieser Übertra-
gungsfunktionen
s2 + 2Bs+ 2K
wurde ebenso schon weiter oben analysiert.
Zusammenfassend sind folgende Stabilitätsbedingungen aufzuführen:
• Ist B > √2K + 2Ze oder B < −
√
2K + 2Ze, muss K > −Ze gelten.
• Gilt −√2K + 2Ze < B <
√
2K + 2Ze, muss B > 0 sein.
• Ist B > √2K oder B < −√2K, muss K > 0 gelten.
• Gilt −√2K < B < √2K, muss B > 0 sein.
Da Ze, sowie K und B nur aus Realteilen bestehen, die zudem immer positiv gewählt
werden, sind diese Bedingungen stets erfüllt. Im analysierten System treten keine Stabili-
tätsobergrenzen für die Reglerparameter B und K auf. Diese Systemeigenschaften können
in Simulationen bestätigt werden.
4.4.2 Llewellyn-Kriterium
Die Kommunikationssarchitektur, welche von den Master- und Slavegeräten begrenzt
wird, entspricht wie erwähnt einem Dreiport. Um diesen an allen Ports passiv termi-
nierten Dreiport absolut stabil auszulegen, wird im Folgenden das Llewellyn-Kriterium
angewendet. Zuerst muss allerdings dessen Herleitung für den trilateralen Fall erfolgen.
4.4.2.1 Z-Matrix
Die hierzu notwendige Z-Matrix lautet analog zum bilateralen System im trilateralen Fall
(vgl. Abbildung 4.12):
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
F1(s)
F2(s)
F3(s)
 =

Z11 =
F1(s)
v1(s)
|v3(s)=0
v2(s)=0
Z12 =
F1(s)
v2(s)
|v3(s)=0
v1(s)=0
Z13 =
F1(s)
v3(s)
|v2(s)=0
v1(s)=0
Z21 =
F2(s)
v1(s)
|v3(s)=0
v2(s)=0
Z22 =
F2(s)
v2(s)
|v3(s)=0
v1(s)=0
Z23 =
F2(s)
v3(s)
|v2(s)=0
v1(s)=0
Z31 =
F3(s)
v1(s)
|v3(s)=0
v2(s)=0
Z32 =
F3(s)
v2(s)
|v3(s)=0
v1(s)=0
Z33 =
F3(s)
v3(s)
|v2(s)=0
v1(s)=0


v1(s)
v2(s)
v3(s)

Z22
Z   v13   3
+- 3F
Z33Z   v31   1 Z   v32   2
v3
Z11 +
-
Z   v12   2 Z   v21   1Mentor
Umgebung
v1 v2
2FF1
+
-
Trainee
Z   v23   3
Abbildung 4.12: Z-Matrix-Ersatzschaltbild des trilateralen Teleoperationssystems
4.4.2.2 Übertragung des Llewellyn-Ansatzes auf die trilaterale Struktur
Für einen Dreiport werden die nötigen Beziehungen entsprechend der bilateralen Version
abgeleitet. An den drei Ports des trilateralen Systems gelten folgende Beziehungen:
Fi = Zijvj ∀ i ∈ {1, 2, 3} , j ∈ {1, 2, 3} , (4.12)
vi =
Fi
Zi
∀ i ∈ {1, 2, 3} (4.13)
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und folglich:
F1 = Z11v1 + Z12v2 + Z13v3, (4.14)
v1 =
F1
Z1
, (4.15)
F2 = Z21v1 + Z22v2 + Z23v3, (4.16)
v2 =
F2
Z2
, (4.17)
F3 = Z31v1 + Z32v2 + Z33v3 und (4.18)
v3 =
F3
Z3
. (4.19)
Aus diesen Gleichungen lässt sich folgende Beziehung zwischen den Portimpedanzen Zi
herstellen:
Z1 =
Z2Z13Z31 + Z2Z11Z3 − Z2Z11Z33 + Z11Z33Z22 + Z12Z21Z3 − Z11Z3Z22
Z3Z2 − Z3Z22 − Z32Z23
−Z12Z21Z33 + Z12Z23Z31 + Z13Z32Z21 − Z13Z31Z22 − Z11Z32Z23
−Z33Z2 + Z33Z22
(4.20)
mit:
Zi = Ri + iXi ∀ i ∈ {1, 2, 3} und (4.21)
Zij = Rij + iXij ∀ i ∈ {1, 2, 3} , j ∈ {1, 2, 3} (4.22)
Im Sinne der absoluten Stabilität müssen die Realteile der Portimpedanzen Re(Zi) posi-
tiv sein (vgl. [9]). Da vorerst die Relevanz des Kriteriums für das trilaterale Telepräsenz-
system getestet werden soll, werden folgende für ein symmetrisches, trilaterales System
ausgeglichener Dominanz (α = 0.5) zulässige Vereinfachungen getroffen:
Z1 = Z2, (4.23)
Z12 = Z21, (4.24)
Z13 = Z31, (4.25)
Z23 = Z32, (4.26)
Z32 = Z31 und (4.27)
Z22 = Z11. (4.28)
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Die nach Z3 aufgelöste Gleichung (4.20) lautet:
Z3 =
Z33Z2 + 2Z31Z23 − Z33Z22 − Z33Z21
Z2 − Z22 − Z21 . (4.29)
Der Realteil von Z3 errechnet sich zu:
R3 =
HZ(R2, X2)
HN(R2, X2)
=
=
R33R
2
2 + (2R31R23 − 2R33R22 − 2R33R21 − 2X31X23)R2 + 2X21R33X22
R22 − (2R22 + 2R21)R2
−2R31R23R22 − 2R31R23R21 − 2R33X2X22 + 2X31X23R21 + 2R33R22R21
+R222 + 2R22R21
−2X21R33X2 + 2X31X23R22 +R33R222 +R221R33 +X221R33 +R33X22
+R221 +X
2
2 − 2X2X22
+R33X
2
22 + 2R31X23X2 − 2R31X23X22 − 2R31X23X21 + 2X31R23X2
+X222 + 2X22X21
−2X31R23X22 − 2X31R23X21
+X221 − 2X2X21
.
(4.30)
Sowohl R3 als auch R1/2 müssen positive Werte annehmen. Wird R3 mit dem eigenen
Nenner HN(R2, X2) erweitert, so kann eine Fallunterscheidung erspart bleiben, da daraus
immer ein positiver Nenner resultiert. Folgende Ungleichung bzgl. des neuen Zählers H
von R3 muss dann gelten:
H(R2, X2) = HZ(R2, X2) ·HN(R2, X2) ≥ 0 (4.31)
Da die allgemeine Betrachtungsweise zu kompliziert wird, wird diese Gleichung hier nicht
in Abhängigkeit von Rij und Xij dargestellt. Es ergibt sich ein Polynom vierter Ordnung
folgender Struktur:
H(R2, X2) = aR
4
2 + bX
4
2 + cR
3
2 + dX
3
2 + eR
2
2 + fX
2
2 + gR
2
2X
2
2 +
+ hR22X2 + iX
2
2R2 + jR2 + kX2 + lR2X2 +m
(4.32)
In [9] konnte die entsprechende Gleichung des bilateralen Systems geometrisch als ein
Paraboloid interpretiert werden und aus dieser Betrachtungsweise die nötigen Stabilitäts-
forderungen abgeleitet werden. Im Vergleich dazu lässt das Polynom 4. Ordnung (4.32),
in welchem Faktorkombinationen aus X2 und R2 auftreten, eine solche Vorgehensweise
nicht zu.
Da der Bruch des Realteils R3 aus zwei derartigen Paraboloiden aufgebaut ist, kann al-
lerdings mithilfe einer Fallunterscheidung die Stabilitätsbedingung gemäß [9] formuliert
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werden:
Für die beiden Paraboloide HZ(R2, X2) und HN(R2, X2)
HZ/N(R2, X2) = aZ/NR
2
2 + bZ/NX
2
2 + cZ/NR2 + dZ/NX2 + eZ/N , (4.33)
mit
HZ(R2, X2) =R33R
2
2 +R33X
2
2 +
+ (2R31R23 − 2R33R22 − 2R33R21 − 2X31X23)R2+
+ (2R31X23 − 2R33X22 − 2X21R33 + 2X31R23)X2+
+ 2X21R33X22 − 2R31R23R22 − 2R31R23R21 + 2X31X23R21+
+R33X
2
22 − 2X31R23X22 − 2X31R23X21 − 2R31X23X22−
− 2R31X23X21 + 2R33R22R21 + 2X31X23R22 +R33R222+
+R221R33 +X
2
21R33
(4.34)
und
HN(R2, X2) =R
2
2 +X
2
2 +
+ (2R22 + 2R21)R2 − (2X22 + 2X21)X2+
+R222 + 2R22R21 +R
2
21 +X
2
22 + 2X22X21 +X
2
21
(4.35)
muss, da im ersten Fall beide Paraboloide nach oben offen sein müssen und die Scheitel-
punkte beider Paraboloide positive H-Werte aufweisen müssen, gelten:
aZ/N ≥ 0 und (4.36)
4aZ/NdZ/N − c2Z/N ≥ 0, (4.37)
bzw., da im zweiten Fall beide Paraboloide nach unten offen sein müssen und die Schei-
telpunkte beider Paraboloide negative H-Werte aufweisen müssen:
aZ/N ≤ 0 und (4.38)
4aZ/Nd− c2Z/N ≤ 0. (4.39)
Da aN = 1 ist, tritt nur der 1.Fall a ≥ 0 ein. Deswegen muss ebenso
4aNeN − d2N = 4(R222 + 2R22R21 +R221 +X222 + 2X22X21+
+X221)− (2X22 + 2X21)2 ≥ 0
Trilaterale Regelung für ein Telechirurgietrainingssystem 56
sowie
aZ = R33 ≥ 0 und
4aZeZ − d2Z = 4R33(2X21R33X22 − 2R31R23R22 − 2R31R23R21 + 2X31X23R21+
+R33X
2
22 − 2X31R23X22 − 2X31R23X21 − 2R31X23X22−
− 2R31X23X21 + 2R33R22R21 + 2X31X23R22 +R33R222 +R221R33 +X221R33)−
− (2R31X23 − 2R33X22 − 2X21R33 + 2X31R23)2 ≥ 0
gelten. Für α = 0.5 und die Übertragungsfunktionen (4.7) bis (4.11) zeigt sich, dass der
3-Port der PP-Architektur absolut stabil ausgelegt werden kann:
aZ = B (4.40)
4aZeZ − d2Z = 0 (4.41)
4aNeN − d2N = 5B2 > 0. (4.42)
Somit ist nach dem Llewellyn-Kriterium der 3-Port bei ausgeglichener Dominanz und pas-
siver Terminierung absolut stabil, solange die Dämpfung des Reglers nicht negative Werte
annimmt. Die Ergebnisse stimmen somit mit den von Ze unabhängigen Bedingungen des
E/A-Stabilitätskriteriums überein.
Wie in Kapitel 4.4.1.2 zum E/A-Stabilitätskriterium gezeigt wurde, ist die Stabiltät des
Systems jedoch auch von der Umgebungsimpedanz Ze abhängig. Diese wird im Llewellyn-
Kriterium jedoch nicht berücksichtigt. Auf die aufwendige Analyse der restlichen Domi-
nanzverteilungen wird in dieser Arbeit verzichtet.
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4.5 Transparenz
Nachdem im vorangehenden Kapitel ein Parameterbereich für Reglersteifigkeit und Reg-
lerdämpfung ermittelt wurde, für den Stabilität garantiert ist, soll im Folgenden aus die-
sem Bereich ein Parameterpaar gewählt werden, welches bestmögliche Transparenz im
System erzielt. Für die Transparenzauslegung im trilateralen Fall muss zuerst eine Ziel-
formulierung erfolgen:
Selbstverständlich liegt entsprechend dem bilateralen System an den Eingabegeräten der
Operatoren jeweils eine Impedanz an. Im trilateralen Fall wird diese jedoch nicht nur von
der Umgebung, sondern auch vom zweiten Operator beeinflusst. Ein Operator kann diese
Impedanz jedoch je nach Dominanzteilung kaum ihrer Herkunft zuordnen. Bei voller Do-
minanz nimmt ein Mentor z.B. lediglich die Umgebung war, während der Trainee in dieser
Konfiguration weder eine Reaktion der Umgebung noch des Mentor auf seine Bewegung
wahrnehmen kann, so dass das Transparenzempfinden des Trainee stark eingeschränkt ist.
Bei Dominanzteilung kann ein Operator nur in Kombination mit einem visuellen Feedback
Rückschlüsse auf die Entstehung der an seinem Eingabegerät erfühlten Impedanz ziehen.
In einem Trainingsszenario sollten die Operatoren besonders im Kontaktfall bestmögliche
Transparenz zum Slave erhalten, da beide die Umgebung des Slaves wahrnehmen sollen.
Unter Vernachlässigung der Impedanz des zweiten Operators sollte für jeden Operator
somit das Hauptaugenmerk auf der Transparenz zur Umgebung liegen. Es kann davon
ausgegangen werden, dass auf diese Weise ein optimaler Trainingseffekt erzielt wird. Da
gleichzeitig für beide Operatoren bestmögliche Transparenz zur Umgebung geschaffen wer-
den soll, muss die Transparenzauslegung der Reglerparameter zudem unabhängig von der
Dominanzverteilung erfolgen.
Speziell für den Mentor ist auch die Impedanz des Trainee interessant, weil er Informatio-
nen über dessen Verhalten erhalten soll. Um die Erfahrung des Trainee zu erforschen, wäre
es alternativ u.U. sinnvoll, die Transparenz so auszulegen, dass dem Mentor die Impedanz
des Trainee, diesem jedoch weiterhin die Umgebungsimpedanz dargestellt wird. Dies ist
unter geringer Dominanz des Mentor relevant, wenn dieser nicht eine Operation ausführen
muss, für welche er exakte Informationen über die Umgebung benötigt. Um eine solche
asymmetrische Transparenz im System zu erhalten, müsste diese jedoch in Abhängigkeit
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von mehr als zwei Reglerparametern ausgelegt werden. Im Vergleich zu analytischen Be-
rechnungen kann dieser Ansatz jedoch sehr gut in psychologischen Studien untersucht
und bzgl. des Trainingserfolgs mit dem symmetrischen Ansatz (in welchem lediglich die
Umgebungstransparenz als relevant betrachtet wird) verglichen werden.
Als Alternative zur haptischen Transparenz zwischen beiden Operatoren auf Kosten derer
zur Umgebung kommt ein Verfahren in Frage, welche dem Mentor die vom Trainee ge-
gen die Führung des Mentor aufgebrachte Kraft und die Positionsabweichung des Trainee
visuell darstellt. Diese Kraft wird entsprechend der Positionsdifferenz mit der Erfahrung
des Trainee geringer werden, so dass anhand dieser optischen Unterstützung der Mentor
den Kenntnisstand des Trainee überprüfen kann.
Ein weiterer entscheidender Faktor in einem bi-/trilateralen System ist die Zeitverzö-
gerung, welche einen gravierenden Einfluss auf die Transparenz eines Systems hat. Unter
Verwendung des TDPA kann die Transparenz in Abhängigkeit von der Zeitverzögerung
allerdings nicht analytisch, sondern nur empirisch anhand der Z-width bestimmt werden.
Da das in dieser Arbeit zum Einsatz kommende System keine Kraftsensoren am Slave
enthält und kein dynamisches Modell der Eingabegeräte exisitiert, kann diese empirische
Untersuchung nur in der Simulation erfolgen.
Alternativ kann der Einfluss der Zeitverzögerung auf die Transparenz analytisch unter
Verwendung von Wellenvariablen ermittelt werden. Die dabei gewonnenen Erkenntnisse
sind jedoch aufgrund der unterschiedlichen Dämpfungseigenschaften des TDPAs und der
Methode der Wellenvariablen nicht auf ein TDPA-System übertragbar.
Da die zusätzliche Implementierung der erwähnten Methoden einen großen Zeitaufwand
bedeutet, sollen diese erst in weiterführenden Studien angewendet werden.
Mithilfe der Methode von Yokokohji [19] wird im Folgenden zuerst die erzielbare Trans-
parenz zu Umgebung bzw. Trainee in Abhängigkeit der Reglerparameter und des Domi-
nanzfaktors visualisiert und daraufhin unter Berücksichtigung der Stabilitätsgrenzen eine
Parameterwahl getroffen. Im Anschluss wird anhand der von Khademian [20] vorgeschla-
genen Kriterien die Abhängigkeit der Transparenz von der verwendeten Regelungsarchi-
tektur und vom Dominanzfaktor analysiert.
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4.5.1 Einfluss der Reglerparameter - Yokokohji
Analog zur Umgebungstransparenz kann für den trilateralen Fall durch die Yokokohji-
Methode ebenso die Transparenz zwischen Mentor und Trainee analysiert werden:
Jp,M1M2 =
∫ wmax
0
|Gm1p(jω)−Gm2p(jω)|| 1
1 + jωT1
| dω (4.43)
Jf,M1M2 =
∫ wmax
0
|Gm1f (jω)−Gm2f (jω)|| 1
1 + jωT1
| dω (4.44)
mit den Übertragungsfunktionen
Gm1p =
xm1(s)
F ∗h1(s)
, (4.45)
Gm2p =
xm2(s)
F ∗h1(s)
, (4.46)
Gm1f =
Fh1(s)
F ∗h1(s)
und (4.47)
Gm2f =
Fh2(s)
F ∗h1(s)
. (4.48)
Die Transparenzbetrachtungen müssen neben der Variation der Dominanz α ebenso unter
Variation der Umgebungsimpedanz Ze (Ze = 0Nm für freie Bewegung, Ze = 10000
N
m
für
den Fall eines Kontakts mit einer steifen Wand) erfolgen, um gleichzeitig eine bestmögli-
che Transparenz für freie Bewegung sowie Wandkontakt ermitteln zu können.
Im Gegensatz zum Z-width-Verfahren [25] wird hier eine beschränkte Steifigkeit (Ze =
10000N
m
) für die Umgebung angenommen. Dieses Vorgehen ist jedoch ausreichend, da in
der Realität keine steiferen Umgebungen auftreten.
Anhand des neu eingeführten Index
J = ‖Jp‖+ ‖Jf‖ , (4.49)
in welchem die beiden normierten (durch ihren Maximalwert dividierten) Indizes Jp und Jf
mit einheitlicher Gewichtung kombiniert werden, soll der Gesamttransparenzverlauf bzgl.
der Reglerparameter visualisiert werden. Die Vergleichbarkeit von verschiedenen Domi-
nanzverteilungen α geht in diesem kombinierten Index allerdings verloren.
Für die Plots der nächsten Abschnitte zur Yokokohji-Methode wurden folgende Impedan-
zen und Parameter gewählt: Zh2 = Mhs2 +Bhs+Kh, Zc = Bcs+Kc, Ze = Ke, Z = Zm =
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Zs = Ms
2+Bs,M = 0.1314kg,B = 0.15Ns
m
,Mh = 0.2kg,Bh = 0.2kg,Kh = 1
N
m
, Bc = 2
Ns
m
und Kc = 1000Nm .
4.5.1.1 Eingrenzung des K-B-Analysebereichs
Anhand des Index J (Abbildung 4.13) kann ein Bereich der optimalen Reglerparameter
abgeschätzt werden, in welchem dann die Indizes Jp und Jf im Anschluss genauer analy-
siert werden sollen.
Für die Transparenz zur Umgebung des Slaves ergibt sich auf diese Weise bzgl. der nä-
heren Betrachtung für die Reglersteifigkeit K ein relevanter Bereich von 0-2000N
m
, da für
diese Werte Minima in beiden J-Graphen (4.13(a) und 4.13(b)) zu erkennen sind. Für
Steifigkeiten jenseits von 5000N
m
treten für Dominanzwerte von 0.5 bis 1 ebenso niedrige
J-Werte auf. Da allerdings die Transparenz für den Trainee (α=0) in diesen Bereichen
sehr schlecht ausfällt, sind diese Bereiche nicht relevant. Aufgrund der Gesamtminima der
Kurven in Abbildung 4.13 sollten für die Reglerdämpfung B Werte zwischen 0 und 10Ns
m
genauer analysiert werden. Mit der Transparenz zwischen den Operatoren (siehe Graphen
4.14) geht diese Reglerparameterwahl konform, da auch hier Minima an den selben Stellen
auftreten.
4.5.1.2 Analyse des relevanten K-B-Bereichs
Da, wie oben erörtert wurde, die Transparenz zur Umgebung entscheidend ist, sollen die
Reglerparemter zu deren Gunsten ausgelegt werden. Da sich mit Zunahme der Reglerstei-
figkeit K die Positionsfolge der Parteien verbessert und die Reglerdämpfung B wie eine
Reibung wirkt, welche die Kraftinformation negativ beeinflusst, kann sich die Wahl von
B hauptsächlich am Jf - und von K am Jp-Index orientieren.
In Abbildung 4.15 ist zu erkennen, dass für den positionsbezogenen Index Jp hohe Steifig-
keiten vorzuziehen sind, welche sich jedoch unabhängig von der Umgebungsbeschaffenheit
besonders bei niedriger Dämpfung negativ auf den Index Jf des Trainee (α=0) auswirken
(siehe Abbildung 4.16(a)). Unter Berücksichtigung aller relevanten Graphen 4.15(a) bis
4.16(b) kann auf eine optimale Reglersteifgkeit zwischen 500-1000N
m
geschlossen werden.
Die Reglerdämpfung wird gewöhnlich im Sinne der Transparenz möglichst niedrig gewählt:
0Ns
m
<B<6Ns
m
. Die Analyse der Graphen bestätigt diese Parameterwahl unter den vorge-
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(a) Ke = 0Nm (b) Ke = 10000
N
m
Abbildung 4.13: JM1S, K in
N
m
, B in Ns
m
: Sowohl bei freier Bewegung (Ke = 0Nm) als
auch im harten Kontaktfall (Ke = 10000Nm) ergeben sich Minimalinien
im Bereich von K=1000N
m
. Ebenso im Bereich der niedrigen Regler-
dämpfungen (B=0-10Ns
m
) sind Minimawerte des J-Index zu erkennen.
schlagenen Steifigkeitswerten. In hohen Steifigkeitsbereichen hat die Reglerdämpfung in
freier Bewegung (Ke = 0Nm) großen Einfluss auf die Indices Jp,M1S und Jf,M1S. Im Bereich
der Reglersteifigkeiten von 500 bis 1000N
m
bleiben bzgl. der Reglerdämpfung die Index-
werte weitestgehend konstant (Abbildungen 4.15 und 4.16). Da die Reglerdämpfung wie
erwähnt zur Energiedissipation im System führt, sollte B zu circa 2Ns
m
gewählt werden,
was besonders gut in der Abbildung 4.16(b) nachvollzogen werden kann.
Im Vergleich zum bilateralen P(EN-)F-System in [25] zeigt sich, dass sich die Abhängig-
keit der Transparenz von der Reglersteifigkeit im trilateralen System entsprechend dem
bilateralen System verhält, da sich in beiden Fällen hohe K-Werte positiv auf den Jp-
Index und negativ auf den Jf -Index auswirken.
Der Graph zur Transparenz zwischen den beiden Operatoren (vgl. Abbildung 4.17) zeigt
deutlich, dass obige Parameterwahl auch zu einer akzeptablen Positionstransparenz zwi-
schen den beiden Operatoren führt. Entsprechend der Aufgabenstellung dieser Arbeit ist
dies neben der Umgebungstransparenz ein relevantes Kriterium.
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(a) Ke = 0Nm (b) Ke = 10000
N
m
Abbildung 4.14: JM1M2 , K in
N
m
, B in Ns
m
: Bei freier Bewegung (Ke = 0Nm) ergibt sich
eine stark ausgeprägte Minimalinie im Reglersteifigkeitsbereich von
K=1000N
m
. Unter hartem Kontakt (Ke = 10000Nm) befinden sich nied-
rige J-Werte ebenso im Bereich von 0-2000N
m
. Bzgl. des Däpfungspa-
rameters B sind J-Werte im Bereich 0-10Ns
m
minimal.
Da die in Kapitel 4.4 ermittelten Stabilitätsgrenzen die Parameterwahl nicht einschränken,
können die bevorzugten Parameter (0Ns
m
<B<2Ns
m
und 500N
m
<K<1000N
m
) ohne Bedenken
angewendet werden.
Der Vergleich der maximalen Indexwerte in den Abbildungen 4.15 und 4.16 zeigt, dass im
Kontaktfall die Transparenz zur Umgebung deutlich besser ist als in der freien Umgebung.
Ebenso ist zu beobachten, dass in freier Bewegung der Einfluss der Dominanzverteilung
höher als im Kontaktfall ist. Auf diese Beobachtungen und vor allem auch deren Erwei-
terung auf die Transparenz zwischen den Operatoren wird im folgenden Kapitel genauer
eingegangen.
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(a) Ke = 0Nm (b) Ke = 10000
N
m
Abbildung 4.15: Jp,M1S: Unabhängig von der Umgebungssteifigkeit wirken sich hohe
Reglersteifigkeiten positiv auf die Positionsabweichung aus. Eine Erhö-
hung der Reglerdämpfung B erzielt in der freien Bewegung (Ke = 0Nm)
eine Verbesserung der Transparenz, während eine Veränderung von B
im Kontaktfall (Ke = 10000Nm) keinen Einfluss hat.
4.5.2 Einfluss der Architektur - Khademian
4.5.2.1 Ableitung der übertragenen Impedanz aus dem Signalflussplan
In diesem Abschnitt werden die für die Transparenzauslegung nach Khademian nötigen
übertragenen Impedanzen aus dem Signalflussplan der jeweiligen Architektur hergeleitet.
Die Regler sind entsprechend der Abbildung B.1 im Anhang B.1.1 lokal unterteilt, um
eine bestmögliche Optimierung zu erzielen. Aus Gründen der Übersichtlichkeit wird nur
die entsprechende trilaterale 4Ch-Version ohne Dominanzverteilung in Abbildung 4.18
abgebildet.
1. 4-Channel-Architektur nach Khademian
Das im Anhang B.1.1 dargestellte Reglersystem wurde in [20] entsprechend der
Signalflussdarstellung in Abbildung 4.7 auf die trilaterale 4-Channel-Architektur
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(a) Ke = 0Nm (b) Ke = 10000
N
m
Abbildung 4.16: Jf,M1S:In freier Bewegung (Ke = 0
N
m
) ist für den Trainee (α = 0) ein
Minimalbereich der Jf -Werte beiK < 1000Nm zu erkennen, während zu
den Dominanzverteilungen α > 0 zusätzlich bei hohen K-Werten lokale
Jf -Minimalbereiche auftreten. Für den Fall des Wandkontakts (Ke =
10000N
m
) ergeben sich für Jf Minimalwerte für K → 0. Der Einfluss
von B ist in freier Bewegung im Bereich von 1000Ns
m
gering, während
unter Wandkontakt besonders geringe B-Werte die Transparenz zur
Umgebung begünstigen.
übertragen. Daraus resultieren folgende Gleichungen:
Fh1 = F
∗
h1 − Zh1vh1
Fh2 = F
∗
h2 − Zh2vh2
Fe = F
∗
e + Zeve
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Abbildung 4.17: Jp,M1M2 unter Ke = 0
N
m
: In der freien Bewegung (Ke = 0Nm) ist die
Positionstransparenz zwischen Mentor und Trainne ab K > 500N
m
ak-
zeptabel. Die Reglerdämpfung B hat einen vergleichsweise geringen
Einfluss auf diese Transparenz.
Zm1 =
Fh1 + Fcm1
vh1
Zm2 =
Fh2 + Fcm2
vh2
Zs =
−Fe + Fcs
ve
Fcm1 =− Cm1vh1 − C4m1(αve + (1− α)vh2) + C6m1Fh1
− C2m1(αFe + (1− α)Fh2)
Fcm2 =− Cm2vh2 − C4m2((1− α)ve + αvh1) + C6m2Fh2
− C2m2((1− α)Fe + αFh1)
Fcs =− Csve + C1(αvh1 + (1− α)vh2)− C5Fe + C3(αFh1 + (1− α)Fh2)
Nach der in [20] erfolgten Optimierung ergibt sich folgende Wahl der Reglerparame-
ter: C1 = Zs+Cs, C2m1 = 1+C6m1, C2m2 = 1+C6m2, C3 = 1+C5, C4m1 = −Zm1−Cm1
und C4m2 = −Zm2 − Cm2.
Khademian et al. nehmen zudem an, dass sich Master- und Slave-Geräte und ebenso
die lokalen Positionsregler entsprechen und keine lokale Kraftrückführung vorhan-
den ist. Somit ergibt sich: Zm2 = Zm1 = Zs = Z,C4m1 = C4m2, C = Cm1 = Cm2 =
Trilaterale Regelung für ein Telechirurgietrainingssystem 66
+ -
-
+C+
-
- -
+
TraineeF
vm1 vm2
Fcm1
C6m2
C3
C3
C5
C6m1
C2m1C2m1
Cm1
C2m2
C4m1
C2m2
C1
h2F*
Cm2Cm1
Cs
C4m2
+ +
-
+ -
-
+ - - +
-
+
++
+ -
+
+
+
+ +
h1F*
++
eF*
+
-
Mentor Trainee
Umge-
bung
Slave
Master
1
Master
2
vsFcs
Fcm2
ve
vMentor vTrainee
FMentor
Fe
m2
C4m2C4m1
C1
Cs
Abbildung 4.18: Allgemeine trilaterale 4Ch-Regelungsarchitektur ohne Dominanzver-
teilung
Cs = Zc − Z,C6m1 = 0, C6m2 = 0 und C5 = 0.
Mit Zto1 = Fh1vh1 lautet Zto1:
Zto1 =− Zh2Zcα− ZeZh2α− ZeZc − Zh2Zc
Zcα− Zeα + Ze + Zh2 .
2. Neu entwickelte 4-Channel-Architektur:
Für die neu vorgestellte Dominanzarchitektur (siehe Abbildung (4.8)) ergeben sich
die folgenden kommandierten Kräfte:
Fcm1 = −Cm1vh1 − C4m1(ve + (1− α)vh2) + C6m1Fh1 − C2m1(Fe + (1− α)Fh2),
Fcm2 = −Cm2vh2 − C4m2(ve + αvh1) + C6m2Fh2 − C2m2(Fe + αFh1),
Fcs = −Csve + C1(αvh1 + (1− α)vh2)− C5Fe + C3(αFh1 + (1− α)Fh2)
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und gemäß obiger Optimierung und obigen Annahmen die folgende Transparenz-
übertragungsfunktion:
Zto1 =
(3Z2c + ZeZh2 + Zh2Zc − ZeZc)α2 + (−3Zh2Zc
(Z2c + 3ZeZh2 − Zh2Zc + ZeZc)α2 + (Zh2Zc − 3ZeZh2
+ZeZh2 − 3Z2c + ZeZc)α + 2Zh2Zc + 2ZeZc)Zc
+Z2c − 3ZeZc)α + 2Zh2Zc + 2ZeZc
(4.50)
3. Neu entwickelte PP-Architektur
Entsprechend Abbildung 4.9 ergeben sich für die Position-Position-Architektur auf-
grund des fehlenden Kraftfeedbacks folgende kommandierte Kräfte:
Fcm1 = −Cm1vh1 − C4m1(ve + (1− α)vh2) + C6m1Fh1 (4.51)
Fcm2 = −Cm2vh2 − C4m2(ve + αvh1) + C6m2Fh2 (4.52)
Fcs = −Csve + C1(αvh1 + (1− α)vh2)− C5Fe (4.53)
Aufgrund der Symmetrie können die zusätzlichen Vereinfachungen: C4m1 = C4m2,
Cm1 = Cm2 und C6m1 = C6m2 getroffen werden. In der Stabilitätsanalyse kam fol-
gende Konfiguration zum Einsatz, welche im Sinne der Vergleichbarkeit auch hier
verwendet werden soll: C6m1 = 1, C6m2 = 1, C5 = 1, Cs = C1, C1 = Cm1, C4m2 =
Cm1, Cm1 = Cm2, C1 = Cm1 und Cm1 = Zc − Z.
Hieraus ergibt sich als Transparenzübertragungsfunktion:
Zto1 =
1
2
(−3Z3c + 8Z2cZ − 2ZeZ2c − 7ZcZ2 − 2ZeZ2 + 4ZeZcZ
(Z2cα− 2ZcZα
+2Z3)α2 + (2ZeZ
2
c + 7ZcZ
2 − 2Z2cZh2 − 2Z2Zh2 + 2ZeZ2 + 3Z3c
+Z2α− Z2 + 2ZcZ
−8Z2cZ − 4ZeZcZ − 2Z3 + 4ZcZZh2)α− Z2Zc + 2ZZ2c − 2Zh2Z2c
−4ZeZh2 − 2ZeZc − 2Zh2Zc
−4ZeZh2Zc − 2Z3c − 2ZeZ2c
−2Z2c )
.
(4.54)
4.5.2.2 Vergleich der 4-Channel-Dominanzarchitekturen
1. In der 4-Channel-Architektur nach Khademian kann für den bilateralen Fall (α = 1),
wie erwähnt, optimale Transparenz erreicht werden. Hierzu wurden anhand der bi-
lateralen Master-Slave-Konfiguration (α = 1) optimale Reglerparameter abgeleitet.
Unter Variation der Dominanzparameter ergeben sich für die übertragene Impedanz
Zto1(α) =− Zh2Zcα− ZeZh2α− ZeZc − Zh2Zc
Zcα− Zeα + Ze+Zh2 (4.55)
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folgende Werte:
a) α = 1
Zto1 = Ze
b) α = 0.5
Zto1 = −Zh2Zc+ZeZh2+2ZeZcZc+Ze+2Zh2
c) α = 0
Zto1 = Zc
2. Wird die in dieser Arbeit entwickelte Dominanzverteilung auf die 4-Channel-Architektur
übertragen, ergeben sich selbstverständlich bzgl. des bilateralen Systems (α = 0/1)
die selben transparenzoptimierten Reglerparameter und ebenso optimale Transpa-
renz für den Fall α = 1. Diese Architektur führt allerdings unter der Variation der
Dominanz zu anderen übertragenen Impedanzen (vgl. α = 0.5).
Zto1(α) =
(3Z2c + ZeZh2 + Zh2Zc − ZeZc)α2 + (−3Zh2Zc
(Z2c + 3ZeZh2 − Zh2Zc + ZeZc)α2 + (Zh2Zc − 3ZeZh2
+ZeZh2 − 3Z2c + ZeZc)α + 2Zh2Zc + 2ZeZc)Zc
+Z2c − 3ZeZc)α + 2Zh2Zc + 2ZeZc
(4.56)
a) α = 1
Zto1 = Ze
b) α = 0.5
Zto1 = − (Z2c−ZeZh2−Zh2Zc−3ZeZc)ZcZ2c−ZeZh2+3Zh2Zc+ZeZc
c) α = 0
Zto1 = Zc
Da für die Verwirklichung der Dominanzverteilung die neu entwickelte Dominanzarchi-
tektur vorzuziehen ist, wird der Vergleich der dargestellten Ansätze nicht weiter fort-
geführt. Aus der Möglichkeit, auch in der neu entwickelten 4-Channel-Architektur volle
Transparenz erzielen zu können, kann schlussgefolgert werden, dass die neue entwickelte
Architektur bzgl. der Transparenz im Vergleich zu derjenigen aus [20] nicht eingeschränkt
ist.
Trilaterale Regelung für ein Telechirurgietrainingssystem 69
4.5.2.3 Optimierung der Transparenz der PP-Architektur
Die Optimierung der Transparenz durch entsprechende Reglerparameterwahl soll im Fol-
genden für die Position-Position-Architektur mit der neu entwickelten Dominanzvertei-
lung vorgenommen werden. Nach der aus dem Signalfluss abgeleiteten Gleichung (4.54)
ergibt sich für den bilateralen Fall folgende übertragene Impedanz:
Zto1(α=1) =
(Z(1 + C5) + Cm2(1 + C5))Ze + (Cs + Z)(Cm2 + Z) + C1C4m2
((1 + C5)Ze + Z + Cs)(1 + C6m2)
(4.57)
Da für die Stabilitätsuntersuchung eine allgemeinere Wahl der Reglerparameter sehr auf-
wendig ist, kommen hier wieder die symmetrischen, vereinfachten Reglerarchitekturen zur
Verwendung.
Das Ziel der Optimierung kann wie folgt formuliert werden:
Zto1(α=1) = Ze.
Hierzu müssen gemäß (4.57) folgende Forderungen erfüllt werden:
(Cs + Z)(Cm2 + Z) + C1C4m2 = 0,
Z(1 + C5) + Cm2(1 + C5) = 1
((1 + C5)Ze + Z + Cs)(1 + C6m2) = 1.
Damit ergeben sich für die frei wählbaren Reglerparameter folgende Bedingungen:
Cs = −Cm2Z + Z
2 + C1C4m2
Cm2 + Z
, (4.58)
C5 = −Z + Cm2 − 1
Cm2 + Z)
und (4.59)
C6m2 = − Ze(Cm2 + Z)
(−Ze + C1C4m2)(1 + C6m2) . (4.60)
Wie in Gleichung (4.60) zu sehen ist, ist der Reglerparameter C6m2 abhängig von der Um-
gebungsimpedanz Ze. Es gibt für die Position-Position-Architekturen unter den in dieser
Arbeit angenommenen Vereinfachungen folglich keine nicht adaptive optimale Konfigura-
tion.
Für die Graphen der nächsten Kapitel wurden folgende Impedanzen: Zh2 = Mhs2 +Bhs+
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Kh, Zc = Bcs + Kc, Ze = Ke, Z = Zm = Zs = Ms
2 + Bs und folgende Parameterwer-
te gewählt: M = 0.2, B = 0.01Ns
m
,Mh = 1.5kg,Bh = 7.5
Ns
m
, Kh = 75
N
m
, Bc = 1
Ns
m
und
Kc = 1000
N
m
. Der relevante Bereich, auf den die folgenden Analysen bezogen sind, ent-
spricht jeweils den vom Menschen haptisch wahrnehmbaren Frequenzen (0Hz-100Hz). Die
Bode-Diagramme der übertragenen Impedanz Zto1, sowie die Gleichungen der verschiede-
nen Transparenzmaße von Khademian unter Variation der Dominanzverteilung sind im
Anhang B.1 zu finden.
4.5.2.4 Transparency Transfer Function
Anhand der Transparenzübertragungsfunktion kann festgestellt werden, wie sich in Ab-
hängigkeit von α das Verhältnis der reellen übertragenen Impedanz zur gewünschten über-
tragenen Impedanz Zd verändert. In den Abbildungen 4.19 bis 4.21 werden jeweils die
Transparenzübertragungsfunktionen zu den Impedanzen der Umgebung Zd = Ze und des
Trainee Zd = Zh2 dargestellt.
In diesen Bode-Diagrammen sind deutlich Schwingungen für die Dominanzverteilungen
im Bereich von circa 25 Hz zu sehen, welche bei einseitiger Dominanz (α=1/0) für kei-
nen der beiden Operatoren auftreten. Diese Unregelmäßigkeiten in der Frequenzkennlinie,
welche zu Störungen der Umgebungswahrnehmung führen, sind somit auf die trilaterale
Architektur zurückzuführen.
Die Abweichung der an die Operatoren übertragenen Impedanz von der Umgebungsim-
pedanz ist über die vom Menschen haptisch wahrnehmbaren Frequenzen für alle Umge-
bungen relativ konstant (Abbildungen 4.19 bis 4.21), was die Empfindung der Umgebung
positiv beeinflusst. Die Transparenz zum Operator dagegen ist ab 10Hz stark frequenz-
abhängig. Da die von einem Operator aufgebrachte Frequenz selten 10Hz überschreitet,
ist dies jedoch ein akzeptables Verhalten.
Es ist zudem zu erkennen, dass der Einfluss der Dominanz auf beide Transparenzversionen
mit zunehmender Umgebungssteifigkeit abnimmt.
4.5.2.5 Bilateral Architecture Distance Transfer Function
Die in den Bode-Diagrammen 4.22(a) bis 4.22(c) dargestellten Bilateral Architecture
Distance Transfer Function DisB vergleicht die trilaterale (Zto1(α)) mit der bilateralen
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Abbildung 4.19: Transparency Transfer Function für weiche Umgebung (Ke = 1Nm):
Bei circa 25Hz sind in allen Tansparenzübertragungsfunktionen, au-
ßer in denjenigen zu α = 0/1, Unregelmäßigkeiten zu erkennen. Die
Tansparenzübertragungsfunktionen zum Slave weisen bis ca. 100Hz,
zum Trainee bis ca. 10Hz eine recht konstante Amplitude auf.
Struktur Zto1(1).
DisB =
Zto1(α)
Zto1(1)
Anhand dieser Abbildungen ist wiederum deutlich zu erkennen, dass vor allem in weichen
Umgebungen die Empfindungen des Operators stark von seiner Dominanz abhängen. Die
Kurven scharen sich parabelartig um die des Dominanzgleichgewichts (α=0,5). Dies be-
deutet, dass bei Dominanzteilung die Wahrnehmung der Umgebung nur schwach von der
jeweiligen Rolle des Operators abhängt. Der Mentor mit 80% Dominanz fühlt somit bei-
spielsweise annähernd dasselbe, was gleichzeitig der Trainee mit 20% Dominanz fühlt.
Bei absoluter Dominanz eines Operators weichen die Wahrnehmungen hingegen stärker
voneinander ab.
4.5.2.6 Transparency Optimized Distance Transfer Function
In diesem Kapitel wird die PP-Architektur der transparenzoptimierten 4Ch-Architektur
unter entsprechender Dominanzverteilung und Dominanzarchitektur gegenübergestellt. In
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Abbildung 4.20: Transparency Transfer Function für mittelharte Umgebung (Ke =
100N
m
): Im Bereich von circa 25Hz treten in allen Tansparenzübertra-
gungsfunktionen, außer bei Dominanzverteilung α = 0/1, Schwingun-
gen im Graph auf. Die Tansparenzübertragungsfunktionen zum Slave
weisen bis ca. 100Hz, zum Trainee bis ca. 10Hz eine recht konstante
Amplitude auf.
Diagramm 4.23(a) ist zu erkennen, dass die PP-Architektur unter α=1 im Gegensatz zur
4-Channel-Architektur nicht zur optimalen Transparenz führt. Allerdings zeigt sich im
Graphen zu Ke = 1Nm , dass z.B. bei Dominanzgleichgewicht die beiden Architekturen bis
ca. 10Hz ähnliche Transparenz erzeugen. Das Verhalten bei höheren Frequenzen und v.a.
in steiferen Umgebungen deutet darauf hin, dass die Wahl einer optimalen Dominanz-
architektur auf komplexen Zusammenhängen beruht. Während in niedrigen Frequenzen
die Architekturen konstant voneinander abweichen, überlagern sich in höheren Frequenzen
(10Hz-100Hz) die Unregelmäßigkeiten in den Amplituden der verglichenen Architekturen.
Der optische Eindruck dieser Überlagerung lässt darauf schließen, dass sich die Transpa-
renzen dieser beider Architekturen in diesem Bereich stark unterscheiden.
In [20] wird zusätzlich in der Ze-transparenzoptimierten trilateralen 4-Channel-Architektur
der Einfluss der Operatorimpedanz (lockerer, mäßiger, fester Griff) auf die Transparenz
ermittelt und mit dem Einfluss der Dominanz verglichen. Hiervon können Bedienungsan-
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Abbildung 4.21: Transparency Transfer Function für harte Umgebung (Ke = 10000Nm):
Bei circa 25Hz sind in allen Tansparenzübertragungsfunktionen zu
α =]0...1[ Unregelmäßigkeiten zu erkennen. Die Tansparenzübertra-
gungsfunktionen zum Slave weisen bis ca. 100Hz, zum Trainee bis ca.
10Hz eine relativ konstante Amplitude auf. Der Einfluss der Domi-
nanzverteilung auf die Amplitude im Bereich von 0-100Hz ist jeweils
schwach.
weisungen bzgl. der Haptik abgeleitet werden. Da angenommen werden kann, dass diese
Erkenntnisse auf die in dieser Arbeit gewählte Architektur übertragen werden kann (in
weiterführenden Studien sollte diese Übertragbarkeit überprüft werden), werden die ge-
nannten Untersuchungen nicht wiederholt, jedoch deren Ergebnisse erwähnt:
Vereinfachend wird in [20] angenommen, dass die beiden Operatoren die Eingabegeräte
mit gleicher Griffstärke betätigen (Zh1 = Zh2). Khademian hat in diesem System gezeigt,
dass der Einfluss von α neben der Umgebungsimpedanz auch stark von der Operatorim-
pedanz abhängt. So ist
1. bei lockerem Griff der Einfluss von α auf die Transparenz in weichen Umgebungen
größer als in harten Umgebungen, während
2. bei festem Griff der Einfluss von α auf die Transparenz in weichen Umgebungen
geringer als in harten Umgebungen ist.
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Abbildung 4.22: Bilateral Architecture Distance Transfer Function DisB: Im Bereich
der haptisch wahrnehmbaren Frequenzen (0-100Hz) bestehen nur ge-
ringe, über die Frequenzen hinweg fast konstante Amplitudendifferen-
zen unter den abgebildeten Übertragungsfunktionen. Bei sehr harter
Umgebung ähneln sich die Amplituden aller Dominanzverteilungen
stark.
3. Die Transparenz wird in harten stärker als in weichen Umgebungen von der Opera-
torimpedanz beeinflusst, wobei
4. (in jeder Umgebung) bei zunehmender Operatorimpedanz die Z-width zunimmt.
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Abbildung 4.23: Transparency Optimized Distance Transfer Function DisTO: Im Be-
reich bis 10Hz sind die Abweichungen der Amplituden im Architek-
turvergleich konstant. V.a. bei hartem Wandkontakt tritt eine Über-
lagerung der Unregelmäßigkeiten im Amplitudenverlauf auf.
Während einer freien Bewegung sollte der Trainee somit fest greifen, um den Einfluss der
Dominanz zu minimieren. Da er unter Dominanzänderung die Führung übernehmen wird,
ist dies zwangsläufig gegeben. Hat der Slave Kontakt mit der Umgebung, sollte der Trai-
nee weniger fest zugreifen, was intuitiv auch zur genaueren Wahrnehmung der wirkenden
Kräfte führt und somit sinnvoll erscheint. Da jedoch hierbei die Z-width und somit die
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Bandbreite der darstellbaren Impedanzen abnimmt, muss zwischen diesem Kriterium und
dem Einfluss der Dominanz ein Kompromiss gefunden werden.
Diese Analyse eines solch komplexen Zusammenspiels kann erst in psychologischen Stu-
dien aussagekräftig fortgeführt werden. In Form der in dieser Arbeit angewendeten, ana-
lytischen Methoden können jedoch tendentielle Aussagen bzgl. des Transparenzvergleichs
verschiedener Architekturen getroffen werden.
5 Telechirurgietraining unter Time
Delay
Im letzten Kapitel wurde das trilaterale System im Idealzustand ohne Berücksichtigung
von Zeitverzögerungen, Diskretisierungsfehlern und unter der Verwendung stark verein-
fachter, linearer Modelle analysiert. Im Folgenden werden für die Netzwerkdarstellung die
Elemente als Subsysteme dargestellt, so dass eine modellunabhängige, energiebezogene
Analyse des Systems erfolgen kann, welche zwangsläufig Diskretisierungen und Zeitverzö-
gerungen berücksichtigt. Die einzelnen Elemente der trilateralen Trainingsstruktur werden
zuerst auf aktives Verhalten hin untersucht. Daraufhin werden die gewonnenen Erkennt-
nisse im neu zu entwerfenden, trilateralen TDPA-System berücksichtigt. Auf diese Weise
kann letzendlich eine Zeitverzögerung unter Garantierung eines stabilen Systemverhaltens
eingeführt werden.
5.1 Passivitätsanalyse
Um das trilaterale System aus der Signalfluss- in die Netzwerkdarstellung umwandeln zu
können, müssen Subsysteme definiert werden, an deren Ports der eintretende gleich dem
austretendem Strom ist (vgl. Abbildung 5.2). Nur wenn dies gegeben ist, ergeben sich echte
Ports, an welchen eine Leistung abgegriffen werden kann. Anhand der Knotengleichungen
des in Abbildung 5.1 dargestellten trilateralen Systems
I1 + I2 = I4 + I5, (5.1)
I4 + I6 = I1 + I3 und (5.2)
I2 + I3 = I5 + I6 (5.3)
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Abbildung 5.1: Netzwerkdarstellung des trilateralen Systems
Abbildung 5.2: Stromfluss an einem 2-Port
kann gezeigt werden, dass
I1 = I4, (5.4)
I2 = I5 und (5.5)
I6 = I3 (5.6)
gelten muss. Durch jeden Port fließt folglich ein einheitlicher Strom, so dass alle Subsys-
teme des trilateralen Gesamtsystems wahre Ports besitzen.
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Die Dominanzsubsysteme („Verstärker“ in Abbildung 5.1) sind als spannungsgesteuerte
Spannungsquellen modelliert, da sie, wie in Kapitel 5.1.3 erörtert wird, aktive Elemen-
te sind, welche jeweils von einer PI-Reglerspannung UPI abhängen. Die Operatoren und
die Umgebung sind ebenso energiegenerierende Elemente und somit als Spannungsquellen
dargestellt. Master- und Slavegeräte bestehen aus Massen und Dämpfungselementen, wel-
che in der Elektrotechnik Induktivitäten und Widerständen entsprechen. Der PI-Regler
wird aus einem Widerstand und einer Kapaziät modelliert, wie im Folgenden näher er-
klärt wird. Der PI-Regler und die Ein- bzw. Ausgabegeräte bestehen in der mechanischen
Betrachtungsweise jeweils aus parallel, in der direkt analogen, elektrotechnischen Sicht
jedoch aus seriell geschalteten Bauelementen. Um das Verhalten des Gesamtsystems zu
analysieren, müssen zuerst die Subsysteme separat betrachtet werden.
5.1.1 Subsystem PI-Regler
In der Netzwerkdarstellung des trilateralen Systems (Abbildung 5.1) setzen sich die PI-
Regler aus Widerständen und Kondensatoren zusammen. Diese Bauelemente sind entspre-
chend den aus der Mechanik bekannten Systemen Feder und Dämpfer passive Elemente.
Durch die Dämpfung wird Energie dissipiert.
Der PI-Regler wird bisher als ein passives Subsystem angenommen. Unter Verwendung
des TDPAs ist es jedoch nötig das Verhalten des Reglers ausführlich zu untersuchen. Falls
Energie durch den Regler eingeführt wird, wird diese von einem den Regler einschlie-
ßenden PO/PC-System gelöscht, solange die Regleraktivität nicht von der beobachteten
Energie subtrahiert wird.
Im Folgenden wird die Energiedifferenz an einem Regler in beiden Flussrichtungen eines
bilateralen Mentor-Trainee-Systems betrachtet. Es zeigt sich hierbei, dass das Reglersub-
system in bestimmten Situationen Energie generiert.
Analyse: Der Mentor wird in diesem Versuch als der aktive Operator gewählt, während
der Trainee (Masse 1.5kg, Steifigkeit 20N
m
, Dämpfer 2Ns
m
) sich unter lockerem Griff führen
lässt. Die Reglersteifigkeit KPI wird zwischen 100 Nm und 500
N
m
variiert, um die entschei-
denden Effekte zu verdeutlichen.
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Um den Regler zu analysieren, muss folgende Reglergleichung betrachtet werden:
FC(t) = (vM1(t)− vM2(t))BPI + (xM1(t)− xM2(t))KPI . (5.7)
Abbildung 5.3: Regleraktivität, Reglerdämpfung BPI = 2Nsm , Reglersteifigkeit KPI =
500N
m
: Bei der Geschwindigkeitsüberschreitung T1 tritt ein Maximum
der in Kanal 1 (von Mentor zu Trainee) dissipierten Energie auf. Von
T2 (vM1(T2) = 0) bis T3 (vM2(T3) = 0) fließt in beiden Kanalrichtungen
Energie. Zum Zeitpunkt T4 findet eine Positionsüberschneidung statt,
nach welcher die Energie wieder in Kanalrichtung 1 fließt.
In den Abbildungen 5.3 und 5.4 sind die entscheidenden Zeitpunkte mit den Markern T1,
T2, T3, T4 und T5 versehen. Im Folgenden sollen die entscheidenden Veränderungen in
den Positions- und Geschwindigkeitskurven analysiert und daraus die Folgen für die
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Abbildung 5.4: Regleraktivität, Reglerdämpfung BPI = 2Nsm , Reglersteifigkeit KPI =
100N
m
: Zum Zeitpunkt T1 tritt eine Geschwindigkeitsüberschreitung und
gleichzeitig ein Maximum der in Kanal 1 (von Mentor zu Trainee) dis-
sipierten Energie auf. Von T2 (vM1(T2) = 0) bis T3 (vM2(T3) = 0) fließt
in beiden Kanalrichtungen Energie. Nach der Positionsüberschneidung
zum Zeitpunkt T4 fließt die Energie wieder in Kanalrichtung 1.
Aktivität (in den Kanälen K1 von Mentor zu Trainee und K2 von Trainee zu Mentor)
erörtert werden.
1. T(t=0) bis T1
Von Zeitpunkt T(t=0) bis T1 sind Geschwindigkeit und Position des Mentors größer
als die des Trainee:
vM1(t) > vM2(t), xM1(t) > xM2(t).
Mit 5.7 folgt:
FC(t) > 0, da vM1/2(t) > 0 und xM1/2(t) > 0.
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Somit fließt die Energie von Mentor zu Trainee.
PM(t) = FC(t)vM1(t) > 0, PT = FC(t)vM2(t) > 0
Der Regler dissipiert in diesem Zustand Energie:
PM(t) > PT (t), da vM1(t) > vM2(t).
2. T1 → T2
Zum Zeitpunkt T1 überholt die Geschwindigkeit des Trainees die des Mentors, da die
Positionsänderung des Mentors gleichzeitig gegen Null geht, während der Trainee
sich noch auf dessen Position zubewegen muss. Der Mentor wartet örtlich betrachtet
sozusagen auf den Trainee:
vM1(t) < vM2(t), xM1(t) > xM2(t),
FC(t) > 0, da vM1/2(t) > 0 und xM1/2(t) > 0,
PM(t) > 0, PT (t) > 0.
Der Regler aktiviert in diesem Zustand Energie in Richtung Slave:
PM(t) < PT (t), da vM1(t) < vM2(t).
Das Reglersubsystem generiert Energie, sobald die Geschwindigkeit des Trainees
größer als die des Mentors ist, ohne dass der Leistungstransport seine Richtung
wechselt (FC behält sein Vorzeichen). Deswegen fällt die Energiekurve des Kanals 1
der Abbildung 5.3 ab dem Zeitpunkt T1 ab.
3. T2 → T3
Zum Zeitpunkt T2 wechselt die Mentorgeschwindigkeit vM1 das Vorzeichen, während
vM2 positiv bleibt.
xM1(t) > xM2(t),
FC(t) > 0, da vM1(t) < 0, vM2(t) > 0 und xM1/2(t) > 0,
PM(t) < 0, PT (t) > 0.
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In diesem Zeitraum fließt in beiden Kanälen Energie. Da die resultierenden Leis-
tungen scheinbar aus dem Nichts entstehen, sind beide Kanäle aktiv. Je größer die
Reglersteifigkeit gewählt wird, desto mehr ähneln sich die Geschwindigkeiten der
Operatoren und desto kürzer dauert dieser Zeitraum (vgl. Abbildungen 5.3 und
5.4).
4. T3 → T4
Zwischen den Zeiträumen T3 und T4 fließt die Energie nur mehr in Richtung des
Kanal 2, da die Traineegeschwindigkeit vM2 bei T3 ebenso das Vorzeichen gewechselt
hat.
|vM1(t)| > |vM2(t)|, xM1(t) > xM2(t),
FC(t) > 0, da vM1/2(t) < 0 und xM1/2(t) > 0,
PM(t) < 0, PT (t) < 0
Der Regler aktiviert in diesem Zustand Energie in Richtung Master:
PM(t) > PT (t), da vM1(t) > vM2(t).
5. T4 → T5
Da die Reglersteifigkeit wie gewöhnlich um mehr als ein Hundertfaches größer als die
Reglerdämpfung ist, ändert die Kraft FC erst an den Überschneidungspunkten der
Mentor- und Trainee-Positionskurven ihr Vorzeichen. Deshalb beginnt erst wieder
ab Punkt T4 mit dem Wechsel des Vorzeichens der Kraft FC der Leistungstransport
in Kanal 1. Die genaue Lage dieses Zeitpunkts hängt vom Verhältnis der Reglerpa-
rameter zueinander ab:
Aus der Gleichung
FC(t) = (vM1(T4)− vM2(T4))BPI + (xM1(T4)− xM2(T4))KPI = 0
kann die Nullstelle der Reglerkraft FC errechnet werden. In Abhängigkeit von BPI
und KPI ändert die Reglerkraft FC ihr Vorzeichen:
vM2(T4)− vM1(T4)
xM1(T4)− xM2(T4) =
KPI
BPI
.
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Von diesem Verhältnis der Variablen Position und Geschwindigkeit hängt somit der
Zeitpunkt T4 ab.
|vM1(t)| > |vM2(t)|, xM1(t) > xM2(t),
FC(t) < 0, da vM1/2(t) < 0 und xM1/2(t) < 0,
PM(t) > 0, PT (t) > 0.
Der Regler dissipiert dann Energie in Richtung Trainee:
PM(t) > PT (t), da |vM1(t)| > |vM2(t)|.
Da die Geschwindigkeit des Mentor in diesem Zeitraum wieder dominiert, dissipiert
das Subsystem PI-Regler Energie in Kanal 1. Ab hier wiederholen sich die bisher
beschriebenen Zustände.
Vergleicht man die generierten Energien des Reglers in Abhängigkeit von der Steifigkeit
(Abbildungen 5.3 und 5.4), so fällt auf, dass unter höherer Steifigkeit die Positionsfolge
verbessert und daher die Regleraktivität reduziert wird. Da die Geschwindigkeiten sich
bei höherer Reglersteifigkeit stärker ähneln, sind die Leistungsdifferenzen der Reglerports
und somit die Aktivität bzw. Dissipation geringer.
Insgesamt stellt der PI-Regler ein passives Element dar, da er mehr Energie dissipiert als
generiert.
5.1.2 Subsystem Verteiler
Im Verteilersubsystem ergibt sich in der Portdarstellung, wie in Abbildung 5.5 darge-
stellt, eine serielle Struktur bzgl. der Spannungen UP3 und UP18. Es resultieren folgende
Maschengleichungen:
UP2 = UP3 + UP18. (5.8)
Für die Ströme gilt wie oben (5.4 bis 5.6) gezeigt:
I1 = I4. (5.9)
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Abbildung 5.5: 3-Portdarstellung eines Verteilers
Die Leistungen an den Ports sind:
PP2 = UP2I1 (5.10)
PP3 = UP3I1 (5.11)
und
PP18 = UP18I4. (5.12)
Somit gilt für die Gesamtleistung:
Pges = UP2I1 − UP3I1 − UP18I4. (5.13)
Mit (5.8) kann unter Berücksichtigung von (5.4) gezeigt werden, dass das Subsystem
Verteiler verlustfrei ist:
Eges =
∫ t
0
UP2(τ)I1(τ) dτ −
∫ t
0
UP3(τ)I1(τ) dτ −
∫ t
0
UP18(τ)I1(τ) dτ =
=
∫ t
0
I1(τ)(UP2(τ)− UP3(τ)− UP18(τ)) dτ = 0.
(5.14)
5.1.3 Verstärkungssubsysteme
Vereinfachend werden die der Dominanzverteilung dienenden Verstärkersubsysteme zu-
erst im bilateralen System analysiert.
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In Abbildung 5.7 ist allgemein die Netzwerkstruktur eines bilateralen Systems mit Do-
A1F A2F
1- + ++ -
+ -
Mentor TraineeMaster1
Master 
2PI-Regler
vm2
Fm1 Fs
vMentor vm1 vTrainee
TraineeF
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Abbildung 5.6: Signalfluss im bilateralen System mit Dominanzverteilung
minanzverteilung dargestellt. Diese vereinfachte Darstellung wurde so entworfen, dass
für die Potentiale (bzw. efforts e) eine Maschengleichung aufgestellt werden kann, wel-
che zwischen den Ports P2, P3 und P4 auf eine Gleichung analog zur Kraftaddition im
v-F-Signalflusssystem (Abbildung 5.6) führt.
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Abbildung 5.7: Allgemeine Netzwerkdarstellung des bilateralen Systems mit Dominanz-
verteilung (e: effort, f: flow)
5.1.3.1 Definition der Machtverteilung
Aus der Funktion der zur Dominanzverteilung in die trilaterale Struktur eingeführten
Verstärkungsglieder kann auf die Definition der spannungsgesteuerten Spannungsquellen
eA1 und eA2 geschlossen werden.
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Sowohl eA1 als auch eA2 sollen nur Potentialwerte im Bereich [−ePI ...0] annehmen, da
analog in der v-F-Signalflussstruktur die Verstärkungsfaktoren (1 − α) und α zu einer
Reduktion der Kraft FPI um [0...FPI ] führen.
In der Signalflussdarstellung lauten die Kräfte der Ports der Dominanzsubsysteme:
FA1 = (1− α)FPI mit α ∈ {0...1} (5.15)
FA2 = αFPI mit α ∈ {0...1} (5.16)
Die durch die Skalierung subtrahierte Kraft lautet somit:
FPI − FA1 = αFPI , (5.17)
FPI − FA2 = (1− α)FPI . (5.18)
Die Maschengleichung der Abbilgung 5.7 lauten::
eP2 = eP3 + eP4 (5.19)
eP7 = eP5 + eP6. (5.20)
Daraus folgt für die Potentiale und Energien der Dominanzports:
eA1 = −αePI mit α ∈ {0...1} (5.21)
EA1 =
∫ t
0
eA1f1(τ) dτ = −α
∫ t
0
ePIf1(τ) dτ (5.22)
eA2 = −(1− α)ePI mit 1− α ∈ {0...1} (5.23)
EA2 =
∫ t
0
eA2f2(τ) dτ = −(1− α)
∫ t
0
ePIf2(τ) dτ. (5.24)
Anhand der Maschengleichung
EP2 + EP4 = EP3 (5.25)
kann das Aktivitätsverhalten des Dominanzsubsystems erklärt werden. Ist EP2 kleiner
als EP3 (Dominanz α > 0: Die Kraft FPI wird durch α skaliert und reduziert), so muss
durch den Dominanzblock Energie eingeführt werden, um ein bestimmtes EP3 zu erzeugen.
Andererseits muss bei Energiefluss vom Trainee zum Mentor die Energie EP3 auf die
Energie EP2 reduziert werden.
EP2 = EP3 − EP4 (5.26)
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Hierzu muss der Dominanzblock Energie dissipieren. Der Rückschluss von den anliegenden
Potentialen auf die Energie ist direkt möglich, da an den drei Ports der selbe Fluss f1
fließt. Anhand der Maschengleichungen links und rechts des PI-Reglers ergeben sich die
den Kraftgleichungen 5.15 und 5.16 entsprechenden Bedingungen:
eP2 = eP3 + eP4 = ePI + eA1 = ePI − αePI = (1− α)ePI , (5.27)
eP7 = eP5 + eP6 = ePI + eA2 = ePI − (1− α)ePI = αePI . (5.28)
Die Energien an den Ports P2 und P7 errechnen sich aus den Gleichungen
EP2 = EP3 + EP4 =
∫ t
0
eP3(τ)f1(τ) dτ +
∫ t
0
eP4(τ)f1(τ) dτ
=
∫ t
0
ePI(τ)f1(τ) dτ + α
∫ t
0
ePI(τ)f1(τ) dτ =
= (1− α)
∫ t
0
ePI(τ)f1(τ) dτ
(5.29)
und
EP7 = EP6 + EP5 =
∫ t
0
eP6(τ)f2(τ) dτ +
∫ t
0
eP5(τ)f2(τ) dτ =
=
∫ t
0
ePI(τ)f2(τ) dτ − (1− α)
∫ t
0
ePI(τ)f2(τ) dτ =
= α
∫ t
0
ePI(τ)f2(τ) dτ.
(5.30)
Da α hier als zeitunabhängig angenommen wird, die Dominanz also konstant bleibt, darf
der Parameter aus dem Integral gezogen werden.
Wie in Kapitel 5.1.1 gezeigt wurde, ist das Verhalten des Reglerports äußerst kompliziert.
Unter der vereinfachenden Annahme, dass der PI-Regler verlustfrei ist, also die Geschwin-
digkeiten von Mentor und Trainee übereinstimmen (
∫ t
0
f2(τ) dτ ≈
∫ t
0
f1(τ) dτ), kann der
Einfluss des Dominanzparameters untersucht werden:
EP3 − EP5 = 0. (5.31)
Für die Differenz der Energien zwischen Port 2 und Port 7 ergibt sich deshalb:
EP7−P2 = EP7 − EP2 =
= +α
∫ t
0
ePI(τ)f1(τ) dτ − (1− α)
∫ t
0
ePI(τ)f2(τ) dτ =
= (−(1− α)
∫ t
0
f2(τ) dτ + α
∫ t
0
f1(τ) dτ)
∫ t
0
ePI(τ) dτ
(5.32)
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und vereinfacht:
EP7−P2∫ t
0
ePI(τ) dτ
= (1− α)
∫ t
0
f2(τ) dτ − α
∫ t
0
f1(τ) dτ. (5.33)
Wird wieder oben angenommene Vereinfachung
∫ t
0
f2(τ) dτ ≈
∫ t
0
f1(τ) dτ herangezogen,
so ergibt sich:
EP7−P2∫ t
0
ePI(τ)f1(τ) dτ
= 2α− 1 (5.34)
bzw.
EP7−P2 = (2α− 1)EP3. (5.35)
In Abhängigkeit von α resultiert hieraus ein aktives oder passives Subsystem mit folgenden
Spezialfällen:
1. Wählt man α = 1 (Mentor führt), ergibt sich die Energiedifferenz (5.35) zu
EP7−P2 = EP3 =
∫ t
0
ePI(τ)f1(τ) dτ (5.36)
Je nach Energiefluss, also je nach Vorzeichen von EP3, ergibt sich dann die Kombi-
nation der beiden Dominanzsubsysteme zu einem aktiven oder passiven Subsystem.
Entsteht ein Energiefluss von Mentor zu Trainee (EP3 negativ), wie es sich bei dieser
Dominanzverteilung verhalten sollte, so ist das Subsystem aktiv. Fließt Energie von
Trainee zu Slave (EP3 positiv), wird Energie dissipiert.
2. Übernimmt der Trainee die Führung, gilt α = 0. Dann ergibt sich:
EP7−P2 = −EP3 = −
∫ t
0
ePI(τ)f1(τ) dτ. (5.37)
Unter dieser Dominanzverteilung verhält sich das Dominanzsystem entgegengesetzt.
Ist der Mentor aktiv, fließt Energie zum Trainee. Diese Energie wird dissipiert. In
der entgegengesetzten Richtung wird dagegen wiederum Energie aktiviert.
Das System wird somit aktiv, wenn der Operator mit höherer Dominanz den anderen
Operator führt.
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3. Unter Gleichberechtigung von Mentor und Trainee (α = 1
2
) ergibt sich die Energie-
differenz zu Null:
EP7−P2 = (1− 1)EP3 = 0. (5.38)
In dieser Situation generiert die Dominanz auf der Seite des aktiven Operators
gerade soviel Energie, wie vom anderen Dominanzsubsystem dissipiert wird. Die
Dominanzverteilung α = 1
2
stellt somit eine Übergangsgrenze bzgl. der Aktivität des
bilateralen Gesamtdominanzsubsystems dar. Dies verhält sich natürlich nur unter
der Annahme eines verlustfreien Reglers so. Die wahre Energiedifferenz
EP7−P2 = EP7−P5 − EP5−P3 − EP3−P2 = EP7−P5 − EPI − EP3−P2 (5.39)
mit der Reglerenergie
EPI =
∫ t
0
ePI(τ)f1(τ) dτ =
=
∫ t
0
(KPI
∫ t
0
(f1(τ)− f2(τ)) dτ +BPI(f1(τ)− f2(τ)))f1(τ) dτ
(5.40)
führt zu einem deutlich komplizierteren Zusammenhang. Da die Geschwindigkeits-
und Positionsdifferenz gegen Null geht, ist das reale dem oben beschriebenen Ver-
halten jedoch sehr ähnlich.
5.1.3.2 Intensität der Aktivität
Ein Maß für die Aktivität des Systems ist die Differenzenergie EP7−P2 von Port P7 nach
P2, siehe Gleichung (5.41) mit den Parametern bzw. Variablen α, vM1, vM2, xM1, xM2,
BPI und KPI :
EP7−P2 = [BPI
∫ t
0
[vM1(τ)− vM2(τ)] dτ +KPI
∫∫ t
0
[vM1(τ)− vM2(τ)] dτ dτ ]·
·
∫ t
0
[(1− α)vM1(τ)− αvM2(τ)] dτ.
(5.41)
Die Aktivität des Systems wird, während der Mentor die Führungsrolle hat, maximal,
wenn α gegen 1 geht.
EP7−P2 = [BPI
∫ t
0
[vM1(τ)− vM2(τ)] dτ +KPI
∫∫ t
0
[vM1(τ)− vM2(τ)] dτ dτ ]·
·
∫ t
0
[−vM2(τ)] dτ.
(5.42)
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Die Differenzen der Geschwindigkeiten und Positionen werden bei korrekter Auslegung
des Reglers zu Null konvergieren. Da die Parameter BPI und KPI feste Werte annehmen,
bleibt der entscheidende Faktor die Geschwindigkeit vM2. Da diese Variable jedoch durch
die Eingabegeräte beschränkt wird, wird in einem stabilen System die Aktivität der Sub-
systeme nicht zu einem gefährdenden Faktor, wie auch die E/A-Stabilitätsanalyse gezeigt
hat.
5.1.3.3 Konsequenzen für den PO/PC
Um die Dominanzverteilung des Systems nicht zu stören, muss in einem PO/PC-System,
welches neben einem Kanal mit Time-Delay auch einen PI-Regler und die Dominanz-
verteilungsfaktoren umschließt, die durch diese Dominanzverteilung eingespeiste Energie
berücksichtigt, also in der beobachteten Energie “gutgeschrieben” werden. Dies bedeutet,
dass eine Aktivität des Subsystems zugelassen werden muss. Hierzu muss zusätzlich die
von der Dominanzverteilung erzeugte Energie beobachtet werden. Genau um diesen Be-
trag darf das System aktiv werden. Wird diese Energie nicht von der beobachteten Energie
der PCs subtrahiert, so wird die vom Verteiler 1 aktivierte Energie am PC der Slaveseite
und die vom Verteiler 2 generierte Energie auf der Masterseite dissipiert. Hierauf wird in
Kapitel 5.2.2 näher eingegangen.
5.1.3.4 Erweiterung auf das trilaterale System
Im folgenden Abschnitt sollen die gewonnenen Erkenntnisse auf das trilaterale System
übertragen werden, welches in Abbildung 5.1 dargestellt ist.
Im Gegensatz zum bilateralen System zwischen Mentor und Slave befindet sich zwischen
dem Slave und den Operatoren jeweils nur ein Dominanzsubsystem. Seriell zum Slaveport
P15 sind zwei Dominanzen implementiert, während bei den Operatoren jeweils nur eine
serielle Dominanz vorhanden ist. Für die Verstärker 1 bis 4 gelten folgende Gleichungen:
eP13 = −αeP11, (5.43)
eP14 = −(1− α)eP12, (5.44)
eP4 = −(1− α)eP3, (5.45)
eP6 = −αeP5. (5.46)
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Die Energie am Slaveport P15 errechnet sich somit zu
EP15 = EP13 + EP11 + EP12 + EP14 = (5.47)
= (1− α)EP11 + αEP12. (5.48)
Entsprechend dem bilateralen System werden die Slavedominanzen aktiv, wenn ein Ener-
giefluss von Slave zum jeweiligen Operator eintritt. Entgegengesetzt dissipieren die Do-
minanzsubsysteme 3 und 4 dann Energie.
Die Aktivität des Verstärkers 3 muss somit von der für den Mentor-PC beobachteten
Energie subtrahiert und die Aktivität des Verstärkers 4 im Trainee-PC gutgeschrieben
werden.
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5.2 PO/PC-Konzepte
In den vorangehenden Kapiteln wurden die einzelnen Subsysteme bzgl. aktivem Verhal-
ten untersucht. In diesem Kapitel werden mit den gewonnen Erkenntnissen verschiedene
Varianten des TDPAs im trilateralen System vorgeschlagen und analysiert. Diese verschie-
denen Konzepte unterscheiden sich bzgl. ihrer Übertragbarkeit auf andere 3-Ports, bzgl.
der Positionierung der Passivity-Controller und -Observer und deshalb auch in deren Kon-
servativität. Einerseits kann die direkte Übertragung des bilateralen PO/PC auf jeden der
drei Kommunikationskanäle erfolgen (Kapitel 5.2.1), andererseits kann ein weniger konser-
vatives System aufgebaut werden, wenn beide zu einem Eingabegerät führenden Strecken
gemeinsam betrachtet werden (Kapitel 5.2.2). Diese beiden Ansätze sollen in den nächs-
ten Kapiteln konzipiert und dann bzgl. ihrer Konservativität in Kapitel 5.2.3 verglichen
werden.
5.2.1 Kanal-PO/PC
In Abbildung 5.8 ist ein trilaterales System dargestellt, in welches direkt das ursprüngliche
Kanal-PO/PC-Konzept aus dem bilateralen PF-System übertragen wurde (vgl. Abbildun-
gen 3.14 und 5.9). Der Passivitätsbeweis wurde für Kanal-PO/PCs schon in Kapitel 3.2.4.2
vorgenommen. Da dieser auf die drei PO/PC-Systeme der trilateralen Struktur ohne wei-
teres übertragbar ist, wird er hier nicht wiederholt. Da sich die dargestellte Kombination
aus series und parallel PC in der bilateralen Teleoperation bewährt hat, wird diese auch in
der trilateralen Version beibehalten. Gemäß der trilateralen PF-Struktur (Abbildung 3.7)
befinden sich die PI-Regler auf Trainee- bzw. Slaveseite. Eine PP-Architektur, welche zu
voller Symmetrie führen würde, ist mit Kanal-PO/PCs nur sehr aufwendig realisierbar,
da keine energiekonjugierten Signale (zwei Positionen) durch den Kanal fließen.
5.2.2 Strecken-PO/PC
Die bilaterale Struktur ohne Dominanzverteilung für den Strecken-PO/PC (Strecke; Kom-
munikationskanal, PI-Regler, Dominanzsubsysteme) ist in Abbildung 5.10 dargestellt. Im
Vergleich mit der bilateralen Struktur des Kanal-PO/PC-Ansatzes (Abbildung 3.14) fällt
auf, dass die PCs sowohl Kommunikationskanal als auch PI-Regler umschließen. Deswe-
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Abbildung 5.8: Trilaterale Netzwerkdarstellung mit Kanal-PO/PC (vgl. Abbildung
5.9): Die Verteilersubsysteme sind ab hier nicht mehr abgebildet, da
sie keinen Einfluss auf das System haben.
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Abbildung 5.9: Subsystem mit PI-Regler, PO/PC und Kommunikationskanal
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Abbildung 5.10: Bilaterale Netzwerkdarstellung eines Strecken-PO/PC ohne Domi-
nanzsubsysteme
gen wird der vorher parallele Slave-PC zu einem seriellen PC umgewandelt, da nun eine
Korrektur der zum Slave fließenden Kraft in Abhängigkeit von dessen Geschwindigkeit er-
folgen soll. Schon in [26] und [27] wurde ein solcher Strecken-PO/PC entworfen, in welchem
nicht speziell der Kanal betrachtet wurde. Allerdings wurde in den referenzierten Arbeiten
die Verzögerung der Energieinformation durch das Time Delay nicht berücksichtigt. Das
Strecken-PO/PC-System hat gegenüber dem Kanal-PO/PC den Vorteil, dass aufgrund
der Position der PCs in der trilateralen Version die je zwei zu einem Gerät führenden
Strecken gleichzeitig durch einen PC geregelt werden können (Abbildung 5.14), wodurch,
wie später gezeigt wird, die Konservativität reduziert werden kann. Zudem ist durch den
neuen Ansatz auch eine PP-Architektur ohne Schwierigkeiten realisierbar, da die Kana-
lenergie nicht abgegriffen werden muss. Im Folgenden wird das PO/PC-System, welches
zwei Strecken gleichzeitig betrachtet 2-Strecken-PO/PC (2ST) und dasjenige, welches die
Strecken separat betrachtet 1-Strecken-PO/PC (1ST) genannt.
Dieses PO/PC-System umfasst neben dem Kommunikationskanal die u.a. dissipierenden
Elemente Regler- und Dominanzsubsysteme. Es kann somit geschehen, dass ein großer
Energiespeicher aufgebaut wird, wenn die Aktivität der umschlossenen Subsysteme die
Dissipation derselben nicht übersteigt.
In [27] wurde in einem vergleichbaren bilateralen Strecken-PO/PC ein P-Regler in die
Strecke integriert. Im Gegensatz zu dem in dieser Arbeit verwendeten PI-Regler trat
dort keine Reglerdämpfung auf, welche entsprechend dem in dieser Arbeit implementier-
ten Dominanzsubsystem eine hohe Dissipation verursachen kann. Der in [27] entstehende
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Energiespeicher hielt sich somit in Grenzen und konnte unberücksichtig bleiben. Im Ge-
gensatz dazu muss in dieser Arbeit der Energiespeicher begrenzt werden, da es sonst zu
langen Phasen hoher Aktivität ohne PC-Eingriff kommen kann.
Je niedriger dieser zugelassene Energiespeicher ist, desto konservativer wird zwangsläufig
das System. Das Limit ist systemspezifisch, so dass in jeder Implementierung erst der
bzgl. der Konservativität optimale Wert empirisch ermittelt werden muss.
Im Gegensatz zum Kanal-PO/PC wird im Strecken-PO/PC nicht nur die Energie der
Kommunikationskanal-Ports durch den PO/PC angeglichen, sondern das der gesamten
Strecke. Dies führt dazu, dass (unter Vernachlässigung der Dominanzverteilung) maxi-
mal genau jene Energie, die von einem Gerät generiert wird, bei den anderen Parteien
ankommt. Damit die Dominanzverteilung nicht dissipiert wird, muss deren Aktivität er-
mittelt und im PC berücksichtigt werden. Bzgl. des Umgangs mit der Regleraktivität
bestehen zwei Ansätze, welche in den folgenden zwei Abschnitten vorgestellt werden.
Dissipation der Regleraktivität im bilateralen System In diesem Kapitel wird der
Passivitätsbeweis (vgl. Kapitel 3.2.4.2) zu einem Strecken-PO/PC in einem bilateralen
System ohne Dominanzverteilung durchgeführt, in welchem die Regleraktivität nicht be-
rücksichtigt wird. Dies ist in der PP-Architektur nötig, da die Reglerenergie zum Kanal
hin nicht abgegriffen werden kann. Jedoch ist dieses Vorgehen auch in anderen Archi-
tekturen relevant, da die Regleraktivität gering ausfällt. In der bilateralen Version muss
folgende Ungleichung zwischen der verzögerungsbehafteten, beobachteten und der verzö-
gerungsfreien Energie gelten:
Eobs2Ch(t) < Ex2Ch(t) bzw. Eobs2Ch(t)− Ex2Ch(t) < 0 (5.49)
hierbei ist
Ex2Ch(t) = EP2(t) + EP5(t)
= EP2,in,M(t)− EP2,out,M(t) + EP5,in,S(t)− EP5,out,S(t).
(5.50)
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Diese Energie wird in von Master zu Slave (L2R) und in von Slave zu Master (R2L)
fließende Energien unterteilt:
EL2Rx2Ch(t) = EP3,in,M(t)− EP5,out,S(t), (5.51)
ER2Lx2Ch(t) = EP5,in,S(t)− EP3,out,M(t). (5.52)
Für diese richtungsbezogenen Energien lässt sich nun die observierte Energie berechnen:
EL2Robs2Ch(t) = EP3,in,M(t− T1)− EP5,out,S(t), (5.53)
ER2Lobs2Ch(t) = −EP3,out,M(t) + EP5,in,S(t− T2). (5.54)
Folgende Ungleichungen können im Sinne des Passivitätsbeweises bestätigt werden:
L2R:
EP3,in,M(t− T1)− EP5,out,S(t)− EP2,in,M(t)− EP5,out,S(t)
= EP3,in,M(t− T1)− EP5,out,S(t) < 0,
(5.55)
R2L:
−EP3,out,M(t) + EP5,in,S(t− T2)− (−EP2,out,M(t) + EP5,in,S(t))
= EP5,in,S(t− T2)− EP5,in,S(t) < 0.
(5.56)
Da es sich jeweils nur um monoton steigende Energien handelt, ist die Passivität immer
garantiert.
Berücksichtigung der Regleraktivität bzw. -dissipation im bilateralen System In
Kapitel 5.1.1 wurde gezeigt, dass der Regler aktiv werden kann. In dem im vorigen Kapi-
tel vorgestellten PO/PC-Konzept wird diese Aktivität durch den PC dissipiert, wodurch
die Effektivität des Reglers u.U. eingeschränkt wird. In diesem Kapitel soll daher ein
Strecken-PO/PC in einem bilateralen System ohne Dominanzverteilung untersucht wer-
den, in welchem die Regleraktivität gemäß dem Kanal-PO/PC-Ansatz nicht durch den
PC gelöscht wird. Die Regleraktivität ARegler(t) muss beobachtet werden und errechnet
sich zu:
AL2RRegler(t) =
∫ t
0
PL2RA (τ) dτ
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mit
PL2RA (t) =
 P
pos
4 (t) + P5(t), wenn P5(t) < 0 und P
pos
4 (t) + P5(t) < 0
0, wenn P pos4 (t) + P5(t) ≥ 0
und
P pos4 =
 P4(t), wenn P4(t) > 00, wenn P4(t) ≤ 0
bzw.
AR2LRegler(t) =
∫ t
0
PR2LA (τ) dτ
mit
PR2LA (t) =
 P4(t) + P
pos
5 (t), wenn P4(t) < 0 und P5(t)pos + P4(t) < 0
0, wenn P pos5 (t) + P4(t) ≥ 0
und
P pos5 =
 P5(t), wenn P5(t) > 00, wenn P5(t) ≤ 0.
Diese Beobachtung ist selbstverständlich - wie zuvor erklärt - nur in einer PF-Architektur
möglich.
Die für den Passivitätsbeweis nötigen, verzögerungsfreien Energien lauten wie folgt:
EL2Rx2Ch(t) = EP3,in,M(t)− EP5,out,S(t)− AL2RRegler(t), (5.57)
ER2Lx2Ch(t) = −EP3,out,M(t) + EP5,in,S(t)− AR2LRegler(t). (5.58)
Für diese richtungsbezogenen Energien lässt sich nun die observierte Energie berechnen:
EL2Robs2Ch(t) = EP3,in,M(t− T1)− EP5,out,S(t)− AL2RRegler(t), (5.59)
ER2Lobs2Ch(t) = −EP3,out,M(t) + EP5,in,S(t− T2)− AR2LRegler(t− T2). (5.60)
Folgende Ungleichungen können im Sinne des Passivitätsbeweises bestätigt werden:
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L2R:
EP3,in,M(t− T1)− EP5,out,S(t)− AL2RRegler(t)− (EP3,in,M(t)− EP5,out,S(t)− AL2RRegler(t))
= EP3,in,M(t− T1)− EP3,in,M(t) < 0,
(5.61)
R2L:
− EP3,out,M(t) + EP5,in,S(t− T2)− AR2LRegler(t− T2)− (−EP3,out,M(t) + EP5,in,S(t)
− AR2LRegler(t)) = EP4,in,S(t− T2)− EP4,in,S(t) < 0.
(5.62)
Da es sich jeweils nur um monoton steigende Energien handelt, ist die Passivität garan-
tiert.
Da in dieser Arbeit ein weitestgehend allgemein gehaltenes PO/PC-System entwickelt
werden soll, in welchem die POs und PCs möglichst nah an den terminierenden Subsys-
temen liegen sollen, wird im Folgenden das System unter Dissipation der Regleraktivität
weiterverfolgt, welches auch die Implementierung einer PP-Architektur ermöglicht.
Dissipation der Regleraktivität im trilateralen System In Abbildung 5.11 sind die
relevanten Energien des trilateralen Systems bezeichnet, anhand derer in diesem Ab-
schnitt der trilaterale Passivitätsbeweis durchgeführt werden soll. Die Blöcke der Regler
mit Kommuniaktionskanal können in diesem PO/PC-Konzept einer PF-Architektur (Ab-
bildung 5.12) oder einer PP-Architektur entsprechen. Diese Wahl der Reglerarchitektur
hat keinen Einfluss auf den Passivitätsbeweis. Im Folgenden soll nur der Energiefluss von
Umgebung und Trainee zum Mentor EtoM betrachtet werden. Diese Betrachtung ist aus-
reichend und zugleich aufgrund von Symmetrie auch repräsentativ für die Trainee-Seite.
Die relevanten Dominanzaktivitäten ADominanz14/16 , welche nicht dissipiert werden dürfen, er-
rechnen sich zu:
ADominanz14 (t) =
∫ t
0
PA14(τ) dτ mit (5.63)
PA14(t) =
 P14(t), wenn P14(t) < 00, wenn P14(t) ≥ 0 (5.64)
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Abbildung 5.11: Energienomenklatur im trilateralen Strecken-PO/PC-System mit Do-
minanzverteilung
und
ADominanz16 (t) =
∫ t
0
PA16(τ) dτ mit (5.65)
PA16(t) =
 P16(t), wenn P16(t) < 00, wenn P16(t) ≥ 0 (5.66)
Werden diese Dominanzaktivitäten (mit negativem Vorzeichen) nicht von der beobachte-
ten Energie subtrahiert, ergibt sich eine unbrauchbare Positionsfolge wie sie in Abbildung
5.13 dargestellt ist.
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Abbildung 5.13: Positionsfolge unter Dissipaton der Dominanzaktivität durch den PC:
Die Positionsfolge des Trainee ist nicht ausreichend.
Die für den Passivitätsbeweis des 2-Strecken-PO/PC nötigen, verzögerungsfreien Energien
lauten, wie folgt:
EtoMx2Ch(t) =− EP3,out,M(t) + EP13,in,T (t) + EP14,in,T (t)− ADominanz14 (t)
+ EP16,in,S(t) + EP17,in,S(t)− ADominanz16 (t).
(5.67)
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Für diese richtungsbezogenen Energien lässt sich nun die observierte Energie berechnen:
EtoMobs2Ch(t) =− EP3,out,M(t) + EP13,in,T (t− T2) + EP14,in,T (t− T2)
− ADominanz14 (t− T2) + EP16,in,S(t− T4) + EP17,in,S(t− T4)
− ADominanz16 (t− T4).
(5.68)
T2 ist das Time Delay von Trainee und T4 dasjenige von Slave zu Mentor. Es gilt zudem:
ADominanz14 (t) = EP14,in,T (t) und ADominanz16 (t) = EP16,in,T (t). Folgende Ungleichung muss
im Sinne des Passivitätsbeweises bestätigt werden:
− EP3,out,M(t) + EP13,in,T (t− T2) + EP17,in,S(t− T4)
− (−EP3,out,M(t) + EP13,in,T (t) + EP17,in,S(t)) =
= EP13,in,T (t− T2) + EP17,in,S(t− T4)︸ ︷︷ ︸
E(t−T2/4)
− (EP13,in,T (t) + EP17,in,S(t))︸ ︷︷ ︸
E(t)
< 0.
(5.69)
Da es sich sowohl in E(t), als auch in E(t−T2/4) jeweils nur um Additionen und monoton
steigende Energien handelt, kann durch das neu entwickelte PO/PC-System Passivität
garantiert werden.
Der Passivitätsbeweis zum PCS auf Slaveseite ist analog zu obigem und führt zu dem glei-
chen Ergebnis. Für den 1-Strecken-PO/PC gilt der Passivitätsbeweis des Kanal-PO/PC.
In Abbildung 5.14 sind die für die beiden Srecken-PO/PC-Versionen relevanten Passi-
vity Observer dargestellt. Da der 1-Strecken-PO/PC die beiden zum Mentor führenden
Strecken einzeln betrachtet, müssen im Gegensatz zum 2ST-PO/PC zwei POs (PO1STA
und PO1STD ) für die austretenden Energien implementiert werden. Die von den Strecken-
PO/PC-Systemen zu dissipierenden Energien lauten:
• 2ST-PO/PC:
E2STobs (t) = EP13,14,in,T (t− T2)− ADominanzP14︸ ︷︷ ︸
≤0
+EP16,17,in,S(t− T4)
− ADominanzP16︸ ︷︷ ︸
≤0
−EP3,out,M(t)− Ediss,M(t− TS)
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Abbildung 5.14: Positionen der Passivity Observer der 1- und 2-Strecken-PO/PC-
Systeme für den Passivity Controller auf Mentorseite
• 1ST-PO/PC:
ETMobs (t) = EP13,14,in,T (t− T2)− ADominanzP14︸ ︷︷ ︸
≤0
− EP10,11,out,M(t)− Ediss,TM(t− TS)
ESMobs (t) = EP16,17,in,S(t− T4)− ADominanzP16︸ ︷︷ ︸
≤0
− EP12,out,M(t)− Ediss,SM(t− TS)
Entsprechend der bilateralen Version werden die bisher dissipierten Energien Ediss(t−TS)
berücksichtigt.
Der PCM dissipiert nach folgenden Regeln:
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• 2ST-PO/PC:
αPCM (t) =
 −
E2STobs (t)
∆TvP3 (t)
2 , wenn Eobs,2ST (t) < 0
0, wenn Eobs,2ST (t) ≥ 0
(5.70)
• 1ST-PO/PC:
αPCM (t) =

−ETMobs (t)+ESMobs (t)
∆TvP3 (t)
2 , wenn ETMobs (t) < 0 und ESMobs (t) < 0
− ETMobs (t)
∆TvP3 (t)
2 , wenn ETMobs (t) < 0 und ESMobs (t) ≥ 0
− ESMobs (t)
∆TvP3 (t)
2 , wenn ETMobs (t) ≥ 0 und ESMobs (t) < 0
0, wenn ETMobs (t) ≥ 0 und ESMobs (t) ≥ 0
(5.71)
Vergleich der Konservativität und Performanz zwischen 1-Strecken und 2-Strecken-
Version In diesem Abschnitt soll die Konservativität des 2-Strecken-PO/PCs mit der
des 1-Strecken-PO/PC in einer PP-Architektur verglichen werden. Um die Konservati-
vität zu beurteilen, kann die dissipierte Energie herangezogen werden, welche von einer
vergleichbaren Operatoraktivität herrührt. Hierzu wird in der Simulation die Geschwin-
digkeit eines Operators vorgegeben. In den Abbildungen 5.15 und 5.16 ist das Verhalten
des Systems bei einem Kanaldelay von 10ms unter verschiedenen Dominanzen zu sehen.
Der Trainee lässt sich wieder unter leichtem Griff führen. Unter allen Dominanzen wird in
der separaten 1ST-Betrachtung mehr Energie dissipiert. Der PC greift hier somit stärker
ein.
Der Effekt der Konservatitvitätsreduktion beruht darauf, dass eine eventuelle Energie-
dissipation in einer Strecke die Aktivität in der anderen Strecke zu einem gewissen Teil
aufhebt, so dass der PC seltener eingreifen muss. Da bei hohen Zeitverzögerungen die Ak-
tivität des Kommunikationskanals einer Strecke sehr hoch ist, übersteigt die Dissipation
des Reglers und der Dominanzsubsysteme einer Strecke die Aktivität der anderen Strecke
seltener. Bei hohen Time Delays besteht bzgl. der 2ST-Version somit nur ein geringer
Konservativitätsvorteil.
5.2.3 Vergleich des Kanal- mit dem 2-Strecken-PO/PC-System
Im Folgenden soll das Systemverhalten unter den grundlegend unterschiedlichen Kanal-
und 2-Strecken-PO/PC-Systemen verglichen werden. Da in der Kanal-Version eine PP-
Architektur nur sehr aufwendig verwirklicht werden kann, wird hier für beide Konzepte
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(a) 2ST-PO/PC (b) 1ST-PO/PC
Abbildung 5.15: Vergleich von 1ST- und 2ST-PO/PC unter α = 1: Bei einer Zeitverzö-
gerung von T=10ms (pro Kanalrichtung) zeigt sich, dass die dissipierte
Energie in der 2-Strecken-Version niedriger ist, als in der 1-Strecken-
Version. Die Positionsfolge ist in beiden Fällen sehr gut.
(a) 2ST-PO/PC (b) 1ST-PO/PC
Abbildung 5.16: Vergleich von 1ST- und 2ST-PO/PC unter α = 0.5: In der 2-Strecken-
Version wird unter einer Zeitverzögerung von T=10ms (pro Kanalrich-
tung) weniger Energie dissipiert, als in der 1-Strecken-Version. Bzgl.
der Positionsfolge lässt sich kein Unterschied erkennen.
eine PF-Architektur vorgesehen. In den Versuchen wurde eine geringe Reglerdämpfung
B=2Ns
m
und eine Reglersteifigkeit von K=300N
m
gewählt. Es ist zu erwähnen, dass sich
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der PI-Regler der Mentor-Trainee-Srecke in diesem Experiment auf der Seite des Mentor
befindet.
In den Abbildungen 5.17 bis 5.18 ist anhand der Höhe der dissipierten Energien Ediss zu
erkennen, dass der PC unabhängig von der Dominanzverteilung in der Kanal-Version un-
ter einem Roundtripdelay von 200ms (100ms pro Kanalrichtug) stärker eingreifen muss,
als in der 2ST-Version. Der 2ST-PO/PC erweist sich somit als das System mit geringerer
Konservativität.
In Abbildung 5.17 hat der Mentor die volle Dominanz und gibt die Bewegung vor, wäh-
rend der Trainee sich führen lässt. In Abbildung 5.18 verhalten sich beide Operatoren
bei voller Dominanz des Trainee genau entgegengesetzt. Hierbei kann beobachtet werden,
dass der Kanal-PO/PC im Gegensatz zum Strecken-PO/PC ein stark richtungsabhängi-
ges Verhalten zeigt. Die Kanal-Version ist aus einem Admittanz- und einem Impedanz-
PC aufgebaut, so dass jeweils die aus dem Kanal fließenden Signale gedämpft werden
können. Da die aus der Strecke tretenden Signale Kräfte sind, besteht der 2ST-PO/PC
aus zwei Impedanz-PCs. Aufgrund der Veränderung der Positionsinformation durch den
Admittanz-PC ergibt sich nur im Kanal-PO/PC ein Positionsdrift, sobald der Trainee
aktiv ist (siehe Abbildung 5.18(a)). In der entsprechenden Strecken-PO/PC-Simulation
entstehen aufgrund des hohen Delays leichte Schwingungen, welche unter α = 1 in beiden
TDPA-Versionen auftreten.
Das Verhalten des 2ST-PCs bzgl. der Positionsfolge erweist sich insgesamt jedoch als deut-
lich besser. Wie in Kapitel 6 beschrieben wird, gibt es auch Nachteile wie hochfrequente
Signale unter Verwendung des Impedanz-PCs, welche jedoch durch spezielle Verfahren
behoben werden können. Ebenso gibt es eine Methode, welche der Beschränkung des Po-
sitionsdrift im Kanal-PO/PC dient (siehe [35]). Die starke Richtungsabhängigkeit dieser
TDPA-Version spricht allerdings gegen dessen Anwendung im trilateralen System, da hier
symmetrische Resultate erwünscht sind.
5.2.4 Vergleich Position-Position- und Position-Force-Architektur
Ein weiterer relevanter Vergleich bzgl. der Zeitverzögerung ist der von PF- und PP-
Architektur, welche sich in einem verzögerungsfreien System bei symmetrischer Reglerpa-
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(a) Kanal-PO/PC (b) 2ST-PO/PC
Abbildung 5.17: Vergleich von Kanal- und 2ST-PO/PC unter α = 1: Bei einem
Roundtripdelay von 200ms (100ms pro Kanalrichtung) ist die durch
den Kanal-PO/PC dissipierte Energie Ediss eindeutig höher als im
2ST-PO/PC. In beiden TDPA-Versionen treten Schwingungen auf,
welche aus der hohen Zeitverzögerung resultieren. Diese Schwingun-
gen sind im Kanal-PO/PC stärker ausgeprägt.
rameterwahl entsprechen. Im Sinne einer aussagekräftigen Gegenüberstellung wurden die
Reglerparameter separat für die jeweilige Architektur optimiert. Für die PF-Architekur
hat sich die Reglerparameterwahl B=8Ns
m
und K=150N
m
für ein Roundtripdelay von 200ms
ergeben, während für die PP-Architektur dieselbe Dämpfung, aber eine Steifigkeit von
K=300N
m
als optimal ermittelt wurde. In den Graphen 5.19 bis 5.22 sind Simulationen
mit Dominanzvariationen zu diesen Einstellungen dargestellt. Es wurden jeweils 2ST-
PO/PC-Systeme implementiert. Während sich für die PP-Architektur bei α = 1 (Abbil-
dung 5.19(b)) ein stabiles System ergibt, muss in der PF-Architektur der PC eingreifen.
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(a) Kanal-PO/PC (b) 2ST-PO/PC
Abbildung 5.18: Vergleich von Kanal- und 2ST-PO/PC unter α = 0: Die im Kanal-
PO/PC-System dissipierte Energie Ediss ist unter einem Roundtrip-
delay von 200ms eindeutig höher als unter Verwendung eines 2ST-
PO/PC. Nur in der 2-Strecken-Version treten Schwingungen auf, wel-
che aus der hohen Zeitverzögerung resultieren. Im Kanal-PO/PC-
System hingegen ergibt sich ein Positionsdrift des Mentors.
Zudem ist ersichtlich, dass in der PF-Struktur in allen Versuchen 5.19 bis 5.21 mehr
Energie dissipiert wird, als in der PP-Architektur. In allen Abbildungen ist allerdings
zu erkennen, dass die PP-Architektur die steifere Variante darstellt, da der Mentor bei
vergleichbarer Aktivität in der PF-Architektur eine größere Bewegung ausführen kann.
Auch bei Wandkontakt, welcher in beiden Architekturen trotz hohem Delay ordentlich
ist, wird in der PF-Architektur mehr Energie dissipiert. Die Vergleichbarkeit des Niveaus
der dissipierten Energie ist aufgrund der unterschiedlichen, resultierenden Bewegung ein-
geschränkt. Allerdings spricht das sehr stabile Verhalten der PP-Architektur unter α = 1
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für diese Version. Zudem bietet nur die PP-Architektur eine absolute Symmetrie zwischen
Mentor und Trainee.
(a) PF-Architektur (b) PP-Architektur
Abbildung 5.19: Vergleich von PP- und PF-Architektur unter α = 1 bei T=100ms:
Die Bewegung des Mentors fällt trotz gleicher Aktivität in der PP-
Architektur geringer aus. Der PC greift nur in der PF-Architektur
ein.
(a) PF-Architektur (b) PP-Architektur
Abbildung 5.20: Vergleich von PP- und PF-Architektur unter α = 0.5 bei T=100ms:
Die Parteien führen in der PF-Architektur eindeutig größere Bewe-
gungen aus. Beim Vergleich der dissipierten Energien ist zu erkennen,
dass der PC in der PF-Architektur öfter eingreifen muss.
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(a) PF-Architektur (b) PP-Architektur
Abbildung 5.21: Vergleich von PP- und PF-Architektur unter α = 0 bei T=100ms: In
beiden Architekturen wird ähnlich viel Energie verbraucht. Die Bewe-
gung des Mentors wird in der PP-Architektur stärker unterdrückt.
(a) PF-Architektur (b) PP-Architektur
Abbildung 5.22: Vergleich von PP- und PF-Architektur unter α = 1 bei T=100ms: Un-
ter Wandkontakt greift der PC in der PF-Architektur deutlich stärker
ein, wie an der Höhe der dissipierten Energien zu erkennen ist.
6 Experimente
In den Simulationen des vorhergehenden Kapitels hat sich zusammenfassend ergeben,
dass der 2ST-PO/PC in Verbindung mit der PP-Architektur die besten Ergebnisse bzgl.
der Konservativität und der Positionsfolge erzielt. Zur Transparenz können anhand von
Simulationen jedoch nur vage Aussagen getroffen werden. Um dies zu ermöglichen und
die Übertragbarkeit der Theorie auf ein reelles Szenario zu validieren, werden in diesem
Kapitel Experimente unter Verwendung unterschiedlicher Hardware vorgestellt.
6.1 Haptische Eingabegeräte
In dieser Arbeit kommen zwei verschiedene haptische Eingabegeräte zum Einsatz. Mit den
„Falcons“, welche von der Firma Novint für den Computerspielemarkt entwickelt wurden,
als Testbett werden die ersten Versuche durchgeführt. Für das endgültige Szenario kom-
men die ’Omegas’ der Firma Force Dimension zum Einsatz.
6.1.1 Falcon
Der Falcon der Firma Novint ist ein sogenanntes Delta-3-Eingabegerät mit einer parallelen
Gelenkkonfiguration und drei translatorischen Freiheitsgraden. In [32] wurde der Falcon
auf seine Anwendbarkeit als Robotersteuergerät untersucht. Da der Falcon nicht echtzeit-
fähig ist und ein relativ großes Spiel in den Gelenklagerungen aufweist, kann dieses Gerät
nur als Testbett zum Einsatz kommen. Weil bisher keine Kommunikationsmöglichkeit
zwischen diesen Eingabegeräten und dem Programm Matlab am DLR bestand, wurde im
Rahmen dieser Arbeit eine Schnittstelle programmiert. Von der Gruppe ’Nonpolynomial’
[29] wurde bereits ein open-source Linux-Treiber und eine zugehörige C++-Bibliothek
mit der nötigen Vorwärtskinematik und der inversen Kinematik, welche in [30] entwickelt
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Abbildung 6.1: Falcon der Firma Novint (Bild aus [28])
wurde, veröffentlicht. Diese Programme wurden als Grundlage dieser Arbeit verwendet,
wobei zusätzlich eine ARD-Net Schnittstelle integriert werden musste. Durch diese ARD-
Net-Kommunikation ist es möglich, eine Shared-Memory-Verbindung mit SimuLink auf-
zubauen.
Für die Schwerkraftskompensation der Falcons standen unterschiedlich aufwendige Ver-
fahren zur Debatte (z.B. [31]). Es hat sich hierbei jedoch herausgestellt, dass hierfür
aufgrund der hohen Reibung in den Eingabegeräten eine konstante, von der Position des
Eingabegeräts unabhängige Kraft ausreichend ist.
In den im Folgenden aufgeführten Experimenten wurden die Falcons gemeinsam über
USB auf einem Linux-Rechner betrieben. Auf das dort ausgeführte, über den Real-Time-
Workshop kompilierte Simulink-Modell wurde remote von einem weiteren Linux-Rechner
zugegriffen.
Für die Versuche wurden die Reglerparameter zu B=6.5Ns
m
, K=500N
m
und das Energie-
speicherlimit zu 1mJ gewählt. Die Zeitverzögerung betrug in jeder Kanalrichtung 50ms
(Roundtripdelay 100ms).
In den Abbildung 6.2 und 6.3 sind Experimente mit Wandkontakt des simulierten Slaves
mit verschiedenen Dominanzverteilungen dargestellt. Unter voller Dominanz des Mentor
(Abbildung 6.2) ist dieser Kontakt besonders gut ausgeprägt. Der Trainee, welcher keine
zusätzliche Kraft aufwendet, um die virtuelle Wand zu überwinden, tritt nur leicht in die
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Wand ein, während der Mentor in diese unter erhöhtem Kraftaufwand etwas stärker ein-
dringen kann. Unter einer schwächeren Dominanzverteilung wird der Slave zunehmend von
der Position des Trainee beeinflusst. Ohne Unterstützung des Trainee kann dann der Men-
tor die Wand nur schwer ertasten (vgl. Abbildung 6.3). Die Transparenz zur Umgebung
leidet somit unter dem zunehmenden Einfluss der Traineeimpedanz. Die aus der einfachen
Verarbeitung der Falcons resultierenden Reibungseffekte beeinträchtigen die Aussagekraft
der durchgeführten Experimente stark. Dieses Experiment wird im nächsten Kapitel mit
Omega-Eingabegeräten wiederholt. In einem Vergleich kann dann auf den Einfluss der
Reibung und der daraus resultierenden Dissipation der Falcon-Geräte geschlossen wer-
den.
Wie bei Wandkontakt (Abbildung 6.2 und 6.3) zu erkennen ist, werden während diesem
hochfrequente Kräfte durch den PC auf Mentorseite generiert. Da diese PC-Kräfte auf
das Eingabegerät des Mentor wirken, entsteht eine Vibration während des Wandkontaktes
durch den Slave.
Durch die Anpassung des Energiespeicherlimits kann dieser Effekt etwas reduziert werden.
Das Problem kann behoben werden, wenn anstatt eines Impedanz- ein Admittanz-PC an
Mentor und Trainee implementiert wird. Anstatt der in die Master eintretenden Kräfte
werden dann die austretenden Geschwindigkeitssignale durch den PC gedämpft. Das Er-
gebnis eines solchen Vorgehens ist anhand eines weiteren Vergleichs in den Abbildungen
6.4 und 6.5 zu sehen. Mit zwei Falcons im Master-Slave-System wurde ein Wandkontakt
realisiert. Durch den Admittanz-PC werden die auf das Eingabegerät wirkenden Kräfte
vermieden. Allerdings entsteht durch die erwähnte Verfälschung der Positionsinformation
ein Positionsdrift (Abbildung 6.5). Im Gegensatz dazu ist in der Impedanzversion kein
Positionsdrift (lediglich ein Offset) zu erkennen (Abbildung 6.4).
In [34] wurde ein neues Verfahren zur Glättung der hochfrequenten PC-Kräfte vorgestellt,
welches im folgenden Kapitel näher erklärt und angewendet wird. Dieses Verfahren wird
der Verwendung von Admittanz-PCs aufgrund des hier auftretenden Positionsdrifts vorge-
zogen. Durch die in [35] vorgeschlagene Methode kann dieses Problem behoben werden. In
weiterführenden Studien sollte dieses Verfahren demjenigen zur Behebung der Vibration
im trilateralen System gegenübergestellt werden.
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Abbildung 6.2: Wandkontakt unter α = 1 und 100ms Roundtripdelay im Falcon-
System: Dank guter Positionsfolge und trotz des Positionsoffsets ist der
Wandkontakt eindeutig zu erkennen. Der Trainee tritt im Gegensatz
zum führenden Mentor nicht in die Wand ein. Während des Kontakts
treten hochfrequente PC-Kräfte FPC auf.
6.1.2 Omega
Im Gegensatz zum Falcon hat der Omega der Firma Force-Dimension, welcher ebenso
eine parallele Basisgelenkstruktur aufweist, insgesamt sieben Freiheitsgrade. Neben den
zusätzlichen drei rotatorischen Freiheitsgraden besteht noch ein als Greifer realisierter
Freiheitsgrad (siehe Abbildung 6.6). Aufgrund ihrer hervorragenden Verarbeitung kön-
nen die Omega-Eingabegeräte in einem Chirurgieszenario eingesetzt werden. Der Qua-
litätsunterschied macht den Vergleich zwischen Falcon und Omega interessant. Erst auf
diesem echtzeitfähigen Gerät kann die Performance des PO/PC-Systems eindeutig vali-
diert werden. Für die folgenden Experimente wurden die Omegas separat auf je einem
QNX-Rechner über USB betrieben. Auf die kompilierten, über eine UDP-Verbindung
kommunizierenden Simulink-Modelle wurde remote über einen Linux-Rechner zugegrif-
fen.
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Abbildung 6.3: Wandkontakt unter α = 0.5 und 100ms Roundtripdelay im Falcon-
System: Obwohl die Positionsfolge sehr gut ist, ist der Wandkontakt
kaum zu erkennen. Der lediglich leichte Griff des Trainee hat große
Auswirkungen auf die Bewegungsmöglichkeiten des Mentors.
Für die folgenden Versuche wurden die Reglerparameter zu B=2Ns
m
K=400N
m
und das
Energiespeicherlimit für jeden PC zu ELimitobs =1mJ gewählt. Anhand der Experimente soll
zuerst der Einfluss der Zeitverzögerung und der Dominanzverteilung auf die Positionsfolge
untersucht und hierauf die Auswirkung des Traineeverhaltens unter Dominanzgleichge-
wicht näher betrachtet werden. Für die Experimente im Omega-System mit simuliertem
Slave wurde die in [34] vorgeschlagene Methode implementiert, welche die durch die hoch-
frequente Aktivität des Passivity Controllers entstehende Vibration behebt. Die PC-Kraft
wirkt hierbei auf ein virtuelles Masse-Feder-System. Die hieraus von diesem, einem Tief-
passfilter entsprechenden System generierte Kraft wird dann an Stelle der PC-Kraft in
das trilaterale System eingespeist. Die Werte der virtuellen Masse und Steifigkeit müssen
an die Master- und Slavegeräte des Systems angepasst werden. Im Vergleich zu den Ex-
perimenten der Falcons (Abbildung 6.2) ergibt sich in den Experimenten (Abbildung 6.7)
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(a) Position in m (b) FPC in N
Abbildung 6.4: Wandkontakt unter Verwendung von Impedanz-Passivity-Controllern
im bilateralen Falcon-System: Die Positionsabweichung resultiert aus
dem anfänglichen Positionsoffset. Es ist kein Positionsdrift zu sehen,
allerdings wirken hochfrequente PC-Kräfte FPC (siehe Abbildung b).
unter Verwendung dieses Tiefpassfilters eine Glättung der PC-Kraft.
In den Abbildungen 6.7(a) und 6.7(b) sind Wandkontakte unter verschiedenen Zeitver-
zögerungen dargestellt. Die Positionsfolge wird durch die Erhöhung des Delays von 20ms
auf 200ms Roundtripdelay kaum beeinträchtigt. Da der Mentor führt und somit Energie
in das System einbringt, während der Trainee sich dieser Bewegung nicht widersetzt und
somit eine passive Rolle übernimmt, steigt nur der Energiespeicher des Mentor-PC´s bis
zum Energielimit an. Die Reglersteifigkeit zwischen den Operatoren führt nicht zur abso-
luten Positionsfolge der Operatoren. Deswegen dringt der Mentor weiter in die virtuelle
Wand ein als der Trainee, welcher hierzu zusätzliche Kraft aufwenden müsste. Sobald der
Mentor sich aus der virtuellen Wand zurückbewegt (Abbildung 6.7(b) t=32s), greift der
Passivity Controller des Mentors ein. Die sozusagen in der gestauchten virtuellen Feder
des Feder-Masse-Systems gespeicherte potentielle Energie wird hierbei frei. Die virtuelle
Masse begrenzt die Schnelligkeit der Energiefreisetzung, da sie auf die Beschleunigung des
jeweiligen Geräts wirkt.
Die in den Experimenten der Abbildung 6.8 vorgenommene Variation der Dominanz-
verteilung unter einem Roundtripdelay von 100ms wirkt sich im System der Omegas bei
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(a) Position in m (b) Kraft in N
Abbildung 6.5: Wandkontakt unter Verwendung von Admittanz-Passivity-Controllern
im bilateralen Falcon-System: Nach den Wandkontakten (T=8s und
T=17s) sind eindeutige gravierende Positionsdrifts zu erkennen. Die
Eingabegeräte erfahren keine hochfrequenten Kräfte (siehe Abbildung
b).
Abbildung 6.6: Omega der Firma Force Dimension (Bild aus [33])
lockerem Griff des Trainee nicht auf die Deutlichkeit des Wandkontakts aus. Hier ist ein
starker Kontrast zu den Experimenten unter Verwendung der schlechter verarbeiteten
Falcon-Eingabegeräte (Abbildungen 6.2 und 6.3) zu erkennen. Da im Gegensatz zu den
Falcons kaum Reibung in den qualitativ hochwertigen Omegas auftritt, kann der Mentor
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(a) 20ms Roundtripdelay
(b) 200ms Roundtripdelay
Abbildung 6.7: Wandkontakt im Omega-System unter verschiedenen Zeitverzögerun-
gen, α = 1: Unter voller Dominanz des Mentors ergibt sich unab-
hängig vom Ausmaß der Zeitverzögerung eine sehr gute Positionsfolge
im Omega-QNX-System. Die vom Passivity Controller generierte Kraft
FPC ist trotz des Eindringens in die virtuelle Wand nicht hochfrequent.
den locker greifenden Trainee annähernd dissipationsfrei mitbewegen. Da der Mentor die
führende und somit aktive Rolle hat, ergibt sich in dessen PC wie zuvor ein Energie-
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speicher. In Richtung des Trainee und des Slaves wird dagegen durch den Kommunika-
tionskanal Energie generiert, weshalb deren Passivity Controller immer wieder aktiviert
werden. In Abbildung 6.9 sind zwei Wandkontakte zu sehen, in welchen das Verhalten
des Trainee variiert wurde. Während des ersten Wandkontakts (12s-14,5s) unterstützt
der Trainee die Bewegung des Mentors, so dass beide Operatoren in etwa gleich tief in
die virtuelle Wand eindringen. Im Gegensatz dazu wiedersetzt sich der Trainee ab der 16.
Sekunde der Bewegung des Mentors. Dieser muss deswegen mehr Kraft aufwenden, um
entsprechend tief in die virtuelle Wand einzudringen. Der Slave befindet sich aufgrund
der Gleichberechtigung (α = 0, 5) der Operatoren in freier Bewegung (16,5s-18,5s) zen-
tral zwischen deren Positionen. Zusammenfassend kann aus den Experimenten mit den
Omega-Eingabegeräten geschlossen werden, dass durch das entwickelte trilaterale System
unabhängig von der Zeitverzögerung und der Dominanzverteilung eine, mit der bilateralen
Version vergleichbare Positionsfolge realisiert werden kann. Das vorgestellte Setup bietet
eine solide Teststation für psychologische Studien, anhand derer die Trainingseignung
verschiedener Regelungsarchitekturen validiert werden kann.
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(a) α = 1
(b) α = 0, 5
Abbildung 6.8: Wandkontakt im Omega-System unter Variation der Dominanzvertei-
lung: Unter 100ms Roundtripdelay unter leichtem Griff des Trainee ent-
spricht die Qualität der Positionsfolge für α = 0, 5 derjenigen unter
α = 1. Da in beiden Fällen der Mentor die Führung übernimmt, ent-
steht im PO/PC-System des Trainee im Gegensatz zu dem des Mentor
kein Energiespeicher.
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Abbildung 6.9: Wandkontakt im Omega-System unter Variation der Operatorimpe-
danz, α = 0, 5, 20ms Roundtripdelay: Während des ersten Wandkon-
takts (12-14,5s) unterstützt der Trainee die Bewegung des Mentors, so
dass beide Operatoren weit in die virtuelle Wand eindringen. Ab der 16.
Sekunde und während des zweiten Wandkontakts wendet der Trainee
Kraft gegen die Führung des Mentors auf. Nur der Mentor dringt in
die Wand ein. Die PC-Aktivität auf Seiten des Trainees ist höher als
diejenige am Mentor.
7 Zusammenfassung
Das trilaterale Trainingsszenario konnte im Rahmen dieser Arbeit entscheidend weiterent-
wickelt werden. Im Gegensatz zu anderen referenzierten Implementierungen wurde eine
Unabhängigkeit der Positionsfolge von der Dominanzverteilung erreicht, da keine Ska-
lierung der Geschwindigkeit erfolgte. Zudem wurde das trilaterale Szenario zum ersten
Mal als ein reales Teleoperationssystem mit Zeitverzögerung präsentiert. Hierzu wurde
der Time Domain Passivity Approach auf das trilaterale System angewendet. Neben der
direkten Übertragung des bilateralen PO/PC-Systems wurde eine Version entworfen, wel-
che die zwei gesamten Strecken zwischen Slave- und Mastergeräten beobachtet. Auf diese
Weise konnte die Konservativität des trilateralen TDP-Ansatzes reduziert werden. Die
Berücksichtigung der Aktivität der Dominanzsubsysteme war im neu entwickelten Kon-
zept nötig und realisierbar.
Bewährte Stabilitäts- und Transparenzkriterien der bilateralen Teleoperation konnten auf
die trilaterale Teleoperation übertragen werden, wobei Einschränkungen bzgl. der Analyse
unter Zeitverzögerung in Kauf genommen werden mussten. Aufgrund der Verwendung ei-
nes Passivitätskonzepts konnte der instabilisierende Einfluss der Zeitverzögerungen jedoch
vernachlässigt werden, so dass keine konservative Auslegung der Reglerparameter erfol-
gen musste. Anhand spezieller Transparenzmaße für das trilaterale System konnte zudem
der Einfluss der Dominanzverteilung und der Regelungsarchitektur auf die Transparenz
untersucht werden. Unter den daraus gewonnenen Erkenntnissen konnte eine transparenz-
gerechte Reglerparameterwahl vorgenommen werden.
Die Experimente im Testbett mit Falcons auf Linux-Rechensystemen erreichte aufgrund
von Reibungseffekten nicht die Qualität der zuvor vorgenommenen Simulationen. Anhand
der hervorragend verarbeiteten Eingabegeräte „Omega“ der Firma Force-Dimension konn-
te jedoch das Potential des entwickelten Telechirurgietrainings verifiziert werden, da die
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Vewendung der Omega-Devices unter der Verwendung von QNX-Rechensystemen vergli-
chen mit dem Falcon-System zu einer Verbesserung der haptischen Transparenz führte.
Die hochfrequenten Kraftänderungen des Passivity-Controllers konnte anhand eines vir-
tuellen Feder-Masse-Systems geglättet werden, so dass die für Impedanz-PCs typische
Vibration in den Ein- und Ausgabegeräten behoben werden konnte.
8 Ausblick
Nachdem die Analyse der Methoden, welche die Auswirkung der hochfrequenten Kraftge-
nerierung des Passivity-Controllers reduzieren, in dieser Arbeit aus Zeitgründen nur knapp
behandelt werden konnte, soll im Anschluss eine ausführliche Analyse diesbezüglich er-
folgen. Um den Positionsdrift unter der Verwendung von Admittanz-PCs zu unterbinden,
kann der in [35] neu entwickelte Ansatz integriert werden, welche die Positionsfolge opti-
miert.
Da digitale Signale von den Encodern der Eingabegeräte versendet werden, ist die Im-
plementierung eines Passive Continuous Discrete Time Converter (siehe [36]) denkbar,
welcher die aus der Diskretisierung resultierenden Fehler reduziert.
Um die Aktivität des Reglers zu minimieren, welche durch den Passivity Controller dissi-
piert wird, kann ein intrinsisch passiver Regler implementiert werden. Es ist hierbei jedoch
abzuwägen, ob die Transparenz durch die Dissipation des PC oder den passiven Regler
stärker beeinträchtigt wird.
Nachdem in den bisherigen Untersuchungen lediglich vereinfachte Slave- und Umgebungs-
modelle angewendet wurden, sollte das System im Anschluss an diese Arbeit anhand einer
realitätsnahen Robotersimulation in einer komplexen Umgebung validiert werden. Hierzu
muss der trilaterale TDPA auf ein 6-DOF-System erweitert werden. Nach Validierung des
entwickelten Systems in dieser realitätsnahen Simulation sollte die Übertragung auf ein
Chirurgierobotiksystem erfolgen.
Neben der medizinischen Anwendung sind selbstverständlich auch ähnliche Trainingssze-
narien für z.B. roboterbasierte Reparaturarbeiten in der Raumfahrt oder am Meeresgrund
denkbar.
Unter Einbindung von Kraftsensorik an Roboter und Eingabegeräten können ebenso auf-
wendigere Transparenzuntersuchungen, wie das Z-width-Verfahren, angewendet werden.
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Bevor das entwickelte trilaterale Trainingssystem dann in einem chirurgischen Szenario
angewendet werden kann, müssen selbstverständlich psychologische Studien zur Validie-
rung der ermittelten Transparenz und zur Garantie eines optimalen Lerneffekts erfolgen.
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Abbildung A.1: Umstrukturierung des trilateralen Blockschaltbilds mit Zeitverzöge-
rung am Beispiel der Übertragungsfunktion G11 = Fm1vm1 , A=α, C=1−α
B Transparenz
B.1 Khademian
B.1.1 4-Channel-Reglersystem
Allgemeines 4-Channel-Reglersystem aus [7] mit Umgebgunsimpedanz Ze, Operatorim-
pedanz Zh, Slaveadmittanz Z−1s , Masteradmittanz Z−1m und Reglerkomponenten Ci bzw.
lokalen Reglern Cm/s. Der Operator führt die Kraft F ∗h in das System ein.
B.1.2 Transmitted Impedance
1. α = 1
Zto1 =
1
2
(2Z2c − 2ZcZ + 2ZeZc + Z2)
(Zc + 2Ze)
2. α = 0.75
Zto1 =
(0.125(23Z3c − 8ZZ2c + 26ZeZ2c − 5Z2Zc − 6ZeZ2 + 12ZeZcZ + 6Z3
(5Z2c − 2ZcZ + Z2 + 16ZeZh2
+56Zh2Z
2
c + 24Z
2Zh2 − 48ZZh2Zc + 64ZeZh2Zc))
+8ZeZc + 8Zh2Zc)
3. α = 0.5
Zto1 =
(0.25(5Z3c + 6ZeZ
2
c − 3Z2Zc − 2ZeZ2 + 4ZeZcZ + 2Z3 + 12Zh2Z2c
(3Z2c − 2ZcZ + Z2 + 8ZeZh2
+4Z2Zh2 − 8ZZh2Zc + 16ZeZh2Zc))
+4ZeZc + 4Zh2Zc)
4. α = 0.25
Zto1 =
(0.125(23Z3c − 8ZZ2c + 26ZeZ2c − 5Z2Zc − 6ZeZ2 + 12ZeZcZ + 6Z3
(7Z2c − 6ZcZ + 3Z2 + 16ZeZh2
+40Zh2Z
2
c + 8Z
2Zh2 − 16ZZh2Zc + 64ZeZh2Zc))
+8ZeZc + 8Zh2Zc)
Transparenz 133
Abbildung B.1: 4-Channel-Regelungsarchitektur (Bild aus [7])
5. α = 0
Zto1 =
1
2
Zc
B.1.3 Transparency Transfer Function
Zd = Ze
1. α = 1
Gto1 =
1
2
(2Z2c − 2ZcZ + 2ZeZc + Z2)
(Ze(Zc + 2Ze))
2. α = 0.75
Gto1 =
0.125(23Z3c − 8ZZ2c + 6Z3 − 5Z2Zc + 26ZeZ2c + 12ZeZcZ − 6ZeZ2
(5Z2c − 2ZcZ + Z2 + 16ZeZh2
+24Z2Zh2 + 56Zh2Z
2
c − 48ZZh2Zc + 64ZeZh2Zc)
+8Zh2Zc + 8ZeZc)Ze
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(a) Sehr weiche Umgebung (Ke = 1Nm )
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(b) Mittelharte Umgebung (Ke = 100Nm )
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(c) Harte Umgebung (Ke = 10000Nm )
Abbildung B.2: Transmitted Impedance Zto1
3. α = 0.5
Gto1 =
0.25(5Z3c + 2Z
3 − 3Z2Zc + 6ZeZ2c + 4ZeZcZ − 2ZeZ2 + 4Z2Zh2)
(3Z2c − 2ZcZ + Z2 + 8ZeZh2
+12Zh2Z
2
c − 8ZZh2Zc + 16ZeZh2Zc
+4Zh2Zc + 4ZeZc)Ze
4. α = 0.25
Gto1 =
0.125(23Z3c − 8ZZ2c + 6Z3 − 5Z2Zc + 26ZeZ2c + 12ZeZcZ − 6ZeZ2
(7Z2c − 6ZcZ + 3Z2 + 16ZeZh2
+8Z2Zh2 + 40Zh2Z
2
c − 16ZZh2Zc + 64ZeZh2Zc)
+8Zh2Zc + 8ZeZc)Ze
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5. α = 0
Gto1 =
1
2
Zc
Ze
B.1.4 Bilateral Architecture Distance Transfer Function
1. α = 1
DisB = 1
2. α = 0.75
DisB =
(0.25(23Z3c − 8ZZ2c + 26ZeZ2c − 5Z2Zc − 6ZeZ2 + 12ZeZcZ + 6Z3
((5Z2c − 2ZcZ + Z2 + 16ZeZh2 + 8ZeZc
+56Zh2Z
2
c + 24Z
2Zh2 − 48ZcZZh2 + 64ZeZh2Zc))(Zc + 2Ze)
+8Zh2Zc)(2Z2c − 2ZcZ + 2ZeZc + Z2))
3. α = 0.5
DisB =
(0.5(5Z3c + 6ZeZ
2
c − 3Z2Zc − 2ZeZ2 + 4ZeZcZ + 2Z3 + 12Zh2Z2c
((3Z2c − 2ZcZ + Z2 + 8ZeZh2 + 4ZeZc
+4Z2Zh2 − 8ZcZZh2 + 16ZeZh2Zc))(Zc + 2Ze)
+4Zh2Zc)(2Z2c − 2ZcZ + 2ZeZc + Z2))
4. α = 0.25
DisB =
(0.25(23Z3c − 8ZZ2c + 26ZeZ2c − 5Z2Zc − 6ZeZ2 + 12ZeZcZ
((7Z2c − 6ZcZ + 3Z2 + 16ZeZh2 + 8ZeZc + 8Zh2Zc)
+6Z3 + 40.Zh2Z
2
c + 8Z
2Zh2 − 16ZcZZh2 + 64ZeZh2Zc))(Zc + 2Ze)
(2Z2c − 2ZcZ + 2ZeZc + Z2))
5. α = 0
DisB =
Zc(Zc + 2Ze)
(2Z2c − 2ZcZ + 2ZeZc + Z2)
B.1.5 Transparency Optimized Distance Transfer Function
1. α = 1
DisTO =
1
2
(2Z2c − 2ZcZ + 2ZeZc + Z2)
(Ze(Zc + 2Ze))
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2. α = 0.75
DisTO = −(0.125(23Z
3
c − 8ZZ2c − 5Z2Zc + (26Z2c − 6Z2 + 12ZcZ)Ze
((5Z2c − 2ZcZ + Z2 + 8Zh2Zc + 8ZeZc
+6Z3 + (56Z2c + 24Z
2 + (64Ze − 48Z)Zc)Zh2))(21Z2c
+16ZeZh2)(9Z2c − 21ZeZh2
+(35Zc − 9Ze)Zh2 + 5ZeZc)
−5Zh2Zc − 35ZeZc)Zc)
3. α = 0.5
DisTO = −(0.25(5Z
3
c + 6ZeZ
2
c − 3Z2Zc − 2ZeZ2 + 4ZeZcZ + 2Z3
((3Z2c − 2ZcZ + Z2 + 4Zh2Zc + 4ZeZc
+12Zh2Z
2
c + 4Z
2Zh2 − 8ZZh2Zc + 16ZeZh2Zc))(Z2c
+8ZeZh2)(Z2c − 1ZeZh2
−1ZeZh2 + 3Zh2Zc + ZeZc)
−1Zh2Zc − 3ZeZc)Zc)
4. α = 0.25
DisTO = −(0.125(23Z
3
c + (26Ze − 8Z)Z2c − 5Z2Zc − 6ZeZ2 + 12ZeZcZ
((7Z2c − 6ZcZ + 3Z2 + 8Zh2Zc + 8ZeZc
+6Z3 + (40Z2c + 8Z
2 − 16ZZc + 64ZeZc)Zh2))(5Z2c
+16ZeZh2)(9Z2c − 5ZeZh2 − 21Zh2Zc
+(35Zc − 9Ze)Zh2 + 21ZeZc)
−35ZeZc)Zc)
5. α = 0
DisTO =
1
2
