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Abstract 
Our aim in this thesis is to use the clustering of QSOs to investigate large-
scale structure and cosmology. We are particularly concerned w i t h estimating the 
cosmological parameters which govern the evolution of structure in the Universe. 
We first investigate how QSOs trace the distribution of 'normal ' galaxies by mea-
suring the correlation between a sample of ~ 150 QSOs and faint, bj < 23 galaxies. 
A t z < 1.5 we find that the cross-correlation amplitude is marginally negative. This 
low signal clearly rules out models in which QSOs inhabit rich environments. The 
environments of QSOs are more similar to those of average galaxies. The slight 
negative correlation can be explained by gravitational lensing, but this has no effect 
on our conclusions concerning QSO environments. 
We determine the clustering properties of a combined sample of > 1500 QSOs 
including the LBQS and D u r h a m / A A T QSO surveys. This data set has a clustering 
amplitude ^(10 h'^ Mpc) = 0.83 ± 0.29 for fio = 1 at z = 1.27. On ~ 100 -
1000 Mpc scales the Hmit on detected signals in ^ is ±0 .025 . A model of 
clustering evolution which includes the effect of bias was used to compare QSO 
clustering to the clustering of low redshift galaxies and Seyfert galaxies. I f Seyferts 
and QSOs are similarly clustered, then the data prefer a low f2o or high bias for 
QSOs and galaxies. I n contrast, comparisons to the C M B measurements of COBE 
assuming a CDM-type power spectrum suggest low bias. This might be taken as 
evidence for low f io , but the data is st i l l consistent wi th 17o = 1 and h^p ~ 6gp ~ 2. 
We consider the possibiHty that nearby galaxy clusters can gravitationally lense 
background QSOs. We apply the lensing hypothesis to the result of Boyle et al., 
(1988) and find that cluster masses required are too large. A small dust compo-
nent could retrieve the lensing model and allow more reasonable mass estimates for 
clusters f r o m this method. 
The requirement for a new, deep, wide-field, QSO survey is clear. We discuss the 
construction of the candidate catalogue for the 2dF QSO Redshift Survey, which w i l l 
contain ~ 25000 QSOs. We calibrate the photographic plates used for the candidate 
catalogue and assess the sources of errors and incompleteness. From prehminary 
spectroscopic observations we conclude that the completeness of the 2dF catalogue 
is ~ 71.1 ± 7.1%, compared wi th an estimated completeness of ~ 80%. We propose 
to substantially increase the catalogue completeness (to ~ 90%), by the introduction 
of U K S T r plates into our candidate catalogue. 
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Chapter 1 
Introduction 
1.1 A Standard View of Cosmology 
The field of cosmology addresses fundamental questions concerning our Universe. 
Observations made over the last 70 years have vastly increased our understanding 
of the physical processes involved, and this is particularly true of the last decade. 
Most cosmologists agree on a 'Standard Model' which provides the framework for 
fur ther observational tests. 
The standard cosmological model is founded on three key observational results. 
The first of these is the measured expansion of the Universe, determined f rom the 
recessional velocities of galaxies (Hubble, 1929). This expansion suggests that the 
Universe was previously more dense, and so at a higher temperature. The rem-
nants of this hot, dense phase can be observed today and provide us wi th more 
evidence. A t very early times, at temperatures of ~ lO^K, nuclear reactions oc-
curred producing the light elements (mainly hydrogen and helium). Measurements 
of the relative amounts of these Ught elements provide us wi th our second piece of 
evidence (Schramm, 1991). When the temperature falls below ~ 4000K protons 
and electrons combine to fo rm hydrogen atoms and the radiation field decouples 
f r o m the matter. This radiation field can then freely propagate through the Uni-
verse. The detection of this 'Cosmic Microwave Background Radiation' (Penzias k 
Wilson, 1965) is the last of the three key observations. 
Underpinning these observations is the assumption of the 'Cosmological Princi-
ple' . This states that on large enough scales the Universe is both homogeneous and 
isotropic. The combination of this assumption and the observational evidence fisted 
above gives us the standard picture of the 'Hot Big Bang'. 
Assumption of the Cosmological Principle implies a specific type of metric to 
describe our Universe. This is the Friedmann-Robertson-Walker (FRW) metric. 
dr 2 
1 - kr^ 
+ r^d6''+sm^ ed(j?) (1.1) 
where both ^, which defines the curvature of the space, and a ( i ) , the expansion 
factor, depend on the matter content of the Universe. The parameters r, 9 and 
(j) define a comoving coordinate system. Applying this metric to the Einstein field 
equations we obtain the two Friedmann equations: 
8TGP = ^{kd'+ h^) - Ac\ (1.2) 
SwGp _ 2a a? kc^ 
4-Ac^ (1.3) 
G is the gravitational constant, p is the mean density, p is the pressure and A is 
the cosmological constant. We now introduce H = a/a, the Hubble parameter; 
q — —a/aH^, the deceleration parameter; Cl = 8ivGp/3H^, the density parameter 
and A = Ac^/3H^, the normalized cosmological constant. Parameters wi th subscript 
zero e.g. f^o, denote values at the present. W i t h the assumption of zero pressure 
Equations 1.2 and 1.3 can then be reduced to 
A = ^ - , (1.4) 
and 
kc^ 
n + A - 1 (1.5) 
k can take the values 1,0,-1, corresponding to closed, flat and open geometries 
respectively. I t is therefore obvious that for a flat Universe, Qq + Ao = 1. Expansion 
causes the wavelength of light emitted f rom an object at t ime te to be redshifted 
when observed at the present (to). The cosmological redshift, z, is defined as 
where Aobs and Ae denote the wavelength of the observed and emitted fight. 
1.2 Structure in the Universe 
Our observations of the Universe locally show that the distribution of matter is not 
perfectly homogeneous. Structure is found over a huge range of scales. Galaxies are 
formed f r o m an inhomogeneous mixture of stars, gas and 'dark matter ' , and galaxies 
themselves tend to clump together into groups, clusters, filaments and walls to 
scales > 100 h~^ Mpc (throughout this thesis we shall use a Hubble constant. Ho = 
lOOh kms~^Mpc~^). How this structure was produced is a fundamental question in 
cosmology. The generally accepted picture is of a spectrum of primordial density 
perturbations which grow via gravitational instability. These t iny inhomogeneities 
could be produced f rom quantum fluctuations in the very early universe, during 
a period of inflation (Guth, 1981; Kolb &; Turner, 1990). Measurements of the 
fluctuations in the Cosmic Microwave Background (CMB) tell us the amplitude of 
the perturbations at the t ime of matter-radiation decoupling. The CMB is observed 
to be smooth to better than one part i n lO'' and only recently have experiments, 
such as the COBE sateUite (Bennett et al, 1994), detected anisotropics at ~ 10"^. 
These fluctuations continue to grow f rom the decouphng era, and at present the 
fluctuations are of order unity on scales of a few h~^ Mpc. 
The field of density fluctuations in the Universe can be described as follows; we 
can define the density contrast such that 
« ( x , t ) = ^ ^ ^ | ^ (1.7) 
I f the density perturbations are in the form of a Gaussian random field they can be 
completely defined by the two-point auto-correlation function, ^, which is related to 
the density contrast via 
^ ( r ) = (<5(x-Fr)<5(x)) (1.8) 
or equivalently we can use the Fourier transform of the auto-correlation function, 
which defines the power spectrum of density fluctuations, 
P{k) = \6k\^ = v j ^ ( r ) exp{ik.r)d^r (1.9) 
The exact fo rm of the linear power spectrum is dependent on both cosmology and 
the type of matter which is dominant in the Universe. The simplest inflationary 
models predict a scale invariant primordial power spectrum, P{k) oc k. This spec-
t r u m of fluctuations grows via gravitational instability and is also distorted f rom 
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Figure 1.1: The power spectrum of density fluctuations. We plot Linear theory CDM 
power spectra (Efstathiou et al., 1992), which we normahze to the COBE CMB fluctuations 
and then multiply by a factor of 4 to match the galajcy clustering observations. Two models 
are shown, one with 9,h = 0.5 at z = 0 (sohd fine) and z = 2.2 (dotted fine), the other with 
n/i = 0.2 at 2; = 0 (dashed fine). The data points show various estimates of P{k). The 
filled circles show the power spectrum derived from the inversion of the angular two-point 
correlation function of the A P M Galaxy Survey (Baugh & Efstathiou, 1993). The open 
squares are from the APM-Stromlo Redshift Survey (Tadros & Efstathiou, 1996), while 
the crosses are a combination of the QDOT and 1.2Jy IRAS redshift surveys (Tadros & 
Efstathiou, 1995). 
its original shape by several physical processes which occur in the early Universe. 
I n the Cold Dark Matter (CDM) model, which fits a number, but not all , of cur-
rent observations, growth is paused by acoustic oscillations on scales which become 
smaller than the Hubble length ( ~ c/H) before the epoch of matter-radiation equal-
i ty . Af t e r recombination the perturbations continue to grow wi th a power spectrum 
which now has the fo rm P{k) ~ k~^ at large k (small scales) while keeping the 
scale invariant fo rm on the largest scales. In all models the power spectrum is also 
distorted at late times by non-linear processes when the density contrast becomes 
large. 
The measurement of the power spectrum of density fluctuations gives us an 
insight into the physical processes occurring in the early Universe. The measurement 
of the evolution of clustering is also of vi ta l importance. The rate at which density 
perturbations grow depends on the cosmology of the Universe. In a high density 
Universe growth is faster than in a low density Universe. Linear perturbation theory 
can be used to find the rate of the growing mode of perturbations for different 
cosmologies. For Ao = 0 the change in density contrast is given by 
| ; | . 2 ^ | ^ = 4 . « . . ( U O , 
(Peebles, 1980). Solving this for a flat fio = 1 Universe gives 
. o c ^ (1.11) 
For an open Universe wi th AQ = 0 the growth rate is slower than in the f2o = 1 case. 
Here the growth rate (normalized to the growth in the OQ = 1 case) is 
D{z) = l - f - + ^^^4^1^ [(1 + "^f" - ^^"] (1-12) 
where 
The general solution for a flat Universe is given in Chapter 3 (Eq. 3.31) and other 
solutions for open and closed Universes are given by Peebles (1980). The major 
advantage of Quasi-Stellar Objects (QSOs or quasars) is that their high intrinsic 
luminosity means that they can be observed at very great distances, and so we have 
a long baseline in look-back t ime f r o m which to measure evolution. In fact, QSOs 
allow us to study the 4-dimensional structure of the Universe. As the growth of 
perturbations is dependent on cosmology, we have a route to estimating via the 
evolution of QSO clustering. Fig 1.1 shows a C D M power-spectrum at a redshift, 
z = 2.2, the effective l im i t of the 2dF QSO Survey, assuming linear evolution wi th 
f io = 1 (Eq. 1.11). There is an order of magnitude growth in clustering amplitude 
f r o m z = 2.2 to z = 0. 
The measurement of the cosmological parameters (fio, Ao, HQ) and the shape 
of the power spectrum of density fluctuations are the key aims for observational 
cosmology. The two are related, i n so much as the shape of P{k) for a given type of 
matter w i l l depend on the cosmological parameters. The C D M model, which pos-
tulates that the major i ty of matter in the Universe consists of cold, non-baryonic 
particles which only interact via gravity, has been successful at fitting various ob-
servational data. However, the 'standard' C D M model, w i th fio = 1 and h = 0.5, is 
inconsistent w i th the power spectrum measured on large scales by a number of sur-
veys including the A P M Survey (Baugh & Efstathiou, 1993), the IRAS QDOT and 
1.2Jy Surveys (Tadros & Efstathiou, 1995) and the APM-Stromlo Survey (Tadros 
&; Efstathiou, 1996). This can be seen in Fig. 1.1 where the shape of the observed 
power spectrum is clearly better fit by an flh = 0.2 model. I t should be noted that 
the ampfitudes of neither model, when normalized to COBE measurements of the 
C M B fluctuations, fit the data, implying that the galaxy distribution may be biased 
w i t h respect to the density field (see Section 1.4 below). The CMB measurements 
are v i t a l , as they describe the density fluctuations in the early Universe. The galaxy 
observations, by comparison, describe the fluctuations in the galaxy distribution, 
which do not necessarily exactly follow those in the density distribution, in the local 
Universe. The large volume sampled by QSOs affords the possibility of measuring 
the power spectrum on the scales probed by COBE. 
Large-scale structure can also be used to make more direct measurements of 
cosmological parameters. For example, distortions between the measured cluster-
ing in real- and redshift-space can be used to estimate JIQ , f rom non-Hubble flow 
pecufiar velocities (Kaiser, 1987). Distortions in clustering can also be caused by 
assuming the wrong cosmology when measuring large-scale structure, because the 
distances parallel and perpendicular to the line-of-sight have different dependences 
on cosmology. This effect can be used to determine cosmological parameters, and 
is particularly sensitive to the cosmological constant, AQ (Phillipps, 1994; Ballinger 
et al., 1996). 
1.3 QSO Formation and the Relationship Between 
QSOs and Galaxies 
I t is evident that the QSO distribution contains a wealth of cosmological informa-
t ion . However, interpretation of this information is not necessarily a t r iv ia l problem. 
This is mainly due to the problem of relating the QSO distribution to the mass distri-
but ion, which drives cosmic evolution via gravitational instability. This is similarly 
a problem when using galaxies to study large-scale structure, although galaxies are 
far more numerous in the local Universe allowing us a clearer picture of the present 
day galaxy distribution. This is a v i ta l starting point f rom which to look at the 
problem of cosmic evolution, and as such we are also required to understand the 
relation between QSOs and 'normal ' galaxies. Possible answers to these problems 
may be found f r o m a combination of theoretical and empirical investigation. 
The discovery of the first QSO, 3C273 (Schmidt, 1963), initiated a considerable 
industry in the theoretical modelling of the QSO phenomenon. The substantial QSO 
flux ( typically ~ lO^^ergs"^) is thought to be due to accretion of hot gas onto super-
massive black holes of mass ~ 10^ — 10^°MQ. Detailed reviews of the unified black 
hole model for QSOs and Active Galactic Nuclei (AGN) are given in Antonucci 
(1993) and Rees (1984) . These black holes form at high redshift wi th the most 
distant QSOs presently known having z ~ 5. 
The mechanisms required to form these super-massive black holes are qualita-
t ively similar to the processes which are Hkely to occur in the formation of galaxies 
at early epochs. I n both cases clouds of gas cool and collapse in the peaks of the 
matter distribution. The eventual fate of the collapsing gas is largely dependent 
on the angular momentum of the system. Efstathiou & Rees (1988) investigate the 
format ion of QSOs in the C D M cosmogony and find that luminous QSOs could 
only f o r m wi th in galaxy-sized dark matter halos because of the small fraction of 
baryonic matter in the halo and the fact that only a fraction of baryons w i l l col-
lapse to the centre of the halo, while some w i l l be expelled via a supernova driven 
wind . Loeb (1993) discusses the angular momentum considerations in the collapse of 
quasi-spherical gas clouds. T ida l torques f rom neighbouring density perturbations 
provide angular momentum to collapsing clouds, which then become rotationally 
supported and fragment into stars. In order to collapse to the Schwarzschild radius 
of the system, the specific angular momentum must be reduced by several orders of 
magnitude. One pd'ssibiUty is that QSOs are associated wi th rare peaks which ob-
ta in low angular momentum f rom t idal torques. Alternatively at very high redshifts, 
z > 100, Compton interactions between free electrons and the C M B can effectively 
extract angular momentum f rom a system. 
The physical processes which occur once the black hole has formed are under-
stood far better than the formation process. A large amount of gas needs to continue 
to f a l l into the system to fuel the QSO luminosity and w i l l usually fo rm a stable 
disk. The centre of the gaseous disk w i l l be stable for black hole masses ~ 1 0 ^ o r 
greater (Loeb & Rasio, 1994). The black hole then continues to grow at the Edding-
ton rate (the rate at which radiation pressure balances the inflow of gas) assuming 
a sufficient supply of gas, so that the luminosity approaches the Eddington l imi t 
where is the Eddington time, the time needed for an object to radiate away its 
to ta l rest mass at L^. The Eddington time is 
^ ~ (1-15) 
where CTT is the Thompson cross-section and mp is the proton mass. This occurs 
while the QSOs inhabit gas rich environments. However, a QSO w i l l cease to radiate 
at this high luminosity when the rate of gas fuelling the central black hole slows down 
or stops. Small k, Blandford (1992) and others use this mechanism to produce a 
strong density evolution in the QSO luminosity funct ion w i t h relatively short-lived 
QSOs. 
The life-time of QSO activity is crucial to understanding their role i n tracing 
large-scale structure. A model of short lived QSOs implies many generations, wi th 
QSO act ivi ty i n a substantial fraction of all galaxies, while a life-time similar to 
the Hubble t ime ( ~ H Q ^ ) would imply that QSOs are intrinsically rare. A possible 
explanation of this rar i ty would be that QSOs only trace the very highest peaks in 
the density field. Observational evidence f rom a number of areas does now appear 
to point to QSOs being short-lived. While pure luminosity evolution was originally 
found to f i t the evolution of the QSO luminosity function, recent evidence shows that 
this is not exactly the case (Goldschmidt k Miller, 1991). Obviously pure luminosity 
evolution would be strong circumstantial evidence for a long QSO lifetime, although 
w i t h QSOs becoming brighter in the past this requires the evolution to be due to 
a change in fuelhng rate rather than the continual growth of a black hole accreting 
at the Eddington l i m i t . Observations of the cores of a number of nearby galaxies 
(Kormendy & Richstone, 1995) suggest that some contain black holes in the mass 
range ~ 10^ — 1 0 ^ a n d rule out substantially larger masses. A black hole which 
accreted at the Eddington l im i t for a Hubble time would have a mass considerably 
larger than these observed l imits . 
The observed comoving QSO number density evolves strongly wi th redshift, in-
creasing rapidly to z ~ 2. Above this redshift, QSO detection is more diff icult , 
part icularly using optical techniques i n which QSO colours become more similar to 
stars. However, several high redshift data sets show a likely decUne in the space den-
sity of QSOs at 2r ~ 3 — 5 using optical and variability selection methods (Hawkins 
& Veron, 1996) and radio selected samples (Shaver et al., 1996). This evolution 
is comparable to estimates of star formation in high redshift galaxies found f rom 
ultra-deep imaging experiments. Madau et al., (1996) use data f rom the Hubble 
Deep Field (HDF) (Will iams et al, 1996) recently observed using the Hubble Space 
Telescope (HST) to constrain star formation history up to z ~ 4. Combining the 
H D F data w i t h data f rom the Canada-France Redshift Survey (Li l ly et al., 1995) 
Madau et al., f ind that star formation increases dramatically f rom the present to at 
least 2r ~ 1 and appears to decrease f rom z ~ 3 to z ~ 4. Metcalfe et al., (1996) 
use data f r o m both the H D F and the Herschel Deep Field imaged wi th the William 
Herschel Telescope ( W H T ) to show that the large population of 'faint blue galaxies' 
is most likely to lie at 2 ~ 2. I t therefore appears that the 'Epoch of Galaxy For-
mat ion ' , the period in cosmic history when the bulk of stars were formed, occurred 
at 2 ~ 2, which coincides wi th the period at which the QSO space density reached 
a maximum. This is not altogether surprising when we consider that both star for-
mat ion and QSO activity are heavily reliant on the supply of gas. Indeed the sharp 
f a l l off i n both the QSO density and star formation rate to low redshift does imply 
that the amount of gas available in galaxies declines dramatically f rom 2 ~ 2 to the 
present. This picture suggests that QSOs and galaxy evolution are closely related. 
1.4 Aims: QSOs as Cosmological Probes 
The main aim of this thesis is to investigate the clustering of QSOs via objectively 
selected, complete, QSO catalogues. We wish to use clustering properties of QSOs to 
infer the fo rm and evolution of the spectrum of density fluctuations in the Universe. 
This w i l l allow us to make estimates of cosmological parameters, and give us a new 
insight into the underlying cosmological model. 
The first question we should ask when using QSOs as tracers of large-scale struc-
ture is: how do we relate QSOs to the underlying mass distribution? and second, 
how do we relate QSOs to galaxies, the other main tracers of large-scale structure? 
Direct evidence for the manner in which QSOs trace the galaxy distribution can be 
found f r o m deep imaging of QSO environments. There is much evidence that radio-
loud QSOs appear to exist in rich environments (Ellingson et al., 1991; Hintzen 
et al., 1991), in some cases wi th similar richness to Abel l class 1 galaxy clusters. 
Observations of radio-quiet QSOs find them in generally poorer surroundings at low 
{z < 0.3) (Smith et al., 1995) and intermediate {z ~ 1) (Boyle & Couch, 1993) red-
shif t . The major i ty of optically selected QSOs ( ~ 90%) are found to be radio-quiet. 
and so are expected to exist in poor environments. In Chapter 2 we investigate the 
environment of a large sample of optically and X-ray selected QSOs in an attempt 
to confirm that such objects do not live in rich cluster-like environments. 
The relationship between the mass, galaxy and QSO distributions can be under-
stood in terms of biasing. Our lack of knowledge concerning the complex physical 
processes which occur during galaxy and QSO formation can be parameterized by 
a bias parameter, the simplest version of this being a linear bias such that 
Ur) = h'Ur) (1-16) 
where the bias parameter b relates the QSO correlation function (^q) and the mass 
correlation function (^p). Bardeen et al., (1986) use the peaks-bias formalism to 
determine the number density of peaks at a given threshold in a Gaussian random 
field. This shows that rare high peaks wi l l be more strongly clustered than peaks 
at lower thresholds. The physical motivation for biasing is that primordial density 
peaks might be more likely to collapse i f they already exist in an overdense region 
(Kaiser, 1984). Other effects such as the re-ionization of the inter-galactic medium 
by the first generation of stars or QSOs might well prevent the collapse of perturba-
tions which have not already collapsed. Biasing is an observed fact; we see that the 
clustering of galaxy clusters wi th scale length TQ ~ 15 Mpc (e.g. Dalton et al., 
1994) is stronger than the clustering of galaxies wi th ro ~ 6 Mpc (e.g. Loveday 
et al. , 1995; Ratclilfe et al., 1996). Different populations of galaxies have also been 
shown to have significantly different clustering properties; for example, the results 
f r o m the APM-Stromlo Redshift Survey show that late and early type galaxies have 
significantly different correlation-functions (Loveday et al., 1995), while Park et al. 
(1994) have found that the amplitude of the power spectrum in the Extended Of A 
Galaxy Redshift Survey is dependent on luminosity. I t is therefore obvious that 
at least a large sub-sample of galaxies cannot exactly trace the mass distribution. 
Bias, and particularly the possible evolution of bias wi th redshift, is then an impor-
tant parameter to include when studying large-scale structure in QSO samples. In 
Chapter 3 we use a number of previous QSO catalogues to study the evolution of 
QSO clustering as a funct ion of redshift, using the evolution to t ry and constrain 
the density parameter fio- We include a model for the evolution of bias wi th redshift 
in order to relate the QSO evolution to the mass evolution which is dependent on 
no. 
We w i l l see in Chapter 3 that to make accurate measurements of QSOs clustering 
and clustering evolution a large, deep, QSO survey is required. For example, the 
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present catalogues are not able to constrain the shape of the QSO clustering power 
spectrum. To improve the statistics of the measured QSO clustering we start the 
process of producing a large homogeneous QSO catalogue. The 2-degree Field (2dF) 
instrument at the Anglo-Australian Telescope ( A A T ) allows spectra for up to ~ 400 
objects to be obtained at one time. This huge multiplex gain enables surveys to be 
constructed w i t h many times more QSOs than previously possible. The 2dF QSO 
Redshift Survey w i l l obtain redshifts for ~ 25000 QSOs, an order of magnitude more 
redshifts than the present largest QSO sample. The construction of the ultra-violet 
excess ( U V X ) catalogue used for candidate selection in the Southern half of this 
survey is discussed in Chapter 4. We take particular care to quantify the source and 
amount of incompleteness expected in the sample. Chapter 6 contains the results of 
preliminary spectroscopic data f rom the 2dF QSO Redshift Survey. In this chapter 
we compare the measured QSO densities to the expected values and suggest some 
possible improvements that could be made to the input QSO candidate catalogue. 
Another use of QSO catalogues is to use the two-dimensional U V X catalogue to 
place constraints on gravitational lensing f rom foreground galaxy clusters by carrying 
out a cross-correlation w i t h the clusters. Boyle et al., (1988) found a significant anti-
correlation between U V X objects and galaxy clusters. In Chapter 5 we interpret 
this result i n terms of gravitational lensing and then extend our investigation to 
the 2dF U V X catalogue. We also consider the effect of lensing on the measured 
cross-correlation between QSOs and faint galaxies in Chapter 2. 
Chapter 7 contains a discussion of the general conclusions of this thesis and 
includes a look at the future prospects of using QSOs to increase our understanding 
of the Universe w i t h particular reference to the 2dF QSO Redshift Survey. 
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Chapter 2 
Cross-Correlation of QSOs and 
Faint, 6j = 23, Galaxies 
2.1 Introduction - QSO Environments 
Relating QSOs to the underlying mass distribution and to other tracers of that 
distr ibution is a v i ta l step in the process of using QSOs to measure large-scale 
structure in the Universe. In order to determine cosmological quantities, such as 
the density parameter Ho, f rom the evolution of large-scale structure we are required 
to know the evolution of the mass distribution. Therefore, knowledge of the biasing 
of QSOs w i t h respect to this mass distribution is of the utmost importance, and 
the relationship between galaxies and QSOs is an essential step in understanding 
this bias. The local'environments of QSOs also give important clues to the physical 
processes which fo rm these objects and control their evolution. 
Direct imaging of the regions around QSOs is the most obvious way to investigate 
their environments. Yee & Green (1984) imaged 3' x 3' fields centred on individual 
QSOs over a wide range in redshift, (0.05 < z < 2.05). They found significant 
numbers of excess galaxies (to a l imi t ing magnitude of ~ 21 in the Gunn r band) 
associated w i t h QSOs at z < 0.5. The luminosity distribution of the excess galax-
ies strongly suggested that these QSOs are associated wi th galaxies at the distance 
implied by their cosmological.redshift. Further investigations (Yee & Green, 1987) 
showed that at z ~ 0.6 some radio-loud QSOs are found in environments as rich as 
those of Abel l class 1 clusters. Significant evolution was also detected f rom z = 0.4 
to z = 0.6 i n this radio-loud sample, w i th the QSO-galaxy covariance amplitude in-
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creasing by a factor of ~ 3. A n extension of this work (EUingson et al., 1991) found 
that radio-quiet QSOs by contrast exist in significantly poorer environments than 
their radio-loud counter-parts. The results concerning radio-loud QSOs have been 
confirmed by several other independent studies (e.g. Hintzen et al., 1991) which 
found significant numbers of excess galaxies associated wi th QSOs out to z ~ 1.5. 
However, observations of radio-quiet QSOs have found a range of results generally 
consistent w i th these objects existing in poorer environments, similar to that of an 
average galaxy. Smith, Boyle k Maddox (1995) find that the cross-correlation func-
t ion between low redshift [z < 0.3) X-ray selected QSOs and 6j < 20.5 galaxies 
f r o m the A P M Galaxy Survey (Maddox et al., 1990) is consistent wi th the auto-
correlation function of the A P M Galaxy Survey, suggesting that this population of 
QSOs is unbiased wi th respect to galaxies. Boyle k Couch (1993) have found no 
excess galaxy population associated wi th radio-quiet QSOs at z ~ 1, while Hutch-
ings, Crampton k Johnson (1995) find that a number of radio-quiet QSOs exist in 
compact groups of star forming galaxies at z = 1.1. Clearly there is a difference 
between radio-loud and radio-quiet QSOs, wi th radio-loud QSOs inhabiting richer 
environments. Radio-quiet QSOs appear to inhabit environments similar to those 
of normal galaxies. This hypothesis is consistent wi th the currently available data 
f r o m the clustering evolution of QSOs (See Chapter 3). In this Chapter we wi l l 
fur ther investigate the problem of QSO environments wi th a large ( ~ 150) sample 
of optically and X-ray selected QSOs covering a wide range in redshift. 
2.2 Data and Methods 
The faint galaxy samples were taken f rom deep A A T plates in five 40' x 40' 
fields. Details of the plates are given in Table 2.1. Each field has a 6j plate and 
three fields also have rp plates. The plates were scanned by the COSMOS measuring 
machine. Details of the analysis of the first 3 fields (SGP2, SGP4, QSF3), including 
star-galaxy separation and photometric calibration are given in Jones et al., (1991). 
Fields F855 and F864 (Roche et al., 1995; Roche, 1994) were similarly analysed. 
The plate scale for all five fields is 15.2 arcsec/mm. The magnitude l imi t for the 
6j plates is ~ 24 mag, the completeness l imi t is 6j = 23.5, we use the galaxies to a 
l im i t i ng magnitude of 6j = 23.0 which is comfoi:tably brighter than the completeness 
l i m i t . A t this magnitude the errors in the star-galaxy separation are ~ 5%. 
The QSOs in this analysis are f r o m both optically and X-ray selected samples. 
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Table 2.1: 
correlation 
Details of the AAT photographic plates used in our QSO-galaxy cross-
Field Plate No. R.A. Dec. Emulsion / filter 
Name (B1950) (B1950) 
SGP2 J2801 00 49 39.4 -29 21 34 niaJ/GG385 
SGP4 J1888 00 54 48.1 -27 54 45 niaJ/GG385 
R1996 00 54 48.7 -27 54 04 IIIaF/RG630 
QSF3 J2719 03 40 18.0 -44 18 14 IIIaJ/GG385 
F855 J1834 10 43 37.9 -00 04 48 IIIaJ/GG385 
R1835 10 43 37.9 -00 04 48 IIIaF/RG630 
F864 J1836 13 41 14.0 -00 00 29 IIIaJ/GG385 
R1837 13 41 14.0 -00 00 29 IIIaF/RG630 
25 
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Figure 2.1: The redshift distribution of all the QSOs, optically and X-ray selected, used 
in this analysis. The total number of QSOs is 152. 
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Figure 2.2: The x,y positions of galaxies to bj - 23 from COSMOS scans of AAT pho-
tographic plates, together with the positions of the QSOs. a) Field SGP2, b) field SGP4, 
c) field QSF3, d) field F855, e) field F864. Open squares are the optically selected QSOs 
while crosses are the X-ray selected QSOs, The regions removed due to plate defects and 
bright stars can be seen. 
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Figure 2.2: Galaxies and QSOs: continued 
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Figure 2.2: Galaxies and QSOs: continued 
Fields SGP2, SPG4 and QSF3 contain QSOs f rom the D u r h a m / A A T U V X selected 
sample (Boyle et al., 1990), l imited to 5 = 21 mag. The F855 and F864 fields contain 
QSOs f r o m the deeper E S O / A A T colour selected sample (Boyle et al., 1991; Zitel l i 
et al., 1992) wi th a l imi t ing magnitude of B = 22.5. Both these samples are also used 
i n the clustering analysis of Chapter 3. The X-ray selected QSOs were taken f rom 
optical follow-up of a deep ROSAT survey (Almaini , 1996; Shanks et al., 1997). The 
QSOs are ACT detections wi th the ROSAT Position Sensitive Proportional Counter 
(PSPC). Optical counterparts were identified f rom COSMOS and A P M scans of 
U K S T plates and the A A T plates used in this analysis. Spectroscopic identification 
was carried out w i th the A U T O F I B and LDSS instruments at the A A T . Details 
of the QSO samples used are given in Table 2.2, the redshift distribution of the 
combined sample of 152 QSOs is shown in Fig. 2.1. I t should be noted that a 
large number of QSOs were selected independently using both optical and X-ray 
techniques. 
The QSO coordinates (optical counterpart positions in the case of the X-ray 
selected objects) were transformed to the x,y system of the COSMOS scanned 6j 
plates using the Starlink A S T R O M software, ~ 40 stars were used to produce the 
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Table 2.2: Details of the QSO samples used in this analysis. I t should be noted that 
many QSOs were selected by both optical and X-ray methods. 
Field No. of No. of Total No. RMS 
Name Optical QSOs X-ray QSOs of QSOs astrom. (") 
SGP2 20 20 30 0.86 
SGP4 10 27 33 0.43 
QSF3 17 24 26 0.39 
F855 21 19 31 0.26 
F864 22 20 32 0.69 
6 coefficient transform. The RMS residuals for these transforms are shown in Table 
2.2, all are less than 1". The five fields are plotted in Fig 2.2, showing all galaxies 
to 6j = 23 wi th the positions of the QSOs overlaid on top of this. 
The cross-correlation was carried out in the standard manner, w i th the galaxy 
distr ibut ion being compared to a random distribution of points w i th the same an-
gular selection funct ion (that is avoiding holes) as the galaxies. The number density 
of randoms was 100 times the density of galaxies. So the angular cross-correlation 
funct ion, i^qg(^), is defined as 
where .A'r is the total number of random points, iVg is the total number of galaxies, 
and iVqg and Nqr are the number of QSO-galaxy and QSO-random pairs wi th sepa-
rat ion 6 ±66/2 respectively. This was calculated in concentric annuli of width 30". 
The inner 5" is removed to avoid any confusion between very near companions and 
the QSOs themselves, and any QSOs which might have been classified as galaxies 
on the COSMOS scans. The errors shown in the figures below are Poisson errors: 
A . = ^ (2.2) 
To test the Poisson error estimates we carry out two tests; the first is to replace the 
QSOs w i t h a random selection of galaxies and carry out a cross-correlation between 
these random galaxies and the rest of the galaxy sample. A variance is calculated 
f r o m 100 realisations of this process. The second test calculates the cross-correlation 
between the QSOs and a bootstrap re-sampled galaxy distribution, again using 100 
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realisations to find a variance. For all QSOs wi th z < 1.5 the Poisson error on the 
ampli tude wi th in 120" is ±0 .020 (see Section 2.3 below), the error estimated f rom 
replacing QSOs wi th random galaxies is ±0.026 while the bootstrap estimator gives 
±0 .020 . The excess variance f rom the first test is likely to be due to the positive 
galaxy auto-correlation which increases the variance. The bootstrap method uses the 
QSO-galaxy cross-correlation which, as we show below, has no significant clustering 
signal. 
The background density of galaxies is determined f rom each field separately 
which forces the integral of uj{6) to be zero at the largest scales studied. This is the 
well known 'integral constraint', which is simply due to the fact that there is st i l l 
appreciable clustering of galaxies on the scale of our fields. In 'our case we do not 
know a priori that there w i l l be a significant signal on scales of ~ 20', therefore an 
accurate estimate of the integral constraint is not possible. Given this, we can sti l l 
determine a possible integral constraint correction in order to investigate its possible 
effect on our results. The angular correlation function determined in an area fl is 
biased low by the amount 
/ = ^ / J u;{9u)dn,d^\2 (2.3) 
We then assume the standard power-law for the cross-correlation function, u){d) — 
Ae-°-^. We find the following integral constraint for the five fields: 3.29A (SGP2), 
3.42A (SGP4), 3.36A (QSF3), 3.04A(F855) and 2.89A (F864). The auto-correlation 
funct ion amplitude for 6j ~ 23 galaxies is ~ 0.002. I f we were to assume that 
this value was a reasonable estimate of the QSO-galaxy cross-correlation then the 
integral constraint i n our fields would be ~ 0.006. We w i l l demonstrate below that 
the addition of an integral constraint of this amplitude has no significant effect on 
our conclusions. 
2.3 Cross-Correlation Results 
We now present the results of the cross-correlation analysis between both the op-
t ical ly and X-ray selected QSOs and the galaxy catalogues. First, we look at the 
angular cross-correlation function for each field individually; these are shown in Fig. 
2.3a-e while Fig. 2.3f shows a combination of all five fields. We show the results for 
al l the known QSOs wi th in each field (X-ray and optically selected QSOs combined). 
From these plots i t is clear that there is a significant anti-correlation in the F855 
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and F864 fields while the SGP4 field is the only one which appears to show a pos-
i t ive correlation. The combined cross-correlation function therefore shows a small 
negative signal on small scales. Fig. 2.3 was derived using all the QSOs in each 
field (including the whole range of redshifts and both X-ray and optically selected 
objects). In order to look in detail at the source of the signal we calculate below a 
clustering ampHtude for each individual QSO. 
We calculate the individual cross-clustering amplitude for each QSO in a non-
parametric fashion, simply using the integrated excess of galaxies out to a defined 
radius which we choose to be 120", giving u!{6 < 120") (sti l l using an inner Hmit 
of 5"). A radius of 120" is equivalent to 0.5 Mpc in proper co-ordinates at a 
redshift of z ~ 1. We can relate this measure of clustering to a parametric clustering 
amplitude assuming the simple power-law form for the angular cross-correlation 
funct ion: 
u^,{e) = A^,9'-^ (2.4) 
The number of QSO-galaxy pairs between 6i and 62 is 
N,,{d, <e<6,)=^ 1^6(1+ uM)d9 (2.5) 
where A g^ is the number of galaxies. This can then be used to relate the non-
parametric uj{6 < 120") to the clustering ampHtude Aqg via Eq. 2.1 for 5" < 6 < 
120". We assume a power-law slope wi th 7 = 1.8. 
I n Fig. 2.4 we show the clustering amplitudes for individual QSOs wi th in 120" as 
a funct ion of redshift for each field. These show that the positive correlation in the 
SGP4 field is mainly due to three QSOs wi th strong positive signals. One of these is 
at z = 2.861 and has uj{e < 120") = 0.62 ± 0 . 2 0 (equivalent to Aqg = 0.025 ± 0.008). 
We do not expect to see any galaxies brighter than 6j = 23 at this redshift and 
hence this is either a chance alignment or the effect of gravitational lensing on the 
QSO. Examination of this object by eye confirms that there is a concentration of 
faint objects close to the QSO which could be a cluster of galaxies. Another of the 
three objects is only separated f rom the z = 2.861 QSO by ~ 1'. The th i rd also 
shows a number of faint objects very close to the QSO. By contrast, the negative 
signal i n fields F855 and F864 is seen to be due to a large number of objects wi th 
u(9 < 120") ~ —0.2 to —0.5. There is no measurable correlation between redshift 
and clustering amplitude, w i t h objects over the entire range in redshift contributing 
to the negative signal. 
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Figure 2.3: The QSO-galaxy angular cross-correlation function for each of the five AAT 
fields individually, including all QSOs. f ) shows a pair weighted combination of all five 
fields. 
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Figure 2.4: The QSO-galaxy clustering ampUtude for individual QSOs in each AAT field 
(both optically and X-ray selected QSOs) as a function of redshift. f ) shows all fields 
combined. Individual clustering ampUtudes are measured within a radius of 120". 
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Figure 2.5: QSO-galaxy clustering ampHtudes within 120" for individual QSOs as a 
function of redshift. a) X-ray selected QSOs and b) optically selected QSOs. Note that a 
large fraction of QSOs were selected using both X-ray and optical techniques. 
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Figure 2.6: QSO-galaxy clustering amplitudes within 120" as a function of redshift, binned 
in Az = 0.25 redshift intervals, a) X-ray selected QSOs and b) optically selected QSOs. 
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We should note that using galaxies f rom the A A T plates to the plate l imi t of 6j ~ 
24 does not have any effect on the results presented here. The clustering amplitudes 
are not significantly altered, although obviously the Poisson errors are somewhat 
reduced by the increased number of galaxies. Considering that at this magnitude 
l i m i t the sample is incomplete and the star-galaxy separation is ill-defined, a l imi t 
of bj — 23 affords a more robust and reliable result. 
The clustering amplitudes for individual QSOs separated on the basis of their 
selection (X-ray or optical) are shown in Fig. 2.5. I t should be noted that a large 
fract ion of the QSOs were selected independently by both X-ray and optical tech-
niques. Of course the X-ray selected sample also has an impl ic i t optical selection 
imposed on i t due to the need to identify an optical counterpart to the X-ray source 
on which to carry out follow-up spectroscopy. Fig. 2.5 shows that almost all of the 
QSOs show zero or negative correlation amplitudes, while there are a small number 
of outlying objects w i th significant positive signal. The only difference between the 
X-ray and optically selected QSOs is a possible anti-correlation in the optical sample 
at high, z > 1.8, redshift. This can be seen more clearly i f the results are combined in 
redshift intervals, as shown in Fig. 2.6. Here we combine the galaxy counts around 
each QSO in Az = 0.25 intervals. The X-ray selected sample (Fig. 2.6a) shows no 
significant signal or trend as a function of redshift. The optically selected sample 
(Fig. 2.6b) shows a significant anti-correlation at redshifts greater than z ~ 1.8, 
w i t h the other significant points (in the first and last redshift bins) both due to 
individual QSOs. A t low redshift, where any signal due to real associations would 
be expected, none is detected; at 2 < 1.5, u{e < 120") = -0.018 ± 0.022 for the 
X-ray selected sample and —0.051 ± 0.027 for the optical sample. For the combined 
sample of all QSOs w i t h z < 1.5 we obtain uj{e < 120") = -0.027 ± 0.020. In the 
next section these results are compared to the expected values for given clustering 
amplitudes and clustering evolution. 
We have colour information in several fields, wi th SGP4, F855 and F864 all con-
taining rp plates. The rp plate in the SGP4 field has a bright rp ~ 21.5 completeness 
l i m i t , therefore we do not include this field in our analysis. However the plates in 
the other two fields are sufficiently deep for our purposes. The colour distribution 
of the galaxies peaks at 6j - rp ~ 1.25 so we use this Hmit to define red and blue 
galaxy populations. Fig. 2.7 shows the results of this analysis, w i th Figs. 2.7a 
and 2.7b showing the angular correlation functions for all QSOs. The red galaxies 
appear to contribute more to the anti-correlation seen in the F855 and F864 fields. 
When we look at the clustering amplitudes of individual QSOs at ^ < 120" we see 
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Figure 2.7: Results for the QSO cross-correlation with colour selected galaxies (with 
6j < 23). The angular cross-correlation function for a) red and b) blue galaxies. The 
clustering amplitude within 120" for individual QSOs with c) red and d) blue galaxies as 
a function of redshift, and the redshift binned clustering amplitude for e) red and f ) blue 
galaxies. 
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no obvious trend (Figs. 2.7c, d), but binning these results as a function of red-
shift we see that the blue galaxies show no strong correlation or anti-correlation at 
any redshift, while the red galaxies appear to show generally negative correlations 
(similar to that seen in the correlation of all galaxies wi th the optically selected 
QSOs, Fig. 2.6b). A t z < 1.5 the correlations for the red and blue populations are 
u{e < 120") = -0.093 ± 0.043 and -0.057 ± 0.048 respectively. Further dividing 
the sample into X-ray and optically selected QSOs we see no significant differences, 
this is mostly due to the increased errors f rom a smaller number of QSOs. 
We therefore see tentative evidence for a difference in the cross-clustering prop-
erties of red and blue galaxies w i th QSOs. Any physical process which would cause 
this effect w i l l be largely due to the fact that red and blue galaxies tend to inhabit 
different environments. Red galaxies are found in richer environments and are more 
strongly clustered than blue galaxies, which tend to inhabit the field rather than clus-
ters. Below we make some estimates of the expected QSO-galaxy cross-correlation 
and relate them to the results found here. 
2.4 Modelling QSO Environments 
2.4.1 Limber's equation 
The angular cross-correlation function, u!a.h{0)^ between two populations, a and 6, 
can be related to the spatial cross-correlation function i^ab('^ , by Limber's equation 
(Limber, 1953; Peebles, 1980) which can be wri t ten as: 
^ 2 /o°° /o" x'F-^.{x)Mx)U{r, z)dxdu 
under the assumption that the integral is dominated by objects at almost equal 
cosmic distance. The F term accounts for varying cosmological geometries and is 
given by: 
F = i _ ( ^ y ( n o - i ) l ' ' ' (2.7) 
Unless otherwise stated we w i l l assume a fiat cosmology wi th fio = 1, that is = 1. 
The comoving distance to a point midway between a and b is given by x (assuming 
that the separation of a and b is small compared to x). The small angle approxima-
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t ion is also assumed so that the proper separation between a and b is 
1 / a T „ T \ /o Q^  
U — X b - Xa ['i-0) 
(/>a(x) and (j)h{x) are the selection functions for the two populations and satisfy 
/ x^<l>{x)dx= / N{z)dz (2.9) 
Jo Jo 
where N{z)dz is the number of objects per unit surface area in the redshift interval 
[z, z + dz . 
We parameterize the spatial cross-correlation function i n the conventional power-
law fo rm: 
U { r , z ) = ( ^ y \ l + zr^'^^^ (2.10) 
where r is the proper separation of two objects and ro is the correlation scale length 
at z = 0. Evolution is parameterized by e, wi th various values of this parameter 
corresponding to the following cases: e = 0 is equivalent to constant clustering in 
proper coordinates, so called stable clustering; e — f — 3 implies clustering which is 
constant i n comoving coordinates; e = 7 — 1 implies clustering which grows according 
to linear theory (for CIq = 1). We adopt the standard locally measured galaxy auto-
correlation power-law slope of 7 = 1.8. Although this is not necessarily correct at 
high redshift or in the case of QSO-galaxy cross-correlations, the measured QSO 
auto-correlation is consistent wi th this slope (Chapter 3). We investigated the effect 
of altering the slope and found that a change in slope of ~ 0.2 did not significantly 
alter our conclusions. 
The conversion f r o m spatial to angular cross-correlation function is obviously 
strongly dependent on the radial selection functions, (f>{x), of the two populations. 
For the QSOs we simply use the redshift distribution of the QSOs used in our 
analysis above (Section 2.3), that is, we integrate Limber's equation for each QSO 
in the sample. To model the galaxy selection function we use the N{z) derived f rom 
the galaxy evolution models of Metcalfe et al., (1996) which are consistent w i th the 
redshift distribution of galaxies i n the deep Keck Telescope galaxy redshift survey 
to 5 = 24 (Cowie et al., 1995). These models contain an exponential rise in star 
format ion w i t h look-back t ime and use the evolutionary tracks of Bruzual Chariot, 
(1993). The N{z) distribution f r o m this model is shown in Fig. 2.8. I t should be 
noted that the luminosity evolution produces a considerable high redshift ta i l to the 
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Figure 2.8: The model redshift distribution from Metcalfe et al., (1996) for a limiting 
magnitude of 6j = 23. 
distr ibution, as found in the sample of Cowie et al., where significant numbers of 
galaxies were found above z = 1. 
Therefore, the only free parameters we have are the clustering correlation length 
ro and the evolutionary parameter e, which we attempt to constrain f rom the QSO-
galaxy cross-correlation results. 
2.4.2 A compctrison of models and data 
We calculate the expected clustering amplitude for a number of different cases 
which are shown in Table 2.3. We first use the known present day galaxy-galaxy 
auto-correlation function wi th ro = 6 Mpc and 7 = 1.8. W i t h clustering evo-
lu t ion which is stable in comoving coordinates this model is inconsistent w i th the 
data for all 2 < 1.5 QSOs at the 3.5(7 level. Clustering which is stable in proper 
coordinates is rejected at the 2.6(T level and clustering evolution which is consistent 
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Table 2.3: Clustering amplitudes, u{d < 120") and Aqg (assuming the given value of 
7 ) , for z < 1.5 QSOs and bj < 23 galaxies in a number of different models, a gives the 
significance of the difference between the models and the observed clustering for all QSOs 
with z < 1.5. No correction is made for the integral constraint. 
ro 7 e uj{e < 120") a 
6.0 1.8 -1.2 0.0430 0.00170 3.5 
6.0 1.8 0.0 0.0245 0.00099 2.6 
6.0 1.8 0.8 0.0175 0.00071 2.2 
14.0 1.8 -1.2 0.1976 0.00797 11.2 
14.0 1.8 0.0 0.1128 0.00454 7.0 
14.0 1.8 0.8 0.0805 0.00324 5.4 
8.8 2.2 -1.2 0.3179 0.00233 17.2 
8.8 2.2 0.0 0.1867 0.00136 10.7 
8.8 2.2 0.8 0.1360 0.00010 8.2 
w i t h linear theory is rejected at the 2.2a level. I f we allow for an integral constraint 
of ~ 0.006, which of course assumes a clustering amplitude similar to the auto-
correlation amplitude of bj < 23 galaxies, the significance of the results are only 
changed by ~ 0.3cr. I f we use the measured cross-correlation amplitude to estimate 
an integral constraint then this correction would be considerably smaller. In fact the 
integral constraint would be negative, increasing the significance of the above rejec-
tions. Results f r o m two other sets of parameters are also shown in Table 2.3. W i t h 
a clustering amplitude similar to that of the cluster-cluster auto-correlation function 
ro = 14 Mpc and 7 = 1.8 (Dalton et al., 1994), the lowest amplitude found (as-
suming linear theory growth) is 5a too high compared wi th the data. We then t ry a 
model which fits the galaxy-cluster cross-correlation function, ro = 8.8 Mpc and 
7 = 2.2, (Li l je & Efstathiou, 1988). This model, which might be a better estimate of 
our expected signal i f QSOs were found only in rich clusters, is comfortably rejected 
for any reasonable rate of evolution. Ideally we would attempt to find the best fit 
values for ro and e using maximum likelihood techniques. However, as the measured 
cross-clustering amplitude is marginally negative, these best fit values would have 
no physical meaning. We therefore follow the above method to constrain particular 
models. 
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Figure 2.9: u){B) calculated from the models discussed in the text compared to the results 
from all QSOs with z < 1.5 correlated with 6j < 23 galaxies. The sohd curves show models 
with comoving clustering evolution (e = -1.2) and amphtudes of ro = 14 Mpc (upper) 
and 6 Mpc (lower). The dotted curves show models with hnear theory clustering 
evolution (e = 0.8) and amphtudes of ro = 14 Mpc (upper) and 6 Mpc (lower). 
2.5 Discussion 
I t is clear that there is strong disagreement between the clustering results presented 
here and a range of models. This is demonstrated by Fig. 2.9 which shows the 
cross-correlation function between QSOs at 2 < 1.5 and 6j < 23 galaxies compared 
to a number of the models described above. We found a significant rejection of a 
number of the models wi th in 2'. From Fig. 2.9 i t is clear that the disagreement is 
also severe on scales up to ~ 8'. The cross-correlation is, on average, negative up to 
this scale and inclusion of an integral constraint of the magnitude discussed above 
(Section 2.2) has no significant effect on this statement. At z < 1.5 the correlation 
w i t h i n 120" is uj{6 < 120") = - 0 . 0 2 7 ± 0 . 0 2 0 , and at z > 1.5, the combined X-ray and 
optically selected sample has a clustering amplitude of a;(^ < 120") = —0.028±0.021, 
almost identical to that found at lower redshift. I f we assume that a non-zero cross-
correlation is only produced by physically associated QSOs and galaxies then the 
above results give us strong constraints on the environments of radio-quiet QSOs up 
to 2 ~ 1.5. Out to this redshift we st i l l expect to see significant numbers of galaxies 
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w i t h a l im i t i ng magnitude of 6j = 23. The local luminosity function has M j ~ -19.7 
(e.g. Ratcliffe, 1996 ) which is equivalent to 6j = 23 and 24 for z = 1.0 and z — 1.5 
wi thout K-corrections. A combination of K-correction and reasonable luminosity 
evolution (Pozzetti et al., 1996) leaves these values largely unchanged (particularly 
for late type galaxies) and thus at z = 1 we reach ~ M* and at z = 1.5 about 1 
mag brighter than M*. We can firmly reject the hypothesis that the QSOs in our 
data set exist in rich environments similar to galaxy clusters. This is true for a wide 
range of evolutionary rates (parameterised by e). A scenario in which QSOs have 
poorer environments, similar to 'normal ' galaxies, is a more acceptable alternative, 
although this st i l l gives a clustering amplitude which is inconsistent wi th the data 
at the 2 — 3cr level. 
We see a significant anti-correlation in our data, which cannot be explained by 
the conventional clustering models used above, but the data give us various clues 
as to the source of this signal. First, we find that the optically selected QSOs show 
more anti-correlation than the X-ray selected samples, particularly at high redshift. 
Second, when we sub-divide the galaxy samples on the basis of colour (for only two 
fields), we find that the red galaxies show a much stronger anti-correlation than 
the blue galaxies. I t has been established that the auto-correlation amplitude for 
fa int red galaxies is significantly higher than for faint blue galaxies (Roche et al., 
1996). This is easily understood i f the redder galaxies lie predominantly at low 
redshift while the high redshift ta i l of the galaxy distribution is composed of the 
blue population. Of course, early type galaxies are also more numerous in rich 
structures such as galaxy clusters. I t therefore appears that QSOs tend to show an 
anti-correlation w i t h galaxies in rich environments at low redshift. 
The possible causes of this signal are either obscuration by high densities of dust 
i n r ich structures or gravitational lensing which can cause an anti-correlation i f the 
QSO number-counts slope is flat (see Chapter 5). The optical QSOs in the sample 
are i n the magnitude range where the number counts are flat, ~ 0.3, compared to 
the cri t ical slope of 0.4 which is the slope required for zero-correlation. The X-
ray selected QSOs, i n contrast, have a logA^ — log5 slope of 2.52 ± 0.3 at bright 
magnitudes turning over to 1.1 ± 0.9 (Georgantopoulos et al., 1996). The critical 
logA'' — l o g s ' slope is 1.0 so we expect no anti-correlation (although i t should be 
noted that the errors in the slope at faint fluxes are large). In Chapter 5 we show 
that even extreme estimates of galaxy masses could only produce anti-correlations 
~ —0.02 to —0.03. This extreme model can just account for the anti-correlation 
measured at z < 1.5. Lensing could reduce the inconsistency between our results 
32 
and the lowest amplitude clustering models to only ~ la, while the inconsistency 
w i t h the strongly clustered models is st i l l very significant. Lensing does not appear 
to explain the larger anti-correlation found at z > 1.8 between the 6j < 23 galaxies 
and optical QSOs, although i t should be noted that this signal is due to a relatively 
small number of QSOs. A final possibility is that QSOs at low redshift might avoid 
rich environments. However, we have only a small number of QSOs at low redshift 
which are i n fields that contain colour information (7 QSOs at 2 < 1), and also, 
other observations (Smith et al., 1995) find a low but positive correlation between 
QSOs and galaxies at low redshift. 
2.6 Conclusions 
We have carried out an investigation of the environments of a large sample of QSOs 
( ~ 150), using deep A A T photographic plates in 5 independent areas. The QSOs 
were selected by optical colour techniques and using deep X-ray exposures f rom 
ROSAT. We draw the following conclusions: 
1. Only a small number of QSOs ( ~ 4 - 5) show significant positive correla-
t ion w i t h 6j < 23 galaxies; most QSOs show zero or negative correlations. For a 
combination of all QSOs at 2 < 1.5 we find u{e < 120") = -0.027 ± 0.020. 
2. Optically and X-ray selected QSOs show marginally different properties, wi th 
the optical sample being more anti-correlated than the X-ray sample; for 2 < 1.5 
u^{9 < 120") = -0.018 ± 0.022, while LOo{e < 120") = -0.051 ± 0.027. At high, 
2 > 2, redshift the optical QSOs become more anti-correlated wi th galaxies. 
3. Analysis of two fields w i th colour information suggests that the anti-correlation 
is stronger in the red galaxy population than the blue population. 
4. The cross-correlation results are compared wi th models including clustering 
evolution. Models which have clustering amplitudes similar to that of galaxy clusters 
(ro ~ 14 Mpc) wi th a wide range of evolutionary rates are ruled out. The 
data are more consistent w i th a low clustering amplitude, similar to that of the 
galaxy auto-correlation function, although ro = 6 Mpc combined wi th linear 
theory evolution st i l l gives too high an amplitude at the 2a level. I f gravitational 
lensing causes some of the measured anti-correlation, the disagreement wi th the low 
amplitude clustering model could be reduced to ~ la. 
33 
5. We suggest that the anti-correlation found could be due to gravitational lens-
ing, which is particularly suggested by the fact that optical QSOs and red galaxies 
show the strongest anti-correlation. This is investigated further in Chapter 5. A n 
extreme lensing model could account for most of the measured anti-correlation at 
2 < 1.5. However, even this extreme lensing model does not significantly affect our 
conclusions when comparing the data to clustering models. 
The results presented here clearly reject the notion that radio-quiet QSOs exist in 
r ich cluster-like environments up to 2 ~ 1.5. Beyond this redshift we require deeper 
images to determine the environments of QSOs. Our results are consistent wi th 
those of Boyle &: Couch (1993) who find no correlation between i? ~ 23 galaxies 
and QSOs in the redshift range 0.9 < 2 < 1.5. EUingson et al., (1991) find a 
marginal positive signal at 2 < 0.6, which is consistent wi th our data (although 
we have a small number of QSOs at these low redshifts). Our data appear to be 
inconsistent w i t h those of Hutchings et al., (1995) who find that a sample of 14 QSOs 
are associated wi th compact groups of star forming galaxies. We conclude that our 
results continue to uphold the hypothesis that QSOs are not strongly biased wi th 
respect to the galaxy population, but are more likely to trace the distribution of 
'normal ' galaxies. 
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Chapter 3 
Evolution of QSO Clustering 
3.1 Introduction 
I n this chapter we present an analysis of various QSO surveys. In particular we look 
at the clustering properties of four recent QSO samples. Much of the motivation for 
this analysis has been described in Chapter 1. A t present, i t is technically impossible 
to obtain spectra (and therefore redshifts) for large, statistically complete samples 
of high redshift (z > 1) galaxies. However, the statistics of QSO samples can be 
used to study the Universe at these high redshifts. 
We have two entwined problems to resolve: Firstly we need to know how the QSO 
distr ibution samples the underlying density field. This relationship can generally be 
both a funct ion of redshift and scale. We can introduce the concept of bias to 
describe this relation between the observable tracers of large-scale structure (in our 
case, QSOs) and the density perturbations in the mass distribution. Once this first, 
highly non-trivial , problem is overcome we can use the statistics of QSO clustering 
and its evolution over t ime to constrain cosmological parameters, in particular the 
density parameter, Q,o, and the cosmological constant, Aq. In reality these two 
problems are closely associated and difficult to separate. We therefore use methods 
of analysis which allow for both biasing and cosmology. 
The first QSO survey to show clustering in a well defined sample was the 
D u r h a m / A A T QSO survey (Boyle, 1986; Boyle et al., 1990). This showed clustering 
on scales of < 10 Mpc (Shanks et al., 1987). A large scale QSO 'supercluster' 
was found in the C F H T survey of 215 QSOs (Crampton et al., 1985; Crampton 
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et al., 1987; Crampton et al., 1989) at 2 = 1.1 which has dimensions ~ 50 Mpc 
in comoving coordinates. However, no significant clustering was found in the re-
mainder of the survey. Shanks & Boyle (1994) (henceforth SB94), combined the 
completed D u r h a m / A A T U V X sample (Boyle et al., 1990) wi th the CFHT survey 
and the E S O / A A T sample (Boyle et al., 1991; Zitel l i et al., 1992) of 83 UVX/colour 
selected QSOs to obtain statistics on a sample of ~ 700 QSOs, finding significant 
clustering on scales < 10 Mpc. 
Georgantopoulos (1991) (see also Georgantopoulos k Shanks, 1994), carried out 
a similar analysis on the low redshift Seyferts i n the IRAS Point Source Catalogue 
(de Gr i jp et al., 1987) and a 2a clustering signal was found on scales less than 
10 Mpc. Boyle & Mo (1993) obtained clustering statistics for the QSOs at low 
redshift ( 2 < 0.2) in the Einstein Extended Medium Sensitivity Survey (EMSS) 
but did not find a significant clustering signal at small scales. Both of these low 
redshift results are consistent wi th the amplitude of QSO clustering at 2 = 1.4 if 
there is no evolution of the clustering in comoving coordinates. This previous work 
suggests only a small amount of evolution f rom a redshift of 2 = 0.1 to z = 1.4 i f 
we can assume that the low and high redshift samples come f rom the same parent 
population. 
Below we describe the QSO samples that are used in this analysis and then in 
Section 2.3 discuss in detail the techniques used to calculate the auto-correlation 
funct ion for QSOs, paying particular attention to the effects of cosmology and es-
timates of errors. Section 2.4 contains the results obtained f r o m the correlation 
analysis of the QSO surveys and the rest of the chapter is devoted to interpreting 
these clustering results, in particular looking at clustering evolution and biasing. 
3.2 Data 
3.2.1 The QSO samples 
The largest of the four surveys used in this analysis is the Large Bright Quasar 
Survey (LBQS) (Hewett et al., 1995). This consists of 18 United Kingdom Schmidt 
Telescope (UKST) field areas, each 6° x 6°, eleven along the equator {6 = 0°), four 
in the direction of the Virgo Cluster, and three in the South. QSOs were selected 
using U K S T objective prism plates, and broad band fluxes were obtained f rom 
direct plates in the bj band. Both sets of plates were scanned by the Automatic 
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Plate Measuring ( A P M ) machine. The bright magnitude l im i t for the survey is 
6j = 16.0 and the faint magnitude l imi t varies f rom field to field in the range 
18.41 < 6j lim < 18.85. A conservative error of A m = 0.15 (Foltz et al., 1987) is. 
suggested for the QSO magnitudes. Follow-up spectroscopy was obtained f rom the 
Mul t ip le Mir ror Telescope ( M M T ) and the Las Campanas Du Pont Telescope. The 
survey contains a total of 1053 QSOs and their redshift distribution can be seen in 
Fig . 3.1. 
The D u r h a m / A A T QSO survey (Boyle et al., 1990) is a colour selected QSO 
catalogue, using the Ultra-Violet Excess ( U V X ) technique. Colours were obtained 
f r o m COSMOS measurements of eight sets of UKST plates in the bj and u bands 
and QSO candidates were selected f rom their blue u — b colours. The faint l imi t ing 
magnitude is & = 21. Spectroscopy was carried out using the FOCAP system at the 
Anglo-Australian Telescope ( A A T ) in 34 40' diameter fields randomly placed within 
the U K S T plate areas. The sample contains 392 QSOs wi th redshifts in the range 
0.3 < 2 < 2.2 (the effective range of the U V X selection technique). 
The th i rd survey used is the Canada-France-Hawaii Telescope (CFHT) Survey 
(Crampton et al., 1989). This is an objective prism/colour selected sample based 
on four C F H T plate areas. One of the sub-fields wi th in these plate areas may not 
be representative of the underlying QSO distribution as observations in this field 
(at 12*^48™ - f 27°) were concentrated on a previously known QSO 'supercluster' at 
z = 1.1. When considering this survey we w i l l quote results both wi th and without 
the region 0.9 < z < 1.2 in this field included in our analysis (removing this region 
rejects 30 QSOs f r o m the sample). The faint Hmit for this survey is B — 20.5. A t 
this l im i t there are 215 QSOs wi th in the same redshift range as the Durham/AAT 
survey. 
Lastly, the E S O / A A T survey (Boyle et al., 1991; Zitell i et al., 1992) is a smaller 
co lou r /UVX selected survey using A A T and European Southern Observatory (ESO) 
3.6m telescope plates to a fainter l imi t ing magnitude oi B — 22.5. Spectroscopy was 
carried out using FOCAP and EFOSC. The sample contains 83 QSOs in the range 
0.3 < z < 2.2. 
3.2.2 Comparison of LBQS and other surveys 
The LBQS has a considerably brighter magnitude l imi t than the three other surveys 
used in this work, which raises particular problems when considering clustering 
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Figure 3.1: The redshift distributions, i V ( 2 ) , for the surveys used in this analysis, (a) 
The Durham/AAT and LBQS samples, and (b) the CFHT and ESO/AAT samples. Each 
is plotted with a fitted polynomial, the first three samples using individual fits and the 
ESO/AAT using a normahzed Durham/AAT fit. These polynomials are used in producing 
the random samples for our calculations of the correlation function. 
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analysis. The number-magnitude relation for QSOs is particularly steep over the 
range covered by the LBQS and only flattens at 5 ~ 19.15, 
n ( < B) oc r0°-«^^ {B < 19.15) (3.1) 
n ( < B) oc 10°- ' '^ {B > 19.15) (3.2) 
(Boyle et al., 1988b). The LBQS therefore has a much lower surface density of QSOs 
than the three other surveys. A t a l imi t ing magnitude of 6j = 18.41 the LBQS has 
an effective area of 453.8 deg^ and 667 QSOs (Hewett et al., 1993) implying a surface 
density of 1.47 QSOs deg~^. By comparison, the D u r h a m / A A T survey has a surface 
density of 33.05 QSOs deg"'^. The accuracy of the two-point correlation function, 
({r), defined in Eq. 1.8, is strongly dependent on the number of QSO-QSO pairs 
at a scale r. I t is only when we reach large scales ( ~ 100 Mpc) that the LBQS 
has more pairs per bin in r than the Durham/AAT sample which is less than twice 
the size of the LBQS. Thus while at small scales the Durham/AAT, ESO/AAT and 
C F H T surveys contribute most of the signal, the LBQS is dominant at the largest 
scales. The shape of the LBQS redshift distribution is also significantly different f rom 
that of the other three samples (see Fig. 3.1), peaking at a much lower redshift, so 
weighting any results towards low redshift. The U V X selection technique can only 
be used to a redshift of z = 2.2, so we shall generally carry out our analysis below 
this redshift l i m i t . 
3.3 Techniques 
3.3.1 Correlation function estimates 
We use the two-point correlation function as our main estimator of the clustering 
properties of the above QSO samples. This is defined in Eq. 1.8, but when studying 
a distr ibution of point sources rather than a density field this can be defined as 
^ ( r ) = (<5n(x + r ) ^ n ( x ) ) (3.3) 
where n ( x ) is the number density of sources. 
On the scales probed w i t h the QSO correlation function, separation is a strong 
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funct ion of cosmology. We use the method of Osmer (1981) which uses the coordi-
nate transformation in the Friedmann-Robertson-Walker metric (Eq. 1.1), 
X ' = X -H a [ V l - kX^ - (1 - V l - A;a2)(X.a/a')] (3.4) 
(Weinberg, 1972) where a = ( 0 , 0 , - 5 i ) and X = ( 5 2 sin(^), 0, 52 cos(^)). Si and 
S2 are the dimensionless comoving distances to QSOs 1 and 2 respectively, and 6 
is their angular separation on the sky. This is a relatively simple transformation, 
however, the values 5 i and 5 2 depend on the cosmological model used. Taking Eq. 
1.1, w i t h o?T = 0 for a photon and assuming the photon travels along a radial path, 
we have 
^ ' - - f f i ( 3 . ) 
Integrating this equation f rom the time of emission of the photon {te) to the present 
(to) gives, 
r dr _ r^o cdt_ _ da 
Jo y/l — kr"^ Jte a{t) 7a. ad 
Wr i t i ng this equation in terms of redshift (using Eqs. 1.2 and 1.6) we can find the 
comoving distance to an object w i th redshift, z. This distance is given by 
c 
X = 
r 
HoaoJo ^Qoil + z f - ( f Ho -qo- 1)(1 + zy + ^ - q o 
and 
(3.7) 
sin(x) k = I 
X k = 0 (3.8) 
sinh(x) k — —1 
When we are considering the case of AQ = 0, Eq. 3.7 reduces to 
c d i 
X — Hoao Jo (1 + z)^ynoz + 1 
and we can solve exactly, obtaining 
r (3.9) 
Jo (l+z)y/noZ  l ^ ' 
zqo + (go - l){V2zqo + 1-1) 
For Ao 7^  0 the integral can only be solved numerically, however an approximation 
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Figure 3.2: ds/dz as a function of redshift, normalized to ds/d^ for go = 0.5, where s is 
the comoving distance. This is plotted for some of the cosmologies used in our analysis, 
namely go = 0-5 and go = 0.01 with Ao = 0, and fiat low flo models with AQ = 0.97 and 
1.0. 
(Peebles, 1984) can be used for inflationary (i.e. flat, A; = 0) A models, 
.s = ^ f o r l + z < ( n o ( 3 . 1 1 ) 
The correlation function is a difference of two comoving distances, so an assumed 
cosmology w i l l affect ^ via ds/dz. In Fig. 3.2 we plot the relative ds/dz compared to 
a go = 0.5 universe for a number of different cosmologies. The above approximation 
for inflationary A is only exact for f^o = 0 and Ao = 1. For Qo = 0.03 (with 
Ao = 0.97) the approximation deviates f rom the true value by 10 per cent at z = 1 
and 34 per cent at 2 = 2. In this analysis we shall integrate Eq. 3.7 numerically for 
Ao 7^  0 cosmologies. The comoving separation is then given by 
r = 
arcsin(|X' |) k = 1 
| X ' | k = 0 
arcsinh(lX'l) k ^ - 1 
(3.12) 
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We use the following estimator to obtain the two-point correlation function: 
where A q^q is the number of QSO-QSO pairs at a separation r ± 5r /2 and A^ qr is 
the number of QSO-random pairs in the same interval. The 2nj./{nq — 1) term 
normalizes the number of randoms to the number of QSOs, being the number of 
QSOs and nr the number of random points. We use Uj- = lOOnq wi th in each field. 
As the magnitude l imits for each LBQS field differ, the number of random points 
is normalized to the number of QSOs in the individual fields. We give each point 
a random RA, declination and a random redshift weighted by the overall N{z) for 
the QSO sample. Other estimators for the two-point correlation function have been 
suggested, such as 
(Hamil ton, 1993). These other methods were tested but they were not found to be 
significantly different f rom the estimator in Eq. 3.13, which was used as i t requires 
significantly less computational t ime (as no A'rr(r) term is needed). 
A comment is required concerning the variable effective area in different LBQS 
fields. A l l the LBQS fields cover 5.8° x 5.8°. However, each field has different regions 
removed due to overlapping spectra, step-wedges and bright images (Hewett et al., 
1995). We calculate if ( r ) for the LBQS by two different methods, the first is to simply 
take the 5.8° x 5.8° area (apart f rom those fields which overlap, where the overlaps 
are removed f rom one of the fields) and distribute randoms wi th in this region wi th 
no regard to any holes in the effective area. The second is to use the real positions 
of the LBQS QSOs for our random points, but randomly shuffle their redshifts. We 
then use 1000 realisations of this process to obtain a mean number of QSO-random 
pairs. When we compare the two processes we find no significant difference; the 
r.m.s.difference between the two estimates is 0.26cr where a is the error on the first 
estimator. This is not altogether unexpected as the LBQS survey regions are much 
more extended in the radial direction than in the angular direction. Holes in the 
field would only be expected to contribute to any signal at large scales, and at large 
scales the redshift component of the distance dominates the signal. Throughout this 
analysis we w i l l use the first estimator as this should give a less biased estimate of 
clustering on small scales. 
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No correlation between fields is attempted, as any systematic magnitude calibra-
t ion error between fields would mean a considerable QSO density variation. I f we 
use a fo rm for the bright counts such that A^(< B) oc 10°-^^ then a ~ 0.1 mag error 
in the zero point magnitude produces a 20 per cent variation in the QSO surface 
density. Our normalization is such that i t forces the integral correlation function to 
zero on the very largest scales probed. On small scales we also use the integrated 
correlation function, i f ( r ) , where 
- r ax)x'dx (3.15) 
r"* Jo 
To estimate this we simply use the same estimator in Eq. 3.13, but for pairs at 
separation 0 to r . 
3.3.2 E r r o r analysis 
Field-to-f ie ld variat ion of number density 
We look at the field-to-field variance of the number of QSOs in the LBQS, taking 
the 18 fields and considering the number counts of QSOs to a l imi t ing magnitude of 
b] = 18.41 ma;g. A test is carried out on the hypothesis that the fields are derived 
f r o m the same population. The result is = 33.92 for 17 degrees of freedom, which 
is a rejection of the hypothesis at a 99 per cent significance level. Most of this 
variation comes f r o m three fields, two equatorial, 01^00" 00°00', 22^40"> 00°00', and 
one southern, 00^53"" - 2 8 ° 0 0 ' , w i th 56, 24 and 57 QSOs respectively. Without 
these fields a x^ test gives x^ = 16.47 on 14 degrees of freedom, only significant at 
the 70 per cent level. A possible cause of this effect could be residual magnitude 
errors after calibration, although CCD sequences were used to obtain zero-points 
and linearize the A P M magnitudes. Hewett et al., (1995) suggests that there could 
s t i l l be systematic variations across individual fields of up to 0.1 mag. This justifies 
our decision not to correlate QSOs between individual fields. 
Corre la t ion function errors 
Analysis of errors i n the two-point correlation function is an area of some debate. 
I n the case of QSOs we have the particular problem that at small scales there are 
only a small number of pairs, while at the largest scales we can probe, ({r) has 
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an intrinsically lower amplitude causing any signal to be close to the noise. To 
determine our errors, particularly on larger scales, we have carried out an analysis 
of several different error estimators to find the most accurate and consistent errors 
for our estimates of the QSO C{r). We consider Poisson errors, field-to-field errors, 
simulations and bootstrap methods (Barrow et al., 1984) to produce-estimates for 
the error on the QSO correlation function. 
The Poisson noise due to the number of pairs in the sample is 
A ^ ^ l t i (3.16) 
This estimate should be valid at small scales if the signal is st i l l relatively low. The 
number of pairs is small so most pairs are independent and contribute independent 
information to the correlation function. A t large scales QSO pairs become less 
independent, and one might expect that nq would be a more reaHstic error estimate 
than TVqq. 
For field-to-field errors we have split the LBQS survey up into five regions, each 
containing ~ 170 QSOs, calculating the variance between these five different corre-
lation function estimates. We produced multiple random (a good approximation to 
the survey due to the small number of correlated pairs) simulations of the LBQS 
survey region and found the variance f rom the estimates of ^{r) f rom these simula-
tions. The bootstrap re-sampling was carried out by randomly selecting a sample 
of n QSOs f r o m a total of n QSOs with replacement. For both the simulations and 
bootstrap re-sampling 100 realisations were used. 
In Fig. 3.3 we plot the error estimates normalized to the Poisson (^A^qq) error 
for the LBQS sample. The field-to-field variance has a large scatter over all scales 
probed by the LBQS i f ( r ) , but Aiffieid-fieid is approximately consistent w i th ^JN^ 
at all these scales. The variance calculated f rom simulations is also consistent wi th 
Poisson errors on all scales. The errors resulting f rom the bootstrap method are 
1.7 times larger than the ^N^q at all scales. This is consistent wi th a suggested 
analytical expression for the bootstrap error (Mo et al., 1992), 
AN'^ (r) 
<ot{r) ^ 3A^qq(r) + (3.17) 
This expression was formulated assuming a large contiguous region in which the edge 
effects are negligible. This is obviously not the case for any of the QSO surveys. 
As a result the second term in the above expression is always small, particularly as 
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Figure 3.3: Relative estimates of the errors in the 2-point correlation function from 
simulations (open squares), field-to-field variation (filled squares), bootstrap re-sampling 
(crosses), and n]!'^ (sohd line), normalized to N\i^ for the LBQS sample. The dotted hne 
is = (3A''qq)^/^, the expected relative error from bootstrap estimates. 
there is no attempt to correlate QSOs between fields. Hence ^ihootl\JNt^a — at 
all scales. 
A t small scales we know that the bootstrap errors overestimate the true er-
rors (Mo et al. , 1992). We should therefore use y ^ A ^ errors on these scales as 
they are consistent w i th both field-field and simulation errors. On larger scales 
( > 100 Mpc) the choice is not so obvious. Bootstrap errors should be more 
realistic on these scales but st i l l overestimate the field-to-field and simulated errors 
by a factor of \ /3 . nq errors are consistent wi th A^ qq errors at ~ 100 Mpc and 
consistent w i th bootstrap estimators at ~ 1000 Mpc. For these reasons (and 
because of the large amount of time needed to run simulations for every case) the 
correlation function for the QSOs w i l l be plotted using ^JN^<^ errors unt i l A^ qq = rzq, 
then w i t h y/n^ at larger scales. I t should be noted that the major i ty of our analysis 
w i l l be carried out below 50 Mpc and in this region i t is clear that ^ A ^ is the 
best choice. When looking for low amplitude signals at larger scales the simulations 
w i l l be used to obtain a reliable estimate of the uncertainty. 
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3.4 Results at Small Scales 
Correlation functions out to r = 100 Mpc are shown in Fig. 3.4. Figs. 3.4a and 
3.4b show the correlation functions for LBQS and D u r h a m / A A T on log-log plots 
for go = 0.5. The LBQS in particular does not have a strongly significant signal at 
small scales due to the small number of QSO-QSO pairs at < 10 Mpc (only five) 
in the survey. W i t h i n the large errors the two surveys both'appear to be consistent 
w i t h the power law, 
((r) = (3.18) 
.7-0. 
w i t h To = 6 Mpc and 7 = 1.8. A x^ test on the hypothesis that the data 
fit this power law gives x^ = 6.852 (6 degrees of freedom) and x^ = 1-608 (4 
degrees of freedom) for the D u r h a m / A A T and LBQS samples respectively, hence 
the probabilities of the hypothesis being rejected are small, 0.665 and 0.193. This 
test was carried out below 30 Mpc. The pair-weighted combined QSO if(r ) for 
the E S O / A A T and C F H T samples is plotted in Fig. 3.4c. This plot is corrected 
f r o m the previous version in SB94, which contained an error producing more small 
scale power and an anti-correlation on scales of ~ 40 — 100 Mpc. The corrected 
version of this plot shows excess power over that expected f rom the = 6 Mpc 
power law at the 30 Mpc scale. This excess power is f rom the QSO 'supercluster' 
i n the C F H T sample. When the region around the 'supercluster' is removed, the 
data are consistent w i t h the above power law. Fig 3.4d shows the four surveys 
combined, using a simple pair weighting. The errors are obtained f rom Eq. 3.16 and 
are significantly improved by combining the data. I t is possible to find a best fit 
power law to these data, using a minimum x^ fit. For go = 0.5 the best fit (without 
the C F H T 'supercluster') is TQ = 4.00 ± 1.14 and 7 = 1.59 ± 0.46 (ro = 4.96 ± 1.13 
and 7 = 1.40 ± 0 . 3 0 wi th the CFHT 'supercluster'), (see Fig. 3.4d). The fit is made 
between the scales 2 and 32 Mpc. I t should be noted that varying the range 
of scales over which this fit is made makes a considerable difference to the best fit 
parameters, demonstrating that a significantly larger sample is required to obtain a 
robust result. 
Another measure of the clustering amplitude on small scales is the value <f ( r ) (Eq. 
3.15). We calculate this at two scales, r = 10 Mpc and r = 25 h~'^ Mpc, the 
results of this are shown in Table 3.1. Shanks k Boyle (1994) find ^(10 / i " ^ Mpc) = 
0.93 ± 0.34 for D u r h a m / A A T , C F H T (without cluster) and E S O / A A T combined. 
W i t h the corrected analysis for CFHT and E S O / A A T this becomes ^(10) = 0.74 ± 
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Figure 3.4: QSO correlation functions on small scales for fio = 1.0 in the redshift range 
0.3 < z < 2.2. (a) The LBQS, (b) the Durham/AAT sample, (c) the corrected ESO/AAT 
and CFHT combined (open squares with the redshift range 0.9 - 1.2 removed in the 
12^48™ + 27° field) and (d) all surveys combined (again the open symbols are with the 
CFHT 'supercluster' removed). The soUd hne in all the plots is a power law with ro — 
6 Mpc and 7 = 1.8. Dashed and dotted Unes in (d) are the best fi t power laws with 
and without the CFHT 'supercluster' respectively. The data is binned with Alog(r') = 0.2. 
47 
Table 3.1: The integrated QSO clustering, ^, within 10 h''^ Mpc and 25 h ^ Mpc, for 
the LBQS and for all surveys combined (excluding the CFHT 'supercluster'). The results 
are fisted for various cosmologies. 
Ao LBQS ^(10) A l l ^"(10) A l l ^(25) 
1 0 1.86 ± 1 . 2 8 0.83 ± 0 . 2 9 0.16 ± 0 . 0 8 
0.1 0 1.06 ± 1 . 4 5 1.09 ± 0 . 4 7 0.21 ± 0 . 1 1 
0.02 0 1.09 ± 1 . 4 8 1.01 ± 0 . 5 0 0.28 ± 0 . 1 2 
0.2 0.8 2.42 ± 2 . 4 2 1.01 ± 0 . 5 8 0.35 ± 0 . 1 4 
0.03 0.97 1.54 ± 2 . 5 5 0.76 ± 0 . 7 9 0.74 ± 0.23 
0.30. For the LBQS individually, ,^(10) = 1.86 ± 1.28 (there are only 5 QSO-QSO 
pairs wi th in 10 Mpc) , and combining this wi th the other surveys, ^(10) = 
0.83 ± 0.29. These results and those for other cosmologies are shown in Table 3.1. 
Formally the significance of a rejection of a Poisson random distribution is 3.8a 
(by comparing 39 pairs found to 21.3 expected). In cosmologies wi th low Qq, we 
generally find a higher amplitude but larger errors, as pairs move out to larger scales. 
For qo = 0.01, ({10) = 1.01 ± 0 . 5 0 (considering the whole sample without the CFHT 
cluster) and for fio = 0.2 and AQ = 0.8 we find ^(10) - 1.01 ± 0.58, representing a 
formal detection of clustering at the 2.8(7 and 2.5a levels respectively. 
I f the sample (qo = 0.5) is split into redshift bins then for 0.3 < z < 1.4, 
^(10) = 0.97 ± 0.43 and for l.A < z < 2.2, ({10) = 0.68 ± 0.40. Although the high 
redshift signal is lower there is no significant evolution between the two redshift bins. 
Similarly, the best fit power laws for the low and high redshift bins respectively are 
ro = 4.48 ± 1.36, 7 = 2.00 ± 0.92 and ro = 4.08 ± 2.27, 7 = 1.32 ± 0.60 which show 
that . although the high redshift correlation function appears to be lower i t is not 
significantly so. 
3.5 Results at Large Scales 
3.5.1 Clustering in the L B Q S at large scales 
Below we present the results of QSO clustering analysis at larger scales (r > 
20 h-^ Mpc) . The combined QSO sample of the LBQS, D u r h a m / A A T , CFHT and 
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Figure 3.5: The number of QSO-QSO pairs as a function of scale (for 
LBQS (solid line) and the Durham/AAT sample (dotted hne). 
1) for the 
E S O / A A T surveys gives a total of over 1500 QSOs between z = 0.3 and z = 2.2. 
I n Section 3.4 i t was pointed out that the LBQS makes very ht t le contribution 
to clustering statistics on scales less than ~ 10 Mpc. However, on larger scales 
the LBQS is an important new probe of structure. The count of QSO pairs peaks at 
around 800 — 900 Mpc and Fig. 3.5 shows this pair distribution as a function of 
scale (for 0.3 < z < 2.2). The D u r h a m / A A T survey has a higher pair count below 
100 Mpc, but above this scale the LBQS starts to dominate the signal. 
First , we have calculated ({r) for the LBQS over the entire redshift range of the 
sample, 0.2 < z < 3.4 (Fig. 3.6). This wi l l actually be heavily weighted towards low 
redshift due to the shape of the LBQS number-redshift relation. The LBQS does not 
show a significant deviation f r o m ^ = 0 on any scale probed, and at scales larger than 
100 Mpc the error on ({r) is only ±0 .03 . In order to compare the LBQS to the 
other samples we have also calculated (,{r) for the LBQS in the range 0.3 < z < 2.2. 
This is shown in Fig. 3.7a, again there is no significant signal at these large scales. 
Results f r o m the D u r h a m / A A T , E S O / A A T and CFHT are also shown on this plot. 
Shanks & Boyle (1994) show an anti-correlation in the D u r h a m / A A T survey on 
scales 40 — 100 Mpc, significant at the 2a level, which is not seen in the LBQS. 
49 
3 I—I 1 11 I I 11 1 1 — I I 1 1 — I I I I I 11 
T 1 I I I I I 1 1 1—I I I I I J 
0.1 
-0.1 
I I I I I I I 11 
100 1000 
n i i i ^ * » ' I ' l l 
10 100 
r (h-'Mpc) 
1000 
Figure 3.6: The two-point correlation function for the LBQS in the redshift range 0.2 < 
z < 3.4. Inset is an expanded version of the plot from 30 to 1000 Mpc. The bins have 
width Alog( r ) = 0.1. 
The signal in the D u r h a m / A A T sample is ^(40 - 100 / i " ^ Mpc) = -0.084 ± 0.036 
(SB94) wi th errors f rom simulations. The corresponding signal in the LBQS is 
^ ( 4 0 - 1 0 0 Mpc) = 0.00 ± 0 . 0 3 4 , again using errors f rom simulations. These two 
values are consistent at the 2a level. The revised ((r) for the C F H T and ESO/AAT 
samples also show no anti-correlation on these scales: (f(40 — 100 Mpc) = 
-0.006 ± 0.041. Therefore there is no evidence in the LBQS, C F H T or ESO/AAT 
samples to support the claimed anti-correlation of Shanks & Boyle (1994), although 
the difference between the surveys is not strongly significant. 
Next , the LBQS was split into redshift bins. For consistency we used the same 
bins as used by SB94, that is 0.3 < z < 1.4 and 1.4 < z < 2.2. The correlation 
functions for these are shown in Fig. 3.7b. In the 0.3 < z < 1.4 case there are 556 
QSOs, and no significant deviations f rom zero are seen at any scale. By contrast, 
in the D u r h a m / A A T sample the anti-correlation seen at 40 - 100 Mpc is seen 
largely i n the lower redshift range. The high redshift sub-sample of the LBQS 
shows only one point that significantly deviates f rom zero. The lack of significant 
deviations f rom if = 0 at large scales is a strong constraint on the inhomogeneity of 
the Universe. 
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Figure 3.7: QSO Correlation functions with qo = 0.5 and 0.3 < 2 < 2.2. (a) the LBQS 
(fiUed squares with errors), Durham/AAT (open squares) and re-analysed CFHT and 
ESO/AAT (filled triangles, open triangles with CFHT 'supercluster' removed), (b) ^(r) 
for LBQS in redshift bins 0.3 < 2 < 1.4 (filled squares) and 1.4 < z < 2.2 (fiUed triangles). 
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3.5.2 Large-scale structure in the combined sample of QSOs 
The ({r) for the combined sample at large scales is shown in Fig. 3.8a, and con-
stitutes one of the most accurate available representations of large-scale structure 
on scales in excess of 50 Mpc. Removing the CFHT 'supercluster' makes l i t -
tle difference on scales > 30 Mpc. In the region at 40 — 100 Mpc that 
caused interest in the D u r h a m / A A T sample, the mean correlation function is now 
((40 - 100 Mpc) = -0.026 ± 0.022 (this error is obtained f rom simulations, note 
that ^ /n^ would give a similar error, ±0.024) . Looking more closely at the region 
around 100 Mpc there are points at 89 and 177 Mpc that are marginally 
(1.5 — 2a) non-zero, so only tentative evidence of a feature on this scale. Positive 
signals near these scales have been seen in pencil-beam galaxy surveys (Broadhurst 
et al., 1990), and i t should be remembered that all the QSO surveys are effectively 
pencil beams, so there is some observational precedent for a signal of this kind. On 
scales greater than 200 Mpc there are no deviations away f rom a Poisson distri-
but ion. Split t ing the combined sample into redshift bins. Fig. 3.8b, we see that both 
redshift bins contribute to the signal at ~ 100 Mpc but no distinctive features 
are seen. In the combined sample, we therefore have even tighter constraints on 
inhomogeneity in the Universe. The upper limits at r > 100 Mpc are at the 
~ 0.025 level. 
Galaxy redshift surveys show impressive amounts of structure when the galaxy 
distr ibution is mapped out (e.g. Ratcliffe 1996) . This produces a significant sig-
nal i n the correlation function at scales of ~ 20 — 30 Mpc, as demonstrated 
by the Durham/UKST Galaxy Redshift Survey (Ratcliffe et al., 1997), the Las 
Campanas Galaxy,Redshift Survey (Tucker et al., 1997) and others. The galaxy 
auto-correlation functions for these two surveys are compared to the QSO auto-
correlation function in Fig. 3.9. The Las Campanas data are consistent wi th the 
QSO data while the Durham/UKST result has a slightly higher amplitude on large 
scales. We should, of course, remember that galaxy clustering measurements are at 
z ~ 0 while the QSOs have a mean redshift of z = 1.27. Nevertheless, the similarities 
between the galaxies and QSOs are clear. 
3.5.3 QSO ^(r) in low QQ and A 7^  0 models 
The combined QSO correlation functions for qo = 0.01 (AQ = 0) and 0,Q - 0.03, 
AQ = 0.97 are shown in Fig 3.10. Fig. 3.2 has shown how the differential comoving 
52 
0.3 
0.2 h 
0.1 H 
-0.1 
-0.2 
0.8 
0.6 
- 1 1 — I — I — n - - I 1 1 — I — I I I 
0.4 h 
0.2 
-0.2 
(a) All 
q^ =0.5 0.3<z<2.2 
_ i I I I _ l I I 1 — L 
100 
r (h-'Mpc) 
1000 
- 1 1 — I — I — r — r 
(b) All. (u=0.5 
• 0.3<z<1.4 
» 1.4<z<2.2 
1 
I I I I I I _ i I 1 1 — I — r I I 
100 
r (h-'Mpc) 
1000 
Figure 3.8: The QSO correlation function for the combined sample at large scales, for 
go = 0.5. (a) Redshift range 0.3 < z < 2.2 (open squares with the CFHT 'supercluster' 
removed), (b) 0.3 < z < 1.4 without CFHT 'supercluster' (filled squares) and 1.4 < z < 2.2 
(filled triangles). 
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Figure 3.9: The QSO correlation function for the combined sample (with go = 0.5 and 
0.3 < z < 2.2) over the entire range of scales probed. The data are binned with Alog(r) = 
0.2. For clarity only the data without the CFHT 'supercluster' are used. The data are 
compared to local galaxy correlation functions from the Durham/UKST Redshift Survey 
(soUd hne) and the Las Campanas Redshift Survey (dotted Une). 
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Figure 3 .10 : The QSO correlation function for the combined sample with (a) qo = 0 .01 
and (b) inflationary A, fio = 0.03, AQ = 0.97. For clarity we only plot points excluding 
the CFHT 'supercluster'. The dot-dashed hne is ( = ( r / 6 ) - i - ^ 
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Figure 3.10: The QSO correlation function for CIQ - 0.03, AQ = 0.97 in the redshift 
intervals 0.3 < z < 1.4 (fiUed squares) and 1.4 < z < 2.2 (filled triangles). 
distance varies w^ith cosmology. This effect can be used to discriminate between 
cosmologies i f i t is possible to observe linear features in the correlation function at 
low redshift. Linear theory predicts that features should not change scale as they 
evolve, their only evolution being in amplitude. Hence, i f a linear feature is observed 
at low redshift in the correlation function then a corresponding feature should be 
observable at high redshift, only i f the correct cosmology is assumed. Effectively 
we are using features in the correlation function as standard rods. Both low qq and 
positive A increase the average separation between pairs of QSOs. 
I n Fig. 3.10 we plot the QSO ^ ( r ) for fio = 0.03 and AQ = 0.97 in the two 
redshift bins used above. From low to high redshift we expect a doubling of the 
scale of any real feature, i f qo = 0.5 is the correct cosmology. A t some level this 
w i l l be watered down by the angular separation of the QSOs, but all the samples 
considered in this chapter are of a geometry which is much more extended in the 
radial direction. There are marginal anti-correlations seen, at ~ 280 Mpc at 
low redshift, and at ~ 200 Mpc at high redshift. Unfortunately these signals 
are not significant enough to use as convincing 'standard rods'. 
To quantify the effect of cosmology (at a somewhat smaller scale), we calculate 
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(^(25 Mpc) (see Table 3.1). W i t h an inflationary A cosmology this quantity is 
^(25) = 0.74 ± 0.23, and is larger than for other cosmologies without significant 
contributions f rom A. We can compare this measurement in the A cosmology to a 
power law w i t h ro = 6 Mpc and slope of —1.8 (making the simplifying assump-
t ion that this power law extends to ~ 25 Mpc) . These two correlation functions 
are inconsistent at the 2.9(7 (4(7 wi th CFHT 'supercluster') level. I f QSOs randomly 
sample the galaxy distribution (see arguments below), this is a rejection of the A 
model. This test assumes ( is approximately stable in comoving coordinates as a 
funct ion of z. I f ^ did in fact evolve faster the rejection would be stronger. Similarly 
i f the power law turned over before 25 Mpc then the present day clustering 
amplitude would be lower, again increasing the significance of the rejection. The 
same analysis is attempted for a low qo cosmology (^o = 0-01) but no significant 
rejection is found. 
3.6 The Evolution of QSO Clustering in a Biased 
Model 
A t scales of ~ . 10 Mpc the amplitude of the QSO correlation function is such that 
i t is possible to start discriminating between evolutionary models of large-scale struc-
ture. In particular, the redshift evolution of the mass correlation function depends 
strongly on fio- I f QSOs are biased wi th respect to the overall mass distribution, 
this biasing w i l l also play a major role in the evolution of QSO clustering. SB94 
argue that, because the QSO clustering amplitude at high redshift is similar to that 
of nearby galaxies and Seyferts, QSO clustering evolution is approximately stable 
in comoving coordinates. This comoving picture is based on the assumption that 
QSOs, Seyferts and galaxies all have similar clustering properties. However, SB94 
do not give any quantitative statements on the cosmological implications of their 
result. In contrast. Mo & Fang (1993) have used the same data (Durham/AAT and 
C F H T samples), which give the same clustering result at high redshift, to estimate 
a large present day correlation length for QSOs compared to the present day galaxy 
population. They find ro{z = 0) = (18 ± 2) Mpc, by assuming unbiased linear 
theory evolution f rom the high redshift clustering result; that is 1^(2) = ^ ( 0 ) / ( l + z ) ^ . 
This leaves us w i t h a paradox: the high present day amplitude suggests that the 
QSOs are highly biased wi th respect to present day galaxies and hence to the mass 
distr ibution, yet the result is obtained by assuming that the QSOs are unbiased. 
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Below, we have constructed a simple and consistent model of QSO clustering 
evolution, that can be used to compare high redshift QSO clustering and the low z 
Seyfert clustering amplitude (Georgantopoulos h Shanks, 1994; Boyle & Mo, 1993). 
To s impl i fy the model we wi l l consider clustering in the linear regime, using the 
peaks-bias formalism (Bardeen et al., 1986). This formalism is not used in the sense 
that QSOs are rare, therefore very high peaks, and therefore strongly clustered. I t 
is simply stating that above a given threshold QSOs are able to fo rm, but may only 
f o r m in a random fraction of the peaks that are above that threshold. Bardeen et 
al (1986) defines the bias parameter h as, 
* = i | + l (3.19) 
where a{t) is the r.m.s. f luctuation in the mass distribution and {i)) defines some 
threshold above which QSOs/galaxies can form. I f we assume that {v) is a constant 
then the dependence of b on redshift is contained in cr(i). This w i l l scale as Spfp 
and hence for JIQ = 1 
6(2) = ( 6 ( 0 ) - l ) ( l + z) + l (3.20) 
This evolution of bias can also be derived using a simple physical model where the 
QSOs are formed at a specific t ime by a mechanism which produces biasing and are 
then allowed to move under the influence of gravity. Fry (1996) shows that, to first 
order, the galaxy density contrast, 
«,(x,<) = = i ^ (3.21) 
satisfies the relation 
= - e ^ aSo (3.22) 
ot 
where SQ is the density contrast (Eq. 1.7) at some ini t ia l t ime, 6 is the velocity 
divergence and a is the cosmological scale factor. Then as the linear bias factor is 
^^ '^  = 7(0 ^ MO ^ ^ 
the solution to Eq. 3.22 shows exactly the same form of evolution as Eq. 3.20. 
The average redshift of the combined QSO sample is z = 1.27. The best compar-
isons and the tightest constraints w i l l be available f rom comparing this to clustering 
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Figure 3.11: Growth of CDM { ( r ) for fio = 1 and h = 0.5,1 in the quasi-linear regime, 
from z - 1.27 to the present. The growth rate is normaUzed to hnear theory evolution, 
at the present day (presently there is no gain f rom splitting the high redshift QSOs 
into redshift bins because of the increased errors on the points). We first compare 
the amplitude of QSO clustering at high redshift to present day galaxy clustering, 
then go on to make comparisons wi th the clustering of low redshift Seyfert galaxies. 
As an estimate of the 2 = 0 galaxy clustering we use g^g = (r/6)~''-®, which gives 
^gg(lO) = 1.00. This can also be thought of as an estimate of the present mass 
correlation function, ^p^, i f we include a term for the biasing of galaxies. The QSO 
correlation function can be related to the mass correlation function via 
U{r,z) = [B{l + z) + l]H,,{r,z) 
where B = 6(0) - 1. For = 1 
U r , o ) = ( i + 2 ) ^ U ^ ^ ) 
(3.24) 
(3.25) 
The biasing of the observed galaxy distribution can be taken into account using 
(3.26) 
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Figure 3 .12 : Amphtude of ^ , , ( 1 0 Mpc) at 2 = 0, estimated from the high redshift 
( 2 — 1.27) QSO clustering amphtude using our biasing model. This is shown as a function 
of fio a-nd the present day galaxy bias. It can be seen that both high bias and low fio 
reduce the rate of evolution, to give low QSO clustering amphtudes at the present day. 
where b^p is the biasing of the galaxies wi th respect to the mass at 2 = 0. Combining 
these equations we obtain an estimate for b^p, the estimated present day biasing for 
QSOs, 
b^{z = 0 ) = B + 1^ 
-11/2 
hp -
1 
1 + 2 
+ 1 ( 3 . 2 7 ) 
I n the following analysis we wi l l use ^ ( 1 0 Mpc) as an estimate of the QSO 
clustering amplitude, which has the advantage of giving a significant signal while at 
the same t ime not being affected by large non-linear effects. Hamilton et al ( 1 9 9 1 ) 
find an empirical fit to the non-linear growth of the C D M correlation function. This 
is used to predict the deviation away f rom linear theory expected over the range 
of scales that we are interested in . Fig. 3 . 1 1 shows the relative growth of ( f rom 
2 = 1.27 to 2 = 0 for two C D M type correlation functions (OQ = 1 and h — 0 . 5 , 1 . 0 ) . 
The non-linear effects are at the 3 per cent level at 1 0 Mpc for / i = 1 and at the 
9 per cent level for h = 0 .5 . The C D M correlation function used here is normalized 
to fit a —1.8 power law at 2 = 0. 
60 
Table 3.2: Estimates of 6qp, ^qq(lO) and the QSO clustering scale length, TQ, at 2 = 0. 
These are predicted using our biasing model and if(lO) at z = 1.27. 
no hp Ki^ = 0) W i o , ^ = o) ro{z = 0) 
1 1 1.47 ± 0 . 1 6 2.16 ± 0 . 4 7 9.23 ± 1 . 1 1 
1 2 2.38 ± 0 . 3 2 1.42 ± 0 . 3 8 7.30 ± 1 . 0 8 
0.1 1 1.27 ± 0 . 2 3 1.62 ± 0 . 5 7 7.85 ± 1 . 5 4 
0.1 2 2.31 ± 0 . 4 5 1.34 ± 0 . 5 2 7.08 ± 1 . 5 3 
0.02 1 1.09 ± 0 . 2 5 1.19 ± 0 . 5 4 6.62 ± 1 . 6 8 
0.2(A) 1 1.42 ± 0 . 2 9 2.00 ± 0 . 8 2 8.84 ± 2 . 0 0 
So at ~ 10 Mpc the linear approximation is close to the true mass evolution 
and i n particular the error which might be caused by non-linearity is very much 
smaller than the errors for the QSO clustering amplitude. A t smaller scales i t would 
be possible to extrapolate the biasing model and use the non-linear evolution of ^ 
(Hamil ton et al., 1991), but to use the linear biasing process at these scales would 
involve making very large assumptions about the mechanism of biasing, particularly 
when reaching scales where the clustering is strongly non-linear. The results of this 
analysis w i l l be much more robust i f only the linear regime is considered. Linear 
theory predictions can also be made in a general case wi th any value of QQ, so instead 
of (1 ± z) there is a general growth factor, G(z, f lo) , 
Ki^ = 0) = 
1/2 
3.7 Predicted and Observed QSO Clustering at 
r ~ 10 h-^ Mpc 
We wish to use the above model to find the equivalent present day clustering 
amplitude for QSOs, which can then be compared to the clustering ampHtude of low 
redshift A G N as well as that of galaxies and other tracers of large-scale structure. 
Fig. 3.12 shows how the predicted ^qq(lO) at 2 = 0 (based on the measured ifqq(lO) 
at z = 1.27) varies as a function of 6gp and fio- Each result w i l l correspond to a 
value of bqp. Table 3.2 shows the calculated values of 6qp(2: = 0), ^qq(10,2 = 0) 
and ro{z = 0) for b^p = 1 and 2 and various fio. W i t h f)o = 1 and 6gp = 1, 
the present day QSO bias is b^p = 1.47 ± 0.16 but wi th b^p = 2 this increases 
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Figure 3.13: The expected evolution in our biasing model for fio = 1, bgp = 1 (sohd Une), 
fio = 1) bgp = 2 (dashed hne) and fio = 0.1, 6gp = 1 (dotted hne). The points are the 
combined QSO clustering result 0.3 < 2 < 2.2 (open circle), combined QSO clustering in 
two redshift bins 0.3 < 2 < 1.4 and 1.4 < z < 2.2 (fiDed squares), aU assuming Q,o = 1, 
and the low redshift AGN clustering ampUtude (Georgantopoulos & Shanks 1994; Boyle 
& Mo 1993) (filled triangle). The fio = 0.1 model is above the QSO data points as the 
measured QSO clustering assuming QQ = 0.1 is larger than that found when assuming 
fio = 1. 
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to bqp = 2.38 ± 0.32. These correspond to ,^qq(10) = 2.16 ± 0.47 and 1.42 ± 0.38 
respectively at 2 = 0. Higher biasing of galaxies (that is, a lower effective mass 
correlation function) or low CIQ reduces the amplitude of (^qq(10,2 = 0). Therefore 
the clustering amplitude of QSOs at the present is a maximum when fio = 1 and 
bgp — 1. Taking these parameters and assuming a —1.8 power law gives a scale length 
ro{z = 0) = 9.23 ± 1.11 Mpc. This value is obviously significantly smaller than 
the value of 18 ± 2 Mpc discussed above (Mo & Fang, 1993); the difference is 
that we infer a QSO bias w i t h respect to the mass distribution, which produces a 
slower rate of evolution, while Mo &: Fang assume that the QSOs are unbiased. The 
QSO amplitude lies close to that of the galaxies for all but the OQ = 1, b^p = 1 case, 
and in all cases is significantly lower than the clustering amplitude associated wi th 
galaxy clusters, e.g., ro = 14.3 ± 2.35 / i " ^ Mpc (Dalton et a l , 1994). 
By making the assumption that A G N at both high and low redshift belong to 
the same population i t is possible to constrain further the evolutionary history of 
QSOs. Fig. 3.13 compares the clustering amplitude for a combination of the IRAS 
Seyferts (Georgantopoulos & Shanks, 1994) and EMSS QSOs (Boyle & Mo, 1993) 
at low redshift, w i t h high redshift QSOs. The low redshift ( 2 ~ 0.05) data have 
f (10 ) = 0.50 ± 0.31. The Ho = 1, b^p = 1 model above gives ^'(10) = 2.16 ± 0.47 
for high z QSOs evolved to the present day and these two values are inconsistent at 
the 2.9a level. This then can be interpreted as a rejection of the f io = 1, bgp = 1 
scenario. Fig. 3.13 also shows that the 0,o = 1, 6gp = 2 case is only rejected at 
the 1.9cr level, as the predicted QSO amplitude at 2 = 0 is lower. For CIQ = 0.1 
and bgp — 1 the present day QSO clustering is estimated to be ({10) = 1.62 ± 0.57 
which is only inconsistent w i th the low 2 clustering at the 1.7cr level. Therefore the 
slow evolution of QSO clustering is consistent to better than 2a w i th either flo = 1, 
bgp = 2 or f lo = 0.1, bgp = 1. 
3.8 The QSO Clustering Amplitude Compared to 
COBE Normalized C D M 
Using the combined QSO sample i t is also possible to compare the QSO correlation 
funct ion to the amplitude of CMB fluctuations f rom COBE, using parametric mod-
els of the mass correlation function to extrapolate f rom COBE scales to the region 
between 8 and 50 Mpc. In a sense, we are deriving the QSO bias directly f rom 
estimates of the mass fluctuations at very high redshift ( 2 ~ 1500), using linear 
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evolution and C D M to relate these fluctuations to our data. In the previous section, 
we derived values for the QSO bias by making comparisons to low redshift galax-
ies and Seyferts. We use the 8 — 50 h"^ Mpc range, as at this scale, clustering is 
approximately linear, various different C D M type correlation functions show signif-
icant differences and the QSO ^ ( r ) has relatively small errors. In particular we use 
the Fourier transform of the generic C D M power spectrum (Efstathiou et al., 1992) 
which is a good fit to a wide range of cosmologies in the linear regime, 
^^^^" {i + [ak + {bk)y^ + ickmy'^ ^^-^^^ 
where a = (6 .4 / r ) h'' Mpc, b = (3 .0 / r ) h'' Mpc, c = (1 .7 / r ) / f ^ Mpc, and 
1/ = 1.13. The shape parameter F is equivalent to Qoh for fio = 1 C D M and flat 
C D M w i t h a non-zero cosmological constant. The ampHtude of the power spectrum, 
is normalized to the COBE two year quadrupole, Qrms = 17.6 ± 1.5//K (Bennett 
et al. , 1994). To convert this value to the power spectrum amplitude, B, we use the 
fact that the coefficients for the spherical harmonic expansion of the temperature 
fluctuations of the C M B are given by, 
< i » n ' ) = 4,^(^)'(t)^r-(^)^<-'§ 
(Peebles, 1993), where P{k) is the present day power spectrum (Eq. 3.29), ji is the 
spherical Bessel funct ion of order /, r is the angular size distance defined in Eq. 3.8 
and DQ is the growth rate of mass perturbations normalized to an Einstein-de Sitter 
universe at z = 0. The comparison of the C D M models to the QSO correlation 
funct ion is made at a mean redshift of z = 1.27 so Do is replaced w i t h D{z = 1.27). 
£) is a funct ion of z and fio and is described by 
dy 
. X o J ' ' J o (1+0:32/6/5)3/2 
X l + z 
(3.31) 
for a universe w i t h zero curvature (Peebles, 1984) (for other cosmologies this is given 
in Peebles (1980)). Assuming a scale invariant spectrum on COBE scales, that is 
P{k) = Bk, then 
Qr^s=C-^Y'To (3.32) 
V 47r / 
64 
where C2 = (|a?P) and To = 2.735 ± 0.006K (Mather et al., 1990), so 
Once the power spectrum is normalized, i t is a simple process to produce a corre-
sponding (f ( r ) , via 
^( r ) = 47r r k ^ P { k f ^ ^ d k (3.34) 
JQ kr. 
To fit the above models for ( to the QSO data there are two free parameters, F 
(the shape of P{k)) and the QSO bias. For this comparison we wi l l be fitting the 
QSO data at 2 = 1.27, but wi l l convert the bias measured at this redshift to the 
value of the QSO bias at the present, using the model described in Section 3.6. The 
rate of evolution, which is dependent on flo, has to be assumed. Below, two cases 
are considered, one wi th CIQ = 1.0, the second assuming QQ = 0.2 and AQ = 0.8. We 
search the parameter space in F and bqp to find the set of parameters which best fits 
the QSO clustering data on scales ~ 8 to 50 Mpc. In all cases we fit the data 
without the C F H T 'supercluster'. 
Fig. 3.14a shows the confidence contours for the = 1 (so F ~ h) case. I t is 
clear that i t is not possible, wi th present statistics, to constrain both the amplitude 
and shape of the linear correlation function i f both are allowed to vary freely. I f P 
is constrained to a particular value then a statistically significant result for the bias 
can be obtained. Taking the value for standard C D M (F = 0.5), the best value of 
the present day QSO bias is 1.40lo;43 and the 3a upper l imi t is 1.93. 
The same analysis wi th a different cosmology is shown in Fig. 3.14b which 
shows the confidence contours and best fit for the case of = 0.2 and AQ = 0.8; 
here T only varies f rom 0 — 0.4 (as F = 0.2h). Again, without first fixing one of 
the two parameters, the range of possible values for both parameters is not well 
constrained. A currently popular model is C D M wi th F = 0.2 and a cosmological 
constant ( A C D M ) . Assuming this model, i t is possible to obtain bqp{z = 0) = 1.2to;i8 
and a 3cr upper l imi t of 1.53. In our discussion below we wi l l compare the results 
found in this section w i t h those of Section 3.6. 
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Figure 3.14: Confidence levels for fits of CDM type correlation functions to the combined 
Q S O ^ with free parameters T and 6qp for (a) fio = 1, and (b) = 0.2, AQ = 0.8. Dotted 
lines are O.ba intervals, solid lines are Icr intervals. 
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3.9 Discussion 
3.9.1 Small scale clustering 
Assuming a 7 = 1.8 power law the value of ^{10) - 0.83 ± 0.29 (for fio = !)• implies 
To = 5.4 ± 1.1 Mpc. The best fit power law to the combined QSO data gives 
ro = 4 . 0 0 ± 1 . 1 4 Mpc and 7 = 1.59±0.46. These results are fu l ly consistent wi th 
the present day galaxy value. This also agrees with the value found by Mo k Fang 
(1993) of ro = 6.6 ± 0 . 5 h'^ Mpc, but is lower than the Andreani k Cristiani (1992) 
value of ro ~ 10 Mpc. I t is not clear why this last result is higher. Andreani k 
Cristiani also find l i t t l e evidence for evolution of clustering in comoving coordinates, 
consistent w i t h the slow evolution described here. 
The natural conclusion f rom assuming that Seyferts and QSOs come f rom a sim-
i la r ly clustered population is that their clustering does not evolve in comoving coor-
dinates. The clustering amplitude of both populations is consistent wi th present day 
galaxy clustering, which suggests that QSOs randomly sample a comoving galaxy 
distr ibut ion on the scales that have been tested in this analysis, ~ 10 Mpc. 
Recent results f r o m the cross-correlation of low redshift EMSS QSOs wi th A P M 
galaxies (Smith et al., 1995), where the cross-correlation amplitude is found to be 
similar to the galaxy auto-correlation amplitude, also support the idea that QSOs 
randomly sample galaxies. 
Section 3.6 describes a biasing model to test further the clustering evolution 
of QSOs. Assuming Qo < 1 this model gives an upper l imi t to the present day 
clustering of QSOs-of ro{z = 0) = 9.23 ± 1.11 h~'^ Mpc. When we postulate that the 
low redshift Seyferts and the high redshift QSOs are clustered in the same way a 
strong constraint on the evolution of clustering is obtained, and hence a constraint 
on a combination of biasing and JIQ. The case of i7o = 1, 6gp = 1 is ruled out at 
almost the 3a level. OQ = 1, 6gp = 2 and flo = 0.1, 6gp = 1 are consistent to better 
than 2a w i t h the QSO evolution. For very low flo (— 0.02) we find consistency to 
~ la. Thus the evolution of QSO clustering over this redshift range seems to imply a 
low value of fio or a strongly biased galaxy distribution (and therefore a biased QSO 
distr ibut ion) . I t is difficult to argue that QSOs can be strongly biased compared 
to normal galaxies. The above biasing model shows that as biasing is increased, 
the rate of evolution is reduced, forcing the QSOs to have a similar amplitude to 
galaxies at the present t ime. A similar level of biasing is then required for both 
galaxies and QSOs. 
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3.9.2 Intermediate scale clustering 
The QSO ( is compared to a correlation function produced via a Fourier transform of 
the generic C D M power spectrum (Efstathiou et al., 1992) normahzed to the CMB 
results f r o m the two-year COBE data (Bennett et al., 1994). Because the shape 
of our correlation function is not well constrained, we are effectively comparing the 
QSO clustering amplitude to the C M B anisotropy ampHtude. To do this we use 
a linear model power spectrum to extrapolate f rom COBE scales, to scales where 
we have a QSO clustering signal ( ~ 8 — 50 Mpc). COBE normalized standard 
C D M , w i t h f)o = 1 and F = 0.5, gives a best fit of bqp{z = 0) = 1.40to:43; while 
for C D M plus a cosmological constant, QQ — 0.2, AQ = 0.8 and F = 0.2 we find 
1.20lo]i8- The 3a upper l imits for these two models are 1.93 and 1.53 for standard 
C D M and A C D M respectively. From these values of the QSO bias we can calculate 
a present day QSO clustering amplitude, wi th which to compare the results found 
in Section 3.6, ^(10, 2 = 0) = 2.30tl f2 and ((10, 2 = 0) = 3.54l2:46 for standard 
C D M and A C D M respectively. These values are higher than the low redshift AGN 
clustering result (((10,2 ~ 0) = 0.50 ± 0.31), although the increased errors result 
i n no significant inconsistency wi th the low redshift clustering of the A G N , or the 
2 = 0 clustering of QSOs estimated f rom our biasing models. 
Thus the fits to the intermediate scale QSO correlation function (at z = 1.27) 
prefer a low bias for = 1 C D M wi th F = 0.5. This is in contrast to the small scale 
evolution results of Section 6 where a high bias is required for the f io = 1 case. These 
data might be taken as evidence for low f io , but the errors are st i l l large, and there 
exists a narrow range where the two bias estirnators overlap for fio = 1. For A C D M 
we find a similar result, which also suggests fast evolution of clustering, again in 
contradiction (although not significantly) to the small scale evolution results. These 
results show that new surveys, such as the 2-degree Field QSO survey are vitally 
important , in order to reduce the large errors that exist presently. 
3.9.3 Large scale clustering 
The addition of the LBQS survey to the data used in Shanks & Boyle (1994) greatly 
increases our statistics at large scales, as the number of pairs per bin in the LBQS 
becomes greater than in the D u r h a m / A A T sample at scales > 100 Mpc. On 
these scales the combined sample has errors of ±0 .025 . This can be compared to 
previous estimates, for example, ± 0 . 1 — 0.15 for a sample of 125 QSOs at 1.5 < 2 < 
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3.0 (Osmer k Hewett, 1991). Looking at the region at 40 - 100 h~'^ Mpc, where 
an anti-correlation was seen in the Durham/A AT sample, there is no evidence that 
the LBQS (and similarly the C F H T and E S O / A A T surveys) shows this signal on 
these scales. The D u r h a m / A A T is st i l l found to have a negative signal in this 
region, i n particular at ~ 89 Mpc. A direct comparison between the LBQS and 
D u r h a m / A A T samples produces a 2a inconsistency at scales 40 — 100 Mpc. 
A combined sample of all surveys for 0.3 < z < 2.2 gives us a ^ which is to first 
order consistent w i th a Poisson distribution on all scales larger than 40 Mpc. 
There is a marginal signal at ~ 100 Mpc which could be tested by larger 
samples. The errors at large scales are such that we can provide the most accurate 
measurements of large-scale structure available at > 100 Mpc f rom redshift 
survey data. 
Changing our assumed cosmology, some changes are seen in the correlation func-
t ion . For qo = 0.01 the negative region at ~ 89 Mpc moves out past 100 Mpc 
and similarly for the Vlo — 0.03, AQ = 0.97 case, this moves to ~ 200 Mpc. The 
A model, i f incorrect, should be rejected by the change of scale of linear features 
in the correlation function. There are negative regions in the correlation function 
for this cosmology in both low and high redshift bins, but these features are at low 
signal to noise and do not appear to correspond to the same scale. 
We compare the QSO clustering amplitude, if (25), in a cosmology wi th a cos-
mological constant, £to = 0.03, AQ = 0.97, to a power law wi th 7 = 1.8 and 
ro = 6 Mpc. These are inconsistent at the 2.9cr level. In this cosmology the 
linear growth rate f r o m z = 1.27 to z = 0.0 is low, only a factor of 1.26, compared 
to 2.27 for fio = 1. Therefore the evolution is approximately stable in comoving co-
ordinates. So, i f QSOs do randomly sample the galaxy distribution then this result 
rejects the above cosmology wi th a large cosmological constant. 
3.10 Conclusions 
We have analysed a total sample of > 1500 QSOs wi th 0.3 < z < 2.2. In particular 
we have looked at the clustering in the LBQS survey and used a simple but self 
consistent model for biased clustering evolution. From this analysis the following 
conclusions can be drawn: 
1. A t small scales there is a marginal detection of clustering in the LBQS; f (10) = 
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1.86 ± 1.28 (assuming fio = 1)- W i t h fio = 0.1,0.02 and cases wi th cosmological 
constants there is no significant clustering in the LBQS. The combined sample has 
((10) = 0.83 ± 0.29 for fJo = 1 (including re-analysed CFHT and ESO/AAT data). 
The results for other cosmologies are shown in Table 3.1. The LBQS is not an 
efficient sample to use for clustering at this scale due to its sparsely sampled nature. 
2. A t large scales the LBQS makes a significant contribution to clustering statis-
tics. The LBQS does not support the anti-correlation found in the Durham/AAT 
survey at scales 40 — 100 Mpc by SB94, but is only inconsistent at the 2a level. 
A t > 100 Mpc the upper l imi t on a detected signal is now at the ±0.025 level, 
which constitutes the best l im i t so far on the homogeneity of the Universe on large 
scales (other than measurements f rom CMB experiments). 
3. A model for biased clustering evolution based on the peaks-bias formalism 
(Bardeen et al., 1986) was used to derive a present day clustering amplitude for 
QSOs. In the case of = 1 wi th an unbiased galaxy distribution, ((10) = 2.16±0.47 
for QSOs at 2 = 0. Assuming a —1.8 power law this is equivalent to TQ = 9 .23±1 .11 . 
I f f^o is decreased or galaxy biasing is increased this value w i l l decrease. Hence this 
value of To is an upper l imi t on the present day QSO clustering amplitude. This 
value is significantly lower than the clustering amplitude of rich galaxy clusters, and 
lower than a value for the present day clustering of QSOs calculated by Mo & Fang 
(1993) using evolution that assumes that QSOs trace the mass distribution. 
4. I f the low redshift A G N population and the high redshift QSO population 
are both clustered in the same way, then the clustering evolution is best fit by a 
slowly evolving model. The fio = 1, unbiased galaxies model (see above) is then 
inconsistent w i th the clustering evolution at the ~ 3a level. The slow development 
of QSO clustering therefore implies low QQ and/or high biasing. 
5. Comparing the QSO ^ to linear theoretical predictions of C D M correlation 
functions, normalized to the C M B anisotropy (Bennett et al., 1994) wi th two free 
parameters (biasing and F), i t is not possible to obtain a significant constraint on 
QSO biasing. Assuming a value of F this does become possible. For = 1, F = 0.5 
(standard C D M ) , b^{z = 0) = 1.401^.^^ For Ho = 0.2, AQ = 0.8, F = 0.2 (ACDM) 
the value found is 1.20ig:l|. 
6. For a flat cosmology wi th AQ = 0.97, flo = 0.03, the amplitude at 25 Mpc 
is ( (25) = 0.74 ± 0.23. This is inconsistent w i th ^ = (r/6)-^-^ at the 2.9t7 level, 
confirming the result obtained in Shanks & Boyle (1994). Assuming that high 
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redshift QSOs randomly sample the galaxy population, this is a significant rejection 
of this inflationary A > 0 cosmology. 
The small scale evolution and intermediate scale comparisons to the CMB (via 
C D M ) could be used to imply low 0,0- However, the data allow a range of acceptable 
values for bias i n fio = 1 C D M around bqp ~ 6gp ~ 2. W i t h the advent of new 
QSO samples wi th order of magnitude improvements in numbers, a combination of 
small scale evolution and comparison to the CMB wi l l give us a great opportunity to 
independently discriminate between different values of biasing and Q,o- For example, 
measuring the QSO power spectrum to COBE scales and comparing i t to anisotropy 
in the C M B wi l l give a direct measurement of QSO bias. 
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Chapter 4 
A New U V X Catalogue for the 
2-degree Field QSO Survey 
4.1 Introduction - the need for a new QSO survey 
As discussed in Chapter 1, QSOs are fundamental probes of the Universe at high 
redshift. Clustering statistics of present surveys (Chapter 3) are beginning to answer 
important cosmological questions. The ability to measure clustering at different 
epochs allows us to make estimates of the density parameter Oo, while geometric 
tests can be used to measure A, both of these parameters being fundamental to 
cosmology. Chapter 3 clearly showed that significantly larger QSOs surveys are 
required to obtain certain measurements of these parameters, in particular, a survey 
w i t h a high number density of QSOs. I t is the production of a large, deep, wide-field 
QSO survey that we turn to in this chapter. 
The past decade has seen a vast increase in the number of known QSOs. These 
have been found using a variety of optical and non-optical selection methods. Op-
t ical selection methods can be divided into three areas, the first being selection 
based on low dispersion spectra obtained f rom objective prism plate surveys. This 
process allows a measure of the shape of the QSO candidate continuum, effectively 
an estimate of the colour, as well as the identification of broad emission lines, the 
latter being particularly useful for identifying high redshift, 2 > 2, QSOs in which 
the continuum is becoming redder. The advantages of this method include well de-
fined selection for a given flux and spectral type and low levels of contamination by 
galactic stars. There are two main disadvantages; the first is that objective prism 
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spectra f r o m nearby objects w i l l overlap, making the measurement of the continuum 
or lines diff icult or impossible. The second disadvantage is that present objective 
prism surveys cannot expect to reach magnitudes fainter than 6j ~ 19 — 20, due 
to both the large relative sky flux in such observations and the increase in number 
density leading to overlapping spectra. However this method remains the most ef-
fective for detection of bright QSOs in samples such as the Hamburg/ESO survey 
(Wisotzki et al., 1996) covering the magnitude range 13 < B < 17.5, and the LBQS 
(Hewett et al., 1995) over the range 16 < 6j < 18.5. 
Alternatively the selection process can be based solely on broad band colours. 
The first method of this type to be employed was the ultra-violet excess ( U V X ) 
technique (Schmidt & Green, 1983; Shanks et al., 1983b), which uses the extremely 
blue colour (U — B < —0.3) of QSOs to differentiate them f rom ordinary galactic 
stars. This has been applied in the Homogeneous Bright QSO Survey (Cristiani 
et al. , 1995) to a depth of 5 ~ 18.75, the Durham/AAT QSO survey (Boyle et al., 
1990) to a depth of B ~ 21, as well as many other samples. U V X selection has 
the advantage of being able to reach fainter magnitudes, although wi th a higher 
fract ion of contaminating stars than in the objective prism method. For example, 
the D u r h a m / A A T QSO sample contains a total of 420 QSOs along wi th 57 narrow 
emission line galaxies, spectroscopy of the candidates also found 824 galactic stars 
(including a number of white dwarfs), the best possible photometric accuracy is 
required to reduce this level of contamination. As well as the relatively high rate 
of contamination there are several selection effects to consider when using the U V X 
technique. As objects are only selected i f they have a stellar point spread function 
(PSF), QSOs at low redshift can be rejected i f their host galaxy is sufficiently bright 
to create a non-stellar PSF. A t redshifts higher than z — 2.2 the Lyo: emission line 
moves into the B band so that the QSOs generally have redder U — B colours. The 
U V X selection can therefore only be complete below this redshift. W i t h i n these 
constraints the U V X selection technique is consistent in selecting the vast major i ty 
( > 95%) of QSOs detected via other selection methods. To reach higher redshifts 
multi-colour selection procedures are used, such as 5 — i? vs. U — B (Shanks 
et al., 1983a; Warren et al., 1987; Boyle et al., 1991). Multi-colour photometry 
also further reduces stellar contamination, as an increase in the number of bands 
observed allows tighter constraints to be placed on the spectral energy distribution 
(SED) of the QSOs. A detailed discussion of multi-colour QSO selection is given by 
Warren et al., (1991). 
A th i rd optical selection process is. based on QSO variability. QSO luminosities 
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are known to vary over a large range of time scales. By using the long baseline 
provided by photographic plate archives i t is possible to detect these variations 
(Koo et al., 1986; Veron & Hawkins, 1995). Problems wi th this method He in the 
luminosity dependence of the variability (Cristiani et al., 1996) and the uncertain 
completeness, w i t h surveys based on variability generally producing lower number 
densities of QSOs than the U V X selection method. QSO variability wi l l also have 
an effect on colour selection methods, which we wi l l discuss further in Section 4.3. 
The very first QSOs discovered were found on the basis of their strong radio flux 
(Schmidt, 1963). However i t was soon apparent that the major i ty of QSOs ( > 90%) 
did not show this radio emission but were radio-quiet. New deep radio surveys such 
as the FIRST Bright QSO survey (Gregg et al., 1996) reach to deeper flux levels and 
are starting to find radio-quiet objects. 50% of the QSOs in the FIRST sample are 
radio-quiet (aS opposed to radio silent), that is L2icm < 10^^'^ergs"^. All-sky X-ray 
surveys have also produced significant numbers of QSOs, these include the Einstein 
Extended Medium Sensitivity Survey (EMSS) (Stocke et al., 1991) and the ROSAT 
All-Sky Survey (Bade et al., 1995). There are also a number of deeper ROSAT 
pointings i n particular regions of the sky (Shanks et al., 1991; Boyle et al., 1993). 
This combination of selection techniques has provided a total of ~ 9000 QSOs 
(Veron-Cetty & Veron, 1996), a collection of QSOs which is, of course, completely 
inhomogeneous, and as such cannot be used as a whole for a range of statistical 
tests. To carry out tests on clustering in particular i t is imperative to start wi th 
a homogeneous sample. Clustering studies are also highly dependent on the space 
density of QSOs. I t was noted in Chapter 3 that the LBQS was not an ideal sample 
w i t h which to study clustering, the surface density of QSOs in this sample being a 
factor of ~ 20 lowerthan in the D u r h a m / A A T QSO survey. I t is therefore imperative 
that the depth of any QSO survey to be used for clustering analysis reaches at least 
the magnitude of the turnover in the number-magnitude relation for QSOs, (Eqs. 3.1 
and 3.2), at £ ^ 19.5™. A large contiguous area is also important for measurements 
of large-scale structure, allowing the complete sampling of a large volume, and the 
matching of photometry across the catalogue. 
The new 2-degree Field (2dF) instrument on the Anglo-Australian telescope is 
a mult i-object fibre-fed spectrograph, which can obtain spectra for ~ 400 objects 
at a t ime over a field of view fu l ly 2 degrees in diameter. This huge multiplexing 
gain opens the door to a new generation of redshift surveys an order of magnitude 
larger i n size than previously possible. To take advantage of this instrument a 
large wide-field catalogue of QSO candidates was needed. Not only this, but to 
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obtain max imum scientific gain f rom the survey, this catalogue should be uniform, 
complete and photometrically accurate. To obtain a sufficient number density of 
QSOs a colour selection process was required, and the only method available to 
cover sufficient area was the use of photographic plates. The U V X selection method 
was an obvious choice, being proven to select the overwhelming major i ty of QSOs 
at redshifts z < 2.2. 
Below we describe the construction of the 2dF QSO survey input catalogue, in 
particular the southern strip at 5 = —30°. A similar northern strip was constructed 
by Robert Smith ( loA, Cambridge) using the same process. We paid particular 
attention to the correction for plate field effects and obtaining accurate and reliable 
CCD photometric sequences wi th which to calibrate and linearize our photographic 
magnitudes. We have also estimated the level of completeness we expect f rom the 
distr ibution of all the known QSOs which lie in our survey region. We wi l l discuss 
several factors which may contribute to incompleteness. 
4.2 Producing a Homogeneous U V X Catalogue 
For the reasons discussed above we wish to produce a deep, uniform U V X cata-
logue to use as a candidate list for the 2dF QSO survey. The selection procedure is 
based on scans of 6° x 6° United Kingdom Schmidt Telescope (UKST) Hl-aJ and U 
plates scanned by the Automatic Plate Measurement ( A P M ) faci l i ty at the Royal 
Greenwich Observatory (RGO), Cambridge. Table 4.1 gives details of the UKST 
I l l - a J plates used. These are part of the 1st Epoch UKST Sky Survey and use the 
I l l - a J emulsion in conjunction wi th a Schott GG395 filter to produce the blue pho-
tographic passband which we w i l l denote as 6 j . The conversion between this band 
and the standard Johnson-Kron-Cousins photometric system is given by 
bj = B-0.28{B-V) (4.1) 
(Blair & Gilmore, 1982) where B and V denote the standard passbands. The U 
plates have mostly been obtained over a period of ~ 5 years, in preparation for this 
survey. A large number of these exposures have been taken on f i l m , rather than 
glass plate. I n both cases the U G l filter was used, in conjunction w i t h the Hl-aJ 
or 4415 emulsion for plates or films respectively. Blair &: Gilmore also measure the 
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Table 4.1: Details of the UKST Ill-aJ survey plates used in the Southern 2dF QSO 
survey. 
U K S T field Plate No. R.A.(B1950) Dec. (B1950) Date 
f466 J5113c 21 51 00 -30 00 00 25/06/79 
f467 J3514CC 22 14 00 -30 00 00 18/08/77 
f468 J6436 22 37 00 -30 00 00 30/09/80 
f469 J3508 23 00 00 -30 00 00 17/08/77 
f470 J3525C 23 23 00 -30 00 00 18/08/77 
f471 .16138 23 46 00 -30 00 00 17/07/80 
1409 J2693C 00 00 00 -30 00 00 17/11/76 
f410 J2696C 00 23 00 -30 00 00 18/11/76 
f411 J4606C 00 46 00 -30 00 00 25/10/78 
f412 J3516c 01 09 00 -30 00 00 18/08/77 
1413 J3774C 01 32 00 -30 00 00 03/12/77 
1414 J3579C 01 55 00 -30 00 00 15/09/77 
1415 J4607C 02 18 00 -30 00 00 25/10/78 
1416 J4608c 02 41 00 -30 00 00 25/10/78 
1417 J3818C 03 04 00 -30 00 00 12/12/77 
colour transform f r o m the standard photo-electric system to photographic u, finding 
u ^ U - 0.03(C/ - B) (4.2) 
where u is the photographic system, although here this is defined by the I Ia -0 
emulsion and the U G l filter. The error on the colour term in this case is ±0 .05 , so 
given that the colour term is not significant we shall define our photographic u-band 
magnitudes as u =.U, where U is the standard photo-electric magnitude. Table 4.2 
gives details of the u plates. Mult ip le plates were obtained in each survey area in 
order to, (i) ensure at least one good quality plate reaches the depth of the survey 
and ( i i ) allow us to use co-addition of the image intensities, in order to reduce the 
intrinsic r.m.s. scatter of the magnitudes at faint Hmits. As can be seen f rom Table 
4.2 the depth of the plates is varied, f rom u = 19.4 in the very worst case to u = 21.6 
for the best two plates. A small number of plates (four in all) were not scanned, 
due to t rai l ing and other plate defects. 
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Table 4.2: Details of the UKST u plates used in the South-
ern 2dF QSO survey. Exposures labelled ( f ) are films, those 
marked * are poor quality and were not scanned 
U K S T Plate No. R.A.(B1950) Dec. (B1950) Date Exposure Plate 
Field t ime l imi t 
f466 U15162(f) 21 51 00 -30 00 00 17/09/92 1800 20.7 
U15167(f) 21 51 00 -30 00 00 18/09/92 1800 20.3 
U15222(f) 21 51 00 -30 00 00 20/10/92 1800 20.4 
U15226 21 51 00 -30 00 00 21/10/92 1800 21.5 
f467 U15706 22 14 00 -30 00 00 18/08/93 1800 21.2 
U15718(f) 22 14 00 -30 00 00 20/08/93 1800 21.4 
f468 U15169(f) 22 37 00 -30 00 00 20/09/92 1800 20.8 
U15170 22 37 00 -30 00 00 20/09/92 1800 20.9 
U15750 22 37 00 -30 00 00 07/09/93 1800 21.4 
U16781* 22 37 00 -30 00 00 20/09/95 900 -
U16840(f) 22 37 00 -30 00 00 23/10/95 1000 21.2 
f469 U15231 23 00 00 -30 00 00 22/10/92 1800 21.6 
U15235(f) 23 00 00 -30 00 00 01/11/92 1225 19.8 
U15642(f) 23 00 00 -30 00 00 26/07/93 1800 21.2 
f470 U1776 23 23 00 -30 00 00 14/08/75 900 20.1 
U15654(f) 23 23 00 -30 00 00 28/07/93 1800 19.4 
U15724 23 23 00 -30 00 00 21/08/93 1800 21.6 
U16730(f)* 23 23 00 -30 00 00 21/08/95 670 -
U16838(f) 23 23 00 -30 00 00 22/10/95 900 19.8 
U16843(f) 23 23 00 -30 00 00 27/10/27 900 20.9 
f471 U15733 23 46 00 -30 00 00 22/08/93 1800 21.4 
U15738(f) 23 46 00 -30 00 00 23/08/93 1800 21.0 
f409 U1833 00 00 00 -30 00 00 04/10/75 900 19.8 
U16247(f) 00 00 00 -30 00 00 14/08/94 900 20.4 
U16812(f) 00 00 00 -30 00 00 14/10/95 900 20.8 
f410 U16743(f) 00 23 00 -30 00 00 25/08/95 900 20.5 
U16813(f) 00 23 00 -30 00 00 14/10/95 900 20.8 
U17246(f) 00 23 00 -30 00 00 13/09/96 900 20.6 
f411 U14503 00 46 00 -30 00 00 01/09/91 1800 20.3 
U15202(f) 00 46 00 -30 00 00 01/10/92 900 20.6 
U15223(f) 00 46 00 -30 00 00 20/10/92 900 20.5 
U15227(f) 00 46 00 -30 00 00 21/10/92 900 20.7 
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Table 4.2: u plates: continued 
U K S T Plate No. R.A.(B1950) Dec. (B1950) Date Exposure Plate 
Field time Hmit 
U15719(f) 00 46 00 -30 00 00 20/08/93 900 21.0 
f412 U13970 01 09 00 -30 00 00 06/11/90 1800 19.3 
U16335(f) 01 09 00 -30 00 00 03/10/94 900 21.0 
U16340(f) 01 09 00 -30 00 00 05/10/94 900 21.3 
U16389(f) 01 09 00 -30 00 00 08/11/94 900 21.3 
1413 U16751(f) 01 32 00 -30 00 00 17/08/95 900 20.5 
U16814(f) 01 32 00 -30 00 00 14/10/95 900 19.8 
U17263(f) 01 32 00 -30 00 00 15/09/96 900 20.9 
1414 U16751(f) 01 55 00 -30 00 00 27/08/95 900 20.6 
U16782(f) 01 55 00 -30 00 00 21/09/95 900 20.6 
U16824(f) 01 55 00 -30 00 00 16/10/95 900 21.1 
1415 U16427(f) 02 18 00 -30 00 00 02/12/94 900 20.9 
U16744(f) 02 18 00 -30 00 00 25/08/95 900 20.9 
1416 U2830* 02 41 00 -30 00 00 19/01/77 900 -
U7348 02 41 00 -30 00 00 22/11/81 900 20.3 
U16903(f) 02 41 00 -30 00 00 24/12/95 900 20.7 
U16905(f) 02 41 00 -30 00 00 25/12/95 900 20.9 
U17248(f) 02 41 00 -30 00 00 13/09/96 900 21.2 
1417 U15251 03 04 00 -30 00 00 27/11/92 1173 20.8 
U15273 03 04 00 -30 00 00 28/12/92 1800 21.5 
U15274(f) 03 04 00 -30 00 00 29/12/92 1800 20.3 
U16839(f)* 03 04 00 -30 00 00 22/10/95 900 -
The A P M is a high speed micro-densitometer which is combined wi th a com-
puter system which performs on-line image detection and analysis. The scanning 
laser samples a plate on a grid of positions at ~ 8^m separation. The detection 
algori thm identifies groups of connected pixels wi th densities higher than a given 
threshold above the local sky. This sky value is obtained f r o m a preliminary scan, in 
which groups of 64 x 64 pixels are taken and the modal value found, these values pro-
duce the background map. The image analysis software then calculates a number of 
parameters for each image, including position, isophotal intensity, areal profiles and 
intensity weighted moments. These parameters were used in the next stage of anal-
ysis, which utilized the standard A P M reduction software wri t ten by Dr. M . I rwin . 
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Figure 4.1: Background map for the APM scan of UKST plate J4606c in the F411 field. 
On the far left the effect of a step wedge can be seen. A number of bright stars are also 
obvious. 
The program S T A T S takes the moments, area and intensity of each image and uses 
them to perform a classification of images into noise, stellar, non-stellax and merged 
objects. Program APMCAL was then used to linearize stellar magnitudes and check 
the classification process. Mult iple plate scans f rom the same field area were then 
combined using MERGE, and the astrometry was matched to the B1950 coordinates 
of the P P M astrometric catalogue (Bastian k Roeser, 1993) using C H E C K . 
4.2.1 Correcting field effects on photographic plates 
The A P M measures a ~ 5.8° x 5.8° region of each UKST plate or film. Ideally we 
would use the whole of this area to construct the U V X catalogue, however, various 
field effects which are a function of position on the plate make this impossible; we 
use the central 5° x 5° in construction of the catalogue. These field effects have 
two main sources, the first is the geometric vignetting of the telescope, causing 
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a decrease in throughput for images which are progressively further off-axis. The 
second contribution is f rom variable desensitisation (Dawe &i Metcalfe, 1982); the 
I l l - a J emulsion is hypersensitized by soaking in hydrogen and nitrogen gases, a 
process which is gradually reversed by the action of water vapour and oxygen in the 
atmosphere. The U K S T plate holder allows greater circulation of air at the plate 
edges, and so desensitisation occurs preferentially at these edges. The plate holder 
was modified in 1982, so that the plate surface was flushed wi th nitrogen gas during 
exposures. However, all the J plates used for the Southern U V X catalogue were 
taken before this upgrade. 
The threshold for each scan is set to a constant value above the local sky value. 
Therefore, in areas of strong vignetting, objects begin to fal l below this threshold 
(a more correct method would be to define the threshold as a fractional value above 
the local sky, i f the true sky intensity did not vary appreciably across the plate), and 
intensities are systematically reduced. Therefore a correction to the image intensities 
as a funct ion of plate position needs to be made. This was done in the case of the 
A P M Galaxy Survey (Maddox, 1988) by using the correlation between sky intensity 
( f rom background maps) and object numbers averaged over a large number of plates. 
A background map of an A P M scan clearly shows the field response function. Fig. 
4.1 shows the background map lor plate J4606c in the 1411 field, where the vignetting 
towards the corners is particularly obvious. 
The final catalogue w i l l only contain objects classified as stellar by the A P M 
software. To correct the bj stellar magnitudes for the field response function we 
have developed a method based on that of Maddox (1988). Below I w i l l outhne this 
process which was produced in collaboration wi th Robert Smith at the Institute 
of Astronomy, Cambridge, who developed a large fraction of the software for this 
correction procedure: 
1. The number density of stellar objects increases as magnitudes become fainter, 
fitting this funct ion allows us to relate the change in number density to a 
magnitude correction. We fit a quadratic function to the data in magnitude-
Log(number) space, where the magnitudes are A P M instrumental magnitudes, 
'T^APM = 2.51og(APM intensity). A t the plate edges the number-magnitude 
relation w i l l be altered by the field effects that we are t rying to correct, so 
only the central 4° x 4° of each plate is used for finding the relation. 
2. There are several regions on each plate which could not be used, mostly due 
to the halos of bright stars. Data in these areas were cut out of the sample 
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and not used at any stage in the analysis, as they would be likely to have both 
erroneous magnitudes and background densities. 
3. Each scan of our I l l - a J plates was divided into a 32 x 32 grid. The number 
density of stellar objects in each of these grid cells was measured in magnitude 
bins (spaced logarithmically to obtain similar numbers of stars in each bin). 
The background density for the cell was also measured f rom a median filtered 
(to remove bright stars, see Fig. 4.1) background map of the scan. The number 
density was converted to a magnitude correction, relative to the centre of the 
plate using the number-magnitude relation. 
4. The magnitude variation vs. background density data f rom each plate was 
then combined into one data set. This has the effect of removing any real 
structure in the stellar distribution, which, although less than that shown by 
galaxies (Maddox, 1988), would have a significant effect i l the correction had 
been attempted on a plate by plate basis. A smooth surface is then fitted 
to the data, to obtain a correction which is dependent on both magnitude 
and background. A l l th i r ty I l l - a J plates were combined in this process, 15 
f r o m the southern strip and 15 f rom the north. I t was found that 3 plates 
in the Southern region (J5113, J6138 and J3818 in the 1466, f471 and 1417 
fields respectively) showed a correlation that was significantly different Irom 
the plates in the rest o l the sample. Data lor these three plates were combined 
separately f r o m the other 27 plates, and used to correct the plates in question. 
5. The QSO candidates were to be selected on the basis of u — 6j colour. To 
remove any residual vignetting and to correct any colour gradient in the plates 
we correct the u magnitudes, such that the distribution of colours over the area 
of the plate is uniform. 
6. Af te r the photographic magnitudes were calibrated (see below), the u magni-
tudes f rom individual plates were co-added, in order to reduce the r.m.s scatter 
in the u band photometry. 
A detailed description of this process can be found in Smith (1997) . 
4.2.2 C C D photometry of stellar sequences 
Accurate photometric calibration is of vi ta l importance in a survey of this kind, 
where colour is the basis of the selection procedure. In order to obtain this calibra-
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t ion we have observed a number of deep CCD sequences covering all of the Southern 
2dF fields (similar data were obtained for the Northern survey area). 
Observations of all the sequence fields were carried out using the Tek#3 CCD 
mounted at Cassegrain focus on the 0.9m telescope at Cerro Tololo Inter-American 
Observatory (CTIO) in two separate observing runs, f rom 23 - 27 August 1995 
(observers: A . Ratcliffe and Q.A. Parker) and 15 - 20 .September 1996 (observer: 
S.M. Croom). The Tek#3 CCD is a 2048 x 2048, thinned, A R coated device wi th low 
read noise and good QE in the U band. Readout is controlled by the ARCON system, 
which has four separate amplifiers allowing quad readout, giving quick readout times, 
~ 40s. The pixel scale is 0.396 arcsec pixel"^ giving a large 13.5' x 13.5' field 
of view, allowing us to obtain magnitudes for a large number of stars ~ 100 in 
each frame. The specific sequence areas were chosen to have a broad range of 
stellar magnitudes. During the first observing run B and R sequences were obtained 
for 14 of our 15 fields. During the second run we obtained UBVR sequences in 
three fields including the one field previously unobserved, a list of fields observed 
is given in Table 4.3. Filters used for these observations were the standard CTIO 
UBVR 3 x 3 inch filters, BVR being similar to the Harris BVR set, U uses a 
Copper Sulphate solution blocker. Magnitude zero-points, extinction and colour 
terms relating the instrumental magnitudes to the standard Johnson-Kron-Cousins 
system were obtained f rom frequent observations of standard stars f rom the E-field , 
standards at 6 = —45° (Graham, 1982). A l l observations of the sequence fields were 
made at low airmass, sec(2r) < 1.34. 
Removal of the instrumental signature of the CCD f rom the images was carried 
out using the ared.quad.quadproc and imred.ccdred.ccdproc tasks in the I R A F 
package, quadproc is a variant of ccdproc specifically designed to reduce data f rom 
the multi-readout A R C O N system. This software removes the instrumental bias and 
also corrects bad columns and pixels (of which there are a number in the Tek#3 
CCD) as well as flat fielding each frame. In each passband we obtained both dome 
flats taken during the day and sky flats taken at twil ight . I t was found that both 
dome and sky flats adequately corrected small scale variations in pixel sensitivity. 
However, division by dome flats generally left a residual large scale gradient across 
the image. This gradient was at the 5% level in many cases, therefore we used the 
sky flats, which flattened the images to the 1% level. A t least 5 separate exposures 
were used to generate each flat-field. These were median combined using 3a clipping 
to remove cosmic ray events (CREs). 
We used the I R A F task digiphot.daophot.phot to obtain photometry of all 
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Table 4.3: Data on aU CCD sequence fields. Bn^ 
photometric errors. 
is the Hmiting magnitude for O.OSmag 
Field name R.A.(B1950) Dec. (B1950) date bands B\im 
1466-1 21 53 09.0 -29 33 46.0 24/08/95 BR 21.1 
f467-l 22 06 17.0 -27 39 23.0 26/08/95 BR 20.7 
1468-1 22 29 37.0 -31 27 40.0 25/08/95 BR 20.9 
1469-1 23 03 00.0 -30 55 14.0 25/08/95 BR 21.2 
1470-1 23 16 59.0 -29 47 52.0 25/08/95 BR 20.8 
1471-1 23 45 03.0 -28 25 09.0 25/08/95 BR 21.2 
1409-1 23 58 39.0 -27 50 31.0 25/08/95 BR 21.1 
1410-1 00 34 16.0 -29 48 05.0 26/08/95 BR 21.0 
1411-1 00 48 54.0 -28 46 39.0 26/08/95 BR 21.2 
f412-l 01 14 27.0 -28 50 55.0 26/08/95 BR 20.8 
1413-1 01 32 06.0 -31 53 51.0 26/08/95 BR 20.8 
1414-1 02 04 19.0 -28 32 57.0 25/08/95 BR 21.2 
1415-1 02 18 38.0 -32 07 57.0 24/08/95 BR 21.2 
1417-1 03 10 24.0 -28 01 59.0 26/08/95 BR 21.2 
1466-2 21 51 23.0 -30 05 00.0 15/09/96 UBVR 20.8 
f409-2 00 00 23.0 -29 38 59.0 15/09/96 UBVR 20.8 
f416-2 02 45 24.0 -30 31 00.0 15/09/96 UBVR 20.9 
the E-field standard stars observed. We used 25-pixel (10") radius apertures centred 
on each standard star to obtain their instrumental magnitudes, which we denote by 
^ C C D , -BccD, K:cD and RCCD', the instrumental magnitude is simply, 
m c c D = -2 .51og( / ) + 2.51og(i) ( 4 . 3 ) 
where / is the flux and t the exposure time. The sky background value was obtained 
f r o m the mode of an annulus between 35 and 50 pixels in radius. The I R A F task 
digiphot.photcal.fitparams was used to obtain the magnitude zero-points, colour 
and extinction terms. For the first set of data {BR sequences) we assumed standard 
extinction values for Cerro-Tololo: A B = 0 .209 mag airmass"^, AR — 0 .108 mag 
airmass"^. For these data the maximum airmass reached was 1 .341 in RCCD and 
1.292 in BccD, w i t h over 5 0 % of the observations obtained at airmasses of less than 
1 . 1 ; therefore even in the most extreme cases this assumption would cause a zero-
point error of less than 0 . 0 1 mag. For the second set o l data {UBVR sequences) 
we calculated the extinction terms f rom the standard observations made; these were 
Au — 0 .453 mag airmass~\ AB = 0 . 2 3 2 mag airmass"^. Ay = 0 . 1 3 1 mag airmass"'^ 
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and A R = 0.113 mag airmass ^ Inverse colour equations were fitted giving 
BccD = B - 22.442 + 0.209sec(2) + 0.095(5 - R) r.m.s. = 0.003 
RccD = R - 22.566 + 0.108sec(z) + 0.006(5 - R) r.m.s. = 0.004 (4.4) 
for the first set of observations while the second set of observations gave 
UccB = U - 20.240 +. 0.453sec(2) - 0.035(f/ - B) r.m.s. - 0.014 
BccD = B - 21.800 + 0.232sec(z) + 0.110(5 - V) r.m.s. = 0.014 
V b c D = V - 22.030 + 0.131sec(z) - 0.019(5 - V) r.m.s. = 0.007 
5ccD = 5 - 21.992 + 0.113sec(z)- 0 . 0 0 2 ( y - i ? ) r.m.s. = 0.005 (4.5) 
The sequence fields were combined using imcombine w i th the crreject algo-
r i t h m used to reject CREs. In the case of single exposures on a field (as was the case 
for data f rom the first run), we used the image detection routines, and the matching 
of images i n different bands to reject cosmic ray events. A l l images wi th peak counts 
higher than a 5cr threshold above the sky background were selected using daofind. 
Aperture photometry was obtained for these objects using phot wi th in 10 and 25 
pixel apertures. The larger aperture, corresponding to 10" radius, is the same as 
that used for our standard observations and defines the zero-point for our magnitude 
system. The median seeing during the observations was 1.5" and was rarely above 
2.0". A t faint fluxes the sky counts add considerable noise wi th in an aperture of this 
size. For this reason we obtained magnitudes wi th in a 10 pixel aperture and then 
corrected this magnitude to the 25 pixel magnitude scale using the brightest unsat-
urated stars (at least 8 per field) w i th no close companions in each field to define 
the aperture correction, which was typically ~ 0.03 mag. The aperture corrected 
instrumental magnitudes were then converted to the standard UBVR system using 
the invertfit task and the colour equations derived above. The Poisson photometric 
errors were plotted as a function of magnitude (e.g. Fig. 4.2) in order to estimate 
the effective l imi t ing magnitude of the standard observations in each field (in this 
case the magnitude at which the photometric errors reach 0.05 mag). The l imi t ing 
5 band magnitudes are shown in Table 4.3. 
The brightest 10 unsaturated stars in each field were matched to their positions 
on the A P M scans of the UKST I l l - a J survey plates which in turn have been matched 
to the P P M (B1950) (Bastian & Roeser, 1993) astrometric catalogue. These stars 
were then used to derive a transform f rom CCD (x, y) positions to {a, 6) using the 
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Figure 4.2: Poisson photometric errors for UBVR bands in the 1466-2 CCD field. 
S T A R L I N K A S T R O M software. 
4.2.3 Calibrating photographic plates with C C D sequences 
We obtain an equivalent calibrated bj magnitude for each target CCD star using 
the colour equation in Eq. 4.1. In the case o l data f rom the first run, in which we 
only observed in the B and R bands i t was first necessary to convert the colour term 
f r o m {B - V) to {B - R), which was done using the relation 
•{B - R ) = 1.54(5 - V) (4.6) 
(Metcalfe et al., 1991), which was derived f rom the Landolt (1983a,b) standard 
stars. Fig. 4.3 shows this relation plotted against the E-Field standards used in our 
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Figure 4.3: Plot of {B - R) vs. {B - V) colour for the E-Field standard stars used. The 
dotted hne is the relation in Eq. 4.6. 
observations. A l l the objects w i th 6j magnitudes in our CCD fields were matched to 
the A P M scans of the I l l - a J plates. The objects classified as stellar on the scans were 
taken and the relation between m A P M (after being corrected for field effects) and 
bj{CCD) was fitted w i t h a quadratic function. This function was used to convert the 
non-linear instrumental photographic magnitudes to the linear magnitude system. 
The data and fits for all 15 Southern I l l - a J plates are shown in Fig. 4.4. To obtain a 
un i form photometric system over each survey strip we then attempted to match the 
calibrated magnitudes in the overlaps between each plate, and correct the individual 
plate zero-points to obtain a zero-point defined by the f470/f471 plates which have 
the smallest offsets o l any plate pairing. The zero-point offsets lor all plates are 
listed in Table 4.4. I t is possible that this process wi l l actually add systematic 
errors to the survey photometry, as i t utilizes the poorer areas o l the photographic 
plates to obtain the relative plate zero-points. Below we shall make several checks 
to ascertain i f this is the case, before deciding whether to use the overlap corrections 
or direct CCD calibration i n the final catalogue. In the first instance we wi l l simply 
use the direct CCD calibration. 
U n t i l now we have only discussed the photometric cahbration of the I l l - a J plates. 
I t is obvious f r o m Table 4.3 that we do not have Uccn sequences in all of our survey 
fields. However, these are not necessary in order to caHbrate the photographic u 
band photometry. I n each field area we have several tens of thousands of stellar 
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Figure 4.4: 6j ccD vs. mAPM: continued. 
images w i t h both u and 6j magnitudes. A large fraction of these images are blue 
galactic stars which follow a straightforward relation in the {u — bj) vs. 6j plane. 
This blue stellar ridge-line has been shown to remain at a constant (u — bj) colour 
as a funct ion of 6j magnitude (Boyle, 1986) . We shall assume {u — 6j)ridge-iine = 0; 
this is probably correct to ± 0 . 2 mag. Fi t t ing this relation allows us to bootstrap 
f r o m our bj magnitudes to obtain a photometric zero-point in our u band. I t can 
be seen f r o m Table 4.2 that we have several available u plates in each UKST field 
area. To improve the r.m.s. error in the photographic magnitudes, particularly at 
magnitudes near to the plate l i m i t , we co-add the calibrated intensities of matched 
objects for all plates which reached a depth of at least u = 20.8 in each field. 
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Table 4.4: The bj offsets from plate-edge matching. The offsets were calculated from the 
mean offset of the stellar magnitudes matched in plate overlaps. Errors in the measured 
offsets are of the order ~ 0.004 mag. 
Field name bj offset 
£466 -0.062 
f467 -0.101 
£468 -0.043 
£469 0.028 
£470 0.000 
£471 0.001 
£409 -0.037 
£410 0.038 
£411 0.073 
£412 -0.149 
£413 0.084 
£414 0.108 
£415 0.270 
£416 0.246 
£417 -0.021 
4.2.4 Checks on the photometric calibration 
I n f ield £466 we have two sets o£ B CCD sequences. These allow us to directly 
confirm the accuracy of the zero-point used in this field, Fig. 4.5 shows a comparison 
of photographic magnitudes, calibrated by the f466-l CCD sequence (i.e. not zero-
point corrected using plate overlaps), wi th CCD magnitudes f rom the f466-2 field. 
The mean offset 0.048 ± 0.01 mag, is an estimate of the systematic variation of the 
photographic magnitudes in the f466 field. However, i t should be noted that both 
f466- l and f466-2 are situated towards the centre of the £466 field where systematic 
variations should be at a minimum. A more extensive program of CCD imaging 
would allow the systematic magnitude variations across the plates to be estimated 
before and after the field-effect correction procedure. 
The U CCD photometry available allows us to test the accuracy of our u band 
zero-point and linearization obtained f rom the ridge-line fitting. We might expect 
that galactic reddening would cause the exact position of the ridge-hne to vary 
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Figure 4.5: Comparison of the caJibrated photographic 6j (from the CCD sequence f466-
1) magnitudes in the f466 field and 6 j magnitudes derived directly from the f466-2 CCD 
sequence. 
systematically over our survey region. Using the simple relation of Woltjer (1975), 
E{B - V ) = 0.06cosec|6ii| - 0.06 (4.7) 
which relates reddening to galactic latitude, bu, we expect a low level of reddening 
at both ends of the Southern strip. f466-2 {bu = - 51° .22 ) has E{B-V) = 0.017mag 
while f416-2 (fell = -64° .42 ) has E{B-V) = 0.007mag. Reddening derived f rom H I 
and galaxy counts (Burstein & Heiles, 1982) also gives similar measures of E{B — 
V) ~ O.Olmag. The reddening in E{B — V) can be converted to &{U — B) extinction 
using 
E{U-B) 
E{B - V) 
= 0.72 + 0.05E{B - V) (4.8) 
(Zombeck, 1990). I t is clear that this gives a very small offset in the [U — B) colours, 
w i t h the difference in £({7 — B) f r o m one end of the strip to the other being ~ 0.005 
mag. 
Fig 4.6 shows a comparison of ridge-line photometry wi th direct CCD photom-
etry for two fields, f416 and f466, without zero-point corrections f rom plate-edge 
matching. The ridge-line photometry for both of these fields has almost exactly the 
same systematic zero-point offset wi th respect to the CCD photometry. The mean 
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Figure 4.6: A comparison of V CCD photometry and u ridge-line photometry in two 
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solid line is [/ = Uridge-line, the dotted line corresponds to the chosen u-bj selection hmit 
of w - 6j = -0.36 for 6j = 21. 
offset in the f466 field is 0.218 ± 0.018 mag, while f416 shows a 0.186 ± 0.020 mag 
offset. This therefore suggests that for these two fields the u ridge-line photometry 
is consistent to ± 0 . 0 3 , w i t h an offset of ~ 0.2 mag relative to the standard photo-
electric U band. Further U CCD photometry w i l l be required to confirm this over 
the rest of the survey area. 
4.2.5 u — b] selection of QSO candidates 
The fu l l y calibrated and flattened stellar catalogue was then used to select the 
final U V X catalogue which forms the candidate list for follow-up spectroscopy. For 
the reasons discussed above, and those outlined below, we did not use plate-edge 
matching to zero point the photometry in individual fields. Fig 4.7 shows colour-
magnitude plots for all 15 of the fields i n the Southern survey region. Also shown 
here are all the previously known QSOs (Veron-Cetty k Veron, 1996); we shall use 
these objects in Section 4.3 to make an estimate of the completeness of the survey. 
The 2dF survey l imits are 18.25 < 6j < 21.0 (note, the F L A I R survey covers the 
range 17 < i j < 18.25), and (u-bj) < -0 .36. W i t h i n these l imits there are ~ 22000 
candidates covering an effective area of 355.4 deg^. The colour l imi t was chosen to 
be the reddest l im i t possible given the faint Hmit of 6j = 21 and a maximum surface 
density of candidates of ~ 62 — 63 per deg'^. This second constraint was a balance 
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of practical observational considerations, and our desire to obtain a QSO catalogue 
w i t h a high level of completeness. Below we wi l l discuss the effectiveness of our 
chosen criteria and issues concerning the calibration of the survey. 
4.3 Testing the U V X Catalogue 
We now come to discuss the properties of the U V X catalogue in the Southern strip 
which is shown in Fig. 4.8. The most obvious feature is a significant number gradient 
across the survey area. This is more clearly shown by a histogram of U V X number 
density for consecutive fields (Fig. 4.9). Several fields show higher than average 
candidate densities; in f410, f413 and f415 i t is likely that we are seeing an increased 
number of stars being scattered into our selection l imits due to the relatively bright 
l im i t i ng magnitudes of the u plates in these fields, which are u = 20.8 — 20.9. f466 
also has a large excess, and although this might be expected of the field closest to 
the galactic bulge i t is likely that a small zero-point error could also increase the 
number. Fig. 4.9 also shows the number densities for each field after using plate edge 
matching. There is obviously a much larger gradient across the strip in this Ccise. 
The zero-point offsets shown in Table 4.4 have been plotted in Fig. 4.10. There is 
a clear correlation between number density and zero-point correction. Of particular 
interest is the f412 field which has an excess wi th respect to the surrounding fields 
of ~ 10 deg~^ w i t h plate edge matching, but has a deep u plate (uum = 21.2). A n 
excess of ~ 10 deg"'^ implies a zero-point offset of ~ 0.2 mag assuming the number-
magnitude relation has a slope of ~ 0.28 (that is A''(m) oc lO"-^^'"), which is in fact 
the offset relative to the f411 and f413 fields listed in Table 4.4. This is further 
evidence to suggest that plate matching leaves residual ~ 0.1 — 0.2 mag zero-point 
differences between the survey fields, and so is additional justification for not using 
plate-edge matching. 
4.3.1 Photometric errors 
Random photometric errors w i l l have a significant effect on the completeness and 
contamination of the survey at our faintest l imits . In order to quantify these we have 
carried out two tests. The first makes use of the large overlap at 00^ RA between 
f409 and f471. We match all stellar objects w i th both u and fej magnitudes in this 
overlap (a total of ~ 4200 images) and calculate the r.m.s. scatter of fej, u and 
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Figure 4.7: Colour-magnitude plots used to select UVX objects for each field in the 
Southern strip of the 2dF QSO survey. The soUd hues show u - 6j = 0 and the survey 
hmits of u - &j = -0.36, 18.25 < 6j < 21.0. The dotted hne shows the FWHM of the 
stellar ridge-hne. The large points show previously known QSOs. 
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Figure 4.7: Colour-magnitude plots: continued 
95 
straightened Colour—Mag. plot for J3774 and U_coadd 
straightened Colour-Mag. plot for J3579 and U_coadd 
I 
Figure 4.7: Colour-magnitude plots: continued 
96 
straightened Colour-Mag. plot for J4607 and U_coadd 
straightened Colour-Mag. plot for J4608 and U_coadd 
I 
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u — bj. Fig 4.11 shows that in the case of these plates the r.m.s. scatter in u and 
bj are almost identical, ~ 0.18 mag at 6j = 21. As we move brighter the error on 
the 6j magnitudes drops below the u errors unt i l 6j ~ 19.2. The error in the colour 
falls quickly f r o m 0.25 at 6j = 21 to 0.2 only 0.3 mag brighter, tending to ~ 0.1 at 
the brightest magnitudes. The f409 and f471 fields have u plate hmits of u =20.8 
and 21.4 respectively, so 1409 w i l l contribute a larger fraction of this error than f471. 
However a combination of the two plates should give an approximation to the errors 
f r o m an average plate in the sample. 
The second test is to measure the width of the stellar locus as a function of 6 j . 
Fig. 4.12 shows the half-width of the stellar ridge-line, calculated f rom the peak of 
the ridge to the u — bj value corresponding to half the maximum counts. This is only 
carried out on the blue side of the ridge, removing the effect of the large number of 
red stars at u — 6j > 0. We have split the 15 fields into 4 groups, based on the depth 
of the u plates in each field. As well as plott ing the widths for the individual fields 
we have also plotted an average of each of the groups. There are several points of 
note concerning these diagrams; first, the width at the faint end of the distribution 
is strongly dependent on the u plate Hmits, w i th the shallower plates having widths 
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Figure 4.11: The RMS error on 6j (solid line), u (dotted line) and u-bj (dashed line) as 
a function of bj measured from the overlap of the f409 and f471 fields. The vertical dotted 
line signifies our survey limit of 6j = 21. 
of ~ 0.4 at bj ~ 21. For deeper plates this is closer to 0.2. Over the magnitude range 
18.5 < 6j < 20 the ridge-line width is consistently at the 0.16 — 0.18 level, for all 15 
of the fields, suggesting that the photometry over this region is largely independent 
of the depth of our plates. A t brighter magnitudes the smaller numbers of objects 
increases the noise of the width estimate, however a distinct increase in width is s t i l l 
observable, f r o m ~ 0.18 to 0.25. There are two possible reasons for this increase 
at brighter magnitudes; either the photometric errors increase, for example due to 
the effects of increased saturation in the photographic plates, or there is an intrinsic 
broadening of the locus over this range. The r.m.s. errors f rom the f409/f471 
overlap (Fig. 4.11) suggest that the increased width in the stellar locus is indeed an 
intrinsic property, and that the errors in both 6j and u tend to ~ 0.1 mag at bright 
magnitudes. 
4.3.2 Measures of completeness from known QSOs 
There are more than 200 known QSOs in the Southern strip survey region. These 
objects have been taken f rom the Veron-Cetty k Veron (1996) catalogue and have 
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Figure 4.12: The ridge-line half-width as a function of 6j . Fields are grouped according 
to the limit of the deepest u plate in the field, a) The fields with the shallowest u plates, 
f409, f410, f413 and f415, = 20.8-20.9; b) f411, f414, f416 and f412, uiin, = 21.0-21.3; 
c) 1467, f468 and f471, uiim = 21.4; d) the fields with the deepest u plates, 1466, f417,1469 
and f470, uum = 21.5 - 21.6. The dotted lines are for individual fields while the solid lines 
denote the average of the 3 or 4 fields in each plot. 
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Table 4.5: Numbers of known QSOs in our survey region 
Identification Number 
Total 224 
Detected 213 
Detected and selected 174 
Not detected 11 
Non-detections: 
Stellar 1 
Galaxies 2 
Mergers 8 
been identified using a variety of techniques. They include U V X , objective-prism, 
X-ray and radio selected QSOs. Although the distribution is not homogeneous, the 
number of these QSOs which we select w i l l tell us whether we are selecting a large 
fract ion of the known QSO population. 
We find a total of 224 previously known QSOs wi th in our survey area, over the 
magnitude range 17.0 < 6j < 21.0 and the redshift range 0.3 < 2 < 2.2. These 
are matched to the stellar catalogue (both U V X and non-UVX) wi th a maximum 
positional difference of 10". Details of this are shown in Table 4.5. We find that 11 of 
the known QSOs are not detected. These 11 comprise 8 objects which were classified 
as mergers, 2 which were classified as galaxies, and a single stellar object. Each of 
these was checked by eye using images f rom the Digitized Sky Survey (STScI), and 
the mergers and galaxies show nearby, < 5", companions or faint extensions. The 
object classified as stellar has no matched u magnitude. We are then left wi th 213 
known QSOs for which we have matches in our stellar catalogue. I t should be noted 
that of these, 83 QSOs are U V X selected f rom the D u r h a m / A A T sample (Boyle 
et a l , 1990). 
We take these 213 known QSOs and determine the fraction selected as U V X in 
our catalogue. Fig. 4.13a shows the number-magnitude relation for these objects. 
Al though this is an inhomogeneous sample, this plot shows that we have significant 
numbers of QSOs over, the range 17.5 < 6j < 21. Fig. 4.13b shows the colour 
histogram for the sample. Of the 213 detected QSOs we select 174, that is 82%. 
Inclusion of the unmatched QSOs reduces this to 78%. Below we t ry to determine 
the cause of this incompleteness. 
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Figure 4.13: The previously known QSOs that have been matched to stellar objects in 
our survey region, a) the number magnitude relation for this sample, b) a histogram of 
the colour distribution, c) a colour-magnitude plot, d) a colour-redshift plot. The dotted 
lines in b), c) and d) show the u - bj < -0.36 colour selection criterion. 
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From Fig. 4.13c i t is clear that there are several QSOs which are extremely red, 
13 QSOs (6%) have u — 6j > 0.0. In the range 6j = 19 — 20 there are a number 
of QSOs which lie just redward of our original colour selection hmi t , as well as 
those already discussed w i t h u — 6j > 0.0. In the range 6j = 20 — 21 we see that 
there is a broader spread of QSOs wi th colours redder than the u — b] = —0.36 
l i m i t . This suggests that the incompleteness is at least partially due to photometric 
errors, although we note f rom our previous analysis that the photometric errors even 
at 6j = 21 are only at the 0.25mag level, or less for fields wi th deep u plates. The 
distr ibution of u — 6j w i th redshift (Fig. 4.13d) appears to be reasonably uniform, 
but does not show the tight relation found by Hawkins & Veron (1995). 
4.3.3 2dF vs. Durham/AAT 
A possible test to ascertain the source of this incompleteness is to compare the 
2df U V X catalogue colours of QSOs and stars found in the Durham/AAT sample. 
The SGP field f r o m this survey overlaps wi th the f411 field of the current sample. 
Boyle et al., (1990) use plates J3721 and U6380 to obtain u' — b colours (these 
magnitudes are defined below) for their QSO candidates (these plates were taken on 
the dates 4/11/77 and 15/09/80 respectively). In this section we aim to compare 
the magnitude systems of the two surveys, as well as compare the photometry of 
the QSOs and stars. 
The magnitude system used by Boyle et al., is somewhat different f rom the one 
used in the present sample. 6 is defined as the photographic magnitude zero-pointed 
to the instrumental CCD magnitude of the photometric calibration sequences. I t is 
related to the standard Johnson B via 
b = B -0.28{B -V -0.9) (4.9) 
where {B — V) — 0.9 is the average colour of the cahbrating stars. I t should be 
noted that Boyle et al., (1990) use a different relation, replacing —0.28 wi th —0.23. 
Kron (1980) found a relation between photographic 6j and Johnson B which was 
bj = B - 0.23{B - V), but this was derived using the GC385 filter to define the 6j 
band. A preferable transform for the GC395 filter, used for the D u r h a m / A A T and 
2df samples, is that derived by Blair k Gilmore (1982), Eq. 4.1. This then gives a 
conversion f rom the b system used in the Durham/AAT catalogue to the 6j system 
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Figure 4.14: A comparison of photometry from the Durham/AAT and 2dF samples for 
QSOs (open squares) and UVX stars (crosses), a) u - u ' as a function of u', the sohd Hue 
is u — t i ' = 0, the dashed Une shows the mean offset for the QSOs. Note that the wider 
dispersion for QSOs is probably caused by variability, b) 6j - (6 — 0.252) as a function 
of u', the dashed hne is the mean offset for QSOs. c) colour-magnitude diagram for the 
Durham/AAT photometry corrected to the 2dF magnitude system, d) colour-magnitude 
diagram for the 2dF photometry. Dotted hues in c) and d) show u — 6j cut for the 2dF 
survey. 
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used in the present sample, 
6j = 6 - 0.252 (4.10) 
This relation implies that the 2dF U V X sample, wi th its l imi t of i j = 21, is sHghtly 
deeper that the D u r h a m / A A T , which had an average l imi t of 6 = 21. The 2dF 
sample u magnitudes were derived using stellar locus fitting, while the Durham/AAT 
u' magnitudes use CCD calibration combined wi th an extrapolation, assuming a 
straight stellar locus. The U CCD photometry in the f416 and 1466 fields show that 
locus straightening does indeed produce a linearized magnitude scale. However, 
there is a average zero-point offset between the 2dF ridge-line magnitudes and the 
CCD magnitudes of 0.20 mag. In contrast, Georgantopoulos (1991) found an offset 
between the u' magnitude scale and the standard Johnson U magnitude of —0.2 
mag in the SGP field. We have no independent U photometry in the f411 field to 
confirm the u zero-point, but note that i f the same u zero-point offset in f416 and 
f466 also applied to the f411 field we would expect that the u' and u magnitudes 
w i l l have a difference of ~ 0.4 mag. 
The plates used for candidate selection in the f411 field are J4606, U15202, 
U15227 and U15719 (exposure dates, 25/10/78, 1/10/92, 21/10/92 and 20/08/93 
respectively). Clearly there is a significant interval between the epochs of the I l l - a J 
and u plates. While the epochs of the I l l - a J plates used in the two surveys are 
similar the epochs of the u plates for the two samples differ by ~ 12 years. Fig. 
4.14a shows a comparison of the u-band magnitudes for objects detected by both the 
D u r h a m / A A T sample and the 2dF QSO survey. While the stellar magnitudes follow 
a t ight relation, which broadens at faint magnitudes (due to increased photometric 
errors), the QSO distribution has a much larger scatter. The measured r.m.s. scatter 
for the stars is 0.19 mag, while for the QSOs this is 0.35 mag. When the r.m.s. is 
calculated as a funct ion of magnitude the difference is even clearer; these data are 
listed in Table 4.6. Brighter than u' = 20 the QSO distribution is clearly broader 
than that of the stars, while in the u ' = 20 — 21 bin the widths are similar. A 
similar plot is shown for the 6j — (6 — 0.252) magnitude difference in Fig 4.14b. 
Here is i t clear that the scatter in the QSO distribution is considerably less than 
for the u-band, while the stellar distribution has more scatter. The r.m.s. scatter 
in magnitude bins is shown in Table 4.6. The QSO magnitude differences, while 
s t i l l larger than that of the stars, is consistently smaller than the u-band difference 
measured. This difference between stars and QSOs in the u photometry can most 
easily be explained as due to variability of the QSOs. 
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Table 4.6: The r.m.s. scatter between Durham/AAT and 2dF magnitudes for stars and 
QSOs. 
Stars QSOs 
u No. r.m.s. {u — u') r.m.s. {bj — b) No. r.m.s. (u — u') r.m.s. {bj — b) 
18-19 26 0.136 0.204 21 0.363 0.249 
19-20 48 0.135 0.172 41 0.359 0.259 
20-21 56 0.243 0.252 21 0.232 0.254 
18-21 130 0.190 0.215 83 0.354 0.291 
The mean offset between u magnitudes are —0.144 for the stars and —0.129 for 
the QSOs. There is therefore an average offset of —0.138 between the two sets of 
photometry, which is somewhat different f rom the expected —0.4 difference. This 
possibly suggests that there are other effects which we have not accounted for when 
comparing the zero-points of the two sets of photometry. The bj and b — 0.252 
magnitudes are offset by —0.198 mag in the case of the stars, but by only —0.060 
mag in the Q.SOs. This w i l l be largely due to the stars being scattered into the 
selection by photometric errors. 
By making an approximate conversion f rom the old magnitude system to the one 
used in the 2dF catalogue, we produce Fig. 4.14c which can be compared directly 
to Fig. 4.14d, containing the new photometry for these objects. I t should be noted 
that a correction to the u' magnitudes has been made which is the average offset of 
al l objects between the u' and u systems. The comparison between the new and old 
photometry suggests that the colour selection l imi t for the D u r h a m / A A T sample 
appears to be, at u — 6j ~ —0.2, somewhat redder than the 2dF survey l imi t . 
4.3.4 A calculation of 2dF survey completeness 
Now we compute the expected completeness of our catalogue due to photometric 
errors, variabihty and our u — bj cut. The width of the QSO colour distribution is 
dependent on a number of effects. The intrinsic width is convolved wi th effects f rom 
variabil i ty and photometric errors. I f we assume that the excess width in u — u' 
exhibited by the U V X QSOs is due to variability, then variability adds an r.m.s 
error of 0.24 mag. We assume an intrinsic width for the QSO colour distribution 
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(0.3 < z < 2.2) which is also 0.24 mag, measured f rom the variability selected 
sample of Hawkins k Veron (1995). A similar value is given by Veron (1983). 
We have removed the effect of photometric errors which are ~ 0.1 mag for the 
variabil i ty selected sample (Hawkins, 1986). We then combine this intrinsic width 
w i t h our estimate for variability and the photometric errors in the u — b] colour 
measured f rom the f409/f471 plate overlap. We generate a random QSO population 
of 100000 QSOs which has the measured number-magnitude relation (Eq. 3.1 and 
3.2) and a Gaussian colour distribution wi th a mean of —0.68 (the mean colour of the 
known QSOs in our survey area), and a width defined f rom the above calculation. 
Integrating over this population we find that 79.4% of these QSOs are selected wi th 
u — 6j < —0.36. This is consistent w i th the expected completeness measured f rom 
the known QSOs in the survey area of 78%. Without the variability component 
this percentage rises to 85.7%, suggesting that we are losing ~ 6% of QSOs due to 
variability. I f we also remove photometric errors the percentage completeness rises 
to 90.6%. 
I t is therefore clear that w i th the current U V X colour l imi t we miss a number 
of QSOs ( ~ 21%). However our main objective was to produce a catalogue which 
contained a low level of contamination as well as a high number density of QSOs. 
W i t h this in mind we chose the l im i t of ~ 62.5 candidates per deg^ (200 candidates 
per 2dF field) on average over the survey area. The expected number density of 
QSOs at our survey l imi t is 44 per deg^. Allowing for the ~ 21% incompleteness, 
this leaves 35 QSOs per deg^ and thus we expect over 50% of our candidates to be 
QSOs. This should be compared to the Durham/AAT sample in which only one 
t h i r d of candidates were successfully identified as QSOs. 
4.4 Conclusions 
I n this Chapter we have discussed the production of a new U V X catalogue to be 
used as the candidate list for the 2dF QSO survey. We have l imited our discussion to 
the Southern strip; a region of equal area near the North Galactic Cap has also been 
produced. This w i l l be outlined along wi th further details of the plate flattening 
process in Smith (1997). In particular, we have looked in detail at the photometric 
properties of the catalogue, and carried out several tests to ascertain the levels of 
completeness expected f rom the spectroscopic follow-up of the candidate list. We 
draw the following conclusions: 
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1) The Southern catalogue consists of 22000 stellar U V X objects covering an 
effective area of 355 deg^. Objects were selected f rom photographic u — bj colours 
f r o m U K S T plates. We use a process which corrects the photographic plates for 
field effects. The corrected magnitudes in bj were cahbrated using independent 
CCD sequences in each UKST field. The u magnitudes were calibrated by defining 
the position of the galactic star ridge-line to be u — 6j = 0. 
2) In two fields i7-band CCD photometry was available. This shows that the 
photographic u photometry f rom ridge-line straightening was linear, although wi th 
a possible zero-point offset of ~ 0.2 magnitudes. 
3) The catalogue selection l imi t was chosen to be u — 6j < —0.36 over the range 
18.25 < bj < 21.0. These hmits give the required candidate densities defined by our 
observational constraints. 
4) We measure the r.m.s. and systematic photometric errors present in the 
catalogue. The r.m.s. errors in colour are ~ 0.15, increasing to ~ 0.25 mag at the 
very faint end of the catalogue. When we attempt to match the photometry across 
plate edges we produce a systematic gradient across the survey area. This suggests 
that there s t i l l exist some low level systematic errors at the edges of the photographic 
plates which have not been removed by our field effect correction process. We do 
not use plate-edge matching to calibrate our catalogue. 
5) We estimate the completeness of the survey f rom the previously known QSOs 
i n our sample. Over the redshift range 0.3 < < 2.2 this estimate gives a complete-
ness of 78%. 
6) By comparing the 2dF survey photometry of QSOs and stars selected as U V X 
in the D u r h a m / A A T catalogue, we determine that variability is a significant effect 
in our catalogue, accounting for ~ 6% incompleteness. ModeUing the contributions 
f r o m photometric errors, variability and intrinsic scatter we calculate an expected 
completeness of 79%. 
The U V X catalogue wi th a completeness of ~ 80% should produce a QSO survey 
w i t h a high number density, ~ 35 deg~^, allowing us to make effective measurements 
of large-scale structure on a range of scales. The first spectroscopic observations 
of this catalogue w i l l allow us to ascertain whether the estimates of completeness 
discussed here are indeed correct. Discussion of these observations, and a possible 
way to improve the survey completeness by uti l izing UKST r plates can be found 
in Chapter 6. 
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Chapter 5 
The Correlation of U V X QSOs 
wi th Foreground Galaxy Clusters 
5.1 Introduction 
The existence of associations between high redshift QSOs and low redshift galaxies 
has been controversial for a number of years; by some this association has been taken 
as evidence of the non-cosmological nature of QSO redshifts (Hoyle k Burbidge, 
1996). However, there are more popular explanations which have been offered, that 
reconcile the observations wi th the standard cosmological world view. In particular, 
gravitational lensing can give a natural explanation for an association that is real but 
not physical; statistical lensing can be invoked to produce an excess or deficit in QSO 
counts around a particular lens. A n excess can be produced in a flux l imited sample 
because objects intrinsically fainter than the flux l im i t can be amplified and hence 
art i f icial ly added to the sample (Gott k Gunn, 1974). As lensing also produces a 
distortion i n the expected 2-D image, reducing the real background area observed, a 
deficit i n the number of background objects can also arise (Wu, 1994) i f the intrinsic 
number-count slope of the source objects is sufficiently flat. Although i t is hard to 
imagine other mechanisms which would produce an excess of QSOs near low redshift 
galaxies or galaxy clusters, this is not the case wi th anti-correlations. Dust in the 
intervening object could produce a deficit, though observations of galaxy groups and 
clusters do not show the presence of significant amounts of dust (Ferguson, 1993). 
I f correct, the lensing hypothesis allows important constraints to be placed on 
cosmology and large-scale structure. The excess or deficit of QSOs near a cluster 
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can be used to weigh the cluster. This method has the advantage over other mass 
estimates in that i t allows a measurement of the absolute mass of the cluster, while 
other estimators such as the measurement of velocity dispersions and the observation 
of shear due to strong lensing are effectively measuring the gradient of the cluster 
potential. Thus, i n principle, i t is possible to determine directly the fractional mass 
over-density of a cluster by comparing mass estimates f rom amplification by weak 
lensing and f r o m shear by strong lensing. In practice the QSO density is too low to 
determine the mass for individual clusters (although faint galaxy counts may be able 
to do this) and so we use large samples of clusters to obtain a statistical measure of 
the mass in the cluster population. 
There is a large amount of observational evidence for QSO-galaxy associations, 
a selection of results being given in Table 1 of Wu (1994). Most find a positive 
association of QSOs w i t h foreground galaxies, using samples of bright QSOs (e.g. 
Tyson, 1986). In this Chapter we w i l l first investigate the anti-correlation between 
faint U V X objects and galaxy clusters and groups found by Boyle et al., (1988) 
(BFS88), (see also Shanks et al., 1983). We shall then go on to use the 2dF QSO 
Survey U V X catalogue (Chapter 4) and the Abell-Corwin-Olowin (ACO) (Abell 
et al. , 1989) and A P M (Dalton et al., 1997) galaxy cluster catalogues to extend 
this investigation. In Chapter 2 we commented on the possible contribution of 
gravitational lensing to the correlation of faint galaxies and QSOs while trying to 
determine QSO environments. In this Chapter we w i l l determine the level of this 
effect to ascertain whether gravitational lensing has any effect on the conclusions 
of Chapter 2. Finally we w i l l discuss the cosmological implications of the results 
i n our conclusions. However, first, we review some of the theoretical aspects of 
gravitational lensing, and discuss the components of the lensing models used. 
5.2 Statistical Gravitational Lensing 
Gravitational lensing is caused by the deflection of photons by large masses; the 
deflection angle, a, is given by 
4 G M ( < b) _ Ds 
a = — ^ - - ( ^ - ^ , ) (5.1) 
where a, 6, 9 and Og are defined in Fig. 5.1 and Ds, Di and Du are the angular 
diameter distances f r o m the observer to the source, the observer to the lens and 
the lens to the source respectively (also shown in Fig. 5.1). M ( < b) is the mass 
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lens centre 
Figure 5.1: The geometry of gravitational lensing; hght from the un-lensed source, which 
passes the lensing mass at a distance b, is deflected by an angle a into the hne of sight of 
the observer. 
image 
source 
lens 
Figure 5.2: The ampUfication due to gravitational lensing; surface brightness is conserved 
to give the image a greater total brightness which depends on the distance that the image 
has been deflected. 
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contained wi th in a radius b of the lens centre. Surface brightness is conserved, which 
implies the images w i l l be amplified by a factor, A, which is defined by 
A = 
e d0 
d^q 
(5.2) 
(Turner et al. , 1984). A graphical representation of this is shown in Fig. 5.2. 
Clearly the amplification depends on the form of the mass distribution. We use two 
analytic mass profiles; the first, and simplest, of these being the single isothermal 
sphere (SIS), which has a mass surface density, S, defined by 
Ss,s = ^ (5.3) 
where a is the 1-D velocity dispersion of the isothermal sphere. When integrated 
f r o m r = 0 to r = 6 this gives 
2 
a = 4 7 r ^ (5.4) 
which when combined w i t h Eqs. 5.1 and 5.2 gives amplification as a function of 6, 
^ = ^ > (5.5) 
where is the Einstein radius, the radius wi th in which multiple images can occur. 
For the SIS case this is 
I n our second mass~profiIe we add a uniform density plane to the isothermal profile 
(SlS-fplane). This is a good approximation to the effects of clustering and large scale 
structure (as pointed out by W u et al., 1996), because a distribution of isothermal 
spheres w i t h an auto-correlation function of the form ^{r) ~ produces a uniform 
mass surface density. The true auto-correlation function slope is ~ —1.8, which 
produces a sheet of matter which is uniform to better than 10%. The total surface 
density then becomes 
£ = E . + ^ (5.7) 
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where E c is the mass surface density in the uniform plane. This mass distribution 
produces the amplification 
6 1 
^ = ^ _ ^^(1 _ E c / S c r i t ) (1 - S e / S c r i t ) 2 ^^'^^ 
where the critical surface density, Scrit, is the average surface density required to 
create mult iple images. 
We now come to the question of how this amplification affects the relative dis-
tributions of lenses and sources. Looking at this problem f rom a statistical point of 
view, we see that i t is possible for gravitational lensing to cause an over- or under-
density of source objects near to the lens. The ratio of observed surface density to 
the true surface density (un-lensed) is the enhancement factor, q, given by 
i V ( < m + 2 . 5 l o g ( A ) ) l 
Ni<m) A ^^-^"^ 
(Narayan, 1989), where A is the amplification factor and 1/A is the effective area 
distortion. N{< m) is the integrated number count of source objects brighter than 
magnitude m . I t is therefore obvious that the enhancement factor is strongly de-
pendent on the fo rm of the integrated number count. I f we take a power law form 
for the counts, say A^(< m) oc 10^™', the enhancement is given by 
1 lQ0{m+2.5los{A)) 
I f A > 1 we then have 
^ = 0.4 
B > 0.4 
(5.12) 
so q depends only on the amplification and the slope of the integrated source number 
count. We can then associate the enhancement factor q w i th the angular cross-
correlation funct ion u{6). This gives 
uj{6) = 9 - 1 = A'-'^-' - 1 (5.13) 
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5.3 The Correlation of Durham/AAT QSOs and 
Galaxy Clusters 
We first look at the result f rom the D u r h a m / A A T U V X Survey (Boyle, 1986; Boyle 
et al., 1990) which shows an anti-correlation between U V X QSO candidates and 
galaxy clusters (BFS88). This cross-correlation was carried out wi th in 7 UKST 
fields, using COSMOS scans of photographic plates. Three of these also had emission 
line objects selected f rom objective prism plates and two other fields contained only 
emission line selected objects. Extensive spectroscopy of the U V X catalogue (Boyle 
et al., 1987) suggested that wi th a colour Hmit oi u' — b < —0.4 there was ~ 55 
per cent contamination by Galactic stars. In the U V X sample used, the u' — b 
selection criterion was tightened to u ' — 6 < —0.5, reducing this contamination to 
25 per cent while keeping 85 per cent of the spectroscopically identified QSOs. The 
U V X catalogue was then split into two magnitude Hmited samples, 17.9 <b < 19.9 
(bright) and 17.9 < b < 20.65 (faint) . The galaxy catalogue consists of all galaxies 
to a l i m i t of fej = 20.0 and the cluster sample was created using a mult ipl ici ty 
algori thm (Gott k Turner, 1977; Stevenson, 1985). Groups of seven or more galaxies 
w i t h density greater than 8 times the average for the field were classed as clusters, 
which amounted to 10 per cent of the total number of galaxies. The emission line 
catalogue was taken f rom various sources (Savage k Bolton, 1984; Clowes k Savage, 
1983; Chen, 1984; Savage et al., 1984). Cross-correlation was carried out between 
the entire galaxy catalogue and the U V X sample but no correlation was found on 
any scale. Cross-correlation of cluster galaxies wi th the U V X catalogue resulted 
in negative correlations on scales < 5' for both the bright and faint samples, the 
bright sample showing a marginally more negative clustering signal. This can be 
interpreted as due to the decrease in contamination f rom the smaller photometric 
errors at brighter magnitudes. A negative correlation was also found between the 
emission line objects and the cluster galaxies; however, we w i l l not discuss the 
emission line catalogue any further as the selection process used (objective prism 
plates) may tend to introduce negative correlations wi th dense regions. 
5.3.1 A comparison of lensing models and the data 
The effect of gravitational lensing is strongly dependent on the slope of the QSO 
number-magnitude relation at faint magnitudes. We use the number counts f rom 
Boyle, Shanks, k Peterson (1988) which give a faint end slope of ~ 0.28. A flatter 
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Figure 5.3: Redshift distributions assumed for the galaxy and QSO populations in the 
lensing models described in the text. The normalizations of the two curves are arbitrary. 
slope would reduce the lensing mass required. The separation of observer, lens 
and source also affects the lensing amplification. To take this into account in our 
model, we integrate the known QSO redshift distribution over the effective range 
of the D u r h a m / A A T survey (0.3 < z < 2.2). This gives us an effective lensing 
amplification for a particular lens mass. For the galaxies we assume the analytic 
f o r m of N{z) given by Baugh & Efstathiou (1993): 
diV 
(X z exp 
3/2-
(5.14) 
where = (0.016(6j - 17.0)^-^ + 0.046)/1.412. This is shown integrated to bj = 20 
in Fig. 5.3 along wi th a polynomial f i t to the QSO iV(z). I t is clear f rom this plot 
that the two populations occupy almost completely independent volumes, less than 
1% of the QSOs are at 2 < 0.3 while less than 0.5% of the galaxies are at z > 0.3. 
We assume an 17o = 1 cosmology throughout this analysis, but i t should be noted 
that when the lensing mass is at low redshift {z ~ 0.1) cosmology has a relatively 
small effect as Ds ~ As-
We compare the SIS lens model ( f rom Eqs. 5.5 and 5.13) to the cross-correlation 
results f r o m the faint sample. Using a minimum f i t the velocity dispersion is 
cr = 1165l9okms~^ (reduced — 1-40). The equivalent Einstein radius for the f i t is 
0.58'. The dotted line i n Fig. 5.4 shows this model. The two component SIS+plane 
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Figure 5.4: UVX-cluster cross-correlation for the faint UVX sample of BFS88 showing 
the best f i t models; the dotted line shows the best fit single isothermal sphere model 
(a = lieS^go^ms"-'), while the dashed line shows the isothermal sphere plus constant 
density plane. The long-dashed line shows a lensing SIS model with a = 600kms~^. 
model (Eqs. 5.8 and 5.13) is shown as the dashed line in Fig. 5.4, the best f i t in this 
case has velocity dispersion a = 1063l}42kms~^ (the equivalent Einstein radius for 
this is 0.46') and the surface density in the plane of S c = 0.0569 ± 0.0238/i g c m - ^ 
The reduced for this f i t is 1.07. The confidence levels for this fit are shown in 
Fig. 5.5. As discussed above, even wi th an extreme U — B selection there wi l l be 
~ 25% contamination. Allowing for this contamination in our models, assuming 
that the cross-correlation between the stellar contamination and the galaxy clusters 
is zero, we find that the best fit parameters are increased. For the SIS model we 
find a = 1286191 kms"-", ^^nd for the two component model a = 1205j:io8kms"^ and 
E c = 0.0779 ± 0.0232/i g cm~^. Confidence contours for this fit are also shown in 
Fig. 5.5. 
The values found are significantly larger than directly measured velocity dis-
persions of poor clusters and groups. However, because BFS88 correlate cluster 
members wi th U V X objects, they effectively weight each cluster by the number of 
member galaxies. Stevenson et al., (1988) find the fraction of clusters, defined using 
the mul t ip l ic i ty algorithm, as a function of the number of members, which is an 
approximate power-law wi th a slope of —2.2. From this we can calculate the mean 
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Figure 5.5: Confidence contours for the fi t of the two component SIS+plane model to 
the cross-correlation result for the faint UVX sample. The solid contours show the re-
sults uncorrected for contamination, while the dotted lines are corrected for 25% stellar 
contamination. Contours are at Ax'^ = 1,2,3,4. 
cluster membership, n . Integrating the relationship between n = 7 and n = 50 gives 
h = 15. However, we should also weight this mean by the number of members; when 
this is done, n = 20. Thus, the BFS88 result is probing clusters which typically have 
~ 20 members. The density on the sky of these clusters is ~ 0.8 deg~^, which can 
be compared to the density of clusters in the A P M Cluster Catalogue (Dalton et 
al. , 1997, also see Section 5.4 below) of ~ 0.2 deg~^ and the density of richness 
class 0 or greater Abel l clusters which is ~ 0.1 deg~^ (Abell et al., 1989). Thus an 
'average' cluster used by BFS88 is significantly poorer than Abell richness clusters. 
I n this context i t appears that the velocity dispersions found assuming the lensing 
models were too large, and we can make a similar argument in the case of the matter 
density i n the uniform plane. W u et al., (1996) f ind that the maximum mass likely 
to be associated w i t h lenses f rom large-scale structure is ~ 0.01 — 0.02/i g cm~^, 
which assumes that the matter density in clusters is near the critical density (i.e. 
^cius ~ 1)- A more conventional velocity dispersion for clusters of this richness is 
a ~ 600kms"~^. The lensing model corresponding to this velocity dispersion is plot-
ted i n Fig. 5.4. Although this model is formally rejected at > 5(J, a possible error 
in the normalization of the BFS88 data on large scales, so that the real uj{6) was 
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zero on ~ 10' scales, would bring the low velocity dispersion model into agreement 
w i t h the data. 
BFS88 originally interpreted the U V X QSO-cluster anti-correlation as being due 
to absorption by dust present in clusters, the required amount of absorption being 
AB — 0.2 mag. Ferguson (1993) used the relation between the Mg2 index and B—V 
colours for a large sample of elliptical galaxies in clusters to determine the reddening 
due to dust in these clusters. He finds no evidence for any reddening, and the 90% 
upper l i m i t on the reddening is E{B — V) — 0.06, an upper l imi t which is just 
consistent w i t h the required absorption, assuming As = 4 . 1 0 £ ' ( 5 — V). I t could 
be argued that dust is more likely to survive in poorer clusters and groups as the 
temperature of the intra-cluster medium w i l l be lower. However, Ferguson finds 
no evidence for reddening in group environments either. Given the upper l imits on 
dust in clusters, i t is s t i l l possible that lensing and absorption could both play a part 
in the anti-correlation found. The cluster masses estimated f rom statistical lensing 
might then be brought into line w i t h other estimates. 
5.4 The Correlation of 2dF U V X QSOs and Rich 
Clusters 
5.4.1 The data and methods 
To further test the lensing hypothesis we turn to a much larger U V X sample, the 
candidate list for the 2dF QSO redshift survey which was discussed in detail in 
Chapter 4. This catalogue consists of ~ 46000 U V X QSO candidates covering 
an area of 740 deg^ in the magnitude range 18.25 < bj < 21.0. We use a bluer 
U V X selection than is used for the f u l l QSO survey in order to reduce the level of 
contamination, u — bj < —0.5 leaves only 25% contamination (estimated f rom the 
preliminary spectroscopic observations i n Chapter 6) and a total of ~ 30000 U V X 
objects. 
We use two galaxy cluster catalogues which overlap our fields: the first is the 
A C O catalogue (Abel l et al., 1989) which has 44 clusters wi th in the bounds of the 
Northern strip and 158 clusters in the Southern strip (including the 'supplementary 
Southern clusters') which are richness class 0 or greater. The second sample is the 
A P M Cluster Survey (Dalton et al., 1997) which has 59 clusters in the area of the 
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Table 5.1: Details of the cluster samples used in the cross-correlation analysis with 2dF 
UVX objects, showing the number of clusters for different richness selections. Note that 
the A P M sample uses a different richness criterion. 
Cluster No. of Clusters 
Sample -RACO > 0 RACO > 1 ^ A C O > 2 
AGO South 158 71 22 
ACO North 44 28 11 
i^APM > 40 RAPM > 45 -RAPM ^ 50 
A P M 59 41 27 
Southern strip. The ACO catalogue was constructed on the basis of visual inspection 
of photographic plates and is therefore prone to systematic errors which are largely 
unquantifiable. This could cause potential problems i f the errors introduce spurious 
clusters into the sample; so by also selecting clusters on the basis of richness we 
hope to reject the ma jo r i ty of these spurious clusters. The A P M sample is selected 
using an automated algorithm f rom the A P M Galaxy Survey (Maddox, 1988), so 
any contamination by spurious clusters is likely to be smaller and more uniform. Of 
course, we should also note that the cluster catalogue used in the BFS88 analysis 
is a catalogue of poorer clusters, and so more prone to contamination by chance 
alignments of galaxies along the line-of-sight. A l l the A P M clusters have estimated 
distances f r o m the photometry of member galaxies and ~ 100 have reliable redshift 
determinations, which allows us to determine the cross-correlation function as a 
funct ion of projected proper distance as well as angular distance. Table 5.1 contains 
the numbers of clusters wi th in the two 2dF QSO survey strips at different richness 
levels. Different richness parameters are used in the A P M and ACO samples. Fig 
5.6 shows both the distribution of U V X objects wi th u —6j < —0.5 and the positions 
of the clusters used in this analysis. 
The cross-correlation function was estimated in the standard manner, using the 
estimator i n Eq. 2.1, counting the number of U V X objects and random points 
a distance 9 ± 66/2 f r o m the cluster centres. The random points were distributed 
uni formly wi th in the area of the 2dF U V X sample taking into account areas removed 
due to bright stars and plate defects. The random point density was 25 times the 
U V X density. 
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Figure 5.7: The cross-correlation function of aU stellar objects (17.0 < &j < 21.0) and 
A P M galaxy clusters in the Southern 2dF catalogue area. 
5.4.2 Results 
Before carrying out the UVX-cluster cross-correlation we first measured the cross-
correlation funct ion of all the images classified as stellar in our survey area (17.0 < 
6j < 21.0), w i t h the clusters. Fig. 5.7 shows the results of this cross-correlation. 
We clearly see a positive signal of amplitude ~ 0.05 f rom ~ 1' to 40'. Some fraction 
of this signal may be due to contamination of the stellar catalogue by galaxies. By 
comparing the amplitude of this clustering to the cluster-galaxy correlation function, 
we estimate that there is a possible ~ 10 — 15% contamination in the catalogue. 
I n Chapter 6 we find that spectroscopic follow up of the U V X catalogue identifies 
16% of the sample as narrow emission line galaxies. However most of these objects 
are both faint and red, w i t h bj > 20.6 and u - bj > -0 .5 . W i t h u - 6j < -0 .5 
and 6j < 21 the contamination is 7.7%, while w i th u - bj < -0 .5 and bj < 20.6 
only 4.9% of the U V X candidates are galaxies. Thus, by using a blue selection wi th 
u — b] < —0.5 we reduce this contamination to a minimum. 
The cross-correlation functions for all the clusters in each sample are shown in 
F ig 5.8, correlated w i t h U V X objects in the magnitude ranges 18.25 < 6j < 21.0 
and 20.0 < 6j < 21.0. Neither of the cluster samples show a significant cross-
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clustering signal. The aim of using a fainter sub-sample of U V X objects was to use 
only objects inhabiting the regime where the QSO number counts are flat. Even 
this sample fails to show the expected negative correlation which would be the 
signature of gravitational lensing. We also attempted a cross-correlation of only 
bright QSOs, 17 < 6j < 19, (including the bright candidates wi th 6j < 18.25 f rom 
the bright extension of the 2dF QSO survey which is being observed using the 
F L A I R instrument), as the steep counts slope over this range should produce strong 
positive correlations f rom lensing. However, the numbers of QSOs in this magnitude 
range is small and the fractional contamination increases to reduce the signal, and 
no positive correlation was seen in this regime. 
We next look at the cross-correlation as a function of richness, demonstrated in 
Fig. 5.9. The cross-correlation wi th A P M clusters shows a marginally significant 
anti-correlation on scales ~ 3 — 20'; for -RAPM > 45 we find u{0 < 24') = —0.115 ± 
0.061 and for i?APM > 50, u{6 < 24') = -0.104 ± 0.075. The AGO sample does not 
show this signal, w i th uj{9 < 24') = -0.002 ± 0.043 (i^Aco > 1) and u{9 < 24') = 
0.077 ± 0.076 {RACO > 2). A t angular scales greater than 30' the cross-correlation 
funct ion is zero in all cases, thus the constant density plane lensing model cannot be 
consistent w i t h these results on large scales. This might be reasonable as the model 
is only valid i n the regime where ^cc{f) ~ A t larger scales the cluster auto-
correlation funct ion turns over, producing a cut-off. Fig. 5.10 shows the projected 
cross-correlation funct ion for A P M clusters {R > 45), using the photometric distance 
estimate, which demonstrates that this cut-off is actually at ~ 1 Mpc, the scale 
of galaxy clusters, rather than ~ 20 Mpc which is the scale at which the power-
law i n the cluster-cluster auto-correlation function breaks. The clustering amplitude 
wi th in 1 h-^ Mpc in Fig. 5.10 is w(r < 1 h'^ Mpc) = -0.197 ± 0.078. 
A n isothermal sphere profile can be fit to this data, but only the richer A P M 
selected clusters give a significant measure of the velocity dispersion.. This is ~ 
2600 ± lOOOkms"^ but is somewhat dependent on the range of scales fit as at small 
scales, close to the Einstein radius, the lensing model produces a quickly changing 
correlation funct ion. Added to this problem, wi th in the Einstein radius the model 
used for the amplification is no longer valid and multiple images can be produced. 
I t is clear f r o m the data presented here that we cannot obtain a robust result for 
the correlation between rich clusters and U V X objects, which is likely to be due 
to the small number of cluster centres, as compared to the result of BFS88 which 
used individual cluster member galaxies. To demonstrate this point we show a 
comparison of the two data sets in Fig. 5.11. Obviously, the errors are considerably 
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Figure 5.8: The results of angular cross-correlation between A P M and A C O clusters 
and U V X objects (u - bj < -0 .5 ) . a) U V X objects in the range 18.25 < &j < 21.0 
and A P M clusters with i?APM > 40, b) U V X range: 18.25 < 6j < 21.0, A C O clusters: 
RACO < 0, c) U V X range: 20.0 < 6j < 21.0, A P M clusters: RAPM < 40, d) U V X range: 
20.0 < 6j < 21.0, A C O clusters: RACO < 0. 
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Figure 5.9: The results of angular cross-correlation between A P M and A C O clusters and 
U V X objects (20.0 < 6j < 21.0 and u - bj < -0 .5 ) for a) A P M RAPM > 45, b) A P M 
-RAPM > 50, c) A C O RACO > 1 and d) A C O RACO > 2. 
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Figure 5 .10: Projected cross-correlation function for UVX objects (20.0 < bj < 21.0 and 
u- b] < - 0 . 5 ) and APM clusters -RAPM > 45 
smaller i n the BFS88 data. 
5.5 The Correlation of QSOs and bj < 23 Galaxies 
Results f r o m Chapter 2 suggested that there could be a lensing component to the 
cross-correlation of faint, 6j < 23, galaxies and optically selected QSOs, as a small 
anti-correlation was measured between the two populations. Here we attempt to 
model the effect of the lensing contribution on this result. Using the redshift distri-
butions of the galaxy and QSO populations in Chapter 2 we construct Monte-Carlo 
simulations to calculate the expected correlation signal as a funct ion of redshift. 
These simulations model the individual galaxy potentials as isothermal spheres, and 
take into account the clustering of galaxies by also adding a constant density plane 
as discussed above. Wu et al., (1996) calculate that the maximum matter surface 
density contributed by large-scale structure is ~ 0.01 — 0.02/i g cm~^ assuming that 
the amount of matter in galaxies is f ig ~ 1. Typical velocity dispersions for galaxies 
are ~ 200kms~^, so we produce Monte-Carlo simulations wi th velocity dispersions of 
200 and 400kms~^ and constant density planes wi th £ = 0.0 and 0.02h g cm~^. Fig. 
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Figure 5.11: A comparison of the cross-correlation results of UVX QSOs and galaxy 
clusters from BFS88 and from the analysis of the 2dF UVX catalogue discussed in the 
text. The soUd squares are the BFS88 data while the open squares are the cross-correlation 
of 2dF UVX candidates (18.25 < &j < 21.0) with APM clusters {RAPM > 40). 
5.12 shows how the clustering amplitude in these simulations changes wi th redshift. 
The extreme case of E = 0.02h g cm~^ and a = 400kms~^, which can contribute 
~ —0.02, can account for most of the negative signal found for QSOs at 2 < 1.5, 
while i t cannot account for the negative correlation found at higher z. This has no 
effect on the rejectijan of high clustering amplitude models in Chapter 2, but does 
make the models w i t h low clustering amplitude more consistent w i th the data. 
5.6 Conclusions 
We look at the correlation of QSOs and foreground galaxy clusters and interpret 
the measured anti-correlation in terms of statistical gravitational lensing. We come 
to the following conclusions: 
1) The velocity dispersion required to fit the BFS88 result, allowing for stellar 
contamination in the U V X sample, is cr = 1286t9ikms~^ I f a uniform density sheet 
is added to the mass profile we require a = 1205^108^^1^"^ = 0.0779 ± 
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Figure 5.12: Estimated angular cross-correlation function of QSOs with faint, 6j < 23, 
galaxies due to lensing, as a function of QSO redshift. The correlation amplitude is 
measured within 120" from Monte-Carlo simulations, with velocity dispersions 200 and 
400kms"'^ and planes with zero, and S = 0.02h g cm"^ mass surface densities. 
0.0232/i g cm~^. The velocity dispersion found is similar to that of rich galaxy 
clusters, although the major i ty of clusters in the sample w i l l be poor clusters so 
the values we find are larger than the values expected f rom other mass estimates. 
The density in the plane is larger than expected f rom estimates based on the known 
clustering properties of galaxy clusters, a value of ~ 0.02h g cm~^ being the largest 
expected density in an JIQ = 1 universe. A n offset in the measured clustering at 
large scales ( ~ 20 — 30') in BFS88 would allow a more reasonable model, wi th 
cr ~ 600kms~^ to fit the data. 
2) We test the lensing model w i th the 2dF U V X catalogue and the ACO and 
A P M cluster catalogues. No significant correlation is found between the two data 
sets, only rich A P M clusters (i^APM > 45) and faint U V X objects show any sign 
of anti-correlation, although this is not strongly significant. A t scales larger than 
~ 1 Mpc the correlation function is zero in all cases. This last point does 
suggest that the uniform density plane is not an appropriate model to use as we 
would expect to see a signal on ~ 10 — 20 Mpc scales. In fact, the large planar 
density found using the two component model wi th the BFS88 data is inconsistent 
w i t h the 2dF U V X / r i c h cluster data on these large scales. 
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3) The results found in Chapter 2 are not significantly affected by the inclusion 
of gravitational lensing. Lensing can account for most of the anti-correlation seen 
at low (z < 1.5) redshift, making a contribution of ~ —0.02. The high clustering 
amplitude models in Chapter 2 are st i l l ruled out, while the low amplitude models 
become more consistent w i th the data. 
We show that i t is possible to interpret the anti-correlation of QSOs and fore-
ground clusters as an effect due to gravitational lensing. Not only this, we also find 
that the small anti-correlation found in Chapter 2 between QSOs and 6j < 23 galax-
ies can be mostly explained by lensing. Generally, cluster masses predicted by the 
data are higher than expected f rom other mass estimates. Combining lensing wi th 
a small dust component in clusters could reduce the masses required to reasonable 
levels. 
The 2dF QSO survey w i l l produce a large homogeneous catalogue in the magni-
tude range 17 < 6j < 21, allowing a f u l l test of the lensing hypothesis. The present 
stellar contamination, which is particularly dominant at bright magnitudes, com-
bined w i t h the relatively small number of clusters in the survey area restricts our 
abi l i ty to detect the characteristic features of lensing. The completed redshift survey 
w i l l not have the problem of contamination, and this, combined wi th a variety of 
cluster catalogues of varying richness, w i l l allow us to find the positive and negative 
signals which are the unambiguous indication of gravitational lensing. 
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Chapter 6 
Spectroscopic Observations of 
U V X QSO Candidates 
6.1 Introduction 
I n this chapter we describe preliminary spectroscopic observations of the U V X cata-
logue discussed in Chapter 4. Two separate investigations were undertaken to ascer-
ta in the effectiveness of the U V X catalogue at selecting QSOs. Observations were 
carried out using the 2-degree Field (2dF) (Taylor, 1995) and F L A I R - I I (Parker & 
Watson, 1995) fibre-optic, multi-object spectroscopy systems at the A A T and UKST 
respectively. 
First, the catalogue was sub-divided into a bright and a faint portion; the bright 
sample containing all U V X objects w i th 6j magnitude in the range 17.0 < 6j < 18.25, 
while the faint sample covered the range 18.25 < 6j < 21.0. The bright sample 
was observed using F L A I R , while for the faint sample the 2dF instrument was 
used. The primary aims of obtaining the F L A I R data were to reduce the amount 
of scattered light f rom bright objects in the 2dF spectrograph, and secondly, to test 
the effectiveness of the F L A I R system at obtaining QSO spectra. Below we wi l l first 
discuss observations of the bright F L A I R sample, followed by the faint 2dF sample 
i n Section 6.3. These sections w i l l include a discussion of the various properties of 
the samples, including completeness and contamination rates. Our conclusions are 
given in Section 6.4. 
This survey is s t i l l in progress, wi th further data being obtained during the 
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Table 6.1: Details of the FLAIR observations of QSO survey fields. 
field RA Dec exposure No. of QSO 
name (B1950) (B1950) time(s) candidates 
f411-bl 00 46 00 -30 00 00 8 X 3000 64 
f469-bl 23 00 00 -30 00 00 9 X 3000 75 
wr i t ing of this thesis. The data presented here constitute a small fraction of the final 
sample, and have been primari ly used to estimate the effectiveness of the survey. 
We also have the opportunity at this time to make improvements to the catalogue, 
based on the spectroscopic results in this chapter. 
6.2 The Bright F L A I R QSO Sample 
6.2.1 Observations and the F L A I R - I I instrument 
Two fields were observed using F L A I R over a period of 3 nights. The field f411-
b l was observed on the night of the 13/9/96, while the field f469-bl was observed 
over the two nights 12-13/10/96 (Observers M . Hartley and K . Russell). Two plate 
holders are available to position fibres, the first wi th 73 fibres and the second wi th 
92. The fibres are 6.7" (100/im) in diameter; Field f411-bl was observed wi th the 
first plate holder, while field f469-bl used the second. F L A I R has a semi-manual 
fibre positioning system. Fibres are fed into a floor mounted (so highly stable) 
spectrograph. The F L A I R detector is a 400 x 578 thinned, back-illuminated EEV 
CCD, w i t h a read-out noise of ~ l i e " and a gain of ~ l e " / A D U . A 250B grating 
was used giving a resolution of 6.3A/pixel. Bias frames were taken at the beginning 
of each night, followed by mercury-cadmium (Hg-Cd) and neon (Ne) arcs. A number 
of 3000 second exposures were obtained on our survey fields, (see Table 6.1). On 
both fields a number of fibres ( ~ 10) were allocated to the night sky. At the end of 
the night fur ther arcs were taken along wi th dome flat-fields. Observing conditions 
were bad, w i t h cirrus and poor seeing, during the night of the 13/9/96 (f411-bl 
field). 
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6.2.2 F L A I R data reduction 
The F L A I R data were reduced using the I R A F astronomical reduction package 
according to Drinkwater & Holman (1996) . The object, flat-field and arc frames 
were de-biased, overscan corrected and t r immed using the imred.ccdred.ccdproc 
task. Flat-fields were then median combined using flatcombine, w i th a 4(7 chpping 
to remove CREs. The Hg-Cd and Ne arcs taken at the beginning of the night were 
added together using imar i th , those taken at the end of the night were combined 
separately. The object frames were averaged together in groups of 2 or 3 using 
imcombine. The algorithm CRREJECT was used wi th a high threshold ~ la in 
order to remove CREs. This threshold removes almost all of the CREs while not 
removing any real data f rom the spectra. The frames were combined in groups of 
2 or 3, so that images combined together have similar seeing, and there is not a 
significant shift in the position of the spectra. The final reduced spectra can then 
be summed at a later stage. 
Spectral extraction was performed using the imred.specred.dofibers package. 
This is a multi-task package which automatically traces each fibre aperture along 
the CCD and extracts the spectra. I t then extracts the flat-field spectra and uses 
these, summed in the dispersion direction, to normalize the fibre throughput. The 
next stage is to wavelength calibrate the spectra, dofibers matches the arc hues to 
an input list of line wavelengths and produces a polynomial fit to each individual 
arc spectrum. These fits are then used to wavelength calibrate the object spectra. 
Finally, dofibers median combines the sky spectra and subtracts the composite sky 
spectra f r o m the object spectra. 
This process resulted in set of sky subtracted, wavelength calibrated, object 
spectra; spectra of the same object were then combined using the scombine task. 
6.2.3 Spectroscopic results 
We now discuss the spectra obtained f rom the F L A I R observations. The spectra 
were identified by eye using the REDSHIFT program writ ten by Dr. K. Glazebrook. 
The stellar spectra were classified according to an approximate spectral type. Ob-
jects which were possible QSOs, but did not show definite broad emission lines were 
classified as QSO?. The quality of QSO redshifts were also categorized; (1) signifies 
a certain redshift w i t h two or more strong lines, (2) signifies a probable redshift wi th 
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Table 6.2: The composition of the FLAIR bright QSO sample. 
Numb er 
Identification f469 f411 Total 
subdwarf 53 25 78 
White dwarf 8 7 15 
CV 1 1 2 
QSO 7 8 15 
B A L QSO 0 0 0 
QSO? 0 1 1 
N L Galaxy 0 0 0 
No id . 6 23 29 
Total 75 64 139 
one strong line and one or more low signal-to-noise lines, (3) signifies an uncertain 
redshift, w i t h only one strong line or only low signal-to-noise lines. This should be 
only be taken as a guide, as QSOs which show only Mg I I emission were generally 
classified as having a class (1) redshift. 
Table 6.2 shows the composition of the F L A I R sample. A total of 139 F L A I R 
spectra were obtained f rom the two pointings. We discuss the galactic and non-
galactic components of the sample below. We should first note that the total number 
of candidates i n the f411 and f469 fields is 76 and 158 respectively, so less than 
half of the QSO candidates in the f469 field were observed, candidates which were 
observed being chosen at random. The difference in the number of candidates in the 
two fields is due to several effects. Photometric zero-point errors and the position 
of f469 closer to the galactic plane contribute to this difference. The dominant 
effect however, appears to come f rom the broadening of the stellar locus at bright 
magnitudes i n f469 (see Fig. 4.7). 
G a l a c t i c stars 
The majo r i ty of objects identified are found to be halo subdwarfs. Most lie in the 
spectral classification range ~ AO to G5, although 2 are identified as K stars. A l l 
these objects would generally be expected to have colours of t / — 5 ~ 0 or redder, so 
are likely to have been added into the sample through photometric errors. The colour 
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Figure 6.1: Histograms of the colour distribution of the components of the FLAIR sample. 
The shaded histograms show the distributions for the a) halo stars, b) white dwarfs, c) 
objects with no identification and d) QSOs respectively. The unshaded histogram in each 
case is for reference and shows the colour distribution of all observed objects. The two 
CVs are included in the white dwarf plot and the one QSO? {u-bj = -0.53) is included 
in the QSO plot. 
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Figure 6.2: FLAIR spectra of a cataclysmic variable (top) and a DA white dwarf/M-star 
binary system (bottom). 
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distr ibut ion of halo stars, shown in Fig. 6.1a, is strongly peaked at the red hmit 
of our selection, demonstrating that these stars do not in any way form a complete 
sample. Almost all the remaining stars (15) are white dwarfs ( W D ) . Fig 6.1b shows 
that these objects have blue colours and are therefore likely to form a complete 
sample. 12 of these show only hydrogen Balmer absorption lines and therefore 
belong to the DA class of white dwarfs. Of these, two objects f411_075 and f469-046 
show evidence of core emission or line splitting in (f411_075 and f469_046), H7 
(f411_075) and US (f411-075). This is possibly Zeeman sphtting induced by strong 
magnetic fields, although the signal-to-noise is not sufficient to measure the effect. 
The remaining 3 WDs comprise a DAO W D , showing evidence of He I I absorption, 
a D A B W D wi th neutral HeHum absorption fines and one pecuUar object showing 
broad hydrogen Balmer fines at the blue end of the spectrum (A < 5000A), but 
molecular absorptions bands at the red end of the spectrum (Fig. 6.2), usually 
associated w i t h an M class star. This is most likely to be a WD(DA) /M-s t a r binary 
system. Finally, we find two stellar objects wi th hydrogen Balmer emission lines. 
These are cataclysmic variables (CVs), which are accreting white dwarfs, and have 
colours similar to that of WDs (see Fig. 6.2). 
Q S O s 
We find 15 QSOs in the two fields and one further QSO? object; spectra and details 
of these are fisted in Appendix A . Their colour distribution is shown in Fig. 6 .Id. 
Of the 15 confirmed QSOs only one is outside of the redshift range 0.3 < 2 < 2.2. 
The magnitude and redshift distributions of these objects are shown in Fig. 6.3. 
We w i l l show and discuss a combined number-magnitude relation for the F L A I R 
and 2dF samples i n Section 6.3.4. The redshift distribution is weighted towards low 
redshift, as we would expect in a bright QSO sample (see the LBQS N{z) in Fig. 
3.1). The LBQS (Hewett et al., 1995) shows a surface density of QSOs of 0.90 deg-^ 
between 6j — 17.0 and 18.25, over the redshift range 0.3 < 2 < 2.2. Considering 
the fract ion of candidates observed in each field we find that the effective areas of 
the two fields are 20.86 and 10.62 deg^ for the f411 and f469 fields respectively. The 
density of QSOs we find over the range 0.3 < z < 2.2 is therefore 0.44 ± 0.12 QSOs 
per sq. deg, a factor of 2 less than found in the LBQS, wi th f411 and f469 having 
densities of 0.34 ± 0.13 and 0.66 ± 0.25 deg-^ respectively. 
The LBQS has been shown to be extremely effective at selecting QSOs (Hewett 
et al. , 1995) and there are several reasons for our lower density. First, even in this 
magnitude range we expect ~ 10 — 15% incompleteness f rom photometric errors 
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Figure 6.3: Distribution of QSOs in the FLAIR sample as a function of a) magnitude 
and b) redshift. The shaded histogram shows the QSO distributions in both cases. The 
dotted histogram in a) shows the distribution of unidentified sources. 
and variability (due to our relatively blue U V X selection threshold). Second, a 
high fraction of these bright QSOs are found at low redshift. The U V X selection 
technique is not so effective at low redshift as these objects become both redder than 
the QSOs at higher redshift and are no longer classified as point sources; both these 
effects being primari ly due to the increasing effect of the host galaxy at low redshift. 
T h i r d , i t is of course possible that there is a residual offset between the LBQS and 
2dF 6j magnitude systems, which could cause this difference in number density. An 
offset of 0.1 mag could cause a 20% reduction in the measured QSO density. 
We note that the f469 field QSO density is wi th in la of the expected value f rom 
the LBQS. The f411 field, which shows a particularly low density of QSOs, contains 
a high number of unidentified spectra. Over one th i rd of the spectra could not 
be positively identified, these being mostly at the faint end of the sample where a 
higher fraction of QSOs is expected (as demonstrated in Fig. 6.3). There are 16 
previously known QSOs in the f411 field which lie in the redshift and magnitude 
intervals 0.3 < z < 2.2 and 17.0 < 6j < 18.25. Of these, two are classed as merged 
objects on the A P M scans and are not included in the survey (both are at low 
redshift , z ~ 0.3 - 0.4). One further object is slightly too red to fal l within our 
colour selection (wi th u — 6j = —0.35). Of the remaining 13 QSOs we have obtained 
spectra of 11 wi th F L A I R . Of these we classify 6 as certain QSOs, one as QSO? and 
four have no identification. I f we include these objects in our calculation of QSO 
surface density we find the f411 density to be 0.58 ± 0.17 deg-^ (for 0.3 < z < 2.2), 
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a number much more consistent w i th the f469 field and closer to the LBQS result. 
The f469 data show that the U K S T / F L A I R , wi th adequate observing conditions, 
can obtain >, 90% identifications f rom our U V X catalogue. This combination can 
obtain QSO densities consistent wi th the LBQS. 
6.3 The Faint 2dF QSO Sample 
6.3.1 Observations with the 2-degree Field instrument 
The 2-degree Field instrument is a multi-fibre spectroscopic system which utilizes 
the wide field of view provided by a 4-component optical corrector. The corrector 
produces a field of two degrees diameter wi th some cost in terms of broad band 
imaging quality. However, for multi-fibre spectroscopy wi th fibres of ~ 2" diameter 
(2.16" at the field centre, 2.0" at the edges), the small loss due to variations across the 
field (mostly due to a Chromatic Variation in Distortion), is more than compensated 
by the increased field of view. There are two field plates onto which the fibres are 
positioned using a robotic positioner and magnetic buttons. The two field plates 
provide a substantial reduction in overheads by allowing the positioner to reconfigure 
one field while the other is being observed. 400 fibres can be positioned on each field, 
w i t h two identical spectrographs receiving 200 fibres each. The spectrographs use 
thinned 1024 x 1024 Tektronix CCDs and there are a variety of low and medium 
resolution gratings available. Further details of the instrument can be found in the 
2dF user manual (Bailey, 1996). 
Our observations were carried out during a time of science verification testing. 
A t this t ime the instrument had only 200 fibres per plate and one spectrograph 
w i t h an engineering grade CCD (wi th diminished blue response). We use the 300B 
grating which has a dispersion of 178.8A/mm. In order to make effective use of 
telescope t ime we combine our observations wi th those of the 2dF Galaxy Redshift 
Survey Project. Thus on average each field of 400 fibres wi l l contain ~ 135 fibres 
observing QSO candidates, ~ 245 fibres observing galaxies and a further ~ 20 fibres 
on blank sky positions. In the current mode (only 200 fibres) we observe ~ 65 QSO 
candidates per 2dF pointing. We observed 7 individual fields, 4 were in the Southern 
(SGP) strip and 3 were in the Northern (NGP) strip. One field (NGP298) contained 
3 very bright, 6j ~ 9 mag, stars which had been mis-classified as galaxies by the 2dF 
Galaxy Survey team. Contamination by these objects caused approximately half of 
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Table 6.3: Details of the 2dF observations of QSO survey fields. 
U K S T field RA Dec exposure No. of QSO comments 
field name (B1950) (B1950) time(s) candidates 
f417 SGP238 03 08 43.8 -27 42 01 2 X 1800 26 
f417 SGP463 03 11 31.8 -32 11 58 3 X 1800 50 
f417 SGP392 03 12 51.9 -30 42 15 2 X 1800 70 
f853 NGP298 09 53 27.3 +00 23 56 3 X 1800 72 Bright stars 
f853 NGP242 09 56 36.7 -00 56 40 3 X 1800 69 270R grating 
f854 NGP361 10 11 03.6 +01 44 38 3 X 1800 59 low S/N 
f466 SGP246 21 44 36.5 -29 12 20 4 X 1800 73 
the spectra to be unusable in this field. Another field (NGP242) was observed using 
the 270R grating rather than the 300B. Table 6.3 gives details of these observations. 
Whi le the Southern fields used the catalogue limits described in Chapter 4, the 
Northern fields used a somewhat brighter, 6j = 20.75, magnitude l imi t wi th a redder 
selection l i m i t of u — 6j = —0.3. The aim of these fields was to help assess the effect 
that altering our survey l imits has on completeness and contamination. 
For each field a number of 1800s exposures were taken of the candidate objects. 
As well as these, helium-neon-copper-argon arc exposures where taken, usually at 
both the beginning and end of a run of object exposures. Dome flats were taken to 
measure the individual fibre throughputs using a quartz lamp. Approximately 20 
fibres were given over to blank sky positions for each field. 
6.3.2 2dF data reduction 
A n eventual goal of the 2dF facil i ty is to have a pipe-line processing system which 
w i l l produce fu l ly reduced spectra. A t the time of this thesis the pipe-line software 
was s t i l l in the development stage, therefore the I R A F dofibers task was used to 
perform the spectroscopic data reduction. This task is described above in Section 
6.2.2, and here we w i l l outfine points which are peculiar to the 2dF data set. First, 
the spectrograph is located on the top end ring of the telescope. While reducing 
losses due to long lengths of optical fibre this makes the instrument less stable than 
the F L A I R spectrograph. Therefore, i t is not straightforward to combine multiple 
exposures taken at different times, due to non-linear shifts in the relative positions 
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of the spectra. I n cases where this is a problem we have combined our object spectra 
after extraction rather than before. This method has the disadvantage of being less 
effective at CRE rejection. In practice, for all fields where shifts in spectra positions 
were a significant problem, we had at least 3 exposures f rom which a median could be 
taken to remove CREs. A second point is that the current CCD has several cosmetic 
defects including bad columns. These were interpolated across using the task fixpix, 
and a note was made of these columns in the arc spectra so any line which contained 
cosmetic defects was not used to calculate the wavelength calibration. 
6.3.3 Spectroscopic results 
A to ta l of 419 spectra have been obtained f rom the seven fields listed in Table 
6.3, this includes 31 spectra which were contaminated by scattered light f rom the 
bright stars in the NGP298 field, leaving 388 spectra. We analyse the data f rom the 
Northern and Southern fields separately. 
I n the four SGP fields we obtained a total of 219 spectra of U V X QSO candidates. 
Identification was carried out by eye using the REDSHIFT program and spectra were 
classified as described in Section 6.2.3. In the 3 NGP fields we obtained 200 spectra. 
Field NGP361 has low signal-to-noise and, due to poor observing conditions, less 
than half the spectra could be classified; this field was left out of the following 
analysis. The 31 spectra contaminated by scattered light f rom the three bright 
stars were also removed f rom the sample leaving a total of 110 spectra in the two 
remaining NGP fields. The compositions of the SGP and NGP samples are shown 
in Table 6.4 and below we discuss the individual components of these samples. 
G a l a c t i c stars 
Out of a total of 219 spectra the SGP sample contains 42 stellar objects, the major i ty 
of these (30 objects, 15% of the 195 classified spectra) being galactic halo subdwarfs 
in the range ~ AO — Gb. Fig 6.4 shows that the major i ty of halo stars are close 
to the red l i m i t of our selection, as in the brighter F L A I R sample. Ten of the 
remaining stars are WDs, mostly of the DA variety, easily recognizable f rom their 
broad hydrogen Balmer lines.. Two of these WDs appear to be of the rarer D A B 
type, which have weak Hel fines present in their spectra. The remaining two galactic 
sources are CVs. The 24 unclassified spectra comprise faint objects wi th low signal-
to-noise, these being mostly located near the faint l imi t of our survey, or objects 
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Figure 6.4: Colour distribution of stars found in the 2dF samples, a) SGP halo stars, b) 
SGP white dwarfs, c) NGP halo stars and d) NGP white dwarfs. 
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Table 6.4: The composition of the 2dF QSO sample. The numbers of objects identified 
are listed for individual UKST fields and for the SGP (f417 and f466) and NGP (f853) 
samples. 
Number 
Identification f417 f466 S G P N G P 
subdwarf 10 20 30 44 
White dwarf 8 2 10 1 
CV 1 1 2 0 
QSO (inc. BALs) 82 32 114 38 
B A L QSO 3 1 4 0 
QSO? 2 1 3 2 
N L Galaxy 25 11 36 6 
No id . 18 6 24 19 
Total 146 73 219 110 
which show a strong continuum flux w i t h no emission or absorption features visible. 
Many of these are likely to be subdwarfs as these objects are by far the most difficult 
to classify, generally having only weak absorption Hues. The remaining continuum 
sources could be B L Lac objects, or possibly DC (continuum) WDs. 
I n the NGP fields we find a significantly higher fraction of halo subdwarfs, as 
expected, given the redder l imits . There are 44 (48%) subdwarfs out of a total of 91 
classified spectra. The vast major i ty of these appear to be A, F and G stars although 
i n the NGP242 field, for which the 270R grating was used, stellar classification is 
more diff icul t since the Ca I I H and K lines are not visible. We find two objects 
which appear to be WD/M-s ta r binaries in the NGP242 field, although the R270 
grating only allows us to see the H/3 absorption feature. One normal DA white dwarf 
was found in the NGP sample. Of the 44 subdwarfs, 22 have u — bj colours between 
-0.36 and -0.3, thus the stellar contamination is doubled by moving the colour l imi t 
0.06 mag redder. 
Q S O s and emission line galaxies 
The SGP sample of 219 spectra resulted in the identification of 114 QSOs (exclud-
ing 2 QSO?s). The QSO spectra and details of individual objects are given in Ap-
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pendix B. A l l of the QSOs were identified on the basis of their broad ( > lOOOkms ^) 
emission fines, particularly the Mg II(A2798A), C III](A1909A), C IV(A1549A) and 
L y a + N V(A1240A) lines. The lowest redshift QSOs could also be identified by their 
broad Balmer emission lines. Several other weaker lines were also observed in a 
number of spectra, including the Si IV(A1397A), C I1(A2326A) and [Ne V](A3426A) 
lines. Here we w i l l discuss a number of objects of particular interest. The lowest 
redshift QSO is TQ392_258 at a redshift of 0.213. This object has an apparent 
magnitude of 6j = 20.99, and is therefore the faintest object in the catalogue with 
an absolute magnitude of Mbj = —19.54 (throughout this section we wi l l assume 
Ho = SOkms^^Mpc"^ and Clo = 1). The absolute magnitude in the 6j band, M b j , is 
found using 
M b j = 6j - 5 logidi) + 2.5(1 + a) log( l + z) - 25 (6.1) 
where (11 is the luminosity distance to the QSO, which for f^o = 1 is given by 
dL = ^[{l + z) - {I + zf^'] (6.2) 
-no 
For the K-correction we use a spectral slope of a = —0.5. A further 12 objects have 
Mbj > - 2 3 , all below z = 0.8. Therefore 11% of the QSO sample could be classified 
as Seyferts. The highest redshift QSO is at z = 2.684 and has 6j = 18.53, implying 
an absolute magnitude of Mbj = —27.39, the most luminous source in the sample. 
Five QSOs show broad absorption line ( B A L ) features w i t h evidence of broad ab-
sorption in Mg I I , C IV and L y a + N V. These objects comprise 4.3 ± 2.0% of the 
tota l sample, consistent w i th previous QSO surveys (Boyle et al., 1990). Several of 
the highest redshift QSOs show Lya absorption at redshifts below that of the QSO. 
TQ462-271 {z = 2.684) and TQ463.254 (z = 2.667) are the most prominent exam-
ples, and merit further investigation wi th high resolution spectroscopy to measure 
the redshifts and hydrogen columns of the absorbing systems. 
As well as QSOs, 36 narrow emission line (NL) galaxies were found in this sample. 
These objects show strong hydrogen Balmer, [0 II](A3727A) and [0 III](A4959A, 
A5007A) lines, indicators of significant star formation. The major i ty of these objects 
are red, u - 6j > - 0 . 5 , and faint, 6j > 20.6, and range in redshifts f rom z ~ 0.1 
to ~ 0.5. These objects are small compact star-forming galaxies which have been 
classified as stars in our analysis; their relatively red colours suggest that this sample 
of galaxies is likely to be highly incomplete. N L galaxies form 18% of the classified 
sample, compared to 4% found in the Durham/AAT QSO survey (Boyle et al., 1990). 
This discrepancy is partly due to the differing magnitude l imits of the two samples, 
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Figure 6.5: The distribution of QSOs as a function of redshift in the a) SGP and b) NGP 
samples. The dotted lines show a polynomial fit to the Durham/AAT sample at z < 2.2 
normalized to the number of QSOs in each sample. 
as most narrow line galaxies are found near to the faint l imi t of the survey. We note 
in Chapter 4 that the 2dF QSO survey l imi t of 6j = 21 mag is, on average, slightly 
deeper (by ~ 0.25 mag) than the D u r h a m / A A T sample. 22 of the N L galaxies were 
found fainter than 6j = 20.75. 
The NGP fields contain 40 objects classified as QSOs, two of which are QSO?s. 
These QSOs range i n redshift f r o m z = 0.235 to 2.558. No B A L QSOs are found in 
this sample, which is consistent wi th the fraction found in the SGP sample. Four 
QSOs (11%) have absolute magnitudes fainter than Mbj = —23.0 and so would 
be classified as Seyferts. The NGP sample contains fewer narrow line galaxies the 
SGP sample; only 6 are identified. Using common selection criteria, bj < 20.75 and 
u-bj < -0 .36, the SGP sample would contain 14 (9%) NL galaxies while the NGP 
sample would contain only 3 (4%). 
6.3.4 Properties of the QSO sample 
We now go on to look at the statistical properties of the 2dF QSO sample, in 
order to ascertain the completeness of the sample and compare i t to other QSO 
surveys. First, the redshift distributions, n{z), of the SGP and NGP samples are 
shown i n Fig 6.5. Overplotted on the redshift distributions is a polynomial fit to the 
D u r h a m / A A T sample (Shanks k Boyle, 1994) normalized to the numbers of QSOs 
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Table 6.5: Number densities of QSOs in individual UKST fields. Densities are given in 
deg-2. 
field No. of effective No. of No. of QSOs QSO QSO density 
cands. area QSOs 0.3 < 2 < 2.2 density 0.3 < 2 < 2.2 
f417 146 2.55 82 73 32.2 ± 3 . 6 28.6 ± 3 . 4 
f466 73 0.85 32 30 37.5 ± 6 . 6 35.2 ± 6 . 4 
f853 110 2.11 38 31 18.0 ± 2 . 4 14.7 ± 3 . 0 
in each plot. A test comparing the SGP and NGP to the Durham/AAT survey 
finds reduced of 0.63 and 0.58 for the SGP and NGP respectively. The most 
noticeable feature of the n(z) is the sudden fal l off at z = 2.2, expected due to the 
changing colours of the QSO population near this redshift. 
We calculate the surface number density of QSOs in both the samples. The 
SGP data is taken f r o m 2 different UKST field areas, f466 and f417. The hmit ing 
magnitudes in the two fields were 6j = 21.06 and 6j = 20.92 for f466 and f417 
respectively (the difference is due to plate-edge zero point corrections being used). 
Each 2dF pointing only observed a fraction of the U V X candidates wi th in the 2° 
diameter field, due to the collaboration wi th the 2dF Galaxy Redshift Survey and 
only having 200 fibres available. We therefore calculate the effective area of each 
2dF pointing based on the fraction of U V X candidates observed. The effective areas 
for each field, along w i t h the calculated QSO densities, are given in Table 6.5. 
The f466 field shows the highest number density of QSOs at 37.5 ± 6.6 deg~^, 
while the f417 field has a lower density of 32.2 ± 3.6 deg~^. In order to compare the 
two fields, we reject all QSOs fainter than bj = 20.92. The number density in f466 
then becomes 32.8 ± 6.2 or 30.5 ± 6.0 (0.3 < z < 2.2), which is more consistent wi th 
the values found in the f417 field. Combining the f466 and f417 fields at this l imi t 
we have 110 QSOs (99 wi th in 0.3 < 2 < 2.2) in an effective area of 3.40 deg^ which 
is then a surface density of 32.3 ± 3.1 or 29.1 ± 2.9 (0.3 <z < 2.2) deg-^ 6j = 20.92 
is equivalent to 6 = 21.17 (6 being the magnitude system used in the Durham/AAT 
QSO Survey). The number density of QSOs found in the D u r h a m / A A T sample 
was 36.7 deg~^ at a l imi t of 6 = 21. The slope of the integrated number counts 
in this region is ~ 0.28 (Boyle et al., 1988b) and therefore we expect 40.9 deg"^ 
at 6 = 21.17. So we appear to be selecting only 71.1 ± 7.1%, which is lower than, 
but not inconsistent w i th , the ~ 80% predicted in Chapter 4. A t 6j = 21 this 
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a) SGP b) NGP 
Figure 6.6: The distribution of QSOs as a function ofu-bj colour for a) the SGP and b) 
the NGP samples. The shaded histograms show QSOs in the redshift range 0.3 < z < 2.2 
while the unshaded histogram includes those QSOs detected outside of these redshift hmits. 
The dotted fines show the colour selection hmits in each case (-0.36 for the SGP fields and 
-0.3 for the NGP fields). Note that the bins in the two plots are offset with respect to one 
another by 0.06 mag so as to make the bin nearest to the colour hmit complete, a) shows 
a Gaussian fit (peak at -0.7 and width 0.328) to the colour distribution of QSOs within 
0.3 < z < 2.2. 
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jmpleteness corresponds to a QSO density of 30.6 deg ^, compared to ~ 34 deg ^ 
it imated f rom previously known QSOs. 
Before we discuss this result any further we wi l l similarly analyse the NGP data, 
which have a brighter magnitude l i m i t , bj = 20.75, and a redder colour selection, 
u-b} = - 0 . 3 . Table 6.5 contains the calculated QSO density in the NGP f853 field. 
The number density of QSOs, at 18.0+2.4 deg-^ (and 14.7+3.0 for 0.3 < z < 2.2), is 
lower than the SGP data, where the density is 28.5 + 2.9 (26.2 + 2.8 for 0.3 < z < 2.2) 
for bj < 20.75. I t is also below the number density found in the Durham/AAT 
survey, which is 36.7 deg~^ at this fimit. 
More information regarding the expected completeness of the sample can be 
obtained f r o m analysis of the colour distribution of the identified QSOs (shown 
in Fig. 6.6). The distribution peaks bluer than our U V X fimit, which allows us 
to fit a Gaussian profile to the colour distribution of SGP QSOs over the range 
0.3 < z < 2.2. In tegra t ing th is func t ion to thecolourse lec t ionf imi tof u—6j = —0.36 
we find that 85.1% of QSOs should be selected, under the assumption, of course, 
that the Gaussian distribution is a reasonable description of the data. This number 
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is much more consistent w i th the expected completeness obtained in Chapter 4. 
Three QSOs in the NGP data set have colours u — bj > —0.36, two of which are 
w i t h i n the redshift range 0.3 < z < 2.2. They therefore constitute 7.9 ± 4.6% or 
6.5 ± 4.6% (0.3 < z < 2.2) of the total NGP sample, whereas f rom the Gaussian 
fit to the SGP data we would expect this to be 3.8%, which, considering the large 
error, is obviously consistent. 
We can combine the F L A I R and 2dF data sets to construct the differential num-
ber magnitude relation for our sample; this is shown in Fig. 6.7 and compared to the 
LBQS and D u r h a m / A A T surveys. The data clearly show the break in the number-
magnitude relation at bj ~ 19, which is present in the LBQS and Durham/AAT 
data, but also shows an under-density compared to these surveys. Our analysis of 
previously known QSOs in Chapter 4 predicts a completeness of ~ 80%, where the 
incompleteness is due to photometric errors and variabiHty. The QSO density mea-
sured f r o m spectroscopic data in the SGP region is consistent wi th this. The NGP 
data show significantly lower QSO densities, but these data in particular are of vari-
able quality (17% of candidates were not identified). Further data, currently being 
obtained using the 2dF facihty, should produce a more uniform data set. The levels 
of completeness determined here and in Chapter 4 drive a continued investigation, 
aimed at improving the candidate catalogue used in the 2dF QSO Survey. Below, 
in our conclusions, we w i l l outhne one possible way to make these improvements. 
6.4 Conclusions 
We have made preliminary spectroscopic observations of U V X QSO candidates f rom 
the U V X catalogue discussed in Chapter 4. The observations have been carried 
out using both the 2-degree Field facil i ty at the A A T and the F L A I R system at 
the U K S T . Bright (17 < 6j < 18.25) candidates were observed using F L A I R and 
fainter (18.25 < 6j < 21.0) candidates were observed using 2dF. 139 spectra were 
obtained f r o m F L A I R and 419 f rom 2dF. The aim of this investigation was to test the 
effectiveness of the U V X catalogue at selecting QSOs, in terms of both completeness 
and contamination. 
As well as QSOs, the samples also contain significant numbers of both galactic 
stars and narrow emission line galaxies. The galaxies lie at the faint and red l imits 
of the sample and as such fo rm a highly incomplete sample. This is also the case for 
the ma jo r i ty of galactic stars, which are halo subdwarfs (A, F and G stars) scattered 
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Figure 6.7: The number magnitude relation for the combined F L A I R and 2dF (SGP 
only) data (crosses). The points without errors are the LBQS (open squares) and the 
Durham/AAT (filled squares) survey. The Durham/AAT survey has been converted from 
the b magnitude system to 6j using the conversion in Eq. 4.10. 
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into our colour l imits by photometric errors. Apart f rom these objects we also find 28 
hot white dwarfs, which due to their bluer colours do fo rm a complete sample. Most 
of these objects are DA white dwarfs, dominated by broad hydrogen Balmer lines. 
Four of these objects show evidence of helium absorption, either neutral (DAB WDs) 
or ionized (DAO) . Three of the WDs show broad molecular absorption features at 
~ 6000 — 7000A, these are WD/M-s ta r binary systems. Four CVs were also found, 
being easily distinguishable by their hydrogen Balmer emission lines. The number 
of WDs found implies that the completed survey w i l l contain ~ 2000 WDs, which 
w i l l be invaluable to the study of galactic structure. 
The combined data set found a total of 167 QSOs. In particular the SGP sub-
sample of the 2dF observations contains 114 QSOs, that is 50% of the sample were 
positively identified as QSOs. The contamination comes mainly f rom halo subd-
warfs at bright magnitudes, but at fainter magnitudes, 18.25 < bj < 21.0, we f ind 
approximately equal numbers of NL galaxies and subdwarfs. The increased number 
of N L galaxies is most likely to be due to the star-galaxy separation becoming less 
accurate at bj ~ 21. The use of a faint l imi t of bj = 20.75, and a colour l imi t 
oi u — bj < —0.3 reduces the number of NL galaxies but increases the number of 
subdwarfs, so that the total contamination is greater. 
Exact quantitative analysis of the amount of incompleteness is vi ta l in assess-
ing the effectiveness of the 2dF QSO survey. This is somewhat hindered by the 
inhomogeneous nature of the current data, particularly in the case of the currently 
available data in the NGP region of the survey and the f411-lb F L A I R data. Given 
the measured densities of QSOs, the current estimates suggest a completeness in the 
SGP of 71.1 ± 7.1%, which corresponds to a QSO surface density at 6j = 21 of ~ 30 
deg-2. 
These levels of completeness give a QSO density which is lower than expected. 
We would like a high QSO density as the statistics of QSO clustering are strongly 
dependent on the density of QSOs in the sample. From Chapter 4 we aimed for 
~ 80% completeness ( ~ 35 deg~^), although even this could be improved. Any 
improvement which could increase the completeness of the catalogue without dra-
matically increasing the level of contamination should be carefully investigated. A n 
obvious option is to include a th i rd colour into our selection process; deep UKST r 
plates have recently become available in all of the NGP survey region and almost 
all of the SGP survey region. Fig 6.8 shows a; u — 6j vs. 6j — r diagram for the f411 
field which contains many previously known QSOs. The magnitude l imits used are 
18.25 < 6j < 20.75, the brighter faint l imi t is used because of the r plate l imi t of 
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Figure 6.8: A test of QSO selection using a multi-colour selection in the f411 field, aU 
stellar objects in the range 18.25 < 6j < 20.75 are marked. Known QSOs are indicated 
with large points, and arrows indicate upper limits on r magnitudes. The dotted lines 
indicate two selections, the horizontal line showing the u-bj < -0.36 UVX selection and 
the diagonal line shows a colour selection chosen to lie blueward of the stellar locus. 
r ~ 21. Of the 153 known QSOs which we detect in our stellar catalogue, only 123 
(80%) are selected using the standard u — bj < —0.36 selection, while introducing 
a second selection criterion based on both colours can increase this number to 142, 
that is, 93% completeness. I t is clear that a multi-colour selection can select QSOs 
which have u — bj colours which are close to the stellar locus. The addition of a 
t h i r d band effectively reduces the scatter f rom photometric errors and variability, 
while also constraining the stellar locus into a smaller area on the colour-colour 
plane than is possible on the colour-magnitude plane. Hence, QSOs are less likely 
to be scattered into the stellar locus. The number density of candidates is st i l l only 
at the level of 63 per deg^ (this density includes objects wi th only upper limits in 
the r band). This would allow us, at a l imi t ing magnitude of 6j ~ 20.75, to obtain 
high completeness, while st i l l retaining a low contamination rate of < 50%. The 
loss i n QSOs due to a l im i t 0.25 mag brighter is more than compensated for by the 
increased completeness. Based on the results so far obtained, we intend to extend 
the test observations of the 2dF QSO survey to objects which have been selected 
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by this multi-colour process, and hence continue to improve the quality of the 2dF 
QSO Survey input catalogue. 
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Chapter 7 
Conclusions 
Our aim in this thesis has been to use the clustering of QSOs as a probe of cosmology. 
We are particularly interested in making new estimates of the parameters which 
govern the fo rm and evolution of large-scale structure in the Universe. We have 
used QSO catalogues that are already available to obtain ini t ial results, and we 
have then begun the process of constructing a new, large, QSO catalogue which wi l l 
allow more definitive answers to our questions. 
7.1 QSO Environments 
A first important question to be answered before we make cosmological inferences 
is: how do QSOs trace the mass distribution? In Chapter 2 we address this question 
by cross-correlating a sample of ~ 150 QSOs f rom optically and X-ray selected cat-
alogues w i t h faint , 6j < 23, galaxies. These data allow us to probe the galaxy clus-
tering environment of QSOs out to 2 ~ 1.5. Far f rom giving a positive correlation, 
the QSO-galaxy cross-correlation function is marginally negative even at z < 1.5 
(—0.027 ± 0.020 at < 120"). Colour information shows that the anti-correlation is 
most significant between the QSOs and the red galaxy population. 
We have therefore constructed a model to predict the QSO-galaxy cross-correlation. 
To do this we need to know the form of the N{z) distribution of &j < 23 galaxies; for-
tunately this is now well constrained f rom Keck data (Cowie et al., 1995). Clustering 
evolution is also included in the model. A case in which QSOs exist i n rich cluster 
environments is comfortably ruled out by comparing our model to the data. The 
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cross-correlation function is more consistent wi th a 'normal' galaxy environment. I f 
the small anti-correlation is interpreted as an effect of gravitational lensing, then 
this conclusion is not altered. In this case, the data are only ~ la below the low 
clustering amplitude models, while the high amplitude models are st i l l comfortably 
rejected. We therefore conclude that QSOs do not trace a highly biased distribution, 
such as galaxy clusters. The results are in Hne wi th previous observations of radio-
quiet QSOs at lower redshift (EUingson et al., 1991; Boyle k Couch, 1993; Smith 
et al., 1995) which suggest that QSOs tend to exist in average galaxy environments 
and are not highly biased. 
7.2 Evolution of QSO Clustering 
I n Chapter 3, several presently available QSO surveys were combined to place con-
straints on cosmology f rom the evolution of their clustering properties. We used 
the LBQS, D u r h a m / A A T , C F H T and E S O / A A T QSO surveys, a total of > 1500 
QSOs over the redshift range 0.3 < z < 2.2. This combined data set has a clustering 
amplitude ^(10 h''^ Mpc) = 0.83 ± 0.29 for f]o = 1 at z = 1.27. On larger scales, 
f r o m ~ 100 - 1000 Mpc, the hmi t on a detected signal in ( is dzO.025. 
A model of clustering evolution which includes the effect of bias was used to 
estimate the expected QSO clustering amplitude at the present day. The measured 
clustering ampUtude at high redshift could then be compared to present day galaxy 
clustering and the clustering of low redshift Seyfert galaxies. The maximum present 
day QSO correlation length is ro = 9.23 ± 1.11 (for 7 = —1.8), assuming fio < 1 and 
that galaxies are not anti-biased on ~ 10 Mpc scales. I f the low redshift Seyferts 
and high redshift QSOs are f rom a similarly clustered population, the best fit is a 
slowly evolving model, which implies low fio and/or high bias for both galaxies and 
QSOs. By contrast, comparisons of QSO clustering to the CMB measurements of 
COBE, using CDM-type power spectra suggest relatively low bias. Although this 
might be taken as evidence for a low fio model, the statistics st i l l allow an Oq = 1 
world model w i t h 6qp — bgp ~ 2. The 2dF QSO Redshift survey wi l l be needed to 
make further progress on these questions. 
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7.3 Lensing of QSOs by Galaxy Clusters 
Various authors have noted the apparent correlation between nearby galaxies and 
distant QSOs. This is most easily interpreted in terms of gravitational lensing. We 
consider the anti-correlation found by Boyle et al., (1988) in terms of gravitational 
lensing in Chapter 5. Using an isothermal sphere lens model, the required velocity 
dispersion is cr = 1286t.llkms~^. W i t h an isothermal sphere plus uniform density 
plane, the velocity dispersion is cr = 1205l^o8knis~^, while the plane density is Ec = 
0.0779 ± 0.0232h g cm~^. Both these values are considerably larger than expected 
for the poor clusters and groups used by BFS88. We extend this investigation to the 
U V X catalogue prepared for the 2dF QSO redshift survey, in combination wi th the 
AGO (Abel l et al., 1989) and A P M (Dalton et al., 1997) cluster catalogues. Due to 
the small number of clusters available, no significant result was found. We find that 
the anti-correlation between QSOs and faint, bj < 23, galaxies in Chapter 2 can also 
be interpreted as due to gravitational lensing. Similarly, in this case, an extreme 
model is required to account completely for the anti-correlation. The existence of a 
small amount of dust in clusters could reduce estimated masses, bringing them into 
line w i t h other cluster mass estimates. 
A more convincing test wi l l be possible, given the f u l l 2dF QSO catalogue (with-
out contamination) and a complete galaxy catalogue across the survey area. This 
should allow us to test whether the large masses found f rom statistical lensing in-
vestigations are indeed correct. 
7.4 The 2-degree Field QSO Redshift Survey 
Chapters 4 and 6 are concerned wi th preparing a new QSO redshift survey which 
is currently being undertaken using the 2dF facili ty at the A A T . This survey is 
expected to obtain redshifts for ~ 25000 QSOs, over an order of magnitude larger 
than current QSO surveys. Chapter 4 discusses the production of the U V X catalogue 
which forms the basis of the candidate selection in the Southern portion of the 
survey. The survey is based on UKST photographic plates in 6j and u, scanned 
by A P M . These have been corrected for field effects and calibrated using CCD 
sequences obtained in each UKST field. Several tests have been carried out in order 
to determine the photometric accuracy of the catalogue. Estimates of completeness, 
based on previously known QSOs in our survey area, suggest that the survey wi l l be 
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~ 80% complete over the redshift range 0.3 < 2 < 2.2. This corresponds to a QSO 
surface density of ~ 34 deg~^ at a magnitude l imi t of 6j = 21. 
In Chapter 6 we analyse the first spectroscopic observations of the U V X cata-
logue. Observations of bright candidates, wi th 17 < 6j < 18.25, have been made 
using the F L A I R instrument on the UKST. The fainter candidates have been ob-
served using the 2dF facil i ty at the A A T . The combined data set contains 167 QSOs. 
I n particular, the Southern 2dF observations contain 114 QSOs, that is, 50% of the 
candidates observed. The estimated completeness of this data is 71.1 ± 7.1%, lower, 
although not significantly, than predicted in Chapter 4. A possible solution to the 
general problem of incompleteness is to include UKST r plates in our candidate 
selection process. We demonstrate that in one field, which contains a number of 
previously known QSOs, selection based on 6j — r and u — b] colours increases the 
completeness f rom 80% to 93%. This is obviously a significant improvement and 
observations to test the new UBR catalogue are currently underway. 
7.5 The Future: Science from the 2dF QSO Red-
shift Survey 
The 2dF QSO Redshift Survey w i l l allow a wide ranging and detailed investigation 
of the Universe at high redshift. The primary scientific aims are: 
• To measure the power spectrum of density fluctuations f rom small scales (a 
few Mpc) to the large scales sampled by COBE, ~ 1000 Mpc. 
• To measure the rate of QSO clustering evolution, in order to constrain fio and 
QSO bias. 
• To apply geometric tests to measure the cosmological constant, A. 
As described in Chapter 1, we expect the power spectrum to turn over to 
P{k) ~ A; on the largest scales. On the scales probed we should see this effect 
in the 2dF QSO Survey. We wi l l be able to compare the shape of the QSO power 
spectrum to a wide range of theoretical models. Matching the QSO power spectrum 
to C M B measurements on large scales should also allow a direct measurement of 
QSO bias. Chapter 3 shows how CIQ and bias can be constrained f rom clustering 
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evolution using a relatively small sample of QSOs. The 2dF sample wi l l allow ac-
curate measurements of these parameters. The measurement of the cosmological 
constant uses a geometric test (Alcock k Pacynski, 1979; Phillipps, 1994; BaUinger 
et al., 1996) similar to that outlined in Chapter 3, which uses the fact that when 
the wrong cosmology is assumed, clustering is distorted f rom its average spherical 
distr ibution. The distortion is particularly sensitive to the value of the cosmological 
constant. 
The 2dF QSO Redshift Survey w i l l supply us wi th a picture of the Universe to a 
fract ion of its current age. The ability to look back in time over great distances gives 
us new opportunities to further our understanding of the Universe and the physical 
processes which control its evolution. 
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Appendix A 
The Flair Spectroscopic Sample 
Here we list details of the QSOs found in the bright (17.0 < 6j < 18.25) F L A I R 
QSO sample. We give the coordinates of the objects (B1950), bj magnitudes, u — bj 
colours, redshifts, and object classifications. The classifications are Q I , Q2, Q3 
and Q?, w i t h the numbers denoting the certainty of the redshift measurement (see 
Section 6.2.3 for further description of these classifications). We then plot the spectra 
for al l the QSOs listed below. 
Name R.A. (B1950) Dec.(B1950) 6j u redshift id 
f 4 1 L .024 00 41 50.86 -31 31 02.57 18.0953 -0 4294 2.336 Q I 
f411. .035 00 47 08.93 -30 59 50.51 18.0971 -0 9984 0.559 Q3 
f411. .055 00 40 41.49 -29 17 21.05 18.0364 -0 9126 2.087 Q2 
f411. .059 00 41 28.72 -29 04 15.60 18.0230 -0 7445 0.679 Q I 
f411. .060 00 35 38.59 -28 53 18.46 17.1811 -1 0861 1.620 Q I 
f411. .063 00 56 41.32 -28 43 14.17 17.9949 -0 5317 0.443 Q3 
f411. .065 00 46 18.02 -28 34 01.00 17.7399 -0 5333 0.632 Q? 
f411. .068 00 48 47.09 -28 04 19.13 17.7358 -1 1779 0.846 Q l 
f411. .069 00 47 49.69 -27 59 36.18 18.2414 -0 9919 2.128 Q i 
f469. .024 23 06 57.50 -31 54 54.02 17.4881 -1 2361 0.882 Q l 
f469. -031 22 49 54.61 -31 42 48.47 17.6359 -0 7883 0.736 Q l 
f469. .047 22 50 06.97 -31 01 09.47 17.4996 -0 8683 1.012 Q l 
f469. -058 22 59 07.20 -30 00 19.40 17.3787 -0 4171 0.440 Q l 
f469. .068 22 52 18.75 -28 31 26.83 18.1095 -0 6392 1.591 Q2 
f469. -076 23 04 09.93 -27 49 11.14 18.1065 -0.9550 1.850 Q l 
f469. .077 22 50 42.90 -27 44 56.50 17.9923 -0.7430 0.382 Q l 
168 
is 
B 1 t 
AOOO 4800 9000 5SO0 0000 CSOO 7000 
H11.088 
169 
170 
Appendix B 
The 2dF Spectroscopic Sample 
Here we list details of the QSOs found in the faint (18.25 < 6j < 21.0) 2dF QSO 
sample. We give the coordinates of the objects (B1950), bj magnitudes, u — bj 
colours, redshifts, and object classifications. The classifications are Q l , Q2, Q3 
and Q?, w i t h the numbers denoting the certainty of the redshift measurement (see 
Section 6.2.3 for further description of these classifications). Broad absorption line 
QSOs are indicated by ( B A L ) . The SGP and NGP samples are fisted in separate 
tables. We then plot the spectra for all the QSOs listed below. 
Table B . l : The Southern 2dF QSO sample 
Name R.A. (1950) Dec.(B1950) bj u - 6j redshift id 
TQ238_291 03 09 57.43 -28 27 02.5 20.818 -1.314 2.613 Q l 
TQ238_298 03 10 38.18 -28 16 09.8 20.158 -0.530 1.743 Q l 
TQ238_299 03 10 21.01 -28 15 03.3 20.020 -0.700 0.911 Q l 
TQ238_313 03 11 46.12 -27 57 41.1 19.259 -1.218 0.834 Q l 
TQ238-315 03 10 17.46 -27 56 01.7 20.853 -1.230 1.480 Q l 
TQ238_321 03 09 07.82 -27 48 02.4 20.575 -0.922 1.862 Q l 
TQ238_331 03 09 40.28 -27 44 59.6 20.323 -0.927 0.976 Q2 
TQ238_335 03 10 41.47 -27 36 22.3 20.698 -1.289 2.115 Q l 
TQ238_338 03 11 35.05 -27 33 14.6 20.892 -0.590 1.756 Q2 
XQ238_299 03 10 25.66 -28 24 24.3 20.778 -0.844 2.050 Q l 
XQ238_301 03 10 53.72 -28 21 48.1 19.891 -0.845 1.165 Q2 
XQ238_302 03 10 48.03 -28 21 32.1 19.271 -0.446 0.962 Q l 
XQ238_319 03 08 54.28 -28 06 10.0 20.842 -0.475 2.123 Q l 
TQ246-214 21 45 08.84 -30 09 33.1 19.419 -0.423 2.016 Q l ( B A L ) 
TQ246_218 21 46 00.10 -30 00 26.8 20.697 -0.443 2.219 Q l 
TQ246-220 21 46 12.66 -29 59 20.0 20.962 -0.493 . 1.839 Q? 
TQ246-224 21 44 26.61 -29 55 29.0 19.696 -0.672 1.266 Q2 
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Name R.A.(1950) Dec.(B1950) bj u - b j redshift id 
TQ246_228 21 44 41.73 -29 52 31.9 20.701 -0.494 1.626 Q l 
TQ246_229 21 46 37.56 -29 49 06.5 20.446 -1.268 1.041 Q l 
TQ246-230 21 45 49.25 -29 49 05.7 19.325 -0.676 0.901 Q l 
TQ246_231 21 43 10.77 -29 49 05.0 18.384 -0.743 1.410 Q l 
TQ246_234 21 46 03.27 -29 46 46.6 19.252 -0.724 2.215 Q l 
TQ246_239 21 42 12.84 -29 40 38.9 20.538 -0.772 1.961 Q l 
TQ246_250 21 47 19.09 -29 32 01.3 20.308 -1.023 1.437 Q l 
TQ246_252 21 40 32.43 -29 30 03.0 20.804 -0.989 0.744 Q3 
TQ246_255 21 46 04.59 -29 28 47.5 20.919 -0.617 0.487 Q l 
TQ246_256 21 47 23.84 -29 28 23.0 20.626 -0.437 1.530 Q2 
TQ246_257 21 45 11.67 -29 27 09.3 20.474 -1.968 1.830 Q l 
TQ246_265 21 43 11.70 -29 16 46.5 20.152 -0.659 1.974 Q l 
TQ246_275 21 48 36.21 -29 11 51.8 19.379 -0.616 1.612 Q l 
TQ246-276 21 47 38.84 -29 11 39.0 20.404 -0.631 1.608 Q l 
TQ246_285 21 46 48.95 -29 04 55.5 19.844 -0.476 1.084 Q l 
TQ246_290 21 40 44.55 -29 02 34.4 20.079 -1.084 0.982 Q3 
TQ246_292 21 40 48.84 -29 00 23.8 20.381 -1.413 2.177 Q l 
TQ246-302 21 44 03.69 -28 55 43.1 20.818 -1.719 1.910 Q l 
TQ246_311 21 48 22.64 -28 49 03.8 19.950 -0.944 0.816 Q2 
TQ246_317 21 45 33.67 -28 46 10.7 19.836 -0.969 1.610 Q l 
TQ246_324 21 46 03.46 -28 38 54.5 19.023 -0.843 0.571 Q l 
TQ246_329 21 43 29.52 -28 33 42.0 19.045 -0.584 0.443 Q l 
TQ246_331 21 46 52.63 -28 30 50.4 20.890 -1.275 1.283 Q3 
XQ246_313 21 45 41.87 -29 54 53.6 20.061 -1.549 2.092 Q l 
XQ246_318 21 41 24.76 -29 52 09.7 19.194 -0.765 1.805 Q l 
XQ246_339 2F45 21.84 -29 35 13.5 20.904 -0.406 1.586 Q2 
XQ246_376 21 45 01.34 -29 14 55.5 20.975 -0.799 1.995 Q l 
XQ246_394 21 44 22.16 -29 05 12.3 20.090 -1.020 2.143 Q l 
XQ246_417 21 41 15.77 -28 55 32.1 20.391 -1.007 1.296 Q l 
TQ392_252 03 10 42.20 -31 32 38.2 19.770 -0.683 0.444 Q l 
TQ392_254 03 10 33.28 -31 31 48.6 18.988 -0.600 0.834 Q l 
TQ392_258 03 11 13.46 -31 27 28.1 20.994 -0.402 0.213 Q l 
TQ392_260 03 11 58.82 -31 24 39.9 20.587 -0.399 2.019 Q l ( B A L ) 
TQ392_263 03 13 21.77 -31 21 32.2 20.866 -0.363 0.608 Q?3 
TQ392_265 03 13 42.87 -31 18 41.8 20.357 -0.844 1.308 Q2 
TQ392_266 03 14 17.23 -31.18 11.6 18.926 -0.495 2.190 Q l 
TQ392_268 03 15 17.11 -31 16 29.2 19.133 -0.908 2.019 Q l 
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TQ392_269 03 14 05.14 -31 15 39.9 19.657 -0.752 2.043 Q l 
TQ392_278 03 14 49.94 -31 07 34.1 19.830 -0.534 0.860 Q l 
TQ392_279 03 13 16.22 -31 07 12.2 20.737 -1.977 1.319 Q l 
TQ392_281 03 08 32.21• -31 02 27.1 20.264 -0.439 0.542 Q2 
TQ392_282 03 13 15.07 -31 01 21.0 19.918 -0.921 0.622 Q l 
TQ392-283 03 11 14.36 -31 00 30.0 18.895 -0.807 1.793 Q l 
TQ392_285 03 09 38.58 -30 56 26.6 20.927 -0.778 1.996 Q2 
TQ392_286 03 12 32.28 -30 56 21.3 20.161 -0.977 1.890 Q2 
TQ392_287 03 12 56.68 -30 56 15.6 18.655 -0.956 1.012 Q l 
TQ392_288 03 13 49.84 -30 55 45.0 20.904 -0.927 0.620 Q l 
TQ392.294 03 09 25.94 -30 52 29.2 19.334 -0.654 1.736 Q l 
TQ392_298 03 11 54.58 -30 49 43.4 20.968 -0.650 2.365 Q l 
TQ392_301 03 14 03.44 -30 49 04.2 19.203 -0.595 0.361 Q l 
TQ392_302 03 13 11.18 -30 48 31.1 19.297 -0.732 1.160 Q l 
TQ392_303 03 12 20.05 -30 48 07.4 18.898 -0.626 2.114 Q2 
TQ392_308 03 12 55.86 -30 43 27.1 20.265 -0.395 2.367 Q2 
TQ392_313 03 10 50.55 -30 35 20.8 19.300 -0.421 0.764 Q l 
TQ392_315 03 10 31.18 -30 31 37.2 20.199 -0.745 1.941 Q2 
TQ392_317 03 12 20.77 -30 27 31.7 19.822 -0.857 1.784 Q l 
TQ392-318 03 13 19.32 -30 27 02.9 19.288 -1.070 0.560 Q2 
TQ392_319 03 13 17.77 -30 26 18.1 20.581 -0.724 1.483 Q l 
TQ392_322 03 12 22.39 -30 22 40.1 18.415- -0.373 2.067 Q l 
TQ392_325 03 13 30.76 -30 18 58.8 19.063 -0.669 0.382 Q l 
TQ392_326 03 12 56.15 -30 18 34.0 20.459 -0.922 1.403 Q l 
TQ392_330 03 12 24.00 -30 11 21.6 19.805 -0.806 1.794 Q l 
TQ392_331 03 12 48.62 -30 10 06.1 18.882 -0.997 1.699 Q l 
TQ392_333 03 15 16.94 -29 57 57.0 19.391 -0.377 0.952 Q?3 
XQ392_212 03 10 54.10 -31 24 55.6 19.513 -1.060 0.560 Q l 
XQ392_237 03 10 29.94 -30 42 13.6 18.614 -1.060 0.670 Q l 
XQ392_257 03 10 07.93 -30 09 06.9 20.379 -0.947 0.751 Q3 
TQ463_250 03 11 37.75 -32 28 54.4 19.513 -0.653 0.885 Q l 
TQ463-251 03 11 34.30 -32 26 36.9 19.686 -0.946 0.885 Q3(BAL) 
TQ463-252 03 12 57.56 -32 26 25.8 20.424 -1.109 1.538 Q l 
TQ463-254 03 13 44.64 -32 24 58.0 20.235 -0.530 2.667 Q l 
TQ463-257 03 12 07.36 -32 24 24.6 19.795 -0.380 0.425. Q l 
TQ463_260 03 11 22.94 -32 22 00.3 20.812 -0.698 2.001 Q l 
TQ463-261 03 12 21.16 -32 21 53.2 20.436 -0.940 2.056 Q l 
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TQ463_262 03 12 39.72 -32 21 50.0 20.071 -0.589 1.466 Q l ( B A L ) 
TQ463_263 03 13 11.90 -32 21 21.2 19.384 -0.476 2.503 Q l 
TQ463_266 03 11 50.98 -32 13 02.0 20.244 -0.899 1.277 Q l 
TQ463_269 03 14 14.67 -32 10 16.8 20.696 -0.498 1.315 Q2 
TQ463_270 03 12 41.83 -32 10 12.1 19.991 -0.461 1.062 Q l 
TQ463-271 03 11 01.74 -32 08 55.0 18.532 -0.743 2.684 Q l 
TQ463_272 03 10 42.08 -32 08 15.2 19.814 -1.333 0.798 Q l 
TQ463_273 03 11 01.90 -32 07 03.1 20.321 -0.438 0.994 Q3 
TQ463_275 03 12 40.14 -32 05 25.8 19.443 -0.561 1.490 Q l 
TQ463_279 03 10 05.11 -32 01 18.3 19.768 -0.556 1.151 Q l 
TQ463_280 03 11 56.98 -31 59 17.6 18.508 -1.065 1.925 Q l 
TQ463_281 03 07 58.50 -31.58 23.1 18.930 -0.846 1.260 Q l 
TQ463_282 03 11 04.79 -31 58 16.9 19.148 -0.906 0.875 Q l 
TQ463_283 03 11 24.74 -31 56 40.1 19.933 -1.314 1.946 Q l 
TQ463_288 03 12 46.24 -31 53 59.5 19.945 -0.471 1.325 Q l 
TQ463_292 03 11 21.47 -31 52 55.0 20.055 -1.007 1.950 Q l 
TQ463_296 03 11 18.94 -31 48 21.2 19.371 -0.912 2.060 Q l 
TQ463_298 03 13 14.58 -31 47 53.2 20.714 -1.163 1.575 Q l 
TQ463_299 03 11 06.34 -31 46 44.0 20.459 -0.651 0.501 Q l 
TQ463_303 03 09 36.36 -31 44 16.4 19.066 -0.611 2.161 Q l 
TQ463_307 03 11 30.51 -31 42 14.4 19.720 -0.881 1.712 Q l 
TQ463_308 03 10 15.73 -31 41 22.5 20.194 -0.501 0.469 Q l 
TQ463-311 03 09 21.68 -31 39 08.4 20.361 -1.125 1.849 Q l 
TQ463_314 03 10 50.63 -31 36 12.2 20.762 -0.401 2.642 Q l 
TQ463_316 03 09 58.74 -31 33 56.3 18.817 -0.724 0.689 Q l 
XQ463_191 03 13 57.39 -31 44 22.9 20.668 -0.504 2.574 Q l 
Table B.2: The Northern 2dF QSO sample 
Name R.A. (1950) Dec.(B1950) bj u - bj redshifl id 
TQ242_258 09 56 04.60 -01 54 28.0 20.436 -0.727 0.860 Q l 
TQ242_266 09 57 15.75 -01 46 04.0 20.386 -0.380 1.314 Q l 
TQ242_275 09 58 50.86 -01 37 00.2 20.352 -1.456 0.907 Q l 
TQ242_279 09 59 41.39 -01 32 11.5 20.343 -1.193 1.609 Q l 
TQ242_283 09 59 38.14 -01 27 50.4 20.049 -0.934 0.894 Q l 
TQ242_290 09 55 37.96 -01 20 53.3 20.182 -0.987 1.371 Q2 
TQ242_294 09 58 16.88 -01 17 38.2 20.092 -0.420 2.098 Q3 
TQ242_297 09 56 21.78 -01 15 55.3 19.670 -0.960 2.073 Q l 
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Name R.A.(1950) Dec .(B1950) bj u - b] redshift id 
TQ242_298 09 55 21.52 -01 15 17.9 20.315 -0.805 1.869 Q l 
TQ242_299 09 54 10.65 -01 12 26.3 18.483 -0.335 1.041 Q2 
TQ242_300 10 00 26.23 -01 11 08.7 20.539 -0.898 2.103 Q l 
TQ242_301 09 59 26.51 -01 10 36.3 19.833 -0.472 0.816 Q2 
TQ242_302 09 56 53.14 -01 10 15.5 20.681 -0.843 1.897 Q l 
TQ242_308 09 54 51.42 -01 05 38.2 20.611 -0.539 0.273 Q l 
TQ242_311 09 59 18.88 -01 03 14.4 20.229 -0.561 1.150 Q l 
TQ242_315 09 56 35.05 -00 57 53.2 19.911 -0.360 0.304 Q l 
TQ242_317 09 56 29.00 -00 56 26.9 19.451 -0.919 1.423 Q l 
TQ242_324 09 57 48.55 -00 46 06.9 19.203 -0.686 1.662 Q2 
TQ242_327 09 57 34.86 -00 43 00.4 20.483 -1.127 1.148 Q2 
TQ242_328 09 58 04.28 -00 40 34.1 20.560 -0.356 2.558 Q l 
TQ242_329 09 59 21.51 -00 40 32.3 20.003 -0.457 2.450 Q l 
TQ242_333 09 57 08.91 -00 37 04.9 20.686 -0.712 1.039 Q2 
TQ242_336 09 56 40.82 -00 33 32.6 20.079 -0.711 1.303 Q?3 
TQ242_337 09 58 48.15 -00 32 55.8 20.295 -0.779 2.169 Q l 
TQ242_339 09 59 05.28 -00 28 38.6 20.349 -1.135 0.977 Q l 
TQ242_344 09 53 57.23 -00 20 21.7 19.607 -1.111 0.270 Q l 
TQ298_298 09 53 11.86 -00 08 20.2 20.436 -0.642 1.610 Q l 
TQ298_304 09 51 17.73 00 01 34.0 20.616 -0.823 2.243 Q l 
TQ298_326 09 51 31.25 00 20 49.0 19.348 -0.592 0.645 Q2 
TQ298_329 09 51 42.74 00 22 20.5 19.324 -0.863 1.757 Q2 
TQ298_349 09 55 12.88 00 40 40.3 18.870 -1.282 0.904 Q3 
TQ298-353 09 54 45.87 00 44 02.2 20.384 -1.021 0.649 Q3 
TQ298_355 09 56 40.64 00 45 26.5 18.307 -0.326 1.541 Q l 
TQ298_356 09 55 04.36 00 50 19.8 20.171 -1.218 1.414 Q l 
TQ298_358 09 53 05.82 01 02 56.6 19.586 -1.351 2.010 Q l 
TQ298_359 09 51 54.23 01 08 49.9 19.725 -0.537 1.534 Q2 
XQ298_197 09 54 47.24 -00 20 32.0 19.607 -0.648 2.216 Q l 
XQ298_225 09 53 52.09 00 10 22.9 18.412 -0.844 0.512 Q l 
XQ298_270 09 56 25.47 01 01 40.8 19.031 -1.400 0.235 Q l 
XQ298-281 09 54 38.82 01 08 24.2 20.399 -0.318 1.854 Q?3 
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