18 Complex learned behaviors involve the integrated action of distributed brain 19 circuits. While the contributions of individual regions to learning have been 20 extensively investigated, understanding how distributed brain networks 21 orchestrate their activity over the course of learning remains elusive. To 22 address this gap, we used fMRI combined with tools from dynamic network 23 neuroscience to obtain time--resolved descriptions of network coordination 24 during reinforcement learning. We found that reinforcement learning 25 involves dynamic changes in network coupling between the striatum and 26 distributed brain networks. Moreover, we found that the degree of flexibility 27 in whole--brain circuit dynamics correlates with participants' learning rate, as 28 derived from reinforcement learning models. Finally, we found that episodic 29 memory, measured in the same participants at the same time, was related to 30 dynamic connectivity in distinct brain networks. These results support the 31 idea that dynamic changes in network communication provide a mechanism 32 for information integration during reinforcement learning .  33   34   35   36   37   38   39    40   2   Introduction  41 Learning from reinforcement is central to adaptive behavior and requires 42 continuous and dynamic integration of sensory, motor, and cognitive information 43 over time. Major progress has been made in understanding how individual brain 44 regions support reinforcement learning. However, remarkably little is known about 45 how these brain regions interact during learning, how their interaction changes 46 over time, and how these dynamic circuit level changes relate to successful learning.
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Summary 18
Complex learned behaviors involve the integrated action of distributed brain 19 circuits. While the contributions of individual regions to learning have been 20 extensively investigated, understanding how distributed brain networks 21 orchestrate their activity over the course of learning remains elusive. To 22 address this gap, we used fMRI combined with tools from dynamic network 23 neuroscience to obtain time--resolved descriptions of network coordination 24 during reinforcement learning. We found that reinforcement learning 25 involves dynamic changes in network coupling between the striatum and 26 distributed brain networks. Moreover, we found that the degree of flexibility 27 in whole--brain circuit dynamics correlates with participants' learning rate, as 28 derived from reinforcement learning models. Finally, we found that episodic 29 memory, measured in the same participants at the same time, was related to 30 dynamic connectivity in distinct brain networks. These results support the 31 idea that dynamic changes in network communication provide a mechanism 32 for information integration during reinforcement learning .  33   34   35   36   37   38   3940  Introduction  41 Learning from reinforcement is central to adaptive behavior and requires 42 continuous and dynamic integration of sensory, motor, and cognitive information 43 over time. Major progress has been made in understanding how individual brain 44 regions support reinforcement learning. However, remarkably little is known about 45 how these brain regions interact during learning, how their interaction changes 46 over time, and how these dynamic circuit level changes relate to successful learning. 47 48
In a typical reinforcement learning task, participants use trial--by--trial reinforcement 49 over hundreds of trials to learn to associate cues or actions with their most probable 50 outcome (e.g. Daw other regions must integrate visual, motor, and reinforcement information over 60 time, a process that is likely to involve coordination across a number of different 61 circuits. 62 63
The idea that the striatum serves such an integrative role in learning and cognition 64
is not new (Bogacz and Gurney, 2007; Ding, 2015; Frank et al., 2015; Haber, 2003; Smith et al., 2012) , implying that such static descriptions fail to capture transient 86 patterns of co--activation that be essential for complex behavior. 87 88
Here we aimed to address this gap. We take advantage of recent advances in a 89 dynamic formulation of graph theory and its application to neuroimaging data, an 90 emerging field known as dynamic network neuroscience (Kopell et al., 2014 ; 91 Medaglia et al., 2015) . This formulation has been spurred by the development of 92 algorithmic tools like multi--slice community detection (Mucha et al., 2010) , which 93
can be used to infer activated circuits and their reconfiguration from fMRI data 94 collected as participants perform cognitively demanding tasks ( But their role in perhaps the most dynamic of cognitive behaviors -trial--by--trial 105 updating of learning based on reinforcement -has not been studied. 106 107
Guided by the anatomical and computational considerations outlined above, we 108 hypothesized that temporal network dynamics, and flexibility in particular, support 109 key processes underlying reinforcement learning. Specifically, we hypothesized that 110
(1) reinforcement learning involves flexible network coupling between the striatum 111 and across brain circuits;
(2) that these neural circuit changes would relate to 112 measurable changes in behavior, specifically (i) learning performance (accuracy, 113 within subjects) and (ii) learning rate, as derived from reinforcement models. We 114 were particularly interested in the learning rate parameter because it quantifies the 115 extent to which a learner uses reinforcement on any individual trial to update their 116 responses. Thus, the learning rate is a good index of integration across trials: lower 117
learning rates indicate a wider window of integration, while the extreme case of the 118 highest possible learning rate (of 1) means that all updating happens based on a 119 single trial, without any integration. 120 121
We also sought to explore the relationship between network flexibility and episodic 122 memory for events that coincided with reinforcement, but which were incidental to 123 the reinforcement learning task itself. Episodic memory is well known to depend on 124 separate circuits in the medial temporal lobe. The rationale for testing episodic 125 memory was two--fold. First, it provided an important control comparison for time--126 on--task effects on circuit dynamics. Second, it was a question of interest given that 127 very little is known about how episodic memory is supported by dynamic circuit 128 configuration in the context of ongoing reinforcement learning. Given the extensive 129 literature indicating separate brain regions supporting episodic memory vs. 130 reinforcement learning, we hypothesized (3) that a distinct set of regions would  131  exhibit a relationship between network flexibility and episodic memory.  132   133 To test these hypotheses, we used functional magnetic resonance imaging (fMRI) to 134 measure changes in brain network structure while participants engaged in learning 135 of probabilistic stimulus--outcome associations based on reinforcement (Figure 1a) . 136 On each trial, participants were presented with a visual cue, then made a choice 137 indicated by a key press, and then received feedback. Associations between cues and 138 outcomes were probabilistic and required updating based on trial--by--trial feedback. 139
We used a task for which behavior has been well described by reinforcement 140 learning models (Foerde and Shohamy, 2011) , and which is known from fMRI to 141 involve the striatum (Foerde and Shohamy, 2011) and from patient studies to 142 depend on it (Foerde et al., 2012) . To test the role of network dynamics in episodic 143 memory, the task also included trial--unique images presented during feedback. Each 144 of these images coincided with reinforcement, but they were incidental to the 145 learning task (Figure 1b) We also fit standard reinforcement learning models (Daw, 2011; Sutton and Barto, 159 1998) to participants' trial--by--trial choice behavior (Experimental Procedures). 160
As expected, the models fit learning behavior significantly better than chance 161 (Experimental Procedures, t21=23.04, p<0.0001). 162 163
Of particular interest was the learning rate , a parameter that indexes the extent to 164 which an individual weighs feedback from single trials as opposed to averaging 165 information across many trials. A low learning rate indicates that an individual is 166 combining choice value over multiple experiences, and such a rate is preferable in 167 an environment that is well characterized by static probabilities, such as the task 168 used here (Sutton and Barto, 1998) . The average learning rate was 0.50 with a 169 standard deviation of 0.32. Consistent with prior studies and with the variability in 170 learning accuracy (above), we also found that the learning rate varied across 171 individuals, from 0.004 (high integration) to 0.966 (low integration), indicating that 172 subjects varied considerably in the extent to which they integrated reinforcement 173 across trials to update their responses. This variability allowed us to determine 174 whether learning rate, across and within subjects, is related to differences in circuit 175 dynamics during learning. 176 177
Brain Network Flexibility. To probe the role of dynamic brain circuits, we first sought 178
to characterize spatial and temporal properties of brain network dynamics during 179 the task, separately from any information about learning performance. We 180 constructed dynamic functional connectivity networks for each subject in 50 s 181 windows, and used a recently developed multi--slice community detection algorithm 182 (Mucha et al., 2010) to partition each network into dynamic communities: groups of 183 densely connected brain regions that evolve in time (Experimental Procedures).
184
In 110 cortical and subcortical ROIs from the Harvard--Oxford atlas, we computed a 185 flexibility statistic for each learning block, which measures the proportion of 186 changes in that region's allegiance to large--scale communities over time (Bassett et  187 al., 2011). 188 189 We began by examining the regional distribution of network flexibility across the 190 brain during learning by computing the average flexibility across the whole learning 191 task (see Experimental Procedures). As predicted, sensory and motor regions 192 consistently showed the lowest levels of flexibility (Betzel et al., 2016), while 193 association cortices showed moderate to high levels of flexibility (Figure 2a) . In 194 addition to this regional distribution, we sought to verify that flexibility was not 195
related to the size of the ROI. We found that ROI size only explained 1.17 % of the 196 variance in average flexibility across individuals, r = 0.11, t108 = 1.311, p = 0.26), 197
indicating that this measure is not an artifact of the parcellation we used. We also 198 studied the temporal profile of this measure, by examining changes in flexibility 199 over the course of the task. Whole--brain flexibility (averaged across all ROIs) 200 increased in early learning blocks, before decreasing in later stages of the task 201 (Figure 2b) . Figure  217 1). To ensure that this relationship reflected a within--subjects effect of flexibility on 218 learning, we included average flexibility across blocks for each subject in the model. 219
This extended model produced similar results ( = 9.79, S.E. = 2.82, p = 0.0005). 220
These results indicate that changes in coupling between the striatum and other 221 brain networks during learning play a significant role in reinforcement learning. 222
Flexibility relates to learning in a distributed set of brain regions. To explore regions 224 other than the striatum whose dynamic connectivity across networks predicted 225 learning, we performed the above analysis first for the whole brain and then for 226 each of the 110 cortical and subcortical ROIs. These analyses also allowed us to 227 explore the effects of dynamic network coupling in distinct sub--regions of the 228 striatum, as we performed separate tests on the left and right caudate, putamen, and 229 nucleus accumbens. p<0.005). By testing each ROI separately, we found further evidence for our 235 hypothesis that the striatum flexibly communicates with a number of brain 236 networks in order to integrate stimulus--action--value information. This analysis 237 again revealed a significant effect of flexibility in striatal sub--regions (the right 238 putamen and left caudate) surviving False Discovery Rate (FDR) correction for 239 multiple comparisons. While the global effect might have been driven solely by the 240 striatum, other regions may also play a role. The corrected results, which are 241 presented in Figure 3b , indicate that network flexibility in regions of the motor 242 cortex, parietal lobe, and orbital frontal cortex, among others (see Supplemental  243 Table 1 and Figure 3 for full list and uncorrected map), are also associated with 244 learning from probabilistic feedback. 245 246
Individual differences in learning rate correlate with whole--brain flexibility. We next 247 explored the relationship between flexibility and the learning rate , a parameter in 248 computational models of reinforcement learning, that quantifies the extent to which 249 subjects weigh feedback from each trial when computing the current value of an 250 action given a particular stimulus (Daw, 2011; Sutton and Barto, 1998), as described 251
above. We focused on flexibility averaged across the whole brain and in the a priori 252 striatum ROI. Consistent with our hypothesis and with the observation of wide 253 variability in learning rate across subjects, learning rate exhibited a significant 254 negative correlation with whole--brain flexibility (Spearman's correlation coefficient 255
= --0.60, p<0.005, Figure 4) ; that is, participants with a lower learning rate 256
(indicating more integration of information across multiple trials) had more 257
flexibility. There was no significant relationship between learning rate and the 258 proportion optimal responses ( = --0.28, p = 0.21), suggesting that this correlation 259 reflected learning per se, and not general performance. Moreover, the relationship 260 between learning rate and flexibility remained significant while controlling for task 261 performance (partial = --0.62, p < 0.005). We did not detect a relationship between 262 flexibility in the striatal ROI and learning rate (Supplemental Figure 4, = 0.004, 263 p>0.95). 264 265
Together these results indicate that reinforcement learning involves dynamic 266 changes in network structure, especially in the coupling of distributed regions that 267 may each be involved in different aspects of learning. They also suggest that 268 individual differences in learning and updating can be explained in part by dynamic 269 coupling across brain networks. 270 271
Flexibility in medial cortical regions is associated with episodic memory. The task also 272 included trial--unique objects presented simultaneously with reinforcement, 273 allowing us to measure subjects' episodic memory, a process thought to rely on 274 distinct cognitive and neural mechanisms to feedback--based incremental learning. 275 We tested whether network flexibility was associated with episodic memory for 276 these trial--unique images, as assessed in a later surprise memory test. Having a 277 measure of episodic memory for the same trials in the same participants allowed us 278
to determine whether the same striatal network dynamics are correlated with any 279 form of learning, or whether these two forms of learning, occurring at the same 280 time, are related to distinct network dynamics. 281
Behaviorally, participants' memory was better than chance (d--prime = 0.93, t21 = 282 7.27, p < 0.0001). Memory performance ("hits") varied across learning blocks, 283
allowing us to assess within--subject associations between network flexibility and 284 behavior (Figure 5a ). Memory performance was not correlated with incremental 285 learning performance (mixed effects logistic regression, = 0.41, Standard Error 286 (S.E.) = 0.51, p = 0.42 (Wald approximation)). We tested the effect of flexibility on 287 memory performance (proportion correct) in each of the 110 ROIs. A whole--brain 288
FDR--corrected analysis revealed one region where flexibility was associated with 289 episodic memory, the left paracingulate gyrus. An exploratory uncorrected analysis 290 revealed regions in the medial prefrontal and medial temporal (parahippocampal) 291
cortices where flexibility was associated with episodic memory (p<0.05 292 uncorrected, Figure 5b ). None of the sub--regions from our a priori striatum ROI 293 passed even this low threshold for an effect of flexibility on episodic memory. 294 295
Discussion 296
Learning through repeated reinforcement is essential for adaptive behavior. 297
Learning relies on the dynamic reconfiguration of brain circuits to integrate across 298 multiple domains, combining and maintaining information about sensory, motor, 299 value, and memory to guide decisions. Until recently, understanding the changes in 300 brain networks related to learning has been challenging. with learning performance as well as single--trial updating parameters from 311 reinforcement learning models, are consistent with the hypothesis that this 312 coordination underlies the brain's ability to integrate information over time to 313 assign value to an action in the presence of a particular cue. 314 315
An interesting hypothesis generated by the current framework is that network 316 flexibility will play a larger role in learning behavior the more that the learning in 317 question relies on widespread information integration, and that this flexibility will 318 be selective to the regions known to participate in this type of learning. Thus, 319
instrumental conditioning paradigms involving complex audio--visual stimuli (Kehoe 320 and Gormezano, 1980), for example, would be expected to associate more strongly 321 with striatal flexibility than the task presented here. In addition, learning that relies 322 on inferences or integration ( There are a number of limitations to this report. First, given the static feedback 342 probabilities, the relationship between network flexibility and learning performance 343 could be confounded by the amount time on task for each subject. This seems 344 unlikely to fully explain this relationship, given that the relationship between 345 episodic memory and network flexibility did not increase linearly over time. 346 Nonetheless, future studies incorporating reversal periods to disassociate overall 347 time on task from learning performance will further address this issue. Another 348 limitation is the hard partition for network assignments provided by current multi--349 slice community detection methods utilized in this study, which necessarily 350 underemphasize uncertainty about community assignment. conditioning procedure, in which they learned to associate 4 cues with two possible 395 outcomes. The cues were images of butterflies; the outcomes were images of 396 flowers. On each trial, participants were presented with an image of one of the four 397 butterflies along with two flowers, and asked to indicate which flower the butterfly 398 was likely to feed from, using a left or right button press. They were then given 399 feedback consisting of the words 'Correct' or 'Incorrect'. Presentation of the 400 feedback also included an image of an object unique to each trial, shown in random 401 order for the purpose of subsequent memory testing. For each butterfly image, one 402 flower represented the 'optimal' choice, with a 0.8 probability of being correct, 403 while the alternative flower had a 0.2 probability of being followed by correct 404 feedback. Subjects performed four blocks of this probabilistic learning phase, each 405 consisting of 30 trials. Feedback was presented for 2 seconds, and was followed by a 406 randomly jittered inter--trial interval. These four blocks were followed by a test 407 phase, in which subjects performed the same butterfly task without feedback for 32 408 trials. 409 410
For each trial in the learning phase, both the feedback received as well as whether 411
or not subjects made the optimal choice were recorded, and percent correct for each 412 block was computed as the percent of trials on which subjects made the optimal 413 choice, regardless of feedback. These variables enable a characterization of learning 414
as the proportion of optimal choices in each block, as well as that in the test phase. 415
Using this information, we fit reinforcement learning models to subjects' decisions 416 (Daw, 2011; Sutton and Barto, 1998) . 417 418
Following the fMRI session (30 minutes), subjects were given a surprise memory 419 test for the trial--unique object images presented during feedback in the learning 420 phase. Subjects were presented with all 120 objects shown during the conditioning 421 phase, along with an equal number of novel objects, and asked to judge the images 422 as "old" or "new". They were also asked to rate their confidence for each decision on 423 a scale of 1--4 (one being most confident; four indicating "guessing"). All responses 424 rated 4 were excluded from our analyses (Foerde and Shohamy, 2011). 425 426
Reinforcement Learning Model. To characterize learning on a trial--by--trial basis, we 427 fit standard reinforcement learning models to individuals' choice behavior (Daw, 428 2011; Sutton and Barto, 1998). Briefly, the expected value for a given choice at time 429 t, Qt, is updated based on the reinforcement outcome rt via a prediction error ! : 430 431
The reinforcement learning models included two free parameters, and . The 434 learning rate is a parameter between 0 and 1 that measures the extent to which 435 value is updated by feedback from a single trial. Higher indicates more rapid 436 updating based on few trials and lower indicates slower updating based on more 437 trials. Another parameter fit to each subject is the inverse temperature parameter , 438
which determines the probability of making a particular choice using a softmax 439 function (Daw, 2011; Ishii et al., 2002) , so that the probability of choosing choice 1 440 on trial t would be: 441 442 443   444 where ! = 1 refers to the probability of choice one and !! is the value for this 445 choice on trial t. 446 447
The two free parameters, and , were fit to each participant's behavioral data by 448 maximizing an estimate of the log likelihood using a minimizing optimizer (fmincon 449 in MATLAB) with the negative log likelihood as the error function. To constrain the 450 parameter space to reduce noise, we regularized this estimation with prior 451 distributions on and (Daw, 2011): 452 ~ (1.2, 5) ~
(1.1, 1.1).
454
We also initialized the minimization at 20 random values 2000 times per subject in 455 order to avoid local minima. We selected the optimal and parameters for each 456 subject across all trials. 457 458
We assessed model fit using Akaike Information Criteria (AIC) to penalize model 459 complexity (Doll et al., 2009; Wagenmakers and Farrell, 2004 Images from each learning block were high--pass filtered at f > 0.008 Hz, spatially 475 smoothed with a 5mm FWHM Gaussian kernel, grand--mean scaled, and motion 476 corrected to their median image using an affine transformation with tri--linear 477
interpolation. The first three images were removed to account for saturation effects. 478
Functional and anatomical images were skull--stripped using FSL's Brain Extraction 479
Tool. Functional images from each block were co--registered to subject's anatomical 480 images and non--linearly transformed to a standard template (T1 Montreal  481 Neurological Institute template, voxel dimensions 2 mm 3 ) using FNIRT (Andersson  482  et 
where !" ( ) is the cross--spectral density between regions x and y, and !! ( ) and 499 !! ( ) are the autospectral densities of signals x and y, respectively. We thus 500 created subject--specific 110 x 110 x 8 connectivity matrices for 110 regions and 8 501 time windows for each of the 4 learning blocks, containing coherence values ranging 502 between 0 and 1. The frequency range of 0.06--0.12 Hz was chosen to approximate 503 the frequency envelope of the hemodynamic response, allowing us to detect changes 504 as slow as 3 cycles per window with a 2 second TR. 505 506
Network Construction. Each connectivity matrix is treated as a graph or network, in 507 which each brain region is represented as a network node, and each functional 508 connection between two brain regions is represented as a network edge (Bullmore 509 and Sporns, 2009; Bullmore and Bassett, 2011). In the context of dynamic functional 510 connectivity matrices, the network representation is more aptly described as a so--511 called temporal network, which is an ensemble of graphs that are ordered in time 512 (Holme and Saramäki, 2011) . If the temporal network contains the same nodes in 513 each graph, then the network is said to be a multilayer network where each layer 514 represents a different time window (Kivelä et al., 2014) . The study of topological 515 structure in multilayer networks has been the topic of considerable study in recent 516 years, and many graph metrics and statistics have been extended from the single--517 network representation to the multilayer network representation. Perhaps one of 518 the single most powerful features of these extensions has been the definition of so--519 called identity links, a new type of edge that links one node in one time slice to itself 520 in the next time slice. These identity links hard code node identity throughout time, 521 and facilitate mathematical extensions and statistical inference in cases that had 522 previously remained challenging. 523 524
Uncovering Evolving Circuits Using Multi--slice Community Detection. While many 525 statistics are available to the researcher to characterize network organization in 526 temporal and multilayer networks, it is not entirely clear that all of these statistics 527 are equally valuable in inferring neurophysiologically relevant processes and 528
phenomena (Medaglia et al., 2015) . Indeed, many of these statistics are difficult to 529 interpret in the context of neuroimaging data, leading to confusion in the wider 530 literature. A striking contrast to these difficulties lies in the graph--based notion of 531 modularity or community structure (Newman, 2004) , which describes the 532 clustering of nodes into densely interconnected groups that are referred to as 533 modules or communities (Fortunato, 2010; Porter et al., 2009 ). Recent and 534 convergent evidence demonstrates that these modules can be extracted from rest . These studies 541 support the utility of module--based analyses in the examination of higher order 542 cognitive processes in functional neuroimaging data. 543 544
To extract modules or communities from a single--network representation, one 545 typically applies a community detection technique such as modularity maximization 546 (Newman, 2004) . However, these single--network algorithms do not allow for the 547 linking of communities across time--points, thus hampering statistically robust 548 inference regarding the reconfiguration of communities as the system evolves 549 (Mucha et al., 2010) . In contrast, the multilayer approaches introduced above allow 550
for the characterization of multi--layer network modularity, with layers representing 551 time windows within a learning block. In this framework, each network node (or 552 ROI) in the multi--layer network is connected to itself in the preceding and following 553 time windows in order to link networks in time. This organization enables us to 554 solve the famous community--matching problem explicitly within the model (Mucha 555 et al., 2010) , and in principle also facilitates the examination of module 556 reconfiguration across multiple temporal resolutions of system dynamics (Bassett et  557 al., 2013a). We thus constructed multilayer networks for each subject for each of the 558 four learning blocks in the experiment, allowing for the partitioning of each network 559 into communities or modules whose identity is robustly tracked across time 560
windows. 561 562
The partitioning of these multilayer networks into temporally linked communities 563 was carried out using a Louvain--like locally greedy algorithm for multilayer 564 modularity optimization (Jutla et al., 2011; Mucha et al., 2010) . 565
where !" is the multilayer modularity index. The adjacency matrix for each layer l 566
consists of components Aijl. The variable ! represents the resolution parameter for 567 layer l, while Cjlr gives the coupling strength between node j at layers l and r (see 568 below for details of fitting these two parameters). The variables !" and !" 569 correspond to the community labels for node i at layer l and node j at layer r, 570 respectively; kil is the connection strength (in this case, coherence) of node i in layer 571 l; 2 = !" !"
; the multilayer node strength !" = !" + !" ; and !" = !"# ! . Finally, 572 the function !" , !" refers to the Kronecker delta function, which equals 1 if 573 gil=gjr, and 0 otherwise. 574 575
Resolution and coupling parameters ( ! and !"# , respectively) were selected using a 576 grid search formulated explicitly to optimize !" relative to a temporal null model 577 (Bassett et al., 2013a) . The temporal null model we employed is one in which the 578 order of time windows in the multilayer network was permuted uniformly at 579 random. Thus, we performed a grid search to identify the values of ! and !"# that 580 maximized !" − !"## , following (Bassett et al., 2013a). To ensure statistical 581 robustness, we repeated this grid search 10 times. To maximize the stability of 582 resolution and coupling, each subject's parameters were treated as random effects, 583
with the best estimate of resolution and coupling generated by averaging across--584 individual subject estimates. This is a similar approach to that taken in 585 computational modeling of reinforcement learning, in which learning rate and 586 temperature parameters are averaged in order to generate prediction error 587 estimates (Daw, 2011) . With this approach, we estimated the optimal resolution 588 parameter to be 1.18 and the coupling parameter C to be 1. These values are quite 589 similar to those chosen a priori (usually setting both parameters to unity) in 590 previous reports (Bassett et al., 2011). 591 592
Finally, we note that maximization of the modularity quality function is NP--hard, 593 and the Louvain--like locally greedy algorithm we employ is a computational 594
heuristic points in that block minus 1). To obtain a stable estimate of flexibility, we averaged 612 flexibility scores for each ROI over the 500 iterations of the multilayer community 613 detection algorithm described above. This measure was computed for each region in 614 each block. In addition, average measures of flexibility were computed across the 615 whole--brain and across all blocks. To assess the spatial distribution of flexibility 616 over the brain, we visualized the average flexibility over all blocks and subjects for 617 each region using surface maps. 618 619
Relating Flexibility to Reinforcement Learning. To examine the effect of flexibility on 620 learning from feedback, we estimated a generalized mixed--effects model predicting 621
optimally correct choices with flexibility estimates for each block with a logistic link 622 function, using the Maximum Likelihood (ML) approximation implemented in the 623 lme4 package (Bates et al., 2015). Subjects' average flexibility in an a priori striatum 624
ROI was used to predict the proportion of optimal choices in each learning block. 625
The ROI included bilateral caudate, putamen, and nucleus accumbens regions from 626
the Harvard--Oxford atlas. We included a random effect of subject, allowing for 627 different effects of flexibility on learning for each subject, while constraining these 628 effects with the group average. Average flexibility across sessions was included as a 629
fixed effect in the model in order to ensure that our estimates represented within--630 subject learning effects. We also estimated this effect for whole--brain flexibility, 631
which has related to several cognitive functions in previous reports (Bassett et al., 632 2011; Braun et al., 2015). 633 634
To provide appropriate posterior inference about the plausible parameter values 635 indicated by our data, and to account for uncertainty about all parameters, we also 636 fit a fully Bayesian extension of the ML approximation described above for the effect 637 of striatal flexibility on learning performance (Supplemental Figure 1) . We used 638 the 'brms' package for fitting models in the Stan language (Carpenter et al., 2015). 639
These models were similar to the likelihood approximation models, but included a 640 covariance parameter for subject--level slopes and intercepts (which could not be fit 641 by the above approximation), and weakly informative prior distributions to 642 regularize parameter estimation: 643
where represents the "fixed effects" parameters (slope and intercept), 646
represents the "random effects" variance for subject--level estimates sampled from 647
, and ! is a positive half--t distribution (Gelman, 2006) . We used an lkj(2) prior for 648 correlations between subject--level intercept and slope estimates (Lewandowski et  649 al., 2009). 650 651
To explore other regions exhibiting effects of dynamic connectivity on learning 652 performance, we separately modeled the effect of flexibility in each brain region on 653 reinforcement learning using the ML approximation implemented in the lme4 654 package. To control for Type I error, we applied a false discovery rate correction for 655 multiple comparisons across regions (Benjamini and Hochberg, 1995). While 656 regions passing this threshold are reported, we also visualize the results using an 657 exploratory uncorrected threshold of p<0.05 (Supplemental Figure 3) . 658 659
To examine the relationship between flexibility and parameters estimated from 660 standard reinforcement learning models, we tested whether whole--brain and 661 striatal flexibility were correlated with the learning rate for each subject, using 662
Spearman's correlation coefficient due to the non-- images. C. Average performance on the learning task improved linearly, suggesting 708 continuous learning across all trials. 709 710 711 participant's choice behavior. The learning rate parameter from these models, , 735 indexes subjects' tendency to weight single trials (high ) as opposed to averaging 736 over many experiences (low ), and was negatively correlated with whole--brain 737 flexibility. These results indicate that whole--brain flexibility is greater when 738 individuals are integrating information across many trials. Grey band represents 739 95% confidence interval. 740 741 
