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The rate of energy transfer from ion projectiles onto the electrons of a solid target is hard to
determine experimentally in the velocity regime between the adiabatic limit and the Bragg peak.
First-principles simulations have lately offered relevant new insights and quantitative information
for prototypical homogeneous materials. Here we study the influence of structural anisotropy on
electronic stopping power with time-dependent density functional theory simulations of a hydrogen
projectile in graphite. The projectile travelled at a range of angles and impact parameters for veloc-
ities between 0.1 and 1.4 a.u., and the electronic stopping power was calculated for each simulation.
After validation with average experimental data, the anisotropic crystal structure was found to have
a strong influence on the stopping power, with a difference between simulations parallel and per-
pendicular to the graphite plane of up to 25%, more anisotropic than expected based on previous
work. The velocity dependence at low velocity displays clear linear behaviour in general, except
for projectiles travelling perpendicular to graphitic layers, for which a threshold-like behaviour is
obtained. For projectiles travelling along graphitic planes metallic behaviour is observed with a
change of slope when the projectile velocity reaches the Fermi velocity of the electrons.
I. INTRODUCTION
Stopping power is the rate of energy loss along the path
of a charged particle as it passes through matter. Stop-
ping power is of interest in a wide range of areas, from
nuclear power generation to medical applications1,2. Two
mechanisms of energy loss are involved: nuclear stop-
ping, due to the interaction of the projectile with the
nuclei of the target, and electronic stopping, from the
interaction of the projectile with the electrons of the tar-
get. This work focusses on the electronic stopping power
(Se) which dominates at high projectile velocities. Both
theoretical and experimental work on electronic stopping
has generally calculated a single average value of Se, ig-
noring the anisotropy of the structure3–5. Anisotropy
in crystal structure has a significant influence on many
properties of materials6, however there is little work on
the relationship between anisotropy and electronic stop-
ping power7,8.
Experimentally Se is difficult to measure directly, par-
ticularly at low velocities where nuclear stopping is also
significant; simulations, however, allow Se to be di-
rectly accessed. Echenique et al.9,10 used density func-
tional theory to calculate electronic stopping power in
jellium, capturing non-linear effects and replicating ex-
perimental results not captured in linear-response theory
calculations11,12, also giving rise to derived simulations,
including the use of first principles techniques for the
indirect calculation of Se (for reviews see
13,14). Direct,
real-time simulations of the electronic stopping process
have also been performed during the last decade using
a time-dependent tight binding description of the elec-
tronic structure and dynamics, coupled to nuclear dy-
namics within an Ehrenfest approach15,16, providing in-
teresting and rich qualitative insights, especially powerful
given the large system size and long time scale affordable
with an empirical tight-binding scheme. In recent years
time-dependent density functional theory (TDDFT) has
been used to investigate stopping power from first prin-
ciples in bulk materials of different kinds (metals, semi-
conductors, insulators)17–26. First principles simulation
of electronic stopping has successfully reproduced many
experimental features not captured by other theoretical
or simulation methods.
A prototypical material with a highly anisotropic lay-
ered structure is graphite, composed of weakly bonded
layers of strongly hexagonally bonded carbon atoms,
resulting in a high degree of inhomogeneity in many
properties27. A major use of graphite is as a moderator
in the nuclear power industry, to absorb and slow down
the neutrons generated by the nuclear fission processes,
in order to control the rate of fission within a nuclear
reactor. The stopping power of graphite is thus of intrin-
sic interest, in addition to its position as a simple and
strongly anisotropic material, and was therefore chosen
as the target material in this work. The velocity depen-
dence of Se is addressed in the work, with an emphasis
on its variation with trajectory.
A previous work on anisotropy of stopping power in
graphite is a theoretical study by Crawford7, using lin-
ear response theory based on the Cazaux model28 for the
optical constants of graphite parallel and perpendicular
to the graphitic layers. Crawford’s work calculated, for
higher energy projectiles, a similar relationship between
the incident angle of the projectile and the Se as this
work. They found a small anisotropy of Se, with a vari-
ability of around 10% for projectile velocities between 2
and 20 a.u.. More recent work by Shukri, Bruneval and
Reining8 used linear response TDDFT to predict the ran-
dom electronic stopping power in various materials. They
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2found a similar small anisotropy of up to 3% between the
Se along the in-plane and out-of-plane axes of graphite,
for velocities between 0 and 4 a.u.. Previous experimen-
tal work by Yagi et al.29 was unable to direct projectiles
between the graphitic layers, illustrating the usefulness
of simulations to investigate the structural anisotropy of
Se.
II. METHOD
A. Simulation details
Simulations were carried out using the real-
time TDDFT implementation30,31 of the SIESTA
method32,33. The Kohn-Sham orbitals are expanded
in a finite basis set of numerical atomic orbitals, with
the valence electrons of graphite and the projectile
represented by a double-ζ polarised basis set. The core
electrons have been replaced by norm-conserving pseu-
dopotentials using the Troullier-Martins scheme34,35.
Core electrons are known not to interact in stopping
processes at low velocities8,36. The details of both the
basis set and the pseudopotentials are specified in the
Appendix. The local density approximation (LDA) was
used for the exchange-correlation functional evaluation
using the Ceperley-Alder results for the homogeneous
electron liquid37, in the parameterisation of Perdew and
Zunger38, considering adiabatic time dependence of the
exchange-correlation functional.
The ground state of the system is calculated with the
projectile stationary at its initial position in the graphite
box. Subsequent TDDFT simulations evolve the elec-
tronic wavefunctions according to the time-dependent
Kohn-Sham equation39,40 as the projectile moves at a
constant velocity through the box. The forces on all
atoms are held as zero throughout the time-dependent
simulation, so that energy transfer only takes place
through inelastic scattering to the system electrons. This
prevents any contribution from nuclear stopping and en-
ables the Se to be directly calculated at a single velocity
for each simulation. The electronic stopping is the aver-
age gradient of the total energy of the electronic system
as a function of the path length of the projectile25. The
error bars in the Se presented in the figures refer to un-
certainty in fitting to the slope.
Projectiles moved the full length of the simulation cell,
13.4 A˚. Simulations were carried out using projectiles
with velocities between 0.1 and 1.4 a.u.41. The time-
dependent Kohn-Sham equations were integrated using
a Crank-Nicholson integrator as in Ref. 30 adapted to
the changing basis and Hilbert space by using a Lo¨wdin
transformation as proposed by Sankey and Tomkoff42
and analysed in Ref. 43. See the Appendix for further
details of convergence testing.
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FIG. 1. (a) Graphite unit cell showing the projectile initial
positions 1-4 and (b) trajectories for simulations of projec-
tiles moving out of the plane of graphitic layers. The shaded
triangle in (a) is the region of crystallographically unique po-
sitions. α is the angle of the trajectory from the graphite c
axis, with α = 0◦ perpendicular to the graphitic planes.
B. Simulation trajectories
Simulations were run with a combination of the fol-
lowing parameters: the velocity of the projectile varied
between 0.1 and 1.4 a.u., and the initial angle of the pro-
jectile relative to the c axis of the graphite, α, varied
between 0◦ and 90◦ as shown in Figure 1b. For simula-
tions of projectiles moving parallel to the graphitic layers,
the projectiles moved at an angle β relative to the a axis,
at 0◦ and 30◦ , with checks at 60◦ and 90◦ as shown
in Figure 2a, and moving at distances of 12 ,
1
4 ,
1
8and
1
16 of
the spacing between the layers from the closest graphitic
layer, as shown in Figure 2b.
Concerning the charge state of the projectile, previous
TDDFT work on electronic stopping has been carried out
with both ions and atoms17,21,22,25. In this type of sim-
ulation, the use of a proton or a H atom only changes
the simulation by one electron in the supercell (out of
129). The extent to which the proton drags an electron
β = 0◦
β = 30◦
β = 60◦
(a)
1
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FIG. 2. (a) Graphite unit cell showing the projectile tra-
jectories for simulations of projectiles moving parallel to the
graphitic layers (α = 90◦). β is the angle of the trajectory
from the a axis of the unit cell. β = 0◦ and 60◦ are crystallo-
graphically equivalent. (b) Distance of projectile trajectories
from the graphitic planes.
3in its wake is defined dynamically, and the established
stationary state is independent of the initial charge state
of the projectile. After the initial transient, essentially
the same state evolves regardless of whether it was ini-
tially H+ or H, in comparison with other methods in
which the charge state is defined by hand13. The calcu-
lations presented here had 129 electrons in the simulation
box, thereby defining an overall neutral system. The cal-
culations were spin-polarised due to the odd number of
electrons in the system.
III. RESULTS AND DISCUSSION
A. Validation
In order to validate the simulations, the results are
compared in Figure 3 with experimental data from work
by Ka¨ferbo¨ck et al.3. In the velocity range covered by
the experimental data, electronic stopping dominates the
overall stopping power, so the simulations of electronic
stopping are directly comparable to the Ka¨ferbo¨ck data.
The Rutherford backscattering experiment used protons
with an energy of between 20 and 80 keV/nucleon, corre-
sponding to projectile velocities between 1 and 1.7 a.u.,
with a target of highly ordered pyrolytic graphite, al-
though they did not provide angle resolution for the mea-
sured Se. They consider ion trajectories in all directions.
In Figure 3, the agreement between experiment and
theory is clear, with the experimental observations lying
within the simulation range defined by different trajecto-
ries. The experimental stopping power is closest to that
of the higher angle simulations, α = 60◦ - 75◦. As chan-
nelling directions were avoided in the experiments, it is
likely that trajectories close to α = 90◦ contribute little
to the experimental averaging. See a similar considera-
tion in the work of Schleife et al.24 for a proton mov-
ing in aluminium. In order to compare the simulations
to the experimental data in more detail, a model of the
distribution of projectile trajectories would be needed to
calculate an average Se for a particular velocity, which in-
volves non-trivial assumptions on the actual trajectories
in experimental settings. Se gradually diminishes toward
the minimum at α = 90◦, starting at around α = 50−60◦
where a slight maximum appears, especially at low veloc-
ities.
B. Dependence on α
Figure 3 shows the expected overall linear dependence
of Se in the displayed velocity range, with a slow down-
ward bending as velocity increases towards the Se max-
imum related to the Bragg peak, which in graphite is
at ∼1.9 a.u.44. The curve for α = 90◦ is clearly dif-
ferent, however, corresponding to trajectories parallel to
graphitic planes. As Figure 4 shows more clearly, the
electronic stopping power decreases significantly at all
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FIG. 3. Electronic stopping power for a proton shooting
through graphite at different angles relative to the graphite
c axis.• depicts the experimental data from the work by
Ka¨ferbo¨ck et al.3. The uncertainty in each data point is ±
0.6 eV/A˚.
velocities between α = 60◦ and α = 90◦. The data for
α = 90◦ correspond to the projectile moving midway be-
tween two planes of atoms along β = 0◦ (See Figures 1a
and 2a).
Figure 4 also includes the linear-response results of
Crawford7 for comparison. The lowest velocity consid-
ered in that work is v = 2.0 a.u., higher than those ob-
tained in this work, which accounts for the higher over-
all Se. They also show a smaller angle dependence, of
approximately 10% between a projectile moving along
α = 0◦ and 90◦ at 2 a.u., with smaller differences at
higher projectile velocities; significantly lower than the
equivalent difference for v = 1.0 a.u. in our case. This is
consistent with a further insensitivity with direction at
high velocities7. Figure 9 of Shukri, Bruneval and Rein-
ing’s paper8 also shows a small difference of up to 3% in
Se between calculations with a projectile moving along
α = 0◦ and 90◦ in graphite at velocities between 0 and 4
a.u.. As discussed below, that work calculated the ran-
dom electronic stopping power, which is averaged over
all impact parameters, and so is not directly equivalent
to the results in this paper.
1. Correlation of Se and electron density
Figure 4b shows the average electron density along a
given trajectory versus α for comparison with Se(α). The
relationship between the electron density and Se is espe-
cially clear for the low velocities, with both Se and elec-
tron density increasing from α = 0◦ to 30◦, and the lowest
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FIG. 4. (a) Electronic stopping power of a hydrogen atom
in graphite moving at angle α from the graphite c axis at a
velocity of 0.3, 0.5 and 1.0 a.u.. The data for 90◦ were cal-
culated from simulations with the projectile moving midway
between two planes of atoms along β = 0◦ (See Figures 1a
and 2a). The error bars are due to the uncertainty in fitting
to the slope of the energy plot. (b) Average electron density
along the trajectory of the projectile for different α values.
Se at 90
◦ corresponding to the lowest electron density.
Under the scattering theory formalism developed by
Echenique and others for jellium10,45–47, the target elec-
tron density is space independent, a number n, and the
stopping power is a function Se(v, n), which starts at
zero for n = 0 and increases with higher density. This
results has been generalised to non-homogeneous elec-
tron systems, with the observation that the stopping
power is larger when the projectiles traverse regions of
higher density. This has been seen in previous work
in various materials25,45–47, and is used as a basic as-
sumption in different contexts, as a local-density stop-
ping approximation47. The results of the simulations
presented here are consistent with this; between the
graphitic layers the electron density is much lower than
across the layers, and the higher the angle of the projec-
tile relative to the c axis the more time it spends in the
lower electron density region between the layers. As a
result the projectile interacts less with the electrons of
the target and so the Se is lower, as seen in Figure 4, ob-
taining the minimum Se for α = 90
◦ and the projectile
moving midway between the planes, that is, the trajec-
tory furthest from the carbon atoms and thus with the
lowest electron density. It must be noted, however, that
although the correlation is clear, it is not strict, as can
be observed for α = 75◦.
2. Channelling
The main channelling direction in graphite is along the
c axis (α = 0◦), but the effect on Se is limited. Only a
small depression can be observed for Se for α = 0
◦ as
compared with 15◦ at low velocity. In Figure 4 it is visible
for v = 0.3 − 0.5 a.u., but it is clearly a much smaller
effect than the one for α = 90◦ (parallel to graphitic
layers) even if using perfect channelling trajectories, as
trajectory 1 in Figure 1a. These results are consistent
with the previous discussion, since the average density
along that path does not reduce as much as for those
parallel to and midway between graphitic planes.
Channelling in a crystal occurs when a projectile ar-
rives into a channel in a trajectory within a small angle
from the channel in a major crystal direction, and then
moves along it undergoing small angle scattering, thereby
moving along the channel. As a result of the lack of
nuclear collisions with the target material (beyond the
small deflections implied by the channelling itself) and
thereby reduced total energy loss of the projectile, the
projectile travels further compared with a random direc-
tion in the crystal48. Se would also be expected to be
lower along a channelling direction, due to the lower av-
erage electron density in a channel; Schleife, Kanai and
Correa24 carried out TDDFT simulations of H in Al,
comparing projectiles moving along channels with off-
channelling directions, and found lower Se for a projectile
moving along a channelling direction than along a ran-
dom non-channelling direction. Channelling in graphite
has only been experimentally observed when the projec-
tile is moving along the c axis of graphite, perpendicular
to the graphitic layers49–51. That work used polycrys-
talline highly oriented pyrolytic graphite (HOPG), con-
taining grain boundaries perpendicular to the graphitic
layers, which would disrupt channelling between the lay-
ers. In HOPG, the basal planes are closely aligned, but
alignment along the other axes is difficult to achieve. In
theory, channelling would also be expected for a projec-
tile travelling parallel to the graphitic layers, and the
projectiles moving along α = 90◦ do show significantly
lower Se.
3. Low velocity
The behaviour of Se in the low velocity end of Figure 3
is remarkable. On the one hand, the simulations with the
projectile moving at angles other than 90◦ to the c axis
appear to show a threshold velocity of 0.02-0.06 eV below
which, extrapolating the calculated data, Se appears to
be either zero or very small on that scale. This is consis-
tent with behaviour seen in insulators25 where the band
gap results in a velocity threshold for Se. Graphite is ef-
fectively a semiconductor in the direction perpendicular
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FIG. 5. (a) shows the electronic stopping power for a projec-
tile moving parallel to the graphitic layers at angles β from the
a axis of graphite, midway between the graphitic layers. (b)
compares the electronic stopping power for a proton moving
at different distances from the graphitic layers as a fraction
of the interplanar distance (Figure 2a). The electronic stop-
ping power increases the closer the path of the projectile is
to a graphitic layer, likely due to the higher electron density
closer to the planes.
to the graphitic layers, and, in that sense, this behaviour
would appear to be consistent with what is expected, at
least qualitatively. In contrast, the obtained Se shown
in Figure 3 for α = 90◦, corresponding to a projectile
moving midway between the graphitic layers, displays a
very different behaviour, with no apparent threshold but
rather Se ∝ v, but with a clear change of slope at v ∼ 0.3
a.u. displayed by the lowest Se(v) graph in Figure 3.
C. Protons travelling between graphitic planes
Figure 5 shows the behaviour for trajectories parallel
to the graphitic planes in more detail, with the Se(v)
dependence for different orientations (Fig. 5a) and dif-
ferent impact parameters (proximity of the trajectory to
the closest plane, Fig. 5b). Starting with Figure 5a, as
discussed above, the Se is much lower at all velocities
and all angles where the projectile is travelling parallel
to the graphitic layers, as a result of the lower electron
density between the layers. Due to the hexagonal sym-
metry of graphite, the trajectories β = 0◦ and β = 60◦
are crystallographically identical. Se(β) should therefore
be periodic with a period of 60◦. It is expected to be
symmetric around 0◦ and 30◦, the values of Se for those
β’s representing likely bounds for Se(β). Figure 5a shows
Se at 0 and 30
◦ as a function of velocity. The periodicity
has been checked with the inclusion of results for β = 60◦
and 90◦.
Figure 5(a) shows that the change of slope remains
apparent for trajectories equidistant from two graphitic
planes, irrespective of the β angle, although for β = 0◦
it happens at a slightly larger value of v (vK ∼ 0.4 a.u.)
than for β = 30◦ (vM ∼ 0.3 a.u.). The former corre-
sponds to the direction of the K-point in reciprocal space,
while the latter to the M-point direction. Both values are
close to the Fermi velocity of electrons around the Dirac
cone (vF = 0.37 a.u.), indicating that the change of slope
is due to the onset of intra-cone electron-hole transitions
contributing to the stopping. We base this observation
on the fact that the electron-hole excitations generated
by the moving projectile should respect the relation25
v ·∆k = ∆
being ∆k and ∆ the momentum and energy change of
the electron, respectively, in the excitation, and v the
projectile’s velocity. For v < vF , excitations can only be
connecting across cones, while for v ≥ vF the intra-cone
channel is open.
A similar increase in the Se gradient at velocities be-
tween 0.3 and 0.5 a.u. has been seen in experiments
for various systems: protons in Au52,53, He in Al54, and
protons and He in Cu55, to name a few. The change
in gradient for the Cu and Au experiments is suggested
to be a result of interactions with the target’s 3d and
5d electrons in Cu and Au respectively at higher projec-
tile velocities, where a minimum energy transfer is re-
quired for the excitation of d electrons in both metals52.
For He in Al, the slope change is thought to be due to
charge-exchange processes between the target atoms and
projectile54. This again suggests that the increase in gra-
dient is due to additional energy loss mechanisms becom-
ing accessible beyond a certain velocity, and which, in
this case would correspond to the mentioned intra-cone
transitions, meaning electron-hole-pair formation within
the same band and small momentum transfer within the
Brillouin zone, as the velocity approaches the Fermi ve-
locity of the host.
61. Impact parameter dependence
The impact parameter dependence is shown in Figure
5b. It compares the Se for a projectile moving midway
between the graphitic layers, and at positions 14 ,
1
8 and
1
16 of the interplanar distance from a graphitic layer, as
shown in Fig. 2(b). The Se is higher at all velocities above
0.1 a.u. for the simulations closer to the graphite atoms,
corresponding to the higher electron density closer to the
graphitic layer. The gradient of the Se plot changes as
the velocity increases, with a linear region between 0.5
and 1 a.u., and a slight decrease in gradient at higher
velocities for both paths as the Se approaches a maxi-
mum. When the trajectories get closer to either atomic
plane (Fig. 5b) Se significantly increases as compared to
the mid-plane trajectory, and the clean two-slope struc-
ture of Figure 5(a) is lost, which should be attributed to
scattering amplitude effects.
Trajectories perpendicular to the graphitic planes do
not display significant impact-parameter dependence,
however, unlike what is seen for trajectories parallel to
the planes. Se increased only by 0.68 eV/A˚ when chang-
ing from trajectory 1 in Figure 1a to trajectory 4 at
v = 0.5 a.u..
The results of Shukri, Bruneval and Reining8 investi-
gated random electronic stopping power, defined as the
Se averaged over all impact parameters. For the in-plane
simulations, this is equivalent to averaging Se for all the
trajectories at different distances from the graphitic lay-
ers. As Figure 5 shows, there is a significant increase in
Se as the trajectory gets closer to a graphitic layer. The
3% difference between in-plane and out-of-plane simula-
tions in Se seen by Shukri et al.
8 is therefore consistent
with the results in this work.
IV. CONCLUSIONS
Simulations of a hydrogen projectile travelling through
graphite successfully reproduced experimental results,
and provided new insights into the effect of the anisotropy
of the graphite structure on electronic stopping power.
The electronic stopping power is dependent on the di-
rection of the projectile both relative to the graphitic
layer normal and parallel to the layers. Although a clear
correlation is found between the local electron density
traversed by the trajectory in general, at low velocity
Se displays varied behaviours depending on the direction
and impact parameter. For channelling between planes
and low density, a linear Se is observed, consistent with
(semi)metallic electron conduction, but which changes
slope when the projectile velocity reaches the Fermi ve-
locity of the target. For trajectories with dominant com-
ponent perpendicular to the graphitic plane, a threshold
is observed at v ∼ 0.05 a.u., consistent with poor electron
conduction between planes.
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FIG. 6. Comparison of electronic stopping power in graphite
with a hydrogen projectile travelling at 0.1 to 1 a.u. with
supercell sizes of 2× 2× 2 and 4× 4× 2 primitive unit cells.
In these simulations the projectile moved perpendicular to
the graphitic planes along the shortest supercell dimension,
through the center of a channel.
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APPENDIX
This section describes the testing carried out to gen-
erate the initial simulation parameters. The pseudopo-
tentials of C and H were generated using the scheme of
Troullier and Martins35 and the corresponding parame-
ters are shown in Table I.
7TABLE I. Pseudopotential radii for each angular-momentum
channel of C and H. Lengths are in Bohr.
Species s p d f
C (2s22p2) 1.49 1.50 1.56 1.56
H (1s2) 1.25 1.25 1.25 1.25
Table II gives the parameters needed for the genera-
tion of the basis set used in this work, following the pro-
cedures described in Ref. 56. The polarisation orbitals
were generated by applying an electric field to the orbital
according to the procedure implemented in SIESTA and
described in Ref. 32.
TABLE II. Cutoff radii r(ζ1) and r(ζ2) in Bohr of the first
and second ζ functions of C and H.
Species n l r(ζ1) r(ζ2)
C 2 0 4.192 3.432
2 1 4.870 3.475
H 1 0 4.828 3.855
A periodic supercell of 2×2×2 graphite unit cells was
used, containing 32 C atoms and a single H atom, with
lattice parameters of a = 2.461 A˚, c = 6.573 A˚. A number
of supercell sizes were tested to confirm that the supercell
used was sufficiently large to give good quality results.
Figure 6 compares the electronic stopping power for a
projectile moving perpendicular to the graphitic layers
in 2× 2× 2 and a 4× 4× 2 supercells containing 33 and
129 atoms. There is no significant difference between the
electronic stopping powers in this velocity range for the
two supercell sizes, confirming that the 2×2×2 supercell
is sufficient to produce accurate results.
A single k-point (Γ) was used for the Brillouin zone in-
tegrations, after testing a ground state calculation with
up to 90 k-points for convergence and simulation time.
The difference between Se for one k-point and 96, for
trajectory number 1 and v = 1 a.u., was only 0.2 eV/A˚.
A timestep of 1 attosecond was used for the low veloc-
ity simulations up to 1 a.u., and of 0.1 attoseconds for
simulations above 1 a.u. after testing for the stability of
the Crank-Nicolson integrator algorithm and the energy
change in a TDDFT simulation. The plane-wave energy
cutoff for real space integration was tested between 50
and 400 Ry; the total energy converged at around 150
Ry, and a 200 Ry cutoff energy was finally used in the
simulations.
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