Abstract. An outerplanar graph is a planar graph which can be embedded in the plane in such a way that all of vertices lie on the outer boundary. Many semi-structured data like the NCI dataset having about 250,000 chemical compounds can be expressed by outerplanar graphs. In this paper, we consider a data mining problem of extracting structural features from semi-structured data like the NCI dataset. For this data mining problem, first of all, we define a new graph pattern, called a block preserving outerplanar graph pattern, as an outerplanar graph having structured variables. Then, we present an effective Apriori-like algorithm for enumerating frequent block preserving outerplanar graph patterns from semi-structured data in incremental polynomial time. Lastly, by reporting some preliminary experimental results on a subset of the NCI dataset, we evaluate the performance of our algorithms.
Introduction
Large amount of data having graph structures, called semi-structured data, such as map data, CAD, biomolecular, chemical molecules, the World Wide Web are stored in databases. In the fields of Web mining and graph mining, many Web documents and many chemical compounds can be represented by ordered trees and outerplanar graphs, respectively. Outerplanar graphs are planar graphs which can be embedded in the plane in such a way that all of vertices lie on the outer boundary. In Fig. 1 , we give four outerplanar graphs G, g 1 , g 2 , g 3 as examples of outerplanar graphs. For example, in the NCI dataset [4] , which is one of popular graph mining datasets, 94.3% of all elements are expressed by outerplanar graphs. In analyzing semi-structured data, we must often solve a subgraph isomorphism problem, which is known to be NP-complete in general. However, subgraph isomorphism problems on some classes of graphs, including trees and biconnected outerplanar graphs, can be solved in polynomial time [ 2, 5] . Moreover, graph isomorphism problems tend to be easier than subgraph isomorphism problems and are computed in polynomial time for the classes of interval graphs, circular-arc graphs, and planar graphs. Based on the viewpoints of these facts, in this paper, we consider a graph mining problem of extracting structural features from semi-structured data having outerplanar graph structures. In order to solve this graph mining problem, first of all, we define a new graph pattern, called a block preserving outerplanar graph pattern (bpo-graph pattern for short) as a connected outerplanar graph having structured variables. A variable is a list of at most 2 vertices and can be replaced with an arbitrary connected outerplanar graph.
We say that a bpo-graph pattern p matches an outerplanar graph G if G is obtained from p by replacing all variables with arbitrary connected outerplanar graphs. In Fig. 1 , as an example of bpo-graph patterns, we give a bpo-graph pattern p having variables (v 1 , v 2 ), (v 3 , v 4 ), (v 5 ) labeled with variable labels x, y, z, respectively. The bpo-graph pattern p matches the outerplanar graph G in Fig. 1 obtained by replacing variables (v 1 , v 2 ), (v 3 , v 4 ), (v 5 ) with outerplanar graphs g 1 , g 2 , g 3 , respectively.
Our goal of this paper is to present an effective algorithm of enumerating all frequent bpo-graph patterns from a given finite set D of outerplanar graphs. It is natural that for a given finite set D of outerplanar graphs, bpo-graph patterns, which are frequent with respect to the number of outerplanar graphs in D which are matched by p, are characteristic in D. As our approaches, in a similar way to a block and bridge tree given in [1] , we introduce a block tree t(G) and a block tree pattern t(p) according to an outerplanar graph G and a bpo-graph pattern p, respectively. Then we reduce a problem of deciding whether or not a bpo-graph pattern p matches an outerplanar graph G to a problem of deciding whether or not the tree pattern t(p) corresponding to p matches the tree t(G) corresponding to G. By giving an Apriori-like algorithm of generating candidate block tree patterns, we enumerate all frequent bpo-graph patterns in incremental polynomial time.
Horváth et al. [1] proposed an Apriori-like algorithm, which works in incremental polynomial time, for enumerating frequent subgraphs appearing in a restricted class of outerplanar graphs, called d-tenuous outerplanar graphs. Then by applying their algorithm to the NCI dataset [4], they found typical subgraph structures of chemical compounds. Yamasaki and Shoudai [9] proposed an interval graph pattern and presented a polynomial time algorithm for finding a minimally generalized interval graph pattern explaining a given finite set of interval graphs. As other related works, in the framework of inductive inference, by Suzuki et al. [6] and Takami et al. [7] gave polynomial time learning algorithms for tree patterns with internal structured variables and two-terminal series parallel graph patterns, respectively. This paper is organized as follows. In Section 2, we introduce a graph pattern based on [8] and, in Section 3, a bpo-graph pattern as an outerplanar graph having structured variables. In Section 4, we propose a polynomial time algorithm which solves a matching problem between bpo-graph patterns and outerplanar graphs. In Section 5, we propose an Apriori-like algorithm which enumerates all frequent bpo-graph patterns from a finite set of outerplanar graphs. Lastly, by reporting an experimental result of applying our algorithms to a subset of the NCI dataset, we evaluate the performance of our algorithm.
Graph Pattern
Let Λ and ∆ be two alphabets. Each symbol in Λ and ∆ is called a vertex label and an edge label , respectively. Let G be an undirected graph. In this paper, G is called a (Λ, ∆)-labeled graph if all vertices and edges in G are labeled with symbols in Λ and ∆, respectively. We denote by V (G) the set of vertices in G and by E(G) the set of edges in G. A graph pattern is defined as a graph-structured pattern with internal variables, which represents characteristic common structures in graph-structured data. In [8] , we introduced a general graph-structured pattern, called a term graph, in order to design efficient algorithms for computational problems on graphs. We define a class of graph patterns as a special class of term graphs as follows. Let X be an infinite alphabet where X ∩ (Λ ∪ ∆) = ∅, whose elements are called variable labels. 
A graph pattern p is called a linear (or regular ) graph pattern if all variables in H(p) have mutually distinct variable labels in X. Let p and q be linear graph patterns. We say that p is isomorphic to q if there exists a bijection
Assumption. All graph patterns in this paper are linear. Then we call linear graph patterns graph patterns simply. (2) Fig. 1 where g 1 , g 2 , g 3 are labeled graphs in Fig. 1 .
Block Preserving Outerplanar Graph Patterns and Block Tree Patterns
Let G be a connected labeled graph. G is said to be biconnected if for any two vertices in V , there exists a cycle which contains the two vertices. For a In order to make our discussion simpler, we assume that all outerplanar labeled graphs are connected. We can easily extend our result of this paper to the case without the assumption.
Definition 3 (Block preserving outerplanar graph patterns).
A graph pattern p is a block preserving outerplanar graph pattern, bpo-graph pattern for short, if p satisfies the following three conditions.
Any internal variable has exactly 2 ports. 2. A labeled graph
3. Each port of any internal variable is either a cutpoint or a vertex of degree 1 in G p .
Since all internal variables in a bpo-graph pattern are bridges in G p , we call an internal variable in a bpo-graph pattern a bridge variable. For example, a graph pattern p in Fig. 1 is a bpo-graph pattern and two variables (v 1 , v 2 ) and (v 3 , v 4 ) of p are bridge variables. We denote by OP the set of all bpo-graph patterns.
In [1] , a special data structure, called a block-bridge tree, was proposed for representing all connections among blocks of an outerplanar labeled graph. In a similar way to a block-bridge tree, for a bpo-graph pattern p, we introduce a new tree-structured pattern, called a block tree pattern of p.
Definition 4 (Block tree patterns). Let p be a bpo-graph pattern in OP.
A block tree pattern of p, denoted by t(p), is a graph pattern defined as follows. Let "#" be a symbol which is not contained in We define vertex labels of t(p) as follows:
In a similar way, we define edge labels of t(p) as follows: [a 1 , . . . , a ] . Let be the number of vertices in B. We note that any Hamiltonian cycle of a block is unique and represented in two ways, that is, clockwise and anticlockwise rotations, if we specify a start vertex of the cycle. First we give a numbering from 1 to to the vertices of B along one of rotation orders of the Hamiltonian cycle of B, and identify the numbers with the vertices themselves. For any i (1 ≤ i ≤ ), we suppose that the i-th vertex is adjacent to
In this way, specifying a start vertex and a rotation direction of the Hamiltonian cycle of B, we construct a block label µ G (v B ) of a block vertex v B . From it we can easily compute another block label with another start vertex or the other rotation direction of the Hamiltonian cycle. We call a block tree pattern without variables a block tree, simply. As examples of block tree patterns and block trees, in Fig. 2 , we give the block tree pattern t(p) of the bpo-graph pattern p in Fig. 1 and block trees t(G), t(g 1 ), t(g 2 ), t(g 3 ) of outerplanar labeled graphs G, g 1 , g 2 , g 3 in Fig. 1 [v] , is a block tree pattern induced by v and all descendants of v.
We call a block tree pattern with no variable a block tree. For a block tree pattern t and a block tree T , we say that t matches T if there exists a substitution θ such that all graph patterns appearing in θ are block trees and tθ is equivalent to T . We show the next lemmas for bpo-graph patterns and block tree patterns. We omit the proof.
Lemma 1. Let p and p be bpo-graph patterns in OP and r a vertex in p. Let x := [p , σ] be a binding for p. Then there exists a vertex r in σ such that t(p, r){x := [t(p , r ), σ]} is equivalent to t(p{x := [q, σ]}, r).

Lemma 2. Let p and q be bpo-graph patterns in OP. Then, p is isomorphic to q if and only if t(p) is equivalent to t(q).
We give a polynomial time algorithm for computing the following problem.
Matching Problem for OP Input: An outerplanar graph G ∈ O and a bpo-graph pattern p ∈ OP. Problem: Decide whether or not p matches G.
From Lemma 1 and Lemma 2, we can show that Matching Problem for OP is reduced to the matching problem for deciding, given a block tree T and a block tree pattern t, whether or not t matches T .
Let r be a vertex in G ∈ O and r a vertex in p ∈ OP. For all vertices u in t(G, r), we compute a subset of V (t(p, r )), which is called a correspondence-set (C-set for short) of u and denoted by CS (u), in the following way. Let N and n be the numbers of vertices in G and p, respectively. We assume that each C-set is stored by a simple array of length O(n). We compute C-sets of all vertices in 
t(G, r) in postorder depending on a kind of each vertex. For a vertex u in t(G, r), let CS P (u) = {c ∈ CS (c) | c is a child of u and c is a port of a variable in p}.
Leaf: For all leaves u of t(G, r), CS
We can decide whether or not this condition are satisfied for u and u in the following way. First we construct a bipartite graph (U, V, E) as follows:
Next we compute a maximum bipartite graph matching problem for (U, V, E). If u is a port of a variable and the bipartite graph has a matching of size , or u is not a port of any variable and the bipartite graph has a matching of size exactly , we conclude that u and u satisfy the above condition. We need O( √ + ) time to find a maximum matching for the bipartite graph The correctness of the above algorithm is shown from the following lemmas. , r ) , respectively. Then,
Lemma 3. Let G and p be an outerplanar graph in O and a bpo-graph pattern in OP, respectively. Moreover let r and r be vertices of G and p, respectively, and u and u vertices in t(G, r) and t(p
u ∈ CS B (u) or u ∈ CS N B (u) − CS P (u) if and only if t(p, r )[u ] matches t(G, r)[u], and 2. u ∈ CS P (u) if and only if there is a descendant d of u such that t(p, r )[u ] matches t(G, r)[d].
Lemma 4. Let G and p be an outerplanar graph in O and a bpo-graph pattern in OP, respectively. And let r be a vertex in G. Then there exists a vertex r in p such that r ∈ CS (r) if and only if t(p, r ) matches t(G, r).
For each of n block tree patterns, we need O(nN √ d) time for computing all C-sets for vertices in t(G, r), where d is the maximum degree of cutpoints in p.
Then we have the following theorem.
Theorem 1. Matching Problem for OP is computable in
In this section, we give an Apriori-like algorithm for enumerating all frequent bpo-graph patterns from a given finite set of outerplanar labeled graphs. Let OP be the set of all bpo-graph patterns. Let p and q be bpo-graph patterns in OP and σ a list of vertices of length one or two in q. We easily show that for a variable h in p labeled with x, a graph pattern p{x := [q, σ]} is also a bpo-graph pattern in OP. 
In this paper, we give an effective algorithm for computing the next problem.
Frequent Block Preserving Outerplanar Graph Pattern Problem Input: A finite set of outerplanar labeled graphs D ⊂ O and a real number t (0 < t ≤ 1).
Output: The set of all t-frequent bpo-graph patterns in OP with respect to D.
For k ≥ 0, a k-block tree pattern is defined to be a block tree pattern such that the total sum of the numbers of block vertices, bridge variables, and edges not adjacent to any block vertex is equal to k. Let D be a set of outerplanar labeled graphs in O and t a real number where 0 < t ≤ 1. Let L Let p be a block tree pattern. We say that p is a block tree subpattern of p if p is a block tree pattern and
and H(p ) ⊆ H(p).
Moreover we say that p is a terminal block tree subpattern if p is a block tree subpattern of p and either of the following forms:
where v is a non-block vertex adjacent to only u in p. The vertex u appearing in (1) and (2) is called a connected point of p . For a block tree pattern p and a terminal block tree subpattern p , we denote by p p the block tree subpattern obtained from p by removing all vertices in p except for the connected point of p and all edges and variables in p .
k-block tree patterns (k ≥ 2). Initially let C t k = ∅. For two (k − 1)-block tree patterns p and q in L t k−1 , let p and q be two terminal block tree subpatterns of p and q, respectively. If p p is equivalent tothen a new block tree pattern r is constructed in such a way that a copy of p and a copy of q are connected to a copy of p p through the connected points of p and q , respectively. The block tree pattern r is added to C In Fig. 3 , we give examples of 0-block tree patterns, 1-block tree patterns and k-block tree patterns constructed by the above algorithm. Fig. 3 . Examples of 0-block tree patterns and 1-block tree patterns, and a generation of a k-block tree pattern from two (k − 1)-block tree patterns.
Experimental Result
We have implemented our graph mining algorithm and tested on a chemical dataset. In our experiments, we used a dataset consisting of 100 outerplanar molecular graphs from the NCI database. The results are given in Fig. 4 . We set frequency thresholds to be 0.5, 0.3 and 0.1, and tested on the dataset with respect to the frequencies. The table shows the numbers of candidate and frequent kpatterns, and the runtime in seconds for the generation of frequent patterns. In the table, we only show experimental results obtained by experiments which finished in 5 days for frequencies 0.1 and 0.3, and in 1 day for frequency 0.1. For frequency 0.3, the number of generated frequent 4-block tree patterns is 12 per second, but the number of generated frequent 9-block tree patterns becomes 0.1 per second. Such a generation rate decreases polynomially as the total amount of sizes of generated candidate block tree patterns increases. Fig. 6 shows some of graph patterns generated by our algorithm.
Our algorithm generated a huge amount of frequent bpo-graph patterns, comparing with an experiment of enumerating all frequent bpo-graph patterns with no bridge variable (Fig. 5) . The generated patterns certainly contain useless or unimportant patterns from theoretical point of view, because if a frequent bpo-graph pattern has a labeled edge, a bpo-graph pattern which is obtained from the frequent bpo-graph pattern by replacing the labeled edge with a bridge variable is also frequent. For a given set D of outerplanar labeled graphs in O, a bpo-graph pattern p ∈ OP is minimally generalized with respect to D if there is no bpo-graph pattern p ∈ OP such that D ⊆ L(p ) L(p). If we want more refined frequent bpo-graph patterns, we need to consider such a minimality of bpo-graph patterns.
Conclusion and Future Works
In this paper, we have considered a data mining problem of extracting structural features from semi-structured data whose data can be expressed by outerplanar graphs. Firstly, we have defined a block preserving outerplanar graph pattern as a new graph pattern having an outerplanar graph structure and structured variables. Secondly, we have presented a polynomial time Apriori-like algorithm for enumerating all frequent bpo-graph patterns w.r.t. a given finite set of out- Fig. 6 . Examples of 6-patterns generated by our system on the chemical test data erplanar graphs. Finally, by reporting experimental results on a subset of the NCI dataset, we have evaluated the performance of our algorithm. In experiments, a huge number of frequent bpo-graph patterns were found. Many found frequent bpo-graph patterns may be useless or unimportant from the chemical viewpoints. Hence, we are considering a problem of extracting all frequent minimally generalized bpo-graph patterns. Moreover, we are studying the polynomial time learnability of the class of bpo-graph patterns.
In [3] , we introduced unordered term trees, which are unordered tree patterns with internal structured variables. The variables in unordered term trees are defined in a similar way to bpo-graph patterns. We showed in [3] that a matching problem of deciding whether or not a given unordered tree is matched by a given unordered term tree with variables of more than 3 ports is NP-complete. From this result, we easily to show that it is hard to solve in polynomial time a matching problem for bpo-graph patterns extended to have variables consisting of more than 3 ports. Hence, we are considering a polynomial time matching algorithm for bpo-graph pattern extended to have variables consisting of at most 3 ports. Furthermore, we are planing to mining frequent graph patterns on other classes of graphs like planar graphs.
