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A WORST DISTURBANCE DESIGN CRITERION IN THE THEORY OF 
ANALYTICAL CONTROL SYSTEMS SYNTHESIS 
Thomas E. C a r t e r  
George C. Marshall Space Fl ight  C e n t e r  
Hunt sv i  11 e, A l a b a m a  
Design techniques of l i n e a r  o p t i m a l  c o n t r o l  a r e  found 
t o  apply t o  a minimax problem. With a bounded energy 
c o n s t r a i n t  on the c l a s s  of admissible disturbances,  the 
minimax value of an i n t e g r a l  quadra t ic  f o r m  o f  s t a t e  
v a r i a b l e s  and c o n t r o l  can be obtained by f ind ing  a p o s i t i v e  
d e f i n i t e  s t eady- s t a t e  s o l u t i o n  of a matrix R i c c a t i  equation. 
The optimal s t r a t e g i e s  for con t ro l  and d is turbance  a r e  
l i n e a r  func t ions  of s ta te  which depend on t h e  numerical  
bound of the  c l a s s  of dis turbances,  the set  of i n i t i a l  
condi t ions,  and r e l a t i v e  weighting of the s t a t e  va r i ab le s  
i n  the c o s t  func t iona l .  Analyt ical  design procedures, such 
as t h e  roo t  square l o c u s  of  Chang,which appear i n  optimal 
l i n e a r  con t ro l  problems are a l s o  v a l i d  f o r  t h i s  problem. 
A n  equiva len t  optimal mul t ivar iab le  con t ro l  problem has 
been found whose s teady-s ta te  s o l u t i o n  i s  obtained by 
so lv ing  the same matrix R icca t i  equat ion as w a s  obtained 
from the minimax problem. S u f f i c i e n t  condi t ions f o r  
ex i s t ence  of so lu t ions  t o  t h e  minimax problem a r e  thus 
obtained from the p rope r t i e s  o f  the equiva len t  optimal 
mul t iva r i ab le  con t ro l  problem. The r e s u l t s  are i l l u s t r a t e d  
by so lv ing  a second order example. 
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A WORST DISTURBANCE DESIGN CRITERION I N  THE THEORY OF 
ANALYTICAL CONTROL SYSTEMS SYNTHESIS 
Thomas E. Carter 
SUMMARY 
Design techniques of l i n e a r  optimal con t ro l  are found 
t o  apply t o  a minimax problem. With a bounded energy 
c o n s t r a i n t  on t h e  c l a s s  o f  admissible d is turbancee , the  
minimax value of an i n t e g r a l  quadra t ic  form of s ta te  
v a r i a b l e s  and con t ro l  can be obtained by f ind ing  a p o s i t i v e  
d e f i n i t e  s t eady- s t a t e  so lu t ion  of a matrix R i c c a t i  equation. 
The optimal s t r a t e g i e s  f o r  cont ro l  and d is turbance  are 
l i n e a r  func t ions  of s t a t e  which depend on t h e  numerical  
bound of t h e  c l a s s  of dis turbances,  t h e  set  o f  i n i t i a l  
condi t ions ,  and r e l a t i v e  weighting of t h e  s t a t e  va r i ab le s  
i n  the c o s t  func t iona l .  
as t h e  roo t  square locus  of Chang, which appear i n  optimal 
l i n e a r  con t ro l  problems are a l s o  v a l i d  f o r  t h i s  problem. 
A n  equiva len t  optimal mul t ivar iab le  con t ro l  problem has 
been found whose s teady-s ta te  s o l u t i o n  i s  obtained by 
so lv ing  t h e  same matrix Ricca t i  equat ion as was obtained 
from t h e  minimax problem. S u f f i c i e n t  condi t ions  f o r  
ex i s t ence  of s o l u t i o n s  t o  the minimax problem are thus  
obtained from t h e  p rope r t i e s  of the  equiva len t  optimal 
mul t iva r i ab le  con t ro l  problem. The r e s u l t s  are i l l u s t r a t e d  
by so lv ing  a second order  example. 
Analytical  design procedures, such 
I. INTRODUCTION 
LINEAR CONTROL, DIFFERENTIAL GAMES, AND A MINIMAX PROBLEM 
I n  recent  years  t h e  mathematical condi t ions  f o r  which 
l i n e a r  con t ro l  i s  optimal have been w e l l  defined.l  
S. S. L. Chang2 published a book on optimal con t ro l  syn thes i s  
which included a roo t  square locus technique permi t t ing  
mathematically optimum l i n e a r  systems t o  be analyzed by t h e  
well-known roo t  locus diagram. This technique has r e c e n t l y  
I n  1961, 
been appl ied t o  mul t iva r i ab le3J4  con t ro l  problems t o  provide 
a n  a n a l y t i c a l  approach t o  con t ro l  syn thes i s  of h igh  o rde r  
dynamical systems. 
I n  the  above a n a l y t i c a l  synthesis s t u d i e s ,  t he  problem 
of dis turbances was not  considered i n  the i n i t i a l  design 
phase. It i s  shown i n  t h i s  work tha t  t he  same a n a l y t i c a l  
syn thes i s  techniques can be appl ied  t o  a problem wi th  a 
s i n g l e  cont ro l  and a bounded energy type d is turbance .  The 
con t ro l  and d is turbance  are s c a l a r s  f o r  t h i s  problem, but  
no a d d i t i o n a l  d i f f i c u l t y  i s  encountered, i n  p r i n c i p l e ,  i f  
both are vectors .  The problem i s  formulated as a minimax 
problem and i s  solved by the theory  of d i f f e r e n t i a l  games. 
For  t h i s  problem, the  con t ro l  and the d is turbance  are 
viewed as opposing p layers  i n  a d i f f e r e n t i a l  game. The 
s o l u t i o n  leads t o  l i n e a r  feedback as the optimum s t r a t e g y  
f o r  both p layers .  Linear  con t ro l  can thus  be i n t e r p r e t e d  
as the  best c o n t r o l  f o r  the  worst of a w e l l  def ined  c l a s s  
o f  bounded energy d is turbances .  
H i s  book5 is  used as a b a s i c  re ference  f o r  much of the 
present  work and some of h i s  terminology w i l l  be used here in .  
Unfortunately,  h i s  terminology i s  not  i n  agreement w i t h  much 
of the  usage i n  optimal con t ro l  theory.  These d i f f e r e n c e s  
are pointed out  i n  Reference 14. A more r igorous  foundat ion 
f o r  the theory of d i f f e r e n t i a l  games can be found i n  t h e  
work of Berkowitz’. 
problems i n  optimal con t ro l  and a l s o  t o  p u r s u i t  and evasion 
problems can be found l o ”  ” l 2  . I n  Reference 1 2  the au thors  
so lve  a pursui t -evasion problem which leads t o  l i n e a r  feed- 
back s t r a t e g i e s  f o r  both t h e  pursuer  and evader,  and the 
r e s u l t s  a r e  c l o s e l y  r e l a t ed  t o  those  f o r  the l i n e a r  optimal 
con t ro l  problem. I n  t h e  present  work a s imilar  r e l a t i o n s h i p  
w i t h  the  l i n e a r  optimal con t ro l  problem exis ts ,  bu t  i n  t h i s  
case,  l i n e a r  “ a n a l y t i c a l  design concepts”  are extended t o  
include systems s u b j e c t  to worst d i s tu rbances .  The design 
philosophy presented he re in  can be used t o  de f ine  a s e t  of 
l i n e a r  cont ro ls ,  and a corresponding c l a s s  of worst 
dis turbances f o r  which these con t ro l s  are opt imal .  
The s tudy of d i f f e r e n t i a l  games was begun by I saacs* .  
Applic9Yon of d i f f e r e n t i a l  games t o  
11. FORMULATION 
The problem i s  formulated as fol lows:  
dynamical system 
2 = AX -F bu + cw 
Consider t he  
(1.1) 
2 
i n  which x i s  a real  n vector  denoting the s t a t e  of the 
system, b and c are real  constant n vec tors ,  A i s  a real 
constant  n x n  matrix,  u i s  a s c a l a r  c o n t r o l  belongfng t o  
the c l a s s  Cp of piecewise continuous func t ions  of t i m e  t, 
w i s  a s c a l a r  dis turbance belonging to some c l a s s  W of 
func t ions  of t i m e .  The dot  denotes d i f f e r e n t i a t i o n  with 
r e spec t  t o  t i m e ,  and to is the i n i t i a l  t i m e .  The output 
o f  the dynamical system is  
y = m  
where y i s  a p-dimensional vec tor  and H i s  a constant  pxn 
matrix. The cos t  func t iona l  f o r  t h i s  problem i s  
T 
J[u,wl = [y  T Qy + ~ “ I d t  + xT(T)Px(T) 
4- 
(1.3) 
‘=O 
where Q i s  a constant  pos i t i ve  d e f i n i t e  pxp matrix,  P i s  
a p o s i t i v e  d e f i n i t e  constant nXn matrix,  and T is  the t ime 
requi red  t o  a t t a i n  a terminal  su r f ace  of dimension n-1 which 
d iv ides  the s ta te  space i n t o  two d i s j o i n t  n-dimensional 
(1.3). The problem cons i s t s  of f i nd ing  a con t ro l  i n  Cp 
and a d is turbance  w i n  W s o  t ha t  
subse t s .  See Reference 5, Chapter 2 . )  For each admissible  
u ( t )  and w t), the s o l u t i o n  of (1.1) uniquely determines 
- -  
J[u,w] = min max J[u,w]. 
U€Cp wsw 
(1.4) 
The above problem belongs t o  a c l a s s  of problems known as 
minimax problems. V. P. Grishin‘ has solved a s i m i l a r  prob- 
l e m  i n  which the set  W of dis turbances i s  t h e  c l a s s  of 
piecewise continuous funct ions of t i m e  whose magnitude i s  
bounded by a p o s i t i v e  constan+,. We s h a l l  consider  here the  
c l a s s  W of admissible  dis turbances t o  be the s e t  of piece-  
w i s e  continuous func t ions  of time which s a t i s f y  the  r e l a t i o n  
T 
where p i s  a p o s i t i v e  constant.  
I n  aerospace vehic le  cont ro l  problems, f o r  example, t h e  
c l a s s  W of admissible dis turbances i s  a c l a s s  o f  winds. The 
r e l a t i o n  (1.5) allows a wind i n  t h i s  c l a s s  t o  take  on 
3 
t 
a r b i t r a r i l y  l a r g e  magnitudes, e i t h e r  p o s i t i v e  o r  nega t ive ,  
bu t  an average square magnitude i s  bounded. Admitted i n  
t h i s  c l a s s  are l a r g e  d is turbances  of s h o r t  d u r a t i o n  ( g u s t s )  
or s m a l l  d i s turbances  of long du ra t ion  (b reezes ) .  Not 
admit ted a r e  l a r g e  d is turbances  of long d u r a t i o n  (gales) .  
I f  T i s  i n f i n i t e ,  i t  can be seen that s i n c e  p i s  f i n i t e ,  any 
wind i n  t h i s  c l a s s  must even tua l ly  d i e  out .  
The number p“ can be, for a p a r t i c u l a r  app l i ca t ion ,  
determined empi r i ca l ly .  An estimate can be obtained by 
computing 
T 
w“ ( t ) d t  
t 0  
f o r  a l a r g e  number of recorded d i s tu rbances  and t ak ing  the  
l a r g e s t  value of t h i s  i n t e g r a l  as p ” .  It should be poin ted  
out ,  however, t ha t  the worst d i s turbance  which arises from 
a s o l u t i o n  of the  problem may not  resemble any of the 
reocrded d is turbances  and should be examined f o r  reason- 
ab leness .  What a s o l u t i o n  of t he  problem does provide i s  
the  shape of  the  worst d i s turbance  a s s o c i a t e d  w i t h  a given 
dynamical system. 
I n  order  t o  so lve  the minimax problem i n  which the 
d is turbance  i s  s u b j e c t  to a bounded i n t e g r a l  c o n s t r a i n t  , 
w e  sha l l  introduce a p o s i t i v e  Lagrange m u l t i p l i e r  h and 
cons ider  the new c o s t  f u n c t i o n a l  
J. 
G[u,w] = J [yTQ,y + U“ - h W ” ] d t  + xT(T)Px(T) (1.6) 
L 
i n  which the d is turbance  w ( t )  now belongs to the class Cp 
and t h e  value of X depends on p and xo. We shal l  r e q u i r e  
t ha t  the p layers  w and u employ s t r a t e g i e s  ( func t ions  of 
s t a t e )  ra ther  than  t i m e  func t ions .  For t h i s  reason t h e  
func t ion  w ( t )  and u ( t )  w i l l  be given by 
w ( t )  = wCx(t)l 
where x ( t )  i s  the s o l u t i o n  of (1.1). The c l a s s  of 
s t r a t e g i e s  w(x) and u ( x )  wi th  the p r o p e r t y  tha t  w[x ( t ) ]  and 
u [ x ( t ) ]  belong t o  C w i l l  be denoted R .  I n  terms of game 
theory  our  problem fs: given xo and p ,  f i n d  s t r a t e g i e s  
and w i n  s o  t ha t  
- -  
G[u,wl = min m a x  G[u ,w] .  
U € R  W € R  
With the s p e c i f i c a t i o n  of a te rmina l  sur face ,  the 
problem is  i n  a f o r m  for which t h e  theory of d i f f e r e n t i a l  
games can be appl ied .  We shall r e s t r i c t  our  a t t e n t i o n  t o  
te rmina l  su r f ades  for which we can f i n d  a s o l u t i o n  having 
s table  motion w i t h  r e spec t  to the  o r i g i n  of the  s t a t e  space.  
T h i s  can be accomplished i n  two ways. 
One way i s  t o  choose time as another  s ta te  v a r i a b l e  
and def ine  the te rmina l  sur face  as the  se t  of p o i n t s  Xn+l 
for which x = T where T i s  a f ixed  te rmina l  tine. Under n+l 
d e r t a i n  c o n t r o l l a b i l i t y  and obse rvab i l i t y  condi t ions,  the 
l i m i t  of the minimax value f o r  t h i s  problem e x i s t s  as T 
approaches i n f i n i t y .  It is then shown tha t  t h i s  l i m i t  i s  
a Liapunov funct ion,  t hus  in su r ing  s t a b i l i t y .  Since this  
approach follows t h e  usual  development found i n  l i n e a r  
optimal con t ro l7 ,  it w i l l  not  be presented here. 
The o t h e r  way does not requi re  t h e  concept of a 
Liapunov func t ion .  Ins tead ,  we choose as a terminal  
su r f ace  an appropr ia te  n-1 dimensional e l l i p s o i d  which i s  
always between t h e  i n i t i a l  s tate and t h e  o r i g i n .  S t a b i l i t y  
of motion is  assured by shr inking the  t a r g e t  e l l i p s o i d  s o  
that  t h e  te rmina l  state becomes a r b i t r a r i l y  near  the o r ig in .  
Using t h i s  approach, the problem t o  be solved by a p p l i c a t i o n  
of d i f f e r e n t i a l  game theory is as follows: 
Given the dynamical system (l.l), and the te rmina l  
su r f ace  
T x P x = 6  
which i s  defined by the pos i t i ve  number 6 ,  and the c o s t  
func t ion  (1.6) which depends on 6 and w i l l  be denoted 
G6 [u, w], f i n d  s t r a t e g i e s  c ( x )  and w(x) and a p o s i t i v e  
number X s o  t h a t  
G ~ [ U ( X ) , W ( X ) I  - = min m a x  G ~ [ u ( x ) , w ( x ) I  (1.10) 
usn W C Q  
and the c o n s t r a i n t  (1.5) i s  not v io l a t ed .  
The quan t i ty  G6[E(x),W(x)] is ,  f o r  a p a r t i c u l a r  P and 6 ,  
a f u n c t i o n  of xo. 
c a l l e d  t h e  "value" of t h e  game a t  xo. 
i n t e r e s t e d  i n  the  l i m i t  o f  the value of t h e  game as 6 
approaches zero.  
It w i l l  be denoted V g ( X 0 )  and w i l l  be 
We shal l  be 
5 
111,. SOLUTION OF THE PROBLEM 
There a r e  two computational methods for ana lyz ing , the  
problem. The f i r s t  method i s  t o  so lve  what I saacs  r e f e r s  
t o  i n  Reference 5 as t h e  "main equat ion."  This leads  t o  
t h e  problem of f ind ing  a s t eady- s t a t e  s o l u t i o n  of a matrix- 
R i c c a t i  equation. The second method i s  t o  so lve  the  "path 
equations" assoc ia ted  with t h e  problem. For our problem 
the  pa th  equations l ead  t o  a r o o t  square locus technique 
similar t o  that  developed by Chang. 
A. SOLUTION VIA THE M A I N  EQUATION 
According t o  t h e  d i f f e r e n t i a l  games approach, w e  f o r m  
t h e  3c funct ion def ined as f o l l o w s :  
X(x,Vx,u,w) = x T T  H QHx + u" - A# + V:(Ax+bu+cw) 
(2.1) 
where Vx denotes t h e  g rad ien t  o f  a s c a l a r  valued func t ion  
of x. For t h i s  x func t ion ,  t h e  "minimax assumption" 
min m a x  x(x,vx,u,w) = m a x  min 3C(x,vX,uw) 
u w  w u  
i s  v a l i d  s ince  X i s  the  sum of func t ions  of u and w.  Since 
A > 0, a necessary and s u f f i c i e n t  condi t ion  t h a t x b e  
minimax i s  t h a t  ' 
1 T  
21 x w = -v c, 
and t h e  main equat ion i s  given by 
min maxSC(x,Vx,u,w) = 0 .  
u w  
For t h i s  problem t h e  main equat ion becomes 
T T  T T x H Q,Hx + VxAx - *VxSVx = 0 
6 
b 
I . 
T 1 T  where S = bb - 5;cC 
It i s  known from t h e  theory of d i f f e r e n t i a l  games tha t  
t h e  value of the game must s a t i s f y  the main equat ion and 
the boundary condi t ion given by the te rmina l  sur face .  If 
t h e  s o l u t i o n  of t h e  main equat ion s a t i s f y i n g  the boundary 
condi t ion  i s  unique, then t h a t  s o l u t i o n  is the value of the 
game. Since condi t ion (2.3) i s  necessary and s u f f i c i e n t  
f o r x  t o  be minimax, t h e  problem has only one main equation. 
The boundary condi t ion i s  given by the  su r face  xTPx = 6 .  
W e  then choose P so  that  V g ( x )  = xTPx i s  a s o l u t i o n  of t h e  
main equation, i f  poss ib le ,  because such a choice of P will 
provide a te rmina l  value given by 
Assuming a s o l u t i o n  of  t h i s  form g ives  
(2 .8 )  T T  T T  T T  x H QHx + 2x P AX - x P SPx = 0. 
I f  equat ion (2.8) has a s o l u t i o n  which is v a l i d  f o r  each x 
i n  the s ta te  space e x t e r i o r  t o  the region enclosed by the 
t e rmina l  s e t  and which satisfies t h e  boundary condi t ion  
( l . g ) ,  P must s a t i s f y  the m a t r i c i a l  equat ion 
T T T T P A + A P - P S P =  -H &H. 
Let us  assume f o r  t h e  moment t h a t  A, S, H, and Q 
s a t i s f y  whatever condi t ions are needed i n  0rde.r t h a t  a 
unique symmetric p o s i t i v e  d e f i n i t e  matrix P exists 
s a t i s f y i n g  (2.9).  It then  follows t h a t  v6(x) = xTPx i s  t h e  
value of the game i n  which (1.9) i s  t h e  te rmina l  sur face .  
I n  t h i s  case vg(x) represents  the value .at x of a game 
whose te rmina l  su r f ace  i s  an n-dimensional e l l i p s o i d  con- 
t a i n i n g  t h e  o r ig in .  We a re  p r imar i ly  i n t e r e s t e d  i n  t h i s  
game because t ak ing  the  l i m i t  as 6 approaches zero,  the 
t e rmina l  state approaches the  o r ig in .  Recal l ing that  
V6(x) i s  the value assoc ia ted  wi th  (1.6) and t h e  te rmina l  
s u r f a c e  (1.9) and tha t  V, (x )  = 6 on t h i s  sur face ,  w e  
observe t h a t  
l i m  v,(x) = V ( X )  
6-Q 
(2.10) 
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where V(x) is  defined as the  value a s soc ia t ed  wi th  (1 .6)  
and t h e  terminal  s ta te  x = 0. 
A r e s u l t  of t h e  above arguments i s  the  fol lowing 
theorem: I f  P is  a unique p o s i t i v e  d e f i n i t e  s o l u t i o n  of 
(2 .9 ) ,  then the minimax value of (1.6) f o r  t h e  te rmina l  
su r f ace  (1.9) i s  given by V(x) = xTPx, and the  s t r a t e g i e s  
(2.3) a re  optimal f o r  any 6 > 0; the  motion of (1.1) for 
t hese  s t r a t e g i e s  i s  s table  wi th  respec t  t o  t h e  o r i g i n .  
Since Vx = 2pX, we can now write e x p l i c i t l y  t h e  
expressions f o r  t he  "bes t "  con t ro l  and t h e  "worst" wind. 
These a re  
T - u = - b P x  
- 1 T  w = p P x .  
(2.11) 
(2.12) 
The optimal s t r a t e g y  for both p layers  i s  l i n e a r .  
Given A, the  optimal p l ay  depends on Q, H, b, c, and A .  
These c h a r a c t e r i s t i c s  uniquely de f ine  the optimal feedback 
s t r a t e g y  for con t ro l .  I n  previous l i n e a r  theory  i n  which 
the  dis turbance was assumed zero,  t h e  optimal feedback was 
of t h e  same form, but depended only on Q, H, and b. Note 
t ha t  the more genera l  minimax con t ro l  reduces t o  t h e  zero  
dis turbance optimal l i n e a r  con t ro l  as A becomes i n f i n i t e .  
T h i s  i s  seen from equat ions ( 2 . 6 ) ,  (2 .9) ,  and (2.12).  
B. CALCULATION OF THE ELLIPSOID .OF- INITIAL STATES 
The o p t i m a l  s t r a t e g i e s  (2 .11)  and (2.12)  depend on A ,  
which, i n  tu rn ,  depends on p and t h e  i n i t i a l  condi t ions  by 
(1.5) and (2.12).  A s  t h e  problem has been formulated xo 
- and P are-assumed fixed, and we so lve  for h and s t r a t e g i e s  
u ( x )  and w(x) for which the minimax value of (1.3) i s  
a t t a i n e d .  From the s tandpoin t  of design,  however, it may 
be advantageous to s p e c i f y  h and work backward t o  f i n d  t h e  
s e t  of a l l  i n i t i a l  s t a t e s  for which the  s t r a t e g i e s  are 
optimal.  (Note a l s o  tha t  h i s  a convenient parameter for 
represent ing  the combined e f f e c t s  of  p and xo, and i t  w i l l  
be used i n  t h i s  manner i n  the work t o  fo l low.)  
If h i s  s p e c i f i e d  s o  t ha t  t h e r e  exis ts  a unique 
p o s i t i v e  d e f i n i t e  s o l u t i o n  of 
s t r a t e g i e s  (2.11) and (2.12) ,  
becomes, i n  c losed loop form, 
(2 .9) ,  then  by us ing  the  
the d i f f e r e n t i a l  system (1.1) 
8 
. 
cv 
where A = A - S P  (2.14) 
and t h e  i n i t i a l  s tate xo belongs t o  a s e t  for which (1.5) i s  
s a t i s f i e d  where t h e  dis turbance i s  given by (2.12).  
L e t  u s  def ine  a func t ion  W of i n i t i a l  s t a t e  by 
T 
W(x0) = w 2 ( t ) d t .  
L 
(2.15) 
Since G “ ( )  i s  nonnegative, w(x,) i s  a t  l eas t  p o s i t i v e  s e m i -  
d e f i n i t e .  
given by 
Its t i m e  de r iva t ive  along s o l u t i o n s  of (2.13) is  
T 
i ( x ( t ) )  = - xT(t)PTcc m ( t )  
h“ 
For t h i s  reason, it is apparent t h a t  W(xo) i s  a 
quadra t i c  form 
i f  t h e  nxn matrix B s a t i s f i e s  t h e  l i n e a r  equation 
T T  - 4  P cc P B A + A B = -  
A“ 
(2.16) 
(2.18) 
The matrix B i s  t h e  e n t i t y  t h a t  relates h ,  P ,  and xo. 
It is  obtained from X and P by so lv ing  (2.18).  
contained i n  t h e  region 
From ( l .5) ,  
, and (2.17),  t h e  i n i t i a l  s tates f o r  which s t r a t e g i e s  
(2.12) are optimal for a p a r t i c u l a r  A are and 
xoTB”o < (a”.  (2.19) 
If B is  p o s i t i v e  d e f i n i t e ,  the geometric r ep resen ta t ion  of 
(2 .19)  i s  t h e  set  of  po in t s  on and i n t e r i o r  t o  t h e  n-1 
dimensional e l l i p s o i d  
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x T BX = p 2 .  
-_  (2 .20)  
The value of h from which t h e  region (2.19) i s  
determined de f ines  t h e  b e s t  c o n t r o l  given by (2.11) f o r  t h e  
w o r s t  d i s turbance  i n  t h e  c l a s s  W and for the  worst i n i t i a l  
s ta te  i n  t h e  region (2.19) .  For i n i t i a l  states e x t e r i o r  
to t h i s  region,  another  value of h i s  needed i n  o rde r  to 
def ine  t h e  optimal s t r a t e g i e s .  
C.  SOLUTION V I A  THE PATH EQUATIONS 
Equations (2.11 - 2.14) provide a means of computing 
the  optimal s , t r a t e g i e s  and r e s u l t i n g  motion of the  d i f f e r -  
e n t i a l  system. I n  order  to perform t h e s e  computations, 
however, a p o s i t i v e  d e f i n i t e  s o l u t i o n  of t h e  m a t r i c i a l  
equat ion (2 .9 )  must be found. A r o o t  locus  a n a l y s i s ,  for 
example, would r equ i r e  f ind ing  a s t e a d y - s t a t e  s o l u t i o n  of 
a mat r ix  R i c a t t i  equat ion for each new value of h gr of t h e  
elements of Q i n  order  to f i n d  t h e  eigenvalues  of A f r o m -  
(2.14).  It i s  poss ib l e ,  however, to f i n d  eigenvalues  of A 
without d i r e c t l y  so lv ing  (2 .9 ) .  This  i s  done by a r o o t  
square locus method which can be  developed from t h e  pa th  
equat ions presented i n  Chapter 4 of Reference 5. 
The p a t h  equat ions can be w r i t t e n  i n  the  form 
(2.21) 
whereX(x,Vx,u,w) is  given by (2 .1 ) .  
g rad ien t s  wi th  r e spec t  to x; u and w are g iven  by (2 .3) ,  
and V ( x )  so lves  t h e  main equat ion.  
Equation (2.21) p re sen t s  an express ion  for t h e  t i m e  
ra te  of change of t h e  g r a d i e n t  o f  t h e  va lue  of t h e  game 
along s o l u t i o n  t r a j e c t o r i e s  of t h e  d i f f e r e n t i a l  system. 
The d i f f e r e n t i a l  system (1.1) for t h e  opt imal  s t ra teg ies  
(2.3)  becomes 
The s u b s c r i p t s  denote 
(2 .22)  1 x = Ax - SSV,. 
From equat ions (2 .1)  and (2.21)  t h e  p a t h  equat ions  become 
Vx -2H T &FIX - VxTA - 
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(2.23) 
I 
Equations (2.22) and (2.23) can be thought of as a 
system of 2n f i rs t  order  d i f f e r e n t i a l  equat ions i n  terms of 
unknowns Vx and x (j = 1,. . . , n ) .  Wri t ten i n  t h i s  manner 
t h e  pa th  equat ions and d i f f e r e n t i a l  system can be expressed 
as follows: 
tl j 
[' vX ] =[:,,, 1 ::] [ iX]. (2.24) 
The c h a r a c t e r i s t i c  equat ion of t h i s  system is  given by 
where I denotes t h e  nxn i d e n t i t y  matrix. The root square 
locus  i s  obtained from t h e  roots of t h i s  equat ion and w i l l  
be shown i n  the next  s e c t i o n  t o  be equiva len t  under c e r t a i n  
condi t ions  t o  a mul t ivar iab le  r o o t  square locus of an undisturbed 
optimal multichannel con t ro l  system3j4. 
I f  a p o s i t i v e  d e f i n i t e  so lu t ion  of the m a t r i c i a l  
equat ion  (2.9) e x i s t s ,  then n of the 2n roo t s  of (2.25) are 
i n  t h e  l e f t  half plane,  and these s table  r o o t s  a r e  t h e  
eigenvalues  of A, which i s  given by (2.13). S u f f i c i e n t  
condi t ions  for exis tence  o f  a p o s i t i v e  d e f i n i t e  s o l u t i o n  of 
(2.9) are presented i n  t h e  sec t ion  following. 
D. AN EQUIVALENT OPTIMAL MULTIVARIABLE CONTROL PROBLEM 
Minimax and optimal cont ro l  problems are solved by 
s i m i l a r  methods. It w i l l  be demonstrated tha t  the minimax 
problem considered here can be reduced t o  an optimal 
c o n t r o l  problem w i t h  s e v e r a l  con t ro l  va r i ab le s .  The two 
problems are equiva len t  i n  the sense t h a t  both have t h e  
same termina l  condi t icns  and both l ead  t o  t h e  same R i c c a t i  
equat ion.  A s o l u t i o n  of one problem leads immediately t o  
a s o l u t i o n  of  t h e  o ther .  
The only condi t ion we s h a l l  need i n  order  t o  demonstrate 
the ex i s t ence  of an equivalent  optimal con t ro l  roblem i s  
the requirement that  the matrix S given by (2.67 be p o s i t i v e  
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semi-def ini te .  T h i s  condi t ion p laces  a r e s t r i c t i o n  on h 
which confines the  c l a s s  of admissible dis turbances s o  t h a t  
c o n t r o l l a b i l i t y  i s  poss ib le .  We u s e  a genera l ized  d e f i n i t i o n  
of c o n t r o l l a b i l i t y  here which i s  r e l a t i v e  to the  c l a s s  o f  
admissible dis turbances.* The p l an t  i s  said to be completely 
con t ro l l ab le  r e l a t i v e  to the c l a s s  W i f  for each d is turbance  
i n  W there  e x i s t s  a f i n i t e  con t ro l  capable of br inging  the  
motion f r o m  any i n i t i a l  s t a t e  t o  any des i r ed  s t a t e  i n  f i n i t e  
t ime. T h i s  general ized c o n t r o l l a b i l i t y  for a system wi th  
dis turbances a s  (1.1) can be shown to be the  same as con t ro l -  
l a b i l i t y  i n  the  usua l  sense for a c e r t a i n  mul t ivar iab le  
con t ro l  system with no d is turbance  i f  a c e r t a i n  matr ix  
e x i s t s .  Th i s  i s  seen a s  fol lows.  
Suppose t h e r e  e x i s t s  an nXr matrix F where r<n which 
has the  property t h a t  for each admissible u ( t )  aEd w ( t )  
t he re  i s  a f i n i t e  piecewise continuous r -vec tor  func t ion  
v ( t )  s a t i s f y i n g  the  equat ion 
F v ( t )  = b u ( t )  + cW(t) (2 .26)  
and a l s o  b has t h e  proper ty  t h a t  for each such v ( t )  and 
each w ( t )  i n  W t he re  i s  an admissible u ( t )  such tha t  
equat ion (2.26) is  s a t i s f i e d .  Under these  condi t ions for 
every motion of (1.1) under a given d is turbance  and con t ro l ,  
t he re  i s  an i d e n t i c a l  motion of the  multi-channel system 
i = A x + F v  (2.27) 
f o r  some v ( t )  and conversely.  
d i s tu rbed  p l a n t  i s  completely c o n t r o l l a b l e  i n  the  genera l -  
i zed  sense r e l a t i v e  to W i f  and only i f  t he  multi-channel 
con t ro l l ed  p l a n t  i s  completely c o n t r o l l a b l e  i n  the usua l  
sense.  With t h i s  motivation we s h a l l  analyze the  d i f f e r -  
e n t i a l  game by ana lys i s  of  an equiva len t  optimal c o n t r o l  
problem whose p l a n t  equat ions a r e  i n  the form of (2.27).  
It i s  seen then tha t  t he  
A wel l  known proper ty  of a p o s i t i v e  semi-def in i te  matr ix  
i s  that  i t  can he w r i t t e n  as the  product of a rec t angu la r  
matrix and i t s  t ranspose.  Since S i s  p o s i t i v e  semi-def in i te  
t h e r e  e x i s t s  an nxr matrix F having t h e  proper ty  tha t  
F F ~  = s ( 2 . 2 8 )  
* Compare with t h  e r e l a t i v e  c o n t r o l l a b i l i  t y  concept i n  12 t h e  
"Linear Pursuit-Evasion Game"  of Ho, Bryson, and Baron . 
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where r i s  the rank of S. T h i s  matrix F i s  used t o  de f ine  
the  p l a n t  equat ions (2.27). The performance index of t h e  
multi-channel optimal cont ro l  problem i s  given by 
T -
G[v] f [yTQy + vTIv]dt + xT(T)Px(T) 
t 0  
where I is  t h e  rXr i d e n t i t y  matrix, y i s  given by (1 .2) ,  
and t h e  te rmina l  se t  is exac t ly  t h e  same as f o r  t h e  minimax 
problem. 
Solving the Hamilton-Jacobi equat ion f o r  t h i s  problem, 
a minimum of G[v] i s  given by V = xTPx where P is  a s o l u t i o n  
of t h e  s teady  s t a t e  matrix Ricca t i  equat ion 
P T A + ATP - PFI -1 F T P + HTQH = 0 
and t h e  optimal con t ro l  l a w  i s  given by 
(2.30) 
We see from (2.28) t h a t  (2.30) i s  e x a c t l y  t h e  same equat ion 
as (2 .9 ) ;  hence, t h e  minimum c o s t  o f  (2.29) is  e x a c t l y  t h e  
same as t h e  minimax value of (1.6) s i n c e  t h e  te rmina l  s e t  
i s  t h e  same i n  both problems. Furthermore, s u f f i c i e n t  
condi t ions  f o r  ex i s t ence  o f  a unique p o s i t i v e  d e f i n i t e  
s o l u t i o n  of (2.30) have been developed by Kalman7. 
are t h a t  the p a i r  [A,F] i s  completely c o n t r o l l a b l e  and t h e  
p a i r  [A,H] i s  completely observable.  
d e f i n i t e  s o l u t i o n  o f  (2 .9)  i s  s u f f i c i e n t  to i n su re  ex is tence  
and uniqueness of t h e  so lu t ion  of t h e  optimal con t ro l  
problem and asymptotic s t a b i l i t y  of  t h e  motion. 
same can be s a i d  of t h e  minimax problem, t h e  func t ion  
V ( x )  = x Px may be i n t e r p r e t e d  e i t h e r  as t h e  minimum cos t  
of  (2.29) o r  as the  minimax value of (1 .6) .  
These 
A unique p o s i t i v e  
Since the 
T 
Iv.. A SECOND ORDER EXAMPLE 
The a p p l i c a t i o n  of t he  preceding theory  t o  a w o r s t  
d i s tu rbance  design problem i s  i l l u s t r a t e d  by so lv ing  a 
second order  example. 
by t h i s  theory  but the complexity of t h e  numerical a n a l y s i s  
w i l l ,  i n  most  cases,  r equ i r e  a computer. 
i s  as follows. 
Higher o rde r  problems can be solved 
The sample problem 
Given the  second order  dynamical system* 
0 [ I:] = [ : 11 [ :I +[ :,Iu+[ C W 
and the  cost  func t iona l  
T 
T GCU,WI = J C q l X f  + sax2 + U“ - A w ” ] d t  + x (T)Px(T) 
L 
(3 .2)  
where x , ,  Xa , a, h, c, ql, q a ,  and A are s c a l a r s  t h e  last  
t h r e e  be ing  non-negative, and the  te rmina l  s e t  i s  
(3.3) 
f i n d  the  o p t i m a l  s t r a t e g i e s  s o  t ha t  (3 .2)  i s  minimax. 
Before so lv ing  t h i s  problem w e  shal l  examine i t  f o r  
ex i s t ence  o f  unique s t a b l e  s o l u t i o n s .  For t h i s  problem 
expression (2.6) becomes 
0 
A 
s =  
where 
(3.4) 
* A physical  model lead ing  t o  t h i s  equat ion  i s  the r o t a t i o n a l  
equat ion of  a t y p i c a l  rocket  i n  which t h e  la teral  d r i f t  i s  
neglected i n  the  angle-of-at tack express ion .  The r o t a t i o n a l  
equat ion is  + c la  + cz B = 0 where cy = ‘p + cyw. I n  t h i s  
model ‘p represents  t he  veh ic l e  a t t i t u d e  angle ,  cy t h e  angle  
of a t t a c k ,  B the  engine t h r u s t  angle ,  cyw t h e  angle  of a t t a c k  
due t o  wind dis turbance,  and c, and Ca are the normalized 
r o t a t i o n a l  a c c e l e r a t i o n  c o e f f i c i e n t s  a s s o c i a t e d  wi th  
aerodynamic and t h r u s t  fo rces .  
. 
Necessary and s u f f i c i e n t  f o r  S t o  be p o s i t i v e  semi-def ini te  
i s  the condi t ion  
> 0 .  C2 b2 - - h -  
Noting t h a t  the rank of S i s  a t  most one, w e  f i n d  that 
the two s o l u t i o n s  of (2.28) a re  given by 
Each of these matr ices  def ines  an equivalen, op,,mal c o n t r o l  
problem of the form given by (2.27).  
optimal con t ro l  problems has i t s  p l a n t  equat ions given by 
One of these equiva len t  
and i t s  cos t  func t ion  i s  
T 
where f o r  t h i s  case t h e  con t ro l  v i s  a s c a l a r .  
Forming the c o n t r o l l a b i l i t y  matrix [F,AFI we see  t ha t  
f o r  e i the r  of the two so lu t ions  of ( 2 . 2 8 ) ,  i t s  rank i s  two 
i f  and only i f  A f 0; hence, [A,F] i s  c o n t r o l l a b l e  i f  and 
only  i f  
C" > - and b # 0. 
b" 
(3.10) 
L e t  us choose Q = I which is  c l e a r l y  p o s i t i v e  d e f i n i t e ,  and 
+G 0 H=lo +GI . 
- 
T T T  Forming t h e  o b s e r v a b i l i t y  matrix [ H  , A H 1 we f i n d  i t s  
rank i s  two i f  a = 0 and q, and qa are non-negative, bu t  
no t  both zero.  I f  a=O, the rank i s  two only i f  q, i s  
p o s i t i v e .  The o b s e r v a b i l i t y  condi t ion  tha t  the  rank i s  
two, along with t h e  c o n t r o l l a b i l i t y  condi t ion  (3.10) i s  
s u f f i c i e n t  for t h e  ex i s t ence  of a unique s tab le  s o l u t i o n  of 
t h e  problem. 
I 
After t h i s  examination, we s h a l l  so lve  the  problem. 
Due to the s i m p l i c i t y  of t h i s  problem, we sha l l  so lve  the  
main equat ion.  d i r e c t l y  r a t h e r  t han  t a k i n g  t h e  a l t e r n a t e  
rou te  v ia  t h e  pa th  equat ions .  By forming e i t h e r  t h e  main 
equat ion  of t h e  d i f f e r e n t i a l  game or t h e  Hamilton-Jacobi 
equat ion of an equiva len t  optimal c o n t r o l  problem and 
assuming a s o l u t i o n  i n  quadra t i c  form w e  o b t a i n  the  
m a t r i c i a l  equat ion  (2 .9 ) .  Of the  two s o l u t i o n s  of t h i s  
eqJa t ion  t h e  requirement of p o s i t i v e  d e f i n i t e n e s s  excludes 
one, and the remaining one is  given by 
where 
A A 
P =  
a+r d 2 (a+r)+Aqz - 1 A 
r = da2 + Aql . 
I 
A 1 
(3 .12)  
(3.13) 
It i s  seen from (3.12)  and (3.13) t h a t  a p o s i t i v e  d e f i n i t e  
s o l u t i o n  e x i s t s  i f  A>O and t h e  non-negative numbers ql and 
q a  are not bo th  zero.  If, however, a = O ,  i t  i s  r equ i r ed  
t h a t  q,>O. These condi t ions  for a s o l u t i o n  g iven  by (3.12)  
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t o  be p o s i t i v e . d e f i n i t e  are exac t ly  t h e  same as those  
determined by t h e  c o n t r o l l a b i l i t y  and o b s e r v a b i l i t y  exami- 
n a t i o n  before  the s o l u t i o n s  of  t h e  m a t r i c i a l  equat ion were 
found . 
Knowing P i n  terms of h from equat ions (3.5), (3.12) 
and (3.13) t h e  dptimal s t r a t e g i e s  a r e  given as func t ions  of 
h by (2.11) and (2.12),  and the motion is  given by (2.13) 
and (2.14).  For t h l s  problem; equat ion (2.14) becomes 
x = [  0 
-r 
1. (3.14) 1 
-d2(a+r)+Aq2 J 
N 
Because of p o s i t i v e  de f in i t eness  o f  P, A i s  a s t a b l e  matrix. 
with q l ,  92, and A as va r i ab le  ga ins .  Figure 1 shows t h e  
roo t  locus p a t t e r n  of t h e  d is turbed  system with A q l  
i nc reas ing  where t h e  r a t i o  
The eigenvalues of a r e  presented i n  Figures 1 and 2 
ag, 
A 92 
assumes f i x e d  values.  These l o c i  are, i n  a c t u a l i t y ,  the 
s t a b l e  half of  t h e  root  square locus diagram w e  would have 
obtained i f  t h e  problem had been solved v i a  t h e  pa th  
equat ions.  
We can now s p e c i f y  a des i red  n a t u r a l  frequency and 
damping r a t i o  of t h e  d is turbed  system and determine from 
t h e s e  corresponding values  of A q ,  and A q 2 .  Since w e  have 
a second o rde r  system, the  expressions f o r  A q ,  and Aq2 are 
(3.15) 
These expressions show t h e  r e l a t i o n s h i p  between q,, 92, and 
A which provides the  des i red  po in t  on t h e  roo t  locus .  
S ince  A depends on h ,  which i n  t u r n  depends on xo and p,  w e  
have a way of picking t h e  weighting f a c t o r s  q, and q2 i n  
terms of d e s i r e d  frequency and damping, t h e  i n i t i a l  s ta te ,  
a rd the  c l a s s  of admissible d is turbances  which i s  def ined by 
p .  Figure 2 shows a locus o f  roo t s  as A v a r i e s  for f ixed  
q, and q2. 
. 
For t h i s  second o rde r  system, w e  can compute an  " e l l i p s e  
of i n i t i a l  s ta tes"  i n  terms of the  n a t u r a l  frequency and 
damping r a t i o .  Equation (2.20)  for the  second o rde r  system 
becomes 
where b l l ,  b12, and b a a  a r e  the elements of  t h e  matrix B 
which i s  obtained by so lv ing  equat ion  (2 .18) .  For t h i s  
problem those elements are given i n  t e r m s  of n a t u r a l  f r e -  
quency wn,  damping r a t i o  5, and h as fo l lows:  
b l l  = P 
1 
b l 2  = 
bl3 = 
where 
( a+wn2 )" 
P 
2 w n 2  
P 
C2 
1 
(3.17) 
P =  
Ab" - e" 
(3.18) 
The equat ions (3.16), (3.17),  and (3.18) provide a 
r e l a t i o n s h i p  between the i n i t i a l  s ta te ,  the c l a s s  of d i s t u r -  
bances, and the  m u l t i p l i e r  A .  A s k e t c h  of equa t ion  (3.16) 
f o r  6 = .866 and wn = 4 K i s  presented  i n  F igure  3. 
For t h i s  problem the worst  d i s tu rbance  i s  g iven  by 
18 
The shape of the worst dis turbance i s  presented i n  Figure 4 
f o r  t he  above values  of 5 and Wn and the i n i t i a l  condi t ion  
IV. CONCLUSION 
It has been found t h a t  t h e  a n a l y t i c a l  design techniques 
of l i n e a r  optimal con t ro l  can be extended t o  apply t o  a 
minimax problem i n  which the energy of d i s turbance  is  bounded. 
The main equat ion  for t h i s  problem corresponds t o  the 
Hamilton-Jacobi equat ion of a c l a s s  of equivalent  optimal 
mul t iva r i ab le  con t ro l  problems. A c e r t a i n  quadra t ic  form was 
found t o  provide a r e l a t i o n s h i p  between the c l a s s  of admissible  
d is turbances  and the se t  of i n i t i a l  condi t ions .  Solu t ion  of 
t h e  problem y i e l d s  a l i n e a r  feedback con t ro l  law which mini- 
mizes a performance index sub jec t  t o  t he  d is turbance  which 
maximizes it. For a given p lan t ,  therefore ,  the c l a s s  of 
admiss ib le  dis turbances f o r  which l i n e a r  con t ro l  is  optimal,  
and t h e  shape of t h e  worst dis turbance i n  the c l a s s ,  are w e l l  
def ined.  
Knowing the ,worst dis turbance f o r  which l i n e a r  con t ro l  
i s  optimal,  t h e  following observation becomes apparent.  The 
shape of  the worst  dis turbance depends on t h e  p l a n t  dynamics 
i n  a very simple manner. Since the dis turbance i s  a l i n e a r  
combination of s ta te  va r i ab le s ,  the frequencies  of the 
o s c i l l a t i o n  of the worst dis turbance a r e  the same as the 
closed loop o s c i l l a t i o n s  of the p l an t .  A s t r u c t u r a l  bending 
mode, f o r  example, i n  a boost vehic le  would cause the worst 
d i s turbance  f o r  t h i s  p a r t i c u l a r  model t o  have an o s c i l l a t o r y  
component a t  e x a c t l y  the same frequency as t h e  bending 
v i b r a t i o n .  
' -  
For t h i s  reason, a worst dis turbance design c r i t e r i o n  
might be expected t o  be over-conservative.  The philosophy 
tha t  na tu re  is  t o t a l l y  aga ins t  you is, hopeful ly ,  u n r e a l i s t i c .  
It might, however, provide be t t e r  con t ro l  than a theory 
which ignores  dis turbance e f f e c t s  a l toge the r ,  as much l i n e a r  
optimum c o n t r o l  theory does. The question, from a p r a c t i c a l  
s tandpoin t ,  i s  as follows. 
Does a worst dis turbance design c r i t e r i o n  provide a 
good c o n t r o l  system f o r  a l e s s  " h o s t i l e , "  more reasonable 
c l a s s  of d i s turbances?  
T h i s  quest ion should be inves t iga t ed .  
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FIG. 2. ROOT LOCUS OF SECOND ORDER MINIMAX PROBLEM: 
A INCREASING q l  = 1,224a2 , q 2  = 67.7a 
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FIG. 3. ELLIPSE OF INITIAL STATES: 
5 = .866, U n  = 4 f i  
FIG. 4. WORST DISTURBANCE : 
[ = .866, W n  = 4 6 ,  “ 0  = 0 
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