Abstract. Letter-to-letter bottom-up tree transducers are investigated in this paper. With an encoding of the so de ned tree transformations into relabelings, we establish the decidability of equivalence for this class of tree transducers. Some extensions are next given.
Introduction
From a general point of view, tree transducers investigate computations on structured objects. Consider a concrete algorithm A taking terms from T as input and producing terms of T , where and are nite sets of operators. Abstracting from the meaning of the operators, A turns into a symbolic algorithm which is a tree transducer transforming elements of T into elements of T . Finite state tree transducers, which are a generalization of Generalized Sequential Machines in the word case, were introduced by Rounds and Thatcher ?, ?] in order to give an algebraic formalismfor the theory of syntax-directed translation. Let us give some examples. In compiler construction nite state transducers can be used to express simple transformations of abstract syntactical trees. Attribute grammars with only synthesized attributes correspond closely to deterministic top-down nite state transducers. For the description of a larger class of operations on tree more subtle devices are needed as macro tree transducers ?]; general operations on trees (primitive recursive functions) can be de ned in term of modular tree transducers ?].
For the formal language point of view the question arises whether or not results obtained for such transformations in the word case can be transferred in the tree case, especially decidability of equivalence (i) and closure properties with respect to composition (ii). The situation is more complex because we have to distinguish two main classes of nite state tree transducers: top-down transducers which process the input trees from the root to the leaves and bottom-up transducers for which, on the contrary, the computations begin at the leaves and nish at the root (a comparison between these two classes can be found in ?]). As noteworthy characteristics in the bottom-up case, let us point out the fact that since some variables can be missing, the image of a correctly parsed subtree can be deleted. (i) Two transducers are called equivalent if they de ne the same translation. It is well-known that equivalence is, in general, undecidable for non-deterministic tree transducers and that it is decidable for deterministic transducers, in the bottomup case (Z. Zachar (ii) The class of top-down tree transformation is not closed under composition. In 1977, J. Engelfriet de ned the notion of top-down tree transducer with regular look-ahead in order to get nice properties with respect to composition ?]. These top-down transducers are able to inspect a subtree before deleting it. Moreover, he showed that the class of top-down tree transducers with regular look-ahead is a subset of the class of transformation realized by composition of bottom-up and top-down transducers. Many classes of top-down tree transducers with lookahead have been studied. Let us quote the works of Z. F ul op and S. V agv olgyi
This paper is part of a study of letter-to-letter tree transducers. Informally, trees which appear in the rules of these transducers are reduced to one letter in the right-hand side as in the left-hand one. By means of an example, we rst illustrate this kind of transducers.
Example 1 Let us consider some rules 1 of a bottom-up letter-to-letter transducer, which realizes simpli cations of formulae of propositional logic 1 ! q 1 (1) :(q ? (x)) ! q ? (:(x))^(q 0 (x); q ? (y)) ! q 0 (0) 0 ! q 0 (0)^(q ? (x); q ? (y)) ! q ? (^(x; y))^(q ? (x); q 0 (y)) ! q 0 (0) v ! q ? (v) 2^( q 1 (x); q ? (y)) ! q ? (y)^(q 0 (x); q 1 (y)) ! q 0 (0) :(q 1 (x)) ! q 0 (0)^(q ? (x); q 1 (y)) ! q ? (x)^(q 1 (x); q 0 (y)) ! q 0 (0) :(q 0 (x)) ! q 1 (1)^(q 1 (x); q 1 (y)) ! q 1 (1)^(q 0 (x); q 0 (y)) ! q 0 (0) This transducer is letter-to-letter, deterministic and linear but it is deleting. The The reader can easily nd the rules involving the operator \or" (_). In previous works ?, ?, ?], we established the decidability of equivalence for linear transducers and for non-deleting transducers in the top-down case. Here, we prove the decidability of equivalence for letter-to-letter bottom-up transducers. As a corollary of this result and previous ones, we can deduce the decidability of equivalence for some subclasses of letter-to-letter transducers with regular lookahead.
Some authors (Coquid e et al. ?], for instance) showed that, in some particular cases, one can construct a bottom-up tree pushdown automata computing normal forms of ground terms with respect to a rewrite system. As one may view a bottom-up tree pushdown automaton as a transducer that outputs its pushdown, a subject of further investigation should be to study letter-to-letter rewrite systems; especially, the properties of the associated letter-to-letter transducer.
Basic De nitions and Properties
In this section, we just recall de nitions and properties used in the sequel. We refer the reader to ?, ?] for tree transducers and to ?] for tree automata.
A ranked alphabet is a pair ( ; ) where is a nite alphabet and is a mapping from to IN. Usually, we will write for short. For any of , ( ) is called the rank of . For any integer n, n denotes the subset of of letters of rank n. For any k 1, X k denotes the set of variables fx 1 ; ..; x k g.
Given a ranked alphabet and a denumerable set X of variables, T (X) denotes the set of all terms (trees) over and indexed by X. In the particular case of an empty set of variables, we will write T instead of T (; We denote by B-LL the class of all bottom-up letter-to-letter tree transducers. By LB-LL (respectively NdB-LL, B-LAB), we will denote the subclass of B-LL of Linear transducers (resp. Non-deleting transducers, relabelings).
Symmetrically,we de ne a top-down tree transducer as a 5-tuple T =< ; ; Q; I; R > where I is the subset of Q of initial states and R is a nite set of rules of the form q( (x 1 ; ..; x n )) ! (q 1 (x (1) ); ..; q p (x (p) )) or of the form q( ) ! . T-LL is the class of all top-down letter-to-letter tree transducers.
A top-down tree transducer with regular look-ahead is a 5-tuple T =< ; ; Q; I; R > where , , Q and I are de ned as for classical top-down transducers and R is a nite set of rules of the form t ! t 0 ; D where t ! t 0 is a classical rule and D is a mapping from the set of variables occurring in t to recognizable subsets of T (more details can be found in ?]).
The class of all top-down transducers with regular look-ahead is denoted by T R -FST (for Finite State Transformation). Here, we will use T R -LL for the subclass of T R -FST of letter-to-letter transducers. Remark For easier exposition, we will restrict ourselves to letters of rank at most 2. It is the typical case from which constructions and results to be discussed below are easily transferred to the general situation (with adaptations in the statement of some lemmas).
Equivalence of bottom-up transducers
In this section, we show that the equivalence problem for letter-to-letter bottomup tree transducers can be reduced to the equivalence of relabelings.
The main problem, which is illustrated by the following example, is that even if two transducers are equivalent, for some trees, di erent torsions must be necessarily applied in the computations.
Example 2 Let B 1 and B 2 be the transducers de ned by the following rules:
The transducer B 2 is de ned in the same way. The only di erence is that we have (q 1 (x 1 ); q 2 (x 2 )) ! k( (x 2 ; x 1 )) instead of the rule (q 1 (x 1 ); q 2 (x 2 )) ! q( (x 1 ; x 2 )). We have b B 1q = b B 2k = f( (a 2n ( a); a m ( a)); (e; e)) j n; m 2 INg.
But, di erent nal transformations are applied in the computations reaching state q and those reaching state k. We rst show that this phenomenon only occurs for output trees of \bounded depth".
Final transformations
For technical reasons, only in nitary transducers are investigated in the rst lemma. Next, a generalization is given. Proof: Let be a letter of rank 2. According to the rank of we will distinguish two cases: of rank 2 and of rank 1. is a mapping from ( ) to 2].
First case: is a letter of rank 2. First, assume that is the identity mapping on 2] and so the rules are of the form (q i (x 1 ); q 0 i (x 2 )) ! q( (x 1 ; x 2 )) (the case =< 2; 2; 1 > is quite similar).
Let n be the number of rules of the form (q i ( x B E (equal to b B F ) we will consider as atomic any term an output tree of which is a ground term of height less than or equal to . We do not compute this bound but, even if the construction is de ned for any natural number , the correctness of the results is connected to a large enough value of this integer.
-Semi-normalized Forms
For any natural number , we associate with any transducer B its -seminormalized form, denoted by B , and for which any couple of trees (or subtrees) (t; u) with (t); (u) is considered as atomic, that is to say is considered as a couple of new letters. Let B =< ; ; Q; F; R >, B =< ; ; Q ; F ; R > is constructed as follows:
-Q = fq < and q j q 2 Qg and F = fq < and q j q 2 Fg.
-Rules of R which simulate computations producing trees of height : Proof: Immediate from corollary ?? and the previous construction. 2 1 To avoid a multiplication of notations, for any set E of states of B, the set of states fq ; q < j q 2 Eg of B is also denoted by E.
We now prove that, when is large enough, for equivalent states of this -seminormalized form, the same torsions can be applied (except eventually for subtrees which are next deleted). In order to formalize this fact, from the transducer B we introduce a new form, denoted by B ;d , for which the torsions applied in a computation are encoded in the nodes of the output tree (the nodes of the output trees are \decorated" by these torsions). x 1 ) ; ..; q n (x n )) ! q( (x (1) ; ..; x (m) )) 2 R , and any ground rule (q 1 (x 1 );..; q n (x n )) ! q 3 ( ) of R is a rule of R ;d .
In ? Assume now that property is true for a pre x u o of u , that is to say for couples of the form (t; u 0 (u 1 ; ..; u m )) of b B E and let us show that it is true again for a larger pre x.
For any j 2 m] we consider the sets Q j = fq r j t 0 (q 1 (x 1 ); ..; q r (x r ); ..; q n (x n )) 7 ?! B ;d q(u d 0 (x (1) ; ..; x r ; ..; x (m) )); with q 2 E and r = (j)g and K j = fk r j t 0 (k 1 (x 1 );..; k r (x r ); ..; k n (x n )) 7 ?! B ;d k(u d 0 (x (1) ; ..; x r ;..; x (m) )); with k 2 F and r = (j)g. 
-normalized forms
In the previous section proposition ?? established the fact that, when is large enough, for any transducer B, for globally equivalent sets of states E and F, all computations can be realized with the same torsions in the -semi-normalized form B ;d . So if some subtrees are deleted or duplicated in a computation of a couple (t; u) of B ;d E , we claim that there exists a computation of (t; u) in B ;d F which delete or duplicate the same subtrees. Because torsions have been encoded in the nodes of the output trees, it is not signi cant to apply them e ectively. These facts lead us to de ne a -normalized form B ;n which is a torsion-free transducer.
For the sake of comprehension, we describe the construction by means of examples where only one kind of torsion occurs:
{ Permutation: from any rule of the form (q 1 (x 1 ); q 2 (x 2 )) ! q( (x 2 ; x 1 )), we construct the rule (q 1 (x 1 ); q 2 (x 2 )) ! q( (x 1 ; x 2 )). { Non-linearity: by using a non-linear rule, a bottom-up transducer can only generate identical copies and so we will only keep one of them. So, from the rule (q 1 (x)) ! q( (x; x)) we construct (q 1 (x)) ! q( 0 (x)).
{ Deletion: A bottom-up transducer has the ability of inspecting a subtree before deleting it. So, for instance, to any rule of the form (q 1 (x 1 ); q 2 (x 2 )) ! q( (x 1 )) we substitute the non-deleting rule (q 1 (x 1 ); q 2 (x 2 )) ! q( 0 (x 1 ; x 2 )) where the transformation associated with this new state q 2 is the identity that is to say the set f(t; t) j t 2 dom( b
). Moreover, for any state q, in order to realize the identity transformation on dom( b B q ), from any rule (q 1 (x 1 ); ..; q n (x n )) ! q( (x (1) ;..; x (m) )) of B ;d , we construct the rule ( q 1 (x 1 ); ..; q n (x n )) ! q( (x 1 ; ..; x n )).
As these phenomena can be mixed in a same rule, the construction in the general case is a combinaison of the previous ones.
Example 2 (continued) We only give here the usable rules of the 1-normalized form of B 1 . States have been renamed.
(:; a) r 1 (x) ! q( (e; e) 1 (x) ) ( a; :) r 2 (x) ! q( (e; e) 1 (x) ) ( a; a) ! q( (e; e) ) (r 1 (x); r 2 (y)) ! q( (e; e) 2 (x; y) ) a ! r 1 ( a) a( a) ! r 3 ( a( a) ) a(r 3 (x)) ! r 1 (a(x)) a(r 3 (x)) ! r 5 (a(x)) a(r 5 (x)) ! r 3 (a(x)) a ! r 2 ( a) a( a) ! r 2 ( a( a) ) a( a) ! r 4 ( a( a) ) a(r 4 (x)) ! r 4 (a(x)) a(r 4 (x)) ! r 2 (a(x)) Note that (e; e) 1 is a new letter of rank 1 and (e; e) 2 is of rank 2. Moreover, due to the deleting rules of B 1 , many rules of this normalized form are automaton rules like. 
Decidability of equivalence
Using the previous result, we can now prove:
Theorem1. Equivalence of letter-to-letter bottom-up transducers is decidable.
Proof: Let B =< ; ; Q; F; R > and B 0 =< ; ; Q 0 ; F 0 ; R 0 > with Q\Q 0 6 = ; (otherwise, we can relabel them). As equivalence is decidable for bottom-up relabelings ?], from proposition ?? applied to the sets of states F and F 0 (of B B 0 ) we obtain that equivalence of B and B 0 is semi-decidable. Because non-equivalence is obviously semi-decidable, we conclude. 2 
Compositions of letter-to-letter tree transducers
Following the Engelfriet's works ?], we consider the tree transformations realized by compositions of two letter-to-letter tree transducers: a rst phase accomplished by a bottom-up transducer followed by a second one realized by a top-down transducer. These compositions can, for instance perform some optimizations on relational databases as it is illustrated in the following example.
Example 3 We assume the reader is familiar with the relational data model.
We consider here the set-of-mappings viewpoint in which columns of all relations have attributes names and tuples are regarded as mapping from attributes to values. Let us consider a relational scheme R constituted of the relations R1; R2; :::;Rn. Let be A = fa1;a2;:::;apg the set of the attributes of these relations. We only consider here the following operators of the relational algebra:
Selection: SelectF where F is a formula involving attributes referred by their name.
Let us denote by (F) the set of attributes that appear in formula F.
Natural join: 1. R 1 S denotes the join of R and S on each attribute that is both in R and S.
Projection: the projection of relation R on x will be denoted by R x].
\Selection" and \Join" can be composed sequentially with a projection on a subset x of attributes. We will use the shorthands SelectF x]; 1 x] for these compositions.
With any relational expression, we can associate its parse tree, so query optimization by algebraic manipulation can be seen as tree transformation. We show that the move of the projections as far down the tree as possible can be obtained by such a composition of transducers. The so constructed transducer with look-ahead veri es the following property:
Lemma 5. For any tree t, for any pre x t 0 of t, t 0 (t 1 ;..; t n ) 7 ?! B t 0 (q 1 (u 1 );..; q n (u n )) 7 ?! B q(u 0 (u (1) ;..; u (m) )) and k(u 0 (u (1) ;..; u (m) )) 7 ?! T v 0 (k 1 (u ( (1) 
Extensions
Non-linearity is an important phenomenon which often appears in trees, for instance in the rewrite rules ?(x; x) ! 0 and (x; x) ! sqr(x). So a natural extension of our work would be to investigate letter-to-letter bottom-up transducers the rules of which can have non-linear left-hand sides. In this section, we only consider a restricted case.
De nitions
A generalized letter-to letter bottom-up tree transducer is a 5-tuple B =< ; ; Q; F; R > where ; ; Q and F are de ned as for \classical" bottom-up tree transducer and R is a nite set of rules of the form (q 1 (x (1) );..; q n (x (n) )) 7 ! q( (x (1) ; ..; x (m) )) where is a surjective mapping from n] to p] (with p n) and is a mapping from m] to p]. By gB-LL, we denote the class of all generalized Letter-to Letter Bottom-up tree transducer. In the following, we restrict ourselves to generalized letter-to letter, called onestate transducers, for which Q is reduced to one state. We rst de ne an order relation on the set of rules of any transducer such that a rule r is said to be \more general" than a rule r 0 if everywhere the rule r 0 is applied, the rule r can be used with the same result.
Formally, let r : (q(x (1) ); ..; q(x (n) )) ! q( (x (1) ; ..; x (m) )) and r 0 : (q(x 0 (1) ); ..; q(x 0 (n) )) ! q( (x 0 (1) ; ..; x 0 (m) )) be two rules of a one-state transducer. r is more general than r 0 if there exists a mapping such that = 0 and = 0 . We write r r 0 (or r 0 r).
Example Let r 1 : (q(x 1 ); q(x 2 ); q(x 1 ); q(x 3 )) ! q( (x 1 ; x 1 ; x 2 ; x 3 )), r 2 : (q(x 1 ); q(x 2 ); q(x 1 ); q(x 2 )) ! q( (x 1 ; x 1 ; x 2 ; x 2 )), r 3 : (q(x 1 ); q(x 2 ); q(x 3 ); q(x 1 )) ! q( (x 1 ; x 1 ; x 2 ; x 3 )); we have r 1 r 2 but neither r 1 r 3 nor r 3 r 1 .
A one-state generalized transducer is said to be cleaned if for any rule r there does not exist any rule r 0 such that r r 0 .
Property2. With any one-state transducer B of gB-LL we can associate a cleaned one-state transducer B c which is equivalent to B.
Proof: If r and r 0 are two rules of a transducer B such that r r 0 then anywhere r 0 is applied, we can apply r without di erence in the transformation and so r 0 is not useful. By suppressing such rules, we obtain a cleaned transducer which is equivalent to B. 
