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We prove two existence theorems for random differential inclusions defined in a 
separable Banach space. One is about differential inclusions detined on all of the 
Banach space X and the other for differential inclusion defined on a closed convex 
subset K. Both theorems are proved through the use of analogous deterministic 
results, which we also include, and techniques from the theory of measurable mul- 
tifunctions. 0 1987 Academic Press. Inc. 
1. INTRODUCTION: PRELIMINARIES 
In recent years the study of differential inclusions has been developed 
considerably, with applications to mathematical economics Cl], non- 
smooth dynamics and optimal control [3], theoretical mechanics Cl.51, etc. 
In the present work we examine differential inclusions defined on an 
infinite dimensional separable Banach space X and depending in a 
measurable way on a random parameter o. 
We will be using the following notations: 
trCC,(X) = {A E X: nonempty, closed, (convex)}, 
P Cw)kCo(X) = {A c X: nonempty, (w)-compact, (convex)}. 
Let F: 52 --* P,(X). We say that F(. ) is measurable if any of the following 
three equivalent conditions holds: 
(i) for all x E X, O.I -+ d,,,(x) = infzG,,, 1(x - zll is measurable, 
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(ii) there exist {fn(.)jnal measurable selectors of F(.) s.t. 
FW=cl{fnWJ.., for all 0 E Q 
(Castaing’s representation), 
(iii) for all U c X open, {wEO: F(o)n U#@}EZ~. 
For a measurable F(. ), we denote by Sk the set of all measurable selec- 
tors of F(. ) contained in Lfy(sZ), i.e., 
Sy= {f(*) e L:(Q): .f(w) E F(o) p-a.e.}. 
It is easy to see that this set is closed and is nonempty if and only if 
WE F(w) llzll E L’+ . Using this set we can define an integral for F(. ). Namely 
where jnf(m) &L(w) is understood as a Bochner integral. Note that if 
A EC then jA F(w) &(o) = jn X,,,(W) F(o) &(a). We will say that a mul- 
tifunction F(. ) is integrably bounded if it is measurable and 
~+SUPleF(<lJ) llzll = IF( EL:. 
Let us recall some continuity concepts associated with multifunctions, 
that we are going to need in the sequel. Assume Y, 2 are Hausdorff 
topological spaces and F: Y --) 2”\ {a). We will say that F( * ) is upper 
semicontinuous (u.s.c.) if for all U c Z open, F+ (U) = { y E Y: F(y) c U} is 
open in Y. If Z is a metric space, we will say that F: Y + P,(Z) is Hausdorff 
continuous (abbreviated by h-continuous) if it is continuous from Y into 
PI(Z) endowed with the Hausdorff metric. Finally by crA(. ) we denote the 
support function of A, i.e., aA = sup(x*, a) a E A. 
2. SOME AUXILLIARY RESULTS 
In [16] the second author proved the following result about weak com- 
pactness in the Lebesgue-Bochner space L&(Q). For completeness we 
present its proof. 
Assume that (52, C, p) is a a-finite measure space and X a separable 
Banach space. 
THEOREM 2.1. If F: Q --t P,,&X) is integrably bounded, then Sk is a non- 
empty, convex, w-compact subset of L:(Q). 
Proof. Nonemptiness and convexity follow from the fact that F(. ) is 
integrably bounded and convex valued. To show weak compactness, by 
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James’ theorem (see Floret [9, p. 59]), it suflices to show that every 
element in [Li(sZ)]* attains its supremum on Sk. From the Dinculeanu- 
Foias theorem (see Ionescu-Tulcea [ 11, p. 95]), we know that [L:(O)]* = 
G;.(Q) and the duality brackets are given by (g, f ) = 
So (g(w),f(o)) dp(w) for all CELL and all g(‘)EL;;*(fi). So we 
have for g(. ) E L$(sZ): 
suP<&f)= sup 
.fEs: 
/ s, il, by f(o)) 44~). 
E F 
From Theorem 2.2 of Hiai-Umegaki [lo] we know that 
sup J” (g(w), f(o)) Mm) = f sup (g(o), z) 440). 
fE$ 62 Q ZGF(W) 
Let 
L(0) = {x E F(u): (g(o), x) = M(o)}, where M(o) = sup (g(o), z). 
ZE P(w) 
An application of Castaing’s representation tells us that M( .) is 
measurable. Thus u(o, x) = (g(w), x) - M(o) is a Caratheodory function, 
hence jointly measurable. Therefore 
GrL={(o,x)EDxX:u(o,x)=O}ECxB(X) 
(B(X) = Bore1 a-field of X). 
Apply Aumann’s selection theorem to find t Sz -+ X measurable s.t. 
T((o) E L(o) ,u-a.e. Then 
Since g( .) was arbitrary we conclude that Sk is w-compact in L:(G). 
Q.E.D. 
Remarks. (1) If (Q, Z, 11) is in addition nonatomic then the converse 
of the above theorem holds. Namely if Sk is nonempty, convex, w-compact 
in L:(Q), then F(o) E P,,&X) p-a.e. This was obtained by the second 
author in [17]. 
(2) This theorem generalizes (in the context of separable Banach 
spaces) Theorem 2 of Diestel [7]. 
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(3) An interesting consequence of that theorem is that jn F(o) F(w) 
d/4@) E PwkAW. 
Recall that a function f: Sz x X + X is said to be a Caratheodory function 
if it is measurable in the o-variable for every x E X, and continuous in the 
x-variable for every w  E Q. The following result generalizes Proposition 4.2 
of Itoh [12]. 
THEOREM 2.2. Let (Sz, C, u) be a o-finite measure space, Y a focally 
compact separable metric space and Z a metric space. Then f. 0 x Y 4 Z is a 
Caratheodory function if and only ifr(w)(. ) = f(o, .) from I2 into C( Y, Z) is 
measurable. where C( Y, Z) is the space of continuous functions from Y into 
Z, endowed with the compact-open topology. 
Proof Necessity. Let B be a basic neighborhood for the compact 
open topology on C( Y, Z). Hence there exist KG Y compact and VC Z 
open s.t. B= {p( .) E C( Y, Z):p(K) c V}. We need to show that r-‘(B) EC. 
We have 
r ‘(B)={~ESZ:~(W)(.)EB}=(~EQ:~(~)(K)~V) 
= (oEQ:f(O,K)G V}. 
Note that f (0, K) is a compact subset of V. Let { ynjnp r be a dense set in 
K. Then exploiting the continuity of f(o, . ) we can write that r-‘(B) = 
n,,, ~~~~:fhdd+~, since for all x E X, f ( ., x) is measurable. 
Sufficiency. Let (r, id): 52 x Y -+ C( Y, Z) x Y be defined by (0, y) -+ 
(r(w)( .), y). This is a measurable map. Let e(., . ) be the evaluation 
map on C( Y, Z) x Z. From [S, Theorem 2.4, p. 2601 we know that this 
map is continuous. Now consider g: 52 x Y -+ Z defined by (0, z) + 
g(o, z) = [e 0 (r, id)](w, z). This is Caratheodory. But [e 0 (r, id)](o, z) = 
e(r(w)(.),z)=r(o)(z)=f(w,z). ag-f=z-f(.;) is a Caratheodory 
function. Q.E.D. 
Finally we will need the following deterministic existence result for dif- 
ferential inclusions defined in a separable Banach space. This result, 
together with other existence results, was proved by the second author in 
[18, Theorem 3.31. So let [0, T] be a bounded interval with the Lebesgue 
measure dt and B(T) the a-field of Bore1 sets. When no confusion is 
possible we will identify T with [0, T]. Also X is a separable Banach space, 
y(. ) is the Hausdorff measure of noncompactness and w: T x R, -+ R, is a 
Kamke function, i.e., a Caratheodory function s.t. for all XEX, 
w( t, x) < cp( t) a.e. with cp(. ) E L: , w(t, 0) = 0 and u(. ) = 0 is the only 
solution of u(t) d J& w( s, u(s)) ds, u(0) = 0. We will assume that for all t E T, 
w( t, . ) is nondecreasing. 
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THEOREM 2.3 [IS]. If F: TX X-r PJX) is a multifunction s.t. 
( 1) for all x E X, F( . , x) is measurable and 
IF(t, XII G a(t) llxll + b(t) a.e., where a(. ), b( .) E L\ 
(2) for all t E T, F(t, . ) is Hausdorff continuous 
(3) for all B c X bounded we have that 
y(F(t, B)) < 46 y(B)) a.e. 
then the Cauchy problem x(t) E F(t, x(t)), x(0) = x0 admits a solution. 
3. MAIN RESULTS 
Throughout this section, (Q, C, p) will be a finite measure space (not 
necessarily complete), [0, T] a bounded closed interval in R, with the 
Lebesgue measure A( .) and X a separable Banach space. Additional 
hypotheses will be introduced as needed. 
First we address the question of existence of solutions for the following 
Cauchy problem: 
4~ t) E F(u, t, 40, t)), 
x(u, 0) E G(w). 
(*I 
By a solution of (*) we understand an X-valued stochastic process 
x: 52 x T + X which has absolutely continuous paths. 
THEOREM 3.1. If F: Q x TX X + Pkc(X) is a multifunction s.t. 
(1) for all xeX, F(.;, x) is jointly measurable and (F(w, t, x)1 ,< 
a(o, t) llxll + b(o, t) i-a.e. with a(., .), b(., .) measurable and for all w  E Q, 
a(w,. 1, Mu, . ) E L!+ , 
(2) for all (co, t) E Sz x T, F(co, t, .) is Hausdorff continuous, 
(3) for all B c X bounded we have that 
y(F(w, 1, B)) Q w(u, t, y(B)) I-a.e. 
where w(., ., ’ ) is a Kamke function jointly measurable in (co, t) E Q x T and 
tf G: Q -+ P/,(X) is measurable then (*) admits a solution. 
Proof: Consider the multifunction R: 52 --t 2cx(T) defined by 
R(o) = (x( .) E C,(T): x(t) E F(o, t, x(t)) a.e., x(0) E G(o)}. 
409/126/l-2 
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From Theorem 2.3 we know that for all w  E Q, R(w) # @. We claim that 
it is also closed. Fix o E Q and consider {xn(. )}, aI E R(o), 
X”(. ) -+ cAT) x( .). So supn,, 11x,( .)I\ rx) <MC co. For all t’, t E T and all 
n 2 1 we have that x(0) E G(w) and 
x,(t) E x,(f) + s,; F(W? s> x,(s)) 
s 
I *x(t)fsx(t’)+s-lim Qw, $3 x,(s)) & n--tcE I’ 
But from the dominated convergence theorem we have that 
I I 
s- h 
s 
F(o, s, x,(s)) ds = h- lim 
s 
F(QA s, x,(s)) ds 
n-m I’ n-m ,’ 
= 
s 
’ F(o, s, x(s)) ds. 
f’ 
Thus for all t’, t E T we get that 
r(t)czx(t’)+[,j F(o,s,x(s))ds 
*i(t) E F(w, t, x(t)) a.e. x(0) E G(o). 
Hence we have that for all o E Q, R(o) E I’,(X). Rewrite R(. ) as follows: 
R(w)= x(.)ECx(T):x(f)Ex(tl)+l,: F(o,s,x(s))dsfor all t’, t,T]. 
Note that by Theorem 2.1, for all UEQ, j:, F(o, s, x(s)) dsE Pwk,(X). 
Hence x( r’) + j;, I;( o, s, x(s)) ds E Pf,(X). Thus we have for all o E 52: 
R(w) = (4. ) E CAT): d,(,,,+ J:,~w,s,,~(.s))d~(X(t)) = 0 for all f, t E T). 
Set 
Cp(w, t’, t, x(. )) = d,(,,,+ J:.l;(w,J,x(s))ds(X(t)), 
For all x* E X* we have that 
C(f) + f;.F(W,~J(.s))ds (x*1 = tx*, x(t’)) + al:,~-(;cw,s,x(s))ds(X*) 
z (x*3 x(f)) + j,; ~mw.x(s)d~*) ds. 
RANDOM DIFFERENTIAL INCLUSION 17 
Observe that (0, S) -+ ~F~o,S,X~Sn(x*) is measurable and for all o ~52, 
~(w,.,x&*k~~. H ence we deduce that w  + I:, o~~~~,~,~~~~~(x*) is 
measurable 
* OJ + ax(c) + p(w,s,x(s))ds (x*1 
is measurable and thus by Theorem III.37 of Castaing-Valadier [2] 
implies that w  -+ x( t’) + j:, F( o, S, x(s)) ds is f-measurable for all t E T 
(where 2 is the completion of C with respect to ,u( . )) 
= w  -+ q(o, t’, t, x( . )) is f-measurable. 
Next we claim that for all o E Q, (t’, t, x(. )) + cp(o, t’, t, x(. )) is con- 
tinuous on TX TX C,(T). So let (t:, t,, x,(.))-+ (t’, t, x(.)) in TX C,(T). 
We have 
+ 4xp~,,,(s) 6~3 s, x,(s)), xc,,,t,M4 F(w $7 x(s))1 ds 
+ ll~n(t~) - 4t’)ll 
= lb,(t) -4t)ll + jT CIX[r;,r&) - X[l’J,l IJxo, S? X”(S))l 
+ x~~~,,,(s) h(F(w s> x,(s)), Qw, 3, +)))I ds + IMCJ -x(t’)ll. 
Note that for all n > 1, 
where 
IF(w, s, x,(s))/ d a(o, s) M+ b(0, s) = I&U, s) ,u x ka.e. 
M=suP lIX,(.)ll,<~. 
?I>1 
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Thus we can write that 
+ j X[,,,,,(S) w a, s, x,(s)), F(o, s, x(s))) ds 
T  
+ Ib”(c7) - x(t’)ll. 
Passing to the limit as n + cc we get that 
and 
since F(w, I, ) is h-continuous. So finally we have that 
lim Idw, C, t,,, x,(. 1) - cp(w t’, 6 4. ))I = 0 
n-z 
=> (t’, t, x( . )) --) cp(0, t’, t, x( . )) is continuous 
* vc.3 ., ‘2 . ) is ,?? x B( T) x B(T) x B( C,( T))-measurable. 
Set 4~4 -4.1) = su~,,.,~ n 40(0, t’, 1, x(. )) where D is a dense subset of T. 
Clearly (0, x( . )) -+ u(w, x( .)) is 2 x B( C,( T))-measurable. Now observe 
that 
R(o) = {x( .) E C,(T): u(o, x( .)) = 0) 
=>Gr RE,J?‘xX(Cx(T)). 
Hence applying Aumann’s selection theorem we can find r^: 52 --f C,(T) 
(2, B(C,(T)))-measurable s.t. for all o E 52, P(o) E R(o). Let r: Sz + C,(T) 
be (Z, B(C,( T)))-measurable s.t. i(w)( * ) = r(o)( *) pa.e. Set x(u), t) = 
r(o)(t). Then Theorem 2.2 tells us that x( ., . ) is a stochastic process with 
continuous paths. It remains to observe that by the definition of R(a), 
x(-;) solves (*). Q.E.D. 
Before stating and proving the next stochastic result, we need to have the 
analogous deterministic result. We pass to the study of differential 
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inclusions defined on a closed subset of a Banach space. This leads us to 
what is known today in applied mathematics as “viability theory.” Namely 
we are trying to select trajectories which are “viable,” in the sense that they 
always satisfy given constraints. The smaller the constraint set, the more 
restrictive is this selection procedure. Viability theory provides a method of 
selection of trajectories, which is different from optimal control theory (or 
calculus of variations) and which is more appropriate when we are dealing 
with systems arising in economics, social sciences and biology. For a com- 
prehensive treatment of classical differential equations defined on closed 
subsets, the interested reader can consult Deimling [6, Sect. 41 and 
Lakshmikantham-Leela [ 13, Sects. 2.6 and 2.71. 
Let X be a reflexive, separable Banach space. By ( ., ) we will denote the 
lower semi inner product on X [ 131 (p. 10) and by a(. ) the Kuratowski 
measure of noncompactness. Let Kg X, K # 0, and x E Z?. The contingent 
cone (or Bouligand cone) to K at x is defined by 
TK(X)= uEX:b 
i 
&(x+w=O . 
210 
~ 
I 
It is clear that this cone is closed, but in general it is not convex. 
However when K is convex, TK(x) is convex too and coincides with 
another very useful cone introduced by Clarke [3]. 
The problem that we will consider in the next theorem is the following 
i(r) E Fl’(t, x(f)), 
x(0)=x0, 
where F: T x K + PfC(X) is an orientor field and K s X, nonempty. 
(**I 
THEOREM 3.2. If F T x K -+ PkL.( X) is a multifunction s.t. 
(1) F( *, *) is jointly U.S.C. from T x K,. into X 
(2) for all (t,x)~TxK and all z~F(f,x), (z,x)-<O(t, Ilxll)/lxll 
where ~5: TX R, -+ R is continuous and the maximal solution u*( .) of i(t) = 
6(t, u(t)), u(0) = JIxO(I exists on T and is nonnegatioe 
(3) for all (t, x), 66 x) n T&l Z 0 
(4) Also let K E P,,,,JX) with int K # 0 
then (**) admits a viable trajectory. 
Proof: First recall that K with the weak topology is metrizable. So we 
can apply Theorem 5.1 of DeBlasi [4] and get multifunctions 
G,: TX K, --t P,,&X) which are h-continuous, downward directed as 
n + co and h(G,(t, x), F(t, x)) --+ 0. Also from [4] we know that G,(t, X) = 
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Cle,” pl(t, x) Gy, where Z, is a finite index set, (pr( ., . )}i, ,n is a locally 
Lipschitz partition of unity for the space TX K, and G; E PWkc(X) for all 
iEZ,. 
Because of hypothesis (3) (“viability hypothesis”) for all n > 1 and all 
(t,x)e TX K we have G,(t,x)n TK(x)#@. Set 6,(t,x)=G,(t, x)+ 
(l/n) B,, where B, is the unit ball in X. Note that since int K # 0, then 
int T,(x) # 0 for all x E K. It is easy to see that for all (t, x) E TX K and all 
n > 1, G’,(t, x) n int TK(x) # 0. From Proposition 4 (p. 221) of [ 1) we 
know that x --) int TK(x) has an open graph. Also (t, x) + G,( t, x) is h-con- 
tinuous, hence 1s.~. Thus invoking Corollary 1 (p. 83) of [ 11, we deduce 
that the multifunction (t, x) + G’,(t, x) n int T,(x) admits a continuous 
selector g,,: T x K--f X. Clearly &,( ., . ) is bounded, and (g,(t, x), x) ~ 6 
(c?(t, Ilxll)+M) lixII, for some M>O. Now consider the following point 
valued Cauchy problems: 
iI(t) = .EL(t, -G(t)) 
i,(O) = xg . 
Using Theorem 4.4 of [6] (global version), we get that the above 
Cauchy problems admit viable trajectories x,,: T-+ K. Also from the 
Dunford-Pettis compactness criterion, by passing to a subsequence if 
necessary, we have that x,J .) ++ L:y( .) E Li and so x,(t) -+W x(t) = 
x,, + St, y(s) ds for all t E T. Hence y(. ) = x(. ). Employing Mazur’s lemma we 
can find 
z,(.)Econv u in(.) s.t. z,(.)* x(.) 
II 2 m 
and by passing to a subsequence, if necessary, we may assume that 
z,(t) +.’ i(t) for all t E T\ N, A(N) = 0. Fix t E T\ N. Observe that 
G,(t, x,,(t)) -+h F(t, x(t)) as n + co. So given any E > 0 we can find m s.t. for 
n2rn we have 
G,(t, x,(t)) c Ftt, x(t)) + EB, 
*conv u G,(t,x,(t))&F(t,x(t))+cB, 
“>??I 
-z,(t)~F(t,x(t))+~B,. 
Passing to the limit as m -+ 00 we get that 
Let E 10. This gives us that x(t) E F( t, x(t)). Since t E T\ N was arbitrary 
we conclude that x(t) E F( t, x(t)) a.e. Clearly x(0) = x0. Therefore x( . ) is 
the desired viable trajectory for (** ). Q.E.D. 
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Now we will prove a stochastic version of this theorem. A similar result 
for the single valued case was provd recently by DeBlasi-Myjak [S] 
(Theorem 4.1), under a different set of hypotheses. Their proof is a 
stochastic adaptation of Martin’s [ 141 method of a-approximate solutions. 
Here the multivaluedness of F( ., . ) forces us to follow a somewhat different 
path. 
Assume that (Q, C, 11) is a finite measure space, X is a separable, 
reflexive Banach space and K s X nonempty, w-compact with int K # a. 
We consider the following random Cauchy problem: 
4w, t) E F(‘(w, t, 40, t)), 
x(0,0) E G(o), 
(***) 
where F: Q x TX K + Pfi(X) is an orientor field and G: 52 + Pf,(K) is 
measurable. 
THEOREM 3.3. If F: 52 x TX K+ PJX) is a multijiinction s.t. 
( 1) for all x E X, F( ‘, ‘, x) is jointly measurable, 
(2) for all WEQ, F(;(w;;) is U.S. from TX K,, into X, 
(3) for all (0, t) E 52 x T, F(w, t, .) is h-continuous, 
(4) for p-almost all o E 9, for all (t, x) E T x K and all z E F(o, t, x) 
we have (z, x)- 6 &(w, t, llxll) I/x/I, where G(w, ., .) is as in Theorem 3.2 and 
6( ., t, x) is measurable, 
(5) for p-almost all w E Q, and for all (t, x) E TX K, F(w, t, x) n 
TAX) z 0, 
then ( ***) admits a random viable solution. 
Proof: As in the proof of Theorem 3.1 consider the multifunction R( .) 
defined by 
R(o)= x(+CK(T):x(f)Ex(tl)+/~; F(;(o,s,x(s))ds, t’, teT)IQ. 
(from Theorem 3.2). 
As before we can check that R(o) E PJC,( T)) for all o E Q\N, 
p(N) =O. By setting R(o) = (0) f or w  EN, we may assume that R(o)E 
Pf(C,( T)) for all w  E Q. Set 
@(co, t’, t, x(.)) = x(t’) + JI; F(w, s, x(s)) ds. 
Working with the support function we can see that w  + @(o, t’, t, x(. )) 
is f-measurable. Now, to illustrate some other interesting techniques from 
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multivalued analysis, we will deviate from the proof of Theorem 3.1 and 
show that @(o, ., ., . ) is h-continuous from T x C,( 7) into P&X). So let 
(t;, t,,, x,( . )) + (t’, t, x( . )) in T x T x C,(T). Using Hormander’s formula 
we have that: 
h(@(o, c  t,, %A.)), @(u, t’, t, 4.)) 
< sup I I~no,,s,.r,(.v))(~*)I ds //‘*/I < 1 71: 
where 
T;= [t;, t,,] d[t’, t]. 
Note that sup”>, IFJo, s, x,(s)1 = cp(w, s) is measurable and for all 
w  E Sz, cp(w, ) E L’+ Hence we get that 
Passing to the limit as n-+ co we get that @(w, t:, t,, x,(.)) +h 
@(w, t’, t, x(. )) * (t’, t, x(. )) -+ dj(w, t, x(. )) is h-continuous from T x C,(T) 
into PWk,.(X). 
Then (1, t’, -4.1) -, d~~W,l~,l.x~. ))(x(t)) = cp(o, t’, t, x( .)) is continuous. Now 
note that 
R(o)= n {a: do, ti,, t,,X(‘))=o) ma1 
=>Gr REfx B(C,(T)). 
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Apply Aumann’s selection theorem to find i: g -+ C,(T), f-measurable 
s.t. f(w) E R(o) for all COE 52. Let Y: Q --+ C,(T) be C-measurable s.t. 
r(w)(. ) = i(o)(. ) P- a.e. Set x(w, .) = r(o)(. ). Then by Theorem 2.2 this is 
the desired random viable trajectory. Q.E.D. 
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