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MAJORATION DU NOMBRE DE ZÉROS DES SOLUTIONS DE
CERTAINES ÉQUATIONS DIFFÉRENTIELLES ET
APPLICATIONS GÉOMÉTRIQUES.
YVES MARTINEZ-MAURE
Abstract. Sturm theory gives a lower bound on the number of certain special
points or special lines, such as the number of vertices or of normals through a
point, for di¤erent types of closed curves. In the present paper, we apply the
geometric theory of hedgehogs and N -hedgehogs to compare such numbers.
The main result gives a sharp upper bound on the number of zeros for every
solution of certain forced harmonic oscillator equations. We interpret it in
terms of N -hedgehogs as a comparison between the number of singularities
and the maximal number of support lines through a point. As a geometric
application, we compare the number of vertices with the maximal number of
normals through a point for N -hedgehogs of class C3+ in R2 and we treat the
particular case of convex curves (resp. of convex curves of constant width).
After that, we compare the number of inection points with the maximal
number of intersection points with a great-circle for simple smooth spherical
curves that are transverse to the meridians. Finally, we treat the particular
case of spherical curves that are invariant under the antipodal map.
1. Introduction et présentation des résultats
La théorie de Sturm présente dimportantes connexions avec la géométrie des courbes.
Elle permet en particulier de minorer le nombre de certains points spéciaux ou de
certaines droites concourantes, comme le nombre de sommets ou de droites nor-
males concourantes, pour di¤érents types de courbes fermées. Un résultat central
de cette théorie est le théorème de Sturm-Hurwitz.
Théorème de Sturm-Hurwitz. Toute fonction réelle continue de la forme h () =P
nN (an cosn + bn sinn) admet au moins autant de zéros sur le cercle S1 =
R=2Z que sa première harmonique non nulle :
#
 
 (mod 2) 2 S1 jh () = 0	  2N:
Le rapport du cas N = 2 avec le théorème des 4 sommets fut tout dabord décou-
vert par W. Blaschke puis redécouvert assez récemment par S. Tabachnikov [15].
Bien que ce rapport soit désormais bien connu, nous allons en expliciter brièvement
un cas particulier pour illustrer notre propos.
Key words and phrases. Hedgehogs, convex bodies, N -hedgehogs, support lines, singularities,
vertices, normals passing through a point, spherical curves, inection points.
MSC 2000: 52A30, 53A04 .
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Rapport avec le théorème des 4 sommets.
Considérons dans le plan vectoriel euclidien R2 muni de son orientation usuelle,
une courbe convexe C de classe C2+, i.e. une courbe orientée fermée simple et
régulière de classe C2 dont la courbure algébrique reste partout strictement positive.
Rappelons que :
(i) La courbe C est entièrement déterminée par sa fonction support qui est dénie
sur le cercle unité S1 par
h (u) = max
x2C
hx; ui ;
où h:; :i désigne le produit scalaire standard sur R2. En e¤et, cette fonction support
est de classe C2 sur S1 et la courbe C peut être considérée comme lenveloppe de la
famille de droites (Dh (u))u2S1 déquation
hx; ui = h (u) ;
(ii) La courbe C peut être paramétrée par lapplication
xh : S1  R2  ! R2
u () 7 ! xh () := h () u () + h0 ()u0 () ;
où u () est le point de coordonnées (cos ; sin ) dans la base canonique de R2 et
où h est considérée comme une fonction de .
(iii) La courbure algébrique k () de C en xh () est donnée par
1
k ()
= (h+ h00) () :
Supposons maintenant C de classe C3+, ce qui impose à h dêtre de classe C3 sur S1.
Les sommets de la courbe C sont les points où sa courbure a une valeur stationnaire,
i.e. les points xh () pour lesquels (h0 + h000) () = 0. Dans lespace de Hilbert
des fonctions de carré sommable sur [0; 2], la fonction h0 + h000 = (h+ h00)0 est
orthogonale à la fonction constante égale à 1 (car cest une dérivée) et aux fonctions
cos () et sin () (car lopérateur @2=@2 + 1 tue les harmoniques du premier ordre
dans la série de Fourier). Comme la première harmonique non nulle de la fonction
h0 + h000 est donc nécessairement dordre N  2, le théorème de Sturm-Hurwitz
nous assure que la courbe C présente au moins 4 sommets.
Le lecteur qui est désireux den savoir davantage sur les applications géométriques
du théorème de Sturm-Hurwitz pourra consulter par exemple [1] et [15].
Théorèmes de comparaison.
Les résultats de cet article sont de nature légèrement di¤érente puisquils rentrent
dans la catégorie des théorèmes de comparaison. En e¤et, ces résultats permettent
non pas de minorer le nombre de certains points spéciaux ou de certaines droites
concourantes pour di¤érents types de courbes fermées mais de comparer entre eux
de tels nombres. Le théorème 2 nous permettra, par exemple, de comparer nombre
de sommets et nombre maximal de droites normales concourantes pour une courbe
convexe de classe C3+ de R2.
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La preuve de ces résultats repose sur les notions de hérisson et plus généralement
de N -hérisson qui ont déjà permis à lauteur de donner une preuve géométrique
du théorème de Sturm-Hurwitz pour les fonctions de classe C2 [11]. Rappelons
brièvement de quoi il sagit. Comme nous lavons rappelé plus haut, la fonction
support dune courbe convexe de classe C2+ est une fonction de classe C
2 sur S1.
Naturellement, une fonction h 2 C2  S1;R nest pas nécessairement la fonction
support dune courbe convexe de classe C2+. Cependant, il est toujours possible de
lui associer lenveloppe de la famille de droites (Dh (u))u2S1 déquation
hx; ui = h (u) .
Cette enveloppe, notée Hh et appelée hérisson de fonction support h, peut toujours
être paramétrée par lapplication xh : S1 ! R2; u () = (cos ; sin ) 7 ! xh (), où
xh () =
 
x1h () ; x
2
h ()

est lunique solution du système

x1 = h() cos    h0() sin 
x2 = h() sin  + h
0() cos ;
à savoir xh () := h () u ()+h0 ()u0 (), h étant considérée comme fonction de .
Pour tout u 2 S1, nous dirons que la droite Dh (u), déquation hx; ui = h (u), est
la droite support coorientée par u. La valeur de h en u sinterprète naturellement
comme la distance signée de Dh (u) à lorigine. Notons que lapplication xh peut
être considérée comme la réciproque de lapplication de Gauss de Hh en ce sens
quen tout point régulier xh (u), u est un vecteur normal à Hh. Un calcul immédiat
donne
x0h() = (h+ h
00)()u0()
pour tout  2 R. Par conséquent, le hérissonHh est régulier en xh () si et seulement
si (h+ h00)() 6= 0 et sa courbure algébrique k () en ce point est alors donnée par
1
k ()
= j(h+ h00) ()j :
La fonction dénie par Rh () := (h+ h00) () est appelée fonction de courbure
de Hh. Notons quelle est partout dénie et quelle sannule exactement sur le lieu
singulier de xh.
Un hérisson régulier Hh  R2 est une courbe convexe de classe C2+ (g. 1.a).
Nous dirons dun hérisson Hh  R2 quil nest pas trop singulier sil admet une
tangente en chaque point. Un hérisson pas trop singulier Hh  R2 est une courbe
qui admet exactement une tangente coorientée dans chaque direction (g. 1.b).
Pour tout u 2 S1, la distance signée h (u) + h ( u) entre les droites support Dh (u)
et Dh ( u) est appelée largeur de Hh dans la direction u. Un hérisson Hh  R2
est dit projectif si cette largeur est nulle dans toutes les directions, cest-à-dire si
h( u) =  h(u) pour tout u 2 S1. Un hérisson projectif pas trop singulier Hh  R2
est une courbe qui admet exactement une tangente non-coorientée dans chaque
direction (g. 1.c).
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1.a 1.b 1.c
Figure 1
Les N -hérissons de R2, (N 2 N), sont dénis comme les hérissons, à ceci près
que leurs fonctions support sont 2N-périodiques au lieu dêtre 2-périodiques.
Lentier N sinterprète simplement comme le nombre de rotations complètes du
vecteur normal u () = (cos ; sin ) en xh () lorsque  décrit lintervalle [0; 2N[.
Un N -hérisson Hh  R2 admet donc exactement N droites support de vecteur
normal donné (en les comptant avec leur multiplicité). Naturellement, les hérissons
de R2 sont simplement les 1-hérissons de R2. Voici quelques exemples simples de
multihérissons de R2 : pour tout n  2, lhypocycloïde (resp. lépicycloïde)
de fonction support hn () = sin (n) (resp. en () = sin ((n  1) =n)) est un 1-
hérisson (resp. un n-hérisson) à 2n (resp. 2(n  1)) rebroussements (cf. g. 2) ;
lorsque n est impair, les rebroussements de lhypocycloïde sont comptés deux fois
car xhn () parcourt deux fois Hhn lorsque  décrit le segment [0; 2[.
2.a. Lhypocycloïde Hh5 2.b. Lépicycloïde He3
Figure 2
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La notion de hérisson de fonction support C2 sétend naturellement à lespace
vectoriel euclidien Rn+1, (n 2 N) [3]. Tout hérisson Hh  Rn+1 de fonction sup-
port C2 peut être envisagé comme une di¤érence de corps convexes de classe C2+ (i.e.
dont le bord est une surface de classe C2 à courbure de Gauss partout non nulle).
Pour ce faire, il su¢ t par exemple décrire h sous la forme (h+ r)   r, où r est
une constante réelle > 0 assez grande. Le lecteur aura peut-être observé quil est
encore possible dassocier un hérisson Hh  R2 à toute fonction h 2 C1
 
S1;R

.
Mais les hérissons de R2 dont la fonction support est seulement de classe C1 ne
sinterprètent généralement pas comme des di¤érences de corps convexes. Un tel
hérisson peut même être une courbe fractale [9].
Cette interprétation des hérissons de fonction support C2 comme des di¤érences
de corps convexes de classe C2+ conduit à dénir une notion plus générale de héris-
son en associant une réalisation géométrique appropriée à toute di¤érence formelle
de corps convexes de Rn+1 [12]. La théorie des hérissons consiste alors à : 1.
considérer toute di¤érence formelle K   L de deux corps convexes K; L  Rn+1
comme une hypersurface Hh de Rn+1 qui est entièrement déterminée par la dif-
férence h = hK   hL des fonctions support des deux convexes ; 2. étendre le
volume mixte V :
 Kn+1n+1 ! R, où Kn+1 désigne lensemble des corps convexes
de Rn+1, en une forme (n+ 1)-linéaire symétrique sur lespace vectoriel Hn+1 des
hérissons (i.e. des di¤érences formelles de corps convexes deRn+1

, symétrisé de
Kn+1 pour laddition de Minkowski ; 3. envisager la théorie de Brunn-Minkowski
dans Hn+1. Pour n  2, cette idée remonte à un article de H. Geppert paru en 1937
[2] dans lequel les hérissons sont introduits sous leurs noms allemands, stützbare
Bereiche (n = 1) et stützbare Flächen (n = 2), dans le but détendre certaines
parties de la théorie de Brunn-Minkowski. Lintérêt de cette théorie des hérissons
peut être illustré par deux principes : 1. létude des corps convexes par une décom-
position en une somme de hérissons propre à mettre leur structure en évidence ;
2. la géométrisation de problèmes danalyse consistant à considérer des fonctions
réelles sur la sphère unité Sn de Rn+1 comme des fonctions support de hérissons
(ou dhypersurfaces plus générales de Rn+1, les multihérissons [3]). Le premier de
ces principes a par exemple permis à lauteur dinrmer une caractérisation de la
sphère qui avait été conjecturée par A. D. Aleksandrov dans les années 1930 [8] et
le second de donner une preuve géométrique du théorème de Sturm-Hurwitz [11].
Ces deux principes seront mis en application lun après lautre dans cet article. Le
lecteur trouvera une présentation élémentaire de la théorie des hérissons ainsi que
dautres applications dans [7]. Notons que dans les années 1990, la version discrète
des hérissons dont il est question dans [12] a été lobjet dun certain nombre détudes
sous le nom de virtual polytopes. Pour plus de détails et pour des références à ce
sujet, le lecteur pourra consulter larticle de G. Panina [13] qui présente de nouveaux
contre-exemples à la conjecture de A. D. Aleksandrov. Pour une présentation claire
et détaillée de la théorie de Brunn-Minkowski, le lecteur pourra consulter lexcellent
ouvrage de R. Schneider [14]. Notre principal résultat peut être énoncé comme suit :
Théorème 1. Soit R une fonction réelle 2N-périodique et continue sur R qui
vérie
Z 2N
0
R ()u () d = 0R2 ,
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où N 2 N. Notons S lélément de N[f1g qui représente le nombre de zéros de R
dans lintervalle [0; 2N[. Lensemble SR des solutions de léquation di¤érentielle
h00 () + h () = R ()
vérie
sup
h2SR
n (h)  S + 4N   2;
où n (h) 2 N[f1g est le nombre de zéros de la fonction h sur lintervalle [0; 2N[.
Sachant que SR est lensemble des fonctions de la forme
hx () = h ()  hx; u ()i ,
où h désigne la fonction dénie sur R par
h () =
Z 
0
R () sin (   ) d
et x un vecteur de R2, ce théorème admet la reformulation équivalente suivante :
Théorème 2. Soit h une fonction réelle 2N-périodique et de classe C2 sur R,
où N 2 N, et soit S lélément de N[f1g qui représente le nombre de zéros de la
fonction h+ h00 dans lintervalle [0; 2N[. Nous avons :
(1) sup
x2R2
nh (x)  S + 4N   2;
où nh (x) 2 N[f1g est le nombre de zéros de la fonction hx () = h () hx; u ()i
sur lintervalle [0; 2N[.
Ce résultat peut naturellement être interprété en termes de N -hérissons :
Interprétation géométrique. Soit Hh un N -hérisson de R2 et soit S lélément
de N[f1g qui représente le nombre de ses singularités comptées sur [0; 2N[.
Nous avons :
sup
x2R2
nh (x)  S + 4N   2;
où nh (x) 2 N[f1g est le nombre de droites support coorientées de Hh passant
par x (comptées avec leur multiplicité).
Rappelons que le nombre nh (x) de droites support coorientées de Hh pas-
sant par x 2 R2   Hh (comptées avec leur multiplicité) est donné par nh (x) =
2 (N   ih (x)), où ih (x) désigne lindice de Hh par rapport à x (i.e. le nombre al-
gébrique dintersection de presque toute demi-droite orientée dorigine x avec Hh) :
Théorème 3 [11]. Soit Hh un N -hérisson R2. Nous avons :
(2) 8x 2 R2  Hh, ih (x) = N   1
2
nh (x) ,
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où nh (x) désigne le nombre de droites support coorientées de Hh passant par x
(comptées avec leur multiplicité), cest-à-dire le nombre de zéros de lapplication
hx : [0; 2N[! R;  7 ! h ()  hx; u ()i.
Remarque. Si les inégalités données par les théorèmes 1 et 2 admettent des
ra¢ nements dans certains cas particuliers (voir par exemple ci-dessous), ce sont bien
les meilleures possibles sous les hypothèses considérées : pour tout (N;S) 2 N2N,
il existe un N -hérisson Hh  R2 qui admet exactement S points de rebroussement
et qui vérie
(3) sup
x2R2
nh (x) = S + 4N   2.
Pour tout N = k+1  2, les N -hérissons de R2 dont la réalisation géométrique est
lhypotrochoïde  k paramétrée par k : [0; 2 (k + 1)] ! R2, t 7!
 
1k (t) ; 
2
k (t)

,
où
8>>><>>>:
1k (t) = 2k cos t+ (2k + 1) cos
k t
k + 1
2k (t) = 2k sin t  (2k + 1) sin
k t
k + 1
sont réguliers et vérient la relation (3). La gure 3 représente  k pour k = 1 et
k = 2.
3.a : (N;S) = (2; 0) 3.b : (N;S) = (3; 0)
Figure 3
Pour tout S 2 2N, nous pouvons ensuite faire apparaître successivement des
paires de rebroussements (comme indiqué à la gure 4) dans la région du plan où
lindice est minimal pour obtenir un N -hérisson qui admet exactement S points de
rebroussement et qui vérie encore (3).
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 !
Figure 4
Pour N = 1, tout N -hérisson régulier Hh  R2 vérie (3) et, pour tout S 2 2N,
nous pouvons faire apparaître successivement des paires de rebroussements dans la
région du plan où lindice est minimal pour obtenir un hérisson ayant exactement S
points de rebroussement et vériant encore (3). Pour S = 2, cela donne un hérisson
tel que le hérisson de fonction support h () =  7  4 cos (2)  cos (3) représenté
à la gure 5.
Le théorème 2 admet le ra¢ nement suivant lorsque h est une fonction de Möbius,
i.e. une fonction 2-périodique vériant h ( + ) =  h () pour tout  2 R :
Théorème 4. Soit h une fonction réelle 2-périodique et de classe C2 sur R
vériant h ( + ) =  h () pour tout  2 R. Notons S lélément de N[f1g qui
représente le nombre de zéros de la fonction h+ h00 sur [0; 2[. Nous avons :
(4) sup
x2R2
nh (x)  S;
où nh (x) 2 N[f1g est le nombre de zéros de la fonction hx () = h () hx; u ()i
sur [0; 2[.
Ce résultat peut naturellement être interprété en termes de hérissons projectifs :
Interprétation géométrique. Soit Hh un hérisson projectif de R2 et soit S
lélément de N[f1g qui représente le nombre de ses singularités comptées sur S1.
Nous avons :
sup
x2R2
nh (x)  S;
où nh (x) 2 N[f1g est le nombre de droites support coorientées de Hh passant
par x, cest-à-dire le nombre de zéros de lapplication hx () = h ()   hx; u ()i
sur [0; 2[.
Remarque. Légalité
sup
x2R2
nh (x) = S
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est vériée pour tout hérisson dont la réalisation géométrique est une hycycloïde
qui comporte un nombre impair de rebroussements, i.e. pour tout hérisson projectif
dont la fonction support est de la forme
h () = a cos  + b sin  + c cos [(2n+ 1) ] + d sin [(2n+ 1) ] ,
où (a; b) 2 R2, (c; d) 2 R2   f(0; 0)g et n 2 N.
Autres applications géométriques.
Comme nous lavions annoncé, ces résultats permettent de comparer le nom-
bre de sommets et le nombre maximal de droites normales concourantes pour une
courbe convexe de classe C3+ de R2 :
Corollaire 1. Soit Hh un N -hérisson de R2 de classe C3+. Notons S0 lélément
de N[f1g qui représente le nombre de ses sommets. Nous avons :
(5) sup
x2R2
n0h (x)  S0 + 4N   2;
où n0h (x) 2 N[f1g est le nombre de droites normales orientées de Hh passant
par x (comptées avec leur multiplicité), cest-à-dire le nombre de zéros de la dérivée
de hx () = h ()  hx; u ()i sur [0; 2N[.
Ce corollaire admet le ra¢ nement suivant dans le cas particulier dune courbe
convexe de largeur constante :
Corollaire 2. Soit Hh une courbe convexe de R2 de classe C3+. Notons S0
lélément de N[f1g qui représente le nombre de ses sommets. Si Hh est de largeur
constante (i.e. sil existe L 2 R tel que h ( + ) + h () = L pour tout  2 R),
alors
(6) sup
x2R2
n0h (x)  S0;
où n0h (x) 2 N[f1g est le nombre de droites normales orientées de Hh passant
par x, cest-à-dire le nombre de zéros de la dérivée de hx () = h () hx; u ()i sur
[0; 2[.
Comme la première harmonique non nulle de la fonction h0+h000 est alors néces-
sairement dordre N  3, le théorème de Sturm-Hurwitz nous assure que la courbe
Hh présente au moins 6 sommets. Rappelons que pour toute courbe convexe de R2
de largeur constante et de classe C2+, il existe un point de R2 par lequel passent une
innité de normales ou un ouvert formé de points par lesquels passent au moins
6 normales [7, Théorème 6]. Lauteur a déjà étudié à quelle(s) condition(s) néces-
saires(s) et su¢ sante(s) sur Hh, nous avons S0 = supx2R2 n0h (x) = 6 [10]:
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Par dualité projective, les théorèmes 2 et 4 permettent également de comparer
nombre de points dinexion et nombre maximal dintersections avec un grand-
cercle des courbes sphériques transverses aux méridiens. Le théorème de la balle
de tennis de V. I. Arnold nous assure que Toute courbe fermée simple et lisse qui
divise la sphère S2 en deux régions de même aire a au moins 4 points dinexion
([1]). Lauteur a donné dans [6] une preuve directe du cas particulier suivant :
Cas particulier du théorème de la balle de tennis de V. I. Arnold [1]. Considérons
sur la sphère unité S2 de R3, une courbe fermée, simple et lisse C qui est partout
transverse aux méridiens. Si la courbe C admet au plus 3 points dinexion, alors
elle est incluse dans un hémisphère ouvert de S2. En particulier, si la courbe C
divise la sphère S2 en deux régions de même aire, alors elle admet au moins 4
points dinexion. Dans cet énoncé, un point dinexion de C désigne un zéro de
sa courbure géodésique.
Par dualité projective, les théorèmes 2 et 4 nous donnent le résultat suivant :
Corollaire 3. Considérons sur la sphère unité S2 de R3, une courbe fermée,
simple et lisse C qui est partout transverse aux méridiens. Notons I lélément de
N[f1g qui représente le nombre de ses points dinexion, i.e. le nombre de zéros
de sa courbure géodésique. Nous avons :
(7) sup
v2S2
I (v)  I + 2;
où I (v) 2 N[f1g est le nombre de points dintersection de C avec le grand-cercle
de S2 \ v?, v? désignant le plan vectoriel de R3 orthogonal à v.
Si la courbe C est de plus invariante par antipodie, alors son nombre de points
dinexion I vérie
(8) sup
v2S2
I (v)  I.
2. Preuve des résultats et remarques complémentaires
Preuve des théorèmes 1 et 2. Comme ces deux théorèmes sont équivalents,
il nous su¢ t de démontrer le théorème 2: Démontrons donc, sous les hypothèses du
théorème 2, que linégalité
(9) nh (x)  S + 4N   2
est satisfaite pour tout x 2 R2. Comme cette inégalité est évidente lorsque S = +1,
nous supposerons que S est ni. Nous nous appuierons sur lobservation suivante.
Lemme. Pour toute droite D de R2, nous avons :
#(f 2 [0; 2N[ jxh () 2 Dg)  S + 2N .
Pour vérier ce lemme, nous pouvons supposer sans perte de généralité que D
est laxe Ox1, où (x1; x2) sont les coordonnées de x dans la base canonique de R2.
Dans ce cas, nous avons xh () =
 
x1h () ; x
2
h ()
 2 D si et seulement si x2h () = 0.
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Comme le théorème de Rolle nous assure que les zéros de
 
x2h
0
() = Rh () cos 
séparent ceux de x2h, il sensuit que nous avons bien
S  #(f 2 [0; 2N[ jxh () 2 Dg)  2N ,
puisque léquation cos  = 0 a exactement 2N solutions sur lintervalle [0; 2N[.
Distinguons deux cas.
Premier cas : x 2 R2 Hh. Nous avons alors nh (x) = 2 (N   ih (x)) en vertu du
théorème 3 de sorte que linégalité (9) est évidente si ih (x)  0. Nous supposerons
donc ih (x) < 0. Comme nous avons alors
2 (1 + jih (x)j) = 2 (1  ih (x)) = nh (x)  2 (N   1) ,
le lemme nous assure quil su¢ t de prouver lexistence dune droiteD  R2 vériant
#(f 2 [0; 2N[ jxh () 2 Dg)  2 (1 + jih (x)j) .
Pour ce faire, nous pouvons supposer que hxRhx change de signe sur R. En e¤et,
comme x 2 R2 Hh, hx change de signe en chacun de ses zéros de sorte que hxRhx
ne peut garder un signe constant que si Rhx (cest-à-dire Rh) change de signe en
chaque zéro de hx, mais alors nh (x)  S et (9) est donc bien vérié.
Or, le signe de hxRhx indique le sens de la concavité de Hh par rapport à x,
cest-à-dire en loccurrence le sens dans lequel
 () =
xh ()  x
kxh ()  xk
se déplace sur le cercle S1, où k:k est la norme euclidienne sur R2. Par conséquent,
si hxRhx change de signe sur R, il existe une droite D passant par x pour laquelle
#(f 2 [0; 2N[ jxh () 2 Dg)  2 (1 + jih (x)j) .
Deuxième cas : x 2 Hh. En vertu du premier cas, il su¢ t de prouver lexistence
dun y 2 R2   Hh tel que nh (x)  nh (y). Pour ce faire, nous allons étudier les
variations de nh sur une droite D passant par x et distincte des droites support
de Hh. Nous pouvons supposer sans perte de généralité que D est laxe Ox1 et que
x est lorigine 0R2 de R2. Le lemme nous assure que lensemble
 2 [0; 2N[ xh () 2 D i:e: x2h () = 0	
est ni et par conséquent quil existe un " > 0, tel que (] "; "[ f0g)\Hh = f0R2g.
Pour tout  2 R tel que cos  6= 0, la droite support déquation hx; u ()i = h ()
coupe Ox1 en un point (x1 () ; 0). Lapplication x1 : R 


2 + k jk 2 Z
	! R est
donnée par
x1 () =
h ()
cos 
,
de sorte que
x01 () =
h0 () cos  + h () sin 
cos2 
=
x2h ()
cos2 
.
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Par conséquent, sur toute composante connexe C de x 11 (] "; "[), lapplication
x1 : C ! R nest constante sur aucun sous-intervalle de longueur non nulle et son
sens de variation ne change quaux points isolés où x2h sannule en changeant de
signe (points pour lesquels Hh traverse laxe Ox1 en 0R2). Lapplication nh est
donc de la forme suivante sur ] "; "[ f0g :
nh (x1; 0) =
8<: 2 (p+ r) si   " < x1 < 0p+ q + 2r si x1 = 0
2 (q + r) si 0 < x1 < ",
où r 2 N et où
p = #(f 2 [0; 2N[ jx1 présente un maximum égal à 0 en g)
et
q = #(f 2 [0; 2N[ jx1 présente un minimum égal à 0 en g) .
Comme p+ q  2max (p; q), on en déduit que lon a bien :
9y 2 R2  Hh; nh (y)  nh (x) .

Preuve du théorème 4. Nous sommes ici dans le cas particulier où Hh est un
hérisson dont la fonction de support h est une fonction de Möbius, i.e. telle que :
8 2 R; h ( + ) =  h (). La paramétrisation xh est alors -périodique si bien
que xh () parcourt deux foisHh lorsque  décrit lintervalle [0; 2]. Par conséquent,
pour tout x 2 R2  Hh tel que hxRhx change de signe sur R, il existe une droite D
passant par x pour laquelle nous avons
#(f 2 [0; 2N[ jxh () 2 Dg)  2 (2 + jih (x)j) .
En reprenant pas à pas la démonstration du théorème 2, il sensuit que linégalité
(4) est bien satisfaite. 
Preuve des corollaires 1 et 2. Les deux observations suivantes permettent
de déduire ces corollaires des théorèmes 2 et 4 :
(i) Les sommets de Hh correspondent exactement aux points singuliers de sa
développée. Or, nous savons (cf. [11]) que la développée de Hh est le N -hérisson
de fonction support
@h () = h0

   
2

, ( 2 R) .
Le nombre de sommets de Hh est donc égal au nombre de zéros de R@h sur [0; 2N[.
(ii) Pour tout x 2 R2, nous avons :
8 2 R; (@h)x

 +

2

= (hx)
0
() ,
où (@h)x est la fonction dénie sur R par (@h)x () = @h ()  hx; u ()i.
Par conséquent, les corollaires 1 et 2 sont une simple application des théorèmes
2 et 4 au N -hérisson H@h. 
Preuve du Corollaire 3. Soit (e1; e2; e3) la base canonique de R3. Notons que
les bornes supérieures des ensembles

I (v)
v 2 S2	 et I (v) v 2 R2  f 1g	 sont
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égales du fait que la courbe C est transverse aux méridiens, i.e. aux grands-cercles
passant par e3.
En vertu des hypothèses, la courbe C admet une paramétrisation de la forme
h : S1  ! S2  R2  R
u 7 ! 1p
1+h(u)2
(u; h(u)),
où h : S1 ! R est la fonction support dun hérisson de R2. Les courbes C et Hh
peuvent être vues comme deux courbes projectivement duales : la section de S2
(resp. de R2  f 1g) par le plan vectoriel orthogonal à (xh(u); 1) (resp. h(u))
est le grand cercle de S2 tangent à C en h(u) (resp. la droite support du hérisson
Hh  f 1g  R2  f 1g de vecteur normal (u; 1)). Les points dinexion de C
correspondent donc exactement aux points singuliers du hérisson xh : S1 ! R2.
Par ailleurs, il est immédiat que pour tout v = (x; 1) 2 R2  f 1g, les points
dintersection de C avec le grand-cercle S2 \ v? correspondent exactement aux
droites support coorientées de Hh passant par x 2 R2, i.e. aux zéros de la fonction
hx (u) = h (u)  hx; ui sur S1. Les inégalités annoncées sont donc une conséquence
directe de celles des théorèmes 2 et 4. 
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