Competitive Optimality of Source Codes optimal coding is considered and the following is proved. 1) If the competitively optimal code exists for a glven source probability p(z), then it also attains the minimum expected codeword length 2) If the Huffman code tree for p(z) is unbalanced in probability weight, then the competitively optimal code does not exist. Furthermore, the relation between competitively optimal coding and game theory is considered. In source coding, performance is usually evaluated by the expected codeword length and it is well known that the Huffman code minimizes it for a given source probability p(x), z E x. Such evaluation is considered valid since the expected cost to transmit the coded data is proportional to its expected length.
Ph
However, if we want to transmit a datum only once and faster than a competitive opponent, i.e., if we lay weight on the fast transmission against a competitive opponent rather than the expected transmission cost, then the expected codeword length is no longer a good measure of the performance. To evaluate such cases, Cover [l] introduced the concept of the competitive optimality for source codes.
Let X E x be a source output random variable which is determined by p(x), and let 1,~ (z) be the codeword length of symbol z by a binary code A. 
Pr{lA(x) < IB(~)> > Pr{lA(X) > lB(x)}.
Furthermore, if code A competitively dominates all other uniquely decodable codes, then codeA is said to be competitively optimal. For simplicity, we use the notation "codeA 5 codeB" to represent that codeA competitively dominates codeB. We also use codeA 4 codeB to stand for the fact that codeA competitively dominates codeB strictly, i.e., (1) holds without equality.
The Huffman code attains the minimum expected codeword length for any p(z) and it is competitively optimal for some p(x), e.g., p(z) shown in Table I .' However, the Huffman code is not always competitively optimal. Furthermore, the competitively optimal code does not exist for some p(x). For instance, the Huffman codeA shown in Table II is competitively dominated by codeAn, and the competitively optimal code does not exist for this source because a Theorem 2 shows that the Huffman and Shannon codes are competitively optimal within 1 bit. However, if we remove this l-bit handicap, the Huffman (or Shannon) code may not be competitively optimal.
In this correspondence, we prove that if the competitively optimal code exists for a given p(z), then it must have the same codeword length that the Huffman code has, i.e., it minimizes the expected codeword length. Furthermore, we also show that if the competitively optimal code exists, then it must satisfy a balance condition in the code tree weighted with p(z). The problem of competitively optimal coding can be considered as a kind of two-person game. In Section III, we treat the problem from the viewpoint of game theory.
In the following sections, we consider only prefix codes without loss of generality because, for any uniquely decodable code, there is a prefix code with the same codeword length.
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IEEE Log Number 9414740. ' In this case, the competitive optimality of the Huffman code A can easily be proved by calculating
II. ALGORITHMTOCONSTRUCTACOMPETITIVELYDOMINATINGCODE For simplicity, we use the following notation to represent a code tree, in which each leaf corresponding to x E x is weighted with P(X).
TA: Code tree of code A.
TA(~):
Subtree of TA that has node 8 as its root. For simplicity, the subscript A is often omitted and the term node is used to denote an internal node or a leaf.
Depth of node 0. The depth of the root is zero.
for all other prefix codes B. Probability weight of node 8, which is the sum of the probabilities of leaves included in subtree TA (O), i.e.,
W(O) = c P(X). -T/i(@)
Assume that a codeA is given. Now we consider how we can derive another codeB from TA such that codeB 4 code A. 
holds for the removed node y in Case 1, and
holds for Case 2. Hence, in both cases, the derived code B satisfies codeB < codeA. By invoking these two cases, we obtain the following algorithm which gives a competitively dominating codeB for a given codeA.
Algorithm I:
Step 1 Make code tree TA from the given codeA.
Step 2 Check Case 1, i.e., if TA is not complete, then remove the incomplete node with only one child and exit.
Step 3 Let d be the maximum depth of the tree TA. Repeat the following until d = 1.
Permute subtrees T(ed) in order of w(ed).
3.2 Recalculate the probability weights for nodes of depth d -1, i.e., w(@&,).
3.3 Check Cw.2, i.e., if there exist nodes ed and od-1 such that w{@d-1) < w(ed), then exchange T(@d) and T(@d--l) -and exit. 3.4 d := d -1.
When the above algorithm is applied to a given codeA, it finishes with "exit" at Steps 2 or 3.3 or it finishes with "d = 1." If the algorithm finishes with "exit", the constructed codeB satisfies codeB 4 codeA because such cases correspond to Cases 1 or 2.
On the other hand, if the algorithm finishes with "d = 1," the constructed codeB satisfies ZB(~) = IA(Z) for all z because the modification of the code tree occurs only at Step 3.1, which does not change the length of the codewords. Furthermore, codeB satisfies the sibling property [3] because all subtrees T(@d) are permuted in order of their probability weight W (6d) at each depth d and they satisfy w(@d) < w(@&,) for any @d and 8&-l. Since the code satisfying the sibling property is a Huffman code, the codeB is a Huffman code.
In the sequel, if la(z) is not equal to the codeword length of the Huffman code, i.e., if codeA does not attain the minimum expected codeword length, then we can construct codeB from codeA by Algorithm 1 such that codeB -i coded, which means that codeA is not competitively optimal. Hence, we obtain the next theorem.
Theorem 3: If the competitively optimal code exists for a given p(z), then it also attains the minimum expected codeword length.
We note from Theorem 3 that if a Huffman code is not competitively optimal, then the Huffman code becomes deadlocked with two or more other codes. The example shown in Table II is such a case.
The optimality of the minimum expected codeword length is meaningfully defined for long-term transmission while the competitive optimality is meaningfully defined for only one transmission. We intuitively think that the optimal transmission for the long term can be attained by repeatedly using the optimal code for only one transmission although the converse is not always true. Theorem 3, coincides with this intuitive thought.
Next we consider what kind of Huffman code cannot become competitively optimal. We note from Theorem 1 that if the code tree is perfectly balanced in probability weight, the code is competitively optimal. Hence, it might be predicted that the Huffman code is not competitively optimal if the code tree is unbalanced.
Dejinition 2: We say that nqde @d-L is unbalanced in probability weight if for its tW0 children 8d and @d, assume W[ed) 2 w(ed) without loss of generality, there exists a leaf z E T(@d) such that
If some leaf % E T(i,j) satisfies (3), we can obtain a more balanced tree by moving % from T( 6,) into T( 6,). Hence, the above definition is valid. For a given codeA with such an unbalanced node, we can derive codeB (-i codeA) as follows: Case 3: If there exists an unbalanced node 8&-l in a given code tree TA, then modify the subtree T(e&1) by rearranging subtrees T(tid), T(ed) and leaf z as shown in Fig. 3 . In the constructed codeB, the codewords corresponding to the leaves in T(od) except the leaf x become one bit shorter than the codeA while the codewords corresponding to the leaves in T(ed) become longer. Hence, we obtain from (3) that
which means that codeB 4 coded. We easily note that even if nodes 8d and e, are not siblings, the modification of CaSe 3 iS effective only if e*,j and id are in the same depth and satisfy (3). Furthermore, even for z 61 T(dd), we can construct a competitively dominating codeB if (3) holds and 
it satisfies codeB 4 codeA from (3). This idea can be generalized for nodes in multiple depths as shown in i.e., all T(@)) and T(@)) are disjoint 3) x @ u;T(B"(i)) 
C[W(P) -W(P)] > p(x)
then we say that TA is unbalanced. Otherwise, we say that it is balanced. Then, we have the following theorem. Theorem 4: If the code tree of the Huffman code for p(x) is unbalanced, it is not competitively optimal.
In the case of Table II , the code tree of the Huffman code, codeAl, is unbalanced as shown in Fig. 6 . Hence it is not competitively optimal.
Concerning Theorem 4, we have the following conjecture. Conjecture 1: A Huffman code is competitively optimal if and only if its code tree is balanced.
When the cardinality of x, 1x1, is small, e.g., 1x1 = 3,4,5,6, we can prove by checking every Huffman code that the converse of Theorem 4 holds, i.e., the above conjecture is correct. However, it seems to be difficult to prove the converse for any 1x1.
We note that in some special cases, the balance condition can easily be checked. For instance, in the case that all leaves have the same depth, we can easily prove that
if all nodes of the Huffman code tree T are permuted in order of their weight like Step 3.1 in Algorithm 1. However, it also seems to be difficult to derive an algorithm to efficiently check whether or not any given Huffman code is balanced.
III. GAME-THEORETIC APPROACH
The problem treated in the previous sections can be considered as a symmetric zero-sum two-person game from the viewpoint of game theory [4] .
In the zero-sum two-person game, two players Pi and Pz are assumed to have their strategies II, = {si, s2,. . . , s,} and II2 = {t1,t2,... , t, }, respectively. When player Pi and player P2 take strategies s; and t,, respectively, PI and Pz get their payoff ail and bZ3(= -ui,), respectively. If m = ti and aJi = --a,j, the game is called symmetric. Each player tries to make his payoff as large as possible.
It is well known that the optimal strategy of each player exists if and only if maxmina,, = ' A 2 j mj'n m,ax ai = a,*j* (8) holds where s,* and t,* are the optimal strategies.
In our problem, the player's strategies are prefix codes A,, i.e., II b Iii =lIz = {Al,Az,...}, andthepayoff at3 isgivenby
for the case of the competitive optimality, and
for the case of the minimum expected codeword length. We can easily show that (8) holds for the latter case. Hence, the optimal Huffman code always exists. However, it does not always hold for the former case, i.e., the optimal strategy does not always exist. The source shown in Table II is such an example. In the above, we considered the so-called pure strategy, i.e., we assumed that each player takes only one strategy A; E II. However, we can also consider the so-called mixed strategy which is the case that player Pe, L = 1,2, can take each strategy A; with probability qje), and the performance is evaluated by the expected payoff A mixed strategy can be represented by a probability vector q(') = (qi"', 41e), 8, .)> c, de) = 1, and a pure strategy can be considered as a special case of mixed strategies such that qce) = (0, 0, . '. ) 0, 1, 0, . . . , 0). In order to realize a mixed strategy in the data transmission, the transmitter and receiver must agree to the actually used code every transmission. However, this can be easily attained by once sharing a secret seed of a pseudorandom number between the transmitter and receiver via a secrete channel.
Obviously, if the optimal pure strategy exists for a given p(z), it is also the optimal mixed strategy for p(x). It is well known from game theory that the optimal mixed strategy always exists3 even for the case that the optimal pure strategy does not exist. Furthermore, the 3The optimal mixed strategy is not always unique.
optimal mixed strategy for a given p(z) can be obtained by solving the equivalent linear programming problem. For instance, consider the source shown in Table II . In this case, there exist thirteen different codes4, AI, . . . , AIS including codes AI, AZ, A3 shown in Table II , that satisfy the Kraft inequality with equality. By applying the linear programming technique to this problem, we obtain the competitively optimal mixed strategy that is given by5 q*= (~&;,o,o )...) 0).
However, it is generally difficult to obtain the optimal mixed strategy of az for any x and p(x) because III 1, the cardinality of the strategies, becomes huge as 1x1 becomes large. Hence, the following open problem is raised: "Obtain a simple algorithm to calculate the optimal mixed strategy of a$ for a given x and p(x)." As shown in Theorem 3, the optimal pure strategy of a$, if it exists, attains the minimum expected codeword length. However, the optimal mixed strategy of ug does not attain the minimum expected codeword length, which is averaged by p(x) and q(l), for the case that the optimal pure strategy does not exist. This fact is easily noticed because the optimal mixed strategy for such cases assigns positive probabilities to non-Huffman codes.
Finally we point out that we can consider other payoff functions. For instance, we can consider 
Since
holds, the tie is considered as the half value of the win in the case of oz. On the other hand, the tie is considered as loss or win in cases of (11) and (12), respectively. Since a;j + b;j is no longer constant in cases of (11) and (12), these cases are called nonzero-sum games, which are also well-studied in game theory. But to obtain a simple algorithm to derive the equilibrium strategy for our problems is another open problem.
IV. CONCLUDING REMARKS
In this paper, we treated the competitively optimal source-coding problem and we showed that the competitively optimal code also attains the minimum expected codeword length. Furthermore, some open problems were pointed out.
In Section I, we explained that the competitively optimal code can be used when we want to transmit a datum only once and faster than a competitive opponent. One may think that the competitively optimal code is of little use because the data transmission rate is usually very high and, hence, the transmission time difference between the competitively optimal code and other codes is very small in one transmission. However, the competitively optimal code can be used for various purposes, including diagnostic systems with tree search. In the case that each diagnosis takes relatively long time, the competitively optimal code tree gives us a useful optimal search strategy to beat competitive opponents. 4Codes with the same codeword length are treated as the same code. 5 In this case, the expected payoff against a pure strategy At, t = 1,2, or 3, is zero. However, this does not mean that pure strategy Ap is optimal because if a player uses the pure strategy, e.g., Al, then we can beat the player by the pure strategy AZ. On the contrary, we can never beat the player with the mixed strategy Q* even if we use any mixed strategy 9. In this sense, q* is optimal.
properties. Immink [4] considered the concatenation of Hamming distance improving codes and dc-balanced codes.
Given the complexity of the Euclidean distance measure, it is not a trivial task to find code sets with prescribed minimum distance. Useful tables that list the (upper or lower bound to the) maximum cardinality of code sets with prescribed minimum Hamming distance have been published [5] . Similar tables for codes with prescribed minimum Euclidean distance are not available.
After a section with preliminaries and definitions, we will proceed as follows. The preceding technique for trellis codes from [l] is applied to block codes. The distance properties of [2] will be shown to hold for codeword sets with fixed, not necessarily zero, moments as well. This offers the possibility to obtain code sets larger than in [2] . A new construction, generalizing the concatenation scheme from [4] , will be given. It will be shown that, provided that TZ < 10 or n = 12, the set of words of minimum disparity is maximal, i.e., addition of a single word to the given set will reduce the minimum Euclidean distance. For n = 11 and n 2 13, it will be shown that certain codewords having a constraint on the maximum runlength can be used to enlarge the set of words of minimum disparity without reduction of the minimum Euclidean distance. Upper and lower bounds to the size of codes with minimum squared Euclidean distance greater than unity will be furnished. We end by listing, for small code lengths, the maximum cardinality of sets achieving a given minimum Euclidean distance.
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