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Abstract—This paper explores a deep reinforcement learning
approach applied to the packet routing problem with high-
dimensional constraints instigated by dynamic and autonomous
communication networks. Our approach is motivated by the
fact that centralized path calculation approaches are often
not scalable, whereas the distributed approaches with locally
acting nodes are not fully aware of the end-to-end performance.
We instead hierarchically distribute the path calculation over
designated nodes in the network while taking into account the
end-to-end performance. Specifically, we develop a hierarchical
cluster-oriented adaptive per-flow path calculation mechanism by
leveraging the Deep Double Q-network (DDQN) algorithm, where
the end-to-end paths are calculated by the source nodes with
the assistance of cluster (group) leaders at different hierarchical
levels. In our approach, a deferred composite reward is designed
to capture the end-to-end performance through a feedback signal
from the source nodes to the group leaders and captures the local
network performance through the local resource assessments by
the group leaders. This approach scales in large networks, adapts
to the dynamic demand, utilizes the network resources efficiently
and can be applied to segment routing.
Index Terms—hierarchical routing, dynamic routing, segment
routing, path calculation, deep double Q-network
I. INTRODUCTION
Routing is one of the most challenging problems in internet
protocol (IP) packet networking, with the general form of
its optimization being interpreted as the NP-complete multi-
commodity flow problem [1]. The key factors contributing to
the routing complexity are the large number of concurrent
demands, each with specific desired quality of service (QoS)
constraints, and limited shared resources in the form of number
of links and their limited capacities. In large-scale networks
with high-dimensional end-to-end QoS constraints, the routing
algorithm requires incorporation of additional attributes such
as delay, throughput, packet loss, network topology and other
traffic engineering (TE) factors. On top of that, the recent
transformation of the IP networking towards a virtualized
architecture and an autonomous control plane further increased
the routing challenge by introducing more dynamism to the
network operation. The traffic profiles in such scenarios are
subject to change in much smaller time-scales, and given such
a dynamism in hand, a significantly short reaction time is
required which results in significant cost increase in the path
computation making it harder for a central control to compute
all real-time routes in a large-scale network.
Today, source routing methods such as segment routing
[2] in conjunction with path computation elements (PCEs)
[3] provide much-needed capabilities to resolve many of
these routing challenges, by allowing intermediate nodes to
perform routing decisions thus offloading centralized path
computation entities of the network. The reliance on central
control nodes still stands as an open issue as the network
scales, therefore, motivating us in to study and find a balance
between centralized-vs-decentralized operation. In this paper,
we propose a hierarchical routing scheme leveraging the recent
advances in deep reinforcement learning (DRL), to manage
the complexities of routing problem. In order to distribute
the route computation load in large-scale networks while
taking into account the end-to-end performance, we develop a
hierarchical QoS-aware per-flow route calculation algorithm. In
our approach, the nodes in the network are grouped (clustered),
based on specific criteria such as the latency between the
nodes, with each group having a designated leader assigned
either autonomously or predefined by the network operator.
The end-to-end route from a source node to a destination is
calculated by the source node with the assistance of group
leaders at different hierarchical levels. The group leaders select
links based on the local information available such as link
utilizations and delays while taking into account the global
view of the network through the feedback of the source nodes.
In our approach, while the stateful computations are done at
the source nodes, the assisting group leaders behave as stateless
functions for per-route computation threads. The dynamically
computed routes are directly applicable to segment routing for
establishment of the packet flows. The group leaders in this
regard provide assistance to route calculation based on their
local network conditions, while the source nodes maintains
responsibility of assembling the end-to-end route.
The remainder of this paper is organized as follows. Section
II provides a brief overview about reinforcement learning (RL)
and the related work applying RL in the routing problem.
Section III includes our formulation of the hierarchical routing
problem and our DRL-enabled routing algorithm. We evaluate
the performance of proposed approach in Section IV, and
finally, concluding remarks are provided in Section V.
II. BACKGROUND AND RELATED WORK
We start with a brief overview of the relevant aspects of RL
in section II-A, and then review some of the recent approaches
utilizing RL on packet routing problem in section II-B.
A. Background: Reinforcement Learning
Model-free methods enable an agent to learn from experience
while interacting with the environment without prior knowledge
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of the environment model. The agent at time step t observes
the environment state St ∈ S, takes an action At ∈ A,
gets a reward Rt+1 ∈ R ⊂ R at time t + 1 and the state
changes to St+1. In Monte Carlo approaches applied to episodic
problems, where the experience is divided into episodes such
that all episodes reach a terminal state irrespective of the
taken actions, the value estimates are only updated when
an episode terminates. While the values can be estimated
accurately in these approaches, the learning rate could be
dramatically slow. In contrast, in temporal-difference (TD) the
value estimates are updated incrementally as the agent interacts
with the environment without waiting for a final outcome by
bootstrapping. Therefore, TD learning usually converges faster.
In TD learning, the goal of the agent is to find the optimal
policy pi∗ maximizing the cumulative discounted reward which
can be expressed as follows
pi∗ = argmax
pi
Epi
[ ∞∑
k=0
γkRt+k+1|St = s,At = a
]
, (1)
where 0 ≤ γ ≤ 1 is the discount factor.
The Q-learning algorithm [4] is one of the off-policy TD
control techniques in which the agent learns the optimal action-
value function independent of the policy being followed. In
Q-learning, the action-value function is updated as follows
Q(St, At)← Q(St, At)+
η
(
Rt+1 + γmax
a
Q(St+1, a)−Q(St, At)
)
, (2)
where η is the learning rate. We denote by Yt the TD target
which is given by
Yt = Rt+1 + γmax
a
Q(St+1, a), (3)
and we denote the TD error by δt which is expressed as follows
δt = Yt −Q(St, At), (4)
which measures the difference between the old estimate and the
TD target. Q-learning however suffers from an overestimation
problem as the maximization step leads to a significant positive
bias that overestimates the actions. Double Q-learning [5]
avoids this problem by decoupling the action selection from the
action evaluation. The first Q-function finds the maximization
action and the second Q-function estimates the value of taking
this action which leads to unbiased estimate of the action-values.
Specifically, double Q-learning alternates between updating
two Q-functions Q1 and Q2 as follows
Q1(St, At)← Q1(St, At)+
η
(
Rt+1 + γ Q2(St+1, argmax
a
Q1(St+1, a))−Q1(St, At)
)
,
Q2(St, At)← Q2(St, At)+
η
(
Rt+1 + γQ1(St+1, argmax
a
Q2(St+1, a))−Q2(St, At)
)
.
(5)
In large-scale RL problems, storing and learning the action-
value function for all states and all actions is inefficient. In order
to tackle these challenges, the action-value function is usually
approximated by representing it as a function parameterized by
a weight vector θ instead of using a table. This approximated
function can be a linear function in the features of the state,
where θ is the feature weights vector, or can be computed
for instance using a deep neural network (DNN), where
θ represents the weights of the neural network. The deep
Q-networks (DQN) algorithm [6] extends the tabular Q-
learning algorithm by approximating the action-value function
and learning a parameterized action-value function instead.
Specifically, an online neural network whose input is the state
s outputs the estimated action-value function Q(s, a;θt) for
each action a ∈ A in this state, where θt are the parameters of
the neural network at time t. In DQN, a target neural network
with outdated parameters θ−t , that are copied from the online
neural network every τ steps, is used to find the target of the
RL algorithm. Deep learning algorithms commonly assume
the data samples to be independent and correlated data can
significantly slow down the learning [7]. However, in RL the
samples are usually correlated. Therefore, an experience replay
memory is used in DQN to break the correlations. Specifically,
the replay memory stores the agent experience at each time
step and a mini-batch of samples is drawn uniformly at random
from the replay memory to train the neural network.
In order to tackle the overestimation issue of DQN, the
deep double Q-network (DDQN) algorithm [8] extends the
tabular double Q-learning algorithm by using an online neural
network θt that finds the greedy action and a target neural
network θ−t that evaluates this action. Since sampling uniformly
from the memory is inefficient, a prioritized experience replay
(PER) approach was developed in [9] such that the samples are
drawn according to their priorities. In [10], a dueling network
architecture was developed that estimates the state-value
function and the state-dependant action advantage function
separately. In [11], the Rainbow algorithm was developed by
combining some of the recent advances in DRL including
DDQN, PER, dueling DDQN among other approaches.
B. Related Work: Reinforcement Learning Based Routing
In a dynamic network, where the availability of the resources
and the demand change frequently, a routing algorithm needs
to adapt and use the resources efficiently to satisfy the QoS
constraints of the different users, therefore the routing problem
is a natural fit for application of RL.
There have been extensive research efforts in developing RL-
based adaptive routing algorithms in the literature [12]–[15]. In
[12], a Q-learning based routing approach known as Q-routing
was developed with the objective of minimizing the packet delay
in a distributed model in which the nodes act autonomously. In
this approach, a node x estimates the time it takes to deliver a
packet to a destination node d based on the estimates received
from each neighbor y indicating the estimated remaining time
for the packet to reach d from y. This update is known
as the forward exploration. The Q-routing algorithm was
shown, through simulations, to significantly outperform the non-
adaptive shortest path algorithm. In [13], a dual reinforcement
Q-routing (DRQ) approach was proposed that incorporates an
additional update known as the backward exploration update
which improves the speed of convergence of the algorithm. In
order to address the different QoS requirements, the routing
algorithm needs to consider other factors such as packet loss
and the utilization of the links beside the delay. In [16], an RL-
based QoS-aware routing protocol algorithm was developed for
software-defined networks (SDNs). Based on the transmission
delays, queuing delays, packet losses and the utilization of the
links, a RL routing protocol was developed and shown through
simulations to outperform the Q-routing protocol.
Taking high-dimensional factors into account makes the
tabular Q-learning approaches intractable and DRL techniques
provide a promising alternative that can address this issue by
approximating the action-value function efficiently. Recently,
there has been much interest in using deep learning techniques
to address the packet routing challenges [17]–[24]. A DRL
approach for routing was developed in [17] with the objective
of minimizing the delay in the network. In this approach, a
single controller finds all the paths of all source-destination
pairs given the demand in the network which represents
the bandwidth request of each source-destination pair. This
approach however results in a complex state and action spaces
and does not scale for large networks as it depends on a
centralized controller. Moreover, in this approach, the state
representation does not capture the network topology. Motivated
by the high complexity of the state and action representations
of the approaches proposed in [17], [18], a feature engineering
approach has been recently proposed in [22] that only considers
some candidate end-to-end paths for each routing request.
This proposed representation was shown to outperform the
representation of the approaches proposed in [17], [18] in
some use-cases. In attempt to address the difficulties facing the
centralized approaches, a distributed multi-agent DQN-based
per-packet routing algorithm was developed in [25], where the
objective is to minimize the delay in a fully distributed fashion
without exchanging control information.
III. HIERARCHICAL DEEP REINFORCEMENT LEARNING
PATH CALCULATION
In this section, we describe our DRL-enabled approach to
the packet routing problem. We detail our network model and
provide a high level overview of our path calculation approach
in section III-A. We formulate the path calculation problem
as a RL problem in section III-B. Finally, we present our
DRL-based path calculation algorithm in section III-C.
A. Network Model
We start with our notations. We use bold fonts for vectors.
For a vector x, we denote the i-th element by x[i] and the
elements x[i],x[i+ 1], · · · ,x[j] by x[i · · · j]. In a graph G =
(V, E), where V is the set of vertices and E is the set of edges,
e[1] and e[2] denote the two end points of the edge e ∈ E .
We model the network as a directed graph G = (N , E),
where N is the set of nodes and E is the set of edges
representing the links between the nodes. The queuing delay
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Fig. 1. Hierarchical dynamic routing for the case where H = 3.
of node u at time t is denoted by qu(t). A link e ∈ E has
a capacity that is denoted by ce. The utilization of a link
e ∈ E at time t, denoted by υe(t), is the ratio between the
current rate and the capacity of the link. The transmission
delay of a link e ∈ E is denoted by de(t) and the packet loss
probability is denoted by pe(t). The nodes are clustered into
groups at H hierarchical levels based on a certain criteria such
as latency between the different nodes as shown in Fig. 1. The
1-st level is the lowest level in the hierarchy and the H-th level
is the highest. We refer to a node v ∈ N by its identity and a
group vector gv representing how this node is located in the
hierarchy. The group vector is of length H and the elements
from left to right represent the lowest to the highest level using
the identifiers of the group at those levels. Each group has a
designated leader denoted by l(h)g , where g is the group vector
of the group leader and h is the group level.
A source node u ∈ N that issues a route request to a
destination node v ∈ N can find a path P by the assistance
of different group leaders at different hierarchical levels.
Specifically, u sends a route request to its local group leader
at the 1-st level. This group leader compares its group vector
gu with the group vector of the destination node gv and
searches for the highest level in the hierarchy in which
they differ denoted by fu,v, starting from the highest level.
This group leader then sends a route request to the group
leader at level fu,v + 1 requesting a route segment between
gu[fu,v] and gv[fu,v]. The group leader then finds all possible
links Egu[fu,v ],gv [fu,v ] that can connect gu[fu,v] and gv[fu,v]
according to the desired QoS constraints and chooses a link
from these possible links according to the routing policy. This
process repeats until a path P from u to v is calculated.
In order for the source u to initiate a routing request
to v it calls the RouteRequest procedure shown in Al-
gorithm 1 with the input tuple (gu,gv, H) which returns
a path P that connects u and v. The RouteRequest
algorithm depends on two procedures. The first procedure,
FindLinks(gv1 [h],gv2 [h], h), finds all links that can con-
nect gv1 [h] and gv2 [h] at level h and returns the links
among them corresponding to the desired QoS require-
ments denoted by Egv1 [h],gv2 [h]. The second procedure,
ChooseLink(Egv1 [h],gv2 [h]), returns a link selected fromEgv1 [h],gv2 [h]. The ChooseLink procedure needs to adapt
to the dynamic aspects of the routing network such as the
utilizations, delays, queue lengths and preferences of the source
node. Hence, we design an adaptive ChooseLink procedure
based on DRL in the next subsection.
Algorithm 1 RouteRequest (gv1 ,gv2 , h′)
for h = h′, h′ − 1, · · · , 1 do
if (gv1 [h] 6= gv2 [h]) then
l = l
(h+1)
gv1
. l
(h+1)
gv1
= l
(h+1)
gv2Egv1 [h],gv2 [h] = FindLinks(gv1 [h],gv2 [h], h)
e = ChooseLink(Egv1 [h],gv2 [h])
P = P ∪ e . add e to the path P
u1 = e[1], u2 = e[2]
RouteRequest(gv1 ,gu1 , h− 1)
RouteRequest(gu2 ,gv2 , h− 1)
return P
B. Reinforcement Learning Formulation
In this subsection, we formulate the link selection problem as
a model-free RL problem. Each group leader is a DRL agent
that observes local information and feedback of the source
nodes and acts accordingly. We now describe the state space S ,
the action space A and our composite reward design approach.
State space. The state of a group leader l at time t, St ∈ S ,
consists of the partial group vectors (gv1 [k · · ·h],gv2 [k · · ·h])
which represent the network topology, where k ≥ 1 is a
parameter that can be chosen based on memory constraints
of the routing nodes. The state also includes utilization and
transmission delays of the set of possible links Egv1 [h],gv2 [h].
That is, the state is given by
st = (gv1 [k · · ·h],gv2 [k · · ·h], {ue(t), de(t)}e∈Egv1 [h],gv2 [h]).
Action space. The action At ∈ A of the group leader l
represents the link e ∈ Egv1 [h],gv2 [h] that the group leader
chooses for the routing request.
Reward. The group leader l at state St that takes an action
At ∈ A gets a reward Rt+1 ∈ R. We design a composite
reward [20] such that it captures both the global and the local
aspects of the path calculation problem as follows.
• Global Reward. The group leader takes actions based
purely on the local information available, without knowing
the effect of these actions on the end-to-end QoS-type
constraints. Hence, we design a global reward control
signal to address this issue that is assigned to all group
leaders involved in the routing of a certain flow without
distinction. Specifically, a source node u that issues a route
request to a destination node v sends a control signal yu,v
to the group leaders involved in the routing that is between
0 and 1 indicating the satisfaction of the source about the
selected path. We note that the global reward signal may
not be instantaneous as the source does not continuously
send it. Instead, the source sends it from time to time
and we assume the group leaders receive it T steps after
choosing the path. That is, the global reward of the group
leader that selects a link e ∈ Egv1 [h],gv2 [h] in state st is
expressed as follows
rGt+T = w1yu,v, (6)
where w1 ≥ 0 is the weight of the global reward.
• Local Reward. The local reward is assigned individually
to each group leader based on the individual contribution.
Specifically, the local reward depends on the queuing
delay, transmission delay, packet loss of the selected link
and how well is the group leader balancing the load over
possible links. The local reward is expressed as follows
rLt+1 = w2 1(υe(t) ≤ υth)− w3 (ql(t) + de(t))−
w4 pe(t) + w5 exp (−
∑
e′∈Egv1 [k],gv2 [k]
|υe′(t)− υ(t)|),
(7)
where w2, w3, w4, w5 ≥ 0 are weights that can be chosen
by the network operator, υth denotes a utilization threshold
that it is undesirable to exceed and υ(t) denotes the
average utilization of links in Egv1 [h],gv2 [h] given by
υ(t) =
1
|Egv1 [h],gv2 [h]|
∑
e′∈Egv1 [h],gv2 [h]
υe′(t). (8)
Therefore, the composite reward combining global and local
rewards is given by
rt = r
G
t + r
L
t . (9)
C. Deep Double Q-Routing with PER
We consider a model-free, off-policy algorithm based on
DDQN algorithm developed in [8] as depicted in Fig. 2 and
given in Algorithm 2. As we have explained in Section II-A, the
action selection uses an online neural network with weights θt,
referred to as Q-network, to estimate the action-value function.
The input of neural network is the state of group leader s and
outputs are the estimated action-value function Q(s, a;θt) for
each action a ∈ A in that given state, where each output unit
corresponds to a particular action (link). The action evaluation
uses a target network with weights θ−t , which is a copy of
the online network weights that is updated every τ steps as
θ−t = θt. The target is expressed as follows
Yt = Rt+1 + γQ(St+1, argmax
a
Q(St+1, a;θt);θ
−
t ), (10)
and the parameters θt are updated as follows
θt+1 = θt + η(Yt −Q(St, At;θt))∇θtQ(St, At;θt). (11)
We use experience replay memory M of size M to store
the experience of a group leader at each time step t as
(st, at, rt+1, st+1). These experiences are replayed later at a
rate that is based on their priority, where the priority depends
on how surprising was that experience as indicated by its
TD-error. Specifically, we use a proportional priority memory
where the priority of transition i is expressed as follows
pi = |δi|+ ′, (12)
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Fig. 2. The learning architecture of the group leader.
where δi is the TD-error of transition i and ′ > 0 is a constant.
The probability of sampling a transition i from M is given by
Pi = p
α
i /
∑
j
pαj , (13)
where α is a parameter that controls the level of prioritization
and α = 0 corresponds to the uniform sampling case. Sampling
experiences based on the priority introduces a bias, where
importance-sampling (IS) can correct this bias. In particular,
the IS weight of transition i is given by
wi =
(
1
M
.
1
Pi
)β
, (14)
where β is defined by a schedule that starts with an initial
value β0 and reaches 1 at the end of learning. These weights
are normalized by the maximum weight maxi wi.
IV. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our approach
on OpenAI Gym [26] considering the topology shown in Fig.
3 and Fig. 4. We consider a dense neural network for the agent
with 2 hidden layers, RMSprop optimizer [27] and Huber loss.
The hidden layers have 32 neurons each and have rectified
linear unit (ReLU) activation function. The output layer has a
linear activation function. We have selected our parameters as
shown in Table I and Table II.
As a matter of showcase, we pick the source-destination pair
(u1, u16) and focus mainly on the utilization components of
our reward. The source generates random flow requests with
random durations and the group leader of group 40 selects
a link from link 1, link 2 and link 3 to connect group 30
and group 31. Therefore, based on which link is selected,
we consider 3 paths between this source-destination pair. We
assume that the source prefers the path that involves link 1,
then prefers the path that involves link 2, then the path through
link 3. Specifically, the source assigns a global reward of 1 to
the first path, global reward of 0.5 to the second path and a
global reward of 0.3 to the third path.
In Fig. 5, we show the utilizations of three links that group
leader 40 manages. In the first M steps, the group leader
Algorithm 2 ChooseLink (Egv1 [h],gv2 [h])
Parameters: Replay memory size M , mini-batch size m, replay
period K, exponents α, β, discount factor γ, learning rate η,
exploration rate , update period τ
A ← Egv1 [h],gv2 [h]
Observe current state st and reward rt
Store transition (st−1, at−1, rt, st) in M with priority pt =
maxi<t pi
if t mod τ == 0 then
Update the target network weights θ−t ← θt
if t mod K == 0 then
Initialize ∆ = 0 . ∆ is used to update θt
for j = 1, 2, · · · , k do
Sample transition j
(sj , aj , rj+1, sj+1) ∼ Pj = pαj /
∑
i
pαi
Compute target
yj+1 = rj+1 + γQ(sj+1, argmax
a
Q(sj+1, a;θt);θ
−
t )
Compute IS weight wj = (MPj)−β
Normalize IS weight wj ← wj/maxi wi
Compute TD-error δj = yj+1 −Q(sj , aj ;θt)
Update priority pj ← |δj |
Update the weight-change
∆← ∆ + wj .δj∇θtQ(sj , aj ;θt)
Update online weights θt+1 ← θt + η.∆
Choose an action (link) at from st -greedily as follows
pi(at|st) =
{
1− + /|A| if at = argmaxaQ(st, a;θt),
/|A| otherwise.
(15)
t← t+ 1 . t = 0 initially
return the selected link
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Fig. 3. The topology considered in our experiment setup.
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TABLE I
THE HYPERPARAMETERS USED IN OUR EXPERIMENT.
Parameter Value
Replay memory size M 1000
Mini-batch size m 32
Replay period K 1
Update period τ 250
Priortization exponent α 0.5
Importance sampling exponent β linearly annealed from 0.4 to 1
Minimum exploration rate min 0.01
Maximum exploration rate max 1
Exploration rate exponent λ 0.01
Exploration rate  min + (max − min) e−λt
Prioritization constant ′ 0.01
initializes the replay memory by selecting links at random
and after that it starts to learn. We observe that the group
leader learns the preferences of the source node: the first path,
the second, then the third. Moreover, the group leader selects
links in a way that the utilization of links do not exceed
the predefined utilization threshold υth and importantly the
group leader balances the load across these three links while
considering the preferences of the source. Specifically, the
group leader picks the first link more than the other two links
until the utilization of this link reaches the predefined threshold.
TABLE II
NETWORK SIMULATION PARAMETERS.
Parameter Value
Global reward weights w1 2
Utilization threshold weight w2 10
Delay weight w3 0
Packet loss weight w4 0
Load balancing weight w5 20
Link capacity 70 flow per second
Utilization threshold υth 0.79
Minimum flow duration 6 s
Maximum flow duration 10 s
Requests inter-arrival time 3 µs
The group leader then selects the second link more than the
third link, but we observe that the group leader still selects the
third link for some of the requests, even before utilization of
the second link reaches the predefined threshold, to balance
the load across these three links. In Fig. 6, we also show the
neural network loss of the group leader during online learning
process, highlighting a better performance over time. Finally,
we compare the total discounted reward of the DQN-based
routing algorithm with the DDQN-based routing under the
same traffic pattern in Fig. 7. As expected, we notice that
the DDQN-based routing results in a higher total reward as
compared with the DQN-based routing.
V. CONCLUSION
In this paper, we presented our hierarchical approach to the
packet routing problem based on the DDQN algorithm. Our
approach scales in large networks as the path calculation is
hierarchically distributed over designated nodes in the network
rather than a centralized node calculating the paths for all
nodes in the network. Moreover, our path calculation algorithm
adapts dynamically to rapid changes in the network and utilizes
the resources based on a policy to determine real-time paths.
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Our future work includes assessment of our algorithm in large-
scale network topologies and quantifying the advantages in
terms of the routing performance, memory requirements and
communication efficiency.
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