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De Rham’s theorem for Orlicz cohomology in the
case of Lie groups
Emiliano Sequeira
Abstract
We prove the equivalence between the simplicial Orlicz cohomology and the
Orlicz-de Rham cohomology in the case of Lie groups. Since the first one is
a quasi-isometry invariant for uniformly contractible simplicial complexes with
bounded geometry, we obtain the invariance of the second one in the case of
contractible Lie groups. We also define the Orlicz cohomology of a Gromov-
hyperbolic space relative to a point on its boundary at infinity, for which the
same results are true.
1 Introduction
1.1 Motivation
Orlicz cohomology has been studied in recent works ([KP15, Car16, Kop17, GK19,
BFP20]) as a natural generalization of Lp-cohomology. These kind of cohomology
theories can be defined in different contexts, which are related by some equivalence
theorems . A motivation to study them is that they provide quasi-isometry invari-
ants, so they can be applied to quasi-isometry classification problems (see for example
[Pan08, Car16]).
For Lp-cohomology we have a de Rham-type theorem, which establishes an equiv-
alence between its simplicial version and its de Rham version (see [GKS88, Pan95,
Gen14]). This equivalence is important to work with Lp-cohomology because it allows
to use one or the other as appropiated. For example, one can prove the quasi-isometry
invariance of the simplicial Lp-cohomology and then conclude that the de Rham Lp-
cohomology is also invariant under some hypothesis.
In the case of Orlicz cohomology, it is proved in [Car16] the equivalence between
both versions only in degree 1. We present a proof in all degrees in the case of Lie
groups equipped with left-invariant metrics. This proof has been obtained trying to
improve the results of Pansu and Carrasco on the large scale geometry of Heintze
groups, an special class of Lie groups that characterizes all connected homogeneous
Riemannian manifolds with negative curvature.
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Finally, a relative version of the Lp-cohomology can simplify the computations in
the case of Gromov-hyperbolic spaces (see [Seq19]), thus it can also be important to
consider a relative version of the Orlicz cohomology and prove the de Rham’s theorem
in that context.
1.2 Main definitions
We say that a real function φ : R→ [0,+∞) is a Young function if:
• it is even and convex; and
• φ(t) = 0 if, and only if, t = 0.
Observe that every Young function φ satisfies
lim
t→+∞
φ(t) = +∞.
Let (Z, µ) be a measure space and φ a Young function. The Luxembourg norm
associated with φ of a measurable function f : Z → R = [−∞,+∞] is defined by
‖f‖Lφ = inf
{
γ > 0 :
∫
Z
φ
(
f
γ
)
dµ ≤ 1
}
∈ [0,+∞].
The Orlicz space of (Z, µ) associated with φ is the Banach space
Lφ(Z, µ) =
{f : Z → R measurable : ‖f‖Lφ < +∞}
{f : Z → R measurable : ‖f‖Lφ = 0}
.
It is not difficult to see that ‖f‖Lφ = 0 if, and only if, f = 0 almost everywhere.
If µ is the counting measure on Z, we denote Lφ(Z, µ) = ℓφ(Z) and ‖ ‖Lφ = ‖ ‖ℓφ.
Observe that if φ is the function t 7→ |t|p, then Lφ(Z, µ) is the space Lp(Z, µ). We refer
to [RR91] for a background about Orlicz spaces.
Remark 1.1. If K ≥ 1 is any constant, the identity map Id : LKφ(Z, µ) → Lφ(Z, µ)
is clearly continuous and bijective, thus it is an isomorphism by the open mapping
theorem. This implies that the norms ‖ ‖LKφ and ‖ ‖Lφ are equivalent for all K > 0.
We say that a simplicial complex X equipped with a length distance has bounded
geometry if it has finite dimension and there exist a constant C > 0 and a function
N : [0,+∞)→ N such that
1. the diameter of every simplex is bounded by C;
2. for every r ≥ 0, the number of simplices contained in a ball of radius r is bounded
by N(r).
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Denote by Xk the set of k-simplices in X and consider the cochain complex
ℓφ(X0)
δ
→ ℓφ(X1)
δ
→ ℓφ(X2)
δ
→ ℓφ(X3)
δ
→ · · ·
where δ is the usual coboundary operator (δθ(σ) = θ(∂σ)). The Orlicz cohomology of
X associated with the Young function φ (or, more simply, the ℓφ-cohomology of X) is
the family of topological vector spaces
ℓφHk(X) =
Ker δk
Im δk−1
.
Since these spaces are not in general Banach spaces, it is something convenient to con-
sider the reduced Orlicz cohomology of X associated with φ (or reduced ℓφ-cohomology
of X) as the family of Banach spaces
ℓφH
k
(X) =
Ker δk
Im δk−1
.
If X is Gromov-hyperbolic and ξ is a point on its boundary at infinity ∂X , then
one can consider the relative Orlicz cohomology of the pair (X, ξ) associated with φ (or
relative ℓφ-cohomology of (X, ξ)) as the family of topological vector spaces
ℓφHk(X, ξ) =
Ker δ|ℓφ(Xk,ξ)
Im δ|ℓφ(Xk−1,ξ)
,
where ℓφ(Xk, ξ) is the subspace of ℓφ(Xk) that consists of all k-cochains that are zero
on a neighborhood of ξ in X = X ∪ ∂X . We say that a k-cochain on X is zero or
vanishes on a neighborhood of ξ if there exists an open set U in X which contains ξ,
such that θ(ξ) = 0 for every k-simplex σ contained in U . See for example [BHK01,
Charpter 4] for a description of the topology in X .
A map F : X → Y between two metric spaces (where the metric is denoted by
| · − · | in both cases) is a quasi-isometry if there exist two constants λ ≥ 1 and ǫ ≥ 0
such that
1. For every x1, x2 ∈ X ,
λ−1|x1 − x2| − ǫ ≤ |F (x1)− F (x2)| ≤ λ|x1 − x2|+ ǫ.
2. For every y ∈ Y there exists x ∈ X such that |F (x)− y| ≤ ǫ.
Every quasi-isometry F : X → Y admits a quasi-inverse. That is, quasi-isometry
F : Y → X such that F ◦F and F ◦F are at bounded uniform distance to the identity.
IfX and Y are Gromov-hyperbolic, then the quasi-isometry F induces a homeomor-
phism between their boundaries ∂F : ∂X → ∂Y (see for example [GdlH90, Charpter
7]). We will use also the notation F (ξ) = ∂F (ξ) if ξ ∈ ∂X .
We say that a metric space X is uniformly contractible if it is contractible and there
is a function ψ : [0,+∞)→ [0,+∞) such that every ball B(x, r) = {x′ ∈ X : |x′−x| <
r} is contractible into the ball B(x, ψ(r)).
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Theorem 1.2. Let X and Y be two uniformly contractible simplicial complexes with
bounded geometry and φ a Young function. If X and Y are quasi-isometric, then:
1. The cochain complexes (ℓφ(X∗), δ) and (ℓφ(Y ∗), δ) are homotopically equivalent
and as a consequence their cohomologies and reduced cohomologies are isomor-
phic.
2. If X is Gromov-hyperbolic and ξ ∈ ∂X, the cochain complexes (ℓφ(X∗, ξ), δ)
and (ℓφ(Y ∗, F (ξ)), δ) are homotopically equivalent and as a consequence their
cohomologies are isomorphic.
When we say homotopically equivalent we mean a homotopy equivalence in a con-
tinuous sense, that is, all maps involved are continuous. Such a homotopy equivalence
implies the isomorphism between the respective cohomology spaces in the sense of
topological vector spaces.
The proof of the first part of Theorem 1.2 is done in [Car16]. We will prove the
second part in Section 2 using the same method.
Now take a Riemannian manifoldM and denote by Ωk(M) the space of all (smooth)
differential k-forms on M . Consider
LφΩk(M) = {ω ∈ Ωk(M) : ‖ω‖Lφ, ‖dω‖Lφ < +∞},
equipped with the norm |ω|Lφ = ‖ω‖Lφ + ‖dω‖Lφ. Here ‖ω‖Lφ is the Luxemburg norm
of the function
x 7→ |ω|x = sup{|ωx(v1, . . . , vk)| : vi ∈ TxM for i = 1, . . . , k, with ‖vi‖x = 1}
in the measure space (M, dV ), where ‖ ‖x is the Riemannian norm on TxM and dV is
the Riemannian volume on M . We denote by LφCk(M) the completion of LφΩk(M)
with respect to | |Lφ. Observe that the derivative of differential forms induces a con-
tinuous map d = dk : L
φCk(M)→ LφCk+1(M).
We can consider the Orlicz-de Rham cohomology of M associated with φ (or Lφ-
cohomology of M) as the family of topological vector spaces
LφHk(M) =
Ker dk
Im dk−1
,
and the reduced Orlicz-de Rham cohomology of M (or reduced Lφ-cohomology of M)
as the family of Banach spaces
LφH
k
(M) =
Ker dk
Im dk−1
.
Remark 1.3. A measurable k-form on M is a function x 7→ ωx, where ωx is an
alternating k-linear form on the tangent space TxM , such that the coefficients of ω for
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every parmetrization of M are all measurable. We consider Lφ(M,Λk) the space of
Lφ-integrable measurable k-forms up to almost everywhere zero forms. It is a Banach
space equipped with the Luxemburg norm ‖ ‖Lφ.
Since LφΩk(M) ⊂ Lφ(M,Λk) and the inclusion is continuous, one can prove using
Ho¨lder’s inequality (‖fg‖L1 ≤ 2‖f‖Lφ‖g‖Lφ∗ , where φ
∗ is the convex conjugate of φ)
that LφCk(M) can be seen as a space of k-measurable forms in Lφ(M,Λk) which weak
derivatives are defined and belong to Lφ(M,Λk+1).
We say that ̟ is the weak derivative of ω ∈ Lφ(M,Λk) if for every differential
(n− k)-form with compact support α one has∫
M
̟ ∧ α = (−1)k−1
∫
M
ω ∧ dα.
If M is Gromov-hyperbolic and ξ ∈ ∂M , we consider the subspace LφCk(X, ξ) ⊂
LφCk(X) consisting of all k-forms that are zero in almost every point of a neighborhood
of ξ. Then we can define the relative Orlicz-de Rham cohomology of the pair (M, ξ)
associated with φ (or relative Lφ-cohomology of (M, ξ)) as the family of topological
vector spaces
LφHk(M, ξ) =
Ker d|LφCk(X,ξ)
Im d|LφCk−1(X,ξ)
.
1.3 Main result
Consider a Lie group G equipped with a left-invariant Riemannian metric. We denote
by dx the volume on G and by Lx and Rx the left and right translation by x ∈ G
respectively.
Suppose that there exists a uniformly contractible simplicial complexX with bounded
geometry that is quasi-isometric to G. Then we can define the simplicial Orlicz coho-
mology and the reduced simplicial Orlicz cohomology of G as the families of spaces
ℓφHk(G) = ℓφHk(X) and ℓφH
k
(G) = ℓφH
k
(X)
Observe that, because of Theorem 1.2, it is well-defined up to isomorphisms.
If G is Gromov-hyperbolic and ξ ∈ ∂G, we can consider the relative simplicial
Orlicz cohomology of the pair (G, ξ) as the family of spaces
ℓφHk(G, ξ) = ℓφHk(X, ξ),
where ξ is the image of ξ by a quasi-isometry F : G→ X .
Remark 1.4. Let M be a complete Riemannian manifold with bounded geometry.
This means that it has positive injectivity radius and its sectional curvature is uniformly
bounded from above and below. Assume that dim(M) = n.
One can consider XM a triangulation ofM with bounded geometry such that every
n-simplex is bi-Lipschitz diffeomorphic to the standard Euclidean simplex of the same
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dimension (see [Att94]). For every vertex v of XM we define U(v) as the interior of
the union of all simplices containing v. Observe that XM is the nerve of the covering
U = {U(v) : v ∈ X0M}, and that every non empty intersection U1 ∩ . . .∩Uk of elements
of U is bi-Lipschitz equivalent to the unit ball in Rn with uniform Lipschitz constant.
In general, we can consider XM as the nerve of any open covering satisfying the
above properties and equip it with a length metric such that every simplex is isometric
to the standard Euclidean simplex of the same dimension. It is clear that XM is
quasi-isometric to M in this case. Moreover, there is a family of quasi-isometries
F : XM → M verifying F (U) ∈ U for all vertex U ∈ U , we call them canonical
quasi-ismometries.
IfM is Gromov-hyperbolic and ξ is a point in ∂M , observe that all canonical quasi-
isometries are at bounded uniform distance from each other and as a consequence they
induce the same map on the boundary. Denote by ξ ∈ XM the point corresponding to
ξ by a canonical quasi-isometry. We say that (XM , ξ) is a simplicial pair corresponding
to (M, ξ). As we saw with the first construction, if M is uniformly contractible we can
suppose that XM is also uniformly contractible.
Since a Lie group G equipped with a left-invariant metric is always complete and
has bounded geometry, then one can consider the simplicial complex XG. If G is
in addition contractible, then it is uniformly contractible and its (relative/reduced)
simplicial Orlicz cohomology is well-defined.
Our main result is the following:
Theorem 1.5. Let G be a Lie group equipped with a left-invariant metric and XG a
simplicial complex as in Remark 1.4, then
1. The (reduced) Lφ-cohomology of G and the (reduced) ℓφ-cohomology of XG are
isomorphic.
2. If G is Gromov-hyperbolic and ξ ∈ ∂G, the relative Lφ-cohomology of the pair
(G, ξ) and the relative ℓφ-cohomology of the pair (XG, ξ) are isomorphic.
As a consequence of the proof of Theorem 1.5 we will obtain:
Theorem 1.6. If G is a Lie group equipped with a left-invariant metric, then the
cochain complexes (LφΩk(G), d) and (LφCk(G), d) are homotopically equivalent. The
same result is true for the relative complexes in the Gromov-hyperbolic case.
A more general version of Theorem 1.6 is proved in [KP15].
Theorem 1.5 implies that if G is contractible and φ is a Young function, then
ℓφHk(G) is isomorphic to LφHk(G) and ℓφH
k
(G) is isomorphic to LφH
k
(G). If G is in
addition Gromov-hyperbolic and ξ is a point in ∂G, then ℓφHk(G, ξ) is isomorphic to
LφHk(G, ξ).
Combining this with Theorem 1.2 we get:
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Corollary 1.7. If F : G1 → G2 is a quasi-isometry between two contractible Lie groups
equipped with left-invariant metrics and φ is a Young function, then for every k ∈ N
• the topological vector spaces LφHk(G1) and LφHk(G2) are isomorphic; and
• the Banach spaces LφH
k
(G1) and L
φH
k
(G2) are isomorphic.
Furthermore, if G1 and G2 are Gromov-hyperbolic and ξ is a point in ∂G1, then the
spaces LφHk(G1, ξ) and L
φHk(G2, F (ξ)) are isomorphic for every k.
2 Invariance of the simplicial relative case
Let X be a simplicial complex with bounded geometry and fix a Young function φ.
Observe that every element θ ∈ ℓφ(Xk) has a natural linear extension θ : Ck(X)→ R,
where
Ck(X) =
{
m∑
i=1
tiσi : t1, . . . , tm ∈ R, σ1, . . . , σm ∈ X
k
}
.
The support of a chain c =
∑m
i=1 tiσi in Ck(X) (with ti 6= 0 for all i = 1, . . . , m) is
|c| = {σ1, . . . , σm}. We also define the uniform norm and the length of c by
‖c‖∞ = max{|t1|, . . . , |tm|}, and ℓ(c) = m.
Proposition 2.1. The usual coboundary operator δ = δk : ℓ
φ(Xk) → ℓφ(Xk+1) is
continuous.
Proof. Let θ be a cochain in ℓφ(Xk), then
‖δθ‖ℓφ = inf

γ > 0 :
∑
σ∈Xk+1
φ
(
θ(∂σ)
γ
)
≤ 1

 .
The bounded geometry implies that there is a constant N(1) such that every k-simplex
τ in X is on the boundary of at most N(1) (k + 1)-simplices. Then
∑
σ∈Xk+1
φ
(
θ(∂σ)
γ
)
≤
∑
τ∈Xk
N(1)φ
(
θ(τ)
γ
)
,
which implies
‖δθ‖ℓφ ≤ inf
{
γ > 0 :
∑
τ∈Xk
N(1)φ
(
θ(τ)
γ
)
≤ 1
}
= ‖θ‖ℓN(1)φ .
The proof ends using the equivalence between ‖ ‖ℓN(1)φ and ‖ ‖ℓφ (Remark 1.1).
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To prove Theorem 1.2 we need the following lemmas.
Lemma 2.2 ([BP03]). Let X and Y be two uniformly contractible simplicial complexes
with bounded geometry. Then any quasi-isometry F : X → Y induces a family of maps
cF : Ck(X)→ Ck(Y ) which verify:
(i) ∂cF (σ) = cF (∂σ) for every σ ∈ Xk.
(ii) For every k ∈ N there exist constants Nk and Lk (depending only on k and the
geometric data of X, Y and F ) such that ‖cF (σ)‖∞ ≤ Nk and ℓ(cF (σ)) ≤ Lk for
every σ ∈ Xk
Furthermore, the Hausdorff distance between cF (σ) and F (σ) is uniformly bounded.
Lemma 2.3 ([BP03]). Consider F,G : X → Y two quasi-isometries between uniformly
contractible simplicial complexes with bounded geometry. If F and G are at bounded
uniform distance, then there exists an homotopy h : Ck(X)→ Ck+1(Y ) between cF and
cG. This means that
(i) ∂h(v) = cF (v)− cG(v) if v ∈ X0, and
(ii) ∂h(σ) + h(∂σ) = cF (σ)− cG(σ) if σ ∈ Xk, k ≥ 1.
Moreover, ‖h(σ)‖∞ and ℓ(h(σ)) are uniformly bounded by constants N
′
k and L
′
k that
depend only on k and the geometric data of X, Y, F and G.
Proof of Theorem 1.2 (part 2). We define the pull-back of a cochain θ ∈ ℓφ(Y k, F (ξ))
as the composition F ∗θ = θ ◦ cF . The map cF given by Lemma 2.2 is not unique, then
F ∗ depends on the choice of it.
Let us prove that F ∗ : ℓφ(Y k, F (ξ))→ ℓφ(Xk, ξ) is well-defined and continuous:
‖F ∗θ‖ℓφ = inf
{
γ > 0 :
∑
σ∈Xk
φ
(
θ(cF (σ))
γ
)
≤ 1
}
≤ inf

γ > 0 :
∑
σ∈Xk
φ

Nk
γ
∑
τ∈|cF (θ)|
|θ(τ)|

 ≤ 1


≤ inf

γ > 0 :
∑
σ∈Xk
∑
τ∈|cF (θ)|
1
ℓ(cF (σ))
φ
(
NkLk
γ
|θ(τ)|
)
≤ 1

 ,
where Nk and Lk are the constants given by Lemma 2.2.
Since F is a quasi-isometry and the Hausdorff distance between cF (v) and F (v) is
uniformly bounded for all v ∈ X0, we can find a constant Ck such that if dist(σ1, σ2) >
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Ck, then cF (σ1) ∩ cF (σ2) = ∅. Using the bounded geometry of X we have that every
τ ∈ Y k satisfies τ ∈ |cF (σ)| for at most D = N(C+Ck) simplices σ ∈ Xk. This implies
‖F ∗θ‖ℓφ ≤ inf
{
γ > 0 :
∑
σ∈Y k
Dφ
(
NkLk
γ
|θ(τ)|
)
≤ 1
}
= NkLk‖θ‖ℓCφ  ‖θ‖ℓφ.
Hence F ∗θ ∈ ℓφ(Xk). We write f  g for a pair of non-negative functions f and g if
there exists a constant K such that f ≤ Kg.
Now we prove that for every θ in ℓφ(Y k, F (ξ)), the cochain F ∗θ is zero on some
neighborhood of ξ. Assume that θ is zero on V ⊂ Y , F (ξ) ∈ V . If σ ∈ Xk and v ∈ X0
is a vertex of σ,
dH(cF (σ), F (v)) ≤ dH(cF (σ), cF (v)) + dH(cF (v), F (v)), (1)
where dH denotes the Hausdorff distance. By the properties of cF the distance (1) is
uniformly bounded by a constant C˜k. We define V˜ = {y ∈ Y : dist(y, V c ∩ Y ) > C˜k}.
Since F is a quasi-isometry, there exists U ⊂ X a neighbourhood of ξ such that
F (U ∩X) ⊂ V˜ . For every k-simplex σ ⊂ U , we have cF (σ) ⊂ V and then F ∗θ(σ) = 0.
We conclude that F ∗θ vanishes on U .
Since cF commutes with the boundary, we have δF
∗ = F ∗δ, which implies that
F ∗ defines a continuous map in cohomology, denoted by F# : ℓφHk(Y, F (ξ)) →
ℓφHk(X, ξ). We have to prove that F# is an isomorphism.
Claim: If F,G : X → Y are two quasi-isometries at bounded uniform distance, then
F# = G#.
We have to construct a family of continuous linear maps Hk : ℓ
φ(Y k, F (ξ)) →
ℓφ(Xk−1, ξ) such that:
(i) F ∗θ −G∗θ = H1δθ for every θ ∈ ℓφ(Y 0, F (ξ)), and
1. F ∗θ −G∗θ = Hk+1δθ + δHkθ for every θ ∈ ℓφ(Y k, F (ξ)), k ≥ 1.
We define Hkθ : X
k → R, Hkθ(σ) = θ(h(σ)), where h is the map given by Lemma
2.3. Using the same argument as for F ∗, one can show that Hk is well-defined and
continuous from ℓφ(Y k, F (ξ)) to ℓφ(Xk). To see that Hkθ vanishes on some neigh-
borhood of ξ observe that h(σ) have uniformly bounded length, which implies that
dH(cF (σ), h(σ)) is uniformly bounded.
Using the definition of Hk one can easily verify (i) and (ii), which proves the claim.
As a consequence of the claim we have that F# does not depend on the choice of
cF . Moreover, if T : Y → Z is another quasi-isometry, a possible choice of the function
cT◦F is the composition cT ◦ cF . In this case (T ◦ F )
∗ = F ∗ ◦ T ∗ and as a consequence
(T ◦ F )# = F# ◦ T#.
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Finally, if F : Y → X is a quasi-inverse of F , then by the claim (F◦F )# and (F◦F )#
are the identity in cohomology. Since (F ◦ F )# = F
#
◦ F# and (F ◦ F )# = F# ◦ F
#
,
the statement follows.
3 Integration and convolution of forms
Suppose that M is a smooth manifold of dimension n and (Z, µ) is a measure space.
We say that Φ = {Φ(x,z) : x ∈ M, z ∈ Z} is a family of measurable k-forms on M if for
every (x, z) ∈ M × Z, Φ(x,z) is an alternating k-form on the tangent space TxM and
all coefficients of Φ with respect to every parametrization (depending on x ∈ M and
z ∈ Z) are measurable. It is a smooth family of k-forms if its coefficients are smooth.
We say that Φ is integrable on Z if for every x ∈M , the function
z 7→ |Φ|(x,z) = sup{|Φ(x,z)(v1, . . . , vk)| : vi ∈ TxM for i = 1, . . . , k, with ‖vi‖x = 1}
belongs to L1(Z, µ). In this case we can consider the k-form
ωx(v1, . . . , vk) =
(∫
Z
Φ(x,z)dµ(z)
)
(v1, . . . , vk) =
∫
Z
Φ(x,z)(v1, . . . , vk)dµ(z). (2)
Observe that for all x ∈ M ,
|ω|x ≤
∫
Z
|Φ|(x,z)dµ(z) = ‖Φ(x,·)‖L1.
Lemma 3.1. Let {Φ(x,z) : x ∈M, z ∈ Z} be a measurable family of k-forms such that:
• It is integrable on Z, then we can define ω as in (2).
• For every fixed z ∈ Z the k-form x 7→ Φ(x,z) is locally integrable and has weak
derivative dΦ(x,z).
• The function z 7→ |dΦ|(x,z) belongs to L1(Z, µ) for every x ∈M .
Then ω is locally integrable and has weak derivative
dωx =
∫
Z
dΦ(x,z)dµ(z). (3)
The previous lemma follows directly from definition of weak derivative.
To prove that a measurable k-form ω on M is smooth it is enough to verify that
for every set of k vector fields {X1, . . . , Xk} the function
f(x) = ωx(X1(x), . . . , Xk(x))
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is smooth on M . A sufficient condition for f to be smooth is that for every set of
vector fields {Y1, . . . , Ym} there exists
LYm · · ·LY1f(x)
for all x ∈M . The Lie derivative with respect to the field Y is defined by
LY f(x) =
∂
∂t
∣∣∣∣
t=0
f(ϕt(x)),
where ϕt is the flow associated with Y .
From the above observation and the classical Leibniz Integral Rule one can conclude
the following lemma:
Lemma 3.2. Let M and N be two Riemannian manifolds and {Φ(x,z) : x ∈M, z ∈ Z}
a smooth family k-forms on M . If Φ(x,y) has compact support for every y ∈ N , then
the k-form on M defined by
ωx =
∫
N
Φ(x,y)dVN(y)
belongs to Ωk(M) and its derivative is dω =
∫
N
dΦ(·, y)dVN(y).
Now consider a Lie group G. By a kernel on G we mean a smooth function κ :
G→ [0, 1] such that:
• supp(κ) is a compact neighborhood of e ∈ G, and
•
∫
G
κ(x)dx = 1.
If ω is a locally integrable k-form on G we consider its convolution with κ as the
k-form
(ω ∗ κ)x =
∫
G
(R∗zω)xκ(z)dz.
Lemma 3.3. There exists a constant C > 0 such that for every locally integrable
k-form ω on G and x ∈ G we have
|ω ∗ κ|x ≤ C|ω| ∗ κ(x),
where |ω| ∗ κ is the convolution of the function x 7→ |ω|x with the kernel κ.
Proof. Let v1, . . . , vk be vectors in TxG, then
|(ω ∗ κ)x(v1, . . . , vk)| =
∣∣∣∣
∫
G
(R∗zω)x(v1, . . . , vk)κ(z)dz
∣∣∣∣
≤
∫
G
|(R∗zω)x(v1, . . . , vk)|κ(z)dz
=
∫
G
|ωx·z(dxRz(v1), . . . , dxRz(vk))|κ(z)dz.
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Since Rz ◦ Lx = Lx ◦ Rz, we have |de(Rz ◦ Lx)| = |de(Lx ◦ Rz)| (here | | is the usual
operator norm) and therefore |dxRz◦deLx| = |dzLx◦deRz|. Using that Lx is an isometry
we obtain |dxRz| = |deRz| for every x ∈ G. The function z 7→ |deRz| is continuous,
then it has a maximum M in supp(κ). If ‖v1‖ = . . . = ‖vk‖ = 1,
|ωx·z(dxRz(v1), . . . , dxRz(vk))| ≤M
k|ω|x·z,
which implies |ω ∗ κ|x ≤ C|ω| ∗ κ(x) with C = Mk.
A consequence of Lemma 3.3 is that the convolution of a locally integrable form is
also locally integrable.
Proposition 3.4. Let ω be a locally integrable k-form on G, then:
(i) If ω has weak derivative dω, then the convolution ω ∗ κ has weak derivative and
d(ω ∗ κ) = dω ∗ κ.
(ii) The convolution ω ∗ κ is a differential form.
Proof. (i) For every z we have d(R∗zω) = R
∗
zdω in a weak sense. To see this take
β ∈ Ωn−k−1(G) with compact support, then∫
G
(R∗zdω) ∧ β =
∫
G
R∗z(dω ∧R
∗
z−1β)
=
∫
G
dω ∧ R∗z−1β
= (−1)k+1
∫
G
ω ∧ dR∗z−1β
= (−1)k+1
∫
G
(R∗zω) ∧ dβ.
Therefore the weak derivative with respect to x ∈ G of the k-form Φ(x,z) =
(R∗zdω)xκ(z) is
dΦ(x, z) = (R∗zdω)xκ(z).
Since z 7→ dΦ(x, z) has compact support for all x ∈ G, by Lemma 3.1 we conclude
(dω ∗ κ) =
∫
G
(R∗zdω)κ(z)dz
is the weak derivative of the convolution ω ∗ κ.
(ii) Suppose first that ω = f is a 0-form, which is equivalent to say that it is a locally
integrable function on G. Consider Y a vector field on G with flow ϕt. First
observe that
f ∗ κ(x) =
∫
G
f(x · z)κ(z)dz =
∫
G
f(y)κ(x−1 · y)dy.
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Then
LY (f ∗ κ)(x) =
∂
∂t
∣∣∣∣
t=0
(f ∗ κ(ϕt(x)))
=
∂
∂t
∣∣∣∣
t=0
∫
G
f(y)κ(ϕt(x)
−1 · y)dy.
Since ϕ is smooth and κ is smooth with compact support, the classical Leibniz
integral Rule implies that this derivative exists and
LX(f ∗ κ)(x) =
∫
G
f(y)
∂
∂t
∣∣∣∣
t=0
κ(ϕt(x)
−1 · y)dy.
Using this argument we can prove by induction that LYm . . . LYm(f ∗ κ)(x) exists
for all x ∈ G and every family of vector fields Y1, . . . , Ym, which implies that f ∗κ
is smooth.
Now consider {e1, . . . , en} a basis of TeG and X1, . . . , Xn the right-invariant fields
verifying Xi(e) = ei. Let ϕ
i
t be the flow associated with Xi for every i = 1, . . . , n.
If ω is a k-form with k ≥ 1 we set
fi1,...,ik(x) = (ω ∗ κ)x(Xi1(x), . . . , Xik(x)).
To prove that ω ∗ κ is smooth it is enough to prove that all these functions are
smooth. Observe that if
gi1,...,ik(x) = ω(x)(Xi1(x), . . . , Xik(x)),
then fi1,...,ik = gi1,...,ik ∗ κ. This reduces the general case to the case k = 0 and
finishes the proof.
The last lemma of the section relates the Lφ-norm with the L1-norm in the case of
finite measure.
Lemma 3.5. If µ is finite, then Lφ(Z, µ) ⊂ L1(Z, µ) and the inclusion is continuous,
with norm bounded depending only on µ(Z) and φ.
Proof. Let f ∈ Lφ(Z, µ), then
‖f‖Lφ = inf
{
γ > 0 :
∫
Z
φ
(
f
γ
)
dµ ≤ 1
}
≥ inf
{
γ > 0 : µ(Z)φ
(
1
µ(Z)
∫
Z
f
γ
dµ
)
≤ 1
}
From this we obtain ‖f‖L1 ≤ µ(Z)φ
−1(1/µ(Z))‖f‖Lφ.
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4 Proof of main theorem
Let U be an uniformly locally finite open covering on the Lie group G such that every
non-empty intersection U1 ∩ · · · ∩ Uk is uniformly bi-Lipschitz to the unit Euclidean
ball. By uniformly locally finite we mean that there exists a uniform constant C such
that every point in G belongs to at most C elements of U . Take XG as in the Remark
1.4, that is,
Xℓ = Uℓ = {U0 ∩ · · · ∩ Uk 6= ∅ : U0, . . . , Uℓ ∈ U},
and every simplex is isometric to the standard one of the same dimension.
We consider, for a fixed Young function φ, the following cochain complexes:
• LφΩk(G,U) is the space of all differential forms ω ∈ Ωk(G) such that ω|U and
dω|U are in LφΩk(U) for every U ∈ U , and the functions U 7→ ‖ω|U‖Lφ and
U 7→ ‖dω|U‖Lφ are in ℓ
φ(U). The norm of ω ∈ LφΩk(G,U) is defined by
|ω|Lφ = ‖θ‖ℓφ + ‖θ
′‖ℓφ,
where θ(U) = ‖ω|U‖Lφ and θ
′(U) = ‖dω|U‖Lφ. Naturally, the map defining the
cochain complex is the usual derivative.
• IφΩk(G,U) = LφΩk(G) ∩ LφΩk(G,U) with the norm | |Iφ = | |Lφ + | |Lφ.
• If G is Gromov-hyperbolic and ξ is a point in ∂G, we consider LφΩk(G,U , ξ) the
subcomplex consisting of all forms ω ∈ LφΩk(G,U) that vanish on a neighborhood
of ξ. In this case we also define IφΩk(G,U , ξ) = LφΩk(G, ξ) ∩ LφΩk(G,U , ξ).
If φ(t) = |t|p for every t ∈ R, then LφΩk(G) = LφΩk(G,U) = IφΩk(G,U) and
the norms on these spaces are equivalent. However, it is not true for general Young
functions, as one can see in the following example:
Example 4.1. 1 We take the Young function φ : R→ [0,+∞),
φ(t) = φp,κ(t) =
|t|p
log(e+ |t|−1)κ
,
with p > 1 and κ > 0. This is a doubling Young function, which means that there is a
constant D such that φ(2t) ≤ Dφ(t) for every t ∈ R. This condition implies some nice
properties of the corresponding Orlicz space.
We want to construct a 1-form ω in LφΩ1(R,U) and out of LφΩ1(R), where U =
{Un = (n− ǫ, n + 1 + ǫ) : n ∈ Z} with ǫ > 0 much smaller than 1.
Let {an}n∈Z be a sequence of positive numbers such that:
•
∑
apn = +∞, and
1This example was given to me by Marc Bourdon.
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•
∑
φ(an) < +∞.
Take for every n ∈ Z an interval An in R such that An ⊂ (n + 2ǫ, n + 1 − 2ǫ) and
long(An) = a
p
n (we can suppose that an is small enough for every n ∈ Z). Consider the
function f : R→ R defined by
f =
∑
n∈Z
1An .
On the one hand, if γ > 0,∫
R
φ
(
f(t)
γ
)
dt =
∑
n∈Z
∫ n+1
n
φ
(
1An(t)
γ
)
dt =
∑
n∈Z
apnφ
(
1
γ
)
= +∞.
But on the other hand∫
Un
φ
(
f(t)
γ
)
dt = apnφ
(
1
γ
)
=
apn
γp log(e+ γ)κ
≤
(
an
γ
)p
,
which implies ‖f |Un‖Lφ ≤ an and then∑
n∈Z
φ(‖f |Un‖Lφ) ≤
∑
n∈Z
φ(an) < +∞. (4)
It is not difficult to see, using the doubling condition, that (4) implies that {‖f |Un‖}n∈Z
belongs to ℓφ(Z).
We can find a smooth function g close enough from f such that g− f ∈ Lφ(R) and
{‖(g − f)|Un‖Lφ}n∈Z ∈ ℓ
φ(Z) and consider the 1-form ω = g dt. Since |ω|t = |g(t)| and
dω = 0 we can see that ω ∈ LφΩ1(R,U) and ω /∈ LφΩ1(R).
In this case the other inclusion is true. One can prove that LφΩk(R) ⊂ LφΩk(R,U)
for k = 0, 1 using the inequality φ(s)φ(t) ≤ 2κφ(st). In fact, this inclusion can be
proved for every Riemannian manifold with bounded geometry and every doubling
Young function satisfying an inequality φ(t)φ(s) ≤ Cφ(st) for all s, t ∈ R and some
constant C.
We will prove Theorem 1.5 in three steps.
Proposition 4.2 (First step). The cochain complexes (ℓφC∗(XG), δ) and (LφΩ∗(G,U), d)
are homotopically equivalent. So are the relative cochain complexes (ℓφC∗(XG, ξ¯), δ)
and (LφΩ∗(G,U , ξ), d).
To prove the proposition we need some lemmas. The first one is a Lφ-version of
Lemma 8 in [Pan95].
Lemma 4.3. Let B be the unit ball in the Euclidean space Rn. The cochain complex
(LφΩ∗(B), d) retracts to the complex (R→ 0→ 0→ . . .).
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Proof. Fix x ∈ B. Suppose that χ : Ωk(B)→ Ωk−1(B) is defined for all k ≥ 1 so that
for every (k − 1)-simplex τ ⊂ B, we have∫
τ
χ(ω) =
∫
Cτ
ω
for every differential k-form ω. The cone Cτ is defined as follows: If τ = (x0, . . . , xk−1),
then Cτ = (x, x0, . . . , xk−1). The function χ will depend on x, we write χx = χ if
necessary.
Claim:
χd+ dχ = Id. (5)
Take σ a k-simplex in B and ω ∈ Ωk(B), then∫
σ
χ(dω) =
∫
Cσ
dω =
∫
∂Cσ
ω,
where the last equality comes from Stokes’ theorem. If ∂σ = τ0 + . . .+ τk, we have
∫
σ
χ(dω) =
∫
σ
ω −
k∑
i=0
∫
Cτi
ω =
∫
σ
ω −
∫
∂σ
χ(ω) =
∫
σ
ω −
∫
σ
dχ(ω).
Since the equality holds for every k-simplex we conclude (5) (see for example [Whi57,
Chapter IV]).
For x ∈ B we consider ϕ = ϕx : [0, 1] × B → B, ϕx(t, y) = ty + (1 − t)x and
ηt : B → [0, 1]× B, ηt(y) = (t, y). We look for an explicit expression for χ(ω):∫
σ
χ(ω) =
∫
Cσ
ω =
∫
ϕ([0,1]×σ)
ω =
∫
[0,1]×σ
ϕ∗ω =
∫
σ
∫ 1
0
η∗s(ι ∂
∂t
ϕ∗ω)ds.
Where ∂
∂t
is the vector field on [0, 1] × B defined by ∂
∂t
(s, y) = (1, 0). The contrac-
tion of a k-form ̟ with respect to a vector field V is the (k − 1)-form defined by
ιV̟x(v1, . . . , vk−1) = ̟x(V (x), v1, . . . , vk−1). We conclude that
χ(ω) =
∫ 1
0
η∗t (ι ∂
∂t
ϕ∗ω)dt.
Observe that the family of k-forms {η∗t (ι ∂
∂t
ϕ∗ω)}t∈[0,1] satisfies the hypothesis of
Lemma 3.2, then χ(ω) is smooth. By definition and the claim it satisfies equality (5).
Observe that if ω is closed, then χ(ω) is a primitive of ω, so it is enough to prove the
classic Poincare´’s lemma. However, in our case we need a primitive in Lφ, so we take
a convenient average.
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Define
h(ω) =
1
Vol
(
1
2
B
) ∫
1
2
B
χx(ω)dx,
where 1
2
B = B
(
0, 1
2
)
.
Since (x, y) 7→ χx(ω)y is smooth in both variables we can use again Lemma 3.2 to
show that h(ω) is in Ωk(B). Note that this works because we take the integral on a
ball with closure included in B. Moreover, the derivative of h is
dh(ω) =
1
Vol
(
1
2
B
) ∫
1
2
B
dχx(ω)dx.
Then using (5) we have
dh(ω) + h(dω) = ω (6)
for all ω ∈ Ωk(B) with k ≥ 1.
We have to prove that h is well-defined and continuous from LφΩk(B) to LφΩk−1(B).
To this end we first bound |χx(ω)|y for y ∈ B and ω ∈ Ωk(B). Since ι ∂
∂t
ϕ∗ω is a form
on [0, 1] × B that is zero in the direction of ∂
∂t
, we have |η∗t (ι ∂
∂t
ϕ∗ω)|y = |ι ∂
∂t
ϕ∗ω|(t,y)
for every t ∈ (0, 1) and y ∈ B. After a direct calculation we get the estimation
|ι ∂
∂t
ϕ∗ω|(t,y) ≤ t
k−1|y − x||ω|ϕ(t,y). Using the assumption that t ∈ (0, 1), we can write
|χ(ω)|y ≤
∫ 1
0
|y − x||ω|ϕ(t,y)dt. (7)
Consider the function u : Rn → R defined by u(z) = |ω|z if z ∈ B and u(z) = 0 in
the other case. Using (7) and the change of variables z = ty + (1− t)x we have
Vol
(
1
2
B
)
|h(ω)|y ≤
∫
B(ty, 1−t2 )
∫ 1
0
|z − y|u(z)(1− t)−n−1dtdz
=
∫
B(y,2)
|z − y|u(z)
(∫ 1
0
1B(ty, 1−t2 )
(z)(1 − t)−n−1dt
)
dz.
Observe that 1B(ty, 1−t2 )
(z) = 1 implies that |z − y| ≤ 2(1− t). Then we have
∫ 1
0
1B(ty, 1−t2 )
(z)(1− t)−n−1dt ≤
∫ 1− 1
2
|z−y|
0
(1− t)−n−1dt =
∫ 1
1
2
|z−y|
r−n−1dr 
1
|z − y|n
.
This implies
V ol(1
2
B)|h(ω)|y 
∫
B(y,2)
|z − y|1−nu(z)dz.
Using this estimate we have
‖h(ω)‖Lφ = inf
{
γ > 0 :
∫
B
φ
(
|h(ω)|y
γ
)
dy ≤ 1
}
 inf
{
γ > 0 :
∫
B
φ
(∫
B(y,2)
|z − y|1−n
u(z)
γ
dz
)
dy ≤ 1
}
.
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Since
∫
B(y,2)
|z − y|1−ndz < +∞, we can use Jensen’s inequality and write
‖h(ω)‖Lφ  inf
{
γ > 0 : Vol(B(0, 3))
∫
B
∫
B(0,3)
φ
(
u(z)
Vol(B(0, 3))γ
)
dz
|z − y|n−1
dy ≤ 1
}
= inf
{
γ > 0 : Vol(B(0, 2))
∫
B(0,3)
φ
(
u(z)
Vol(B(0, 3))γ
)(∫
B
dy
|z − y|n−1
)
dz ≤ 1
}
.
We have that there exists a constantK > 0 such that
∫
B
dy
|z−y|n−1 ≤ K for all z ∈ B(0, 3),
thus
‖h(ω)‖Lφ  Vol(B(0, 2))‖ω‖LK˜φ  ‖ω‖Lφ,
where K˜ = K Vol(B(0, 3)).
By the identity dh(ω) = ω − h(dω) we also have
‖dh(ω)‖φ ≤ ‖ω‖φ + ‖h(dω)‖φ  ‖ω‖φ + ‖dω‖φ.
We conclude that h is well-defined and bounded for the norm | |Lφ in all degrees k ≥ 1.
If ω = df for certain function f we observe that
η∗t (ι ∂
∂t
ϕ∗xdf)(y) = dfϕx(t,y)(y − x) = (f ◦ α)
′(t),
where α is the curve α(t) = ϕx(t, y). Then χx(df)(y) = f(y)−f(x), from which we get
h(df) = f −
1
V ol ( 1
2
B)
∫
1
2
B
f.
We define h : LpΩ0(B) → LpΩ−1(B) = R by h(f) = 1
V ol( 12B)
∫
1
2
B
f , which is clearly
continuous because 1
2
B has finite Lebesgue measure. Then the identity (6) is true for
all ω ∈ LφΩk(B) and h is continuous in all degrees.
The following lemma can be proved by a direct application of the Lipschitz condi-
tion.
Lemma 4.4. Let M and N be two Riemannian manifolds and f : M → N a bi-
Lipschitz diffeomorphism with constant L. Then for every k ∈ N the pull-back f ∗ :
LφΩk(N) → LφΩk(M) is continuous and its operator norm is bounded depending on
L, k, φ and n = dim(M).
A bicomplex is a family of topological vector spaces {Ck,ℓ}k,ℓ∈N2 together with con-
tinuous linear maps d′ : Ck,ℓ → Ck+1,ℓ and d′′ : Ck,ℓ → Ck,ℓ+1. We denote it by
(C∗,∗, d′, d′′).
Lemma 4.5 (Lemma 5,[Pan95]). Let (C∗,∗, d′, d′′) be a bicomplex with d′◦d′′+d′′◦d′ = 0.
Suppose that for every ℓ ∈ N the complex (C∗,ℓ, d′) retracts to the subcomplex (Eℓ :=
Ker d′|C0,ℓ → 0→ 0→ · · · ). Then the complex (D
∗, δ), defined by
Dm =
⊕
k+ℓ=m
Ck,ℓ and δ = d′ + d′′,
is homotopically equivalent to (E∗, d′′).
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A complete proof of Lemma 4.5 can be found in [Seq19].
Proof of Proposition 4.2. Let us define the bicomplex
Ck,ℓ =
{
ω ∈
∏
U∈Uℓ
LφΩ(U) : {‖ωU‖Lφ}U∈Uℓ , {‖dωU‖Lφ}U∈Uℓ ∈ ℓ
φ(Uℓ)
}
,
equipped with the norm
‖ω‖ = ‖θ‖ℓφ + ‖θ
′‖ℓφ,
where θ(U) = ‖ωU‖Lφ and θ
′(U) = ‖dωU‖Lφ. The derivatives are defined by
• (d′ω)U = (−1)ℓdωU for every ω ∈ Ck,ℓ,
• If ω ∈ Ck,ℓ and W ∈ Uℓ+1, W = U0 ∩ . . . ∩ Uℓ+1, then
(d′′ω)W =
ℓ+1∑
i=0
(−1)i(ωU0∩...Ui−1∩Ui+1∩...∩Uℓ+1)|W .
It is easy to see that d′ and d′′ are well-defined and continuous, and that d′◦d′′+d′′◦d′ =
0.
Observe that the elements of Ker d′|C0,ℓ are the functions g ∈
∏
U∈Uℓ
LφΩ0(U)
satisfying the following conditions:
• dgU = 0 for all U ∈ Uℓ, then gU is constant.
• {‖gU‖Lφ}U∈Uℓ ∈ ℓ
φ(Uℓ) = ℓφ(XℓG).
Using the construction ofXG and the fact that U is bi-Lipschitz (with uniform Lipschitz
constant) to the Euclidean unit ball we have that Ker d′|C0,ℓ is isomorphic to ℓ
φ(XℓG)
and d′′ coincides with the derivative on this space.
On the other hand, the elements of Ker d′′|Ck,0 are of the form ω = {ωU}U∈U with
ωU |U∩U ′ = ωU ′|U∩U ′ if U ∩ U
′ 6= ∅.
We can take a k-form ω˜ in LφΩk(M) such that ω˜|U = ωU for all U ∈ U , then there
is an isomorphism between Ker d′′|Ck,0 and L
φΩk(G) for which d′ coincides with the
derivative on the second space.
Claim 1: The cochain complex (C∗,ℓ, d′) retracts to (Ker d′|C0,ℓ → 0 → . . .) for all
ℓ ∈ N.
For every U ∈ Uℓ consider fU : U → B an L-bi-Lipschitz diffeomorphism (L does
not depend on U and B is the unit ball in the corresponding Euclidean space). We
define H : Ck,ℓ → Ck−1,ℓ by
(Hω)U = (−1)
ℓf ∗Uh(f
−1
U )
∗ωU ,
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where h : LφΩk(B) → LφΩk−1(B) is the map given by Lemma 4.3. Here we consider
C−1,ℓ = Ker d′|C0,ℓ and d
′ : C−1,ℓ → C0,ℓ the inclusion. One can easily verify that
Hd′ + d′H = Id. Using Lemma 4.4 we have that H is continuous.
Claim 2: The cochain complex (Ck,∗, d′′) retracts to (Ker d′′|Ck,0 → 0→ . . .) for all
k ∈ N.
We have to construct a family of bounded linear maps P : Ck,ℓ → Ck,ℓ−1 (ℓ ≥ 0)
such that P ◦ d′′ + d′′ ◦ P = Id, where Ck,−1 = Ker d′′|Ck,0 and d
′′ : Ck,−1 → Ck,0 is the
inclusion.
Consider {ηU}U∈U a partition of unity with respect to U . If ℓ ≥ 1 and ω ∈ Ck,ℓ,
then we define
(Pω)V =
∑
U∈U
ηUωU∩V ,
for all V ∈ Uℓ−1. For ω ∈ Ck,0 and V ∈ U we put
(Pω)V =
∑
U∈U
ηUωU |V .
A direct calculation shows that P is as we wanted.
Applying Lemma 4.5 we obtain that a complex (D∗, δ) is homotopically equivalent
to (Ker d′|C0,∗ , d
′′) and (Ker d′′|C∗,0, d
′). The proof in the non-relative case ends using
the above identifications.
To prove the relative case we have to consider the bicomplex (C∗,∗ξ , d
′, d′′), where
Ck,ℓξ is the subspace consisting of the elements ω of C
k,ℓ for which there exists V ⊂ G,
a neighborhood of ξ, such that ωU ≡ 0 if U ⊂ V . The above argument works in this
case because all maps preserve the subspaces Ck,ℓξ .
Since LpΩk(G,U) = LpΩk(G), the previous proposition finishes the proof of the
Lp-case.
Proposition 4.6 (Second step). The complexes (LφΩ∗(G,U), d) and (IφΩ∗(G,U), d)
are homotopically equivalent. The same is true for complexes (LφΩ∗(G,U , ξ), d) and
(IφΩ∗(G,U , ξ), d).
Combining Propositions 4.2 and 4.6 we have the following diagram:
ℓφC0(XG)
δ //
∼

ℓφC1(XG)
δ //
∼

ℓφC2(XG)
δ //
∼

· · ·
LφΩ0(G,U) d //
TT
∼

LφΩ1(G,U) d //
TT
∼

LφΩ2(G,U) d //
TT
∼

· · ·
IφΩ0(G,U) d //
TT
IφΩ1(G,U) d //
TT
IφΩ2(G,U) d //
TT
· · ·
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Proof. Consider the family of maps ∗κ : LφΩk(G,U)→ IφΩk(G,U) given by the con-
volution with a smooth kernel κ.
Claim 1: For a fixed k = 0, . . . , dim(G) the map ∗κ : LφΩk(G,U)→ LφΩk(G,U) is
well-defined and continuous.
Let γ > 0 and U ∈ U , using Lemma 3.3 we have∫
U
φ
(
|ω ∗ κ|x
γ
)
dx ≤
∫
U
φ
(∫
G
C|ω|x·z
γ
κ(z)dz
)
dx
≤
∫
U
φ
(∫
x·supp(κ)
C|ω|y
γ
dy
)
dx
≤
∫
U
φ
( ∑
U ′∈NU
∥∥∥∥Cω|U ′γ
∥∥∥∥
L1
)
dx,
where NU = {U ′ ∈ U : U ′ ∩ (x · supp(κ)) 6= ∅ for some x ∈ U}. The bounded geometry
implies that there exists N a uniform bound of #NU . Using this bound and Jensen’s
inequality we have∫
U
φ
(
|ω ∗ κ|x
γ
)
dx ≤
Vol(U)
#NU
∑
U ′∈NU
φ
(∥∥∥∥NCω|U ′γ
∥∥∥∥
L1
)
.
Let V be a uniform bound for Vol(U). Because of Lemma 3.5, there exists a constant
D such that if β is in LφΩk(U) with U ∈ U , then ‖β‖L1 ≤ D‖β‖Lφ. Therefore∫
U
φ
(
|ω ∗ κ|x
γ
)
dx ≤
V
#NU
∑
U ′∈NU
φ
(∥∥∥∥DNCω|U ′γ
∥∥∥∥
Lφ
)
.
If γ ≥ DNC‖ω|U ′‖Lφ for all U
′ ∈ NU , then∫
U
φ
(
|ω ∗ κ|x
γ
)
dx ≤ V.
By Remark 1.1 there exists a constant C(V ) such that
‖ω ∗ κ|U‖Lφ ≤ C(V )‖ω ∗ κ|U‖
L
φ
V
≤ C(V )DNC
∑
U ′∈NU
‖ω|U ′‖Lφ.
Denote L = C(V )DNC and take γ > 0,
∑
U∈U
φ
(
‖ω ∗ κ|U‖Lφ
γ
)
≤
∑
U∈U
φ
(
L
γ
∑
U ′∈NU
‖ω|U ′‖Lφ
)
≤
∑
U∈U
1
#NU
∑
U ′∈NU
φ
(
NL
γ
‖ω|U ′‖Lφ
)
.
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Let R > 0 be such that for every U ′ ∈ U , U ′ ∈ NU for at most R open sets U ∈ U .
Then ∑
U∈U
φ
(
‖ω ∗ κ|U‖Lφ
γ
)
≤
∑
U∈U
Rφ
(
NL
γ
‖ω|U ′‖Lφ
)
.
This means that, if θ(U) = ‖ω|U‖Lφ and ϑ(U) = ‖ω ∗ κ|U‖Lφ , then
‖ϑ‖ℓφ ≤ NL‖θ‖ℓRφ  ‖θ‖ℓφ.
Using the same argument with d(ω∗κ) = dω∗κ we can conclude that |ω∗κ|Lφ  |ω|Lφ,
which finishes the proof of Claim 1.
Claim 2: Let k = 0, . . . , dim(G). The map ∗κ : LφΩk(G,U) → LφΩk(G) is well-
defined and continuous.
As above, if γ > 0 we have, using the same arguments as before,∫
G
φ
(
|ω ∗ κ|x
γ
)
dx ≤
∑
U∈U
∫
U
φ
(
|ω ∗ κ|x
γ
)
dx
≤
∑
U∈U
Vol(U)
#NU
∑
U ′∈NU
φ
(∥∥∥∥DNCω|U ′γ
∥∥∥∥
Lphi
)
≤
∑
U∈U
V Rφ
(∥∥∥∥Lω|Uγ
∥∥∥∥
Lφ
)
.
If we use again the notation θ(U) = ‖ω|U‖Lφ, we have ‖ω‖Lφ ≤ L‖θ‖ℓV Rφ  ‖θ‖ℓφ.
Doing the same with the derivative we conclude the Claim 2.
Claims 1 and 2 imply that ∗κ : LφΩk(G,U)→ IφΩk(G) is well-defined and contin-
uous. Furthermore, by Proposition 3.4 we know that ∗κ commutes with the derivative.
We will define a family of continuous maps h : LφΩk(G,U) → LφΩk−1(G,U) such
that {
h(df) = f − i(f ∗ κ) if f ∈ LφΩ0(G,U)
h(dω) + dh(ω) = ω − i(ω ∗ κ) if ω ∈ LφΩk(G,U), k ≥ 1,
(8)
where i denotes the inclusion (which is clearly continuous). If h maps continuously
IφΩk(G,U) on IφΩk−1(G,U) for every k ≥ 1, the complexes (LφΩ∗(G,U), d) and
(IφΩ∗(G,U), d) are homotopically equivalent.
LφΩ0(G,U)
d
//
∗κ

LφΩ1(G,U)
d
//
∗κ

hss
LφΩ2(G,U) //
∗κ

hss
· · ·
IφΩ0(G,U) d //
i
TT
IφΩ1(G,U) d //
i
TT
h
kk
IφΩ2(G,U) //
i
TT
h
kk
· · ·
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For every z ∈ supp(κ) we consider Z ∈ Lie(G) a left-invariant vector field such that
exp(Z) = z. Let ϕZt be the flow associated with Z. Observe that
ϕZt (x) = Lxϕ
Z
t (e) = x · exp(tZ).
Given ω ∈ LφΩk(G,U) with k = 1, . . . , dim(G), we define
h(ω)x = −
∫
G
(∫ 1
0
(ϕZt )
∗ιZωxdt
)
κ(z)dz.
By Lemma 3.2 it is smooth and its derivative is
dh(ω)x = −
∫
G
(∫ 1
0
(ϕZt )
∗dιZωxdt
)
κ(z)dz.
Claim 3: h and ∗κ verify (8).
Take ω a k-form in LφΩk(G,U) for k ≥ 1, thus
h(dω) + dh(ω) = −
∫
G
(∫ 1
0
(ϕZt )
∗(ιZd+ dιZ)ω dt
)
κ(z)dz.
Recall the Cartan formula LZω = ιZdω + dιZω (see for example [GHL04]). Using
the identity ∂
∂t
(ϕZt )
∗ω = (ϕZt )
∗LZω we obtain
h(dω) + dh(ω) = −
∫
G
(∫ 1
0
(ϕZt )
∗LZω dt
)
κ(z)dz
= −
∫
G
(∫ 1
0
∂
∂t
(ϕZt )
∗ω dt
)
κ(z)dz
= −
∫
G
((ϕZt )
∗ω − ω)κ(z)dz = ω − ω ∗ κ.
Now consider f ∈ LφΩ0(G,U). We have
h(df)x = −
∫
G
(∫ 1
0
dfx·exp(tZ)(Z(x))dt
)
κ(z)dz.
Let α : [0, 1]→ G be the curve α(t) = x · exp(tZ). We have α′(t) = Z(α(t)), then
(f ◦ α)′(t) = dα(t)f(α
′(t)) = dfx·exp(tZ)(Z(α(t))).
Therefore
h(df)x = −
∫
G
(∫ 1
0
(f ◦ α)′(t)dt
)
κ(z)dz
=
∫
G
(f(α(1))− f(α(0)))κ(z)dz
= f(x)− f ∗ κ(x).
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Claim 4: h : LφΩk(G,U)→ LφΩk−1(G,U) is well-defined and continuous for every
k = 1, . . . , dim(G).
First we estimate the operator norm of hω at a point x ∈ G. Consider v1, . . . , vk−1 ∈
TxG, then
|h(ω)x(v1, . . . , vk−1)| =
∣∣∣∣
∫
G
(∫ 1
0
ωϕZt (x)(Z(ϕ
Z
t (x)), dxϕ
Z
t (v1), . . . , dxϕ
Z
t (vk−1))dt
)
κ(z)dz
∣∣∣∣
≤
∫
G
(∫ 1
0
|ωϕZt (x)(Z(ϕ
Z
t (x)), dxRexp(tZ)(v1), . . . , dxRexp(tZ)(vk−1))|dt
)
κ(z)dz
As in the proof of Lemma 3.3 we have a uniform bound |dxRexp(tZ)| ≤ M for all
z ∈ supp(κ). Moreover, since left-invariant fields have constant norm we can write
‖Z(y)‖y = C for every y ∈ G. Hence, if ‖v1‖x = . . . = ‖vk−1‖x = 1,
|h(ω)x(v1, . . . , vk−1)| ≤
∫
G
(∫ 1
0
CMk−1|ω|ϕZt (x)dt
)
κ(z)dz,
which implies
|h(ω)|x ≤
∫
G
(∫ 1
0
CMk−1|ω|ϕZt (x)dt
)
κ(z)dz. (9)
Using (9) and Jensen’s inequality we obtain
φ
(
|h(ω)|x
γ
)
≤
∫
G
(∫ 1
0
φ
(
CMk−1
γ
|ω|ϕZt (x)
)
dt
)
κ(z)dz. (10)
For U ∈ U denote θ(U) = ‖ω|U‖Lφ and ϑ(U) = ‖hω|U‖Lφ. If γ > 0 we have∫
U
φ
(
|h(ω)|x
γ
)
dx ≤
∫
U
∫
G
(∫ 1
0
φ
(
CMk−1
γ
|ω|ϕZt (x)dt
))
κ(z)dzdx
=
∫
G
(∫ 1
0
∫
U
φ
(
CMk−1
γ
|ω|ϕZt (x)
)
dxdt
)
κ(z)dz.
The identity dxϕ
Z
t = dxRexp(tZ) allows us to find m > 0 such that m < |Jacx(ϕ
Z
t )| for
all z ∈ supp(κ). Then∫
U
φ
(
|h(ω)|x
γ
)
dx ≤
∫
G
(∫ 1
0
∫
E(U)
1
m
φ
(
CMk−1
γ
|ω|y
)
dydt
)
κ(z)dz
=
1
m
∫
E(U)
φ
(
CMk−1
γ
|ω|y
)
dy,
where E(U) is a neighborhood of U with uniform radius (independent of U) such that
ϕZt (x) ∈ E(U) for all z ∈ supp(κ) and x ∈ U . Consider
VU = {V ∈ U : V ∩ E(U) 6= ∅},
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then if γ ≥ CMk−1max{‖ω|V ‖L Smφ : V ∈ VU}, where S ≥ #VU for all U ∈ U ,∫
U
φ
(
|h(ω)|x
γ
)
dx ≤ 1,
which implies
‖h(ω)|U‖Lφ ≤ CM
k−1max{‖ω|V ‖L Smφ : V ∈ VU} ≤ M
∑
V ∈VU
‖ω|V ‖Lφ
for some constant M that does not depend on U . Therefore
∑
U∈U
φ
(
‖h(ω)|U‖Lφ
γ
)
≤
∑
U∈U
φ
(
M
∑
V ∈VU
‖ω|V ‖Lφ
γ
)
≤
∑
U∈U
∑
V ∈VU
1
#VU
φ
(
SM‖ω|V ‖Lφ
γ
)
≤
∑
U∈U
Nφ
(
SM‖ω|V ‖Lφ
γ
)
,
where N ≥ #{U ∈ U : V ∈ VU} for all V ∈ U . From here we obtain
‖ϑ‖ℓφ ≤ SM‖θ‖ℓNφ  ‖θ‖ℓφ.
Using the identity dh(ω) = ω − i(ω ∗ κ) and the above estimate we obtain
|h(ω)|Lφ  |ω|Lφ.
Claim 5: The map h : LφΩk(G) → LφΩk−1(G) is well-defined and continuous for
every k = 1, . . . , dim(G).
Using (10) we have∫
G
φ
(
|h(ω)|x
γ
)
dx ≤
∫
G
∫
G
(∫ 1
0
φ
(
CMk−1|ω|ϕZt (x)
α
)
dt
)
κ(z)dzdx
≤
∫
G
(∫ 1
0
∫
G
1
m
φ
(
CMk−1|ω|y
γ
)
dydt
)
κ(z)dz
=
∫
G
1
m
φ
(
CMk−1|ω|y
γ
)
dy.
From this we obtain ‖h(ω)‖Lφ  ‖ω‖Lφ; and using again the equality (8) we have
|h(ω)|Lφ  |ω|Lφ.
By Claims 4 and 5 we conclude that h is well-defined and continuous from IφΩk(G,U)
to IφΩk−1(G,U), which finishes the poof in the non-relative case.
The same argument works in the relative case. The only thing we have to verify
is that the maps ∗κ and h preserve the relative subcomplexes, which is easy using the
compactness of supp(κ).
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The proof of Theorem 1.5 finishes with the following proposition.
Proposition 4.7. The complexes (IφΩ∗(G,U), d), (LφΩ∗(G), d), and (LφC∗(G), d) are
homotopically equivalent. The same result is true for the corresponding relative com-
plexes.
Proof. In this case we consider ∗κ and h defined as in Proposition 4.6. We have to
prove that they are well-defined and continuous. Identities as (8) are clearly satisfied.
LφC0(G)
d //
∗κ

LφC1(G)
d //
∗κ

hss
LφC2(G)
d //
∗κ

hss
· · ·
IφΩ0(G,U) d //
i
TT
i

IφΩ1(G,U) d //
i
TT
i

hss
IφΩ2(G,U) d //
i
TT
i

hss
· · ·
LφΩ0(G)
d //
∗κ
TT
LφΩ1(G)
d //
∗κ
TT
hss
LφΩ2(G)
d //
∗κ
TT
hss
· · ·
The map h : LφCk(G)→ LφCk−1(G) is the continuous extension of h : LφΩk(G)→
LφΩk−1(G), then we have that all maps h in the diagram are continuous.
We have to prove that the map ∗κ : LφCk(G) → IφΩk(G,U) is well-defined and
continuous for every k = 0, . . . , dim(G). Then so is ∗κ : LφΩk(G) → IφΩk(G,U). To
this end, first observe that if ω ∈ LφCk(G) then ω ∗ κ ∈ Ωk(G) by Lemma 3.4.
Let γ > 0. Using the estimate given in Lemma 3.3 we have∫
G
φ
(
|ω ∗ κ|x
γ
)
dx ≤
∫
G
φ
(
C|ω| ∗ κ(x)
γ
)
dx
=
∫
G
φ
(∫
G
C|ω|xz
γ
κ(z)dz
)
dx
≤
∫
G
∫
G
φ
(
C|ω|xz
γ
)
κ(z)dzdx.
In the last line we use Jensen’s inequality. As before we take m > 0 with m <
|Jacx(Rz)| for all x ∈ G and z ∈ supp(κ), then∫
G
φ
(
|ω ∗ κ|x
γ
)
dx =
∫
G
(∫
G
φ
(
C|ω|xz
γ
)
|Jacx(Rz)|
|Jacx(Rz)|
dx
)
κ(z)dz
≤
∫
G
(∫
G
1
m
φ
(
C|ω|y
γ
)
dy
)
κ(z)dz
=
∫
G
1
m
φ
(
C|ω|y
γ
)
dy.
26
If γ ≥ C‖ω‖
L
φ
m
we have ∫
G
φ
(
|ω ∗ κ|x
γ
)
dx ≤ 1,
which implies ‖ω ∗κ‖Lφ ≤ C‖ω‖
L
φ
m
 ‖ω‖Lφ. In the same way we have ‖d(ω ∗κ)‖Lφ =
‖dω ∗ κ‖Lφ  ‖dω‖Lφ and as a conclusion |ω ∗ κ|Lφ  |ω|Lφ.
On the other hand we denote ϑ(U) = ‖ω ∗ κ|U‖Lφ and estimate∫
U
φ
(
|ω ∗ κ|x
γ
)
dx ≤
∫
U
φ
(∫
G
C|ω|xz
γ
κ(z)dz
)
dx
≤ Dφ
(∫
E(U)
C|ω|y
γ
dy
)
,
where E(U) is a neighborhood of U with radius independent of U , and D is a constant
(also independent of U). We can deduce from this that
‖ω ∗ κ|U‖Lφ ≤
C
φ−1(1/D)
∫
E(U)
|ω|ydy.
In order to simplify the notation we write C = C
φ−1(1/D)
. Then
∑
U∈U
φ
(
‖ω ∗ κ|U‖Lφ
γ
)
≤
∑
U∈U
φ
(
C
γ
∫
E(U)
|ω|ydy
)
≤
∑
U∈U
1
Vol(E(U))
∫
E(U)
φ
(
C Vol(E(U))|ω|y
γ
)
dy.
Using that {E(U) : U ∈ U} is a uniformly locally finite covering such that Vol(E(U))
is bounded from above and below far from zero, we can find a uniform constant L such
that ∑
U∈U
1
Vol(E(U))
∫
E(U)
φ
(
C Vol(E(U))|ω|y
γ
)
dy ≤
∫
G
Lφ
(
L|ω|y
γ
)
dy.
This proves that ‖ϑ‖ℓφ  ‖ω‖Lφ. Doing the same for the derivative we obtain |ω∗κ|Lφ 
|ω|Lφ, that finish de proof of the Claim.
As in Proposition 4.6 the relative case follows from the previous argument.
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