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Abstract:
We derive concentration inequalities for differentially private median
and mean estimators building on the “Propose, test, release” (PTR)
mechanism introduced by [12]. We introduce a new general version of
the PTR mechanism that allows us to derive high probability error
bounds for differentially private estimators. Our algorithms provide
the first statistical guarantees for differentially private estimation of
the median and mean without any boundedness assumptions on the
data, and without assuming that the target population parameter lies
in some known bounded interval. Our procedures do not rely on any
truncation of the data and provide the first sub-Gaussian high prob-
ability bounds for differentially private median and mean estimation,
for possibly heavy tailed random variables.
Key words and phrases: Differential Privacy, Location estimators, Sub-
Gaussian deviations, Median, Median of Means estimator.
1. INTRODUCTION
Differential privacy has emerged as the main approach to privacy in the theoret-
ical computer science and machine learning literature following the path break-
ing work of [13]. This paradigm provides a rigorous mathematical framework
for the study and design of privacy-preserving algorithms. This setting assumes
that there is a trusted curator that holds data containing some possibly sen-
sitive records of n individuals. The goal of differential privacy is to simultane-
ously protect every individual record while releasing global characteristics of the
database [14]. This is achieved by constructing randomized algorithms that re-
lease noisy versions of the desired outputs, where the noise level is calibrated to
prevent any individual level data to be identifiable by querying the database.
Even though the machine learning community has been very prolific in de-
veloping differentially private algorithms for complex settings including multi-
armed bandit problems [23,26,30], high-dimensional regression [18,29] and deep
learning [1, 19], some fundamental statistical questions are only starting to be
understood. For example, the first statistical minimax rates of convergence under
differential privacy were recently established in [7,11]. Some earlier work framing
differential privacy in traditional statistics terms include [9,17,20,28,31]. Recent
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work has also sought to develop differential privacy tools for statistical inference
and hypothesis testing [2, 3, 15,27]
In this paper we study the simple statistical problem of location parameter esti-
mation and study the non-asymptotic deviations of differentially private location
parameter estimators. More specifically, we consider the problem of constructing
median and mean estimators that achieve sub-Gaussian finite sample deviations,
even when applied to heavy tailed data.
1.1 Motivation
It is well known that given a random iid sample X1, . . . ,Xn of sub-Gaussian
random variables with E[X1] = µ and Var[X1] = σ2, the empirical mean Xn =
1
n ∑
n
i=1Xi satisfies with probability at least 1 − τ
∣Xn − µ∣ ≤√2σ2 log(2/τ)
n
.
The accuracy of the empirical mean estimator expressed in the above deviation
inequality is a direct consequence of the sub-Gaussian assumption, and such an
error bound is called a sub-Gaussian deviation for the confidence level τ . In fact
the dependence on τ in the error worsens significantly when the distribution
does not have a moment generating function. In particular, when X1 is only
assumed to have two finite moments, the error of the empirical mean cannot get
smaller in order than
√
2σ2/(nτ) as shown in [8]. For the empirical median on
the other hand, one does not even need to assume any finite moments in order
to establish similar sub-Gaussian deviations. However, there exist estimators of
the mean that do achieve sub-Gaussian deviations even when the data only have
two finite moments: For instance, the median of means estimator [21], which first
symmetrizes the distribution by taking empirical means of disjoint subsamples of
the data, so the population median of these empirical means is close enough to
the population mean, and then aggregates these empirical means by taking their
empirical median.
In light of [7], one may naturally wonder how differential privacy will affect the
deviation bounds discussed above. The statistical minimax rates established in [7]
show that the rates of convergence of differentially private mean estimators are
described by two terms. The first one correspond to the usual parametric 1/√n
convergence, while the second one is driven by the differential privacy tuning
parameters and and is of the order 1/n. Consequently, for large n, differential
privacy does not come at the expense of slower statistical convergence rates, at
least in expectation. However, a notorious technical difficulty renders the study of
non-asymptotic deviations challenging for differentially private mean and median
estimators: existing algorithms either require the input data to be bounded or
assume that the parameter lies in a known interval; see for example [4,13,20,25,
28]. This is clearly unsatisfactory from a theoretical and practical perspective as
it rules out common distributions used in statistical modeling such as the normal,
gamma and t-distributions, just to name a few. This is particularly disturbing for
median estimators since the usual non-private empirical median does not even
need the existence of finite moments in order to exhibit sub-Gaussian deviations.
Moreover, to the best of our knowledge, it is not known whether it is possible
to find differentially private estimators of the mean that achieve sub-Gaussian
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deviations even when the data are heavy tailed.
1.2 Our contributions
• We greatly improve the “Propose, test, release” (PTR) mechanism that was
introduced in [12]. At the heart of this approach lies the idea of avoiding the
usual worst case scenario noise calibration that is omnipresent in the design
of differentially private algorithms. This goal is achieved by first exploring,
in a privacy-preserving way, whether the data has a favorable configuration
that permits to add only a small noise to the desired output. When the
data has a bad configuration, the algorithm halts giving a “no reply”. We
revisit the original mechanism for which only very weak guarantees were
given, such as consistency of the estimators. We derive a new refined ver-
sion of this mechanism that is more general, provides a tight control of the
probability of “no reply” and minimizes the noise added to the desired out-
put, thus significantly improving the statistical properties of the resulting
differentially private estimators.
• We provide the first high probability bounds for differentially private esti-
mation of the median and mean, under weak assumptions, similar to the
ones required by their usual non-private counterparts. Namely, our median
estimator is shown to exhibit sub-Gaussian deviations under the standard
assumption requiring the underlying distribution to have a density that is
bounded from below in a neighborhood of the population median. Similarly,
we provide a median-of-means estimator that is shown to estimate the pop-
ulation mean with sub-Gaussian errors by assuming only the existence of
three moments.
• To the best of our knowledge, our algorithm for mean estimation is the first
differentially private estimator of the mean for which one can prove good
statistical guarantees without any boundlessness assumptions on the data
and without assuming that the population mean lie in some known bounded
interval. In particular, our construction does not rely on any truncation of
the data and gives optimal, sub-Gaussian deviations when the data are
heavy tailed.
2. PRELIMINARIES
Before describing our techniques we will need to introduce definitions and basic
tools from differential privacy that will serve as building blocks for our procedures.
2.1 Definitions
For x = (x1, . . . , xn) ∈ Rn, we denote by x(1), . . . , x(n) the reordered coordinates
of x in nondecreasing order, i.e. min
1≤i≤nxi = x(1) ≤ . . . ≤ x(n) = max1≤i≤nxi. We let
ℓ = ⌊n/2⌋ and mˆ(x) = x(ℓ) be the empirical (left) median of x. For any two
vectors x,x′ ∈ Rn, we define their Hamming distance dH(x,x′) as the number of
coordinates that differ in x and x′: dH(x,x′) = #{i = 1, . . . , n ∶ xi ≠ x′i}, where
# stands for cardinality. For all x ∈ Rn and k ≥ 0, we let BH(x,k) be the set of
all vectors that differ from x in at most k coordinates, i.e., BH(x,k) = {x′ ∈ Rn ∶
dH(x,x′) ≤ k}.
In what follows, we refer as random function to any function h˜ ∶ Rn → R such
that for all x ∈ Rn, h˜(x) is a Borelian random variable. In this paper, we will use
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the hat sign to denote non-randomized estimators, and the tilde sign to denote
their randomized version. For instance, hˆ(x) would be a nonrandom estimator,
i.e., the product of a deterministic algorithm that has input x ∈ Rn, whereas h˜(x)
would be a randomized estimator, i.e., the product of a randomized algorithm.
Definition 1. Let ε, δ > 0. A random function h˜ is called (ε, δ)-differentially
private if and only if for each pair x,x′ ∈ Rn with dH(x,x′) ≤ 1 and for all Borel
sets B ⊆ R,
P[h˜(x) ∈ B] ≤ eεP[h˜(x′) ∈ B] + δ.
Note that when ε = 0, (0, δ)-differential privacy means that the total variation
distance between the laws of h˜(x) and h˜(x′) must be bounded by δ, whenever
dH(x,x′) ≤ 1. On the other hand, when δ = 0, (ε,0)-differential privacy means
that a rescaled version of the total variation distance between the laws of h˜(x)
and h˜(x′) must be bounded by eε − 1, whenever dH(x,x′) ≤ 1.
The following notions of sensitivity of an output function h are central in the
construction of differentially private procedures. In particular, these measures of
sensitivity are used in the most basic algorithms that make some output h(x)
private by simply releasing instead h(x)+u, where u is an independent noise term
whose variance is scaled employing these various notions of sensitivity.
Definition 2. Let h ∶ Rn → R be a given function.
1. The local sensitivity of h maps any data point x ∈ Rn to the (possibly infi-
nite) number
LSh(x) = sup{∣h(x′) − h(x)∣ ∶ x′ ∈ Rn,dH(x,x′) ≤ 1}.
2. The global sensitivity of h is the (possibly infinite) number
GSh = sup
x∈Rn
LSh(x).
3. For all β > 0, the β-smooth sensitivity of h is the mapping
S
(β)
h
(x) = sup
x′∈Rn
(e−βdH(x,x′)LSh(x′)) , x ∈ Rn.
Note that the global sensitivity is a constant number, which does not depend
on the point at which the function h is computed.
Example 1. 1. It is easy to see that for all x ∈ Rn, the local sensitivity of
the empirical median is
LSmˆ(x) =max (x(ℓ+1) − x(ℓ), x(ℓ) − x(ℓ−1)) .
Moreover, for all β > 0 and all x ∈ Rn, S(β)
mˆ
(x) = ∞, and GSmˆ = ∞.
2. Let µˆ(x) = n−1 n∑
i=1
xi, x ∈ Rn be the empirical mean function. Then, all the
above quantities are infinite.
In order to enforce the differential privacy of an estimator, usual methods
would randomize the estimator by adding some noise to it, that is calibrated
by the global or the smooth sensitivity of the estimator. We discuss two such
approaches next.
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2.2 Laplace and Gaussian mechanisms
The Laplace and Gaussian mechanisms are two simple tools used in the differ-
ential privacy literature in order to construct private algorithms. The basic idea
of these techniques is to make deterministic functions private by adding random
noise calibrated using their sensitivity to the data. Let us review some well known
results for two variants of these constructions of differentially private estimators.
Recall that the Laplace distribution with parameter λ > 0 is the continuous prob-
ability distribution with density (λ/2)e−λ∣u∣, u ∈ R. We denote this distribution by
Lap(λ).
The first part of the following theorem is due to [13]. It gives a very simple way
to make a function h differentially private. However, it requires the very strong
assumption that h has a finite global sensitivity. The second part of the theorem
can be found in [14, Appendix A].
Theorem 1. Let h ∶ Rn → R be a function with finite global sensitivity.
1. Let Z be a Laplace random variable with parameter 1. For all ε > 0, the
random function h˜(x) = h(x)+Z
ε
GSh, x ∈ R
n, is (ε,0)-differentially private.
2. Let Z be a standard normal random variable. For all ε > 0, the random
function h˜(x) = h(x) + √2 log(1.25/δ)Z
ε
GSh, x ∈ R
n, is (ε, δ)-differentially
private.
The following result is due to [25], and allows for less restrictive functions h.
Theorem 2. Let h ∶ Rn → R and assume that for all k = 1, . . . , n and all
x ∈ Rn, LS(k)
h
(x) < ∞.
1. Let Z be a Laplace random variable with parameter 1. Let ε, δ > 0 and set
β =
ε
2 log(1/δ) . Then, the random function
h˜(x) = h(x) + 2Z
ε
S
(β)
h
(x), x ∈ Rn,
is (ε, δ)-differentially private.
2. Let Z be a standard normal random variable. Let ε, δ > 0 and set β =
ε
4{1 + log(2/δ)} . Then, the random function
h˜(x) = h(x) + 5√2 log(2/δ)Z
ε
S
(β)
h
(x), x ∈ Rn,
is (ε, δ)-differentially private.
Note that these two versions of the Laplace and Gaussian mechanisms, using
either the global, or the smooth sensitivities, cannot be used directly for the
empirical mean or the empirical median when the data are unbounded, since the
two sensitivities are infinite. It is important to note that for all β ≥ β′ > 0, all
functions h ∶ Rn → R and all x ∈ Rn, it holds that
(1) LSh(x) ≤ S(β)h (x) ≤ S(β′)h (x) ≤ GSh(x) ≤ ∞.
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Therefore, a procedure based on the global sensitivity adds more noise the smooth
sensitivity, which itself is more aggravating than the local sensitivity. In that
sense, using the a procedure based on the local sensitivity would be best. How-
ever, standard procedures, such as the Laplace and Gaussian mechanisms de-
scribed above do not provide privacy guarantees if they calibrate their noise with
the local sensitivity, as explained in [25]. This motivates the propose-test-release
mechanism introduced in the next section, as it uses some sort of local sensitivity,
which is less restrictive than the smooth sensitivity. It can be viewed as a trade-
off between the smooth and the local sensitivity noise calibration procedures and
hence, it produces significantly less noisy differentially private estimators.
3. PROPOSE, TEST, RELEASE
Here, we describe our main algorithm, that is completely inspired from [12].
This approach exploits the intuition that while the local sensitivity does not ac-
count for the worst case scenario sensitivity over all data configurations, it could
provide a good estimate of the sensitivity of most data sets compatible with
standard statistical assumptions. This insight is theoretically validated by a dif-
ferentially private procedure that releases a noisy output calibrated according to
the local sensitivity if the data configuration was deemed favorable by an initial
privacy-preserving test. If the test instead judged the data configuration to be
unfavorable, the algorithm stops and gives a “no reply”. Under appropriate sta-
tistical assumptions, we can show that this approach will provide a very accurate
response with high probability.
Unlike in [12], we do not discretize the parameter space into bins in order
to test whether the data are in a favorable configuration. We suggest to instead
compute a new notion of fixed-threshold finite sample breakdown point as a means
to checking whether the data is amenable to release noisy outputs in a privacy-
preserving fashion. This approach has at least three significant advantages: 1) the
main idea can be linked to an important concept from robust statistics, namely,
the finite sample breakdown point [10]. The latter is defined as the minimum
fraction of observations that one would need to move arbitrarily in order to get the
value of an estimator to diverge, for any finite sample. More precisely, the finite
sample breakdown point of a real valued estimator θˆ ∶ Rn → R at data points x ∈
R
n is defined as BP(θˆ) = n−1min{m ≥ 0 ∶ supx′∈BH(x,m) ∣θˆ(x′)−θˆ(x)∣ = ∞}. The key
computation of our data configuration test is to evaluate an analogous quantity
(2) that effectively defines a more refined version of the finite sample breakdown
point; 2) our test allows us to tightly assess whether the data configuration is
favorable. Indeed, the fixed-threshold breakdown point is exactly the quantity
that one would like to control in order to assess the sensitivity of an estimator
given a fixed data set. This is to be contrasted to the binning strategy of algorithm
M in [12] that tests for errors of size O(σn1/3) which entails both a suboptimal
probability of “no reply” and a larger estimation error when the algorithm returns
a noisy response ; 3) our mechanism is readily applicable to general estimators
becase the fixed-scale breakdown point can be assessed in an appropriately chosen
norm.
The PTR paradigm can be combined either with the Laplace, or with the Gaus-
sian mechanism, through the noise that is added to the estimator and the prelim-
inary privacy-preserving data configuration test. The advantage of the Laplace
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mechanism is its simplicity, but it yields heavier tailed errors, whereas the Gaus-
sian mechanism allows for much lighter noise. For completeness, we describe the
two versions of the algorithm, even though we will only use the Gaussian mech-
anism when applied to the estimation of location parameters.
In order to simplify the notation, we assume that all the data and the parame-
ters of interest are real-valued, but our results can extend to more general spaces.
Let θˆ ∶ Rn → R be a fixed function (that would serve as an estimator for some
unknown quantity of interest θ, when applied to the data) and let η > 0. Define
the function
Aˆη ∶ R
n
→ {0,1,2, . . . , n}
x↦min{k ≥ 0 ∶ ∃x′ ∈ BH(x,k), ∣θˆ(x′) − θˆ(x)∣ > η}.(2)
Let Z1,Z2 be two independent random variables and let aδ and bδ be two positive
numbers, to be specified below (according to whether we define the Laplace or
the Gaussian version of PTR). Define the randomized functions
A˜η(x) = Aˆη(x) + aδ
ε
Z1
and
θ˜η(x) = ⎧⎪⎪⎨⎪⎪⎩⊥ if A˜η(x) ≤ 1 +
bδ
ε
θˆ(x) + η
ε
aδZ2 otherwise,
for all x ∈ Rn.
Here, ⊥ means that the randomized algorithm θ˜η(x), when applied to the data
x, produces a “no reply”. Intuitively, Aˆη can be thought of as the answer to the
query “How many data points should be changed so as to affect the value of θ(x)
by at least η?”. In other words, Aˆη quantifies how favorable the configuration
of the data is in order to preserve privacy. A small value of Aˆη means that the
configuration is not favorable, i.e., small changes in the data can affect a lot
the output θˆ(x) of the deterministic algorithm. In that case, the randomized
algorithm will likely prefer to produce no output. From a statistical point of
view, the statistic Aˆη is reminiscent of the finite sample breakdown point studied
in robust statistics [10, 16]. While the finite sample breakdown point is usually
defined as the minimum number of points that needs to be moved arbitrarily
before an estimator becomes infinite, Aˆη can be interpreted as a relaxed version
of the finite sample breakdown point of the estimator θˆ at the threshold η.
Theorem 3 (Laplace PTR). Let Z1 and Z2 have the Laplace distribution
with parameter 1 and let aδ = 1 and bδ = log(2/δ). The randomized function θ˜η is(2ε, δ)-differentially private.
Theorem 4 (Gaussian PTR). Let Z1 and Z2 have the standard Gaussian
distribution and let aδ =
√
2 log(1.25/δ) and bδ = 2 log(1.25/δ). The randomized
function θ˜η is (2ε,2eεδ + δ2)-differentially private.
For the Gaussian version, note that if ε and δ are smaller than 1 (which is
typically the case), then θ˜η is (2ε, (2e + 1)δ)-differentially private.
The advantage of the standard Laplace mechanism over the Gaussian mech-
anism is that when the global sensitivity of the estimator is finite, the Laplace
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mechanism allows for (ε,0)-differentiable privacy, whereas some more slack is
unavoidable for the Gaussian mechanism, which only allows for (ε, δ)-differential
privacy for positive δ. In PTR, both Laplace and Gaussian versions yield the ad-
ditional slack δ which, from our computations, seems unavoidable in both cases.
This is why the Gaussian version seems always preferable to the Laplace one.
Now, these randomized algorithms shall be applied to some data, in order to
estimate a quantity θ, such as the population mean, or the population median.
The parameter η will be chosen in a way that will guarantee that the data is
in a favorable configuration with high probability (now, the probability is taken
over the randomness of the data). Again, we treat the Laplace and the Gaussian
versions of the algorithm separately, for completeness, even though we will only
use the Gaussian mechanism in our application.
Theorem 5 (Laplace version). Let X = (X1, . . . ,Xn) be i.i.d. real valued data
and τ ∈ (0,1). Set
η∗ = inf {η > 0 ∶ P [Aˆη(X) ≤ 1 + log(1/(τδ))
ε
] ≤ τ/2} .
Then, for all η ≥ η∗, the Laplace version of PTR satisfies, with probability at least
1 − 2τ , ∣θ˜η − θ∣ ≤ ∣θˆ − θ∣ + η
ε
log(1/(2τ)).
Note that in this theorem, the probability is computed with respect to the
joint randomness of the algorithm and of the data. Furthermore, the second term
corresponds to a subexponential type error because the dependence on log(1/τ)
does not appear inside a square root: This is due to the Laplace mechanism that
is embedded in this version of the PTR algorithm. For the Gaussian version, we
have the following.
Theorem 6 (Gaussian version). Let X = (X1, . . . ,Xn) be i.i.d. real valued
data and τ ∈ (0,1). Set
η∗ = inf {η > 0 ∶ P [Aˆη(X) ≤ 1 + 2 log( 1.25δ )+2√log( 2τ ) log( 1.25δ )ε ] ≤ τ2} .
Then, for all η ≥ η∗, the Gaussian version of PTR satisfies, with probability at
least 1 − 2τ , ∣θ˜η − θ∣ ≤ ∣θˆ − θ∣ + 2η
ε
√
log(2/τ) log(1.25/δ).
The quantity η∗ may be infinite: In that case, the theorem is vacuous. This
is the case, for instance, when θˆ is the empirical mean, for data that are not
compactly supported. In order to circumvent this issue without truncating the
data and assuming that the population mean belongs to some known bounded
interval, we apply our PTR approach to estimators based on empirical medians,
which are more robust than the empirical mean. Given Theorems 5 and 6, for
these estimators, the main challenge is to bound the quantity η∗.
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4. PTR FOR LOCATION PARAMETERS
In this section, we let X1, . . . ,Xn be i.i.d. samples drawn from a distribution
on the real line, where n ≥ 1 is a fixed integer. We focus on the estimation of two
location parameters: the population median and the population mean. Of course,
our results extend easily to other population quantiles.
In all the following, we let C = 1 + 2 log(1.25/δ)+2
√
log(2/τ) log(1.25/δ)
ε
(which enters
in the definition of η∗ for the Gaussian version of the PTR algorithm, see Theorem
6).
4.1 Median estimation
We will only require the following distributional assumption in the derivation
of our deviation inequalities for our private median estimators.
Assumption 1. The distribution of X1 has a density f with respect to the
Lebesgue measure and it has a unique median m. Moreover, there exist positive
constants r,L such that f(u) ≥ L, for all u ∈ [m − r,m + r].
In particular, under this assumption, the cdf F of X1 satisfies the following:
(3) ∣F (u) −F (v)∣ ≥ L∣u − v∣,∀u, v ∈ [m − r,m + r].
Even though the existence of a density is not very restrictive in practice, it seems
that our results would still be true if we only assumed the existence of a density
in the neighborhood [m− r,m+ r] of m. Moreover, (3) is a natural and standard
assumption on the distribution of X1 in order to estimate its population median
m at the usual n−1/2 rate. Indeed, if (3) does not hold, then the distribution of X1
does not put enough mass around the median, which becomes harder to estimate.
Moreover, it is well known that the empirical median of iid random variables is
only asymptotically normal when the data have a positive density at the true
median, and the asymptotic variance is 1/(4f(m)2).
Recall that mˆ(X) is the empirical median of X = (X1, . . . ,Xn). For simplicity,
in the sequel, we write mˆ instead of mˆ(X).
Theorem 7. Let n ≥ max(2⌈C⌉
rL
,
2 log(8/τ)(rL)2 ). Then, for the empirical me-
dian, under Assumption 1, η∗ ≤ 4C
Ln
+ 4 log(4/τ)
3Ln
.
We can now control the error of the differentially private output m˜ of the
Gaussian version of PTR, with η given by the upper bound of Theorem 7.
Theorem 8. Let Assumption 1 hold, and let n ≥ max(2⌈C⌉
rL
,
2 log(8/τ)(rL)2 ).
Then, the differentially private estimator m˜ can be computed in O(n log n) time
and it satisfies, with probability 1 − 2τ ,
∣m˜ −m∣ ≤√ log(2/τ)
2nL2
+O ( 1
ε2n
) .
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Note that the randomized estimator m˜ depends on the distributional param-
eters r and L, which is limiting in practice. However, in a parametric setup, r
and L can be known up to a scale parameter. For example, let the data be Gaus-
sian with unknown mean µ and known variance σ2. Then, m = µ and one can
choose r =
√
2σ and L = (e√2πσ2)−1. This is a very simple example and yet, even
for Gaussian data with known variance, no such result (high probability bound,
yielding a non-asymptotic confidence interval, without any prior knowledge on
the location of the population mean µ) was previously known, to the best of our
knowledge.
The leading term in Theorem 8 is sub-Gaussian, i.e., it is of the order of√
log(1/τ)
n
, rescaled by L−1, which is a scaling parameter as we have already seen
above. The remaining term is of the order of 1
ε2n
: We do not know if this term
is optimal. Indeed, [7, Section 3.2], proves optimal bounds in expectation for
the estimation of the mean µ (equal to the median for symmetric distributions),
under the assumption that µ is in some bounded domain; Their bounds are of the
form O(1/√n+1/(εn)), whereas the second term of our bound is ε−1 times worse
than theirs. However, this may be the price to pay for high deviation bounds and
for not allowing any prior knowledge on the location of the mean or the median.
Bridging this gap is left for future work.
4.2 Mean estimation
In this section, we focus on the estimation of the mean of a distribution. It
is easy to see that in general, for the empirical mean estimator, η∗ = ∞, which
is somewhat related to the lack of robustness of the empirical mean. When the
distribution of the data is symmetric, the mean coincides with the median: It is
estimated well by the empirical median which can be made differentially private
without paying a significant price, as we saw in the previous section. Here, our
idea is to first symmetrize the distribution, then compute an empirical median:
the procedure that we adopt is the median of means (MOM) estimator [6,21,24].
The idea is is to first compute empirical means within separate blocks of data.
The distribution of those empirical means is more symmetric than the initial
distribution of the data, hence, its theoretical median is closer to its mean, which
is what we are interested in. Hence, as a second step, estimate that median by
computing the empirical median of all the empirical means. Let us define this
estimator more formally.
Let X1, . . . ,Xn be our data, and let K be some integer between 1 and n. Let
N = ⌊n/K⌋ and split the data inK disjoint blocks, each containing at least N data
points. In each block j = 1, . . . ,K, compute the empirical mean X¯j of the data
points contained in block k. Then, the estimator µˆK is defined as the empirical
median of X¯1, . . . , X¯K . The standard number of blocks prescribed in order to
get a high probability guarantee for the estimation of the population mean µ of
the data is of the order log(1/τ), where τ ∈ (0,1) is the desired confidence level.
However, in order to guarantee differential privacy through our PTR approach,
we need some more freedom in the choice of K. We use the following result, due
to [22, Corollary 1], that is based on the Berry-Esseen bound [5]:
Lemma 1. Let X1, . . . ,Xn be i.i.d. real random variables with three moments,
and let µ = E[X1], σ2 = E[(X1−µ)2] and ρ3 = E[∣X1−µ∣3]. Let τ ∈ (0,1). Provided
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that 0.4748ρ
3
σ3
√
N
+
√
log(4/τ)
2K
≤ 1/3, it holds with probability at least 1 − τ that
∣µˆ − µ∣ ≤ σ ⎛⎝1.43ρ3σ3N + 3
√
log(4/τ)
2n
⎞⎠ .
We crucially leverage the above result in order to obtain the following bound
on η∗ for the MOM estimator.
Theorem 9. Suppose that K ≥ 8max(C, log(4/τ)). Then, η∗ ≤ 2√2σ√K/n.
Now, we set η = 2
√
2σ
√
K/n and we prove the following high probability
bound for the error of the product µ˜ of the Gaussian version of PTR for the
MOM estimator.
Theorem 10. Assume that the data have three finite moments: µ = E[X1],
σ2 = E[(X1−µ)2] and ρ3 = E[∣X1−µ∣3]. Let K ≥max(4C,32 log(4/τ)) and assume
that n ≥ 33(ρ/σ)6K. The randomized estimator µ˜ can be computed in O(n) time
and, with probability at least 1 − 2τ ,
∣µ˜ − µ∣ ≤ σ ⎛⎝3
√
log(4/τ)
2n
+
4
√
2K log(2/τ) log(1.25/δ)
ε
√
n
+
1.43Kρ3
σ3n
⎞⎠ .
Recall that for the differentially private estimation of the median, with con-
fidence τ , we obtained a bound of the form O (√ log(1/τ)
n
+ poly(log(1/τ),log(1/δ))
ε2n
).
Up to a ε factor in the second term, this is a similar bound as the one obtained in
expectation for the mean estimation in [7, Section 3.2]. Here, for our differentially
private MOM estimator, the leading term (which is O(1/√n)) is no longer sub-
Gaussian, since the price that we pay for differential privacy has the same order
as the sub-Gaussian term, yielding a leading term that depends on the privacy
parameters ε and δ. However, and perhaps surprisingly, when the data have a
density, we significantly improve this bound.
Theorem 11. Let the data X1, . . . ,Xn be i.i.d. with three finite moments:
µ = E[X1], σ2 = E[(X1 − µ)2] and ρ3 = E[∣X1 −µ∣3]. In addition, assume that X1
has a density. Let K ≥max(8C,32 log(4/τ)) and assume that n ≥ 10(ρ/σ)6K and
that n/K is an integer.
1. Then,
η∗ ≤ 2e2σ
√
2π (ρ3K
σ2n
+
2C + (2/3) log(4/τ)√
Kn
) =∶ η0.
2. Moreover, the randomized estimator µ˜ with η = η0 can be computed in O(n)
time and, with probability at least 1 − 2τ ,
∣µ˜−µ∣ ≤ 3√σ2 log(4/τ)
2n
+
1.43ρ3K
σ2n
+
4σ
√
2π
e−2ε (ρ3Kσ3n + 2C + (2/3) log(4/τ)√Kn ) .
Note that the assumption that n/K is an integer (which we did not need in
Theorem 10, but which is needed in the proof of this theorem) is not restrictive,
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since otherwise we can drop some data without affecting the differential privacy
and affecting the bound only up to universal constants.
In particular, taking K of the order n1/3, the error bound obtained in Theorem
11 is of the form 3
√
σ2 log(4/τ)
n
+ O ( 1
ε2n2/3
) which is, as desired, a sub-Gaussian
term plus a negligible one.
5. CONCLUSION
We studied the problem of differentially private estimation of a location param-
eter from a non-asymptotic deviations perspective, by proposing a new Propose-
Test-Release mechanism. The procedure first checks in a differentially private
way, whether the data are in a favorable configuration for preserving privacy,
in which case a carefully calibrated noisy version of the statistic of interest is
released. We use our mechanism for the construction of differentially private me-
dian and mean estimators and we bound their finite sample performance with
high probability. More precisely, these differentially private estimators exhibit
leading sub-Gaussian error terms with high probability under minimal distribu-
tional assumptions needed to establish concentration results in the standard non-
private setting. The statistical properties of the new median estimator constitute
a dramatic improvement over a previously proposed PTR median estimator. Our
mean estimator is a PTR version of a newly proposed median-of-means estimator
defined as the median of K means obtained by averaging independent groups of
O(n2/3) observations.
A salient practical advantage of our method over alternative approaches is
that we avoid applying any type of truncation to the data and we do not need
to assume that the target parameter lies in a known interval. They seem to be
the first algorithms capable of this. We view our results as a promising first
step towards establishing a more general set of methods leading to optimal non-
asymptotic concentration inequalities for differentially private estimators under
mild distributional assumptions, and in a multivariate setting.
6. PROOFS
6.1 Proof of Theorem 3
The proof relies on the sliding property of the Laplace distribution [25]:
Lemma 2. Let ε > 0. Let Z be a Laplace random variable with parameter 1
and let ∆0 > 0. Then, for all ∆ ∈ R with ∣∆∣ ≤∆0, and for all real Borel sets O,
P [∆0
ε
Z ∈ O +∆] ≤ eεP [∆0
ε
Z ∈ O] ,
where O +∆ = {x +∆ ∶ x ∈ O}.
First, note that A˜η is (ε,0)-differentially private. Indeed, if dH(x,x′) ≤ 1, then
Aˆη(x′) can only take the values Aˆη(x) or Aˆη(x′) ± 1. Hence, GSAˆη ≤ 1, and it
follows from Lemma 2 (see also, e.g., [13] on the Laplace mechanism) that A˜η is(ε,0)-differentially private.
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Since θ˜η(x) =⊥ ⇐⇒ A˜η(x) ≤ 1+1ε log(2/δ) and A˜η is (ε,0)-differentially private,
it follows that
P[θ˜η(x) =⊥] = P [A˜η(x) ≤ 1 + log(2δ )
ε
](4)
≤ eεP [A˜η(x′) ≤ 1 + log(2δ )
ε
](5)
= eεP[θ˜η(x′) =⊥],(6)
for all x,x′ such that dH(x,x′) ≤ 1.
Let x,x′ ∈ Rn with dH(x,x′) ≤ 1. We will now show that for all Borel sets
O ⊆ R,
(7) P[θ˜η(x) ∈ O] ≤ e2εP[θ˜η(x′) ∈ O] + δ.
Note that for θ˜η(x) to be a real number, it has to be that the estimator has
outputted a reply, i.e., A˜η(x) > 1 + (1/ε) log(2/δ). On the one hand, if ∣θˆη(x) −
θˆη(x′)∣ ≤ η, we have
P[θ˜η(x) ∈ O]
= P [θˆη(x) + η
ε
Z2 ∈ O, Aˆ(x) + 1
ε
Z1 > 1 +
log(2
δ
)
ε
]
= P [θˆη(x) + η
ε
Z2 ∈ O]P [Aˆ(x) + 1
ε
Z1 > 1 +
log(2
δ
)
ε
]
≤ eεP [θˆη(x′) + η
ε
Z2 ∈ O] eεP [Aˆ(x′) + 1
ε
Z1 > 1 +
log(2
δ
)
ε
]
= e2εP[θ˜η(x′) ∈ O]
≤ e2εP[θ˜η(x′) ∈ O] + δ,(8)
by the sliding property of the Laplace distribution [25, Section 2.1.1] and where
the second and the last equalities used independence of Z1 and Z2. On the other
hand, if ∣θˆη(x) − θˆη(x′)∣ > η then Aˆη(x) = Aˆη(x′) = 1 which in turn entails that
P[θ˜η(x) ∈ O] = P [θˆη(x) + η
ε
Z2 ∈ O,
1
ε
Z1 >
log(2
δ
)
ε
]
≤ P [1
ε
Z1 >
log(2
δ
)
ε
]
= δ
≤ e2εP[θ˜η(x′) ∈ O] + δ(9)
Therefore, combining (8) and (9) yields (7). Now, let O′ be a Borel set of the
extended real line R ∪ {⊥}. Then, O′ is equal to either O, or O ∪ {⊥}, for some
Borel set O of R. In the former case, (7) concludes the proof of the lemma. In
the latter case, we write, for all x,x′ ∈ Rn with dH(x,x′) ≤ 1:
P[θ˜η(x) ∈ O′] = P[θ˜η(x) ∈ O] + P[θ˜η(x) =⊥]
≤ e2εP[θ˜η(x′) ∈ O] + δ + eεP[θ˜η(x′) =⊥]
= e2εP[θ˜η(x′) ∈ O′] + δ,
thanks to (4) and (7).
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6.2 Proof of Theorem 4
The proof relies on the sliding property of the Gaussian distribution [25, Defi-
nition 2.5]:
Lemma 3. Let Z be a standard Gaussian random variable and let ∆0 > 0.
Then, for all ∆ ∈ R with ∣∆∣ ≤∆0, and for all real Borel sets O,
P
⎡⎢⎢⎢⎢⎢⎣
∆0
√
2 log(1.25
δ
)
ε
Z ∈ O +∆
⎤⎥⎥⎥⎥⎥⎦ ≤ eεP
⎡⎢⎢⎢⎢⎢⎣
∆0
√
2 log(1.25
δ
)
ε
Z ∈ O
⎤⎥⎥⎥⎥⎥⎦ + δ,
where O +∆ = {x +∆ ∶ x ∈ O}.
The rest of the proof follows the same lines as the proof of Theorem 3 and it
is omitted here.
6.3 Proof of Theorem 5
Of course, if η∗ = ∞, the theorem is trivial, so let us assume that η∗ < ∞ and
let η ≥ η∗. Since Aˆη ≥ Aˆη∗ , it is clear that
P [Aˆη(X) ≤ 1 + log(1/(τδ))
ε
] ≤ τ/2.
Let t = log(1/τ). Then,
P[θ˜η =⊥] = P [Aˆη + 1
ε
Z1 ≤ 1 +
1
ε
log(1/δ)]
= P [Aˆη + 1
ε
Z1 ≤ 1 +
1
ε
log(1/δ),Z1 ≥ −t]
+ P [Aˆη + 1
ε
Z1 ≤ 1 +
1
ε
log(1/δ),Z1 < −t]
≤ P [Aˆη ≤ 1 + 1
ε
log(1/δ) + t
ε
] + P[Z1 < −t]
≤ τ.
Since, in addition, Z2 ≤ log(1/(2τ)) with probability 1 − τ , a union bound yields
the desired result.
6.4 Proof of Theorem 6
The proof follows the exact same lines as the proof of Theorem 5, with slight
adaptations to the standard Gaussian distribution. It is omitted here.
6.5 Proof of Theorem 7
Let η > 0 and k = ⌈C⌉, where C = 1 + 2 log(1.25/δ)+2√log(2/τ) log(1.25/δ)
ε
. Consider
the following events:
Ak = {m − r ≤X(ℓ−k) ≤X(ℓ+k) ≤m + r}
and
Bη,k = {X(ℓ+k) −X(ℓ−k) ≤ η} .
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Recall that ℓ = ⌊n/2⌋ and, for simplicity, we assume that n is even in the rest of
the proof.
Let X = (X1, . . . ,Xn). It is clear that if X ′ ∈ Rn with dH(X,X ′) ≤ k, then∣mˆ(X)−mˆ(X ′)∣ ≤max (X(ℓ+k) −X(ℓ),X(ℓ) −X(ℓ−k)) ≤X(ℓ+k)−X(ℓ−k). Therefore,
if Bη,k is satisfied, then one needs to change at least k + 1 data points in order to
move the empirical median mˆ to a distance at least η, hence, Aˆη > k. Therefore,
we write
P[Aˆη(X) ≤ k] ≤ P[B∁η,k]
≤ P[B∁
η,k
∩Ak] + P[A∁k].(10)
By a union bound,
(11) P[A∁
k
] ≤ P[X(ℓ−k) <m − r] + P[X(ℓ+k) >m + r].
Let us bound the first term; The second one will be bounded in a similar fashion.
Note thatX(ℓ−k) <m−r implies that there are at least ℓ−k data points that are less
or equal tom−r. Thus, P[X(ℓ−k) <m−r] can be bounded by P[N ≥ ℓ−k], whereN
is a binomial random variable with parameters n and p = P[X1 <m−r] ≤ F (m−r),
F being the cdf of X1. By Assumption 1, F (m − r) ≤ 1/2 − Lr and Hoeffding’s
inequality yields
(12) P[X(ℓ−k) <m − r] ≤ exp⎛⎝−2(√nLr − k√n)2⎞⎠ ,
since we have assumed that n ≥ k/(Lr). Similarly, we have
(13) P[X(ℓ+k) <m + r] ≤ exp⎛⎝−2(√nLr − k√n)2⎞⎠ ,
and we get
(14) P[A∁
k
] ≤ 2exp⎛⎝−2(√nLr − k√n)2⎞⎠ .
Now, let us bound the probability that B∁
η,k
and Ak occur simultaneously. If this
is the case, then Assumption 1 implies that
η ≤X(ℓ+k) −X(ℓ−k) ≤ L−1 (F (X(ℓ+k)) − F (X(ℓ−k))) ,
where we recall that F is the cdf of X1. Moreover, since we assume that the
Xi’s are continuous random variables, if follows that F (X1), . . . , F (Xn) are i.i.d.
uniform random variables in [0,1], and we can write
P[B∁
η,k
∩Ak] ≤ P[U(ℓ+k) −U(ℓ−k) ≥ Lη]
= P[U(2k) ≥ Lη],(15)
where we used that for all integers s, t ∈ {1, . . . , n} with s < t, U(t) −U(s) has the
same distribution as U(t−s). We can bound the right hand side of (15) by the
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probability that a binomial random variable with parameters n and p = 1−Lη is
greater or equal to n − 2k, which yields, using Bernstein’s inequality,
P[B∁
η,k
∩Ak] ≤ exp(−3(Lnη − 2k)2
4Lnη − 2k
)
≤ exp (−(3/4)Lnη + 6k))(16)
Our assumption on n guarantees that P[A∁
k
] ≤ τ/4, and by taking η = 4C
Ln
+
4 log(4/τ)
3Ln
guarantees that P[B∁
η,k
∩Ak] ≤ τ/4, by (16). Hence, for this choice of
η, we obtain, by (10), that P[Aˆη(X) ≤ C] ≥ 1 − τ
2
, i.e., η∗ ≤ η.
6.6 Proof of Theorem 8
For the first part, it suffices to show that Aˆη(x) can be computed in near linear
time. For this, we can sort x and take the resulting order statistics x(1), . . . , x(n)
to compute Aˆη(x) = min{k s.t. max0≤t≤k+1(x(m+t) − x(m+t−k−1)) > η}. For a fixed
k, solving max0≤t≤k+1(x(m+t) − x(m+t−k−1)) takes at most O(n) operations. Fur-
thermore, using a dichotomy method (which is valid since max0≤t≤k+1(x(m+t) −
x(m+t−k−1)) is monotone in k), we see that we only need to explore O(log(n))
values of k in order to find Aˆη(x). Hence for sorted x, we showed that Aˆη(x)
can be computed in in O(n log(n)) time. Since the initial sorting step also takes
O(n log(n)) operations, the overall algorithm is O(n log(n)).
The second part of the theorem follows from combining Theorem 6, Theorem
7, and the following fact, which we prove below.
Lemma 4. Let Assumption 1 hold and let τ ≥ 2e−2nL2r2 . Then, the empirical
median mˆ satisfies, with probability at least 1 − τ ,
∣mˆ −m∣ ≤√ log(2/τ)
2nL2
.
Proof. The proof of this lemma is standard. Let t =
√
log(2/τ)
2nL2
. Then, mˆ ≤m−t
implies that more than half of the data points are less or equal to m − t and
P[mˆ ≤ m − t] can be rewritten as P[N ≤ n/2], where N is a binomial random
variable with parameters n and p = F (m − t), where F is the cdf of X1. Thus,
Hoeffding’s inequality yields
P[mˆ ≤m − t] ≤ e−2n(1/2−F (m−t))2 ≤ e−2nL2t2 ≤ τ
2
,
where we have used the fact that 1/2 − F (m − t) = F (m) − F (m − t) ≥ Lt, by
Assumption 1. Similarly, P[mˆ ≥m+ t] ≤ τ/2 and a union bound yields the desired
result.
6.7 Proof of Theorem 9
Let k = ⌈C⌉. For all η > 0, let B¯η,k = {µ − η ≤ X¯(K/2−k) ≤ X¯(K/2+k) ≤ µ + η} where
X¯(1) ≤ . . . ≤ X¯(K) denote the order statistics of X¯1, . . . , X¯K and, for simplicity, we
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assume that K is even. Then, it is clear that if Bη,k is satisfied, then Aˆη(X) ≥ k.
Thus,
P[Aˆη(X) ≤ C] ≤ P[Bη,k].
Using the same reasoning as in the proof of Theorem 8, we bound the right-hand
side by the probability that a binomial random variable with parameters K and
p = P[X¯1 ≤ µ − η] is greater or equal to K/2 − k. By Chebychev’s inequality,
p ≤ Kσ
2
nη2
, yielding altogether
P[Aˆη(X) ≤ C] ≤ 2exp⎛⎝−2K (12 − Kσ2nη2 − kK )2⎞⎠ .
The assumption on K guarantees that by choosing η = 8σ
√
K/n, we obtain
P[Aˆη ≤ C] ≤ τ/2,
which ends the proof.
6.8 Proof of Theorem 10
First, the same reasoning as in the proof of Theorem 8 yields that the com-
putation of µ˜ requires O(K logK) computations for Aˆη, after computing all the
means, which takes O(n) operations. Overall, µ˜ can be computed in O(n) time.
To apply Lemma 1, we need to check that 0.4748ρ
3
σ3
√
N
+
√
log(4/τ)
K
≤ 1/3. Since the
second term is, by assumption, no larger than 1/4, it follows that N needs to be
at least
144 ⋅ 0.47482ρ6
σ6
. It suffices that n ≥ 33(ρ/σ)6K. Then, Lemma 1 together
with Theorem 9 yield the desired result.
6.9 Proof of Theorem 11
The proof follows the same lines as in the proof of Theorem 7, where assuming
the existence of a density allowed us to control gaps between order statistics using
i.i.d. uniform random variables. For simplicity, we assume that K is even. Since
N = n/K is an integer, all the blocks contain the same number of data, hence, the
empirical means X¯1, . . . , X¯K are i.i.d (they were only independent, not identically
distributed before), which will be important in this proof.
Consider the events:
A¯k = {µ − rσ√
N
≤ X¯(K/2−k) ≤ X¯(K/2+k) ≤ µ +
rσ√
N
}
and
B¯η,k = {X¯(K/2+k) − X¯(K/2−k) ≤ η} ,
where r > 0 is some positive number. As previously, it is clear that if B is satisfied,
then Aˆη(X) ≥ k.
Then, following the same reasoning as previously,
P[A¯∁
k
] ≤ P [X¯(K/2−k) < µ − rσ√
N
] + P [X¯(K/2−k) > µ + rσ√
N
] .
Let us only bound the first term, since bounding the second term will be similar.
The first term is bounded by the probability that a binomial random variable
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with parameters K and p = P[X¯1 < µ − rσ√
N
] is larger or equal to K/2 − k. By
Chebychev’s inequality, p ≤ 1/r2. Therefore, Hoeffding’s inequality yields
P[A¯∁
k
] ≤ 2exp (−(√K/2 −√K/r2 − k/√K)2) .
Now, let us bound the probability that B¯∁
η,k
and A¯k occur simultaneously.
Denote by FN the cumulative distribution function (cdf) of
√
N(X¯1 − µ)/σ. By
Berry-Esseen’s inequality, for all t ∈ R,
∣FN(t) −Φ(t)∣ ≤ ρ3
σ3
√
N
,
where Φ is the standard Gaussian cdf. Moreover, for all s, t ∈ [−r, r] with t ≥ s,
Φ(t) −Φ(s) ≥ e−r2/2√
2π
=∶ Lr.
Therefore, if B¯∁
η,k
and A¯k are both satisfied, it holds that
FN(Z(K/2+k)) −FN(Z(K/2−k)) ≥ Lr√Nη
σ
−
2ρ3
σ3
√
N
,
where we denote by Zi =
√
N
X¯i − µ
σ
, i = 1, . . . ,K. Now, since the Xi’s have a
density, the Zi’s do as well, and the random variables FN(Zi), i = 1, . . . ,K are
i.i.d. uniform in [0,1]. Hence, we can write that
P[B¯∁
η,k
∩ A¯k] ≤ P [U(2k) ≥ Lr√Nη
σ
−
2ρ3
σ3
√
N
] ,
where U(2k) is the (2k)-th order statistic of a sample of K i.i.d. uniform random
variables in [0,1]. Therefore, following the same lines as in the proof of Theorem
7, and using again Bernstein’s inequality, we obtain
P[B¯∁
η,k
∩ A¯k] ≤ exp (−(3/4)Kt + 3k) ,
where t = Lr
√
Nη
σ
−
2ρ3
σ3
√
N
. Finally, set r = 2. Since K ≥ max(8C,32 log(4/τ)),
P[A¯∁
k
] ≤ τ/4 and taking η = 2e2σ√2π ( ρ3
σ2N
+
2C + (2/3) log(4/τ)
K
√
N
), we obtain
that
P[Aˆη ≤ C] ≤ P[B¯∁η,k]
≤ P[B¯∁
η,k
∩ A¯k] + P[A¯∁k]
≤
τ
4
+
τ
4
=
τ
2
.
This shows the first part of the theorem.
The rest of the proof is the same as that of Theorem 10, by combining Lemma
1 and Theorem 6.
DP LOCATION ESTIMATORS 19
REFERENCES
[1] Martin Abadi, Andy Chu, Ian Goodfellow, H Brendan McMahan, Ilya
Mironov, Kunal Talwar, and Li Zhang. Deep learning with differential pri-
vacy. In Proceedings of the 2016 ACM SIGSAC Conference on Computer
and Communications Security, pages 308–318. ACM, 2016.
[2] Marco Avella-Medina. Privacy-preserving parametric inference: a case for
robust statistics. Journal of the American Statistical Association (to appear),
2020.
[3] Andre´s F Barrientos, Jerome P Reiter, Ashwin Machanavajjhala, and Yan
Chen. Differentially private significance tests for regression coefficients. Jour-
nal of Computational and Graphical Statistics, pages 1–24, 2019.
[4] Raef Bassily, Adam Smith, and Abhradeep Thakurta. Private empirical risk
minimization: Efficient algorithms and tight error bounds. In 2014 IEEE
55th Annual Symposium on Foundations of Computer Science, pages 464–
473. IEEE, 2014.
[5] Andrew C Berry. The accuracy of the gaussian approximation to the sum
of independent variates. Transactions of the american mathematical society,
49(1):122–136, 1941.
[6] Se´bastien Bubeck, Nicolo Cesa-Bianchi, and Ga´bor Lugosi. Bandits with
heavy tail. IEEE Transactions on Information Theory, 59(11):7711–7717,
2013.
[7] Tony T. Cai, Yichen Wang, and Linjun Zhang. The cost of privacy: optimal
rates of convergence for paramer estimaion with differential privacy. arXiv
preprint arXiv:1902.04495, 2019.
[8] Olivier Catoni. Challenging the empirical mean and empirical variance: a
deviation study. In Annales de l’IHP Probabilite´s et statistiques, volume 48,
pages 1148–1185, 2012.
[9] Kamalika Chaudhuri and Daniel Hsu. Convergence rates for differentially
private statistical estimation. In Proceedings of the 22nd International Con-
ference on Machine Learning. NIH Public Access, 2012.
[10] David L Donoho and Peter J Huber. The notion of breakdown point. A
festschrift for Erich L. Lehmann, 157184, 1983.
[11] John C Duchi, Michael I Jordan, and Martin JWainwright. Minimax optimal
procedures for locally private estimation. Journal of the American Statistical
Association, 113(521):182–201, 2018.
[12] Cynthia Dwork and Jing Lei. Differential privacy and robust statistics. In
STOC, volume 9, pages 371–380, 2009.
[13] Cynthia Dwork, Frank McSherry, Kobbi Nissim, and Adam Smith. Calibrat-
ing noise to sensitivity in private data analysis. In Theory of cryptography
conference, pages 265–284. Springer, 2006.
[14] Cynthia Dwork and Aaron Roth. The algorithmic foundations of differential
privacy. Foundations and Trends® in Theoretical Computer Science, 9(3–
4):211–407, 2014.
[15] Marco Gaboardi, Hyun-Woo Lim, Ryan M Rogers, and Salil P Vadhan.
Differentially private chi-squared hypothesis testing: Goodness of fit and
independence testing. In ICML’16 Proceedings of the 33rd International
Conference on International Conference on Machine Learning-Volume 48.
JMLR, 2016.
20 M. AVELLA-MEDINA AND V.-E. BRUNEL
[16] Peter J. Huber and Elvezio Ronchetti. Robust Statistics. Wiley, New York,
New York, second edition, 2009.
[17] Vishesh Karwa and Aleksandra Slavkovic´. Inference using noisy degrees: Dif-
ferentially private beta-model and synthetic graphs. The Annals of Statistics,
44(1):87–112, 2016.
[18] Daniel Kifer, Adam Smith, and Abhradeep Thakurta. Private convex em-
pirical risk minimization and high-dimensional regression. In Conference on
Learning Theory, pages 25–1, 2012.
[19] Mathias Lecuyer, Vaggelis Atlidakis, Roxana Geambasu, Daniel Hsu, and
Suman Jana. Certified robustness to adversarial examples with differential
privacy. arXiv preprint arXiv:1802.03471, 2018.
[20] Jing Lei. Differentially private M-estimators. In Advances in Neural Infor-
mation Processing Systems, pages 361–369, 2011.
[21] Matthieu Lerasle and Roberto I Oliveira. Robust empirical mean estimators.
arXiv preprint arXiv:1112.3914, 2011.
[22] Stanislav Minsker. Distributed statistical estimation and rates of conver-
gence in normal approximation. Electronic Journal of Statistics, 13(2):5213–
5252, 2019.
[23] Nikita Mishra and Abhradeep Thakurta. (nearly) optimal differentially pri-
vate stochastic multi-arm bandits. In Proceedings of the Thirty-First Con-
ference on Uncertainty in Artificial Intelligence, pages 592–601. AUAI Press,
2015.
[24] Arkadi˘ı S. Nemirovsky and David B. Yudin. Problem complexity and method
efficiency in optimization. John Wiley & Sons Inc, 1983.
[25] Kobbi Nissim, Sofya Raskhodnikova, and Adam Smith. Smooth sensitivity
and sampling in private data analysis. In Proceedings of the thirty-ninth
annual ACM Symposium on Theory of Computing, pages 75–84. ACM, 2007.
[26] Roshan Shariff and Or Sheffet. Differentially private contextual linear ban-
dits. In Advances in Neural Information Processing Systems, pages 4296–
4306, 2018.
[27] Or Sheffet. Differentially private ordinary least squares. In Proceedings of
the 34th International Conference on Machine Learning-Volume 70, pages
3105–3114. JMLR. org, 2017.
[28] Adam Smith. Privacy-preserving statistical estimation with optimal conver-
gence rates. In Proceedings of the forty-third annual ACM symposium on
Theory of computing, pages 813–822. ACM, 2011.
[29] Kunal Talwar, Abhradeep Guha Thakurta, and Li Zhang. Nearly optimal
private lasso. In Advances in Neural Information Processing Systems, pages
3025–3033, 2015.
[30] Aristide CY Tossou and Christos Dimitrakakis. Algorithms for differentially
private multi-armed bandits. In Thirtieth AAAI Conference on Artificial
Intelligence, 2016.
[31] Larry Wasserman and Shuheng Zhou. A statistical framework for differential
privacy. Journal of the American Statistical Association, 105(489):375–389,
2010.
