A generalization of the Reiger bound is presented for the list decoding of burst errors. It is then shown that Reed-Solomon codes attain this bound.
I. INTRODUCTION
Let F be an alphabet of size q ≥ 2 and assume hereafter without loss of generality that F is a finite Abelian group.
We say that a word e ∈ F n is a τ -burst if either e = 0 (the all-zero word) or the indexes i and j of the first and last nonzero entries in e satisfy j − i < τ.
Let C be a code of length n over F . A decoder for C is a mapping D : F n → 2 C , where 2 C denotes the power set of C.
The list size of a decoder D is the largest size of D(y) over all y ∈ F n .
We say that D detects any single τ -burst error if for every codeword c ∈ C and every τ -burst e ∈ F n ,
Such a decoder for C exists if and only if for any two distinct codewords c 1 , c 2 ∈ C, the difference c 1 − c 2 is not a τ -burst. We say that D corrects any single τ -burst error if for every codeword c ∈ C and every τ -burst e ∈ F n , c ∈ D(c + e) .
An ( , τ )-burst list decoder for C is a decoder for C of list size at most that corrects any single τ -burst error. Such a decoder exists if and only if there are no +1 distinct pairs (c 0 , e 0 ), (c 1 , e 1 ), . . . , (c , e ) , where each c i is a codeword, each e i is a τ -burst, and c 0 + e 0 = c 1 + e 1 = · · · = c + e .
For the case = 1 (conventional single τ -burst decoding), we have the well-known Reiger bound, which states that if a code C has a (1, τ)-burst list decoder then the redundancy r = n − log q |C| is at least 2τ [4, p. 258 ], [6, p. 110 ].
The Reiger bound holds even under the restriction that the burst errors are phased [4, p. 272] , namely, the support of the τ -burst error is contained in one of the following sets J i (assuming that entry indexes start at 0): When nonoverlapping τ -blocks over F are regarded as symbols of the alphabet F τ , a phased τ -burst error becomes a single symbol (random) error over F τ .
When F is a field, then Reed-Solomon codes over F attain the Reiger bound and, in fact, they are optimal also for the deterministic correction of multiple burst errors (for probabilistic correction, see [3] ).
Building upon a result by Parvaresh and Vardy [5] , Guruswami and Rudra presented in [2] a construction of codes that have a polynomial-time list decoder that corrects any pattern of up to r(1−ε) errors, where r is the code redundancy and ε is any fixed small positive real. The Guruswami-Rudra scheme is, in fact, a list decoder for Reed-Solomon codes that corrects multiple phased burst errors.
In this work, we consider the problem of list decoding of single burst errors that are not necessarily phased. In Section II, we present lower bounds on the redundancy of codes that have ( , τ )-burst list decoders (assuming that the code also has a decoder that detects a single τ -burst error). In Sections III-IV, we show that Reed-Solomon codes attain the respective lower bound for linear codes.
(We remark that in practice, the code C serves as the set of images of an encoding mapping E : M → C, where M is the message set. In the context of list decoding, the mapping E does not have to be one-to-one, but then, in determining the list size of a decoder D, we need to count each codeword in D(y) according to the number of its pre-images in M. However, when using a many-to-one encoder, the decoding can be ambiguous even when no errors have occurred. Such a feature is undesirable in virtually all practical applications and, therefore, our definition of the list size of D assumes that the encoding is one-to-one.)
II. GENERALIZED REIGER BOUND
Given an alphabet F of size q, denote by V q (n, τ ) the number of τ -bursts in F n ; for 0 ≤ τ ≤ n, this number is given by
The following sphere-packing type bound for burst list decoding is proved very similarly to its symbol-error counterpart in [1] .
Theorem 2.1: Let C be a code of length n over an alphabet of size q ≥ 2 and let τ and be positive integers.
Then C has an ( , τ )-burst list decoder only if the redundancy r of C satisfies
For n > 1, the lower bound in Theorem 2.1 is smaller than τ + log q (n/ ). In this section, we obtain Reiger-type bounds, which turn out to be better for lengths n that are smaller than q τ/ .
A. Bound for group codes
A code C of length n over (a finite Abelian group) F is called a group code over F if it is a subgroup of the group F n . Linear codes over fields are examples of group codes.
For group codes, the conditions for the existence of decoders that detect or correct any single τ -burst are simplified. Specifically, a group code C has a decoder that detects any single τ -burst if and only if the all-zero codeword is the only τ -burst in C. And such a code has an ( , τ )-burst list decoder if and only if no +1 distinct τ -bursts belong to the same coset of C within F n .
The following theorem is a generalization of the Reiger bound to burst list decoders for group codes.
Theorem 2.2: Let C be a group code of length n over F and let τ and be positive integers that satisfy the following three conditions:
2) There is a decoder for C that detects any single τ -burst error. 3) There is an ( , τ )-burst list decoder for C. Then the redundancy r of C satisfies
Proof: Our proof strategy will be to show that if r is not large enough, then we can exhibit +1 distinct pairs (c i , e i ) of codewords c i and τ -bursts e i that add up to the same word.
Writing q = |F |, we therefore suppose that r < ( +1)τ / , or, equivalently,
Let J 0 , J 1 , . . . , J be disjoint subsets of integers where each J i consists of τ consecutive elements from {0, 1, . . . , n−1}; condition 1 indeed guarantees that such subsets exist. For i = 0, 1, . . . , , denote by S i the set of all words in F n whose support is contained in J i , and define the set S by
Note that S is a subset of (F n ) = F n × F n × · · · × F n times and that
where the inequality follows from (1) . This means that |S| is greater than the number of cosets of the subgroup C = C × C × · · · × C of (F n ) under the component-by-component addition of elements of F n . By the pigeon-hole principle, there must be two distinct elements in S, say
which are in the same coset of C . Write e i = v i − v i for i = 0, 1, . . . , ; then e i ∈ S i for all i and
Next, we claim that e i = 0 for all i < . Otherwise, since v = v , there had to be an index i < for which e i = 0 yet e i+1 = 0. But then,
thereby contradicting condition 2, as C would have a codeword that is a nonzero τ -burst.
As our next step, we claim that e i = e j for all 0 ≤ i < j ≤ : indeed, since S i ∩ S j = {0}, then e i = e j implies that both e i and e j are zero, which is impossible.
For i = 0, 1, . . . , , define the words c 0 , c 1 , . . . , c ∈ F n iteratively by c 0 = 0 and
Since C is a group code, it follows from (2) that each c i is in fact a codeword of C. Thus, we have found +1 distinct pairs
where each c i is a codeword of C, each e i is a τ -burst, and c 0 + e 0 = c 1 + e 1 = · · · = c + e . This, in turn, contradicts condition 3.
If C is a linear code over the field F = GF(q), then its redundancy r is always an integer. In this case, the lower bound of Theorem 2.2 can be written as
Furthermore, when C is linear and < q, then condition 2 is actually implied by condition 3. Let J 0 , J 1 , . . . , J be arbitrary +1 disjoint subsets of integers with the property that each J i consists of τ consecutive elements from {0, 1, . . . , n−1}. Using these particular subsets in the proof of Theorem 2.2, it follows that even if we constrain our error model so that the support of each error word is a subset of one of the sets J i , then conditions 2-3 can hold only if r ≥ ( +1)τ / . Therefore, Theorem 2.2 holds also for the restricted case of phased burst errors.
When there is no such a priori restriction on the location of the burst errors, then condition 1 can include more pairs ( , τ ), as demonstrated in the next theorem. Theorem 2.3: Theorem 2.2 holds also when condition 1 therein is relaxed to include pairs ( , τ ) such that | τ and 2τ ≤ n. Proof: Again, the proof strategy will be to show that if r is not large enough, then we can exhibit +1 distinct pairs of codewords and τ -bursts that add up to the same word.
Writing q = |F | and b = τ / , we therefore assume that r < ( +1)b, or, equivalently,
Next, we partition C into q n−2τ subsets C(v), where v ranges over F n−2τ : each subset C(v) consists of all codewords of C whose (n−2τ )-suffix equals v. Clearly, there is at least one word v for which
where the strict inequality follows from (4) . We let C denote the set of all (2τ )-prefixes of the codewords in C(v ); note that C is a code of length 2τ over F , and since C satisfies the conditions of the theorem, then so does C .
Let J 0 , J 1 , . . . , J be defined by
Since the length of C is 2τ = 2 b and its size is greater than q ( −1)b , we conclude by the pigeon-hole principle that C must contain two distinct codewords, say u i and u i , which agree on all positions except possibly those that are indexed by J i ∪ J i+1 . For i = 0, 1, . . . , , define the codewords c 0 , c 1 , . . . , c ∈ C iteratively by c 0 = 0 and
Thus, for every i < , the codewords c i and c i+1 agree on all positions except possibly those that are indexed by J i ∪ J i+1 .
Let y ∈ F 2τ be such that it agrees with c 0 on its last τ (= b) positions and with c on its first τ positions. Write
where each y j is a b-block over F . From the construction of the codewords c i we get by a simple backward induction on i that the (ib)-prefix of c i is given by
Similarly, by a forward induction on i it follows that the (( −i)b)-suffix of c i is given by
Thus, the configuration of the codewords c 0 , c 1 , . . . , c is as shown in Figure 1 .
Define e i = y − c i . From Figure 1 we readily see that the support of e i is contained in J i and, so, e i is a τ -burst. Obviously, c 0 + e 0 = c 1 + e 1 = · · · = c + e (= y) , which means that we will establish the contradiction once we show that the codewords c 0 , c 1 , . . . , c are all distinct. Indeed, suppose that c 0 , c 1 , . . . , c i are distinct yet c i+1 = c m for some m ≤ i. Since c i+1 − c i = u i − u i = 0, we must actually have m < i. But then it follows from Figure 1 that the two (distinct) codewords c i and c m would share the blocks y 1 , y 2 , . . . , y i , and y +i+1 , y +i+2 , . . . , y 2 and, as such, they would differ on at most τ positions, thereby contradicting condition 2.
B. Bounds for general codes
The lower bound on the redundancy in Theorems 2.2 and 2.3 applies to group codes. As the next example shows, this bound does not apply to general codes. It can be verified that this code satisfies conditions 2-3 of Theorem 2.2, for τ = = 2. The redundancy of C equals 4 − log q (2q−2) and, for q > 2, this number is smaller than 3, which is the lower bound we get for τ = = 2 in Theorem 2.3.
For general codes (including those which are not group codes) we have the following lower bound.
Theorem 2.4: Let C be a code of length n over an alphabet of size q ≥ 2 and let and τ be positive integers that satisfy the following three conditions: 1) | τ , > 1, and 2τ ≤ n.
Proof: Omitted due to space limitations. We remark that Theorem 2.4 does not hold in general if we remove the detectability condition (condition 2); on the other hand, as we pointed out earlier, there are cases where this condition is implied by condition 3.
III. GENERALIZED RESULTANT OF CERTAIN POLYNOMIALS
This section presents the tools that will be used in Section IV to show that Reed-Solomon codes attain the bound (3).
For a field F , denote by F k [x] the set of all polynomials over F of degree less than k in the indeterminate x.
Let F be the finite field GF(q) and let r be a positive integer. Fix α to be a nonzero element in F with multiplicative order at least r, and let β = (β i ) i=0 be a vector whose +1 entries are all nonzero elements of F . Let μ 0 , μ 1 , . . . , μ be positive integers such that
For i = 0, 1, . . . , , define
and for an indeterminate x, denote by M i (x; β i ) the expression
We regard M i (x; β i ) as a univariate polynomial over F in the indeterminate x, with β i serving as a parameter.
The following theorem will be used in Section IV. Theorem 3.1: The following two conditions are equivalent:
(i) There exist polynomials
not all zero, such that
(ii) For some distinct i and k in the range 0 ≤ i, k ≤ and some integer t in the range −μ i < t < μ k ,
Proof: This theorem is implied by Theorem 3.2 below. For each i = 0, 1, 2, . . . , , write
and define A i (β i ) to be the following μ i × r echelon matrix over F :
Then, (6)-(7) can be expressed in matrix form as
where each u i is a row vector in F τi , and at least one of these vectors is nonzero. Equivalently,
where u is a nonzero vector in F r and A = A(β) is the following r × r matrix over F :
Proof: Omitted due to space limitations.
IV. BURST LIST DECODING OF REED-SOLOMON CODES
Let F be the finite field GF(q) and let α be an element of multiplicative order n in F . For a nonnegative integer r < n, denote by C RS (n, r) the [n, k=n−r] Reed-Solomon code over F with a parity-check matrix H RS = α sj r−1 n−1 s=0, j=0 . The following theorem shows that C RS (n, r) attains the bound (3).
Theorem 4.1: Let and τ be positive integers such that
Then there is an ( , τ )-burst list decoder for C RS (n, r). Proof: We will assume in the proof that (9) holds with equality; otherwise, just reduce r to the right-hand side of (9).
Suppose to the contrary that there exist +1 distinct row vectors e 0 , e 1 , . . . , e ∈ F n that belong to the same coset of C RS (n, r) within F n , namely,
where the support of each e i is contained in a subset
here each λ i is an integer in the range 0 ≤ λ i ≤ n − τ . We observe that since the minimum distance of C RS (n, r) is r+1, for every distinct i, k ∈ {0, 1, . . . , } we must have
which readily implies that for i = k,
Thus, for every distinct i, k ∈ {0, 1, . . . , },
where a n = |a| if 0 ≤ |a| ≤ n/2 n − |a| if n/2 < |a| < n .
The sum of the sizes of the sets J i is ( +1)τ , and this value may be smaller than r in case τ is not divisible by . For convenience in the sequel, we will now artificially expand some of the sets J i by one, by adding the element λ i + τ , so that the sum of the sizes becomes exactly r. Letting τ i be the size of (the possibly expanded) J i and defining (5)).
Denote by H i the r×τ i sub-matrix of H RS which is formed by the columns of H that are indexed by J i , namely:
. Define the r × r matrix T i by
where I i is a τ i × τ i identity matrix and A i (·) is given by (8).
Notice that A i (α λi )H i = 0 and, so, the product T i H i results in an r × τ i matrix Y i which takes the following form:
(the first τ i rows of Y i form a nonsingular square Vandermonde matrix, whereas the remaining μ i rows are all zero). Consider the following r × r matrix B:
Next, we multiply B to the left by an r × r block-diagonal matrix T which contains the blocks T 1 , T 2 , . . . , T along its main diagonal:
where Y i is given by (12) and
t=0
A i (α λi )H 0 .
Our contradicting assumption (10) implies that B has dependent columns and is therefore singular. This, in turn, implies the singularity of the τ 0 × τ 0 matrix ⎛
which is formed by taking the last μ i rows of each Z i and stacking them together for all i = 1, 2, . . . , (notice that i=1 μ i = r − μ 0 = τ 0 ). Hence, there exist row vectors u 1 , u 2 , . . . , u , not all zero, such that u i ∈ F μi and i=1 u i A i (α λi )H 0 = 0 .
Equivalently, there exist polynomials
But the latter condition means that the polynomial i=1 u i (x)M i (x; α λi ) (which is in F r [x]) is divisible by M 0 (x; α λ0 ); namely, there exists a u 0 (x) ∈ F μ0 [x] such that i=0 u i (x)M i (x; α λi ) = 0 .
We then get from Theorem 3.1 that there exist distinct i, k ∈ {0, 1, . . . , } such that
This, however, contradicts (11).
