Abstract-This paper introduces a unified framework for online adaptation of hidden Markov models (HMM) parameters to real-life conditions. Hence, it aims at improving the robustness of speech recognition systems. In addition, it describes some techniques developed to control the convergence of adaptation in unsupervised modes. Classically, two approaches have been used to adapt HMM parameters to new conditions, that is, Bayesian adaptation and spectral transformation-generally using linear regression. This paper lays out a unifying framework where both Bayesian adaptation and spectral transformation adaptation are seen as particular cases. In this sense, the framework attributes one transformation to each Gaussian distribution and partitions the latter automatically with respect to the adaptation data. Thus, the transformations of each class would share the same parameter vector. Consequently, the global transformation gets a data-driven freedom degree. The parameters of the global transformation are determined according to the maximum a posteriori (MAP) criterion using the original HMM a priori distributions. The general adaptation algorithm has been implemented within the CNET speech recognition system and the whole system evaluated on several field-telephone databases. The new adaptation method provides us with a systematic convergence in an online unsupervised mode of the speech recognition system toward a system enrolled with field data in a supervised mode.
I. INTRODUCTION
S TATE-OF-THE-ART automatic speech recognition (ASR) systems are based on stochastic models like hidden Markov models (HMM). HMM describes the distribution of the acoustic realization of words in the feature space, referred to as the acoustic space. Given a general speech database, statistical training algorithms are used to determine the HMM parameters in order to make the model describe the distribution of the training data at best. Being highly variable, the speech signal is liable to different statistical characteristics under the application conditions. These characteristics may not be present in the training database. As a solution, HMM parameters should be updated to describe better the distribution of the speech data in the condition of use. Therefore, automatic adaptation of HMM parameters is an important means for the increase Manuscript received August 24, 1998; revised May 4, 2000 . This work was supported by Junny Software, Ltd., Dublin, Ireland. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Mazin Rahim.
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of ASR systems robustness to variations in the application environments.
As a matter of fact, adaptation techniques have been widely studied in the last decade [1] - [7] . They have been applied to speaker and environment adaptation, and can be classified into two main categories: Bayesian adaptation [3] - [5] and adaptation using spectral transformation [1] , [2] , [6] , [7] . Bayesian adaptation is based on maximum a posteriori (MAP) training of the HMM parameters, which uses some data from the target condition. In this case, the a priori distributions of the HMM parameters enable us to control the deviation of those parameters from their a priori values. For the spectral transformation approach, linear regression (LR) techniques are often considered [1] , [2] . Maximum likelihood linear regression (MLLR) [6] , as well as other variants considering both means and variances of the Gaussian distributions [7] , directly estimate the LR parameters associated with several Gaussian distributions of the model. The maximum likelihood (ML) criterion is often employed for the estimation of the regression parameters. A general description of some adaptation techniques and a comparison of Bayesian and transformation approaches are provided in [8] .
Beside the adaptation techniques, the adaptation modes must also be defined and discussed. Three different modes are distinguished: supervised mode, unsupervised mode, and unsupervised online mode. Depending on the mode, some techniques must be defined to control the adaptation of the HMM parameters. The need for control techniques is motivated as well by the nature of the target data collected from a service in use. In general, the coverage of the acoustic space by the target field data is partial and nonuniform. This makes some of the model parameters lack of target data. In [9] , some control techniques are put forth to overcome the problem.
On one hand, Bayesian adaptation suffers from the number of parameters to be estimated in the case of few target data on hand. On the other, LR approaches have a disadvantage, that of having a transformation function with a freedom degree that remains constant throughout the variations of adaptation data. Thus, LR approaches do not meet with classical training. After a general description of adaptation techniques and modes in Section II, a unified framework is proposed in Section III which is no more than a generalization of both the Bayesian-and the transformation-based approaches. The said framework is based on the definition of a transformation function with a variable data-driven freedom degree, and on MAP estimation of the transformation parameters. For MAP estimation, the a priori distributions of the transformation parameters are related to the a priori distribution of the model parameters. The whole approach is inte-grated within the segmental estimate-maximize (EM) algorithm [3] , [4] . This paper proves that classical Bayesian and transformation adaptation approaches are two particular cases of this newly proposed framework.
Control techniques destined to overcome the problem of sparse field data are handled in Section IV. The whole system has been tested in the three predefined modes on several field telephone databases. The results are given in Section V. Online adaptation, as shown throughout, makes the model performance converge to that obtained by the model enrolled on large field databases. Section VI concludes the paper.
II. ADAPTATION OF ASR SYSTEMS: A BRIEF REVIEW

A. Problem Definition
The adaptation of a HMM to a particular condition of use is the process that adjusts the HMM parameters so it optimally matches the acoustic realizations of the vocabulary in that condition. Following this definition, it is important to identify the condition of use of the recognition system. Several cases exist in practice depending on where the ASR system is used.
• The condition is known at the connection to the ASR system. For example, the system knows that the user is calling from a cellular phone and considers the corresponding HMM. Or, the system identifies the user and considers his speaker dependent model or adapts the speaker independent model to the user voice (having a user specific key).
• The condition is detected automatically. For example, the system automatically identifies the user gender and only considers the result of the corresponding model. • Starting from a general HMM, the model parameters are continuously adapted online to the condition of use. For example, the parameters of the model are adjusted continuously to track the variations in the environment. Due to the lack of physical models, the target condition can only be characterized using data collected in that condition. Adaptation consists in modifying the model parameters to better describe the distribution of the target data. However, the target data are collected in an uncontrolled way from a server in use. This leads to target databases, which are not huge enough and which do not cover uniformly the application vocabulary (sparse data). Thus, classical training algorithms can not be used directly, and consequently, the parameters should be carefully estimated. In general, two classes of solutions for adaptation are distinguished.
• Directly Adjust the Model Parameters to Better Match the Target Data Using the Maximum A Posteriori Criterion: This is also known as Bayesian adaptation [3] , [4] . The a priori distribution of the model parameters is supposed to be known. The target data permit to compute new estimates of these parameters with respect to these priors. Thus, the priors control the parameter estimation.
• Use a Transformation Function to Compute the Adapted Parameters from the General Model Parameters: Here, a parametric function transforms the general acoustic space into the target acoustic space. The form of the function is supposed to be known. It has fewer parameters than the whole HMM. Thus, the estimation of these parameters from the target data might be more reliable. The success of this approach is therefore a compromise between the choice of the transformation function with its degree of freedom and the quantity of available data. Linear regression based functions [1] , [2] , [6] are successful examples of such transformations. In this case, one or several linear multiple regressions (LMR) are supposed to model the passage from the original acoustical space to the target one. Besides the two classes of adaptation techniques, three different adaptation modes can be defined.
• Batch Supervised Mode: In this mode, data are collected from an application in use. These data are then labeled and used to estimate the model parameters with one of the previous techniques. This offers an advantage over classical training methods since the adaptation techniques are more robust with respect to the uncontrolled characteristics of the field databases.
• Batch Unsupervised Mode: Directly uses unlabeled field speech data to adapt the model parameters. The main advantage is clearly to avoid the costly labeling of the field data. However, the lack of labels makes it possible to adapt the model of a given word using the utterances of different words.
• Online Unsupervised Mode: This mode does not need to collect field databases. After each recognition, the pronounced utterance is Viterbi aligned on the models of the recognized words. This permits to update some accumulators corresponding to the output distributions of the model. Once it is decided that there is sufficient statistics, the accumulators are used to update the model parameters. This successive adaptation can be seen equivalent to the unsupervised iterative algorithm if the field data have the same statistical characteristics. This kind of adaptation enables tracking of slow variations in the conditions of use of a service.
B. Classical Adaptation Techniques
Define as the HMM model of an application vocabulary 1 and as the observed sequences of acoustic vectors (feature vectors) in the target condition . The HMM is completely defined by the automaton structure (number of states, transitions between states), the transition probabilities (condensed in the transition matrix ), the initial states occupation probabilities (grouped in the vector ) and the output distributions [family of probability distribution functions (pdf)
]. We note . The adaptation determines the new model parameters given the observed sequences of acoustic vectors as (1) It should be noted that only the output distribution parameters are usually adapted, since the ASR performance is less sensitive to the transition probabilities. 
1) Bayesian Adaptation:
In the Bayesian framework [3] , (1) can be decomposed (2) where designates the a priori distribution of the HMM parameters. Fig. 1 illustrates the principle of Bayesian adaptation. It is assumed that for each particular condition the model parameters have specific values. The condition is not fixed and is supposed to result from a random process. So the model parameters are also the result of a random process whose a priori distribution is . Once the condition process outputs the model parameters, the acoustic process can be realized to produce the sequence of acoustic vectors.
Using (2) to adapt the model parameters supposes that the a priori distribution is known, which is not the case. Thus, two problems must be solved: 1) the determination of the a priori distribution and 2) the estimation of the model parameters.
Determination of the A Priori Distributions: Since no physical or experimental knowledge of the a priori distributions is available, these distributions will be chosen following a mathematical attractiveness criterion as proposed in [3] . This choice simplifies the solution of (2) . Focusing particularly on the Gaussian output distributions parameters, the transition probabilities remain unchanged from their modal values. As in [4] , a normal-Wishart distribution is associated as the a priori distribution for each Gaussian distribution in the model. For the th Gaussian distribution characterized by its mean vector and its precision matrix (inverse of the covariance matrix ) the a priori distribution is defined by tr
where represents the determinant operation. The parameters of this distribution are scalar such that , where is the dimension of the acoustic space; positive scalar; vector of dimension ; p^* p definite positive matrix; mode and the mean of the a priori distribution of the Gaussian's mean. and parameters of the a priori distribution of the Gaussian's precision matrix.
If we consider the particular case of (3) where (scalar case), the Wishart distribution becomes the Gamma distribution and its mode is equal to where being a considered dimension.
where regulates the dispersion of the Gamma distribution around its mode.
For high values of the Gamma distribution will concentrate around its mode. In this work, will be fixed empirically to 100 resulting in a highly improbable large variations of the variances around their a priori modes. Finally, the parameter regulates the variation of the mean around its a priori mode. For a fixed precision matrix , the a priori precision matrix of the mean equates . The estimation of the a priori parameters is a key major point in the Bayesian adaptation approach. In [5] and [11] , several solutions are studied. Looking at Fig. 1 , it seems sufficient to get some realizations of the model parameters in order to estimate the a priori parameters. Unfortunately, the HMM parameters are not directly observed and are estimated from acoustic data. Acoustic data must be collected from different conditions. In [5] it is shown that for databases collected over the telephone network, the simplest solution considers that every eight successive calls in the database correspond to a particular condition. This solution is adopted in this work.
Estimation with Maximum A Posteriori Criterion: In order to solve (2), EM-like algorithms might be used [4] , [12] . In this work, the segmental EM (Viterbi) algorithm is considered. This is an iterative algorithm where each iteration is composed of two steps: estimate and maximize. In the estimate step, the target data are Viterbi aligned on the model. In the maximize step, the model parameters are estimated according to the MAP criterion. Equations (20) and (21) are the reestimation equations for the maximize step.
2) Spectral Transformation for Adaptation (MLLR):
The adaptation of the HMM parameters using spectral transformation techniques like LR has achieved good results [1] . In [6] the LR parameters are estimated in order to make a general model better match, in the ML sense, a particular target condition, i.e., a specific speaker. This approach, called MLLR, was extended to the adaptation of the means and variances [7] , [13] . In the following, the MLLR approach with variance adaptation is briefly recalled.
Given a partition of the distributions of a HMM and a set of corresponding spectral transformations , each distribution is adapted to the target condition using the transformation relative to its class . Based on the target data set the parameters are estimated following the ML criterion. This is done using the EM algorithm or its segmental version. Once the target acoustic vectors aligned on the model distributions in the estimate step, the transformations parameters are estimated using the ML criterion in the maximize step. These transformations are then applied to get the new values of the distributions parameters before the next iteration.
C. Comparison of Bayesian and Transformation Adaptation Techniques
As mentioned earlier in this section, adaptation consists simply in training the model parameters on field data collected (and labeled) in an uncontrolled way. Adaptation algorithms aim to overcome the problem of sparse training data. Bayesian adaptation allows to control the parameter estimation using the a priori distributions. However, the number of parameters to estimate remains important (whole parameters of the model). Spectral transformation techniques have less parameter to estimate and might be more robust to the nonuniform coverage of the acoustic space. Unfortunately, this class of techniques suffers from two main drawbacks. Firstly, the class of functions that permits to transform (in the acoustic space) a general model to a specific target model must be known. This class is often chosen for mathematical attractiveness and not from physical knowledge. Secondly, when the quantity of available target data increases largely, the spectral transformation approach does not converge to the classical training. In opposite, Bayesian adaptation permits this convergence.
This work proposes to generalize both approaches by combining their specific advantages and discarding their drawbacks.
III. UNIFIED SPECTRAL TRANSFORMATION AND BAYESIAN APPROACHES
A. Definition of the Unified Approach
In the MLLR adaptation approach, a LMR is associated with each class of output distributions for a given partition. For each class, this can be interpreted as a set of transformation functions, one for each distribution, which share the same parameters values. The share of the parameter values between the transformations of a given class is a good compromise between the reliable estimation of those parameters and the precision of the global transformation function. An important drawback of the MLLR approach is that the partition is fixed. The unified approach makes variable the freedom degree of the global transformation by varying the partition. This partition can go from a single class 2 to one class by output distribution. 3 Furthermore, the unified approach uses the MAP criterion to estimate the transformation parameters with the priors derived directly from the HMM priors.
The optimal freedom degree should be determined automatically from the available target data. This is an identification problem that can be solved by searching a compromise between the precision of the global transformation function and the quality of the parameters' estimation. 2 All the distributions. 3 Equivalent to classical training algorithms.
The prior distributions help to better control the estimation process in the Bayesian framework. It is possible to derive the priors of the transformation parameters from the priors of the model since a transformation is associated with each Gaussian distribution.
B. Data Driven Freedom Degree
In order to automatically determine the freedom degree from the available target data a criterion must be defined:
1) Gaussian distributions in each class of the partition are close in a given sense; 2) each class has enough data to get a reliable estimate of the corresponding transformation parameters.
1) Acoustic Tree to Define Partitions with Close Gaussian Distributions by Class:
To satisfy the first part of the preceding criterion, all the partitions from one class to classes must be determined a priori ( being the number of Gaussian distributions in the model). For each partition, the Gaussian distributions of the classes must be the closest in the sense that if we replace the distributions of each class with a single Gaussian distribution, we get the least loss in likelihood on the whole acoustic space. This solution has a high computational cost. In [5] , [7] , [9] a suboptimal solution based on an acoustic binary tree is proposed. To build the tree, the Gaussian distributions of the model are progressively coupled according to a minimal distance criterion. Starting from the whole set of Gaussian distributions that represent the leaves of the tree, the closest couple of Gaussian distributions are first selected. These two distributions are grouped in a single Gaussian distribution, which defines a new node in the tree. The two leaves are then connected to the new node. This operation is repeated on the free nodes until obtaining a single root node. In the following, the distance between two Gaussian distributions is defined.
Let and be two Gaussian distributions to which and acoustical frames have been associated during the training on a general huge database. If and were replaced by a single Gaussian distribution which models the whole frames, the parameters can be computed
This grouping operation yields a loss of precision in the modeling process. A distance between the two distributions expressing this loss of precision might be the log likelihood ratio between the new distribution and the old distributions on the frames
Once the acoustical tree constructed, a partition of the model distributions can be seen as a set of nodes in this tree. 
2) Automatic Determination of the Freedom Degree:
Within the segmental EM algorithm, the following strategy is applied for all iterations to automatically determine the freedom degree parameter 4 . Since all the possible partitions are defined in the acoustic tree, we only need to satisfy the second part of the criterion defined in Section III-B, i.e., obtaining enough data by class to get a reliable estimate of the transformation parameters. The "minimum description length" (MDL) principle might be used as proposed in [14] . Here we propose an empirical approach to decide if sufficient frames are available for a class. This is done by comparing the number of frames associated to a class to a minimum that depends on the number of Gaussian distributions in that class. For a node let us define the variables:
• nb_Gauss : number of associated Gaussian distributions; • nb_frames : number of associated frames; and the constant
• min_nb_frames: minimum number of frames that permits a reliable estimate of the parameters of a Gaussian distribution. After the Viterbi alignment (estimate) stage of the segmental-EM algorithm, the following algorithm can be applied before the estimation of the transformation parameters: If not: Mark the node in order not to test its children again. 6) If there is still nodes selected and unmarked: Go to step 3.
At the end of this algorithm the selected nodes define the optimal partition of the Gaussian distributions. This data-driven partition satisfies the proposed criterion. In order to illustrate this algorithm, Fig. 2 shows a part of a tree for a real HMM model. In this figure, the number of frames associated with each node is given as superscripts. For min_nb_frames , the algorithm goes from the root (node K1561) toward the leaves by selecting the nodes which have more than nb Gauss frames. Thus, the algorithm cannot go beyond the node K1440 since the node K1148 has less than frames. All the visited nodes are in bold characters and the nodes defining the partition are underlined.
C. MAP Estimation of the Transformation Parameters
At each iteration of the segmental EM algorithm, the freedom degree of the transformation is automatically determined at the end of the alignment using the algorithm described in the previous section. The remaining question is how to determine the transformation parameters using the MAP criterion, and especially how to use the prior distributions of the HMM for this estimation. In [15] , the MAP criterion has been used to estimate the transformation parameters. The priors were directly defined on the transformation parameters. This increases the importance of the choice of the transformation function in the adaptation process. In this paper we propose to define the priors of the transformation functions from the priors of the model parameters.
Consider the th Gaussian distribution in the model belonging to the th class. As mentioned previously, each distribution in that class has its own transformation function, and the parameters of those functions share the same values. The mean vector and the covariance matrix are adapted as follows: 5 (8) and particularly in the case of linear multiple regression with parameters (9) where the share the same values . If the can be inverted, the a priori distribution of the transformation parameters can be directly determined from the a priori distribution of the Gaussian distribution parameters defined in (3). The transformations corresponding to the Gaussian distributions of the class are supposed independent. Thus, the joint a priori distribution is the product of every single a priori distribution. However, the transformations are constrained to share the same values . Thus, only the values of the joint distribution over the line are considered. This approach can be generalized by the definition of a different relation between the parameters vectors like for example:
, defining thereby supplementary set of parameters for the class ;
. In the case of , we obtain (11) 5 Note that we are considering as the first estimate of the covariance matrix the corresponding inverse of the mode of the precision distribution as given in (3). where represents the Jacobian . . . . . . . . . (12) where is the number of the transformation parameters. Equation (11) defines the a priori distribution for each class's parameters. The MAP criterion might be used to estimate the global transformation's parameters under the constraints that for each class ;
(the a posteriori distribution is maximized over the corresponding lines )
To solve (13), the iterative segmental EM algorithm is used. In the estimate step of iteration, the adaptation data are first Viterbi aligned on the model distributions. Then, the algorithm defined in Section III-B determines the optimal partition of the Gaussian distributions. For the resulting partition, the parameters of each class transformation are computed following the MAP criterion. Fortunately, the auxiliary function to maximize (in the Maximize step of the algorithm) can be decomposed in a sum of auxiliary functions relative to the different classes of the partition. Each class auxiliary function can be optimized separately and the class's transformation's parameters can be obtained. The Appendix gives the reestimation equations in the case where the dimensions of the acoustic space are noncorrelated (covariance and regression matrices are diagonal). In (14) and (15) shown at the bottom of the next page, we recall the obtained reestimation equations (A7) and (A11) (14) As noted in the Appendix, (15) , shown at the bottom of the next page, has two solutions of opposite sign for .
is replaced in (14) to produce the optimal corresponding bias . The solution providing the maximum a posteriori probability is kept. Looking at (14) , the bias can be interpreted as a weighted sum of two components 1) observed deviation between the average of the acoustic vectors corresponding to the th distribution and the mean of that distribution multiplied by the regression coefficient ; 2) a priori deviation between the mean of the th distribution and the same mean multiplied by the regression coefficient; the weights being the precision of the considered Gaussian multiplied by the number of acoustic vectors for the observed deviation, and the a priori precision of the Gaussian's mean for the a priori deviation.
D. Classical Adaptation Techniques as Particular Cases of the Unified Approach
Let us verify that the MLLR approach [7] and the Bayesian approach [5] represent two particular cases of the proposed framework. First, when no a priori is available ( , , ), the reestimations (14) and (15) become
Equations (16) and (17) are equivalent to the reestimation equations of the classical MLLR where mean and variances are updated as described in [7] and [13] . The only difference is that the partition of the Gaussian distributions is automatically determined here. However, the minimum number of frames per distribution can be adjusted in order to obtain the same partition as the MLLR approach.
In parallel to the preceding case and supposing that we have enough data in order to obtain classes of one distribution each (for each class , ), the factor of the first-order element in the second-order equation (15) is zero. We also obtain for (18) and from (14) we obtain (19)
Combining (10) and (18), the reestimation of the variances becomes (20) and combining (9) and (19), the reestimation of the mean becomes
The reestimation equations (20) and (21) are identical to those obtained in the classical Bayesian approach [5] .
In conclusion, depending on the availability of the a priori distributions and on the quantity of adaptation data, the classical adaptation techniques (Bayesian and spectral transformation) might be particular cases of the proposed unified approach.
(15)
IV. CONTROL OF ADAPTATION
Since the target data are collected from the field and present nonuniform coverage of the acoustical space, some control techniques must be introduced in the adaptation process. In this section some issues relative to that control are studied.
A. Control in Extended Classical MLLR and Bayesian Adaptation
In the previous section, we show that MLLR and Bayesian adaptation are two classical cases of the unified framework. A limited extension of these techniques can be performed within the unified framework. This defines two other particular cases of the general approach.
First, consider the case where no a priori is available. The transformation parameters are estimated according to the ML criterion. This leads to an MLLR with variable freedom degree determined automatically.
The second extension is relative to the Bayesian adaptation. A specific nonlinear transformation function can be defined as follows. Consider a particular class in the partition. The Gaussian distributions with sufficient data, nb_frames _nb_frames, have any transformation parameters, i.e., with independent parameters. For those distributions, classical Bayesian re-estimation is applied. Remaining Gaussian parameters will have unitary regression matrix, i.e., their variances keep their a priori values. Only the biases for those Gaussian distributions must be estimated. The nonlinear transformation defines those biases by relating, a priori, the means of the Gaussian distributions to the mean of the whole class. 6 Define the processes and relative to the Gaussian and the node of the corresponding class.
corresponds to the realization of the process with the probability , known at the construction of the acoustic tree [ in (5) and (6)], or another process (the other Gaussian distributions in the class) with the probability . The first moments of these processes are related by (22) Given the a priori distributions of these moments for
and supposing there is enough data to estimate the first moment of the node (in a MAP or ML sense), the moment of the Gaussian process can be obtained by maximizing under the constraint defined in (22). Equivalently, log can be maximized under the same constraint yielding to (24) Equation (24) is illustrated in Fig. 3 , where the solution is seen as the maximization of the joint a priori distribution over the line representing the constraint of (22) 6 Using Huggins theorem. The optimal mean value can be obtained by solving (24) and considering (22) and (23) (25) The terms of the optimal value of the mean are physically significant. Looking at the first term, the optimal mean seems to be a weighted sum of its a priori value and its value estimated from with the only knowledge of the participation of into and the priors of and . The second term shows the optimal mean value as its a priori value added with the deviation of from its a priori value projected on the process. Finally, we can say that (25) associated with automatic determination of the optimal partition of Section III-A permits a better control of the classical Bayesian adaptation with the use of a specific transformation function.
B. Problems of Wrongly Labeled Data in Nonsupervised Adaptation
Nonsupervised adaptation adjusts the parameters of the vocabulary model as a whole. Within the segmental EM algorithm and for all iterations, the best path in the model is determined at first, in order to identify a recognized sequence of words. In contrast to the supervised mode, the unsupervised mode uses the EM algorithm to solve a more complex training problem, where the size of incomplete data space is more important. This introduces a bias in the adaptation process. This bias increases with the mismatch between the model and the target data. However, even when an utterance is misrecognized, an important number of the acoustic frames are generally associated with close output distributions. If we assume the effects of language model errors negligible ones, then the adaptation of those distributions using these frames, as we believe, introduces a limited bias. However, the current assumption is not always valid since language model adaptation techniques need to be developed as well. Once this condition is fulfilled, the said assumption becomes more valid.
In parallel to this global model adaptation (training), more precise adaptation techniques within the MUltipath Stochastic Equalization (MUSE) framework are being developed [10] , [17] . Given an input utterance, a distinct adaptation function is associated with every possible path in the model. The most likely adaptation function is selected at the end. In that context, all possible recognition solutions are concurrent, thus reducing the sensitivity to misrecognition.
C. Adaptation Decision in Nonsupervised Online Adaptation Mode
Reestimation equations can be decomposed as functions of accumulators that can be updated for each recognized utterance. This is very useful for online adaptation. If the model parameters are updated after every recognition and the accumulators are continuously incremented, the tracking capacities of the algorithm will be limited within a period of time. "Forgetting factors" might be introduced to avoid this limitation. In this paper, we have used a hard-decision strategy in other words, the accumulators are put to zero after an adaptation. If we choose to cover the tracking capacity, the adaptation decision becomes a sensitive point.
Adaptation could start when each Gaussian distribution has already seen min_nb_frames frames at least. This procedure might be very constraining in practice due to the sparse nature of field data. Thus, the previous constraint is replaced by the introduction of an adjustment factor (adjust) for the whole model. Adaptation is decided upon once the model has observed frames.
D. Adaptation of Garbage Models
Garbage models form a particular part of the recognition model. Actually, the vocabulary model represents the acoustic realizations of the vocabulary words, while the garbage model represents any other acoustic realization. Thus, these garbage models should be adapted with care (if too much vocabulary words are rejected, then the garbage model might become close to the vocabulary models), especially for phonemes loop used for the rejection of the out of vocabulary (OOV) words. We propose not to adapt some of the garbage Gaussian distribution variances and to limit the adaptation of their means to a factor of the standard deviation away from the a priori means.
V. EXPERIMENTS AND RESULTS
The general unified adaptation framework was implemented in a module called HMM output distributions adaptation (HODA) as well as the particular cases presented in the Section IV-A. The HODA module can perform these adaptations in the three different modes: supervised, unsupervised, and unsupervised online. This module is integrated in the CNET speech recognition system; PHIL90 [16] . In this system, speech analysis is performed on 32-ms frames every 16 ms to produce feature vectors of 27 coefficients representing the energy on a logarithmic scale and eight MFCC coefficients, plus their firstand second-order derivatives. No cepstral mean normalization has been done. Single Gaussian distributions with diagonal covariance matrices are associated with each state of the HMM. In the case of word models, we used 30-state left-right HMM with one state skipping. In general, allophones [16] define the subword phonetic models to represent the vocabulary words. 4 word models in parallel with a phonemes loop formed the garbage model (except for the digit database where no garbage model is considered). General purpose allophones and garbage models were trained on several speaker independent telephone databases different from the databases used in our experiments. Beginning and ending silence models are placed on both sides of the vocabulary model in order to ensure implicit endpoints detection.
Results using HODA system in different modes are provided in this paper. These results were obtained on four speaker-independent telephone databases: 1) digit (DG1) database recorded over both fixed public switching network (PSN) and mobile global system for mobiles (GSM) networks; 2) Baladins (BAL) database which was recorded from a server in use over the telephone network. This server delivers the cinema programs in the region of Lannion in France; 3) Nimes (NIM) database which was recorded from an information server in use over the telephone network; 4) telephone directory (ANN) database which was recorded from a automatic telephone directory for the CNET at Lannion. The GSM part of the digit database was collected from about 1300 speakers calling from different regions of France over a GSM network and repeating the utterances. The fixed network utterances were collected from about 1000 speakers. Several call conditions were distinguished in each environment. For the GSM environment, there were calls from stopped cars (56%), running cars (20%), indoors (12%) and outdoors (12%). The PSN utterances corresponded to long-distance calls (75%) and local calls (25%). Each part of the database was divided in two parts: one part for training and the other part for testing.
The BAL, a field database, was collected using an Interactive Voice Response (IVR) service named "Les Baladins." This database comprises recordings from a six-month period. The application vocabulary contains 26 French words. The database contained about 30 500 detected tokens including vocabulary words (76%), OOV words (16%), and noise segments (8%). The first three months were considered for training and the last three months were used for the evaluation.
The NIM is also a field database collected over an Information server. Six French words constitute the vocabulary of the application. About 2000 calls ( detected tokens) are used for training and 7000 calls ( detected tokens) for evaluation. The test utterances include vocabulary words (31%), OOV words (57%), and noise segments (12%).
The ANN database is a field database collected for an automatic telephone directory. The vocabulary of this database is formed of about 2000 words representing the first and last names of the people working at CNET at Lannion. The training part of this database is composed by about 15 000 utterances collected from about 5500 calls. The test part is formed by about 9500 utterances collected from about 2500 calls including vocabulary words (73%), OOV words (16%), and noise segments (12%).
A. Results on the Digit PSN and GSM Database
The experiments conducted on this database permit to compare each of Bayesian and transformation based adaptation approaches and to verify the importance of the unified approach proposed in this paper. The error rates obtained on the GSM evaluation part of the database are plotted on Fig. 4 as function of the amount of GSM data used to obtain the models. Different training and adaptation approaches are considered. The training part of the GSM database was divided by two, four, eight, 16, and 32. As reference, results are given with classical ML training using from 1/32 to the whole GSM training data alone or mixed with PSN data.
The left side of Fig. 4 shows the results with classical Bayesian adaptation and MLLR adaptation (with an optimal empirical partition of 200 classes), respectively. The same results are also reported in the Table I . Comparing the obtained error rates, it is easy to conclude that MLLR outperforms Bayesian adaptation when few amount of GSM data is used. In contrast, Bayesian approach provides better results when adaptation is performed with the whole GSM training database. The left of Fig. 4 shows the results obtained with the three techniques of the proposed unified framework. The MLLR with variable freedom degree has better convergence than the classical MLLR with a fixed number of classes. Equivalent performances are obtained with the new Bayesian adaptation technique proposed in Section IV-A and the general MAP-LR of the unified framework (Section III). Both techniques provide better results than the classical MLLR for very few adaptation data and almost equivalent results than the classical Bayesian adaptation when the whole adaptation data is used.
On the right side of Fig. 4 are plotted the results for the new proposed unified adaptation approach for the three different adaptation modes. Improvements obtained in the unsupervised mode are less than those obtained in the supervised mode. However, the unsupervised adaptation produces better results than classical ML training with few GSM data even when these data are mixed with PSN data. When the amount of GSM training data increases, the unsupervised adaptation provides performance that is less or equal than that of mixed PSN and GSM ML training. No online adaptation is performed before the observation of 1/8th of the data and thus the model keeps its PSN performance. Fig. 4 shows that online adaptation converges toward the performance of unsupervised adaptation. It seems that online adaptation needs more data than unsupervised batch adaptation to reach the same performance. This result is constant in all of our experiments. In average, the unsupervised batch adaptation algorithm performs ten iterations before convergence. If we assume consistency in the target data, the unsupervised batch adaptation algorithm appears to be equivalent to an online algorithm with, in average, ten times more target data.
B. Results on the Baladins Database
Allophones have been used to model vocabulary words. Moreover, four ten-state models in parallel with a phonemes' loop are used to reject noise and OOV words. The phonemes' loop used in the garbage models are not adapted whereas the min_nb_frames and adjust parameters are fixed to their empirical optimal values of 40 and three, respectively. In order to measure the performance of the whole system, the severe error rates-substitution and false acceptance-are plotted as function of false rejection rates when the weight of the garbage model in the system has been varied. Fig. 5 shows the results of the proposed unified adaptation approach in the three modes and that for two amounts of adaptation field data: data collected during half a month's time, and data collected during three months' time. As a whole reference, the results for the baseline system (classic allophone models) and the results for the baseline system ML enrolled on the three months' field data are plotted on Fig. 5 . These results show that large improvements are obtained with supervised adaptation with only the data collected within the first half of the month. The performance is nearly the same as the one with the enrollment over three months' data. As for the unsupervised adaptation, the obtained results are not far from those obtained with supervised adaptation. Important improvements are also obtained with online adaptation although they are weaker than those obtained with unsupervised batch adaptation. It seems that online adaptation over three months' data provides equivalent results to unsupervised adaptation with data collected over half of a month's time.
To summarize the results, the average improvements can be measured at a fixed false rejection error rate of 15%. In average, after half a month's time of field data, unsupervised adaptation reduces the severe error rate by 58% and online adaptation provides a 40% reduction. Looking back at the performances after three months' time of field data, we notice that the severe error rates have been reduced, in average, by 74% with unsupervised adaptation and by 55% with online adaptation. Moreover after three months' time of use, online adaptation has allowed for (at 15% of false rejection error rate) a decrease in the difference in performance between the baseline model and the field model (by 62% for substitutions and 66% for false acceptance). It is also interesting to add that a constant increase in performance is observed with online adaptation. 
C. Results on the Nimes Database
This database differs from the BAL database since the vocabulary is very small and the users of the system have generally pronounced the vocabulary words inside short expressions. Wordspotting is thus needed in this case. To allow this, two optional garbage models were placed between the beginning and ending silence models and the vocabulary model. The other parameters of the system are identical to those of Section V-B. The results are shown on Fig. 6 . The same conclusions as for the BAL database can be drawn here.
Going from the fourth to the whole adaptation field data, online adaptation reduces the substitution error rate by 42% to 43%, respectively, and the false acceptance error rate by 77% to 80% at a false rejection error rate of 15%. In other terms, online adaptation permits us to reduce the difference between the baseline model and the field data trained model until 56% for the substitution errors and 82% for the false acceptance errors.
D. Results on the ANN Database
The same experiments were conducted on the ANN database in order to verify the results for this specific database with a vocabulary of about 2000 words. The performance curves are plotted on Fig. 7 . Although the high vocabulary size of this database, the conclusions regarding Fig. 7 are similar to the ones for the other databases. Unsupervised adaptation yields large improvements, no far from those of classical training, and a constant increase in performance with online adaptation, which reaches in this case the performance of direct training. Actually, due to the important size of the vocabulary and the sparse nature of the field data, classical training algorithm has limited performance even in a supervised mode.
Improvements with online adaptation using the unified approach are measured for a false rejection error rate of 15%. The difference between the baseline model and the field trained model were reduced, when using online adaptation on an amount of field data going from the third of available data until the whole data, by 49% and 86% for substitution errors and by 77% and 93% for false acceptation errors respectively.
VI. CONCLUSIONS
In this paper, a unified theoretical framework for adapting HMM parameters to possible variations in the condition of use is proposed. This framework aims to combine respective advantages of both Bayesian techniques and spectral transformation techniques, and also to reduce the drawbacks of these techniques. Bayesian techniques offer optimal convergence properties when the amount of adaptation data increases largely but, on the other hand, suffer from the amount of parameters to adapt when few target data are available. Spectral transformation approaches, often based on linear regression functions associated with classes of distributions, offer a good robustness when few adaptation data are available. But they suppose known the transformation function family, and they do not converge to a direct estimation of the model parameters when the amount of adaptation data increases. Two main ideas are on the basis of the new framework called HODA. Firstly, the spectral transformation approach is generalized by making variable the partition of the model distributions. This is achieved by using an acoustical tree going from a partition with one class to a partition with one class per distribution. Hence, the global transformation has a variable freedom degree determined automatically from the amount of available adaptation data through the segmental EM algorithm. Secondly, the spectral transformation parameters are estimated using the MAP criterion where the priors of the transformation parameters are directly estimated from the priors of the model distributions. This is achieved by assuming that each distribution has its own transformation and that the transformations relative to a class share the same parameters values. We show that both Bayesian adaptation and linear regression based adaptation are particular cases of the unified framework. Two other particular adaptation algorithms are also derived. An important perspective of this work is to further generalize the unified approach by using a general function to relate the transformation parameters of a given class instead of simply making them identical.
Three different modes of adaptation are described: supervised, unsupervised and online adaptation. Several control techniques are proposed to better control the adaptation especially in unsupervised and online adaptation modes. Classical Bayesian adaptation is extended within the unified framework. The adaptation of garbage models, the problem of misrecognized utterances in both unsupervised and online adaptation modes, and the decision of adaptation in online adaptation mode are also discussed.
These techniques were experimented on several telephone databases. Results are produced on a digit fixed-and mobiletelephone database, on two telephone field databases with small vocabulary, and on a field database with a vocabulary of about 2000 words. These results show that the proposed framework is advantageous with respect to classical adaptation schemes for different amounts of adaptation data. It is also shown that unsupervised adaptation mode performance are close to the supervised adaptation performance. Online adaptation permits to converge to the unsupervised performances, but it needs more data to achieve equivalent results. In summary, for the different databases, online adaptation permits, for a false rejection rate of 15%, to reduce the difference on severe error rates between the baseline model and the field trained model. This reduction varies from 50% to 90% following the database and the amount of the field data.
As a final conclusion, we can say that online adaptation using the unified framework can be directly used with a weak computation cost in order to increase the robustness of speech recognition used over the telephone network.
APPENDIX MAP RE-ESTIMATION OF THE TRANSFORMATION PARAMETERS
In this Appendix, the reestimation equations of the transformation parameters are computed. This computation, based on the segmental EM algorithm, is done separately for each class in order to satisfy the MAP criterion. We make the hypotheses of LR transformations and of diagonal regression and covariance matrices. The acoustic dimensions are completely dissociated and the re-estimation equations can be computed for each dimension separately. For the th dimension we define:  ,  ,  ,  ,  , , and, . First, let us determine the a priori distribution of the th transformation coefficients. The precision and regression coefficients are not linearly related. This results in complex Jacobian making the prior distributions in the two spaces have noncorresponding modes. Thus, we prefer to derive from the regression coefficients the inverse of their squares that have the same dimension of the precision coefficients. These will be called . The mean and precision coefficients can be related to the transformation coefficients ( designates that the positive or negative of the square root of can be considered for ) , and where means that the acoustic vector was aligned to the th distribution during the estimate step of the segmental-EM algorithm. This is equivalent to maximizing the following expression with respect to both :
Derive (A5) with respect to and equate to null Replacing the term that contains by its value from (A6), leads to a first-order dependence on . Taking the value of from (A7) and replacing by , leads to (A11), shown at the bottom of the page.
The set of equations (A7) and (A11) provide the solution for the couple . is the positive solution of the secondorder equation (A11) . Actually, (A11) defines two equations function of the sign of . However, when changes its sign only the sign of the factor of the first-order element changes. Thus, the two equations have the same solutions with opposite signs. Moreover, it can be demonstrated that this equation has always two solutions of opposite sign since the factor of is positive and the constant is negative. being negative, it is sufficient to consider corresponding to positive . The positive solution of the resulting equation defines the positive , and the negative solution defines the negative . Once is determined, the can be obtained from (A7).
