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Abstract
We prove the existence and uniqueness of tempered random attractors for stochastic Reaction-
Diffusion equations on unbounded domains with multiplicative noise and deterministic non-
autonomous forcing. We establish the periodicity of the tempered attractors when the stochastic
equations are forced by periodic functions. We further prove the upper semicontinuity of these
attractors when the intensity of stochastic perturbations approaches zero.
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1 Introduction
This paper is concerned with the existence and upper semicontinuity of tempered attractors for
stochastic Reaction-Diffusion equations on unbounded domains with deterministic non-autonomous
forcing. Given τ ∈ R, consider the following stochastic equation with multiplicative noise defined
on (τ,∞)× Rn:
∂u
∂t
+ λu−∆u = f(x, u) + g(t, x) + αu ◦
dω
dt
, (1.1)
where λ and α are positive numbers, g ∈ L2loc(R, L
2(Rn)), f is a smooth nonlinearity, and ω is
a two-sided real-valued Wiener process on a probability space. The stochastic equation (1.1) is
understood in the sense of Stratonovich integration.
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When the deterministic forcing g does not depend on time, we can define a random dynamical
system for equation (1.1) over a probability space. The probability space is responsible for the
stochastic perturbations and can be considered as a parametric space. The existence of random
attractors for systems over a single probability space has been investigated by many experts in the
literature, see e.g., [1, 4, 5, 6, 7, 8, 9, 10, 13, 14, 15, 16, 20, 21, 22, 26, 27, 32, 35] and the references
therein. The reader is also referred to [1, 17, 18, 29, 31] for the existence of random invariant
manifolds. In this paper, we study random attractors of equation (1.1) when the deterministic
forcing g is time dependent. In this case, we need to introduce two parametric spaces to describe
the dynamics of the equation: one is responsible for deterministic forcing and the other is responsible
for stochastic perturbations. The existence of random attractors for systems over two parametric
spaces have been recently established in [36], where the structures of attractors are characterized
by random complete solutions. In the sequel, we prove the stochastic equation (1.1) has a tempered
random attractor in L2(Rn) when g is a general function depending on time. We then show the
tempered attractor is actually periodic in time if g is time periodic. It is worth noticing that the
existence of periodic random attractors was first established in [19] for a model of quasigeostrophic
fluid.
A second goal of the present paper is to prove the upper semicontinuity of random attractors
for equation (1.1) when the intensity α of noise approaches zero. This kind of continuity for
attractors has been studied by many authors, see e.g., [11, 12, 23, 24, 25, 34] for deterministic
attractors, and [6, 30, 37] for random attractors without deterministic non-autonomous forcing.
We here want to prove the upper semicontinuity of random attractors of equation(1.1) when g is
time dependent. As far as the author is aware, this paper is the first one dealing with continuity
of random attractors for stochastic equations with deterministic non-autonomous forcing. We will
first prove an abstract result and then establish the upper semicontinuity of tempered attractors
for (1.1) with time dependent g.
Note that the stochastic equation (1.1) is defined on the entire space Rn. Since Sobolev em-
beddings are not compact on unbounded domains, we have an extra difficulty to prove the upper
semicontinuity of attractors in L2(Rn). We will overcome this difficulty by using uniform estimates
on the tails of functions in random attractors as in [37]. More precisely, we prove all functions be-
longing to tempered attractors are uniformly small outside a bounded domain in Rn for sufficiently
small noise intensity α.
The outline of the paper is as follows. In the next section, we borrow some results regarding
pullback attractors for random dynamical systems over two parametric spaces. In Section 3, we
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prove an abstract result on the upper semicontinuity of pullback attractors parametrized by some
variables. Section 4 is devoted to the existence of a continuous cocycle in L2(Rn) for the stochastic
equation (1.1), and Section 5 contains all uniform estimates including those on the tails of solutions.
We finally prove the existence and uniqueness of tempered attractors for (1.1) in Section 6, and
establish the upper semicontinuity of the attractors in Section 7.
2 Preliminaries
For the reader’s convenience, in this section, we recall the theory of pullback attractors for random
dynamical systems over two parametric spaces. All results presented here are not original and can
be found in [36]. The reader is also referred to [4, 15, 16, 20, 32] for random attractors over one
parametric space, and to [2, 3, 23, 33, 34] for deterministic attractors.
Hereafter, we assume that (X, d) is a complete separable metric space, Ω1 is a nonempty set,
and (Ω2,F2, P ) is a probability space. For every t ∈ R, let θ1,t : Ω1 → Ω1 be a mapping. We say
(Ω1, {θ1,t}t∈R) is a parametric dynamical system if θ1,0 is the identity on Ω1 and θ1,s+t = θ1,t,◦θ1,s for
all t, s ∈ R. Let θ2 : R×Ω2 → Ω2 be a (B(R)×F2,F2)-measurable mapping. We say (Ω2,F2, P, θ2)
is a parametric dynamical system if θ2(0, ·) is the identity on Ω2, θ2(s + t, ·) = θ2(t, ·) ◦ θ2(s, ·) for
all t, s ∈ R, and Pθ2(t, ·) = P for all t ∈ R. For convenience, we write θ2(t, ·) as θ2,t for t ∈ R, and
write (Ω2,F2, P, θ2) as (Ω2,F2, P, {θ2,t}t∈R).
Definition 2.1. Let K : Ω1 × Ω2 → 2
X be a set-valued mapping. We say K is measurable
with respect to F2 in Ω2 if the value K(ω1, ω2) is a closed nonempty subset of X for all ω1 ∈ Ω1
and ω2 ∈ Ω2, and the mapping ω2 ∈ Ω2 → d(x,K(ω1, ω2)) is (F2, B(R))-measurable for every
fixed x ∈ X and ω1 ∈ Ω1. If K is measurable with respect to F2 in Ω2, we also say the family
{K(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} is measurable with respect to F2 in Ω2.
Definition 2.2. Let (Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R) be parametric dynamical systems. A
mapping Φ: R+ × Ω1 × Ω2 ×X → X is called a continuous cocycle on X over (Ω1, {θ1,t}t∈R) and
(Ω2,F2, P, {θ2,t}t∈R) if for all ω1 ∈ Ω1, ω2 ∈ Ω2 and t, τ ∈ R+, the following conditions (i)-(iv) are
satisfied:
(i) Φ(·, ω1, ·, ·) : R
+ × Ω2 ×X → X is (B(R
+)×F2 × B(X), B(X))-measurable;
(ii) Φ(0, ω1, ω2, ·) is the identity on X;
(iii) Φ(t+ τ, ω1, ω2, ·) = Φ(t, θ1,τω1, θ2,τω2, ·) ◦Φ(τ, ω1, ω2, ·);
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(iv) Φ(t, ω1, ω2, ·) : X → X is continuous.
If, in addition, there exists a positive number T such that for every t ≥ 0, ω1 ∈ Ω1 and ω2 ∈ Ω2,
Φ(t, θ1,Tω1, ω2, ·) = Φ(t, ω1, ω2, ·),
then Φ is called a continuous periodic cocycle on X with period T .
Throughout the rest of this section, we assume that Φ is a continuous cocycle on X over
(Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R). We will use D to denote a collection of some families
of nonempty subsets of X:
D = {D = {D(ω1, ω2) ⊆ X : D(ω1, ω2) 6= ∅, ω1 ∈ Ω1, ω2 ∈ Ω2}}. (2.1)
Two elements D1 and D2 of D are said to be equal if D1(ω1, ω2) = D2(ω1, ω2) for all ω1 ∈ Ω1 and
ω2 ∈ Ω2.
Definition 2.3. Let D = {D(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} be a family of nonempty subsets of X.
We say D is tempered in X with respect to (Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R) if there exists
x0 ∈ X such that for every c > 0, ω1 ∈ Ω1 and ω2 ∈ Ω2,
lim
t→−∞ e
ctd(x0,D(θ1,tω1, θ2,tω2)) = 0.
Definition 2.4. A collection D of some families of nonempty subsets of X is said to be neighbor-
hood closed if for each D = {D(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D, there exists a positive number ε
depending on D such that the family
{B(ω1, ω2) : B(ω1, ω2) is a nonempty subset of Nε(D(ω1, ω2)),∀ ω1 ∈ Ω1,∀ ω2 ∈ Ω2} (2.2)
also belongs to D.
Definition 2.5. Let D be a collection of some families of nonempty subsets of X. A mapping
ψ : R×Ω1×Ω2 → X is called a complete orbit of Φ if for every τ ∈ R, t ≥ 0, ω1 ∈ Ω1 and ω2 ∈ Ω2,
the following holds:
Φ(t, θ1,τω1, θ2,τω2, ψ(τ, ω1, ω2)) = ψ(t+ τ, ω1, ω2). (2.3)
If, in addition, there exists D = {D(ω1, ω2) : ω1 ∈ Ω, ω2 ∈ Ω2} ∈ D such that ψ(t, ω1, ω2) belongs
to D(θ1,tω1, θ2,tω2) for every t ∈ R, ω1 ∈ Ω1 and ω2 ∈ Ω2, then ψ is called a D-complete orbit of Φ.
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Definition 2.6. Let B = {B(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} be a family of nonempty subsets of X.
For every ω1 ∈ Ω1 and ω2 ∈ Ω2, let
Ω(B,ω1, ω2) =
⋂
τ≥0
⋃
t≥τ
Φ(t, θ1,−tω1, θ2,−tω2, B(θ1,−tω1, θ2,−tω2)). (2.4)
Then the family {Ω(B,ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} is called the Ω-limit set of B and is denoted by
Ω(B).
Definition 2.7. Let D be a collection of some families of nonempty subsets of X and K =
{K(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D. Then K is called a D-pullback absorbing set for Φ if for all
ω1 ∈ Ω1, ω2 ∈ Ω2 and for every B ∈ D, there exists T = T (B,ω1, ω2) > 0 such that
Φ(t, θ1,−tω1, θ2,−tω2, B(θ1,−tω1, θ2,−tω2)) ⊆ K(ω1, ω2) for all t ≥ T. (2.5)
If, in addition, for all ω1 ∈ Ω1 and ω2 ∈ Ω2, K(ω1, ω2) is a closed nonempty subset of X and K is
measurable with respect to the P -completion of F2 in Ω2, then we say K is a closed measurable
D-pullback absorbing set for Φ.
Definition 2.8. Let D be a collection of some families of nonempty subsets of X. Then Φ is said
to be D-pullback asymptotically compact in X if for all ω1 ∈ Ω1 and ω2 ∈ Ω2, the sequence
{Φ(tn, θ1,−tnω1, θ2,−tnω2, xn)}
∞
n=1 has a convergent subsequence in X (2.6)
whenever tn →∞, and xn ∈ B(θ1,−tnω1, θ2,−tnω2) with {B(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D.
Definition 2.9. Let D be a collection of some families of nonempty subsets of X and A =
{A(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D. Then A is called a D-pullback attractor for Φ if the fol-
lowing conditions (i)-(iii) are fulfilled:
(i) A is measurable with respect to the P -completion of F2 in Ω2 and A(ω1, ω2) is compact for
all ω1 ∈ Ω1 and ω2 ∈ Ω2.
(ii) A is invariant, that is, for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
Φ(t, ω1, ω2,A(ω1, ω2)) = A(θ1,tω1, θ2,tω2), ∀ t ≥ 0.
(iii) A attracts every member of D, that is, for every B = {B(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D
and for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
lim
t→∞ d(Φ(t, θ1,−tω1, θ2,−tω2, B(θ1,−tω1, θ2,−tω2)),A(ω1, ω2)) = 0.
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If, in addition, there exists T > 0 such that
A(θ1,Tω1, ω2) = A(ω1, ω2), ∀ ω1 ∈ Ω1,∀ ω2 ∈ Ω2,
then we say A is periodic with period T .
We borrow the following result from [36] regarding the existence and uniqueness of D-pullback
attractors. Similar results for random systems can be found in [4, 16, 20, 32].
Proposition 2.10. Let D be a neighborhood closed collection of some families of nonempty subsets
of X, and Φ be a continuous cocycle on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R). Then Φ
has a D-pullback attractor A in D if and only if Φ is D-pullback asymptotically compact in X and
Φ has a closed measurable (w.r.t. the P -completion of F2) D-pullback absorbing set K in D. The
D-pullback attractor A is unique and is given by, for each ω1 ∈ Ω1 and ω2 ∈ Ω2,
A(ω1, ω2) = Ω(K,ω1, ω2) =
⋃
B∈D
Ω(B,ω1, ω2) (2.7)
= {ψ(0, ω1, ω2) : ψ is a D−complete orbit of Φ}. (2.8)
For the periodicity of D-pullback attractors, we have the following result [36].
Proposition 2.11. Let D be a neighborhood closed collection of some families of nonempty subsets
of X. Suppose Φ is a continuous periodic cocycle with period T > 0 on X over (Ω1, {θ1,t}t∈R) and
(Ω2,F2, P, {θ2,t}t∈R). Suppose further that Φ has a D-pullback attractor A ∈ D. Then A is periodic
with period T if and only if Φ has a closed measurable (w.r.t. the P -completion of F2) D-pullback
absorbing set K ∈ D with K being periodic with period T .
Note that a family K = {K(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D is periodic with period T if
K(θ1,Tω1, ω2) = K(ω1, ω2) for all ω1 ∈ Ω1 and ω2 ∈ Ω2. In the next section, we discuss the
continuity of pullback attractors when a parameter varies.
3 Upper Semicontinuity of Random Attractors
In this section, we discuss the upper semicontinuity of pullback attractors of a family of cocycles
on a Banach space X. Suppose Λ is a metric space. Given λ ∈ Λ, let Φλ be a continuous cocycle
on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R). Suppose there exists λ0 ∈ Λ such that for every
t ∈ R+, ω1 ∈ Ω1, ω2 ∈ Ω2, λn ∈ Λ with λn → λ0, and xn, x ∈ X with xn → x, the following holds:
lim
n→∞Φλn(t, ω1, ω2, xn) = Φλ0(t, ω1, ω2, x). (3.1)
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For each λ ∈ Λ, let Dλ be a collection of families of nonempty subsets of X. Suppose there exists
a map Rλ0 : Ω1 × Ω2 → R such that the family
B = {B(ω1, ω2) = {x ∈ X : ‖x‖X ≤ Rλ0(ω1, ω2)} : ω1 ∈ Ω1, ω2 ∈ Ω2} belongs to Dλ0 . (3.2)
Suppose further that for each λ ∈ Λ, Φλ has a Dλ-pullback attractor Aλ ∈ Dλ and a Dλ-pullback
absorbing set Kλ ∈ Dλ such that for all ω1 ∈ Ω1 and ω2 ∈ Ω2,
lim sup
λ→λ0
‖Kλ(ω1, ω2)‖X ≤ Rλ0(ω1, ω2), (3.3)
where Rλ0 is as in (3.2) and ‖S‖X = supx∈S ‖x‖X for a subset S of X. We finally assume that for
every ω1 ∈ Ω1 and ω2 ∈ Ω2,
⋃
λ∈Λ
Aλ(ω1, ω2) is precompact in X. (3.4)
We now present the upper semicontinuity of Aλ at λ = λ0.
Theorem 3.1. Suppose (3.1)-(3.4) hold. Then for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
dist(Aλ(ω1, ω2),Aλ0(ω1, ω2))→ 0, as λ→ λ0. (3.5)
Proof. Suppose (3.5) is false. Then there exist a positive number η and a sequence λn → λ0 such
that for all n ∈ N,
dist(Aλn(ω1, ω2),Aλ0(ω1, ω2)) ≥ 2η. (3.6)
By (3.6) we find that there exists a sequence {xn}
∞
n=1 with xn ∈ Aλn(ω1, ω2) such that
dist(xn,Aλ0(ω1, ω2)) ≥ η for all n ∈ N. (3.7)
By (3.4) we get that there exists x0 ∈ X such that, up to a subsequence,
lim
n→∞xn = x0. (3.8)
We now prove x0 ∈ Aλ0(ω1, ω2). Let {tm}
∞
m=1 be a sequence of positive numbers such that tm →∞.
Fix m = 1. Then by the invariance of Aλn for every n ∈ N, there exists a sequence {x1,n}
∞
n=1 with
x1,n ∈ Aλn(θ−t1ω1, θ−t1ω2) such that for all n ∈ N,
xn = Φλn(t1, θ−t1ω1, θ−t1ω2, x1,n). (3.9)
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Since x1,n ∈ Aλn(θ−t1ω1, θ−t1ω2) for all n ∈ N, we get from (3.4) that there exist z1 ∈ X and a
subsequence of {x1,n}
∞
n=1 (which we do not relabel) such that
lim
n→∞x1,n = z1. (3.10)
It follows from (3.1) and (3.10)
lim
n→∞Φλn(t1, θ−t1ω1, θ−t1ω2, x1,n) = Φλ0(t1, θ−t1ω1, θ−t1ω2, z1). (3.11)
By (3.8)-(3.9) and (3.11) we obtain
x0 = Φλ0(t1, θ−t1ω1, θ−t1ω2, z1). (3.12)
Note that Aλn(θ−t1ω1, θ−t1ω2) ⊆ Kλn(θ−t1ω1, θ−t1ω2) and x1,n ∈ Aλn(θ−t1ω1, θ−t1ω2) for all n ∈ N.
Thus by (3.3) we have
lim sup
n→∞
‖x1,n‖X ≤ lim sup
n→∞
‖Kλn(θ−t1ω1, θ−t1ω2)‖X ≤ Rλ0(θ−t1ω1, θ−t1ω2). (3.13)
By (3.10) and (3.13) we get ‖z1‖X ≤ Rλ0(θ−t1ω1, θ−t1ω2). By induction, for every m ≥ 1, we find
that there exists zm ∈ X such that for all m ∈ N,
x0 = Φλ0(tm, θ−tmω1, θ−tmω2, zm), (3.14)
and
‖zm‖X ≤ Rλ0(θ−tmω1, θ−tmω2). (3.15)
By (3.2) and the attraction property of Aλ0 in Dλ0 , we obtain from (3.14)-(3.15) that
dist(x0,Aλ0(ω1, ω2)) = dist(Φλ0(tm, θ1,−tmω1, θ2,−tmω2, zm), Aλ0(ω1, ω2))
≤ dist(Φλ0(tm, θ1,−tmω1, θ2,−tmω2, B(θ1,−tmω1, θ2,−tmω2)), Aλ0(ω1, ω2))→ 0, as m→∞.
This shows that x0 ∈ Aλ0(ω1, ω2) since Aλ0(ω1, ω2) is compact. Thus, by (3.8) we get
dist(xn,Aλ0(ω1, ω2)) ≤ dist(xn, x0)→ 0, as n→∞.
This is in contradiction with (3.7) and hence proves (3.5).
Next, we consider two special cases of Theorem 3.1 where the limiting cocycle Φλ0 is an au-
tonomous system or a deterministic non-autonomous system. Both cases are interesting in their
own right and deserve further discussions. Suppose Φλ0 : R
+ × Ω1 × Ω2 ×X → X is a continuous
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cocycle. If Φλ0 is constant in ω2 ∈ Ω2, then we can drop the dependence of Φλ0 on ω2 and call such
Φλ0 a deterministic non-autonomous cocycle. In other words, a mapping Φλ0 : R
+ × Ω1 ×X → X
is a continuous non-autonomous cocycle on X over (Ω1, {θ1,t}t∈R) if Φλ0 satisfies the following
conditions: for every ω1 ∈ Ω1 and t, τ ∈ R
+,
(i) Φ(0, ω1, ·) is the identity on X;
(ii) Φ(t+ τ, ω1, ·) = Φ(t, θ1,τω1, ·) ◦ Φ(τ, ω1, ·);
(iii) Φ(t, ω1, ·) : X → X is continuous.
Let Dλ0 be a collection of families of nonempty subsets of X given by
Dλ0 = {D = {D(ω1) 6= ∅ : D(ω1) ⊆ X,ω1 ∈ Ω1}}.
A family Aλ0 ∈ Dλ0 of compact subsets ofX is called a Dλ0-pullback attractor of Φλ0 if Aλ0 pullback
attracts every member of Dλ0 and Φλ0(t, ω1,A(ω1)) = A(θ1,tω1) for all t ∈ R
+ and ω1 ∈ Ω1. As in
the random case, we assume there exists a map Rλ0 : Ω1 → R such that the family
B = {B(ω1) = {x ∈ X : ‖x‖X ≤ Rλ0(ω1)} : ω1 ∈ Ω1} belongs to Dλ0 , (3.16)
Let Kλ ∈ Dλ be a Dλ-pullback absorbing set of Φλ which satisfies, for all ω1 ∈ Ω1 and ω2 ∈ Ω2,
lim sup
λ→λ0
‖Kλ(ω1, ω2)‖X ≤ Rλ0(ω1). (3.17)
Note that for a deterministic non-autonomous cocycle Φλ0 , condition (3.1) becomes the following,
for each ω1 ∈ Ω1 and ω2 ∈ Ω2,
lim
n→∞Φλn(t, ω1, ω2, xn) = Φλ0(t, ω1, x), (3.18)
where t ∈ R+, λn ∈ Λ with λn → λ0, and xn, x ∈ X with xn → x. Replacing conditions (3.1)-
(3.3) by (3.16)-(3.18), we get the following convergence result from Theorem 3.1 when Φλ0 is a
deterministic non-autonomous cocycle.
Theorem 3.2. Suppose (3.4) and (3.16)-(3.18) hold. Then for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
dist(Aλ(ω1, ω2),Aλ0(ω1))→ 0, as λ→ λ0.
Proof. This theorem can be considered as a special case of Theorem 3.1 where Φλ0 , Dλ0 and Aλ0
are all constant with respect to ω2 ∈ Ω2. On the other hand, we can also prove Theorem 3.2 directly
by following the proof of Theorem 3.1 with minor changes. The details are omitted.
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We now consider the case where Φλ0 is an autonomous cocycle, i.e., Φλ0 is constant in both ω1
and ω2. In this case, a nonempty compact subset Aλ0 of X is called a global attractor of Φλ0 if Aλ0
is invariant and attracts every bounded set uniformly. For an autonomous cocycle Φλ0 , condition
(3.17) can be replaced by the following: there exists a positive number C such that for all ω1 ∈ Ω1
and ω2 ∈ Ω2,
lim sup
λ→λ0
‖Kλ(ω1, ω2)‖X ≤ C. (3.19)
We also assume that for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
lim
n→∞Φλn(t, ω1, ω2, xn) = Φλ0(t, x), (3.20)
where t ∈ R+, λn ∈ Λ with λn → λ0, and xn, x ∈ X with xn → x. For an autonomous cocycle
Φλ0 , we have the following convergence result.
Theorem 3.3. Suppose (3.4) and (3.19)-(3.20) hold. Then for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
dist(Aλ(ω1, ω2),Aλ0)→ 0, as λ→ λ0.
Proof. The proof is similar to Theorem 3.2 and hence omitted.
4 Stochastic Reaction-Diffusion Equations on Rn
In the rest of this paper, we study the existence and upper semicontinuity of tempered pullback
attractors for stochastic Reaction-Diffusion equations on Rn with deterministic non-autonomous
terms as well as multiplicative noise. Given τ ∈ R and t > τ , consider the following equation
defined for x ∈ Rn,
∂u
∂t
+ λu−∆u = f(x, u) + g(t, x) + αu ◦
dω
dt
, (4.1)
with initial condition
u(x, τ) = uτ (x), x ∈ R
n, (4.2)
where λ and α are positive constants, g ∈ L2loc(R, L
2(Rn)), ω is a two-sided real-valued Wiener
process on a probability space. Note that equation (4.1) is understood in the sense of Stratonovich
integration. The nonlinearity f is a smooth function that satisfies, for some positive constants α1,
α2 and α3,
f(x, s)s ≤ −α1|s|
p + ψ1(x), ∀ x ∈ R
n, ∀ s ∈ R, (4.3)
|f(x, s)| ≤ α2|s|
p−1 + ψ2(x), ∀ x ∈ Rn, ∀ s ∈ R, (4.4)
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∂f
∂s
(x, s) ≤ α3, ∀ x ∈ R
n, ∀ s ∈ R, (4.5)
|
∂f
∂x
(x, s)| ≤ ψ3(x), ∀ x ∈ R
n, ∀ s ∈ R, (4.6)
where ψ1 ∈ L
1(Rn) ∩ L∞(Rn) and ψ2, ψ3 ∈ L2(Rn). In this paper, we will use the probability
space (Ω,F , P ), where Ω = {ω ∈ C(R,R) : ω(0) = 0}, F is the Borel σ-algebra induced by the
compact-open topology of Ω, and P is the corresponding Wiener measure on (Ω,F). Define a group
{θ2,t}t∈R acting on (Ω,F , P ) by
θ2,tω(·) = ω(·+ t)− ω(t), ω ∈ Ω, t ∈ R. (4.7)
Then (Ω,F , P, {θ2,t}t∈R) is a parametric dynamical system. From [1] we know that there exists a
θ2,t-invariant set Ω˜ ⊆ Ω of full P measure such that for each ω ∈ Ω˜,
ω(t)
t
→ 0 as t→ ±∞. (4.8)
In the sequel, we will write Ω˜ as Ω for convenience. Let Ω1 = R and for each t ∈ R, define a map
θ1,t : R → R by θ1,t(h) = h + t for all h ∈ R. We will define a continuous cocycle for equation
(4.1) over (R, {θ1,t}t∈R) and (Ω,F , P, {θ2,t}t∈R). To that end, we need to transform the stochastic
equation into a deterministic non-autonomous one. Given ω ∈ Ω, let z(t, ω) = e−αω(t). Then z
solves the following stochastic equation in the sense of Stratonovich integration:
dz
dt
+ αz ◦
dω
dt
= 0. (4.9)
Given τ ∈ R, t ≥ τ , ω ∈ Ω and uτ ∈ L
2(Rn), let u(t, τ, ω, vτ ) satisfy (4.1) with initial condition uτ
at initial time τ . Then we introduce a new variable v(t, τ, ω, vτ ) by
v(t, τ, ω, vτ ) = z(t, ω)u(t, τ, ω, vτ ) with vτ = z(τ, ω)uτ . (4.10)
By (4.1)-(4.2) and (4.9) we get
∂v
∂t
+ λv −∆v = z(t, ω)f
(
x, z−1(t, ω)v
)
+ z(t, ω)g(t, x), (4.11)
with initial condition
v(x, τ) = vτ (x), x ∈ R
n. (4.12)
Note that (4.11) is a deterministic equation which is parametrized by ω ∈ Ω. Therefore, by a stan-
dard argument (see, e.g., [2]), one can show that for every τ ∈ R, ω ∈ Ω and vτ ∈ L
2(Rn), problem
(4.11)-(4.12) has a unique solution v ∈ C([τ,∞), L2(Rn))
⋂
L2loc((τ,∞),H
1(Rn)). In addition, this
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solution is continuous in vτ with respect to the norm of L
2(Rn) and is (F ,B(L2(Rn)))-measurable
in ω ∈ Ω. Based on this fact, we can define a cocycle Φ : R+ × R × Ω × L2(Rn) → L2(Rn) for
problem (4.1)-(4.2) by using (4.10). Given t ∈ R+, τ ∈ R, ω ∈ Ω and uτ ∈ L
2(Rn), let
Φ(t, τ, ω, uτ ) = u(t+ τ, τ, θ2,−τω, uτ ) =
1
z(t+ τ, θ2,−τω)
v(t+ τ, τ, θ2,−τω, vτ ), (4.13)
where vτ = z(τ, θ2,−τω)uτ . By (4.13) one can check that for every t ≥ 0, τ ≥ 0, r ∈ R and ω ∈ Ω
Φ(t+ τ, r, ω, ·) = Φ(t, τ + r, θ2,τω, ·) ◦ Φ(τ, r, ω, ·).
By the measurability of v in ω ∈ Ω and the continuity of v in initial data vτ ∈ L
2(Rn), we see that
Φ as defined by (4.13) is a continuous cocycle on L2(Rn) over (R, {θ1,t}t∈R) and (Ω,F , P, {θ2,t}t∈R).
The rest of this paper is devoted to the existence and convergence of pullback attractors for Φ in
L2(Rn). For this purpose, we need to specify a collection D of families of subsets of L2(Rn).
As usual, for a bounded nonempty subset B of L2(Rn), we write ‖B‖ = sup
ψ∈B
‖ψ‖L2(Rn). Suppose
D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} is a tempered family of bounded nonempty subsets of L2(Rn), that
is, for every c > 0, τ ∈ R and ω ∈ Ω,
lim
t→−∞ e
ct‖D(τ + t, θ2,tω)‖ = 0. (4.14)
From now on, we use D to denote the collection of all tempered families of bounded nonempty
subsets of L2(Rn), i.e.,
D = {D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} : D satisfies (4.14)}. (4.15)
Note that D given by (4.15) is neighborhood closed. For the external forcing g we assume that
there exists δ ∈ [0, λ) such that for every τ ∈ R,
∫ τ
−∞
eδs‖g(s, ·)‖2ds <∞. (4.16)
Sometimes, the following tempered condition is also needed for g: there exists δ ∈ [0, λ) such that
for every c > 0,
lim
t→−∞ e
ct
∫ 0
−∞
eδs‖g(s + t, ·)‖2ds = 0. (4.17)
Observe that condition (4.17) is stronger than (4.16) for g ∈ L2loc(R, L
2(Rn)), and both conditions
do not require that g is bounded in L2(Rn) at ±∞.
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5 Uniform Estimates of Solutions
In this section, we derive uniform estimates of solutions for problem (4.1)-(4.2). These estimates
are needed to prove the existence and continuity of D-pullback attractors.
Lemma 5.1. Suppose (4.3)-(4.6) and (4.16) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ, ω) :
τ ∈ R, ω ∈ Ω} ∈ D, there exists T = T (τ, ω,D) > 0 such that for all t ≥ T , the solution v of problem
(4.11)-(4.12) with ω replaced by θ2,−τω satisfies
‖v(τ, τ − t, θ2,−τω, vτ−t)‖2 ≤ cz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)
(
1 + ‖g(s + τ, ·)‖2
)
ds
and
∫ τ
τ−t
eλ(s−τ)
(
‖v(s, τ − t, θ2,−τω, vτ−t)‖2H1(Rn) + z
2(s, θ2,−τω)‖u(s, τ − t, θ2,−τω, uτ−t)‖pp
)
ds
≤ cz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)
(
1 + ‖g(s + τ, ·)‖2
)
ds,
where vτ−t ∈ D(τ − t, θ2,−tω) and c is a positive constant independent of τ , ω, D and α.
Proof. It follows from (4.11) that
1
2
d
dt
‖v‖2 + λ‖v‖2 + ‖∇v‖2 =
∫
Rn
z(t, ω)f(x, u)vdx + z(t, ω)(g, v). (5.1)
By (4.3), for the nonlinear term in (5.1) we have
∫
Rn
z(t, ω)f(x, u)vdx ≤ −α1z
2(t, ω)‖u‖pp + z
2(t, ω)
∫
Rn
ψ1dx. (5.2)
Note that the last term on the right-hand side of (5.1) is bounded by
z(t, ω)|(g, v)| ≤
1
4
λ‖v‖2 +
1
λ
z2(t, ω)‖g‖2. (5.3)
It follows from (5.1)-(5.3) that
d
dt
‖v‖2 +
3
2
λ‖v‖2 + 2‖∇v‖2 + 2α1z
2(t, ω)‖u‖pp ≤
2
λ
z2(t, ω)‖g‖2 + c1z
2(t, ω). (5.4)
First multiplying (5.4) by eλt and then integrating over (τ − t, τ) with t ≥ 0, we obtain, for every
ω ∈ Ω,
‖v(τ, τ − t, ω, vτ−t)‖2 + 2
∫ τ
τ−t
eλ(s−τ)‖∇v(s, τ − t, ω, vτ−t)‖2ds
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+
1
2
λ
∫ τ
τ−t
eλ(s−τ)‖v(s, τ − t, ω, vτ−t)‖2ds + 2α1
∫ τ
τ−t
eλ(s−τ)z2(s, ω)‖u(s, τ − t, ω, uτ−t)‖ppds
≤ e−λt‖vτ−t‖2 +
2
λ
e−λτ
∫ τ
τ−t
eλsz2(s, ω)‖g(s, ·)‖2ds+ c1
∫ τ
τ−t
eλ(s−τ)z2(s, ω)ds.
Given τ ∈ R and ω ∈ Ω, replacing ω by θ2,−τω in the above, we obtain for all t ∈ R+,
‖v(τ, τ − t, θ2,−τω, vτ−t)‖2 + 2
∫ τ
τ−t
eλ(s−τ)‖∇v(s, τ − t, θ2,−τω, vτ−t)‖2ds
+
1
2
λ
∫ τ
τ−t
eλ(s−τ)‖v(s, τ − t, θ2,−τω, vτ−t)‖2+2α1
∫ τ
τ−t
eλ(s−τ)z2(s, θ2,−τω)‖u(s, τ − t, θ2,−τω, uτ−t)‖pp
≤ e−λt‖vτ−t‖2 +
2
λ
e−λτ
∫ τ
τ−t
eλsz2(s, θ2,−τω)‖g(s, ·)‖2ds + c1
∫ τ
τ−t
eλ(s−τ)z2(s, θ2,−τω)ds
≤ e−λt‖vτ−t‖2 +
2
λ
z−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)‖g(s + τ, ·)‖2ds+ c1z
−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)ds.
(5.5)
By (4.8) and (4.16) one can check that the last two integrals on the right-hand side of (5.5) are
well-defined. On the other hand, since vτ−t ∈ D(τ − t, θ2,−tω) and D ∈ D, we see that there exists
T = T (τ, ω,D) > 0 such that for all t ≥ T ,
e−λt‖vτ−t‖2 ≤ e−λt‖D(τ − t, θ2,−tω)‖2 ≤ z−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)ds,
which along with (5.5) completes the proof.
As a direct consequence of Lemma 5.1, we have the following estimates.
Corollary 5.2. Suppose (4.3)-(4.6) and (4.16) hold. Then for every τ ∈ R, ω ∈ Ω and D =
{D(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D, there exists T = T (τ, ω,D) ≥ 1 such that for all t ≥ T , the solution
v of problem (4.11)-(4.12) with ω replaced by θ2,−τω satisfies
∫ τ
τ−1
(
‖v(s, τ − t, θ2,−τω, vτ−t)‖2H1(Rn) + z
2(s, θ2,−τω)‖u(s, τ − t, θ2,−τω, uτ−t)‖pp
)
ds
≤ cz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)
(
1 + ‖g(s + τ, ·)‖2
)
ds,
where vτ−t ∈ D(τ − t, θ2,−tω) and c is a positive constant independent of τ , ω, D and α.
Proof. This inequality follows from Lemma 5.1 and the fact eλ(s−τ) ≥ e−λ for τ − 1 ≤ s ≤ τ .
The following estimates are needed when we derive the convergence of pullback attractors.
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Lemma 5.3. Suppose (4.3)-(4.6) and (4.16) hold. Then for every τ ∈ R, ω ∈ Ω and vτ ∈ L
2(Rn),
the solution v of problem (4.11)-(4.12) satisfies, for all t ≥ τ ,
‖v(t, τ, ω, vτ )‖
2 +
∫ t
τ
eλ(s−t)
(
‖v(s, τ, ω, vτ )‖
2
H1(Rn) + z
2(s, ω)‖u(s, τ, ω, uτ )‖
p
p
)
ds
≤ ‖vτ‖
2 + c
∫ t
τ
z2(s, ω)‖g(s, ·)‖2ds+ c
∫ t
τ
z2(s, ω)ds,
where c is a positive constant independent of τ , ω and α.
Proof. Multiplying (5.4) by eλt and then integrating over (τ, t), we get,
‖v(t, τ, ω, vτ )‖
2 + 2
∫ t
τ
eλ(s−t)‖∇v(s, τ, ω, vτ )‖2ds
+
1
2
λ
∫ t
τ
eλ(s−t)‖v(s, τ, ω, vτ )‖2ds + 2α1
∫ t
τ
eλ(s−t)z2(s, ω)‖u(s, τ, ω, uτ )‖ppds
≤ eλ(τ−t)‖vτ‖2 +
2
λ
∫ t
τ
eλ(s−t)z2(s, ω)‖g(s, ·)‖2ds+ c1
∫ t
τ
eλ(s−t)z2(s, ω)ds
≤ ‖vτ‖
2 +
2
λ
∫ t
τ
z2(s, ω)‖g(s, ·)‖2ds+ c1
∫ t
τ
z2(s, ω)ds.
This completes the proof.
Lemma 5.4. Suppose (4.3)-(4.6) and (4.16) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ, ω) :
τ ∈ R, ω ∈ Ω} ∈ D, there exists T = T (τ, ω,D) ≥ 1 such that for all t ≥ T , the solution v of problem
(4.11)-(4.12) with ω replaced by θ2,−τω satisfies
‖∇v(τ, τ − t, θ2,−τω, vτ−t)‖2 ≤ cz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)
(
1 + ‖g(s + τ, ·)‖2
)
ds,
where vτ−t ∈ D(τ − t, θ2,−tω) and c is a positive constant independent of τ , ω, D and α.
Proof. Multiplying (4.11) by ∆v and then integrating over Rn we get
1
2
d
dt
‖∇v‖2 + λ‖∇v‖2 + ‖∆v‖2 = −z(t, ω)
∫
Rn
f(x, u)∆vdx− z(t, ω)(g,∆v). (5.6)
By (4.5)-(4.6), the first term on the right-hand side of (5.6) satisfies
−z(t, ω)
∫
Rn
f(x, u) ∆vdx = z(t, ω)
∫
Rn
∂f
∂x
(x, u) ∇vdx+
∫
Rn
∂f
∂u
(x, u) |∇v|2dx
≤ z(t, ω)‖ψ3‖‖∇v‖ + α3‖∇v‖
2 ≤
(
α3 +
1
2
)
‖∇v‖2 +
1
2
z2(t, ω)‖ψ3‖
2. (5.7)
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For the last term on the right-hand side of (5.6) we have
| − z(t, ω)(g,∆v)| ≤
1
2
‖∆v‖2 +
1
2
z2(t, ω)‖g‖2. (5.8)
By (5.6)-(5.8) we get
d
dt
‖∇v‖2 + 2λ‖∇v‖2 + ‖∆v‖2 ≤ (1 + 2α3)‖∇v‖
2 + z2(t, ω)‖ψ3‖
2 + z2(t, ω)‖g‖2.
Therefore we have
d
dt
‖∇v‖2 ≤ c1‖∇v‖
2 + z2(t, ω)‖g‖2 + c1z
2(t, ω). (5.9)
Given t ∈ R+, τ ∈ R and ω ∈ Ω, let s ∈ (τ − 1, τ). By integrating (5.9) over (s, τ) we get
‖∇v(τ, τ − t, ω, vτ−t)‖2 ≤ ‖∇v(s, τ − t, ω, vτ−t)‖2
+c1
∫ τ
s
‖∇v(ξ, τ − t, ω, vτ−t)‖2dξ +
∫ τ
s
z2(ξ, ω)‖g(ξ, ·)‖2dξ +
∫ τ
s
z2(ξ, ω)dξ.
Integrating again with respect to s on (τ − 1, τ), we obtain
‖∇v(τ, τ−t, ω, vτ−t)‖2 ≤ (1+c1)
∫ τ
τ−1
‖∇v(ξ, τ−t, ω, vτ−t)‖2dξ+
∫ τ
τ−1
z2(ξ, ω)‖g(ξ, ·)‖2dξ+
∫ τ
τ−1
z2(ξ, ω)dξ.
Replacing ω by θ2,−τω in the above, we find
‖∇v(τ, τ − t, θ2,−τω, vτ−t)‖2 ≤ (1 + c1)
∫ τ
τ−1
‖∇v(s, τ − t, θ2,−τω, vτ−t)‖2ds
+
∫ τ
τ−1
z2(s, θ2,−τω)‖g(s, ·)‖2ds +
∫ τ
τ−1
z2(s, θ2,−τω)ds. (5.10)
Note that for every τ ∈ R and ω ∈ Ω,∫ τ
τ−1
z2(s, θ2,−τω)ds = z−2(−τ, ω)
∫ τ
τ−1
z2(s − τ, ω)ds = z−2(−τ, ω)
∫ 0
−1
z2(s, ω)ds
≤ eλz−2(−τ, ω)
∫ 0
−1
eλsz2(s, ω)ds ≤ eλz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)ds. (5.11)
Similarly, one can check∫ τ
τ−1
z2(s, θ2,−τω)‖g(s, ·)‖2ds ≤ eλz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)‖g(s + τ, ·)‖2ds. (5.12)
By (5.10)-(5.12) we obtain, for every τ ∈ R, ω ∈ Ω and t ∈ R+,
‖∇v(τ, τ − t, θ2,−τω, vτ−t)‖2 ≤ (1 + c1)
∫ τ
τ−1
‖∇v(s, τ − t, θ2,−τω, vτ−t)‖2ds
+eλz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)ds+ eλz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)‖g(s + τ, ·)‖2ds,
which along with Corollary 5.2 completes the proof.
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In order to establish the D-pullback asymptotic compactness of problem (4.1)-(4.2), we need to
derive the uniform estimates on the tails of solutions as given below.
Lemma 5.5. Suppose (4.3)-(4.6) and (4.16) hold. Let τ ∈ R, ω ∈ Ω and D = {D(τ, ω) : τ ∈
R, ω ∈ Ω} ∈ D. Then for every η > 0, there exist T = T (τ, ω,D, η) ≥ 1 and K = K(τ, ω, η) ≥ 1
such that for all t ≥ T , the solution v of equation (4.11) with ω replaced by θ2,−τω satisfies∫
|x|≥K
|v(τ, τ − t, θ2,−τω, vτ−t)(x)|2dx ≤ η, (5.13)
where vτ−t ∈ D(τ − t, θ2,−tω).
Proof. Let ρ be a smooth function defined on R+ such that 0 ≤ ρ(s) ≤ 1 for all s ∈ R+, and
ρ(s) =
{
0 for 0 ≤ s ≤ 1;
1 for s ≥ 2.
By (4.11) we get
1
2
d
dt
∫
Rn
ρ(
|x|2
k2
)|v|2dx+ λ
∫
Rn
ρ(
|x|2
k2
)|v|2dx−
∫
Rn
ρ(
|x|2
k2
)v∆vdx
=
∫
Rn
ρ(
|x|2
k2
)z(t, ω)f(x, u)vdx +
∫
Rn
ρ(
|x|2
k2
)z(t, ω)gvdx. (5.14)
Note that∫
Rn
ρ(
|x|2
k2
)v∆vdx ≤ −
∫
k≤|x|≤√2k
vρ′(
|x|2
k2
)
2x
k2
· ∇vdx ≤
c1
k
(‖v‖2 + ‖∇v‖2). (5.15)
For the first term on the right-hand side of (5.14), by (4.3) we have
∫
Rn
ρ(
|x|2
k2
)z(t, ω)f(x, u)vdx ≤ −α1z
2(t, ω)
∫
Rn
ρ(
|x|2
k2
)|u|pdx+ z2(t, ω)
∫
Rn
ρ(
|x|2
k2
)ψ1dx. (5.16)
For the last term on the right-hand side of (5.14) we have
|
∫
Rn
ρ(
|x|2
k2
)z(t, ω)gvdx| ≤
1
2
λ
∫
Rn
ρ(
|x|2
k2
)|v|2dx+
1
2λ
z2(t, ω)
∫
Rn
ρ(
|x|2
k2
)g2(t, x)dx. (5.17)
By (5.14)-(5.17) we get
d
dt
∫
Rn
ρ(
|x|2
k2
)|v|2dx+ λ
∫
Rn
ρ(
|x|2
k2
)|v|2dx ≤
c2
k
‖v‖2H1(Rn) + c2z
2(t, ω)
∫
Rn
ρ(
|x|2
k2
)
(
|ψ1|+ g
2
)
dx.
(5.18)
Note that ψ1 ∈ L
1(Rn). Therefore, given η > 0, there exists K1 = K1(η) ≥ 1 such that for all
k ≥ K1,
c2
∫
Rn
ρ(
|x|2
k2
)|ψ1|dx = c2
∫
|x|≥k
|ψ1|ρ(
|x|2
k2
)dx ≤ η. (5.19)
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By (5.18)-(5.19) we find that there exists K2 = K2(η) ≥ K1 such that for all k ≥ K2,
d
dt
∫
Rn
ρ(
|x|2
k2
)|v|2dx+ λ
∫
Rn
ρ(
|x|2
k2
)|v|2dx ≤ η‖v‖2H1(Rn) + ηz
2(t, ω) + c2z
2(t, ω)
∫
|x|≥k
g2(t, x)dx.
By the Gronwall inequality, we get for each t ∈ R+, τ ∈ R, ω ∈ Ω and k ≥ K2,
∫
Rn
ρ(
|x|2
k2
)|v(τ, τ − t, ω, vτ−t)|2dx− e−λt
∫
Rn
ρ(
|x|2
k2
)|vτ−t|2dx
≤ η
∫ τ
τ−t
eλ(s−τ)‖v(s, τ − t, ω, vτ−t)‖2H1(Rn)ds+ η
∫ τ
τ−t
eλ(s−τ)z2(s, ω)ds
+ c2
∫ τ
τ−t
∫
|x|≥k
eλ(s−τ)z2(s, ω)g2(s, x)dxds. (5.20)
Since (5.20) is valid for every ω ∈ Ω, we can replace ω by θ2,−τω to get, for k ≥ K2,
∫
Rn
ρ(
|x|2
k2
)|v(τ, τ − t, θ2,−τω, vτ−t)|2dx− e−λt
∫
Rn
ρ(
|x|2
k2
)|vτ−t|2dx
≤ η
∫ τ
τ−t
eλ(s−τ)‖v(s, τ − t, θ2,−τω, vτ−t)‖2H1(Rn)ds+ η
∫ τ
τ−t
eλ(s−τ)z2(s, θ2,−τω)ds
+c2
∫ τ
τ−t
∫
|x|≥k
eλ(s−τ)z2(s, θ2,−τω)g2(s, x)dxds
≤ η
∫ τ
τ−t
eλ(s−τ)‖v(s, τ − t, θ2,−τω, vτ−t)‖2H1(Rn)ds+ ηz
−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)ds
+ c2z
−2(−τ, ω)
∫ 0
−∞
∫
|x|≥k
eλsz2(s, ω)g2(s+ τ, x)dxds. (5.21)
Since vτ−t ∈ D(τ − t, θ2,−tω) and D ∈ D we see that there exists T1 = T1(τ, ω,D, η) > 0 such that
for all t ≥ T1,
e−λt
∫
Rn
ρ(
|x|2
k2
)|vτ−t(x)|2dx ≤ e−λt‖vτ−t‖2 ≤ e−λt‖D(τ − t, θ2,−tω)‖2 ≤ η. (5.22)
On the other hand, by (4.8) and (4.16) one can check
∫ 0
−∞
∫
Rn
eλsz2(s, ω)g2(s+ τ, x)dxds =
∫ 0
−∞
∫
Rn
e(λ−δ)sz2(s, ω)eδsg2(s+ τ, x)dxds <∞,
which implies that there exists K3 = K3(τ, ω, η) ≥ K2 such that for all k ≥ K3,
c2z
−2(−τ, ω)
∫ 0
−∞
∫
|x|≥k
eλsz2(s, ω)g2(s+ τ, x)dxds ≤ η. (5.23)
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It follows from (5.21)-(5.23) and Lemma 5.1 that there exists T2 = T2(τ, ω,D, η) ≥ T1 such that
for all t ≥ T2 and k ≥ K3,
∫
Rn
ρ(
|x|2
k2
)|v(τ, τ − t, θ2,−τω, vτ−t)|2dx ≤ cη + cηz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)ds
+ cηz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)‖g(s + τ, ·)‖2ds. (5.24)
Since ρ(s) = 1 for s ≥ 2 we have
∫
|x|≥√2k
|v(τ, τ − t, θ2,−τω, vτ−t)|2dx ≤
∫
Rn
ρ(
|x|2
k2
)|v(τ, τ − t, θ2,−τω, vτ−t)|2dx. (5.25)
By (5.24)-(5.25) we get (5.13). This completes the proof.
6 Tempered Attractors for Reaction-Diffusion Equations
In this section, we prove the existence of tempered random attractors for problem (4.1)-(4.2). We
first derive uniform estimates for the cocycle Φ as defined by (4.13).
Lemma 6.1. Suppose (4.3)-(4.6) and (4.16) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ, ω) :
τ ∈ R, ω ∈ Ω} ∈ D, there exists T = T (τ, ω,D) ≥ 1 such that for all t ≥ T ,
‖u(τ, τ − t, θ2,−τω, uτ−t)‖2H1(Rn) ≤ c
∫ 0
−∞
eλsz2(s, ω)
(
1 + ‖g(s + τ, ·)‖2
)
ds, (6.1)
where uτ−t ∈ D(τ − t, θ2,−tω) and c is a positive constant independent of τ , ω, D and α.
Proof. Given D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D, define a new family D¯ for D as follows:
D¯ =
{
D¯(τ, ω) : D¯(τ, ω) = {v ∈ L2(Rn) : ‖v‖ ≤ z−1(−τ, ω)‖D(τ, ω)‖}, τ ∈ R, ω ∈ Ω
}
. (6.2)
Since D ∈ D, by (4.8) one can check D¯ also belongs to D, i.e., D¯ is tempered. Since uτ−t ∈
D(τ − t, θ2,−tω), we find that vτ−t = z(τ − t, θ2,−τω)uτ−t satisfies
‖vτ−t‖ = ‖z(τ − t, θ2,−τω)uτ−t‖ ≤ z−1(t− τ, θ2,−tω) ‖D(τ − t, θ2,−tω)‖. (6.3)
By (6.2)-(6.3) we see that vτ−t ∈ D˜(τ − t, θ2,−tω). Since D˜ ∈ D, by Lemmas 5.1 and 5.4, there
exists T = T (τ, ω,D) ≥ 1 such that for all t ≥ T ,
‖v(τ, τ − t, θ2,−τω, vτ−t)‖2H1(Rn)
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≤ cz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)‖g(s + τ, ·)‖2ds+ cz−2(−τ, ω)
∫ 0
−∞
eλsz2(s, ω)ds. (6.4)
Note that (4.10) implies
v(τ, τ − t, θ2,−τω, vτ−t) = z(τ, θ2,−τω) u(τ, τ − t, θ2,−τω, uτ−t) = z−1(−τ, ω) u(τ, τ − t, θ2,−τω, uτ−t),
which along with (6.4) completes the proof.
By an argument similar to Lemma 6.1, one can establish the following uniform estimates on the
tails of solutions of problem (4.1)-(4.2).
Lemma 6.2. Suppose (4.3)-(4.6) and (4.16) hold. Let τ ∈ R, ω ∈ Ω and D = {D(τ, ω) : τ ∈
R, ω ∈ Ω} ∈ D. Then for every η > 0, there exist T = T (τ, ω,D, η) ≥ 1 and K = K(τ, ω, η) ≥ 1
such that for all t ≥ T , ∫
|x|≥K
|u(τ, τ − t, θ2,−τω, uτ−t)(x)|2dx ≤ η, (6.5)
where uτ−t ∈ D(τ − t, θ2,−tω).
Proof. Following the proof of Lemma 6.1, one can obtain (6.5) from Lemma 5.5 directly. The
details are omitted.
Lemma 6.3. Suppose (4.3)-(4.6) and (4.17) hold. Then the continuous cocycle Φ associated with
problem (4.1)-(4.2) has a closed measurable D-pullback absorbing set K ∈ D which is given by, for
each τ ∈ R and ω ∈ Ω,
K(τ, ω) = {u ∈ L2(Rn) : ‖u‖2 ≤M(τ, ω)}, (6.6)
where M(τ, ω) is the number given by the right-hand side of (6.1).
Proof. It is clear that for each τ ∈ R, M(τ, ·) : Ω → R is (F ,B(R))-measurable, and hence
K(τ, ·) : Ω→ 2H is a measurable set-valued mapping. By (4.8) and (4.17), after some calculations,
one can check that K = {K(τ, ω) : τ ∈ R, ω ∈ Ω} is tempered, i.e., K ∈ D. This along with Lemma
6.1 shows that K is a closed measurable D-pullback absorbing set for Φ in D.
We now prove the D-pullback asymptotic compactness of solutions of problem (4.1)-(4.2).
Lemma 6.4. Suppose (4.3)-(4.6) and (4.17) hold. Then the continuous cocycle Φ associated with
problem (4.1)-(4.2) is D-pullback asymptotically compact in L2(Rn), that is, for every τ ∈ R,
ω ∈ Ω, D ∈ D, tn →∞ and u0,n ∈ D(τ − tn, θ2,−tnω), the sequence Φ(tn, τ − tn, θ2,−tnω, u0,n) has
a convergent subsequence in L2(Rn).
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Proof. Given K > 0, let QK = {x ∈ R
n : |x| ≤ K} and QcK = R
n \ QK . By Lemma 6.2 we find
that for every ε > 0, τ ∈ R and ω ∈ Ω, there exist K = K(τ, ω, ε) ≥ 1 and N1 = N1(τ, ω,D, ε) ≥ 1
such that for all n ≥ N1,
‖Φ(tn, τ − tn, θ2,−tnω, u0,n)‖L2(QcK) ≤
ε
2
. (6.7)
On the other hand, By Lemma 6.1 there exists N2 = N2(τ, ω,D, ε) ≥ N1 such that for all n ≥ N2,
‖Φ(tn, τ − tn, θ2,−tnω, u0,n)‖H1(QK) ≤ L(τ, ω),
where L(τ, ω) is a positive constant. Then the compact embedding H1(QK) →֒ L
2(QK) together
with (6.7) implies {Φ(tn, τ − tn, θ2,−tnω, u0,n)}∞n=1 has a finite covering in L
2(Rn) of balls of radii
less than ε, and hence {Φ(tn, τ − tn, θ2,−tnω, u0,n)}∞n=1 is precompact in L
2(Rn).
We are now ready to present the existence of tempered pullback attractors for problem (4.1)-(4.2).
Theorem 6.5. Suppose (4.3)-(4.6) and (4.17) hold. Then the continuous cocycle Φ associated
with problem (4.1)-(4.2) has a unique D-pullback attractor A = {A(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D in
L2(Rn). Moreover, for each τ ∈ R and ω ∈ Ω,
A(τ, ω) = Ω(K, τ, ω) =
⋃
B∈D
Ω(B, τ, ω) (6.8)
= {ψ(0, τ, ω) : ψ is a D−complete orbit of Φ}. (6.9)
Proof. This is an immediate consequence of Lemmas 6.3, 6.4 and Proposition 2.10.
We now consider the periodicity of the D-pullback attractor obtained in Theorem 6.5. Suppose
g : R → L2(Rn) is T -periodic for some T > 0 and g ∈ L2((0, T ), L2(Rn)). In this case, g satisfies
(4.17) for any δ > 0 and the cocycle Φ is T -periodic. Indeed, for every t ∈ R+, τ ∈ R and ω ∈ Ω,
we have
Φ(t, τ + T, ω, ·) = u(t+ τ + T, τ + T, θ2,−τ−Tω, ·) = u(t+ τ, τ, θ2,−τω, ·) = Φ(t, τ, ω, ·).
On the other hand, by (6.1) we find that the D-pullback absorbing set K of Φ given by (6.6) is
also T -periodic, i.e., K(τ + T, ω) = K(τ, ω) for all τ ∈ R and ω ∈ Ω. Then by Proposition 2.11, we
obtain the periodicity of the D-pullback attractor which is stated below.
Theorem 6.6. Let (4.3)-(4.6) hold. Suppose g : R → L2(Rn) is periodic with period T > 0 and
g ∈ L2((0, T ), L2(Rn)). Then the continuous cocycle Φ associated with problem (4.1)-(4.2) has a
unique T -periodic D-pullback attractor A ∈ D in L2(Rn).
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7 Convergence of Attractors for Reaction-Diffusion Equations
In this section, we prove the upper semicontinuity of tempered attractors of problem (4.1)-(4.2)
when α → 0. To indicate the dependence of solutions on α, we will write the solution of problem
(4.1)-(4.2) as uα, and the corresponding cocycle as Φα. Similarly, we write the solution of problem
(4.11)-(4.12) as vα, that is, vα satisfies
∂vα
∂t
+ λvα −∆vα = e
−αω(t)f
(
x, eαω(t)vα
)
+ e−αω(t)g(t, x), (7.1)
with initial condition
vα(τ, x) = vα,τ (x), x ∈ R
n. (7.2)
When α = 0, the stochastic problem (4.1)-(4.2) reduces to a deterministic one:
∂u
∂t
+ λu−∆u = f(x, u) + g(t, x), (7.3)
with initial condition
u(τ, x) = uτ (x), x ∈ R
n. (7.4)
Throughout this section, we assume α ∈ [0, 1]. It follows from Theorem 6.5 that, for every positive
α, Φα has a D-pullback attractor Aα ∈ D. Let Φ0 be the continuous deterministic cocycle associated
with problem (7.3)-(7.4) on L2(Rn) over (R, {θ1,t}t∈R). Denote by D0 the collection of tempered
families of deterministic nonempty subsets of L2(Rn), i.e.,
D0 = {D = {D(τ) ⊆ L
2(Rn) : τ ∈ R} : lim
t→−∞ e
ct‖D(τ + t)‖ = 0, ∀τ ∈ R, ∀ c > 0}.
Under conditions (4.3)-(4.6) and (4.17), it can be proved that Φ0 has a unique D0-pullback attractor
A0 = {A(τ) : τ ∈ R} ∈ D0 in L
2(Rn) (see [38]). Notice that the existence of D0-pullback attractors
for Φ0 is also implied by Theorem 6.5 as a special case.
Given 0 < α ≤ 1, let Kα be the D-pullback absorbing set of Φα as defined by (6.6), i.e.,
Kα =
{
Kα(τ, ω) = {u ∈ L
2(Rn) : ‖u‖ ≤Mα(τ, ω)} : τ ∈ R, ω ∈ Ω
}
, (7.5)
where Mα(τ, ω) is given by
Mα(τ, ω) = c
(∫ 0
−∞
eλse−2αω(s)
(
1 + ‖g(s + τ, ·)‖2
)
ds
) 1
2
. (7.6)
Note that the positive constant c in (7.6) is independent of τ , ω and α. Similarly, let K0 be a
family of subsets of L2(Rn) given by
K0 =
{
K0(τ) = {u ∈ L
2(Rn) : ‖u‖ ≤M0(τ)} : τ ∈ R
}
, (7.7)
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where M0(τ) is the constant:
M0(τ) = c
(∫ 0
−∞
eλs
(
1 + ‖g(s + τ, ·)‖2
)
ds
)1
2
. (7.8)
It is evident that Lemma 6.1 implies that K0 is a D0-pullback absorbing set of Φ0 in L
2(Rn). Given
τ ∈ R and ω ∈ Ω, denote by
B(τ, ω) = {u ∈ L2(Rn) : ‖u‖ ≤ R(τ, ω)}, (7.9)
where R(τ, ω) is given by
R(τ, ω) = c
(∫ 0
−∞
eλse2|ω(s)|
(
1 + ‖g(s + τ, ·)‖2
)
ds
)1
2
. (7.10)
By (7.5)-(7.6) and (7.9)-(7.10) we have Kα(τ, ω) ⊆ B(τ, ω) for all α ∈ (0, 1], τ ∈ R and ω ∈ Ω.
This implies that for every τ ∈ R and ω ∈ Ω,
⋃
0<α≤1
Aα(τ, ω) ⊆
⋃
0<α≤1
Kα(τ, ω) ⊆ B(τ, ω). (7.11)
By Lemma 6.1 we find that, for every 0 < α ≤ 1, τ ∈ R and ω ∈ Ω, there exists T > 0 such that
for all t ≥ T ,
‖Φα(t, τ − t, θ2,−tω,Aα(τ − t, θ2,−tω))‖H1(Rn) ≤ R(τ, ω), (7.12)
where R(τ, ω) is given by (7.10). By (7.12) and the invariance of Aα, we get that, for every τ ∈ R
and ω ∈ Ω,
‖u‖H1(Rn) ≤ R(τ, ω) for all u ∈ Aα(τ, ω) with 0 < α ≤ 1. (7.13)
We will use (7.13) to prove the precompactness of the union of Aα in L
2(Rn) for 0 < α ≤ 1.
In the sequel, we further assume the nonlinear function f satisfies, for all x ∈ Rn and s ∈ R,
|
∂f
∂s
(x, s)| ≤ c|s|p−2 + ψ4(x), (7.14)
where c is a positive constant, ψ4 ∈ L
∞(Rn) if p = 2, and ψ4 ∈ L
p
p−2 (Rn) if p > 2.
We will investigate the convergence of Aα as α→ 0. To that end, we first derive the convergence
of solutions of problem (4.1)-(4.2) as α→ 0.
Lemma 7.1. Suppose (4.3)-(4.6) and (7.14) hold. Let vα and u be the solutions of (7.1) and (7.3)
with initial conditions vα,τ and uτ , respectively. Then, for every τ ∈ R, ω ∈ Ω, T > 0 and ε ∈ [0, 1],
there exists a positive number α0 = α0(τ, ω, T, ε) such that for all α ≤ α0 and t ∈ [τ, τ + T ],
‖vα(t, τ, ω, vα,τ )− u(t, τ, ω)‖
2 ≤ cec(t−τ)‖vα,τ − uτ‖2
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+ cεec(t−τ)
(
T + ‖uτ‖
2 + ‖uα,τ‖
2 +
∫ t
τ
‖g(s, ·)‖2ds
)
, (7.15)
where c is a positive constant independent of τ , ω, ε and α.
Proof. Let κ = vα − u. Then by (7.1) and (7.3) we get
∂κ
∂t
+ λκ−∆κ = e−αω(t)f
(
x, eαω(t)vα
)
− f(x, u) +
(
e−αω(t) − 1
)
g(t, x). (7.16)
Given τ ∈ R, ω ∈ Ω, T > 0 and ε ∈ [0, 1), since ω is continuous on R, we find that there exists
α0 = α0(τ, ω, T, ε) > 0 such that for all α ∈ [0, α0] and t ∈ [τ, τ + T ],
|eαω(t) − 1|+ |e−αω(t) − 1| < ε. (7.17)
Multiplying (7.16) by κ and then integrating over Rn, we obtain
1
2
d
dt
‖κ‖2 + λ‖κ‖2 + ‖∇κ‖2
=
∫
Rn
(
e−αω(t)f
(
x, eαω(t)vα
)
− f(x, u)
)
κdx+
(
e−αω(t) − 1
) ∫
Rn
g(t, x)κdx. (7.18)
By (4.4)-(4.5) and (7.14) we have the following estimates on the first term on the right-hand side
of (7.16)
∫
Rn
(
e−αω(t)f(x, eαω(t)vα)− f(x, u)
)
κdx =
∫
Rn
e−αω(t)
(
f(x, eαω(t)vα)− f(x, e
αω(t)u)
)
κdx
+
∫
Rn
(
e−αω(t)f(x, eαω(t)u)− f(x, eαω(t)u)
)
κdx+
∫
Rn
(
f(x, eαω(t)u)− f(x, u)
)
κdx
=
∫
Rn
κ2
∂f
∂s
(x, s)dx+
(
e−αω(t) − 1
) ∫
Rn
f(x, eαω(t)u)κdx+
(
eαω(t) − 1
) ∫
Rn
κu
∂f
∂s
(x, s)dx
≤ α3‖κ‖
2 + |e−αω(t) − 1|
∫
Rn
(
α2e
α(p−1)ω(t)|u|p−1|κ|+ ψ2|κ|
)
dx
+|eαω(t) − 1|
∫
Rn
(
c(1 + eα(p−2)ω(t))|u|p−1|κ|+ ψ4|u||κ|
)
dx
≤ α3‖κ‖
2 + c1|e
−αω(t) − 1|
∫
Rn
(
eα(p−1)ω(t)(|u|p + |vα|p) + |ψ2|2 + |κ|2
)
dx
+ c1|e
αω(t) − 1|
∫
Rn
(
(1 + eα(p−2)ω(t))(|u|p + |vα|p) + |ψ4|
p
p−2
)
dx. (7.19)
By (7.17) and (7.19) we get for all α ∈ [0, α0] and t ∈ [τ, τ + T ],∫
Rn
(
e−αω(t)f(x, eαω(t)vα)− f(x, u)
)
κdx ≤ c2‖κ‖
2 + c2ε+ c2ε
∫
Rn
(|u|p + |vα|
p)dx. (7.20)
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For the last term on the right-hand side of (7.18), by (7.17) we have, for all α ∈ [0, α0] and
t ∈ [τ, τ + T ], (
e−αω(t) − 1
) ∫
Rn
g(t, x)κdx ≤ ε‖κ‖2 + ε‖g(t, ·)‖2 . (7.21)
It follows from (7.18) and (7.20)-(7.21) that for all α ∈ [0, α0] and t ∈ [τ, τ + T ],
d
dt
‖κ‖2 ≤ c3‖κ‖
2 + c4ε
(
‖u‖pp + ‖vα‖
p
p + ‖g(t, ·)‖
2
)
. (7.22)
By (7.22) we get, for all α ∈ [0, α0] and t ∈ [τ, τ + T ],
‖κ(t)‖2 ≤ ec3(t−τ)‖κ(τ)‖2 + c4εec3(t−τ)
∫ t
τ
(
‖vα(s, τ, ω, vα,τ )‖
p
p + ‖u(s, τ, uτ )‖
p
p + ‖g(s, ·)‖
2
)
ds.
(7.23)
On the other hand, by (7.17) and Lemma 5.3 we obtain, for all α ∈ [0, α0] and t ∈ [τ, τ + T ],
‖vα(t, τ, ω, vα,τ )‖
2 +
∫ t
τ
z2(s, ω)‖uα(s, τ, ω, uτ )‖
p
pds
≤ eλ(t−τ)
(
e−2αω(τ)‖uα,τ‖2 + c
∫ t
τ
e−2αω(s)(1 + ‖g(s, ·)‖2)ds
)
≤ ceλ(t−τ)
(
T + ‖uα,τ‖
2 +
∫ t
τ
‖g(s, ·)‖2ds
)
. (7.24)
Note that Lemma 5.3 is also valid for α = 0. Therefore we have, for all t ∈ [τ, τ + T ],
∫ t
τ
‖u(s, τ, uτ )‖
p
pds ≤ ce
λ(t−τ)
(
T + ‖uτ‖
2 +
∫ t
τ
‖g(s, ·)‖2ds
)
. (7.25)
By (7.17) we find that, for all α ∈ [0, α0] and s ∈ [τ, τ + T ],
‖vα(s, τ, ω, vα,τ )‖
p
p = z
p(s, ω)‖uα(s, τ, ω, uα,τ )‖
p
p ≤ cz
2(s, ω)‖uα(s, τ, ω, uα,τ )‖
p
p,
which along with (7.24) shows that, for all α ∈ [0, α0] and t ∈ [τ, τ + T ],
‖vα(t, τ, ω, vα,τ )‖
2 +
∫ t
τ
‖vα(s, τ, ω, vα,τ )‖
p
pds ≤ ce
λ(t−τ)
(
T + ‖uα,τ‖
2 +
∫ t
τ
‖g(s, ·)‖2ds
)
. (7.26)
It follows from (7.23) and (7.25)-(7.26) that, for all α ∈ [0, α0] and t ∈ [τ, τ + T ],
‖vα(t, τ, ω, vα,τ )− u(t, τ, ω)‖
2 ≤ ec3(t−τ)‖vα,τ − uτ‖2
+ c5εe
c5(t−τ)
(
T + ‖uτ‖
2 + ‖uα,τ‖
2 +
∫ t
τ
‖g(s, ·)‖2ds
)
. (7.27)
This completes the proof.
25
As a consequence of Lemma 7.1 we have the following estimates for uα(t, τ, ω, uα,τ ).
Corollary 7.2. Suppose (4.3)-(4.6) and (7.14) hold. Then, for every τ ∈ R, ω ∈ Ω, T > 0
and ε ∈ [0, 1), there exists a positive number α0 = α0(τ, ω, T, ε) such that for all α ≤ α0 and
t ∈ [τ, τ + T ],
‖uα(t, τ, ω, uα,τ )− u(t, τ, ω)‖
2 ≤ cec(t−τ)‖uα,τ − uτ‖2
+cεec(t−τ)
(
T + ‖uτ‖
2 + ‖uα,τ‖
2 +
∫ t
τ
‖g(s, ·)‖2ds
)
,
where c is a positive constant independent of τ , ω, ε and α.
Proof. It follows from (7.17) that, for all α ∈ [0, α0] and t ∈ [τ, τ + T ],
‖uα(t, τ, ω, uα,τ )−u(t, τ, ω)‖
2 ≤ 2‖uα(t, τ, ω, uα,τ )−vα(t, τ, ω, vα,τ )‖
2+2‖vα(t, τ, ω, vα,τ )−u(t, τ, ω)‖
2
≤ 2
∣∣∣eαω(t) − 1∣∣∣2 ‖vα(t, τ, ω, vα,τ )‖2 + 2‖vα(t, τ, ω, vα,τ )− u(t, τ, ω)‖2
≤ 2ε2‖vα(t, τ, ω, vα,τ )‖
2 + 2‖vα(t, τ, ω, vα,τ )− u(t, τ, ω)‖
2,
which along with (7.15), (7.17) and (7.26) completes the proof.
Next, we present uniform estimates of solutions with respect to the intensity α of noise. These
estimates are needed for establishing the upper semicontinuity of pullback attractors. By carefully
examining the proof of Lemmas 5.1, 5.4 and 6.1, we get following uniform estimates.
Lemma 7.3. Suppose (4.3)-(4.6) and (4.16) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ, ω) :
τ ∈ R, ω ∈ Ω} ∈ D, there exists T = T (τ, ω,D) ≥ 1 such that for all t ≥ T and α ∈ [0, 1],
‖uα(τ, τ − t, θ2,−τω, uα,τ−t)‖2H1(Rn) ≤ c
∫ 0
−∞
eλse2|ω(s)|
(
1 + ‖g(s + τ, ·)‖2
)
ds,
where uα,τ−t ∈ D(τ − t, θ2,−tω) and c is a positive constant independent of τ , ω, D and α.
Based on Lemma 7.3, from the proof of Lemmas 5.5 and 6.2 we get the following estimates on
the tails of solutions.
Lemma 7.4. Suppose (4.3)-(4.6) and (4.16) hold. Let τ ∈ R, ω ∈ Ω and D = {D(τ, ω) : τ ∈
R, ω ∈ Ω} ∈ D. Then for every η > 0, there exist T = T (τ, ω,D, η) ≥ 1 and K = K(τ, ω, η) ≥ 1
such that for all t ≥ T and α ∈ [0, 1],∫
|x|≥K
|uα(τ, τ − t, θ2,−τω, uα,τ−t)(x)|2dx ≤ η,
where uα,τ−t ∈ D(τ − t, θ2,−tω).
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We now prove the precompactness of the union of pullback attractors.
Lemma 7.5. Suppose (4.3)-(4.6) and (4.17) hold. Then for every τ ∈ R and ω ∈ Ω, the union⋃
0<α≤1
Aα(τ, ω) is precompact in L
2(Rn).
Proof. We only need to show that, for every ε > 0, τ ∈ R and ω ∈ Ω, the set
⋃
0<α≤1
Aα(τ, ω) has
a finite covering of balls of radius less than ε. Let B be the family of subsets of L2(Rn) given by
(7.9). Then it follows from Lemma 7.4 that there exist T = T (τ, ω, ε) ≥ 1 and L = L(τ, ω, ε) ≥ 1
such that for all t ≥ T and α ∈ (0, 1],
∫
|x|≥L
uα(τ, τ − t, θ2,−τω, uα,τ−t)(x)|2dx ≤
1
2
ε, (7.28)
where uα,τ−t ∈ B(τ − t, θ2,−tω). By (7.11) and (7.28), we get from the invariance of Aα that, for
each τ ∈ R and ω ∈ Ω,
∫
|x|≥L
|u(x)|2dx ≤
1
2
ε, for all u ∈ Aα(τ, ω) with 0 < α ≤ 1. (7.29)
By (7.13) we see the set
⋃
0<α≤1
Aα(τ, ω) is bounded in H
1(Q) with Q = {x ∈ Rn : |x| < L}. Then
the compactness of embedding H1(Q) ⊆ L2(Q) implies that the set
⋃
0<α≤1
Aα(τ, ω) has a finite
covering of balls of radii less than 12ε in L
2(Q), which together with (7.29) completes the proof.
We are now in a position to present the upper semicontinuity of pullback attractors for the
stochastic equation (4.1).
Theorem 7.6. Suppose (4.3)-(4.6), (4.17) and (7.14) hold. Then for every τ ∈ R and ω ∈ Ω,
lim
α→0
distL2(Rn)(Aα(τ, ω),A0(τ)) = 0. (7.30)
Proof. Let Kα and K0 be the families of subsets of L
2(Rn) given by (7.5) and (7.7), respectively.
Then we know Kα is a D-pullback absorbing set of Φα, and K0 is a D0-pullback absorbing set of
Φ0 in L
2(Rn). By (7.5)-(7.8) we have, for every τ ∈ R and ω ∈ Ω,
lim sup
α→0
‖Kα(τ, ω)‖ = lim sup
α→0
Mα(τ, ω) =M0(τ) = ‖K0(τ)‖. (7.31)
Take a sequence αn → 0 and u0,n → u0 in L
2(Rn). By Corollary 7.2 we get, for every t ∈ R+,
τ ∈ R and ω ∈ Ω,
Φαn(t, τ, ω, u0,n)→ Φ(t, τ, u0) in L
2(Rn). (7.32)
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From (7.31)-(7.32) we see that Φα and Φ0 satisfy conditions (3.16)-(3.18). On the other hand, By
Lemma 7.5 we find that Aα also satisfies (3.4). Thus (7.30) follows from Theorem 3.2 immediately.
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