Abstract Imaging modality can aid retrieval of medical images for clinical practice, research, and education. We evaluated whether an ensemble classifier could outperform its constituent individual classifiers in determining the modality of figures from radiology journals. Seventeen automated classifiers analyzed 77,495 images from two radiology journals. Each classifier assigned one of eight imaging modalities-computed tomography, graphic, magnetic resonance imaging, nuclear medicine, positron emission tomography, photograph, ultrasound, or radiographto each image based on visual and/or textual information. Three physicians determined the modality of 5,000 randomly selected images as a reference standard. A "Simple Vote" ensemble classifier assigned each image to the modality that received the greatest number of individual classifiers' votes. A "Weighted Vote" classifier weighted each individual classifier's vote based on performance over a training set. For each image, this classifier's output was the imaging modality that received the greatest weighted vote score. We measured precision, recall, and F score (the harmonic mean of precision and recall) for each classifier.
Introduction
Image retrieval is a growing area of research in medical informatics [1] . As imaging becomes increasingly prevalent in all aspects of health care and medical research, there has been a substantial growth in the number of biomedical images being created every day. It is important to manage the storage and retrieval of these images, whether they are stored in Picture Archive and Communication Systems, in patient health records, or on the web. Effective image annotation and retrieval can be useful in the clinical care of patients, education, and research [2] . Image retrieval can be used by clinicians to generate differential diagnoses, monitor patient response to therapy, and for quality control. Medical practitioners and trainees have indicated that effective image retrieval can be useful for self-education and for patient education [2] .
Many areas of medicine, such as radiology, dermatology, and pathology, are visually oriented, yet surprisingly little research has been conducted on how clinicians find and use images. The lack of standardized test collections has limited medical image retrieval research [3] . The annual ImageCLEF conference, begun in 2003 as part of the Cross-Language Evaluation Forum (CLEF), has addressed the need for standardized test collections and multi-institutional evaluation forums, and has grown to become the pre-eminent venue for image retrieval evaluation [4, 5] .
A major goal of ImageCLEF has been to foster development and growth of multimodal retrieval techniques, that is, retrieval techniques that combine visual, textual, and other methods to improve retrieval performance. Traditionally, image retrieval systems have been text-based, and have relied on the textual annotations or captions associated with images [3] . Several general purpose commercial systems, such as Google Images (images.google.com) and Yahoo! images (images.yahoo.com), employ this approach, as do radiologyspecific image search engines such as ARRS GoldMiner [6] and Yottalook (yottalook.com).
Although text-based information retrieval methods are mature and well researched, they are limited by the quality of the annotations applied to the images. There are other important limitations facing traditional text retrieval techniques when applied to image annotations: (1) image annotations are subjective and context-sensitive, and can be quite limited in scope or even completely absent; (2) manually annotating images is labor-and time-intensive, and can be very error prone; (3) image annotations are very "noisy" if they are automatically extracted from the surrounding text; and (4) there is far more information in an image than can be abstracted using a limited number of words.
In addition to text-based indexing and retrieval of images, new techniques in computer vision have led to a second family of methods for image retrieval: contentbased image retrieval (CBIR). In a CBIR system, an image's visual features-such as color, shape, or textureare mathematically abstracted and compared to similar abstractions of other images in the database [1, 7] . Typically, such systems present the user with a list of images that are visually most similar to the given image. However, purely content-based retrieval methods have had limited success in the clinical domain as visual similarity between images does not always translate to clinical similarity.
Many studies of web search engines have noted that most users typically view only the first page of search results [8] , indicating that high "early precision" is the goal for many of search engines. Precision is the fraction of retrieved documents that are relevant to the search, and "early precision" is typically defined as precision of the first five to 30 documents retrieved. Combining visual and textual methods to aid in image retrieval has shown to improve search performance, especially for early precision [4, 9] . Often, the information contained in the image itself and the associated annotations or captions can be complementary. Thus, combining these sources can improve search performance.
A commonly stated limitation of web-based image search engines is the lack of precision of the search results. The ability to restrict search results by certain attribute filters would thus be beneficial. Some such attributes associated with the image include the imaging modality, anatomical location, view and the observation or pathological finding contained within the image. Although some of this information may have been associated with the image in the form of DICOM headers or other meta-data at the time of acquisition, this information is often lost when the image is compressed or prepared for presentation in on-line journals or websites. Although the textual annotation associated with the image may no longer contain information about the acquisition modality or view, these attributes can be inferred based on the visual appearance and can be useful in improving the precision of the search results.
Qualitative studies have identified the imaging modality as an important attribute by which clinicians would like to limit the search results [4, 9] . Popular clinical image search engines such as ARRS GoldMiner and Yottalook currently allow search results to be filtered by imaging modality. Previous research has demonstrated that modality-based filtering is a useful technique in improving the precision of search results for clinical queries using a collection of images from the radiology literature [10] . Thus, a primary goal of the present work is to improve the classification of modality of images for this collection of primarily radiographic images, thereby improving the performance of image-retrieval systems.
Materials and Methods
Our investigation was conducted under the auspices of the ImageCLEF 2010 medical image retrieval challenge [5] . The medical task within ImageCLEF was initiated in 2004 with the goal of providing an evaluation forum for researchers in both text-and content-based image retrieval techniques to compare their techniques using a common dataset and a well understood set of evaluation metrics. A variety of data sources, including teaching files and usersupplied images from websites, have been used for this challenge over the years. In 2009, the Radiological Society of North America granted ImageCLEF participants permission to use 77,495 images previously published in its journals Radiology and RadioGraphics. Images were identified using the database of the ARRS GoldMiner image search engine [6] , and included all figures published in the two journals from January 1999 to June 2008. Information presented to ImageCLEF participants included the image's uniform resource locator, caption text, article title, and PubMed ID. This rich resource consisted of highquality images as well as highly relevant captions.
In 2010, the medical task within ImageCLEF comprised of three subtasks: a modality classification task, an ad hoc retrieval task and a case-based retrieval task. Based on the contest organizers' experience from previous years as well as user surveys of a set of clinicians [4] , imaging modality was identified as an important filter and a precursor to effective retrieval.
ARRS GoldMiner uses heuristic techniques to determine the imaging modality of each figure based on its figure caption and other associated text. For this challenge, we sought to classify images into the eight imaging modalities used by GoldMiner: computed tomography (CT), graphic (e.g., chart and drawing), magnetic resonance imaging, nuclear medicine, positron emission tomography (PET), photograph, radiograph, and ultrasound. GoldMiner's modality assignment for the images in this collection was stored for comparison.
As part of this task, the organizers had provided participants with a set of 2,390 training images that had been manually classified into one of the above classes by the organizers. Another set of 2,630 unclassified "test" images had been provided to the participants, who then submitted "runs" consisting of the purported image class for these images. These image classes were then compared against the manually verified image classes. Participants were allowed to use the caption (text) or the image itself (visual) or both (mixed) for the classification. Participants were encouraged to submit the results of their classifiers on not just the test set of 2,630 images but also for all 77,495 images in the database. Seven research groups submitted a total of 46 runs (21 visual, 15 textual, and 10 mixed)
Of the 46 image classifiers explored by ImageCLEF participants, we limited our analysis to the 17 classifiers that were run on the entire collection of 77,495 images. Of these classifiers, nine used textual information, such as the figure caption, article title, and PubMed metadata. Six classifiers used visual information derived from the image contents. Two classifiers used both text-and image-based information.
The individual classifiers employed a variety of commonly used image processing techniques. Imaging features included local binary patterns, Tamura texture features, Gabor features, GNU Image Finding Tool software, MPEG-7 Color Layout Descriptor and Edge Histogram Descriptor techniques, Color and Edge Directivity Descriptor, and Fuzzy Color and Texture Histogram using the Lucene Image Retrieval library, Scale Invariant Feature Transform, and various combinations thereof. The classifiers used machine learning techniques such as simple k-nearest neighbors, Ada-Boost, multilayer perceptrons, support vector machines, and a variety of techniques to combine the output from multiple classifiers including those derived from Bayes theory such as product, sum, maximum, and mean rules.
The goal of this work was to explore if the combination of these different techniques in a post hoc manner would provide improved accuracy over any of the individual classifiers. We did not have access to the individual classifiers or algorithms used by the participants, but rather the output of these individual classifiers on the entire set of images.
To create a reference standard to evaluate the performance of the classifiers, a sample of 5,000 reference images was selected randomly from the image collection. Two radiologists and one family medicine physician (all with more than 10 years of experience) reviewed each image and its associated textual information to assign an imaging modality as the reference standard. The reviewers were blinded to the results of the individual and ensemble classifiers; the text-based assignment from the ARRS GoldMiner system was used as a default value. Reviewers were able to view the original published images with their full captions. Each image was reviewed by at least two physicians. If there was a question or discrepancy, the imaging modality was determined by consensus of all three reviewers.
We created two ensemble classifiers to combine the results of the 17 individual classifiers. The simple vote classifier assigned each image to the modality that received the greatest number of votes by the individual classifiers. The weighted vote classifier assigned each image to the modality that received the highest score; each individual classifier's vote was weighted by its accuracy on a set of training cases. The weighted vote classifier was evaluated using tenfold cross-validation; for each fold, the classifier was trained using the remaining nine folds.
For individual and ensemble classifiers, we computed the conventional information-retrieval measures of precision and recall. Precision is defined as the number of relevant images retrieved by a search divided by the total number of images retrieved by that search. It quantifies the quality of the search results, and is analogous to positive predictive value. Recall is defined as the fraction of all relevant images in the database that have been retrieved; it is analogous to sensitivity [11] . The F score is defined as the harmonic mean of precision and recall; thus, for precision (P) and recall (R), we define F=2·P·R/(P+R).
The 95% confidence interval (CI 95 ) was computed for all values.
Results
The physician reviewers assigned an imaging modality to each of the 5,000 reference images. The numbers of images in each class are shown in Table 1 , along with sample images of each class. The performance of the individual text-based and visual classifiers is shown in Table 2 . The weighted vote classifier is compared to the reference standard as a "confusion matrix" ( Table 3) .
The ARRS GoldMiner search engine assigned a text-based imaging modality to 4,363 of the 5,000 sample images, of which 3,747 were classified correctly. Its precision was 0.859 and its recall was 0.749, with an F score of 0.800. F score of the other text-based classifiers ranged from 0.402 to 0.810. Image-based classifiers had F scores of 0.691-0.802. The two "mixed" classifiers had F scores of 0.696 and 0.892. Fig. 1 .
Discussion
The acquisition modality is an important characteristic by which to classify, index, and retrieve images. This study shows that the modality of images published in radiology journals can be identified with high accuracy based on the text of the figure captions and the visual features of the images themselves. Images available on the web and in image libraries may not include header information such as imaging modality, and hence the modality must be inferred from a figure caption, image annotations, or other metadata. Ensemble classifiers, which combine the results of individual classification programs, can yield superior results. In this study, two ensemble classifiers both performed significantly better than any individual classifier. The weighted vote ensemble classifier achieved significantly better performance than the simple vote ensemble classifier by weighting the votes of its constituent classifiers based on their performance on the training set.
On an earlier sample of 1,000 images, GoldMiner exhibited precision of 0.972 and recall of 0.864 [12] . That sample included other journals in which the imaging modality was specified more frequently in the figure captions. Limitations of the current study included the use of eight modality categories. PET images and other tomographic radionuclide images, such as single photon emission computed tomography, may not be distinguishable using visual features, and thus must be classified using words that appear in their figure captions. Threedimensional images generated from CT or MR studies were classified according to their acquisition modality, even though the images were not visually similar to conventional cross-sectional images. Image classification techniques, such as those shown here, may not be useful where the imaging modality is known or can be discerned from the examination's DICOM header information.
Conclusions
Imaging modality is an important part of an image's metadata and is a useful feature for image retrieval. As the number of clinical images in online journals, image For example, the weighted vote classifier incorrectly identified 28 "Graphic" images as "CT"
libraries, and other repositories continues to grow rapidly, determination of imaging modality has become an important area of research. Improvements in image classification can enhance image search engines, and allow search engines to explore a wider array of images. The current work shows that an ensemble classifier that combines both text-and image-based features can achieve high accuracy in classifying images by imaging modality.
