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ABSTRACT
This thesis addresses the problem of a robotic arm striking an object in free flight to a target, and a closely
related problem of estimating its pose and motion during the flight based on vision. Both problems share
a common theme of dealing with a free flying object that is often not considered in robotics applications.
Our investigation draws upon techniques from robotic manipulation, planning, mechanics, state estimation,
aerodynamics, and camera modeling.
The robot batting problem is a skillful task that requires accurate perception of the flying object, robust
modeling of impact dynamics, and efficient planning of a robotic arm’s motion. Leveraging of impact and
measuring motion are of great importance in manufacturing, sports, and space robots. To demonstrate the
use of impact, we solve the batting problem in two dimensions based on impulse and energetic restitution
with friction, flight mechanics incorporating gravity and aerodynamic forces, and trajectory re-planning for
the bat-wielding robotic arm. Experiments with different objects show better batting performance than a
human with no training.
The component of estimating the pose and motion of an in-flight object is subsequently extended to
three dimensions. We present a stereo vision system consisting of two high-speed cameras. A hypothesis-
based algorithm is proposed to track the object’s features across a sequence of images, and for each ac-
tive hypothesis, Kalman filtering is employed to compete for the estimation of linear and angular motions.
A constrained Kalman filter is introduced to handle multiple quadratic constraints from the estimation of
quaternions. Aerodynamic forces for a general shape are modeled through computational fluid dynamics,
and the constraint of two-view geometry from stereo cameras is considered in measurements from images.
Results have been obtained from the flights of two objects, and compared against calculations based on
accelerometer data and image coordinates.
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CHAPTER 1. INTRODUCTION
This thesis addresses the robot batting problem along with the necessary estimation of pose and motion
for an object in free flight. The batting problem is that of a robot manipulator equipped with a bat to strike a
flying object to a target. Successful batting of the object demonstrates the use of modeling and planning of
impact to accomplish tasks in the world that have yet to be seen from modern robotics applications. This use
of impact relies heavily on accurate estimation of the object’s state during flight so that planning of robot
motion can take place ahead of time. By the object’s state, we refer to both its pose that consists of position
and orientation in space, and its motion that consists of linear and angular velocities.
While humans do not quantitatively perceive the pose and motion of an object nor the forces and im-
pulses from collision with the object, over time, we gain an intuition that allows us to execute an action on
the object in very little time. Whether hammering a nail, cracking an egg, or performing a banana kick in
soccer, the state of the object and the outcome of impact is intuitively understood. The question remains of
whether a robot can obtain accurate enough information of an object to perform similar tasks. The thesis
contains two relatable bodies of work. First, the batting problem is solved in two-dimensions (2D) along
with motion estimation, and second, the motion estimation problem is extended to three-dimensions (3D).
1.1 Batting an Object
Impact is a phenomenon that occurs repeatedly in our everyday life when two or more bodies collide.
Impact can generate a very large force over a very small duration of time (typically less than 0.1 seconds).
Within this time, kinetic energy is partially transferred among the involved bodies, while the remaining por-
tion is released in the form of heat, light, sound, etc. In the batting problem, two-body impact is considered,
where given the state of an object before batting, an impact model relying on impulse (the integral of force)
is used to predict the outcome for the object. We refer to the state of the object just before impact occurs as
the pre-impact state, and just after as the post-impact state.
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In this work, the question is answered of whether a robotic arm can bat a flying object so that it will
be instantaneously redirected to a target location. This is a highly skillful move that challenges the robot’s
sensing, planning, and action to the extent of full coordination in just a fraction of a second. Success of such
a task surely demonstrates the capabilities of robots that are aware of impact. Sports robotics in particular
benefit greatly from the controlled striking of an object, whether to make a banana kick in soccer, perform a
carefully placed spike in volleyball, or return a fast serve in tennis. In addition, the use of impact is mostly
absent in manufacturing robots where planning of impact from motions such as hitting or tapping can be a
unique tools in assembly line robots, for example.
One of the most important components of a batting solution is accurate estimation of the object’s state.
To achieve this, dynamics of the free-flying object must be appropriately modeled. Though, errors are
unavoidable in state estimation, flight modeling, and robot control. It would be highly undesirable to base
all the planning on the state estimate at one single time instant during the object’s incoming flight. Hence,
multiple rounds of planning are necessary to ensure successful batting.
Timing of the task is also crucial, as motion planning must happen early on during the object’s estimation
in order to give the robotic arm enough time to move. Under its acceleration limits, the arm must reach the
intended joint angles and velocities just before batting. Thus, it will have to start its motion early, even
before the object’s state estimate is good enough. The arm’s initial joint trajectory can afford larger error for
it will be constantly corrected based on later (and more accurate) estimates. In our setting, a typical flight
of the object takes slightly over half a second. Consequently, visual sensing, motion estimation, arm motion
planning, and robot control must be executed within a short time.
Chapter 3 focuses on a two-dimensional version of the batting problem. The three-dimensional version
is considerably more difficult and computationally expensive in image processing, flight modeling, state
estimation, impact modeling, and especially planning. The remaining portion of this thesis addresses the
challenge of state estimation in 3D. How to resolve the remaining challenges for real-time execution is
recommended for future research.
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1.2 Motion Estimation
Estimation of an object’s pose and motion is a challenging problem in many areas, including autonomous
vehicles, space exploration, air traffic control, missile guidance, virtual reality, robotics, etc. Often, ap-
proaches rely on data from visual sensors, but occasionally other sensors such as accelerometers, inertial
measuring units, or range sensors are available. Visual sensors such as RGB cameras are widely accessible
and easy to work with, hence they are the focus of this thesis. In addition, estimation is typically coupled
with some method of tracking the object’s pose in images. That may be by detecting strategically placed
markers on the object, or by pose estimation algorithms that search for local features. In the case that
fewer cameras capture the flying object, some investigation is required in order for pose tracking to remain
accurate.
Motion estimation of free-flying objects in particular is crucial for robotic applications in space, sports,
and manufacturing. In space, tumbling objects such as debris or asteroids are tracked and their motion is
estimated from vision. Estimated flight trajectories are used by a space robot for servicing orbiting satellites,
autonomous navigation during space exploration, and in-flight inspection and construction of spacecrafts.
While gravity and air effects are absent in space, other motion estimation techniques can help improve
accuracy and ensure success of space missions. In addition, underwater robots face similar problems as
space robots, but with much larger effects of fluid flow, in particular with deep sea exploration. Approaches
to fluid dynamics employed in this work could potentially be extended to underwater applications. Sports
robots also make use of pose tracking and motion estimation to perform skillful maneuvers, such as striking
or catching a free-flying object. Tasks such as kicking or catching a football benefit from accurate motion
estimation to the extent that the robot can plan for more complex trajectories of the ball. Moreover, use
of estimation to catch objects has potential applications in manufacturing to become more dynamic and
versatile in certain environments. Via motion estimation, throwing and catching could be a useful tool in a
manufacturing pipeline to form a fast-paced assembly line. Regardless, accurate estimation of the object’s
full pose and motion is required to ensure safety and success across various applications.
This thesis addresses in particular the problem of estimating an object flying freely through air from
vision. Emphasis is put on the object flying freely, as opposed to non-freely or remaining static. In this case,
a few challenges arise when considering the configuration of a vision system to aid estimation. Namely,
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1) images of the object are missing a degree of freedom, that is, depth information,
2) the flying object moves a large distance over a small duration of time, and
3) the fast-moving object is more susceptible to noise.
Some advanced vision systems are able to address these challenges, such as motion capture systems with
multiple high-speed cameras surrounding a workspace or active cameras that can control their pitch and
yaw as to track a desired object. Admittedly, these systems can be expensive and complex, and are often
infeasible due to limitations of cost, space, power consumption, etc. Among more practical solutions is to
use two fixed cameras in stereo configuration and equipped with wide angle lenses. The stereo cameras
provide the depth information needed for estimation and the wide angle lenses provide a large field of view
to observe the object’s flight. With this configuration, noise in the images can be significant, and thus
must be dealt with by the application. In addition, the speed of the object directly affects the frame rate
requirements of the camera. For an object observed in flight for less than a second, a camera acquiring 30
or even 60 frames per second (fps) does not provide enough measurements to obtain the desired estimation
accuracy. Hence, a high-speed camera running at 120 fps or higher is necessary to produce enough images of
the free flying object. In summary, this thesis assumes two high-speed, stereo cameras with a large enough
field of view to observe the object’s entire trajectory. This camera configuration is considered low cost in
comparison to the larger vision systems that are available (such as the motion capture systems of OptiTrack
and Vicon).
1.2.1 Kalman Filter-Based Motion Estimation
Accurate estimates of the object’s state can be difficult to obtain when working with limited camera
hardware, wide-angle lenses, and severe effects of aerodynamics such as drag and lift1. For instance, on
some occasions a lighter object that is more susceptible to air effects may need to be estimated. This is
the case for robotic batting of an object in order to avoid harming the robot during impact. To reduce
modeling errors, complete models of the object’s dynamics and camera projection should be considered.
Previous works have not seriously investigated vision-based estimation of angular information under the
1Lift here includes the effects of Magnus previously considered in 2D batting.
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“full” effects of rigid body dynamics. Since high estimation accuracy is not required in many robotics tasks,
forces of drag and lift and camera lens distortion are often ignored. Furthermore, past efforts have lacked
experiments with low-cost vision systems.
The Kalman filter has proven itself to be reliable and robust for motion estimation, in part due to its
computational efficiency and its ability to deal with occlusion of the object in images. The estimator relies
on a dynamics model to propagate the state with time, and a measurement model to correct the state for
observables of the object from camera sensors. The state includes the position, rotation, velocity, and
angular velocity of a rigid body (i.e. the object) in free flight. Furthermore, due to nonlinearities present in
these models, nonlinear Kalman filtering techniques are employed.
Observables of the Kalman filter are produced by a projection model containing camera parameters
estimated by a calibration procedure. Hence, accuracy of the state estimates is subject to any errors of cali-
bration. Depending on the configuration of the vision system, larger errors introduced by the nonlinearity of
a wide-angle lens or other difficulties may arise in calibration. Some effort is made to reduce this calibration
error, including augmentation of the system state to include camera parameters for the purpose of correcting
their initial estimates (computed first by traditional calibration procedures). In addition, the system state is
also subject to constraints that should be enforced on estimates that are produced. Chapter 5 formulates a
vision-based Kalman filter to address these concerns, along with the nonlinear models used by the estimator.
Last, estimation is subject to the measurement errors produced by image processing. For an image cap-
tured of the flying object, features on the object must be detected and turned into observables for the Kalman
filter. A common approach is to attach fiducial markers that can easily be detected as a point of reference,
such as reflective balls that protrude from the objects surface or a pattern that determines orientation. We
avoid attaching such markers so not to change the physical properties of the object (e.g. mass, moment
of inertia, surface geometry). Thus, image processing must be capable to detecting non-fiducial features
of the object, such as edges and vertices. Such features may not always be clearly distinguishable due to
image noise, hence estimation must remain robust to imperfect feature detection. This is accomplished by
the collaboration between estimation and a pose tracking algorithm introduced in the following section.
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1.2.2 Vision-Based Pose Tracking
To produce observables for use by Kalman filtering, the object’s pose must be tracked throughout a
sequence of images in order to identify features of the object. A common approach to pose tracking is
to project features of the known object model through the camera model, yielding predicted locations of
features in the image. A local search for the real features that are visible in each image is then performed,
and measurements are calculated between those real and predicted features. These algorithms require a
reasonably close initial estimate of pose to be provided and rely on relatively high resolution images of the
object. Also, the computational cost of calculating the pose is large, yielding low frame-rates. Approaches
that rely on knowledge of the object’s structure (e.g. vertices, edges, and fiducial markers) to estimate pose
are called model-based pose tracking.
While progress has been made on pose tracking algorithms, the requirements of a slow moving or static
object occupying a large region of the image is unreasonable for the case of an object in free flight. Consider
an object flying along a trajectory with reasonably large linear and angular velocities. As the object crosses
the camera’s field of view, typically spanning less than one second of flight, a few difficulties arise in
tracking:
a) having a low resolution view of the object,
b) limited computation time to process each image frame, and
c) noise from the changing background and foreground of the object.
In particular, a vision-based pose tracking algorithm must remain robust to noise in the image from occlusion
of features on the object, changing illumination of features, and a cluttered background. Furthermore, a
smaller view of an object in the image yields lower pixel counts, which can compound with these sources
of noise. Meanwhile, high-speed processing is necessary to track a flying object in real-time. If only visible
in the video sequence for less than one second, a frame-rate of at least 120 Hz should be established to
provide enough frames for accurate estimation. Hence, computation time must remain low to ensure real-
time capabilities.
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1.3 Overview of Thesis
Here we give a brief introduction of the ensuing chapters. The main contributions of the thesis are
presented in Chapters 3, 5, and 6. The work of Chapter 3 solves the batting problem in two-dimensions,
and the following Chapter 4 presents results of batting experiments. Chapters 5 and 6 solve the three-
dimensional motion estimation problem for an object in free flight. The former introduces non-linear models
and formulates a Kalman filter for estimation, while the later gives an algorithm for tracking the pose of the
object throughout images of its flight. While the two procedures are dependent on each other, their chapters
may be read in either order. In the ensuing Chapter 7, results of estimation experiments give validation of
the solution.
Both batting and motion estimation works require background in Kalman filtering and aerodynamics.
Moreover, Chapter 3 makes use of impact modeling to accomplish batting, while Chapter 5 relies on the
quaternion to represent rotations in three-dimensions. These background topics are discussed in Chapter 2,
and may be skipped if the reader is already familiar. Overall, the work of this thesis employs techniques in
kinematics, mechanics, optimization, numerical analysis, and computational geometry.
1.3.1 2D Batting
Chapter 3 solves the two-dimensional batting problem for a specified target and objects of various
shapes. In our configuration, the arm moves, the object flies, and their impact occurs all in the same vertical
plane. First, a vision system used by the robot to track the object as it flies through the air is described, as
well as an estimator to repeatedly approximate the object’s state from visual inputs. Such estimation also
considers projectile flight mechanics, since the flying object is subject to not only gravity but also drag and
Magnus forces exerted by the air it passes through. Given the nonlinear nature of the involved dynamics, an
extended Kalman filter (EKF) is used for state estimation.
The object’s current state estimate predicts a trajectory for the rest of its flight, so that the robotic arm can
decide a future time instant to hit the object. Next, the arm plans its own motion to reach the batting position
at that instant. There are two components of this planning. First, impact planning determines the outcome
after the batting action using impulse-based impact mechanics as well as projectile flight mechanics. Second,
trajectory planning constructs joint trajectories for the robot to follow so that the intended pose and velocity
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of the bat is achieved at the time of batting. Such planning also ensures that the joint trajectories are within
the joint angle, velocity, and acceleration limits of the robot arm.
It is important to see that impact planning and trajectory planning are intertwined in a way that neither
can be done independently of the other. Our approach is to backward propagate the task constraint (that the
object will be struck to the target), first to the moment immediately after the hit and then through the impact
process to the moment right before the hit, so the constraint becomes one on the robotic arm’s pre-impact
state (consisting of joint angles and velocities). Meanwhile, during the incoming flight of the object, we
interpolate a trajectory from the arm’s current state (estimated) to its pre-impact state and exert the kinematic
constraints on this trajectory so that that they meet the backward propagated task constraint. Consequently,
the two types of planning are combined into one of planning the arm’s joint angles and velocities just before
the impact. The generated plan for the arm consists of a smooth pre-impact motion and an impulsive batting
motion.
Moreover, corrections should be made by the state estimator repeatedly as the vision system continues
to take images of the approaching object. Accordingly, planning should be carried out in multiple cycles,
in sync with state estimation, to repeatedly correct the arm’s undergoing motion. Within each cycle, the
planner will take a new state estimate and modify the arm’s joint trajectories. Such modifications need to
maintain continuities in joint angles, velocities, and accelerations.
1.3.2 3D Estimation of Free-Flight Motion
Chapter 5 extends the motion estimation problem of an object in free flight to three dimensions. In
this approach, two cameras in stereo vision configuration capture images of the object during its flight.
An extended Kalman filter is used with system dynamics involving forces of gravity, drag, and lift, and a
projection model accounting for radial and tangential distortions. Measurements from features observed
by the two cameras are provided to the extended Kalman filter (EKF). First, the system dynamics of the
free-flying object are presented. As in the case of 2D motion estimation in the batting work, this model
includes the aerodynamic forces acting on the object as it flies through air. Here, a deeper analysis of
aerodynamics is given, including a computational procedure for calculating lift forces combined with a
closed-form approximation of drag forces.
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A projection model accounting for lens distortion and varying sources of manufacturing errors of a single
camera is used to produce measurements of features on the object. Feature points that are visible in images
from each camera are provided as observables to the EKF to correct the state. In addition, the epipolar
constraint between two cameras is considered by the observable model. This constraint gives an expression
of coplanirity between a feature point in the world and its projection onto two images from different cameras.
An observable defined by the epipolar geometry provides additional information on the relation between two
cameras used by the estimator to further correct its state estimate. This helps produce estimates that appear
more aligned with the object when viewed in images taken at the same time by two cameras. Since visual
measurements are the only source of sensor input, we attribute this to better performance of the estimator.
The use of quaternions to represent rotation introduces unit-length constraints on the system state. In
addition, for the purpose of improving estimation accuracy, the system state is augmented to include the
poses of both cameras. Consequently, the state is subject to multiple quaternion constraints represented
in quadratic form. To incorporate these constraints, an extended Kalman filtering algorithm with multiple
quadratic constraints is described. The constraints are added into the derivation of the nonlinear estimator,
yielding an updated set of the Kalman filter equations. By solving a constrained recursive least-squares
problem, the resulting Kalman filter is able to produce estimates satisfying the state constraints on its own
(i.e. without any additional correction of the estimate) and ensure that estimates do not deviate from the
modeled system, as in the case of other approaches to constrained Kalman filtering.
1.3.3 Graph-Based In-Flight Pose Tracking
In order for motion estimation to take place, the object’s pose must be identified in images. The Kalman
filtering algorithm relies on predicting observables from a model of the object to compare against real ob-
servables from images. Accordingly, an image-to-model correspondence is established. Chapter 6 presents
a pose tracking algorithm that uses a planar graph representation of the object in images and its model.
Graphs from images (i.e. image graphs) are tracked throughout the flight and graph matching is performed
with the model to determine a correspondence. Estimation can then be performed using only the known
correspondence, avoiding the need for costly numerical techniques to calculate absolute pose from images.
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To deal with image noise, the algorithm makes use of a hypothesis to describe a potential image-to-model
correspondence. Thus, a set of hypotheses are maintained where each one is updated based on vertices and
edges that appear in images. The error of every hypothesis is then calculated as the distance between the
predicted and observed object pose in images via the image-to-model correspondence. The algorithm is
dependent on a Kalman filter-based estimator to produce a current pose estimate, while simultaneously pro-
viding the estimator with the necessary correspondence to produce estimates. Each hypothesis is evaluated
by its error and rejected if necessary. A backup procedure is then able to generate new hypotheses in the
case that none remain, or that tracking has just began. Also discussed in this chapter is the initialization
problem of the obejct’s pose from stereo vision.
1.4 Related Work
The work of this thesis spans a wide range of topics within robotics, mechanics, computer vision, state
estimation, and even fluid dynamics. For robotic batting, we investigated research efforts in impact planning,
impulsive manipulation, robotic batting and robotic catching (a task with similarities to batting). In motion
estimation and pose tracking, various tools were applied including mechanics of flight, modeling of camera
projection, Kalman filtering, and pose estimation. Moreover, investigation of motion estimation applications
revealed relevant work in Simultaneous Localization and Mapping (SLAM) and Visual Inertial Navigation
Systems (VINS).
1.4.1 Impact Planning and Impulsive Manipulation
In this section, we discuss works that have used impact and impulse in various applications to produce
desired outcomes. Higuchi (1985) demonstrated the use of micromotors driven by electromagnetic impul-
sive forces to precisely position parts. Hirai et al. (1999) sorted parts by having them float on an air table and
hitting them with a rotating stick. Partridge and Spong (1999) demonstrated that a robot could use impact to
control the trajectory of a puck sliding on an air table. By controlling impacts, the robotic paddle designed
by Rizzi (1992) was able to bat a ping-pong ball into a steady periodic motion. A single strike (Han and
Park, 2001) or repeated taps (Huang and Mason, 2000) of a part could produce velocities to change its rest-
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ing configuration to a desired one, as supported by an analysis of impact with the part and planning of its
post-impact sliding motion.
Investigations were also conducted on collisions between a robot and its environment over issues such
as modeling (Zheng and Hemami, 1985), stability control (Volpe and Khosla, 1993), and collision effect
assessment (Walker, 1994). Konno et al. (2011) examined how a humanoid robot could generate a large im-
pulsive force without losing its balance. Additionally, in Moll and Erdmann (2002), impact-based modeling
was used to find the distribution of possible poses of an object dropped on a surface from an arbitrary height,
and to determine the height and surface shape required to produce a desired orientation of the object with
minimal entropy.
1.4.2 Robotic Batting and Catching of Objects in Flight
Early works on batting modeled impact by applying Newton’s hypothesis of kinematic restitution. Kirk-
patrick (1963) made an analysis of the velocity of a ball imparted through batting as a function of the state of
the bat. The work by Cross (2009) focused on the swing trajectory and the force/torque required to produce
it. Perhaps the most comprehensive work on batting so far has been conducted by Senoo et al. (2006), who
extended their earlier work (Senoo et al., 2004) on batting a spherical ball. The batting motion was decom-
posed into a swing and a hit that were assigned to different joints of a robotic arm. The swing trajectory was
replanned based on latest position estimates of the flying object, obtained using two cameras mounted on
separate pan/tilt mechanisms. However, the outcome of batting was to make the ball’s post-impact velocity
point towards a target, and not to make the ball reach it.
Catching a flying object is usually done by tracking its motion and moving a robotic hand to somewhere
along its trajectory in advance. The motion is followed by one or multiple cameras and estimated using an
EKF. The work by Bäuml et al. (2010) used a 7-DOF (degree of freedom) arm to catch a ball in flight by
controlling the grasp motion. After making contact with the object, the impact was absorbed via impedance
control. Lippiello and Ruggiero (2012) used an in-hand camera for estimation in multiple cycles, with
replanning performed in each cycle through optimizing a nonlinear objective function related to acceleration
and the times of catching and positioning. After making contact with the object, the hand decelerated itself
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along the original flight trajectory before coming to a stop. The effect of air drag was considered with the
drag coefficient estimated repeatedly using least squares.
Kim et al. (2014) demonstrated that a 7-DOF arm could catch irregularly shaped in-flight objects with a
high success rate. Their approach combined a flight dynamics model, trained over offline data of throws by
applying multiple machine learning techniques (Kim and Billard, 2012), probabilistic prediction of feasible
catching configurations, and fast arm trajectory planning. The trained dynamics models were then supplied
to an EKF for smoothing of motion estimates. These models, as they claimed, would still not be as accurate
as an analytical model if one exists. Their catching strategy was later improved by Salehian et al. (2016) to
control the robot to track the object’s trajectory briefly after their contact so as to exhibit some “softness”.
This feature was similar to the approach used by Lippiello and Ruggiero (2012).
Another related batting task is that of table tennis (i.e. ping pong) playing robots. Anderson (1988)
designed the first robot system able to play table tennis against humans. To restrict the coverage area, the
system, consisting of a high-speed video camera and a 6-DOF PUMA 260 arm, modeled human techniques
by some simplified rules of play. Miyazaki et al. (2002) restricted the paddle to linear horizontal movements
and constructed a k-d tree to discretely map the velocity and angular velocity of a ping pong ball to the
hitting point and the paddle’s desired velocity. The map also approximated drag and Magnus effects. The
prototype system developed by Acosta et al. (2003) used a single camera to estimate the ball’s location
from its image coordinates and its shadow on the table using triangulation, as well as a bat mounted on a
vertical frame, to achieve a total of 5 DOFs in position and orientation. The table tennis robot developed by
Matsushima et al. (2005) used two motors to move a paddle horizontally and two more motors to control
its altitude and tilt. It was able to rally with a human player by learning a mapping from the ball state to
the landing point, and by constructing the inverse mapping through linear interpolation. Based on motor
primitives (Ijspeert et al., 2002), Kober et al. (2010) developed a system that could control a paddle to reach
out and hit (but not to return) a served ping pong ball after learning from human demonstrations.
The above works were more or less memory-based without modeling of impact, flight mechanics, or
trajectory planning. This is not the case in the biomimetic approach proposed by Mülling et al. (2011), who
pre-selected a target point to return a ping pong ball to and a height to reach above the net. The algorithm
then planned the ball’s post-batting velocity under the effects of gravity and air drag (but not the Magnus
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effect), modeled impact under Newton’s hypothesis, determined the orientation and velocity of the racket at
batting, and finally constructed joint angle trajectories as fifth order polynomials. Simulation showed a high
success rate of returning the ball to the opponent’s court (not the target point), despite no given success rate
for an experiment with a 7-DOF WAM Arm.
Li et al. (2012) developed a high-speed ping pong ball tracking method that processed a small dynamic
window most of the time, and switched to the whole image window in case of a detection failure. The
ball trajectories before and after hitting the table were constructed via quadratic curve fitting. Applying the
method, a 7-DOF arm was able to return the ball with a high success rate (88%). To equip their highly
successful ping-pong humanoid robots (Xiong et al., 2012), Zhang et al. (2014) developed a system that
employed one camera to record the position of a ping pong ball and two pan/tilt cameras to capture its
spinning by tracking the brand label on the ball. They used the standard dynamics model for a flying ball
to take into account gravity, air drag, and Magnus force. The angular velocity was assumed constant and
determined through fitting and averaging over frames, and input into an EKF based on their dynamics model
for velocity estimation.
1.4.3 Motion Estimation
Techniques for estimating the velocity and angular velocity of an object have relied on either accelerom-
eters or cameras mounted inside the object’s body, or cameras stationed outside. Early approaches to estima-
tion by Padgaokar (1975) measured accelerations at mounting points of several linear accelerometers along
orthogonal axes, and then either solved a system of kinematic equations for the body’s angular acceleration,
or determined it through optimization as in Cardou and Angeles (2008) and Cardou et al. (2010). Marins
et al. (2001) employed a magnetometer, accelerometer, and angular rate sensor to obtain measurements from
which a quaternion was calculated and supplied to a Kalman filter for polishing. Nevertheless, none of the
aforementioned methods addressed how to estimate the object’s linear velocity.
Vision-based approaches to motion estimation have become increasingly popular. Takeishi et al. (2015)
showed that the rotation motion of an asteroid about a fixed axis could be recovered on a spaceship from
images taken of outside landmarks by combining particle filtering with optimization. The angular velocity, if
constant, could be estimated based on line correspondences among the images by combining a least-squares
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method with interpolation (Lei and Ghosh, 1993). Goddard and Abidi (1998) demonstrated estimation
through the use of dual quaternions integrated with an EKF while detecting linear features from images
generated by a single camera. A similar approach was employed by Zu et al. (2014) with a network of
cameras that achieve consensus through optimization. Since rigid body dynamics were not fully integrated
into these systems, simulation and experiments were conducted for estimating only constant velocities and
angular velocities.
More relevant works on estimation involving dynamics of the object were also considered. Soatto et al.
(1996) and Soatto and Perona (1997) determined an implicit dynamical model of the object’s nonlinear
rigid body motion through the epipolar constraint. The constraint is a geometric expression of coplanarity
between a feature point observed by two cameras and the translation between them, which was used with
a single static camera observing the object’s motion in consecutive images. The pose of the object was
estimated as parameters projected onto the constraint space. The resulting estimator, termed the implicit
extended Kalman filter, was implemented by Gurfil and Rotstein (2001) and Webb et al. (2007) for esti-
mating the motion of an autonomous air vehicle. In both applications, the implicit extended Kalman filter
performed well under varying dynamics models, some with aerodynamics included. Fujiwara et al. (1998)
employed an extended Kalman filter with multiple cameras on a space robot to estimate the motion of a
target satellite for the purpose of capture and removal. Rotational rigid body dynamics of a free-flying satel-
lite are considered along with constant translational velocity and point features observed under perspective
projection.
Used in the aforementioned application of robotic catching (Kim et al., 2014), Kim and Billard (2012)
solved the motion estimation problem for objects with non-linear dynamics, such as a tennis racket and
half-filled water bottle. Various machine learning techniques were used to model a 2nd order dynamical
system from a large amount of training trajectories. Nakashima et al. (2014) estimated the motion of a ball
for a robotic table tennis system. The rigid body dynamics incorporate the aerodynamic effects of drag
and Magnus to more accurately estimate ball trajectories under varying degrees of spin. The work obtained




The classic Kalman filter was introduced by Kalman (1960) as the optimal state estimator for linear
dynamics systems in the presence of Gaussian noise. The direct extension of the Kalman filter to nonlinear
systems, the extended Kalman filter, has proven effective by linearizing the dynamics and observation model
via their Taylor series expansions. Although, this approximation can lead to error from truncation of higher
order terms in the expansion. Approximation errors of nonlinear models have been addressed through
techniques such as the iterated extended Kalman filter, unscented Kalman filter (UKF) (Julier and Uhlmann,
1997), and the particle filter (Handschin and Mayne, 1969). For reference throughout this thesis, the EKF
and UKF algorithms are described in Chapter 2.2.
Dynamics systems under the effect of constraints cannot be directly handled by the Kalman filter. Pro-
jection methods have become popular in which the constraint is applied to state estimates by projecting the
state onto the constraint surface (Simon, 2006; Yang and Blasch, 2009). This approach, of manually en-
forcing the constraint on the state estimate, can lead to deviation from the true state of the modeled system.
The system state and covariance can be more accurately constrained by applying a corrective term produced
by the constraint equation. Simon (2010) discusses how linear and nonlinear constraints can be handled by
linearization similar to the approach of the EKF. Nonlinear constraints are linearized about the a posteriori
estimate, and then used to update the estimate through least squares yielding a new estimate satisfying the
linearized constraint.
Gupta and Hauser (2007) introduced the gain constrained Kalman filter (GCKF), derived from recursive
least squares minimization with linear constraints, by projection of the gain matrix such that estimated
states lie in the constraint space. Both equality and inequality constraints are considered with nonlinearities
handled by linearization in the same fashion as the EKF. The GCKF was then generalized to the UKF with
nonlinear models and linear constraints in Teixeira et al. (2008), and to the norm-constrained Kalman filter
(NCKF) for a single nonlinear constraint on the norm of the state by Zanetti et al. (2009). Subsequently,
Wang et al. (2014) extended the NCKF to handle a general quadratic form state constraint. De Geeter et al.
(1997) took a more relaxed approach to enforcing state constraints in the Smoothly Constrained Kalman
filter for linear systems, which gradually projects the state estimate onto the constraint space as the estimate
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improves. A similar approach is taken in the two-step UKF of Julier and LaViola (2007) in which the
constraint is gradually applied to the distribution of the system.
1.4.5 SLAM and VINS
Simultaneous Localization and Mapping (SLAM) and Visual-Inertial Navigation Systems (VINS) are
two research areas familiar with the problem of estimating pose and motion. Both systems involve estimating
the pose and motion of a robot relative to its surroundings for the purpose of navigation. Applications include
autonomous aircrafts or ground vehicles with visual and inertial sensors mounted on-board. Here we focus
on Kalman filter-based approaches that have remained effective at solving the localization and navigation
problem. This work has lead to some interesting estimation techniques that we later draw upon.
SLAM algorithms serve the additional function of mapping out the environment. Davison et al. (2007)
introduced MonoSLAM, which uses an EKF to estimate the pose, velocity, and angular velocity of the
robot along with a map of 3D features in the world as they are observed by a single camera. The resulting
estimated state vector can be quite large, requiring more computation time in order to map out the scene.
Other works have taken similar approaches by tracking the image coordinates of features in the state vector,
and modeling 3D-to-2D projection accordingly in the measurement model of an EKF in Strelow and Singh
(2004) and an UKF in Langelaan (2007).
On the contrary, VINS algorithms aim to obtain real-time capabilities by solving the localization prob-
lem of the camera alone and not that of the feature map. The unscented Kalman filter remains a popular
choice, as depicted in Shen et al. (2013) where one was used to estimate the pose of an autonomous rotorcraft
from an IMU and cameras. Measurements of position in the world were obtained from features observed
by the translating cameras via optimization while orientation measurements are provided by the IMU. In
Mebarki et al. (2013), an UKF was also used to estimate translational velocity under a known model of sys-
tem dynamics and without the need to estimate pose. Dehghani et al. (2017) used stereo vision to improve
angular velocity and position estimation over traditional approaches via sensor fusion in an UKF.
In addition, VINS research in particular has made effective use of the epipolar constraint to enforce
coplanarity between two camera poses and corresponding feature points in their images. The constraint
has been incorporated as measurements in a traditional Kalman filter in Diel et al. (2005) and an UKF in
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Nilsson et al. (2012). Mourikis and Roumeliotis (2007) introduced the multi-state constraint Kalman filter
(MSCKF) to model the constraints between a history of poses from a single camera observing static features.
The EKF-based algorithm relies on an IMU for propagation of the robots pose and motion, while efficiently
processing visual features for measurements. The MSCKF has been successfully applied to applications,
such as calibration of multiple on-board cameras in Eckenhoff et al. (2019a) and tracking a rigid body object
under various stochastic motion models in Eckenhoff et al. (2019b).
1.4.6 Pose Tracking and Estimation
When the correspondence between sets of data points and model points is known, Horn (1987) gives
the optimal rotation and translation (pose) between them from a least squares sense. When such correspon-
dences are not known, a common approach is to project features of the known object model through a cam-
era model, yielding predicted locations of features in the image. A local search for the real features in each
image is performed and measurements are calculated between the real and predicted features. The measure-
ments are then used to estimate the pose from a weighted least squares system (Gennery, 1992; Drummond
and Cipolla, 2002), non-linear minimization (Marchand et al., 1999), or statistical models (Lowe, 1992;
Rosten and Drummond, 2005; Prisacariu and Reid, 2012). Kelsey et al. (2006) applied the pose estimation
approach of Drummond and Cipolla (2002), along with methods of initializing pose, to the aerospace task of
tracking a spacecraft. An in-depth analysis of the performance relative to initialization error was performed
for spacecrafts of complex geometry. Though, the object was captured at high image resolutions, with no
background noise, and at a rate of 25 Hz.
In general, the discussed approaches rely on iterative methods to minimize measurement error in order
to estimate the object’s pose directly from image features. This requires much computation for each image
frame and can produce erratic performance when different object features become close to each other or with
a poor initial pose estimate. To prevent such methods from failing, Vacchetti et al. (2004) combined on-line
estimation with the absolute information of known object poses in a preprocessed database of images. The
algorithm prevents jitter and drift of estimate when tracking pose and can handle large rotations that would
otherwise cause failure during a local search of features. In Ulrich et al. (2009), pose is determined in a
robust manner by discretizing the views produced by a virtual camera placed around an object, generating
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model poses, and storing them to be efficiently queried for features observed in real images. Two high-
speed cameras on pan/tilt mechanisms were used by Nakabo et al. (2002) to track the position and partial
rotation (with large errors) of an object in free flight. The tracking system was implemented for ball batting
in Senoo et al. (2004). Lippiello (2005) solved the pose tracking problem using Binary Space Partitioning
tree representations of a polyhedron’s boundary to determine which faces are visible in the image, and select
features to extract for use by an EKF producing pose estimates.
Graph matching has also been used for tracking an object’s pose, where recognition of an object is
performed, yielding a correspondence that allows for pose estimation. Wong (1992) matched a projection
graph from vision and a model graph by determining the subgraph isomorphism, where edges and vertices
contained attributes pertaining to features of “boxy” objects. In Riesen and Bunke (2009) and Baloch and
Krim (2009), it was shown that approximate graph matching by the graph edit distance could recognize
more general objects while being tolerant of measurement errors and noise in images.
1.5 Notation
In this thesis, a vector is by default a column vector. A scalar is written by a lowercase non-bold letter,
a vector is by a lowercase bold letter, and a matrix is by an uppercase non-bold letter. Moreover, a vector
function is written in bold, while a scalar function is non-bold. The subscripts x, y, and z (if 3D) of a
letter (non-bold) represent the respective x-, y-, and z-coordinates (or components) of a point (or a vector)
named by the same letter (bold). For example, px denotes the x-coordinate of the point p, while voy the
y-component of a velocity vo. In the case of a quaternion, the subscripts 0 through 3 are used to represent its
four components. A quaternion is written by a non-bold letter, e.g. q, where its scalar part uses the subscript
0 (e.g. q0), and its vector part contains the remaining three components and is named with the same letter
in bold (e.g. q = (q1, q2, q3)
T ). Meaning of the matrix Ik is reserved as the k × k identity matrix and the
vector 0k as the k-vector with all of its elements set to zeros. The non-bold zero may act as a single scalar
or multiple that fill the remaining elements of a matrix containing some non-zeros.
In the batting work of Chapters 3 and 4, a vector (or point) is by default 2D. The cross product of two 2D
vectors is a scalar (i.e., a vector orthogonal to the plane containing the two vectors). The superscripts ‘−’
and ‘+’ of a variable refer to its values before and after an impact, respectively. The subscript ⊥ of a vector
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rotates the original vector through π/2. For instance, a vector v = (vx, vy) generates v⊥ = (−vy, vx), such
that v ×w = vT⊥w for any vector w.
In the motion estimation work of Chapters 5–7, a vector (or point) may be 3D or 2D depending on
whether image projection has occurred. A 3-vector written inside the brackets ‘[·]×’ yields the 3 × 3 skew
symmetric matrix that acts through left multiplication as taking the cross product with the vector as the left
operand. That is, for some 3-vectors v and u, [v]× u = v×u. Also, here the superscripts ‘−’ and ‘+’ refer
to the a priori and a posteriori estimates of a Kalman filter.
All units are from the metric system. We use second (s) or millisecond (ms) for time, meter (m) for
length, radian (rad) for angle, kilogram (kg) for mass, kilogram square meter (kg · m2) for moment of
inertia, Newton (N) for force, and Joule (J) for work and energy. Furthermore, image coordinates have the




This chapter discusses background topics for later reference, including impact modeling, Kalman filter-
ing, aerodynamics, and quaternions. Sections 2.1 and 2.3.1 are used in Chapter 3, while Sections 2.3.2–2.3.4
and 2.4 are used in Chapter 5. Both chapters also make use of Section 2.2.
2.1 Impact Modeling
In this section we describe the modeling of two-body impact used in robotic batting to determine the
outcome of collision between the bat and an object. Here we view the bat as a second object, i.e. not attached
to the robotic arm, where in Section 3.4.2 the arm will be included with little extra effort. Figure 2.1 depicts
the impact configuration in a world coordinate system in the plane. The vectors rb and ro locate the contact
point c between the bat and the object relative to their centers of mass ob and oo, respectively. The unit
tangential vector t̂ and normal vector n̂ at c are chosen such that n̂ points into the object and t̂× n̂ = 1.
Let mb be the mass of the bat and mo that of the object. Denote by vb and vo the velocities of the bat
and the object, respectively, and by ωb and ωo their angular velocities. The impact instantaneously changes
the object’s velocity from v−o to v
+





Denote by F the force exerted by the bat on the object during the impact. It is significantly larger
than the gravitational force (which is thus typically ignored in impact analysis). The integral I of F is the
impulse. Under Newton’s third law, the object exerts an opposite impulse −I on the bat. Under Newton’s




























Figure 2.1 Impact configuration between a bat and an object. Impact occurs at the contact point c,
producing the impulse I . The geometry of impact is shown about the origins oo of the
object and ob of the bat.
where σb and σo are the moments of inertia of the bat and object, respectively. For i = b, o let ri⊥ =
(−riy, rix)T be two vectors perpendicular to ri. Let ub and uo be the velocities of the two points, fixed
on the bat and the object, respectively, and coincident at the contact c. We have ub = vb + ωbrb⊥ and
uo = vo +ωoro⊥. Here, the pre-impact value u
−
b is referred to as the batting velocity. The contact velocity
is
v = uo − ub
= vo + ωoro⊥ − vb − ωbrb⊥. (2.2)
For the impact to happen, the following impact condition must be satisfied by the normal contact velocity
v−n = n̂










Tu−b are the pre-impact normal components of uo and ub, respectively.
From (2.2), v changes by the amount







































clearly positive definite, is referred to as the inverse inertia matrix.
The impulse I changes its value during the impact. If we know the impulse value Ir at the end of the
impact, the post-impact velocities v+b and ω
+




o can be easily














ro × Ir. (2.7)
2.1.1 Energy-based Restitution
Let the impulse I be decomposed along the normal and tangential directions at the contact:
I = Inn̂+ Itt̂. (2.8)
The contact velocity v is decomposed similarly into vn and vt. As we will later see, Coulomb’s law of
friction gives a relation between the tangential impulse It and the normal impulse In through the tangential
velocity vt. Since the force Fn applied in the normal direction of the bat is non-zero, the impulse In increases
monotonically and can be used to describe the impact process instead of time. The impact problem can then
be solved by determining In, where the remaining terms follow after applying some hypothesis about impact.
Consider a virtual spring placed at the contact and denote by x its length. As impact occurs, the virtual
spring undergoes two phases (Mason, 2001, p. 212): compression and restitution. During compression, the
kinetic energy is transformed into the potential energy E stored at the contact. The phase ends when vn = 0
with the maximum energy Ec. Immediately after, restitution occurs in which a portion e
2Ec of the energy
is restored as kinetic energy by Stronge’s hypothesis on energy-based restitution (Stronge, 2000, p. 47)1.
1For reasoning behind the use of Stronge’s hypothesis of impact over that of Poisson, refer to Jia et al. (2019).
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In Stronge (1990), e ∈ [0, 1] is referred to as the energetic coefficient of restitution. The remaining portion
1− e2 of energy is lost to external effects such as heat and deformation. The phase ends with E = 0 at the
contact. From Jia (2013), we have ẋ = vn, Fn = İn = −kx, and the potential energy E = 12kx2. Using











= −n̂T (v− +∆v)
= −v−n − n̂TWI, (2.10)
where differentiation with respect to In is denoted by the prime ‘
′’.
To determine In, the energy is tracked throughout the two impact phases by equation (2.10). Let Inc
be the normal impulse at the end of compression and Inr at the end of restitution. By equation (2.9),
compression ends with E′ = 0, which is solved for Inc once the dependency of It on In is determined.
Then, integration of (2.10) describes the evolution of energy during restitution:







The total impulse In = Inr is obtained by solving E = 0 from the above equation.
2.1.2 Contact Modes
To determine the relationship between It and In, an analysis of different contact modes is done. When
the tangential velocity vt is non-zero, the contact is sliding. In the presence of friction, the tangential force Ft
decreases the sliding velocity vt towards zero. If vt = 0 occurs, the contact becomes sticking. Furthermore,
in the case that there is not enough friction to keep the contact point from moving, the contact will transition
into reverse sliding. In this case, vt = 0 will occur instantaneously and then the contact will resume sliding
with the sign of vt flipped.
Let Ins be the smallest value of In, at which vt becomes zero. Using equation (2.4) and (2.8), differ-
entiation of the tangential velocity with respect to In determines the value of Ins. Then, depending on the
frictional coefficient µ under Coulomb’s law of friction, either sticking or reverse sliding will occur. From
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the value of Ins along with Inc and Inr, four cases follow: 1) the contact sticks at the start of impact and
continues until the end; otherwise, the contact is initially slipping and will either be 2) sticking, 3) sliding in
the same direction, or 4) sliding in the opposite direction by the end of impact. In each case, I(In) can be
calculated and substituted into equation (2.10) yielding E′(In). Solving E
′ = 0 gives the maximum energy
Ec at the end of compression.
For a more detailed analysis of impact under the contact modes discussed in this section, the reader
is referred to Jia et al. (2019). The work includes proof that a solution to impact always exists under the
assumptions that vn decreases to zero, and subsequentlyE decreases to zero (marking the end of restitution).
In other words, there should not exist a situation in which the two objects “penetrate” into each other.
2.1.3 Impact Solution in the General Case
Following discussion of the impact phases and contact modes in the previous sections, we refer to the
events c, r, s as the end of compression, end of restitution, and the moment when vt first becomes zero,
respectively. Denoting a sequence of the events in angle brackets 〈·〉, there are three possible sequences:
〈c, r〉, 〈s, c, r〉, and 〈c, s, r〉. In the first case, the impulse Ir needed by equations (2.6) and (2.7) is deter-
mined from the normal impulse Inr, while in the later two cases, Ir is determined from the normal impulses
Inr and Ins. In all three cases, the impact solution comes down to determining the normal impulse Inr from
E(In) = 0, where the form of E changes instantaneously at events c and s. Hence, the correct form is
determined by tracking the normal impulse In relative to Inc and Ins. The three sequences are described as
follows:
〈c, r〉 Sliding between the object and bat never ends, so vt 6= 0 throughout impact and Ins = ∞. The
normal impulse Inc and the potential energy Ec at the end of compression are calculated from closed
forms. The final value Inr can then be obtained as the only root of E = 0.
〈s, c, r〉 Either no sliding occurred at the start of impact, giving v−t = 0 and Ins = 0, or some sliding
occurred with finite-valued normal impulse Ins, Ins < Inc. Regardless, the end of sliding is the first
event to occur, giving vt = 0 and Ins from a closed-form. For In > Ins,E
′ = 0 is solved to obtain Inc
and the maximum potential energy Ec. Then, based on energy-based restitution, the normal impulse
Inr, Inr > Inc has a unique solution from E = 0.
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〈c, s, r〉 Sliding ends after the end of compression, hence Inc < Ins and Ins > 0. Both Inc and Ins are
determined by closed form formulas. Moreover, since the maximum potential energyEc at the contact
has already accumulated, then E(Ins) > 0 when In = Ins. After vt = 0, the final normal impulse
Inr is determined from the unique solution to E = 0.
Regardless of the form of E = 0 in the above cases, the computation of Ir depends only on v
−, the
unit contact normal n̂ (and the unit tangent t̂), and the inverse inertia matrix W . Thus, given the impact
configuration, the total impulse Ir is determined by the initial contact velocity v
−.
2.2 Kalman Filtering
The Kalman filter is a popular state estimation technique for estimating the unknown state x of a linear
system. The system state is assumed to follow a Gaussian distribution. Consequently, the Kalman filter
estimates the mean x̂ and covariance P of the state, where P is defined by the estimation error between x
and x̂:
P = E[(x− x̂)(x− x̂)T ].
The Kalman filter relies on two known models, which are the system dynamics used to transition the state
estimate with time, and the measurement model used to produce measurements of the object from the state.
Measurements are simultaneously obtained by sensors such as cameras or accelerometers and compared
against those predicted through the model in order to improve the estimate. In this thesis, such models take
on a nonlinear form, hence we skip the formulation of the linear Kalman filter.
For the remainder of this section, consider a nonlinear system with the n-vector x of unknown states.
The system is described by the equations
ẋ = f(x,u, t), (2.11)
y = h(x,v), (2.12)
where u is the input vector of the system, t is time, y is the vector of measurements, and v is the measure-
ment noise. The vector u can be used to provide any known inputs to the dynamics model in f(·). The





update−−−−→ x̂−k , P−k
correct−−−−→ x̂+k , P+k
Figure 2.2 Sequence of state estimates and error covariances produced by the Kalman filter.
function h(·). The vector v represents zero-mean Gaussian white noise with the covariance matrix R. That
is, v ∼ (0, R).
2.2.1 The Extended Kalman Filter
The extended Kalman filter allows a nonlinear model in the form of differentiable vector functions, and
linearizes them to approximate the nonlinear system. The covariance matrix P is now not the true estimate
of the states error covariance due to errors from linearization of the nonlinear system. These linearization
errors are typically small enough to be neglected by the Kalman filter (Simon, 2006, p. 399).
In this thesis, visual inputs are provided by cameras at discrete time instances. Hence, we consider the
measurement model to be discrete while the dynamics model remains continuous, leading to what is some-
times referred to as the hybrid extended Kalman Filter (Simon, 2006, pp. 403–407). Hence, the measurement
model in (2.12) becomes
yk = hk(xk,vk),
where yk is the vector of measurements at the k-th point in time, and the respective noise vector vk has
covariances in Rk. The EKF linearizes the nonlinear models by the first order Taylor series approximation




















Estimation starts at some time instant t0, and resumes at times t1, t2, . . .. At each time step tk, k > 0, the
Kalman filter first updates the previous state estimate to the current time, yielding the a priori estimate x̂−k
and error covariance P−k . The estimate is then corrected for a vector yk of measurements obtained at time
tk, yielding the a posteriori estimate x̂
+
k . Figure 2.2 demonstrates the sequence of estimates from k − 1 to
k. The algorithm is described below.
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(x0 − x̂+0 )(x0 − x̂+0 )T
]
,
where the function E[·] takes the expected value of its argument.
2. At each time k = 1, 2, . . ., iterate as below:






k−1 through integration of the system dynamics
and its covariance over the period between times k − 1 and k:
˙̂x = f(x̂,u, t), (2.13)
Ṗ = AP + PAT . (2.14)
The second equation, known as the continuous time Riccati equation, describes how to propagate
the matrix P forward in time by the linear dynamics model of A.
























P+k = (I −KkHk)P−k (I −KkHk)T +KkRkKTk . (2.18)
where I is the n× n identity matrix. The Kalman gain Kk is used to weight the correction term
of the state estimate x̂ and covariance Pk, and is derived in Section 2.2.2. The last equation gives
the updated covariance of the least squares estimation error. This equation is in whats known as
Joseph’s form, which guarantees the matrix Pk to remain positive definite due to squaring of the
subtraction term I −KkHk (Simon, 2006, p. 85).
2.2.2 Derivation of the Kalman Gain
Provided measurements as an input signal, the Kalman filter can be derived as the recursive least-squares
(RLS) estimator of the state. In the case that the dynamics and measurement models take on a linear form,
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the Kalman filter is the optimal estimator in that it estimates the state with minimal mean-squared error (Si-
mon, 2006, p. 130). Here we show derivation of the Kalman gain for reference later when incorporating
constraints (see Appendix F).
Recall that the Kalman gain is used to weight the correction term in the Kalman filter equations. This
correction term, also called the innovation, is described as the residual error between the observed and
estimated measurements:
ǫk = yk − hk(x̂k, 0).
At each k-th step of the Kalman filter algorithm, the gain matrix Kk is determined from solving a
least-squares minimization problem of the error between the true state xk and estimated state x̂k. Let
xk = (x1, . . . , xn)
T and x̂k = (x̂1, . . . , x̂n)
T . Using equation (2.2), we have
Kk = argmin
Kk















where tr(·) returns the sum of elements along the diagonal of a square matrix. Let J = tr(Pk) be the
objective function. Since the Kalman gain is used to calculate the a posteriori estimate, we let Pk = P
+
k to
minimize the estimation error of x̂+k . After substitution of the equation (2.18), the objective function is
J = tr
(
(I −KkH)P−k (I −KkH)T +KkRKTk
)
.
In least-squares fashion, the optimal gain matrix Kk is found by solving
∂J
∂Kk








= 0⇒ 2(I −KkHk)P−k (−Hk)T + 2KkR = 0
⇒ KkHkP−k HTk +KkR = P−k HTk









Clearly, the final expression is equivalent to the Kalman gain equation in Section 2.2.1.
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2.2.3 The Unscented Kalman Filter
An alternative to the EKF for dealing with nonlinear models is the Unscented Kalman filter (UKF).
This popular variant of the Kalman filter has been shown to better approximate nonlinear models via the
unscented transform. This is accomplished by continuously calculating a set of sigma points sampled from
the Gaussian distribution of the state, and propagating them through the nonlinear functions f of system
dynamics and h of the measurement model. The estimated mean x̂ and error covariance P of the state are
re-calculated from the transformed sigma points along with their weights. A set of sigma points χi, i =
0 . . . 2L are computed as
χ0 = x̂,
χi = x̂+ (
√
(L+ κ)P )i, i = 1 . . . L,
χi+L = x̂− (
√
(L+ κ)P )i, i = L+ 1 . . . 2L,
where (
√·)i is the i-th column of the matrix square root. Their respective weights are
W0 = κ/(n+ κ),
Wi =Wi+L = 1/2(L+ κ), i = 1 . . . L.
The parameter κ, κ 6= L, is used to control the information captured from the distribution, such as mean
and covariance of a Gaussian distribution (Julier et al., 2000, p. 478). For some nonlinear function g(χ),
the sigma points are first transformed to the points Y i = g(χi), i = 0 . . . 2L. The mean ŷ and covariance










Wi(Y i − ŷ)(Y i − ŷ)T .
Using the above equations, the UKF algorithm at each time point k = 1, 2, . . . can be described as follows:





2. Propagate the points through system dynamics, yielding the transformed points:
χi,k = f(χi,k−1,ub, t), i = 0 . . . 2L.
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Wi(χi,k − x̂−k )(χi,k − x̂−k )T .
4. Apply the measurement model to yield the transformed points
Y i,k = h(χi,k), i = 0 . . . 2L.
5. Compute the predicted observables followed by their error covariance (including the additive covari-










Wi(Y i,k − ŷk)(Y i,k − ŷk)T .





Wi(Y i,k − x̂−k )(χi,k − ŷ−k )T .
7. Plug x̂−k , P
−
k , ŷk into the Kalman filter equations of (2.17) and (2.18), where Kk = Pxy,kP
−1
y,k .
Note that the equation of Kk in step 7 is comparable to that of equation (2.16), where the cross-correlation




k + Rk. The UKF algorithm exercises the idea that it is easier to ap-
proximate a Gaussian distribution rather than a nonlinear function. Implementation of the approach is fairly
straightforward, attributing to its popularity in many applications.
2.3 Aerodynamics
We rely on aerodynamics to describe the flow of air around the free-flying object. While for some heavy
objects, the effects of aerodynamics may be negligible, often times they are not. Modeling of aerodynamics
can become increasingly complex, branching deep into the theories of fluid dynamics. Here we discuss the
relatively simple models that were found necessary to achieve robotic batting and motion estimation. In
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particular, we focus on the effects of drag and lift, where the later includes lift from rotation, known as the
Magnus effect. Section 2.3.1 introduces closed-form equations for approximating drag and Magnus in 2D
for the batting work, and Section 2.3.2 explores further into fluid dynamics to describe the effects of air flow
around a 3D object for use in motion estimation.
2.3.1 Drag and Magnus Effects in 2D
The object flying through air is considered as fixed at a moment of time. In this instant, the object
experiences a flow of air opposite to its velocity. That is, if the object’s velocity is vo = (vox, voy)
T , the
direction of air flow is −vo. As this air travels over the object’s surface, it separates from the body at some
point on its backside. Consequently, air on the backside becomes turbulent and fast moving, forming whats
known as the wake, while air on the object’s frontside compresses and slows down due to the flow being
redirected around the surface. By Bernoulli’s principle (Clancy, 1975, pp. 16–33) relating air velocity to
pressure, this results in high air pressure on the frontside and low pressure on the backside. This effect is





where ρ is the air density,A the area of the object’s cross section, andCd a non-dimensional drag coefficient.
The coefficientCd remains constant as long as the Reynolds number 2ρR‖vo‖/ν, whereR is the ball’s radius
and ν the air viscosity, stays within a large range for normal situations in air.
When the ball is rotating in the air, friction between the object’s surface and air causes air particles to be
carried along with the moving surface. This results in asymmetric patterns of air flow on its top and bottom
parts, leading to a pressure difference across the object. The side where the spin acts opposite to the air flow
yields a lower air speed than its opposite part, and therefore a high air pressure. Such pressure difference
results in a force transverse to the flow direction, called the Magnus force, which causes the ball to rise or













where vo⊥ = (−voy, vox)T , and Cm is called the lift coefficient. The coefficient Cm is mainly a function
of the spin factor χ = R|ωo|/‖vo‖, but may also be a function of the Reynolds number. Historically,
the relationship between the Magnus force and velocities has been debated. The experiment conducted
by watt (1959) found fm to be proportional to ωo‖vo‖2 (i.e., fm ∼ ωo‖vo‖2), which would imply that
Cm ∼ χ‖vo‖. It was later found (Watts and Moore, 2003; Sawicki et al., 2005) that Brigg’s data needed an
important correction, and afterwards, the relation Cm ∼ χ is expected (Nathan, 2008). Here, we will use
the formulation in (2.20) and assume Cm ∼ R|ωo|/‖vo‖.
The flying object to be batted may not be circular or spherical. In such a situation, we still use (2.20) as
an approximation to the Magnus force alongside the drag force (2.19). In both cases, A is set to the average
cross sectional area of the object in various poses during its flight. The velocity of the flying object now











− ed‖vo‖vo + emωovo⊥. (2.21)








The coefficients ed and em approximate physical properties of the object and air, and are assumed to stay
constant during a flight.
2.3.2 Fluid Dynamics of the Object in 3D
To analyze the aerodynamic forces acting on the object, a snapshot of the object is considered at a
moment of its flight. At this instant, a stationary frame, denoted Fs, instantaneously coincides with the
rotating body frame Fb inside of the object. This is shown in Figure 2.3 for an ellipsoidal object. The object
is translating with velocity v in a domain of stationary fluid, which is air, relative to the stationary frame
Fw. Equivalently, the object experiences a flow of air with velocity w = −v. The object is rotating with
angular velocity ω in Fs. Hence, Fw observes the velocity of a fluid particle as
u = w + (Rω)× r, (2.23)
where r is position of a fluid particle, and R is the rotation of Fb from Fw.
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Figure 2.3 Air flow around an ellipsoid.
In fluid dynamics, the flow of fluid is governed by Navier-Stoke’s equation of motion, and the mass–
conservation equation, referred to as the continuity equation. In the case of air with constant density ρ and







= ρg −∇pT + ν∇2u, (2.24)
∇ · u = 0, (2.25)











is the del operator. The terms ∇u and ∇2u are

















 , i = 1 . . . 3.
In general, the flow of air around the object is laminar and smooth, producing streamlines along the
surface. In this case, we make the following assumptions on the flow:
1) Steady — Particles of air follow along streamlines that are invariant of time with respect to the instanta-
neous state of the object in Fs. (∂u/∂t = 0)
2) Incompressible — Air density is constant throughout the domain. (∇ρ = 0 and ∂ρ/∂t = 0)
3) Inviscid — Viscosity of the air is negligible. (ν = 0)
4) Irrotational — The flow of air has zero vorticity. (∇× u = 0)
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Under these assumptions, equation (2.24), which already assumes incompressible flow, is reduced to
ρu · ∇u = ρg −∇p
Making use of the identity u× (∇×u) = 12∇(u ·u)−u · ∇u and the assumption of irrotational flow, the
above equation becomes
(∇× u)× u = ρg − 1
2
ρ∇(u · u)−∇p
⇒∇p− ρg + 1
2
ρ∇(u · u) = 0.
Finally, integration with respect to position x yields the equation
p− ρg · x+ 1
2
ρ(u · u) = constant ≡ pt, (2.26)
where pt is the total pressure. The resulting equation (2.26) is known as Bernoulli’s equation relating
pressure with fluid velocity for a point along a streamline. Under the assumption of irrotational flow, the
total pressure pt stays constant throughout the fluid (Batchelor, 1967, p. 383). The remaining terms on the
left hand side are respectively the static pressure, pressure from potential energy, and dynamic pressure from
kinetic energy.
In reality, viscosity of the air, as small as it may be, produces friction with the object’s surface. Con-
sequently, the velocity of air particles at the surface is zero relative to the rigid body, known as the no-slip
condition (Clancy, 1975, p. 42). Hence, we define a boundary close to the surface that separates the flow
and the forces that it contributes. Outside of this boundary, air flows smoothly over the object’s surface,
satisfying assumptions 1–4 and producing lift force from pressure acting on the rigid body. Within the
boundary, referred to as the boundary layer, viscosity of air is non-negligible and turbulent air forms from
the no-slip condition. This produces the effects of Magnus and air drag on the rigid body. In other words,
the boundary layer is a thin region of turbulent air as the flow transitions from zero velocity at the surface,
to a finite velocity under the aforementioned assumptions. This notion of a thin boundary layer separating
laminar from turbulent flow is common in aerodynamics to simplify the equation of motion, and was first
introduced by Prandtl (1904).
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2.3.3 Lift Force from Surface Pressure
The lift force acting on the object’s center of mass arises from pressure forces acting perpendicular to its
surface. Denoted f l, the force is measured by accumulating these forces about the surface S by the integral




where n̂ is the outward normal of a point on S, and p is the pressure determined from equation (2.26).
When using Bernoulli’s equation to measure pressure at points all along a surface, the net contribution from
potential energy, ρg · x, is approximately zero. Hence this term is typically ignored along with the total
pressure pt which remains constant. Consequently, the pressure acting on the rigid body can be measured
solely by dynamic pressure via the relationship
p = −1
2
ρ(u · u). (2.28)







(u(s) · u(s))n̂ dS, (2.29)
where u(s) is the air velocity at a point on the surface located by the vector s, and with its exact form yet to







(u(s) · u(s)) s× n̂ dS. (2.30)
We now determine the velocity of air as it flows around the object. Substituting equation (2.23) into the
continuity equation (2.25) yields
∇ · u = ∇ ·w +∇ · ((Rω)× b) = ∇ ·w = 0,
where the last equation follows since angular velocity has zero divergence (i.e. ∇·ω = 0). Similarly, under
the assumption of irrotational flow we have∇×u = 0, and hence∇×w = 0 from equation (2.23). Under
these two conditions on w, the velocity field w can be described by a scalar φ(x) at position x in the fluid,
known as velocity potential where w(x) = ∇φ(x). The two conditions form the Laplace equation,
∇2φ = 0. (2.31)
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The velocity potential φ(x) measures the potential flow in the inertial frame Fw, that is, a flow that
is incompressible and irrotational. We know that the flow around a rigid body is uniquely determined by
the instantaneous velocity and surface geometry, and neither acceleration nor the history of motion are
relevant. This is due to the dependence of the Laplace equation solely on x, and not time (Batchelor, 1967,
p. 104). Hence, the field u can be geometrically transformed between the two stationary frames of reference.
Suppose φ(x) is now represented in the stationary frame Fs, and let vs = RTv be the object’s velocity in
Fs. The boundary conditions of the differential equation 2.31 are
∇φext = −vs,
∇φint · n̂ = 0,
where the velocity potential is φext at the exterior boundary of the domain, and φint at the interior boundary
(surface of the rigid body). Under these boundary conditions, equation (2.31) can be approximated using
finite differences, among other methods, and is discussed in Appendix E. Then, the air velocity at a point on
the surface, i.e. x = s, is written as
w(s) = ∇φ(s). (2.32)
2.3.4 Drag and Magnus Effects from Friction in 3D
Within the boundary layer, viscosity of air is considered, producing friction with the body’s surface.
This leads to two effects within the thin region: 1) air rotating with the surface, and 2) drag force. In the
former, air molecules on the surface have zero velocity relative to the body, and thus contribute a component
of air velocity from rotation. Under the boundary layer condition, this velocity is combined with that of
equation (2.32) to approximate the air velocity as
u(s) ≈ w(s) + ω × s. (2.33)
The above equation can then be used to measure pressure in equation (2.29) for calculating lift (hence, the
Magnus effect is sometimes referred to as lift from rotation).
For the drag force acting on the object, there are two main sources:
1) Pressure drag from the difference in pressure between the front and back side of the object. Air flow
on the front side is compressed, producing high pressure and low velocity. On the backside, air flow
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separates to form a wake of turbulent air with low pressure and high velocity. As a result, a force
vector forms in the direction of air flow.
2) Skin friction from tangential stress on the surface due to friction with the air flow. Integration over the
surface produces an net force (approximately) in the direction of air flow.
When flow at the boundary layer is more turbulent, skin friction tends to increase and pressure drag decrease,
and when more laminar, the inverse occurs (Anderson Jr, 2000, pp. 201–202). Due to the mathematical diffi-
culty of the complete equation of motion, the effects of turbulent air and flow separation lacks investigation
for bodies of general shape moving through a fluid. This complexity has lead to a general form of drag
force derived from the dimensional analysis of equations (2.24) and (2.25) (Batchelor, 1967; Clancy, 1975;
Højgaard Jensen, 2013). A single quantity Re, referred to as Reynolds number, is introduced from the





for some length L and velocity U determined by the geometric boundary conditions of the fluid. In the case
of flow around a rigid body, L represents the diameter of the body as it displaces air, and U the body’s speed.
The dimensionless parameter Re uniquely describes the behavior of a fluid across changes in ρ, L, U , and





where fd is an unknown function of Re. It is common practice to write the equation for drag force with an
added term 1/2 based on the intuition that pressure drag is the same order of magnitude as dynamic pressure
from Bernoulli’s equation, that is, 1/2ρU2 (Batchelor, 1967, p. 339). Then, the vector form for drag force




ρCdA(v · v)v̂. (2.35)
The drag coefficient, Cd ≈ fd(Re), depends on the shape of the surface and the fluid it is immersed in.
Hence, further investigation is necessary to estimate the drag coefficient Cd for different shapes. Several
works have presented estimates of the coefficient from experiments, in particular for balls in sports. For
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objects flying through air, drag force has been observed to vary quadratically in the velocity, including that
of a ball (Erlichson, 1983; Goff and Carré, 2009), football (Brancazio, 1985; Watts and Moore, 2003), rugby
ball (Vance et al., 2012), boomerang (Azuma et al., 2004), and various other non-spherical shapes (Parker,
1977; Brueningsen et al., 1994; Mandø and Rosendahl, 2010).
2.4 Quaternions
The quaternion was discovered by Hamilton (1843) from the basic idea of adding a fourth dimension to







= îĵk̂ = −1, (2.36)
where î = (1, 0, 0)T , ĵ = (0, 1, 0)T , and k̂ = (0, 0, 1)T are unit vectors forming the standard orthonormal
basis of R3. The quaternion is analogous to complex numbers in which a quaternion q = (q0, q1, q2, q3) is
composed of a scalar part q0 and vector (or “imaginary”) part q. This is written as
q = q0 + q = q0 + q1î+ q2ĵ + q3k̂. (2.37)
From the above equations, quaternion algebra can be described. The addition of two quaternions p and
q is performed element-wise. That is,
p+ q = (p0 + q0) + (p1 + q1)î+ (p2 + q2)ĵ + (p3 + q3)k̂.
Furthermore, the negative of a quaternion is −q = −q0 − q. For the multiplication of quaternions, the
following rules are derived from equation (2.36):
îĵ = −ĵî = k̂,
ĵk̂ = −k̂ĵ = î,
k̂î = −îk̂ = ĵ.
Then, expanding the product of p and q from their forms in equation (2.37), the resulting equation is simpli-
fied via these rules to the following formula:
pq = p0q0 − p · q + p0q + q0p+ p× q. (2.38)
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In the above equation, we see that p0q0 − p · q forms the scalar part, and p0q + q0p+ p× q the vector part
of the resulting quaternion.
Let q∗ denote the conjugate of the quaternion q such that
q∗ = q0 − q = q0 − qxî− qy ĵ − qzk̂.





q20 + q · q,
since from equation (2.38), the terms for the vector component in qq∗ become zero. A quaternion is then
considered unit length if |q| = 1, called a unit quaternion.
2.4.1 Representation of Rotations
The unit quaternion has proven effective in many areas of engineering including robotics due to its
ability to represent three dimensional rotation. In particular, a unit quaternion r conveniently represents a








To apply the rotation to a three-dimensional point p, we first note that the vector is equivalent to the quater-
nion 0 + p with a zero scalar component, referred to as a pure quaternion. In a slight abuse of notation,
the pure quaternion form of a vector is implicitly used in the following equations involving quaternion
multiplication. The rotation of p is given by
p′ = rpr∗ = (r20 − ‖r‖2)p+ 2(r · p)r + 2r0(r × p). (2.40)
Moreover, a rotation by an angle−θ yields r = cos θ/2− û sin θ/2 = r∗, which is equivalent to the rotation
via the product r∗pr. Let R be a rotation matrix where R−1 = RT . The former rotation by the quaternion r
is analogous to left multiplication of p by R, and the later by its transpose RT . The exact form of the matrix
R for a rotation quaternion r can be extracted from equation (2.40).
Consider a point p1 relative to a frame F1 and represented as a pure quaternion. Denote by p2 the same
point relative to a second frame F2. Let the unit quaternion r describe the rotation from F1 to F2 through
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an angle θ and axis û (in F1). The relationship between p1 and p2 is then p2 = r∗p1r which is equivalent
to a rotation of p1 by −θ to the new coordinate system F2. Consequently, the rotation of a point from F2 to
F1 is p1 = rp2r∗.
There are several benefits to the use of unit quaternions for rotation. First, quaternions avoid the prob-
lems of gimbal lock and numerical drift that more minimal representations of rotation such as Euler angles
suffer from. Representing a unit quaternion as a 4-vector, the vectors form a 3-sphere in 4-dimensional space
that contains no singularities. The additional degree of freedom in comparison to Euler angles is a worth-
while trade-off. Meanwhile, quaternions remain far more compact than rotation matrices while requiring
fewer multiplications and additions to apply the rotation.
2.4.2 Quaternion Calculus
We first describe the dynamics of quaternion rotation through its differentiation. Suppose a unit quater-
nion r is a function of time t and has a rate of rotation ω. In this thesis, r represents the rotation of a
rotating body frame located inside the flying object from a fixed inertial frame in the world. The quantity
ω is the angular velocity with respect to the inertial frame and can be determined by Newton’s equations of
rotational motion. Chou (1992) gives the relationship between the spatial angular velocity and quaternion





where the 3-vector ω is implicitly treated as a pure quaternion during quaternion multiplication with r.





Differentiation of the quaternion dynamics and rotation equations are later used by the EKF during
linearization. Let p = p0 + p and q = q0 + q be two quaternions treated as the 4-vectors (p0, p1, p2, p3)
T
and (q0, q1, q2, q3)
T respectively. Using equation (2.38) in vector form (i.e. with scalar and vector parts
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where the second equation becomes a 4× 3 matrix since ω is a pure quaternion. Next, the derivatives of the
















= (r20 − ‖r‖2)I3 + 2rrT + 2r0 [r]× . (2.44)





















T − 2r0 [r]× . (2.46)
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CHAPTER 3. 2D BATTING
In this chapter we solve the robot batting problem in two-dimensions. That is, a robot manipulator
is used to bat a flying object such that it follows along a trajectory through a target. The batting task is
solved using the impact model discussed in Section 2.1. Given the object’s pre-impact velocities, the model
produces post-impact velocities of the object and bat, which are clearly used to determine a trajectory of the
object that contains the target. The work of this chapter along with the results presented in the following
Chapter 4 were published in Jia et al. (2019). Earlier work on the batting problem was presented in Gardner
et al. (2016).
Figure 3.1 displays the architecture of our batting system which employs a 2-DOF robotic arm (with a
bat attached) and a high speed camera. The arm is a 4-DOF Whole Arm Manipulator (WAM) from Barrett
Technology, LLC. Its joints 1 and 3 are fixed for the task, while its remaining joints 2 and 4 rotate within
a plane. The goal is to hit a thrown object in order to alter its trajectory to reach some destination point d
(where, say, a target or container is placed). The high speed camera takes images which are immediately
processed to extract features for a state estimator to continually estimate the object’s state during its flight.
This is done for two purposes. The first is to use a subsequence of state estimates for measuring some
physical coefficients describing drag and Magnus effects, which in turn can improve the accuracy of the
dynamic model for state estimation. The second purpose is to predict the object’s pre-impact pose, velocity
v−o , and angular velocity ω
−
o , which are then combined with the bat’s pre-impact velocity v
−
b and angular
velocity ω−b to go through contact kinematics and impact dynamics to produce the object’s post-impact
velocity v+o and angular velocity ω
+
o . The post-impact trajectory T (v+o , ω+o ) needs to pass through the
target point d. This task constraint, described by an equation in the form of f(v+o , ω
+
o ) = 0, along with the
arm’s joint motion constraints, is then used by the trajectory planner to update the arm’s pre-impact joint
angles φ− and velocities φ̇
−
, and adjust its current joint trajectories θ(t) and θ̇(t) to reach them. As shown
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Figure 3.1 System architecture for batting an in-flight object to a target at d. Each block of the
diagram represents a component of the system with inputs and outputs drawn by ar-
rows. The blocks highlighted green and red indicate the main contributions of this
work, where in particular the motion planning algorithm is the key component of the
system.
Figure 3.2 Moment of the object’s flight with velocity vo and angular velocities ωo. The cross–
sectional area A used in aerodynamics is drawn as the intersection of the object at its
origin by a plane perpendicular to vo.
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Figure 3.3 Three objects used for batting (from left to right): a ping pong ball (diameter 0.04 and
mass 0.0027), a “dumbbell” (mass 0.0188) joining two ping pong balls with a plastic
cylinder (length 0.106 and diameter 0.030716), and a cork square (edge length 0.07,
thickness 0.018, and mass 0.0282).
3.1 Projectile Flight Mechanics












oy )T , and angular velocity ω
(0)
o . For the post-impact trajectory generated by batting,
let t0 = t
∗, where t∗ is the time of batting, v(0) = v+o , ω
(0) = ω+o , and p
(0) = c − ro (see Figure 2.1).
Figure 3.2 illustrates the flying object at a moment of time with velocity vo, angular velocity ωo, and cross-
sectional area A.
3.1.1 Influence of Gravity Only
We first consider the flight of the object under the influence of gravity only. In this case, the object’s


















oy − g(t− t0)
)
, (3.1)
where g is the gravitational acceleration. One round of integration yields the position trajectory




















Figure 3.4 (a) The ping pong ball’s real flight trajectory (dotted) compared with its two approx-
imations, respectively plotted in red and green, by (3.2) under the influence of gravity
only, and by (3.4) under the influence of gravity and subject to drag and Magnus effects
(to be introduced in Section 3.1.2). Same comparisons are shown in (b) for the dumb-
bell and in (c) for the square. The starting points and velocities and ending location for
the every flight are given in Table 3.1
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Table 3.1 Starting point p̄(0), velocity v̄(0), angular velocity ω̄(0), the ending location p̄f for every
flight in Figure 3.4. All starting values are estimated reliably by an EKF and least-squares
fitting, and the ending locations predicted by (3.2) and (3.4) based on the initial location
and orientation estimates.
p̄f


























































In practice, due to the aerodynamic forces acting on the object, equation (3.2) generates non-negligible
errors when used to approximate free flight trajectories. This is demonstrated in an experiment with three
objects shown in Figure 3.3: a ping pong ball, a dumbbell composed of two identical ping pong balls and
a plastic cylinder, and a cork square. Three segments of free flight, one of each object, were taken by
a high-speed camera at 150 frames per second (fps). They are shown as the dotted curves in Figure 3.4
(a), (b), (c), where every dot represents the position extracted from one intermediate frame through image
processing. For a meaningful comparison between flight models, accurate enough estimates of p(0), v(0),
and ω(0) are chosen when applying (3.2). This was done using the EKF described in Section 3.2.1. As soon
as a thrown object appears in images being captured, the EKF started estimating its position and velocity.
The starting time t0 of each recorded flight segment was chosen to be 0.14–0.17 s later, when the estimates
had converged well enough to yield an accurate estimate. Then, the estimates p(0) and v
(0)
o at t0 were used
to generate a predicted trajectory (colored red) under the influence of gravity only. The trajectory colored
green is produced by the model introduced in sections that follow. In each of (b), (c), (d), the predicted
trajectory deviates substantially from the real trajectory. The discrepancy is at its maximum between their
ending points.
3.1.2 Closed-Form Approximation of the Flight Trajectory
We now present an approximation of 2D aerodynamics discussed in Section 2.3.1. In general, the
differential equation (2.21) does not have a closed-form solution. Consequently, neither does the trajectory
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p(t) from integration of vo. During planning of the batting action, the arm motion will be continually
updated in response to the latest estimate of the object’s state. Each update requires replanning of joint
angles and velocities at the time of impact, yielding a new post-impact trajectory in the direction of the
destination point d. A trajectory test is used to determine whether the object will pass through d. This
test would calculate the trajectory from p(t) by twice numerical integration of equation (2.21). However,
replanning of arm motion will require searching a range of valid joint angles and velocities via discretization
and bisection, yielding many different post-impact trajectories of the object. Thus, a large number of such
tests over different trajectories would be necessary, leading to high computational cost when using numerical
integration that would make real-time planning and execution infeasible. Details of this trajectory test are
described in Section 3.4.4.
Instead, we use a closed-form approximation of vo. On the right hand side of (2.21), replace every
occurrence of vo with ṽo from (3.1) under the influence of gravity only. The resulting differential equation
becomes integrable, leading to closed forms for vo(t) and po(t) that are derived as (A.5) and (A.10) in
Appendix A. Where the occurrences of vo are in the terms contributed by drag and Magnus forces, we are
effectively approximating aerodynamics of the object by its velocities without aerodynamics. The intuition
here is that the velocity under gravity only will be sufficiently close to that of the full dynamics in equation
(A.2), such that it can approximate drag and Magnus effects. We will see that in practice, this approximation
works well when compared to the alternative of ignoring aerodynamics altogether.
We have checked how good the derived closed forms approximate a real flight using the same three real
flight segments of the ball, dumbbell, and square captured by a camera in Figure 3.4(b)–(d). The coefficients
ed and em were measured for each object in a least-square manner as described in Section 3.1.3, over the
data from the same flight segment only. The trajectory approximations by (A.10), shown as the solid curves
(colored green) in Figure 3.4(b)–(d), are very closely aligned with the respectively real trajectories. This is
despite that the dynamic equation (2.21) is for circular objects, which the dumbbell and the square are not.
By substituting the batting time t − t∗ for t, the post-impact velocity v+0 for v
(0)
o , and angular velocity
ω+o for ω
(0)
o into (A.5) and (A.10) in Appendix A, we obtain the following approximations of the object’s

































































where the constants C1, C2, D1, D2 are evaluated according to (A.6), (A.7), (A.11), (A.12), respectively,
and the functions αi(t), 1 ≤ i ≤ 4, are given in (A.3), (A.4), (A.8), and (A.9) in Appendix A, respectively,
all under the same substitutions of t∗, v+o , ω
+





3.1.3 Estimation of Drag and Magnus Coefficients
The drag and Magnus coefficients ed and em, respectively, used in equations (2.21), (3.3) and (3.4) are
estimated via least-squares fitting of trajectories of the different objects. An object is thrown multiple times,
and its trajectory after each throw is captured by the vision system as an image sequence. From the image
starting at, say, t0, we measure the positions of the object’s center of mass: p̄0, . . . , p̄n−1, at the time instants
ti = t0 + ih, i = 0, . . . , n− 1, for some h. For convenience, we will reset ti to ti − t0, for 0 ≤ i ≤ n− 1











oy )T and ω
(0)
o be the
position, velocity, and angular velocity at t0. Clearly, p
(0) = p̄0.





α5(t)ed + α6(t)em + C1t+D1









































From (A.1), we have ṽo(0) = v
(0)
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α′4(0) = ‖v(0)o ‖3,



































and from (3.7) and (3.9) that
α6(0) = α
′
6(0) = α8(0) = α
′
8(0) = 0. (3.10)
We differentiate (3.5) to set up four equations at t = 0, after plugging in (3.10):
p
(0)
x = α5(0)ed +D1,
p
(0)
y = α7(0)ed +D2,
v
(0)
ox = α′5(0)ed + C1,
v
(0)
oy = α′7(0)ed + C2.
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α5(t)− α′5(0)t− α5(0) α6(t)





The coefficients ed and em are determined via least squares over the difference between the expected


























































In the experiments, data from many throws of each of the three objects from Figure 3.4(a) was first
collected, and the least squares method described above was then applied.
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3.2 2D Motion Estimation
Accurate tracking of the object’s state during its incoming flight is essential for planning the arm’s
motion to bat the object onto a trajectory that will pass through the target point d. For this purpose, we use
the same high speed camera from the experiment in Section 3.1.1 to take images of the object as it is flying.
In this section a hybrid estimator is presented, composed of an extended Kalman filter to estimate position
and velocity, and a least-squares estimator to estimate rotation and angular velocity. Both produce smoothed
estimates from noisy measurements of position and rotation extracted from the images.
3.2.1 Formulation of the Extended Kalman Filter










The continuous-time state dynamics are







































via a substitution of the acceleration equation (2.21). As we will see in the next section, angular velocity
ωo is estimated independently and provided as input to a. The object’s position p extracted from one image
frame serves as the input to the EKF to correct the state estimate. The measurement model is “linearized”:
y = p = Hx+ ǫ, (3.15)
where H = (I2, 0) with I2 being the 2× 2 identity matrix, and ǫ is the measurement noise.
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The extended Kalman filter (EKF) described in Section 2.2.1 is used to estimate the object’s position
p and velocity v during its flight before the batting. To update the state estimate, the EKF linearizes the



































































The linear models in matrices A and H are used in the Kalman equations (2.14)–(2.18). Since here the
measurement model is already linear, in equation (2.15) we let h(x) = Hx. To initialize the filter, the state
x0 at t0 is determined by taking an average of noisy measurements from the first five frames of the object.
The four state variables px, py, vox, and voy are assumed to be initially independent of each other. The 4× 4
matrix P is the error covariance of the state estimate x̂ and is initialized as P+0 = diag(100, 100, 100, 100).
These values reflect very low confidence in the estimates at the beginning. Last, the diagonal 2 × 2 matrix
R stores the measurement noise covariances 1.11× 10−5 for both position coordinates px and py.
3.2.2 Hybrid Motion Estimator
In addition to estimation of position and velocity, we must estimate the object’s rotation and angular
velocity. The effects of drag and Magnus forces on the angular velocity of a projectile are not as well
understood as on its velocity to be formulated in a clean form as in equation (2.21). For this reason, estimates
of the object’s rotation angle θo are produced via least-squares fitting of the rotation angle observed in the
sequence of images obtained by the camera. For every image acquired, the angle θo is calculated based on
features of the object processed from the image. A quadratic curve is then fit over the obtained sequence of
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constant estimate by EKF
derivative of a quadratic fit













Figure 3.5 (a) Straight line approximations to the angular velocity function ωo(t) during the dumb-
bell flight in Figure 3.4(c). They are constructed from differentiating least-squares
quadratic fits over the rotation data extracted from the first 45 and 86 frames, respec-
tively. Also shown are a zigzagging polyline approximation, based on difference quo-
tients calculated from the rotation data up to the 99th frame, and an EKF approximation.
(b) Three orientations at the 86th frame: estimated by the fit over the first 86 frames (A),
predicted by the fit over the first 45 frames (B), and estimated by the EKF (C); and to
their right, an image of the dumbbell at 0.62 s after correcting distortions on its image
in Figure 3.4(c).
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rotation angles in a least-squares fashion. The derivative of this quadratic function of time approximates the
trajectory of the angular velocity ωo over the same time interval.
Using the profile data of θo during the same dumbbell flight (99 frames) of which a portion is displayed
in Figure 3.4(c), we obtain two quadratic least-squares fits over the data up to the 45 and 86 frames (at 0.33
s and 0.62 s), respectively. Figure 3.5(a) shows two straight lines generated from differentiating these fits.
They approximate the time trajectory of ωo. For comparison, the zigzagging polyline in the figure plots the
ωo estimates as difference quotients calculated over the same θo data.
The dashed portion on each of the two straight lines generated by differentiation can be viewed as a
prediction about the evolution of ωo beyond the last frame used in the corresponding fitting. The small
differences between these two lines and between them and the zigzagging polyline in higher numbered
frames suggests their approaching the actual trajectory quickly. The line over the first 45 frames would
predict the angular velocity at the 86th frame with a small error. The finding shows that curve fitting (and
the following differentiation) can be used to predict the rotation and angular velocity of the flying object at
a time in the near future. This is important for the batting task where only a small time gap exists between
the last state estimate and the strike.
The object’s position p and velocity vo, meanwhile, are most effectively estimated using the EKF pre-
sented in Section 3.2.1. Can we use a single EKF to estimate the orientation θo and angular velocity ωo as
well? Suppose we include them in the state x to construct a second EKF. Missing an expression for the
angular acceleration, we would assume ωo to be constant by adding dθo/dt = ωo and dωo/dt = 0 to the
system dynamics in (3.13). The estimated trajectory of ωo(t) by the newly constructed EKF is also plotted
in Figure 3.5(a). This EKF barely updates its estimate after the first few frames.
Figure 3.5(b) compares three estimated/predicted orientations A, B, C of the dumbbell at the 86th frame,
where A and B are obtained from the earlier quadratic fits for θo over the first 45 and 86 frames, respectively,
and C is obtained by the second EKF above. Also shown is an image of the dumbbell after correcting
distortions in the frame at 0.62 s from Figure 3.4(c). A is the closest to the orientation in the undistorted
image; B, though generated via extrapolation, is close to A; and C has a large error, which would increase


























Figure 3.6 Two arm poses in which the bat makes contact with the object with its (a) front side and
(b) back side.
In summary, the hybrid estimator is composed of the EKF for position and velocity estimation, and
least-squares fitting for rotation and angular velocity estimation.
3.3 Arm Pose for Batting
With the object’s trajectory now accurately modeled for both pre- and post-impact, and state estimates
of the object’s pre-impact state available, we have all information needed to start planning. We begin by
determining the point of contact between the bat and object at which impact will happen.







o ). We ap-
ply (3.3) and (3.4) to predict its velocity and position at some batting time t∗ > t0, and extrapolate from the
least-squares fits for the trajectories of its angular velocity and rotation to predict their values at t∗. In this
section, we will focus on the time instant t∗ and determine the set of poses at which batting can be carried
out.
3.3.1 Geometry of Contact
Without loss of generality, we consider the target d lying to the right of the point c of impact. Figure 3.6
shows batting by a two-link robotic arm with joints J1 and J2. The bat is slim and rectangular. It is rigidly
attached to the end of link 2 with a rotation of φb.
1 Starting at this end, a counterclockwise traversal of the
1This angle, depending on the actual robotic arm, is not always zero.
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bat (viewed as a rectangle) will visit its front side before its back side. In (a) and (b) of Figure 3.6, an object
makes contact with the front and back sides, respectively.
The origin of the world frame is located at J1. The two joints attain the angles φ1 and φ2, respectively.












Thus, J2 is at the location l1l̂1. The contact normal n̂ at c points into the object with the polar angle:




Throughout Sections 3.3.2 and 3.4, a symbol ‘∓’ or ‘± has the upper operator chosen if c is on the bat’s








cos(φ1 + φ2 + φb ∓ π2 )




sin(φ1 + φ2 + φb)
− cos(φ1 + φ2 + φb)
)
. (3.19)
The contact point on the bat is









cos(φ1 + φ2 + φb)
sin(φ1 + φ2 + φb)
)
is the tangent at c, and a is the signed distance between c and the endpoint of link 2 as measured in the
direction of t̂.
3.3.2 Inverse Kinematics
The contact point c lies on the bat, which is orthogonal to the normal n̂. Thus, the following two
conditions must be satisfied:
n̂T (c− l1l̂1 − l2l̂2) = 0, (3.21)
∓t̂T (c− l1l̂1 − l2l̂2) ∈ (0, lb], (3.22)
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which, after plugging (cosφ, sinφ)T for n̂ and (3.17) for l̂1 into its left hand side, becomes
cos(φ1 − φ) =
1
l1
n̂T (c− l2l̂2). (3.23)
Rewrite l̂2 by substituting (3.18) into (3.17):
l̂2 =
(
cos(φ± π2 − φb)







Now, from (3.23) we obtain





















− φ1 − φb, (3.26)
There are up to four values of (φ1, φ2). Every obtained pair (φ1, φ2) is called a feasible pose if it also
satisfies (3.22), and the following range constraints for the arm:
φk ∈ Φk, k = 1, 2. (3.27)
The arm will be based on a 4-DOF WAM from Barrett Technology shown in Figure 3.7 with the physical
parameters given in Table 3.2. Its joints 1 and 3 are locked. Only joints 2 and 4 are used; they are referred
to as joints J1 and J2. The first link starting at J1 is angled near its end to house J2. The “link lengths” l1











Figure 3.7 WAM Arm used in the batting task. Only two of its four joints, renamed 1 and 2 and
labeled as J1 and J2, are used.
Table 3.2 Values of physical parameters for the WAM arm. The last six rows display the ranges
Φi, Ωi, and Ψi, i = 1, 2, of joint i’s angle, velocity, and acceleration. The joint angle
ranges are relative to the zero position with arms. The range Φ2 is either [−0.9, 3.1] or
[−3.1, 0.9] by changing the WAM’s starting configuration.
l1 = 0.5518 l2 = 0.4075
lb = 0.21 φb = 0.1107
Φ1 = [−0.429, 3.571] Φ2 = [∓0.9,±3.1]
Ω1 = [−1.6, 1.6] Ω2 = [−5, 5]
Ψ1 = [−8, 8] Ψ2 = [−60, 60]
3.3.3 Feasible Arm Poses for Batting
The contact point c for batting is also on the object’s boundary.2 At the batting time t∗, the object’s center
of mass oo is at c − ro (see Figure 2.1), while its body frame centered at oo has a rotation from the world
frame described by the matrix R. Let the curve γ(s) = (γx(s), γy(s))
T describe the object’s boundary in
its body frame such that the parameter s increases counterclockwise. By a slight abuse of notation, we let s
locate the contact point c on γ, i.e., Rγ(s) = ro. The contact normal is thus n̂(s) = R(−γ′y, γ′x)T /‖γ ′‖.










Figure 3.8 (a) Configuration of the WAM Arm batting the dumbbell from Figure 3.4(a). (b) Seg-
ment consisting of all feasible arm poses to bat the dumbbell at its pose shown in (a).
The cross marks the arm’s pose in (a).
As the contact point c varies along the object’s boundary,3 we obtain a set of feasible poses (φ1, φ2) of
the arm to bat at c. In the joint angle space, these feasible poses (φ1, φ2) form curve segments. On each
curve segment, given φ1, we can uniquely determine φ and φ2 from (3.25) and (3.26). Figure 3.8(a) shows
a feasible pose of the WAM Arm batting the dumbbell from Figure 3.4(a). The dumbbell’s pose is predicted
based on its motion estimate immediately after the 75th frame during its flight in an actual batting instance.
Part (b) plots the segment representing all feasible poses of the arm.
3.4 Trajectory and Impact Planning
We define the state of the arm, or simply, the arm state, at the time t∗ of batting to be
ξ = (φ1, φ2, ω1, ω2), (3.28)
where ω1 and ω2 are the joint velocities. Having obtained the set of feasible poses of the arm at t
∗, we move
on to plan an arm state ξ. This planning has two objectives. Firstly, such a state ξ should allow the bat to
strike the object to the target point d. Secondly, it should be achievable within the arm’s kinematic limits
from the current time instant t0 .
Planning will be presented in two sections. In this section, the goal of batting will be formed as a
constraint exerted on the state ξ via modeling of impact dynamics with the arm. The arm’s kinematic
3The condition cosφ > 0 has to be satisfied when the object is flying in from the right.
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constraints will also be exerted on ξ via trajectory interpolation from its state at t0. Section 3.4.4 will find
such a state within all the constraints to enable the batting outcome.
3.4.1 Task and Impact Feasibility Constraints
After the batting, the object will be flying along a trajectory p(t) approximated by q(t) = (qx, qy)
T
given in (3.4). To pass through the target d = (dx, dy)
T , q(t) = d needs to hold for some t. Elimination of
t from the two equations qx(t) = dx and qy(t) = dy will result in a task constraint:
f(v+o , ω
+
o ) = 0. (3.29)
The function f does not have a clean analytical form given the case-by-case analysis in the impact solution
and the complicated forms of αi, 1 ≤ i ≤ 4.
The pre-impact velocity of the contact point c (viewed as fixed on the bat) is obtained through differen-
tiating (3.20) while treating a as a constant:




(ω1 + ω2), (3.30)
where the subscript ‘⊥’, introduced in Section 1.5, rotates the original vector through π/2. Thus, u−b is a
function of the state ξ.
Meanwhile, the pre-impact velocity u−o of c (viewed as fixed on the object) is known. We then infer
that ξ determines the pre-impact contact velocity v− = u−o − u−b . Therefore, it determines the total
impulse Ir generated from the impact, and subsequently, the post-impact velocity v
+
o and angular velocity














The function f̃ does not have a clean closed form because neither does f have one in v+o and ω
+
o nor do v
+
o
or ω+o have in u
−
b from the impact solution procedure described in Section 2.1.3.
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The state ξ also needs to satisfy the impact condition (2.3) for batting to happen. We rewrite the batting







T l̂2⊥ + a
)
(ω1 + ω2) (by (3.30))
= l1(̂l1 × n̂)ω1 +
(
l2l̂2 × n̂+ a
)
(ω1 + ω2)
= ∓l1 cos(φ2 + φb)ω1 + (a∓ l2 cosφb) (ω1 + ω2), (3.32)
after substitutions of (3.17) and (3.19). We plug (3.32) into (2.3):
u−on(φ1, φ2)± l1 cos(φ2 + φb)ω1 + (±l2 cosφb − a) (ω1 + ω2) < 0, (3.33)
where u−on depends on n̂, which depends on the arm in the pose (φ1, φ2), and thus essentially on φ1 and φ2.
3.4.2 Impact Dynamics with the Arm
In practice, we set the mass and moment of inertia of the bat respectively as mb =∞ and σb =∞. The


















Reasoning for this modification was presented in Jia et al. (2019). In short, the rigid body engaged in impact
with the object is the WAM arm and the physical bat rigidly attached, which have a combined mass (> 25 kg)
significant larger than that of the object (< 0.1 kg). In addition, the WAM arm suffers virtually no dynamic
losses due to the use of near frictionless cable drives, allowing the above simplification of dynamics.
The analytical results from Section 2.1 still carry over, yielding the post-impact object velocity v+o and
angular velocity ω+o as a function of the pre-impact contact velocity v
−, and essentially, of the batting
velocity u−b .
3.4.3 Joint Trajectory Adjustment and Realizability
Following the discussion in Section 3.3.3, the feasible poses (φ1, φ2) of the arm form segments in the
φ1-φ2 plane. Let us focus on one such segment, so that φ2 and the bat’s orientation φ can be uniquely
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determined from φ1 using (3.25) and (3.26). Like the joint angles, the joint velocities must lie within some
ranges, namely, for k = 1, 2,
ωk ∈ Ωk. (3.35)
The arm’s state ξ = (φ1, φ2, ω1, ω2) at t
∗ must also be realizable. More specifically, we need to be able
to plan joint angle trajectories θ1(t) and θ2(t) from the present time t0 to reach the state ξ at t
∗. Everywhere
along the trajectory of a joint, its angle, velocity, and acceleration must be within their respective ranges.
This will in turn impose some constraints on the arm state ξ itself, depending on how these trajectories will
be constructed.
Errors in modeling of the object’s flight are unavoidable and need to be corrected constantly. The state
ξ needs to be replanned accordingly. For this reason, estimation of the object’s state (i.e., pose and motion)
as described in Section 3.2.1 will continue after the arm starts moving.
Planning and execution are carried out in multiple cycles with a uniform duration τc. Planning starts as
soon as the first reliable estimate of the flying object’s state is obtained. (Almost immediately, the arm starts
moving.) Every cycle begins with generating a new estimate of the object state. Based on the estimate, the
planner constructs new joint trajectories, which will be transmitted to the arm to alter its execution (and will
remain in effect early into the next cycle).
Figure 3.9 illustrates the trajectory adjustment in one cycle. A new image of the object is taken by the
camera at the current time t0, when the arm is already following some joint trajectories θ
−
k (t), k = 1, 2. The
image is processed to generate observable features, which are input to the hybrid state estimator presented in
Section 3.2.2 to produce a new estimate of the object’s state. Based on this estimate, the planner computes
the arm’s joint angles to be φk and velocities to be ωk at the time t
∗ of batting, and constructs new trajectories
θk(t), k = 1, 2, to reach them. Both joints of the arm will be continuing their current trajectories θ
−
k (t),
constructed in the previous cycle, until the time ta when they will switch to the new trajectories θk(t),
k = 1, 2, generated by the planner. The duration τp = ta − t0 covers the times spent sequentially on taking
the image, processing it, estimating the object state, planning the new joint trajectories, and transmitting
them to the arm over the network. It is set conservatively (3.2 ms in the experiment) to ensure the finishing
of all these processing steps. From ta is a time period of τ before batting takes place.
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Figure 3.9 Joint trajectories of the two-link arm are adjusted at t0 based on a new estimate of the
object state. The trajectories are planned over the duration τp, and executed by the robot
arm at ta until the next cycle at ta + τc, or when batting occurs at t
∗.
Interpolation (Craig, 2005, pp. 203–216) is used for trajectory construction. We represent the new
trajectory of joint k, k = 1, 2, as a quartic polynomial over [ta, t
∗],
θk(t) =ck,0 + ck,1(t− ta) + ck,2(t− ta)2 + ck,3(t− ta)3 + ck,4(t− ta)4. (3.36)
For smoothness, θk(t) must assume the joint angle φk,a = θ
−
k (ta), velocity ωk,a = θ̇
−
k (ta), and acceleration
ψk,a = θ̈
−
k (ta) of the current joint trajectory θ
−
k at time ta. Meanwhile, θk(t) must attain the pre-impact
joint angle φk and velocity ωk at t
∗. These five conditions uniquely determine the five coefficients in (3.36),
whose expressions are derived as (B.1)–(B.5) in Appendix B. Among them, ck,0, ck,1, ck,2 depend on the
joint motions at the time ta, while ck,3 and ck,4 are linear in the joint angle φk and ωk at the time of batting.
The new trajectory (3.36) of joint k, k = 1, 2, must not go outside the robotic arm’s ranges of angle,
velocity, and acceleration. In other words, for k = 1, 2,
θk(t) ∈ Φk, θ̇k(t) ∈ Ωk, θ̈k(t) ∈ Ψk, ta ≤ t ≤ t∗. (3.37)
The polynomials θk, θ̇k, and θ̈k are quartic, cubic, and quadratic, respectively. Each has its extreme values
over the remaining period [ta, t
∗] possibly achieved at ta, t
∗, or a stationary point where its first derivative
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vanishes. So we need only make sure that the values of θk, θ̇k, and θ̈k at ta, t
∗, and all the stationary points
between ta and t
∗ are within the interval Φk,Ωk, and Ψk, respectively.
Appendix B will establish that, for k = 1, 2, the conditions θk(t) ∈ Φk and θ̇k(t) ∈ Ωk over [ta, t∗] can























Truth checking comes down to first finding the real roots of the cubic polynomial θ̇k(t) and quadratic poly-
nomial θ̈k(t), and then evaluating the respective inner disjunctions in (3.38) and (3.39) at the found roots.
The appendix will also show that the condition θ̈k ∈ Ψk is equivalent to the conjunction of the following
two logic formulae:




































In (3.40), we abused the notation to mean that the interval Γk has its endpoints obtained from those of Ψk
after the given arithmetic operations. The constraints (3.38)–(3.41) are on the arm’s state ξ.
3.4.4 Planning Pre-Impact Joint Angles and Velocities
A state ξ = (φ1, φ2, ω1, ω2) of the arm at the batting time t
∗ is feasible if the following holds:
i) The pose (φ1, φ2) is feasible, i.e., if φ1 and φ2 satisfy the range constraints (3.27), k = 1, 2, the
dependency (3.26) of φ2 on φ1, and the condition (3.22) to ensure the point of impact on the bat.
ii) The state satisfies the task constraint (3.31), the impact condition (3.33), and for k = 1, 2, the angular
velocity range constraint (3.35), and the conditions (3.38)–(3.41) to ensure no violations of all the
range constraints everywhere along the interpolated trajectory.
In total there are sixteen constraints which form a set C. These constraints are each satisfied by some of




ω2(58) ω1 ∈ Ω1
(49) φ1 ∈ Φ1
(44) ∓t̂T (c− l1l̂1 − l2l̂2) ∈ (0, lb]



































(62) ∀t((θ̈2(t) = 0)→ ((t 6∈ (ta, t∗)) ∨ (θ̇2(t) ∈ Ω2)))
φ2 (49) φ2 ∈ Φ2
(58) ω2 ∈ Ω2
(62) ∀t((θ̈1(t) = 0)→ ((t 6∈ (ta, t∗)) ∨ (θ̇1(t) ∈ Ω1)))
(55) u−on(φ1, φ2)± l1 cos(φ2 + φb)ω1
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(61) ∀t((θ̇2(t) = 0)→ ((t 6∈ (ta, t∗)) ∨ (θ2(t) ∈ Φ2)))(61) ∀t((θ̇1(t) = 0)→ ((t 6∈ (ta, t∗)) ∨ (θ1(t) ∈ Φ1)))
Figure 3.10 Sixteen constraints (counting multiplicities) satisfied by a feasible state
ξ = (φ1, φ2, ω1, ω2). Every constraint is the destination of one or more arrows
whose origins are state variables that together satisfy the constraint. Among them,
(3.31) ensures the object to reach the target, (3.22), (3.26), and (3.33) ensure impact to
happen, and the remaining constraints ensure no exceeding of any of the joint angle,
velocity, and acceleration ranges.
The only two equality constraints (3.26) and (3.31), shown bold in Figure 3.10, make φ2 and ω1 redun-
dant.4 Here, we choose ω2 instead of ω1 as the second variable since the second joint will have a larger
range of velocities for batting. A feasible state is now simply denoted by ξ̆ = (φ1, ω2). In the φ1-ω2 plane,
the space Ξ of feasible arm states at t∗ is represented by one or more regions, which can be quite complex.
As discussed in Section 3.4.1, the task constraint (3.31) does not have a closed form as it combines the
mechanics of impact and projectile flight. We seek a way to sample the space Ξ and find an “innermost”
feasible state for robustness. Simulation shows that Ξ is often a connected region bounded from above and
below by curves that are monotone in φ1. Here, we track the middle axis of the region as φ1 varies from its
smallest value to its largest value of any point in Ξ.
The interval of φ1 over which Ξ is defined is found via discretizing the object’s boundary curve γ(s) (in
the estimated pose at the batting time t∗) to extract the segments consisting of all possible locations of the
contact point c. For every uniformly discretized value of s, we evaluate c, and obtain up to four pairs of joint
angle values (φ1, φ2) according to (3.25) and (3.26).
5 We check if each pair represents a feasible pose, and
if not, discard the pair. If neither pair satisfies the two conditions, we discard the s value. Let s1, s2, . . . , sn
4 In (3.26), φ is determined from φ1 using (3.25).
5At most two pairs and often one pair exists once the side of the bat is chosen for the strike.
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be the discretized values of s that locate a contact point which leads to a feasible arm pose.6 Start at j = 1
and let φ1 = φ1(sj) and φ2 = φ2(sj). Increment j after each iteration of the following three steps:
1) Reduce the range of ω2. With φ2 known, the four conditions (3.38)–(3.41) with k = 2 are on ω2 only.
Exert them over the range Ω2.
2) Extend (φ1, φ2, ω2) to a feasible state. Let ω2 take on every uniformly discretized value in its reduced
range.
(a) Reduce the range of ω1. With φ1, φ2, ω2 known, the five conditions (3.33) and (3.38)–(3.41),
k = 1, are all on ω1. Exert them over Ω1 to get a reduced range [ζa, ζb] of ω1.
(b) Divide [ζa, ζb] evenly at ζ0 = ζa, ζ1, . . ., ζl = ζb. For 0 ≤ i ≤ l − 1, do the following:
i. Solve the impact problem defined by the arm state ξ = (φ1, φ2, ζi, ω2) and the object’s
predicted state at t∗ to obtain its post-impact velocity v+o and angular velocity ω
+
o . This
was described in Section 2.1. Use W given in (3.34).
ii. Check the task constraint (3.31) over ξ. Here, we look at whether the destination point d
lies above or below the post-impact flight trajectory determined by v+o and ω
+
o . This makes
use of the approximate post-impact trajectory q(t) = (qx(t), qy(t))
T given in (3.4), we find
the root of qx(t) = dx and simply look at the sign of qy(t)− dy at the root.
iii. Find an ω1 value to make q(t) pass through d using bisection (Press et al., 2002, pp. 354–
358). If ζi−1 and ζi yield post-impact trajectories on different sides of d, perform bisection
over the subinterval [ζi−1, ζi] to find a value of ω1 that satisfies (3.31) with φ1, φ2, ω2. If
d lies to the same side of the above two post-impact trajectories, no feasible value of ω2 is
assumed to exist within the subinterval.
3) Exit the loop if at least one discretized value of ω2 admits a feasible state. Denote by ηj,a and ηj,b the
smallest and largest of such values.7
Iterations stop at the smallest j for which the interval [ηj,a, ηj,b] is found, or j = n + 1. In the latter
case, we regard Ξ = ∅. In the former case, we move on to get the interval [ηj+1,a, ηj+1,b] of ω2 values
6The values φ1(s1), φ1(s2), . . . , φ1(sn) are not necessarily uniformly spaced.
























Figure 3.11 Region of feasible states generated in the planning cycle starting at the 75th frame
(0.5861 s), with the object’s estimated configuration shown in Figure 3.8. Each seg-
ment between ξ̆1, . . . , ξ̆4 are produced by a constraint, while points ξ̆5, . . . , ξ̆8 bound
the discretized subregion discovered in real-time experiment. The solution is chosen
at the midpoint ξ̆9, or ξ̆10 in the case of the discretized subregion.
defining feasible states with φ1(sj+1). This can be done more efficiently than in the case of j. Since sj+1
varies slightly from sj , the interval [ηj+1,a, ηj+1,b] varies slightly from [ηj,a, ηj,b]. We set ω2 ← ηj,a. If the
state (φ1(sj+1), ω2) is feasible, then we repeatedly decrease ω2 by a fixed step size until the changed state
is no longer feasible. Carry out bisection over the interval between the last two ω2 values to determine the
new lower bound ηj+1,a. If (φ1(sj+1), ω2) is not feasible, we repeatedly increase ω2 until the changed state
becomes feasible. The new upper bound ηj+1,b is determined similarly.
From [ηj+1,a, ηj+1,b] we calculate [ηj+2,a, ηj+2,b], and so on, until the index reaches j + l such that
either j + l = n or φ1(sj+l) is not extendable to a feasible state. Let i = j + ⌊l/2⌋ be the median of j and








Let us go back to the same planning cycle of the batting instance illustrated in Figure 3.8. The cycle starts
with the 75th frame taken by a camera. Figure 3.11 plots the region of feasible states satisfying all sixteen
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Figure 3.12 Arm states (φ1, ω2) at the batting time as planned over frames 34 (0.2821 s; green dot)
to 91 (0.7064 s; red dot). The shown state at frame 75 (0.5861 s; pink dot) is the same
as ξ̆10 in Figure 3.11.
The region is bounded on the left by the line φ1 = −0.1978 at which the right endpoint of the interval in
the constraint (3.22) is reached8, that is, the contact point c is at the tip of the bat. The other three bounding
curve segments start counterclockwise at ξ̆2, ξ̆3, and ξ̆4. They are due to the constraints (3.40) and (3.41).
Both constraints are exerted directly on φ1 and ω1, and thus indirectly on ω2 via the task constraint (3.31).
The maximum φ1 value is−0.0977. The arm state determined according to (3.42) under a fine discretization
of the object’s boundary would be ξ̆9 = (−0.1477,−1.0766). In our experiment, for efficiency a coarse
discretization of the object’s boundary had to be used. As a result, gaps between φ1 values were wide
enough such that only two segments ξ̆5ξ̆6 and ξ̆7ξ̆8 were generated. The chosen state was the midpoint
ξ̆10 = (−0.1134,−1.2017) of ξ̆7 and ξ̆8.
3.5 The Batting Algorithm
Algorithm 1 combines estimation of pre-impact motion, prediction of post-impact motion, impact plan-
ning, and trajectory planning together to make the arm execute a strike. Here, t represents the clock time
8Choose ‘−’ as the preceding sign in (3.22).
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Algorithm 1 Batting an in-flight object
1: repeat
2: t0 ← t // new cycle starts
3: take a new image of the flying object
4: process the image (Chapter 4)






o ) (Section 3.2)
6: if the estimate has converged enough then
7: initialize the batting time t∗
8: repeat
9: predict vo(t
∗) and p(t∗) according to (3.3) and (3.4)
10: predict ωo(t
∗) and θo(t
∗) via extrapolation from least-squares fits (Section 3.2.2)
11: plan a feasible arm state ξ = (φ1, φ2, ω1, ω2) (Sections 3.4.4)
12: if ξ not found then
13: alternatively increase or decrease t∗ around its initial value
14: end if
15: until ξ is found or the object is beyond the arm’s reach at consecutive t∗ values
16: if ξ found then
17: construct new joint trajectories θ1(t) and θ2(t) as in (3.36) for the arm
18: switch to θ1(t) and θ2(t) at time t0 + τp
19: else
20: continue execution of the current joint trajectories
21: end if
22: end if
23: until batting happens or fails
being updated independent of the algorithm. Every iteration of the outer repeat-until block of lines 1–23
corresponds to a cycle. The flying object’s state is always estimated (lines 3–5) at the start of the iteration.
If the estimate has not converged enough, only lines 2–5 are executed within the iteration. As soon as it has
so, the if block of lines 6–22 is also executed. The algorithm first uses the estimate to decide on a batting
time t∗ (line 7). Then, it predicts the object state at t∗ (line 9–10). The prediction is taken by the planner to
generate a feasible arm state for the batting (line 11). If no feasible state is found, replanning will continue
with the batting time t∗ alternatively increased or decreased by a fixed (positive) amount δt from its initial
value. The batting times to try are sequentially t∗, t∗ + δt, t∗ − δt, t∗ + 2δt, t∗ − 2δt, . . .. This iterative
replanning is carried out in the inner repeat–until block of lines 8–15. If a feasible arm state is found, we
construct new joint trajectories and have the arm switch to them at t0 + τp to ensure completion of the tra-
jectory transmission (lines 17–18). If no feasible arm state is found at the exit from the inner repeat–until
block, the algorithm continues executing the current joint trajectory until the next cycle starts.
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Let us continue the illustration with the batting instance illustrated in Figures 3.8 and 3.11. Figure 3.12
shows the arm states (φ1, ω2) for batting as generated by the planner in the final 58 cycles, These planned
states varied considerably between frames 34 and 75, with no solution found over some frames. This was
primarily due to fluctuations in the object state estimates during the initial phase of the flight. The arm
states varied little from frame 76 until frame 91, at which the last feasible one was generated. The cycles
following frames 81 and 83–90 failed to generate new joint trajectory plans mainly because of the shrinking
state space (as it got closer to batting) and the coarse discretization. Better continuity in the generated
(φ1, ω2) values would be expected if having enough computation power to generate the entire state space
within each planning cycle in real time. The pre-impact arm state generated over frame 91 and expected at
the hit was
(φ1, φ2, ω1, ω2) = (−0.1563, 1.9659,−0.5103,−1.3199). (3.43)
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CHAPTER 4. BATTING EXPERIMENTS
Experiments were performed with the WAM Arm shown in Figure 3.7(a), which also includes the world
coordinate frame located at the arm’s joint 1 with the x-axis to the right and the y-axis upward. The two axes
define a vertical plane Π (which contains the arm’s work space) for the batting task. The arm has a wooden
bat mounted as the end effector. The bat was covered with rubber on both sides to increase contact friction
at batting. The ping pong ball, dumbbell, and cork square from Figure 3.3 were used as objects. They were
thrown, either by hand or using a mechanical catapult (see Figure 4.1), a distance of approximately 4 meters
from right to left in the work plane Π.
A vision system was developed using a single Ximea MQ022CG-CM high speed camera with a Navitar
NMV-6 wide-angle lens.1 The cameras were calibrated by a lookup table mapping points in images to points
in the work plane (Jia et al., 2019, pp. 483–484). The vision system was capable of acquiring images at a
rate of about 142 frames per second. This allowed for approximately 7 ms time between two frames to
extract the object’s contour, estimate its state, and replan the arm’s motion based on this estimate. Although
these had to occur serially, multi-threading was used to allow image acquisition and motion estimation of
the object to run undeterred.
There was no need to estimate the ping pong ball’s rotation. The dumbbell’s orientation was tracked
using the vector from its center of mass to the center of the orange ball (cf. Figure 3.4(a)) in its image. The
cork’s orientation was determined through image processing from two rectangular tapes on the object in the
“T” shape. These raw location and rotation estimates were input to the hybrid motion estimator described
in Section 3.2.
Several physical parameters had to be estimated to ensure performance of Algorithm 1 during experi-
ments. Measurement of these coefficients was done separately for each object before batting. Estimation of
drag and Magnus coefficients was already discussed in Section 3.1.3. The energetic coefficient e of resti-
tution was approximated by dropping the object onto the bat and recording the rebound height with the
high-speed camera. The coefficient µ of friction was measured by resting the dumbbell and square on the
1A second Ximea camera was used to record batting experiments for performance evaluation.
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Figure 4.1 Catapult used to launch objects towards the robot. Ball bearings welded to the metal
frame allows smooth motion about the axle, while the orange cord has an adjustable
tension. The frame is also bolted down onto a large steel table for stability.
Table 4.1 Estimated physical parameter values for objects, including the coefficient of drag ed, co-
efficient of Magnus em, energetic coefficient of restitution e, and coefficient of friction µ.
Object ed em e µ
Ping pong 0.1064 0.0149 0.70 0.60
Dumbbell 0.0738 0.0016 0.50 0.60
Square 0.0353 0.0002 0.39 0.55
bat, and measuring the angle of the bat at which the objects started sliding. The value of µ for a ping pong
was looked up from existing studies. The estimated values of these coefficients are given in Table 4.1.
We estimated the time τp needed for planning and transmission of joint trajectories to the robotic arm.
This informed the planning algorithm approximately when the arm would start moving. Over thousands of
planning instances, we found that on the average it took about 2 ms to plan the arm’s motion, and about 0.25
ms to transmit the necessary data (147 bytes) to the arm over a local network via TCP. We set τp to 3.25 ms.
The total time was well within the time (about 7 ms) between taking two images at the camera’s maximum
frame rate 150 fps used in the experiments.
One experiment was performed for each of the ping pong ball, dumbbell, and cork square shown in
Figure 3.4(a). In each experiment, twenty batting instances per object were carried out consecutively. In
every instance, the object was thrown at the robotic arm in a non-repeatable way. If the incoming trajectory
from the throw clearly deviated from the work plane Π or was out of the arm’s range, it was discarded and a
new throw was performed. Otherwise, the throw led to a batting instance. In every instance, the target was
re-positioned arbitrarily along some horizontal line in Π and then measured before each throw. The arm’s
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Figure 4.2 Batted dumbbell hits three pins placed as the target. Intermediate poses of the dumbbell
at multiple time instants are shown. The dashed black and solid red curves are the
object’s incoming and outgoing trajectories, respectively.
starting position was chosen for the convenience of completing the task, where it would start folded back
when batting higher throws, and out straight for lower throws.
4.1 Dumbbell Knocking Down Pins
The task instance illustrated in Figures 3.8, 3.11, and 3.12 progressed into a strike at the dumbbell shown
in Figure 4.2. Also in the figure are the dumbbell’s pre- and post-impact trajectories. Batting happened at
time 0.8140 s into the throw, with the expected arm state given in (3.43). The state was generated in the
last planning cycle based on frame 91 at 0.7064 s (cf. Figure 3.12). At the same time instant, the object
was predicted to be at (0.4764, 0.4693)T with a rotation of 0.7495. Its pre- and post-impact velocities were
respectively predicted by the state estimator and the impact model:
v−o = (−4.0025,−4.1112)T ,







Figure 4.3 Batting instances and outcomes of the dumbbell. In (a), one incoming and three out-
going trajectories are shown hitting pins on the ground repositioned at three different
locations (shown together in the image). The plot in (b) displays the results from 20
batting instances where solid green dots indicate successful hits, and hollow red dots
indicate failures. The three green dots enclosed by black circles correspond to the three
successful hits in the image to the left. Every blue cross in (b) represents a failure to
knock down the pins, where the ordinate ∆x was measured as the distance from the
dumbbell’s center of mass to the vertical plane containing the axes of the bowling pins
at the moment the dumbbell hit the floor.
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To indicate success, three toy plastic bowling pins (height 0.235, maximum width 0.077, and spacing 0.045)
were placed on the floor symmetrically with respect to the work plane Π. The axis of the middle pin lied in
Π and intersected the floor at (2.6625,−0.9541)T . All three pins tumbled over as a result of the hit by the
dumbbell.
Figure 4.3 presents results from twenty batting instances of the dumbbell knocking down pins. The
middle bowling pin was positioned on the ground with its center of mass at (x,−0.9541)T in the work
plane Π, where x ∈ [2.0225, 3.1921]. For this object, success of batting was defined as the dumbbell hitting
any of the three standing pins. In (a), three successful instances of knocking down the pins are shown, while
in (b) all twenty batting outcomes are plotted, four of which are successes. In (a), the arm can be seen
impacting the dumbbell in two configurations, of which the bat swings in different directions using the front
and back sides of the bat, respectively.
4.2 Ping-Pong Ball onto a Hanging Target
Figure 4.4 presents results from twenty batting instances of the ping-pong ball hitting a board. The ping
pong ball was thrown from the catapult shown in Figure 4.1. The target used was a plastic board (height 0.24
and width 0.305) with a white cross marked at its center. The hanging target was hung from the ceiling at the
position (x, 1.0287)T in the work plane Π, where x ∈ [1.9377, 3.1577]. Success of batting the ping-pong
ball was defined as hitting anywhere on the board. In (a), three successful batting instances are shown, and
in (b) all twenty outcomes are plotted, of which thirteen are successes.
4.3 Cork Square into a Net
Figure 4.5 presents results from twenty batting instances of the cork square. The square was thrown by
hand. The target used was a net with its opening (length 0.22 along its axis of symmetry) perpendicular to
the plane Π. The net was placed with its center of opening at (x,−0.3937)T in the work plane Π, where
x ∈ [2.1225, 3.4417]. Success of batting the cork square was defined as the object flying into the net. In (a),
three successful batting instances are shown, and in (b) all twenty outcomes are plotted, six of which the




Figure 4.4 Batting instances and outcomes of the ping-pong ball. Trajectories of the object are
shown in (a) and instances of success and failure are plotted in (b) as described in
Figure 4.3. The ordinate ∆y in (b) was measured at the time the object hit the board,
or passed through the plane containing it. Also shown in (b) is a pair of dotted lines
to mark the height of the board such that every blue cross within the region projects





Figure 4.5 Batting instances and outcomes of the cork square. Trajectories of the object are shown
in (a) and instances of success and failure are plotted in (b) as described in Figure 4.4.
The ordinate h in (b) (see the inset) is the distance of the object from the center of the
net’s opening, as projected onto the latter’s axis of symmetry, at the time the object
passed through the plane containing the opening. The pair of dotted lines in (b) mark
the length of the net’s opening.
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4.4 Summary of Batting Outcomes
More batting instances were conducted in the three experiments than what was shown in Figure 4.3–4.5.
The overall success rates were 50.0% for 46 throws of the ping pong ball, 14.8% for 182 throws of the
dumbbell, and 20.3% for 59 throws of the square. Failures of the ping pong ball to hit the hanging board
were mostly due to control errors of the robot2, as well as errors which arose from approximating the ball’s
angular velocity. The WAM Arm is unable to accurately follow the desired trajectory, particularly when
high torque is required over a short time period. We tuned its internal PID controller to allow the robot to
closely follow interpolated joint trajectories generated by the planner. For the dumbbell, the lower success
rate was especially due to errors in the predicted orientation of the object at the time of impact, which could
cause its post-impact trajectory to deviate significantly from the expected one. This was evidenced from the
large values of |∆x| among the crosses in Figure 4.3(b) for the twenty batting instances. Similarly, the cork
square also experienced some sensitivity to an error in the prediction of its orientation, but less so than the
dumbbell as it was more rotationally symmetric. Finally, since the time spent on arm trajectory planning
could only be approximated, impact with the object often occurred slightly earlier or later than predicted.
We here refer the reader to an online video (Gardner and Jia, 2017) showing a variety of batting instances.
4.5 Human vs. Robot Batting
Since the ping pong ball could be modeled more accurately, batting to a target is achieved with higher
repeatability than that of the dumbbell or cork square. This is an acceptable result as humans too find more
ease in batting a ball. To demonstrate this, an extra experiment was conducted to repeatedly bat the ball to
the same target. The target, centered at (2.8321,−1.0541)T as shown in Figure 4.6(a), consisted of three
concentric circles with radii of 0.1, 0.2, and 0.3 printed on a sheet of paper on the floor.
The arm was initialized in an outward extending configuration such that it could either move up towards
higher flight trajectories to bat with the front side, or down towards lower flight trajectories to bat with the
back side. The ball’s hitting positions on the target (or the floor) were recorded and marked with crosses in
Figure 4.6(b). Among them, 12 marks lie outside of the third ring (all but two are not plotted for being far
2Such a light object is more sensitive to errors in the actual batting velocity.
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(a) (b)
Figure 4.6 (a) Two trajectories of the ping pong ball generated by arm swings in different direc-
tions. (b) Two sets of 37 batting trials with the ball towards a target, performed by the
robot and by a human, yielded 25 hits (marked with crosses) and 12 hits (marked with
circles), respectively. Also shown are some narrow misses from both sets.
from the target), 5 marks between the second and third rings, 11 marks between the first and second rings,
and 9 marks within the first ring.
How will a human perform on these tasks? Using the same launcher setup displayed in Figure 4.1 as
well as the same target setups displayed in Figures 4.3(c) and 4.6, a human subject carried out two groups
of batting actions. Figure 4.7 shows her standing at the spot where the WAM Arm was and holding the
same bat3. In the first group of actions, the three toy bowling pins went through the same twenty placements
plotted in Figure 4.3(d). Out of twenty throws of the dumbbell, one for each pin placement, four successes
were recorded for the pin locations at the 2nd, 11th, 12th, and 14th smallest x-coordinates in the same
figure. During these trials, her batting skill was improving slightly (which was natural but undesirable for
a fair comparison with the robot). Such improvement might have been further helped from the pins being
placed closer and closer. In the second group of actions, she batted the ping pong ball towards the target
in Figure 4.6 for 37 times, the same as the robot did earlier. There were only 12 hits, marked with circles
inside the third ring in Figure 4.6(b), fewer than half of the 25 hits achieved by the robot.
3Both of her hands were holding the bat, which had a very short handle made for mounting on the WAM Arm.
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Figure 4.7 Human batting of the dumbbell.
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CHAPTER 5. 3D ESTIMATION OF FREE-FLIGHT MOTION
In this chapter, we turn to the problem of three-dimensional motion estimation. Differences between
estimation in two and three dimensions are significant for a few reasons. First, a 2D rotation was described
by a single angle about an axis perpendicular to the plane containing the object. Rotation in 3D acts about
three axes, introducing two additional degrees of freedom. Consequently, as we will see in this chapter,
the dynamics of 3D rotation are more complex. Moreover, various representations of 3D rotation exist,
including that of unit quaternions discussed in Section 2.4 and used here.
Perhaps the most significant difference is in obtaining 2D or 3D information from vision. From the
motion estimation procedure presented in Section 3.2, 2D image points mapped to 2D world points, allowing
the position and rotation of the object to be extracted directly from images. And, since the object stayed
within a work plane, the occlusion of features on the object was of no concern. In 3D, occlusion of features
occur often as the object rotates, requiring the estimator to be dynamic in order to accommodate visual
inputs that change with each image. In addition, it is well known that images from a single camera lack
depth information, and so the mapping of 2D image points to 3D world points is less trivial. Consequently,
a second camera and some additional computation is used to extract 3D information.
The motion estimation algorithm of this section relies on known correspondence between point features
in images and those in the world. Referred to as the image-to-model correspondence, these allow the EKF to
produce estimated observables from a model of the object while simultaneously obtaining observables from
images. For this reason, the estimation algorithm here works in conjunction with the pose tracking method
of Chapter 6. As we will see, the image-to-model correspondence of point features are tracked between
images in order to identify the object’s pose. However, the pose is not explicitly estimated (this is left up to
the motion estimator).
We first derive the nonlinear models used by a Kalman filter. This includes system dynamics of the free
flying object in Section 5.1, and the projection model used by cameras observing the object in Section 5.3.
A procedure for computing the effects of drag and lift from air flow around the object are presented in
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Figure 5.1 Flying object observed by a stationary frame of reference Fw in the world. A rotating
frame of reference Fb is located inside the rigid body and defined by it’s principal axes.
Section 5.2. Last, formulation of the Kalman filter with quadratic constraints for estimation is given in
Section 5.4.
5.1 System Dynamics
Consider a flying object as shown in Figure 5.1. The object, with known geometry and physical proper-
ties, has a body frame Fb located at its center of mass o, and defined by its principal axes. Under the frame,
its angular inertia matrix Q is diagonalized. The frame Fb has a translation o from the world frame Fw. The
rotation of Fb from Fw is described by a unit quaternion r as discussed in Section 2.4. Let v be the object’s
velocity in Fw, and ω be its angular velocity in terms of Fb, that is, relative to a fixed frame instantaneously
coinciding with Fb. The angular velocity is rωr∗ when expressed in Fw.
In addition to the gravitational force, the object is subject to aerodynamic forces acting on the object
that may be non-negligible. In the case of robotic batting, lighter objects were used to prevent harm of the
robot during impact, making the objects more susceptible to air effects. Without modeling of these forces,
it can be difficult to accurately track the object’s state, or predict a future state for planning. Section 2.3.2
introduces such forces, including the drag force fd, and lift force f l and torque τ l. Let f and τ denote
these combined aerodynamic forces and torques such that
f = fd + f l, (5.1)
τ = τ l. (5.2)
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Drag force is measured according to equation (2.35), while lift force and torque are computed through the
procedure of Section 5.2.2.
The aerodynamic forces are produced primarily by the distribution of pressure over the rigid body. The
forces act about the centroid of the pressure distribution, called the center of pressure. For statically stable
aircrafts moving through air such as an airplane or missile, this moment may not coincide with the object’s
center of gravity (Anderson Jr, 2000, pp. 501). The two moments also do not coincide for objects in high-
speed motion (Clancy, 1975, pp. 286–288). In the case of our tumbling object translating with relatively
low velocities, it is reasonable to assume that the aerodynamic forces of f act through the object’s center of
mass, just like the gravitational force. Newton’s equation now takes the form




where g is the gravitational acceleration vector. Since the only torques acting on the object are those due to
aerodynamics, Euler’s equation assumes the form Qω̇ + ω ×Qω = τ , from which we immediately obtain
ω̇ = Q−1(τ − ω ×Qω). (5.4)































































Figure 5.2 Algorithm overview for calculating lift force and torque. Shown by a dashed line,
dynamics are applied yielding new object velocities.
5.2 Computation of Aeroynamic Forces
In Section 2.3.2 we introduced the aerodynamic forces acting on the object (i.e. drag force and lift force
and torque). In this section, we describe in detail the procedure for computing these quantities. An overview
of the steps is given in Figure 5.2. On the left, the procedure starts by solving the Laplace equation given
the object’s current velocity estimate v. The resulting potential field provides the air velocity v(r) at the
points on the surface which is combined with the angular velocity ω. Through Bernoulli’s equation relating
velocity to pressure, integration of pressure over the surface yields the resulting lift forces f l and torques τ l.
The drag force fd is simultaneously computed from the velocity estimate. Newton’s and Euler’s equations
of dynamics can then be applied to the flying object, producing a new velocity estimate through integration
that is used in the subsequent computation.
5.2.1 Drag Force from Closed-Form Approximation
The closed-form approximation of drag force was given in equation (2.35). Of the parameters in this
equation, only the cross sectional area A remains to be determined. This can be computed as the area of
the orthographic projection of the object onto a plane perpendicular to v. Suppose the object is convex
and has vertices v1, . . . ,vn in the world frame. The vertices are projected onto a plane with the normal −v̂,
v̂ = v/‖v‖. Since the points are orthographically projected, the area computed from their 2D coordinates in
the plane is the same regardless of the plane’s location in 3D space. Hence, we let the vector representation
of the plane be n = (−v̂T , 0)T . The center of projection is the point at infinity in the direction v̂. That
is, in homogeneous coordinates we have the center of projection c = (v̂T , 0)T . Denoting the vertex vi in
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for i = 1 . . . n. Let ex, ey, and ez define a coordinate frame with ex and ey lying in the plane, and ez along






êy = êz × êx.
The projected vertices are then transformed to this coordinate frame and centered about the first vertex v′1,
yielding the coordinates q′i,
q′i = R
T (v′i − v′1), i = 1 . . . n,






Now compute the convex hull of the points qi, i = 1 . . . n, yielding the points p1, . . . ,pm, m ≤ n, ordered
counter-clockwise around the hull. Since the object is assumed to be convex, the convex hull of the projected
vertices defines the region of the projected object. Hence, we finally obtain A as the area of the polygon












j⊥pj+1 is the area of the triangle formed
by points q1, pj , and pj+1 (in counter-clockwise order).
5.2.2 Lift Force from the Laplace Equation
Consider an object bounded by a surface defined by the scalar function f(x, y, z) = 0. As discussed in
Section 2.3.3, the object is encompassed in fluid flowing at a uniform rate and satisfying equation (2.31),
known as the Laplace equation. The fluid is bounded on the interior by the function f , and on the exterior
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by a three-dimensional bounding box. Approximate solutions to the Laplace equation and its boundary con-
ditions can be obtained using the Finite Element Method (FEM) and Finite Differencing Method (FDM),
among others. Here we employ FDM for its ease of implementation and the ability to easily control compu-
tation time.
First, the domain encompassing the flow is discretized to produce grid points. We note that the number
of grid points for a three-dimensional volume can quickly exceed computational requirements. Since the
goal is to obtain solutions at the interior boundary (the rigid body surface), we make the grid points more
finely discretized near the surface, and coarsely discretized elsewhere. This allows for improved accuracy at
the surface while not compromising much computation. Furthermore, grid points that are near the surface
(within some distance threshold of f ) are projected onto it along the normal direction of the closest surface
point. Details of this projection are given in Appendix E.2. The idea of this non-uniform grid is similar to
that of a quad tree producing a triangulation that gets recursively smaller at intersections with the surface,
where here our grid points are made finer at different level sets of the surface function.
Figure 5.3 shows the non-uniform grid for two objects, one ellipsoidal object in (a)-(b) and one polyhe-
dral object in (c)-(d). The ellipsoid has the surface function









− 1 = 0,
while that of the polyhedron must be derived. Let the distance of a grid point p = (x, y, z)T to the polyhedral
surface be defined by projecting that point about the object’s center of mass onto each plane containing a
face. Each projection produces a point on a plane. The point q that lies in the interior of a face is identified
and used to define the surface function as f(p) = ‖p− q‖ = 0.
From the described non-uniform grid, finite differences are then constructed from each grid point and
its neighbors and used to approximate the Laplace equation and its boundary conditions. Each grid point
contributes at least one equation to a linear system depending on whether the point lies on a boundary or
not. Once solved, the linear system approximates the velocity potential φ at every point. The solution to
the Laplace equation from the finite differencing method is described in Appendix E. Moreover, recall from
the discussion at the end of Section 2.3.3 that the Laplace equation can be solved relative to the object’s
stationary frame Fs, which at each moment is instantaneously aligned with the rotating body frame Fb.




Figure 5.3 Non-uniform grid for an (a)–(b) ellipsoidal object and (c)-(d) polyhedral object. A 3D
view is shown in (a) and (c), and a 2D view of the xz-plane is shown in (b) and (d).
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uniform grid that is reusable throughout the flight. This prevents having to recompute the grid in order to
solve the Laplace equation at each moment of flight.
Next, we outline the procedure for calculating lift force. We will make use of our solution to the Laplace
equation which yields a vector φ of velocity potentials for every point in the grid. To compute the lift force
f l and torque τ l, we perform the following steps:
1) Construct a non-uniform grid centered with the object, with grid points bounded internally by the
object’s surface, and externally by a box. The grid should be aligned parallel to the axes of frame Fb.
2) Using the grid points, initialize the matrix C of coefficients from equation (E.17).
3) Precompute the inverse (CTC)−1 using a sparse factorization method such as LU decomposition.
4) Given the current state estimates x̂k = (o
T , rT ,vT ,ωT )T , do the following:
(a) Compute the velocity with respect to the frame Fs (i.e. Fb): vs = r∗vr.
(b) Construct the vector b(vs) from equation (E.18). Substituting b into equation (E.19), the vector
of velocity potentials is obtained as φ = (CTC)−1CTb.
(c) Let ri, i = 1 . . . ,m be the grid points on the surface of the object. The air velocity at a point ri
is
v(ri) = ∇φ(ri),
where φ(ri) gives the corresponding velocity potential of the point ri. In the above equation,
the gradient can be approximated by the differencing equations of Section E.1.
(d) Finally, calculate the lift force f l and torque τ l from the surface integrals in equations (2.29)
and (2.30), respectively. Using the discrete set of surface points ri, i = 1 . . . ,m, the integral
can be approximated by summing up area elements (times the integrand) across the surface.
Omitting constants, the integrand for force is
(u(ri) · u(ri)) n̂i,
and for torque is
(u(ri) · u(ri)) ri × n̂i,
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Figure 5.4 Imaging of the flying object by a camera. The object is projected onto the image plane
Π about the center of projection c, where the camera’s frame of reference Fb is located
with its x- and y-axes aligned with the û- and v̂-axes in the image plane, and the z-axis
in the normal direction. The distance between c and Π is equal to the focal length of
the camera.
where n̂i is the surface normal at ri, and from equation (2.33) the surface velocity is
u(ri) = ∇φ(ri) + ω × ri.
Steps 1–3 are done in preprocessing (i.e. before flight occurs), while step 4 is done repeatedly during flight
of the object.
5.3 Projection Model
The object’s state is estimated based on measurements extracted from its images taken simultaneously
by two cameras. In this chapter, we first introduce the projection model for a single camera in Section 5.3.1.
Then, the geometry between by two cameras in stereo vision configuration is described in Section 5.3.2.
Last, Section 5.3.3 gives the observables produced by the projection model and used for Kalman filtering.
5.3.1 Single Camera
A single camera observing a flying object is shown in Figure 5.4. The camera’s focal point is located at
c, where a frame Fc is set up with its z-axis perpendicular to the image plane. The rotation of Fc from the
world frame Fw is described by a quaternion rc. The image plane Π has a local coordinate system with the
origin at the upper left corner of the image, the u-axis pointing rightward, and the v-axis pointing downward.
The projection model used is outlined in detail by Forsyth and Ponce (2002, pp. 16–17). Let p be a point on
the object, and denote bp, wp and cp as its coordinates in the body, world, and camera frames, respectively.
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They assume the following mappings:





cp = r∗c (
wp− c) rc. (5.9)
Letting cp = (cpx,
cpy,
cpz)









Brown’s distortion model Duane (1971) is then used to map the undistorted point pp to a distorted point pp̃
pp̃ = δr (
pp) + δt (
pp) , (5.11)


















pp · pp+ 2 pp2x)
h1(pp · pp+ 2 pp2y) + 2h2(ppxppy)
)
, (5.13)
for some coefficients k1, k2, k3 of radial distortion, and h1, h2 of tangential distortion.
To convert the point to image coordinates, the following intrinsic parameters are needed: scaling pa-
rameters α and β, the skew angle θ, and the image center (uc, vc)
T . Due to manufacturing inaccuracy of
cameras, all five of these parameters are approximated to account for various sources of error. The distorted
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Note that bp, wp and cp are 3-vectors with bp being determined beforehand (as the position of a feature
on the object), while pp, pp̃, and ip are 2-vectors. The sequence of transformations is best summarized as
follows:
bp
(5.8)−−→ wp (5.9)−−→ cp (5.10)−−−→ pp (5.11)−−−→ pp̃ (5.14)−−−→ ip. (5.15)
91
Figure 5.5 Two-view geometry of a point projected onto two image planes. The image points q
and q′ form the epipolar constraint with the cameras centers c and c′.
5.3.2 Two-View Camera Geometry
Consider two cameras placed in a stereo vision configuration to produce different views of a scene. From
now on, the single quote will be used to refer to the second camera. The geometry between these views can
be described by intersecting lines formed from light rays as shown in Figure 5.5. These rays originate at a
point wp in the world frame, and pass through the camera centers c and c′ where they are projected onto the
image plane at q and q′, respectively1. These five points form a plane defined by
(q − c) ·
[
(c′ − c)× (q′ − c′)
]
= 0. (5.16)
The points q and q′ relative to their respective camera frames represent the perspective projection of wp up
to a scale, and thus can be written as pp and pp′, respectively. Next, let ct = r∗c (c
′ − c)rc be the translation
vector of the second camera in the first camera frame. Let S be the rotation matrix corresponding with the
quaternion product r∗cr
′
c, where rc and r
′
c describe the rotations of the two camera frames from the world
frame. Equation (5.16) is then rewritten relative to the first camera frame as
(ppT , 1) E (pp′T , 1)T = 0, (5.17)
1All points have coordinates in the world frame.
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where E = (ct×)S (Forsyth and Ponce, 2002, pp. 200). The 3 × 3 matrix E , referred to as the essential
matrix, is also skew-symmetric and has rank two with two equal non-zero singular values (Longuet-Higgins,
1981; Huang and Faugeras, 1989). The above equation is known as the epipolar constraint, and is used dur-
ing calibration to enforce the geometric constraint over estimation of all camera parameters. The calibration
procedure is discussed in Appendix D.
Since equation (5.17) is defined up to scale, the vector ct can be made to have unit length. After
introducing a scalar value d to represent the distance between the two cameras, the position of the second
camera is then written as
c′ = c+ drc(
ct)r∗c . (5.18)
Note that the constraint (5.17) ignores lens distortion which causes rays of light to refract off the camera
lens, producing bent lines that are not coplanar. To accommodate for this, image points are first back-
projected and undistorted into the ideal pinhole model by solving the system of (5.11) and (5.14) for pp
given ip. This is done numerically using the Levenberg-Marquardt algorithm for nonlinear least-squares
minimization (Levenberg, 1944; Marquardt, 1963).
5.3.3 Observables
The Kalman filter uses the projection model of Section 5.3 to calculate the observable vector y. That is,
y = h(x, ǫ),
otherwise referred to as the the observable model. The measurement error ǫ follows a normal distribution
with zero mean and a covariance matrixR, i.e. ǫ ∼ (0, R). The vector of observables y contains information
of visible point features on the object. These features are detected from every pair of images acquired at the
same time instant by two cameras. Here, we define two observables from points features.
Let (v1, . . . ,vn) be the vertices on the object. Denote by
ipi, 0 < i < n the image coordinate from
viewing the vertex vi in an image of the first camera, and similarly
ip′i from an image of the second camera.
The first observables used are these image coordinates. Clearly, not all vertices of the object will be observed
as the occlusion of some is inevitable. Let V and V ′ be the ordered lists of vertices that are currently visible
in the respective images. We use these lists to order image coordinates in the vector y, where those of the
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, for all vi ∈ V,vj ∈ V ′.
Next, we address the epipolar constraint discussed in Section 5.3.2. For vision-based Kalman filtering,
this constraint applies to the state x through the measurement model of Section 5.3. Assuming stereo camera
calibration was performed, projection of a world points wp onto both image planes through the chain of
equations given by (5.15) will yield two image points pp and pp′ that already satisfy equation (5.17). In
fact, it is these image points obtained from the noisy images that may not satisfy the constraint. In that case,
through the residual y − ŷ used during the Kalman filter’s correction step, the filter will pull the estimate
away from satisfying the epipolar constraint.
Figure 5.6 Epipolar plane from two-view geometry. The normal n̂i is determined by the image
points ppi and
pp′i and used as an observable.
To help constrain the state, we describe a second observable to represent the epipolar geometry. One
such representation of this geometry is the normal of the epipolar plane in equation (5.17). Figure 5.6
illustrates the plane formed by the i-th body coordinate bpi of the object transformed and projected to the
image coordinates ppi with respect to the first camera, and
pp′i with respect to the second camera. Note that
from an image, the points ipi and








setting their z coordinate to 1. This is equivalent to placing the image plane at a unit distance away from the


























The epipolar normals from image points of vertices visible in both images are stacked together in the

















, for all vi ∈ V ∩ V ′.










= h(x, ǫ). (5.22)
5.4 Formulation of the Kalman Filter
Using the nonlinear models presented in Section 5.1 and 5.3, we can now formulate the extended Kalman
filter for 3D motion estimation. First, the system dynamics and measurement models are linearized for use
by the Kalman filter in Section 5.4.1. Next, Section 5.4.2 describes the unit quaternion constraint, while
Section 5.4.3 augments the system state to include estimation of the camera poses. Last, Section 5.4.4
describes the resulting constrained Kalman filter algorithm.
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5.4.1 Linearization of System Dynamics and Observable Model
The EKF described in Section 2.2.1 requires linearization of both the system dynamics and observable
model. This is done through obtaining the partial derivatives of the functions a in equation (5.7) and h in
equation (5.7) with respect to the state x. The resulting Jacobians are used to approximate linear models in
the Kalman filter equations.
We first address differentiation of the aerodynamic forces and torques discussed of Section 2.3.2. From
equation (2.35), drag force can be written as a function of velocity v, that is fd(v). Calculation of fd(v) also
involves the procedure at the end of Section 2.3.4 for computing the areaA(v). Consequently, differentiation
of the drag equation does not have a clean closed form. For the effect of lift, the integrals (2.29) and (2.30)
can be written respectively as functions f l(v,ω) and τ l(v,ω) through equation (2.33). Differentiation of
fd and f l with respect to v also has no closed form due to the Laplace equation that is solved as a function
of v (i.e. w(s) in equation (2.33) has no closed form). As a result, the partial derivatives ∂fd/∂v, ∂f l/∂v
and ∂τ l/∂v are calculated numerically by finite differencing. For the partial derivatives of equations (2.29)






= 2uT (− [s]×)
= 2(s× u)T ,
where the second line makes use of equation (2.33), and s is the location of a surface point. Then, the
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Next, we differentiate the dynamics equation (5.3)–(5.6). From equation (5.3) and (5.1), we have the






















































For the partial derivative of equation (5.6) with respect to r, we refer to quaternion differentiation equations


















































































Linearization of the observables function h involves the two types of observables from Section 5.3.3, an
image point ip and epipolar normal n̂, along with the imaging model of Section 5.3. Starting with an image











We first obtain the two partial derivatives on the right hand side. Then the left hand side can be evaluated
for m image points ipi, i = 1 . . .m.
















Denote the unit quaternion rc describing the rotation of the camera as rc = rc0 + rc. The partial derivatives
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c − 2rc0 [rc]× , (5.29)
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The last derivative to obtain from equation (5.23) is ∂wp/∂x. It is clear from (5.8) that the velocity and





































and is combined with equations (5.25)–(5.29) via (5.23) to be the partial derivative of the first observable.
The second observable is the epipolar normal from equation (5.21). We first differentiate the transfor-



































where the above derivative is evaluated for the points pp = ppk and
pp = pp′k, k = 1 . . . l. The partial deriva-
tive ∂pp/∂x in the above equation is formed from equations (5.28), (5.29), and (5.30). Then, differentiation
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Finally, we can write out the Jacobian of h(x) by stacking the partial derivatives for all observed image
points as done with the observable vector in equation (5.22). Let there be m points in the first image, m′
points in the second camera, and l pairs of corresponding points in both images, for l ≤ m and l ≤ m′. We
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5.4.2 Unit Quaternion Constraint
The state x in equation (5.5) contains the rotation quaternion r representing the rotation of the object.
From Section 2.4, the quaterion is subject to the unit length constraint |r| = 1. Treating r = (r0, rT )T as a
4-vector (r0, r1, r2, r3)
T , the constraint can be written in vector form as
|r|2 = 1 (5.34)
⇒ r20 + r · r = 1
⇒ rT r = 1 (5.35)
To incorporate the above constraint, we first note that it takes on a quadratic form. Moreover, as we will see
in the next section, there are two additional quadratic constraints of the same form. Hence, the EKF must be
modified to incorporate multiple quadratic constraints. In Appendix F, an EKF with quadratic constraints
(denoted “QCKF”) is derived, and in Section 5.4.4 the QCKF algorithm is outlined.
The quaternion constraint in (5.35) is then written in the quadratic form of equation (F.1) from Ap-
pendix F. That is,
a1(x) = x
TA1x+ b1x+ c1 = 0, (5.36)
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where
A1 = diag(03, 1, 1, 1, 1,03,03),
b1 = 0,
c1 = −1.
Since x = (bT , rT ,vT , ωT )T , the diagonal matrix A1 selects r from the vector x yielding a 13-vector of
zeros except the four quaternion coefficients. In the next section, a second and third constraint will follow
similarly.
5.4.3 Augmenting the State to Refine Camera Pose Estimates
The camera’s position c and orientation rc, known as the extrinsic camera parameters, are approximated
offline via a calibration procedure (such as that of Appendix D). Due to the sensitivity of extrinsic parameters
to measurement error, equation (5.9) may not hold under their approximation. Consequently, estimation
accuracy could be compromised during the object’s flight. We demonstrate here how online estimation of
these parameters can be performed to find agreement between pose estimates of the object and those of each
camera.
The state vector in (5.5) is augmented to include the rotations and translations of each camera. The rea-
sons for doing this are two fold: 1) to allow the EKF to correct calibration errors due to hand measurements,
and 2) to accommodate the epipolar constraints. In particular, the epipolar geometry measured by image
points in the observable of (5.21) enforces the geometry between two image points and a feature point in
the world. Clearly, this geometry is sensitive to the camera poses and their calibration errors. Hence, we
“relax” the measurement model via the augmented state and rely on robust Kalman filtering to refine the
camera poses subject to the geometry between them.
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for the orientations rc, r
′
c and positions c, c
′ of the two cameras, respectively. The addition of two rotation
quaternions introduces two additional unit-length constraints similar to that of r in the previous section.
That is,
a2(x) = x
TA2x+ b2x+ c2 = 0, (5.38)
a3(x) = x
TA3x+ b3x+ c3 = 0, (5.39)
where
A2 = diag(013, 1, 1, 1, 1,04,03,03),
A3 = diag(013,04, 1, 1, 1, 1,03,03),
b2 = b3 = 0,
c2 = c3 = −1.
In addition, the linearized observables model of equation (5.33) is updated for partial derivatives with
respect to the augmented vector. That is, the partial derivatives of the first observable ip with respect to rc,
r′c, c, and c
′ are added. Using the quaternion derivatives in equations (2.45) and (2.46), differentiation of



























I3 − 2rcrTc + 2rc0(rc×), (5.41)
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where r = rc0+rc and s =
wp−c. Partial derivatives with respect to the second camera follow by replacing
the occurrences of rc with r
′
c, and c with c
′. The partial derivative in equation (5.23), now with respect to




























where ∂ip/∂cp comes from factoring out the derivative ∂cp/∂wp from the right hand side of equation (5.24).
The left hand side of the above equation is evaluated at each point ipi, i = 1 . . .m in the first camera, or
ip′j , j = 1 . . .m
′ in the second. When evaluated at ipi, we have ∂
cp/∂r′c = ∂
cp/∂c′ = 0, and when ip′i,
then ∂cp/∂rc = ∂
cp/∂c = 0.
Linearization of the second observable now involves differentiation of wq with respect to rc and r
′
c. Let
pq = (ppT , 1)T , and hence, ∂pq/∂pp = (I2,02)
T . Taking the partial derivatives of equation (5.19) with











(r2c0 − ‖rc‖2)pq + 2(rc · pq)rc + 2rc0(rc × pq) + 2rcrTc
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= 2 (rc0























































































The partial derivatives with respect to the second camera’s pose are determined by replacing occurrences of
rc with r
′
c and c with c
′ in equations (5.42)–(5.44).
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Finally, the partial derivative ∂n̂/∂x̄ in equation (5.32) can be written with respect to x̄, where the only






















When differentiating the normal n̂k, k = 1 . . . l, the above equation is evaluated with the image points
pq = (ppTk , 1)
T and pq′ = (pp′k












































































Augmenting the state in this way is a techniques familiar to SLAM and VINS research, where in the
former, feature points in the world are typically estimated alongside the camera pose in order to map out
surrounding landmarks. In the later, the camera pose is sometimes estimated alongside the robot’s pose as in
the case of the popular multi-state constraint Kalman Filter of Mourikis and Roumeliotis (2007). If neces-
sary, other calibration parameters could be included in estimation. Those are the intrinsic camera parameters
described by equations (5.12)–(5.14), which quantify the physical properties of the camera sensor and the
attached lens. For this, we refer the reader to works on online calibration via Kalman filtering.
5.4.4 Constrained Kalman Filter Algorithm
In this section we outline the algorithm for the Kalman filter with quadratic constraints. Various methods
of constrained Kalman filtering were discussed in Section 1.4.4. The issue of a state estimate deviating from
the modeled system was discussed. To prevent this, the estimator should enforce the state constraints within
the Kalman equations such that the estimates produced remain on the constraint surface(s). To achieve this,
we use a gain-constrained Kalman filter derived in Appendix F. The Kalman gain matrix is calculated subject
104
to a set of quadratic constraint. The derivation follows from that of Section 2.2.2 in which the Kalman gain
was derived for the unconstrained Kalman filter, where now Lagrange multipliers are used, one for each
constraint. The Lagrange multipliers are computed numerically via Homotopy continuation and Newton’s
method, and then used to calculate the constrained gain matrix.
Equations (5.36), (5.38), and (5.39) contribute three constraints on the augmented system state. From
the models of Sections 5.1 and 5.3 along with the equations of Appendix F, the Kalman filtering algorithm
can then be described. At each time k, we perform the following steps:
1) Obtain the a priori state estimate ˆ̄x−k and its error covariance P
−
k from the update step of the EKF
algorithm in Section 2.2.1. This is done using the system dynamics in Section 5.1
2) Compute the Lagrangian multipliers λk = (λ1, λ2, λ3) as the roots of the system of constraint
equations in (F.11).
(a) Starting at the vector of Lagrangian multipliers for the previous estimate, λk−1, use Newton’s
method to update the values to λk for the new estimate ˆ̄x
−
k . This is done using the iteration
formula in equation (F.14). Only a few iterations are necessary to update the multipliers.
(b) If Newton’s method fails to converge, or in the case that k = 0, use the Homotopy Continuation
method described in Section F.2. This method does not require an initial guess, and can always
find the roots, though at the expense of some computation time.
3) Using λk, calculate the gain matrixKk from the solution to the least squares problem in equation (F.9).
4) Compute the estimated observables ŷk = h(ˆ̄x
−
k ) from the model of Section 5.3.3.
5) Obtain ˆ̄x+k and P
+
k from equations (2.17) and (2.18) in the correction step of the EKF algorithm
(Section 2.2.1).
By the constrained minimization problem solved in Section F.1, the resulting state estimates from step 5
satisfy the unit quaternion constraints given by a1, a2, a3. In addition, Step 4 of the algorithm requires
the known correspondence between point features in the image and on the object’s model. This involves
tracking of the object’s pose as we discuss in the next chapter.
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CHAPTER 6. GRAPH-BASED IN-FLIGHT POSE TRACKING
In this section we address the problem of identifying features of the object in images with that of a
model of the object. Consider a polyhedron P with n vertices v1, ...,vn in a body frame Fb located inside
the polyhedron. To simplify tracking of the object, P is assumed to be convex. The connectivity of edges
and vertices in P can be visualized by unfolding the object’s surface onto a planar graph M , referred to
as the model graph. A vertex vi of M corresponds with the body coordinate vi in P . Each face of M is
bounded by its edges except for the face f0 designated as the unbounded face. Figure 6.1 demonstrates this
with an eight-sided polyhedron with the occluded face f0 shaded gray.
Consider a camera sensor producing light intensity images of P at discrete time intervals. In each
image, faces of the polyhedron are illuminated at different intensities, producing discontinuities at edges and
vertices. Detection of these edge and vertex features is performed, and used to construct a planar graph G of
the connected features. The features are tracked from frame to frame such that their correspondence between
two sequential image frames is known, and thus features can be identified as appearing or disappearing. We
refer to the planar graph G as the image graph, composed of at least one edge. From the connectivity of
vertices in G and M , vertices of M can be mapped to that of the subgraph S ⊂ M . Hence the subgraph S
represents the edges and vertices of P that are currently visible in G. Consequently, identifying the pose of
P is a matter of finding a set of image-to-model correspondences between vertices of G and S. A doubly-
connected edge list (DCEL) is used to represent the graphs such that a common ordering of edges in the
plane is maintained (De Berg et al., 2008, pp. 29–33). For the remainder of this section, we denote 〈u, v〉
as a correspondence between vertices u and v from two different graphs, and (u1, u2) as an edge between
vertices u1 and u2 of a graph.
6.1 Algorithm Overview
We first give an overview of the tracking algorithm as new images are acquired from the camera. During
the algorithm, we will use the correspondence of two planar graphs G = (V,E) and G′ = (V ′, E′). Let
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Figure 6.1 A polyhedral object P is drawn on the left with visible edges as solid lines, and occluded
edges as dotted lines. The connectivity of points and edges on its surface is represented
as a planar graph M on the right. Vertices of M are drawn with arbitrary coordinates in
the plane, and the unbounded face f0 is designated as the shaded face on the backside
of P . In the middle, an image of P is drawn as the planar graph G. Vertices of G
correspond with vertices of M via a hypothesis.
C(G,G′) denote the set of correspondences between G and G′. That is, C(G,G′) = {. . . , 〈vi, v′j〉, . . . },
vi ∈ V and v′j ∈ V ′. Let Gk be the image graph constructed from the k-th image of the object. For now,
a hypothesis H is designated as the set of correspondences C(Gk,M) between Gk and the model graph
M . Throughout the flight of the polyhedron, a set H of hypotheses are maintained in an effort to track
the object’s topology. Each hypothesis Hi ∈ H, i = 1 . . . n is assigned a Kalman filter Ki responsible for
estimating the state xi of the object’s pose and motion. This estimator relies on the set of correspondences
from Hi to produce observables of the object from the image in order to correct the state estimate.
Figure 6.2 outlines the process of updating and evaluating hypotheses alongside state estimation. Upon
acquiring an image frame, the graph G is constructed from corner and edge features in the image. This
construction is performed independently of the current set of hypotheses. Each hypothesisHi is then updated
according to the appearance or disappearance of edges in G (Section 6.3). The observables vector yi as
defined in Section 5.3.3 is computed from image points of vertices in G with the ordering of observables
determined by the correspondences Ci(G,M) of Hi. The estimator Ki uses yi to correct its a priori state
estimate x−i , yielding an a posteriori estimate x
+
i . Next, the camera model uses x
+
i and Ci(G,M) to
project visible vertices of M onto a predicted image of the object. The resulting image coordinates and
their edge connectivity from G compose an estimated image graph Ĝi. The hypothesis Hi is then evaluated
by a metric d(G, Ĝi) to determine whether it should be rejected (Section 6.4). In the case that no reliable
hypotheses exist after evaluation, the algorithm attempts to generate new hypotheses (Section 6.6). As a
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Figure 6.2 Block diagram outlining the tracking algorithm for a single image. The sequence of
blocks enclosed by dashed lines describes the process of updating state estimates for a
single hypothesis. The remaining blocks maintain a set of hypotheses of varying size n
for each new image by the addition, modification, and removal of hypotheses.
result of hypotheses potentially being removed from or added to the set, the number of hypotheses changes
from n to m.
6.2 Maximal Correspondence of the Image Graph
Throughout the tracking algorithm, it is necessary to compute the correspondence between two planar
graphs. For now, there are two cases in which such correspondence is needed. Let Gk be the image graph
of the k-th image frame from a camera, and similarly Gk−1 that of the previous image frame. The cases are
as follows:
a) C(Gk,M) is computed to identify the correspondence of vertices in the image graph with vertices in the
model points.
b) C(Gk−1, Gk) is computed to track vertices between images from a camera, and consequently to identify
vertices that appear or disappear.
Consider two planar graphs G = (V,E) and G′ = (V ′, E′), with n = |V | and m = |V ′|. Without
loss of generality, let n ≤ m. Hence, the problem of computing their correspondence is that of finding
the subgraph isomorphism of G onto G′. That is, determine a subgraph S = (Vs, Es), S ⊆ G′ with a
bijective mapping f : V → Vs such that (v1, v2) ∈ E ⇐⇒ (f(v1), f(v2)) ∈ Es. Consider two edges
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e ∈ E and e′ ∈ E′ incident to vertices with known correspondence between G and G′. From this initial
correspondence, a breadth-first search of the two graphs can identify the subgraph isomorphism between
vertices of V and V ′. For non-planar graphs, this problem is NP-Complete (Cook, 1971), in which no
algorithm beating the exponential O(nm) bound is known. For planar graphs, linear time algorithms exist
due to the induced ordering of edges (Eppstein, 2002). Although, consideration must be taken for noise that
may be present in images of the object, producing erroneous edges and vertices. Hence, we would like to
compute a matching that is tolerant to some degree of error, otherwise referred to as the error-correcting
subgraph isomorphism. This graph matching problem is also equivalent to finding the maximal common
subgraph between the two graphs (Bahiense et al., 2012; Bunke, 1997). That is, find the largest subgraphs
S ⊂ G and S′ ⊂ G′, such that S and S′ are isomorphic. Matching of the two planar graphs is now
considered a decision problem based on the decision of whether an edge or vertex is considered erroneous
or not, making the problem NP-Complete. Approaches to error-tolerant graph matching include tree search
algorithms in exponential time (Shapiro and Haralick, 1981; McGregor, 1982; Tsai and Fu, 1983; Wong,
1992), and approximate algorithms capable of obtaining sub-optimal solutions in polynomial time (Neuhaus
and Bunke, 2004; Riesen and Bunke, 2009; Baloch and Krim, 2009).
6.2.1 A Tree Search Algorithm
We now introduce a tree search algorithm to compute the maximal correspondence between graphs G
and G′. The algorithm performs a depth-first search of the decision tree produced by matching edges of G
with different edges of G′. Meanwhile their edges are traversed together in breadth-first order. Figure 6.3(c)
demonstrates a portion of the tree search performed when computing the correspondence between the image
and model graphs of Figure 6.1, shown again for convenience in (a) and (b). The traversal starts with
the initial correspondence of edges (u0, u1) and (v4, v1), and then traverses subsequent edges by moving
clockwise about u1 and v1. Start from the twins of these initial edges, (u1, u0) in G and (v1, v4) in M , the
branches at the third level of the tree are produced by matching the next edge (u1, u2) with all subsequent
edges in M : (v1, v3), (v1, v0), and (v1, v5). Accordingly, the new vertex correspondences are shown by the
four branches with the addition of u2 not being matched, denoted 〈u2,∅〉. This traversal continues until all




Figure 6.3 (a) The image graph G, (b) the model graph M , and (c) the search tree explored by
the maximal correspondence algorithm. Each node represents a correspondence of two
vertices fromG andM , or 〈u,∅〉 in the case that no correspondence is made, effectively
ignoring vertex u. Each leaf is labeled with a set C produced by collecting all vertex
correspondences along the path to the leaf. The algorithm explores a total of 20 sets of
correspondences, of which 6 are shown in the expanded subtree.
graphs formed by collecting vertex correspondences along the path to the leaf. Hence, a metric is needed
to compare these different sets of correspondences. Consider the two sets C1 and C2. Let C1 ≻ C2 denote
C1 as comparatively larger than C2 based on the number of vertex correspondences in each set as well as a
distance function d. That is,
C1 ≻ C2 ⇒ (|C1| = |C2| ∧ d(C1) < d(C2)) ∨ (|C1| > |C2| ∧ d(C1)− d(C2) < ε) . (6.1)
where ε is some distance threshold. One metric of distance that has proven effective is the mean squared
error (MSE) between coordinates of vertices in the two graphs. Let vi and v
′
j be the respective coordinates






‖vi − v′j‖2. (6.2)
Let C∗ denote the set of correspondences that is the maximum among C1, . . . , CN . The algorithm ends by
returning this set as the maximal correspondence, hence C(G,G′) = C∗.
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Algorithm 2 Update a hypotheses for a new image graph
Input: Hypothesis H and image graphs Gk, Gk+1, and model graph M .
Output: Updated hypothesis H
1: Determine common edges (u1, u2) ∈ Gk and (v1, v2) ∈ Gk+1.
2: Compute C(Gk, Gk+1) with the initial vertex correspondences 〈u1, v1〉 and 〈u2, v2〉.
3: for each correspondence 〈u, u′〉 ∈ C(Gk, Gk+1) do
4: Determine 〈u, v〉 ∈ C(Gk,M) and let 〈u′, v〉 be the new vertex correspondence in C(Gk+1,M).
5: end for
6: If necessary, expand C(Gk+1,M) to any vertices that appeared in the image by executing the maximal
correspondence algorithm initialized with all known vertex correspondences, yielding C̃(Gk+1,M).
7: return H updated with C̃(Gk+1,M).
6.2.2 Algorithm Summary
We conclude with a few comments on the above procedure. First, in the given example G′ is the model
graph M , which was previously defined to have vertices with arbitrary coordinates. In this case, image
coordinates of the estimated image graph Ĝk are used to compute the MSE with the real image points
in G. Details of constructing Ĝk are discussed in Section 6.4. Second, an initial pair of corresponding
edges is assumed to be known. In the case of (b) discussed in the beginning of this section, these edges
may come from image processing in which a pairing of edges can be confidently determined, while in (a),
edges that have remained visible in images of the object are used (see Section 6.3 for more details). Last,
we note that the algorithm is clearly exponential, resulting in an upper bound of nm on the number of
correspondences. Although, due to the ordering of edges in the planar graph, a much tighter bound exists
since the branching factor is lower at nodes further down the tree. Consider some vertex u ∈ G incident
to k edges (u, u1) . . . , (u, ui), . . . , (u, uk) in clockwise order, and similarly v ∈ G′ incident to l edges
(v, v1), . . . , (v, vj), . . . , (v, vl). The matching of edges (u, ui) and (v, vj) yields the vertex correspondence
〈ui, vj〉, which in turn reduces the possible correspondences of the next vertex ui+1 to vj+1, . . . , vl, and
hence fewer branches are produced when matching ui+1.
6.3 Updating a Hypothesis
In each new image, edges and vertices of the object may appear or disappear as its pose changes. Let
Gk be the image graph of the kth frame, and Gk+1 that of the subsequent image. The procedure to update a
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Figure 6.4 Correspondences used to update a hypothesis. The solid arrows illustrate correspon-
dences that are determined between graphs in order to infer that of the dashed arrow.
hypothesis H to the new image graph Gk+1 is outlined in Algorithm 2. The algorithm takes in as input the
hypothesis H to be updated, and the planar graphs Gk, Gk+1 and M . First, the maximal correspondence
C(Gk, Gk+1) is computed at line 2 using the approach discussed in Section 6.2. This requires an initial
edge correspondence between Gk and Gk+1 determined at line 1
1. Next, using the current maximal corre-
spondence C(Gk,M) from H , lines 3–4 identify the new correspondences C(Gk+1,M). The relationship
between these sets of correspondences is shown in Figure 6.4. Last, C(Gk+1,M) is expanded to vertices
that were not previously visible in Gk, and hence do not yet have a correspondence. This is done at line 6
by initializing the maximal correspondence algorithm with all correspondences 〈u, v〉 ∈ C(Gk+1,M) and
exploring the remaining vertices. The resulting maximal correspondence is denoted by C̃(Gk+1,M) and is
updated in H .
6.4 Evaluating a Hypothesis
Images of the flying object are subject to noise from various sources, including the object appearing with
low resolution, a rapidly changing background, and poor illumination of some features on the object. As a
result, erroneous edges and vertices may appear in image graphs, leading to the possibility of a hypothesis
containing an incorrect image-to-model correspondence. To determine the correctness of a hypothesis, we
evaluate its error, denoted ǫ(H), by the distance metric (6.2) introduced in the previous section.
This metric measures the mean squared error (MSE) of the image-to-model correspondence C(G,M)
associated with a hypothesis H . To do so, an estimated image graph is produced. Let S be the subgraph of
1Many methods exist in image processing to track points or edges from frame to frame. One such method is to compare nearby
points by their position relative to the object’s center
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(a) (b)
Figure 6.5 (a) Image graphGwith solid edges and the estimated image graph Ĝwith dashed edges
superposed on top, and (b) the model graph M where vertices and edges not contained
in the subgraph S are grayed out.
M containing vertices that are mapped to in C(G,M). The estimated graph, denoted Ĝ, is constructed from
the edges and vertices of S, where the vertices are assigned coordinates from estimating their location in the
image. In particular, a vertex vj ∈M is associated with a three-dimensional coordinate pj at a vertex of the
polyhedral object. Using the state estimate x produced by the respective Kalman filter for H , this point is
transformed and projected to an image point ûj via the chain of equation in (5.15). This image coordinate,
along with coordinates of vertices in the image graph G, are used in equation (6.2) to calculate the error
ǫ(H). Hence, we write this error of the hypothesis H and its maximal correspondence C(G,M) as
ǫ(H) = d(C(G, Ĝ)), (6.3)
Figure 6.5(a) shows the image graphs G and Ĝ for the example used previously. The hypothesis in this case
contains the following vertex correspondences produced by the leftmost path of the tree in Figure 6.3(c):
C(G,M) = {〈u0, v4〉, 〈u1, v1〉, 〈u2, v3〉, 〈u4, v0〉, 〈u3, v5〉}. The estimated image graph Ĝ is superposed
over G. The correspondences of H can be clearly seen by the proximity of their respective coordinates.
Hence, in this case, the hypothesis error ǫ(H) will be reasonably low. In (b), the model graph M and
subgraph S is also drawn.
In the case that the calculated error of a hypothesis is high, we must decide to keep the hypothesis
around in case its correspondences are corrected and the error improves, or reject it. To do this a thresh-
old Γ is applied to the calculated error ǫ(H). In addition, a second parameter κ, referred to as the threshold
count, determines how many consecutive times a hypothesis must exceed Γ before being rejected. These pa-
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rameters effectively maintain a sliding window for the rejection of hypotheses. In other words, the tracking
algorithm keeps a set of hypotheses, each having error less than Γ at least once in a window of κ consecutive
images. This helps deal with noise that can periodically appear in an image. Proper tuning of Γ and κ helps
the algorithm settle on a small set of hypotheses with low error.
6.5 Two Cameras in Stereo Vision
While the tracking algorithm may work in theory with a single camera, many challenges arise when
estimating a 3D object’s pose and motion due to the lack of depth information. For this reason, we rely on
two cameras in stereo vision configuration, providing the 3D information needed from stereopsis. The two
cameras are assumed to acquire images of the object at the same time instant, and therefore operate at the
same frame rate. The image graphs can then be denoted as Gk and G
′
k from the k-th image frames acquired
by the first and second camera, respectively. In addition, a hypothesis of the object’s topology must include
image-to-model correspondences for both Gk and G
′
k. That is, a hypothesis H is then composed of the
maximal correspondences C(Gk,M) and C(G′k,M).
With the modification to a hypothesis H , the procedures to update and evaluate H must be extended
to the new set C(G′k,M). In the case of updating the hypothesis, Algorithm 2 is simply replicated to also
update the maximal correspondence C(G′k,M) to C̃(G′k+1,M). To evaluate H , its error ǫ(H) is rewritten
as the sum of distances between each image graph and the model graph. That is,
ǫ(H) = d(C(Gk, Ĝk)) + d(C(G′k, Ĝ′k)),
where Ĝk and Ĝ
′
k are the respective estimated image graphs for the first and second camera. Hence, the
parameter Γ used to compare with ǫ(H) is now thresholding the combined MSE from both images.
Last, we address the initialization problem of estimation. At the start of the tracking algorithm, we rely
on an initial estimate of the object’s pose in order to generate one or more hypotheses to begin tracking
the object. With the availability of depth information, this initialization problem of the object’s pose can
now be solved. First, the maximal correspondence algorithm of Section 6.2 is used in the additional case
of computing the set of correspondences C(Gk, G′k) between the two cameras. Then, from each vertex
correspondence, the respective image points are back-projected into world coordinates, effectively mapping
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two 2D points to one 3D point. Multiple world coordinates can then be used to compute the transformation
of the object from the body frame to world frame (refer to Appendix C for details on these calculations).
The next section will show how this initialization of pose is used to generate new hypotheses.
6.6 Generating New Hypotheses
Suppose no hypotheses exist, or those that do exist are incorrect, yielding errors that eventually result
in their rejection. In either case, the tracking algorithm should attempt to generate new hypotheses. A new
hypothesis can be generated by many different correspondences of the image graph G and model graph M .
To determine which of these correspondences should constitute a new hypothesis, its error is computed as if
it were an existing hypothesis being evaluated. Since the object’s pose must be known in order to construct
the estimated image graph and calculate the hypothesis error, the initialization problem of the object’s pose
must be solved.
Let G′ be the image graph from an image of the second camera. Algorithm 3 outlines the steps to gen-
erate a set of new hypotheses from the image graphs G and G′ as input. First, the maximal correspondence
C(G,G′) is computed at lines 1–2, where again a pair of common edges between the graphs is used. Next,
the loop in lines 4–16 considers the matching of edge (u1, u2) ∈ G with every edge (v1, v2) ∈ M . From
the initial vertex correspondences of these edges, line 5 executes the algorithm of Section 6.2. Although,
since the maximal correspondence C(G,M) cannot yet be determined without knowing the object’s pose,
all possible sets of correspondences are returned. The loop in lines 6–15 then considers each set, composes
C(G′,M) using C(G,G′), initializes the object’s pose estimate, and uses the estimate to compute the error
of a hypothesis containing C(G,M) and C(G′,M). If the hypothesis error is within the threshold, line 13
adds H as a new hypothesis and initializes its associated Kalman filter.
In conclusion, Algorithm 3 for generating hypotheses will explore all possible correspondences of edges




2). Since the maximal correspondence algorithm can
produce O(nm) sets of correspondences and the planar graph M has O(m) edges, the Algorithm 3 clearly
runs in exponential time. Due to the large number of hypotheses that could potentially be generated, it
may be useful to limit the number to the l hypotheses having the lowest calculated error. This will reduce
computation time in later iterations of the algorithm when these hypotheses are updated and evaluated. In
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Algorithm 3 Generate new hypotheses from two image graphs
Input: Image graphs G, G′ and model graph M
Output: Set N of new hypotheses
1: Determine common edges (u1, u2) ∈ G and (u′1, u′2) ∈ G′.
2: Compute C(G,G′) with the initial vertex correspondences 〈u1, u′1〉 and 〈u2, u′2〉.
3: N ← ∅
4: for each edge (v1, v2) ∈M do
5: Compute all possible correspondence sets C1, . . . , CN using the algorithm of Section 6.2 with the
initial correspondences 〈u1, v1〉 and 〈u2, v2〉.
6: for each set of correspondences Ci, i = 1 . . . N do
7: Compose the set C ′i of correspondences 〈u′, v〉 from 〈u, v〉 ∈ Ci and 〈u, u′〉 ∈ C(G,G′)
8: Using Ci and C
′
i, initialize the object’s pose as the position b0 and rotation r0
9: x0 ← (bT0 , rT0 ,vT0 ,ωT0 )T for some initial velocities v0 and ω0
10: Letting C(G,M) = Ci and C(G′,M) = C ′i, use x0 to compute the errors d(C(G,M)) and
d(C(G′,M)) as described in Section 6.4
11: Construct hypothesis H from C(G,M) and C(G′,M)
12: if ǫ(H) < Γ then





addition, the estimate x0 is initialized with arbitrary velocities v0 and ω0 in the algorithm. In the case that
hypotheses are being generated at the start of the algorithm, this is expected as the velocities are unknown.
Although, if hypothesis generation is triggered further into tracking as a consequence of all hypotheses being
rejected, then a better choice of initial velocities exists. Let Hmin denote the hypothesis with the minimal
error at the time just before hypothesis generation, and Kmin its respective Kalman filter. Initialization of
new hypotheses with arbitrary velocities would discard all progress made by Kmin up to this point. An
accurate estimate of velocity is unlikely to be recovered later in the object’s flight as Kalman filtering may
take many iterations of correction from observables. Therefore, the estimate x0 can instead be initialized
with velocities from a recent state estimate of Kmin so that the tracking algorithm can continue where it left
off. In either case, the Kalman filter must be tuned appropriately for the choice of these initial estimates.
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6.7 Handling Noise in Images
The presence of noise in images of the flying object is unavoidable in most environments. Moreover,
it is unreasonable to assume image processing can produce perfect measurements of features on the object.
Hence, image noise must be dealt with at a higher level by the tracking algorithm. Though previous sections
have briefly discussed noise, we summarize here the ways in which it is handled. In general, the tracking
algorithm is made robust to various sources of noise by its use of hypotheses. That is, multiple hypotheses
are tracked from image to image while repeatedly being evaluated. If, for instance, a hypothesis with
correct correspondences were to become compromised from image noise, the error calculated by the metric
introduced in Section 6.4 would increase, potentially exceeding the threshold Γ. The hypothesis would
then have to be subjected to this noise for κ − 1 more images before being rejected. Hence, tuning of the
parameters Γ and κ can help the algorithm perform better to varying degrees of image noise. In addition,
the procedure of Section 6.6 offers a fail safe to recover hypotheses through an exhaustive search of image-
to-model correspondences.
The algorithm of Section 6.2 for computing the maximal correspondence of two graphs G and G′ also
helps deal with image noise. Recall that the algorithm evaluates sets of correspondences by their size as well
the the distance between vertices of the two graphs. Consider the sets of correspondences C1 and C2 where
C1 = C2 ∪ 〈u, v〉. For the right choice of ε in equation (6.1), the procedure will only chose the set C1 over
C2 if the distance added by the correspondence 〈u, v〉 is small enough to ensure it is not the product of noise.
In the case that an extraneous edge or vertex did lead to this correspondence, the difference d(C1)− d(C2)
should exceed ε leading to the erroneous correspondence 〈u, v〉 being ignored.
To demonstrate how the tracking algorithm performs over a sequence of images, Figure 6.6 plots a time-
line of hypothesis errors over a 0.63 second flight of the object. The tracking algorithm initially generates
the two hypotheses labeled 1© and 2©. Hypothesis errors spike around 0.35 and 0.52 s due to noise in the
images from edges of the object beginning to disappear. A few iterations of the tracking algorithm pass
before the hypotheses are rejected and hypothesis generation is triggered, yielding the five new hypotheses
labeled 3©– 7© at 0.4 s and 8©–12© at 0.54 s. Other spikes in error due to noise occur at 0.25 and 0.57 s, in
which case the noise ceases and some hypotheses are able to recover. Towards the end of the flight, hypoth-
esis 8© and 9© have similar errors and compete for estimation of the state. These two hypotheses differ by
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Figure 6.6 Timeline of hypotheses and their errors over the flight of a polyhedron with Γ = 800 and
κ = 3. Each colored line represents a hypothesis that ends when rejected or when the
object’s flight ends. The hypotheses are numbered 1–12. Generation of new hypotheses
occurs at 0.4 and 0.54 s in which case colors are reused to plot their errors.
only one correspondence for a vertex in the images that lies close to two model points. As a result, their
state estimates remain the same for the time being2.
2Further iterations of tracking as the object’s pose changes would reveal lower error in one hypothesis.
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CHAPTER 7. ESTIMATION EXPERIMENTS
Experiments were performed to demonstrate accuracy and robustness of the estimation algorithm with
two different objects: a wooden frame and a hollow polyhedron. Validation is shown by either reprojection
error or from accelerometer data. In the former case, the object is projected onto the image plane using its
pose from the current state estimate, and the error is calculated between the observed and estimated object
in the image. In the later case, accelerometers provide measurements of acceleration about four points on
the object. The acceleration data is integrated and solved for the linear and angular velocities of the object.
To the best of our knowledge, no data sets of real images and corresponding motion data for a free-
flying object have been presented. In the absence of a ground truth for computing errors, we rely on the
measurement of pose error in both images to represent the pose error in the world. We argue that no two
poses of the object could generate the same pair of images on the two cameras, unless some degeneracy
of projection takes place or the object assumes certain symmetry. Thus, there exists a one-to-one mapping
between the object’s pose in the world and its poses in two images, and consequently measurement error in
images is sufficient to describe error in the world. Without loss of generality, we consider the object to be
a polyhedron of size n. The object’s 3D pose is identified by world coordinates at the object’s vertices, and
the 2D pose in an image is identified by the projections of visible vertices.
For a single camera, it is easy to see that the lack of depth information prevents the 2D pose from being
uniquely determined. For a set of m, m ≤ n, visible vertices and the connectivity between them, multiple
poses of the object may produce the same view. In particular, from the unknown world coordinates of these
vertices, the chain of equations in (5.15) describing the imaging model contribute constraints that yield
an under-determined system with infinite solutions. This is resolved by the addition of a second camera
producing a different, but overlapping, view of the object relative to the first camera. The alternative view
produces constraints with the first camera that reduce its set of possible poses to a single pose visible in
both cameras. That is, two simultaneously taken images induce six independent constraints that can only
be satisfied by a finite number of poses. The remaining constraints, including that of the epipolar constraint
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discussed in Section 5.3.2, further reduce the possible poses to a unique one. This argument, solely from
a mathematical perspective, assumes no noise or error from the imaging devices. However, these possible
poses are assumed to be distant enough from each other such that small errors can be tolerated. We can then
state that that no two different 3D poses of the object will produce the same pair of 2D poses in images. As
a result of this uniqueness, it is sufficient to measure 3D pose error by the aggregation of reprojection errors
in the two images.
7.1 Image Processing
Before estimation can happen, image processing is performed to detect corner and edge features of the
object used for tracking and Kalman filtering. The goal is to produce the image graph used throughout
Chapter 6. Here we describe the processing pipeline used to detect features and construct the image graph
from an image acquired by a single camera. A doubly connected edge list (DCEL) is used to represent the
image graph in the plane (i.e. as a planar graph). Edges and vertices of the graph are formed from those
extracted in the image, and the visible faces of the object become bounded faces of the DCEL.
The block diagram of Figure 7.1 describes the image processing steps performed. For each image frame,
the object is first located by by optical flow between the current and previous frame in order to separate the
foreground from the background. Then, edge and corner detection begins via the methods of Canny (1983)
and Shi et al. (1994), respectively. The edges become lines through the hough transformation of Duda and
Hart (1972), and are then filtered and merged into a refined set of lines. Combining the intersections of
these lines with the detected corners, we form vertices by determining which points lie incident to which
edges. Finally, the planar graph is constructed by incrementally adding the vertices and edges, while in
the meantime forming bounded faces from edge cycles. The resulting image graph is output for use by the
tracking algorithm.
7.2 Experiment Results
Two Ximea MQ022CG-CM high-speed, color cameras were used to capture images simultaneously of
an object in flight. Images were captured at 200+ fps, depending on the size of image frames acquired in















Figure 7.1 Image processing pipeline for constructing an image graph from corner and edge fea-
tures in the image. Arrows indicate the flow of data as inputs and outputs to and from
each step of processing, drawn as blocks in the diagram. In the final step, edges and
vertices are represented as a planar graph by the doubly connected edge list (DCEL).
field of view. The cameras were carefully calibrated using the procedure from Appendix D with data points
obtained by images of a 3D calibration cube. Table 7.1 gives the intrinsic parameters from calibration of the
two cameras.
In each estimation experiment, an object was then thrown across the camera’s view approximately 2.3
m away. The initial estimate of the object’s pose was computed from the procedure in Appendix C. Initial
velocity was estimated roughly by differentiating the object’s position from pose estimates of the first few
frames. While an initial angular velocity estimate could be measured similarly from initial poses, the rotation
in these poses contain errors from back-projection and triangulation that, through differencing, may not yield
a reliable angular velocity estimate. Therefore, the initial angular velocity estimates were set with all three
values close to zero. Moreover, tuning the Kalman filter to have low confidence in these estimates, we
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1 1131.21 1133.35 1.572 1039.38 551.50






1 −0.341 0.170 −0.051 4.083 −5.014
2 −0.339 0.163 −0.046 4.440 −1.259
Table 7.2 Error covariance of state variables, including position and rotation of the object and two
cameras, and velocities of the object.
Position
x y z (m2)
Rotation
r0 r1 r2 r3
Velocity
x y z (m/s)2
Angular Velocity
x y z (rad/s)2
Object (o, r, v, ω) 0.1 0.01 0.01 1
Camera 1 (c, rc) 0.005 0.001 – –
Camera 2 (c′, r′c) 0.005 0.001 – –
found the estimator could quickly correct angular velocities to keep its measurement error low in images.
Table 7.2 gives the error covariances used as initial values along the diagonal of the covariance matrix P+0
of the Kalman filter. Note the larger initial covariances of angular velocity, reflecting low confidence in
its initial estimate, and allowing larger corrections of the estimate from observables. In addition, error
covariances of observables, set along the diagonal the covariance matrixRk, were 25 for the two coordinates
of image points of both cameras, and to 3 · 10−3 for the three coordinates of epipolar normal.
Throughout experiments, results of the quadratic-constrained Kalman filter (QCKF) formulated in Sec-
tion 5.4.4 are compared to that of an extended Kalman filter serving as a baseline. This EKF estimates the
same states of the object as in the QCKF, but without aerodynamic forces modeled in the system dynamics
(that is, f = τ = 0 in Section 5.1), and without handling constraints of unit quaternions or epipolar ge-
ometry. Since the estimator does not account for the unit quaternion constraint, the quaternion estimate is







Figure 7.2 Single axis of a wooden frame object with accelerometers attached. The y-axis shown
(colored green) has one accelerometer at the end of the axis and another near the inter-
section of the axes. The x (red) and z (blue) axes have one accelerometer each at the
ends of their axes. Each axis is 30 cm long and 2.9 cm wide. The object has a mass of
0.31 kg and drag coefficient 1.05.
7.2.1 Wooden Frame with Accelerometers
In the first experiment, a wooden frame object was thrown by hand. The object contains four vertices,
with one as the “origin” of the frame, and the remaining at the end of three axes colored red, green, and blue.
Each axis is treated as an edge of the object, and, is easily detected by its color during image processing. For
this object, the tracking algorithm was able to maintain one hypothesis with reasonably low error throughout
its flight. Moreover, the cross sectional area of the object used in equation (2.35) for computing drag was
calculated individually for each axis, and summed together to yield the area A.
Near each vertex of the frame, linear accelerations were measured by four tri-axis ADXL335 accelerom-
eters from Analog Devices, capable of measuring ±29.4 m/s2. The data were transmitted wirelessly using
four Digi XBee Series 1 modules. Figure 7.2 shows the configuration of one axis of the frame. Before the
object was thrown, the accelerometers were calibrated by repeatedly measuring voltages corresponding to
the force of gravity while laying flat on a table. The object’s inertia tensor was also adjusted to account for
the accelerometers as point masses, yielding an inertia tensor of Q = diag(5.57, 5.57, 5.60) × 10−3. With
a total mass of 0.31 kg, the wooden frame is not significantly affected by aerodynamic forces1. Hence, this
object is used primarily for the purpose of obtaining data from accelerometers. However, the wooden frame
was estimated by both a QCKF and EKF-1 estimator to show the effect of including the quaternion and
epipolar constraints in the Kalman filter.




Figure 7.3 Images of the wooden frame in flight, cropped and superposed on a single image from
the (a) first and (b) second camera. The object’s pose estimated by QCKF and EKF-1
are drawn as white and dashed yellow lines, respectively. Each pose is drawn by project-
ing the body coordinates of visible vertices of the object onto the image and connecting
them by lines forming the frame’s axes. Labels below each object indicate the time
since the start of estimation.
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Figure 7.3 shows images of the wooden frame in flight. The object was estimated for 0.64 s at a rate
of 202 fps, and over a distance of 2.21 m within the image. The object’s pose estimated at a few moments
during its flight from two estimators, EKF-1 and QCKF, are drawn in an image. In each pair of poses
between the two cameras, the pose estimated by EKF-1 does not align well with that of the image. The
estimate is seen to have slight offsets from the object in opposite directions in images. This is due to not
taking into consideration the epipolar geometry of the two cameras which constrains both image points to
coincide with the world point being observed. Having corresponding image points not align in the two
images implies they may not coincide with the correct world point. On the other hand, the pose estimated
by the QCKF aligns better in both images as a result of including the epipolar normals as observables. In
addition, near 0.35 s into flight, the axis colored blue stops being detected in the image due to occlusion.
For the remainder of the flight, state estimation continues with the remaining two visible axes.
To quantify the error in images, we compute the root mean squared error (RMSE) between the observed
and estimated image coordinates of the object’s vertices, referred to as reprojection error. That is, in each












where ui is the observed image coordinate of the i-th visible vertex, and ûi is the estimated image coor-
dinate obtained by projecting the body coordinate bpi corresponding to the i-th vertex through the chain of
equations in 5.15. Figure 7.4 plots these errors for the first and second camera. Throughout the flight, the
QCKF estimator obtains lower reprojection error, verifying what is seen in the images of Figure 7.3.
While lower reprojection error is meaningful, the question remains of how different the estimates pro-
ducing these errors are. Figure 7.5 plots the estimated states of position and velocity from equation 5.5,
where b = (bx, by, bz)
T and v = (vx, vy, vz)
T . Estimates of both EKF-1 and QCKF are again shown.
While, the state estimates overlap in a few of the plots, others differ more significantly. In particular, the two
estimators produce very different estimates of bz and vy. Similarly, Figure 7.6 plots the estimated values of
orientation and angular velocity where v = (vx, vy, vz)
T and ω = (ωx, ωy, ωz)
T . Here, estimates of ry and
ωz differ a noticeable amount. Also plotted in the bottom right corner of Figure 7.6 is the magnitude ‖ω‖
of angular velocity to show the overall rate of rotation. Note that in each plot, the state estimate smooths




Figure 7.4 Reprojection errors over flight of the wooden frame in the (a) first and (b) second cam-
era. The errors in each plot are calculated from estimates of the both the EKF-1 and
QCKF estimators. Reprojection errors of EKF-1 are plotted by the dashed blue line,
and those of QCKF by the solid black line.
reprojection error shown in Figure 7.4, the state estimates of the QCKF are regarded as better estimating the
true state.
Finally, we examine the estimated velocities in comparison with those measured by accelerometers.
The object’s measured velocities are first calculated in the body frame. The i-th accelerometer produces
readings ai that satisfy the kinematics equation ai = v̇ + ω̇ × ri + ω × (ω × ri), where ri locates the
accelerometer in the body frame. Using four accelerometers, we obtain twelve quadratic equations in total
with nine unknowns in v̇, ω, and ω̇. The equations can instead be written as a linear system with twelve
(dependent) unknowns: three for v̇, and nine for a 3× 3 matrix W composed from ω̇ and ω. Formulation of
the linear system and extraction of ω from W is discussed in Cardou et al. (2010). Last, the linear velocity
































Figure 7.5 Estimates of position b = (bx, by, bz)
T and velocity v = (vx, vy, vz)
T of the wooden

















































Figure 7.6 Estimates of rotation r = (r0, r1, r2, r3)
T and angular velocity ω = (ωx, ωy, ωz)
T
of the wooden frame. Estimates from EKF-1 are drawn as dashed blue lines and from




Figure 7.7 Plots of the estimated and observed (a) linear and (b) angular velocities. Velocity read-
ings from accelerometers in the x, y, and z directions are plotted as solid lines in light
red, green, and blue, respectively. The estimated velocities are plotted as dashed lines
in a darker red, green, and blue.
Figure 7.7 plots the measured and estimated values of velocity and angular velocity. The final estimation
errors at 0.62 s were (0.060, 0.120, 0.024)T for velocity, and (−0.068,−0.026, 0.065)T for angular veloc-
ity. For comparison, the final estimation errors EKF-1 were (0.032,−0.214,−0.352)T for velocity, and
(−0.143,−0.117, 0.317)T for angular velocity. Note that in Figure 7.3, only two axes are detected around
0.35 s for a breif duration due to occlusion of the third. Regardless, the estimator continues to converge
while observables are missing.
7.2.2 Foam Polyhedron
In the second experiment, a hollow 8-sided polyhedron object was thrown. The polyhedron was con-
structed by combining triangular facets cut from foam boards, and has the following vertices in the frame
Fb aligned with its principal axes: (0.051,−0.008, 0.121), (−0.04,−0.055, 0.101), (0.073, 0.103,−0.068),
(−0.071, 0.156,−0.002), (−0.044,−0.095,−0.102), and (0.031,−0.101,−0.05). The object has a mass
of 0.069 kg and inertia tensor of Q = diag(3.20, 1.96, 2.45) × 10−4. Due to its mass, the polyhedron ob-
ject is sensitive to the effects of aerodynamics, to the extent that the flow of air over its flat faces produces
noticeable lift force when thrown.
Figure 7.8 shows images of the polyhedron in flight. The object was estimated for 0.61 s at a rate of 231




Figure 7.8 Images of the polyhedron in flight, cropped and superposed on a single image from
the (a) first and (b) second camera. The object’s pose estimated by QCKF and EKF-1
are drawn as pink and yellow lines, respectively. Each pose is drawn by projecting
the body coordinates of visible vertices of the object onto the image and drawing the
visible edges between them. Labels below each object indicate the time since the start
of estimation.
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in the first camera, while five are detected by the second camera (see figure). Regardless, the tracking and
Kalman filter algorithms are able to initialize and begin estimation. In addition, we again see in the images
that the pose estimates of EKF-1 appear to be offset in opposing directions from the object, whereas those
of QCKF are aligned slightly better. Figure 7.9 plots the reprojection error for this flight. Throughout the
flight, QCKF obtains similar reprojection error or better than the EKF-1.
From the reprojection errors of Figure 7.9 it is not evident how modeling of aerodynamics helps es-
timation of the object. To determine its effect, we perform a forward prediction of the object’s trajectory
starting at two different estimates, one from QCKF, and one from EKF-1. Suppose we let the estimators
converge on a good enough estimate after 50 iterations. Using these estimates as starting points, we predict
the object’s trajectories under the system dynamics of Section 5.1 to some point in the future, and compare
the trajectories with the real one in the image. Figure 7.10 plots the resulting trajectories between frame 50
(at 0.21 s), and frame 140 (at 0.6 s). The trajectory starting from the QCKF estimate closely matches with




Figure 7.9 Reprojection error over flight of the polyhedron in the (a) first and (b) second camera.
The errors in each plot are calculated from estimates of the both the EKF-1 and QCKF
estimators. Reprojection errors of EKF-1 are plotted by the dashed blue line, and those
of QCKF by the solid black line.
Figure 7.10 Predicted trajectories of the polyhedron object using estimates at time 0.21 s of its
flight, and ending at 0.6 s. The object’s real trajectory (dotted) is compared with two
approximations, one starting at an estimate of the QCKF and plotted in green, and the
other at an estimate of EKF-1 and plotted in red. The starting pose and ending pose of
the object are shown in the image.
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CHAPTER 8. SUMMARY AND CONCLUSIONS
This thesis presented algorithms for solving two related problems of batting an in-flight object to a target
in two dimensions (2D) and estimating the motion of a free-flying object in three dimensions (3D). The mo-
tion estimation work was done with 3D batting in mind, which will require further research effort discussed
in Section 8.1. In both works, our efforts draw upon image processing, motion estimation, projectile flight
mechanics, and state estimation. The batting work additionally makes use of manipulator kinematics and
dynamics, trajectory planning, and most importantly, impact modeling and planning.
In Chapter 3 we have developed a system that controls a 2-DOF arm aided by a high-speed camera to bat
in-flight objects to a target. The entire action, lasting about one second, starts from an object being thrown
towards the arm and ends with the object hitting (or missing) its target. The arm is initially motionless while
the camera starts estimating the object’s motion. Provided estimates, the planning algorithm immediately
searches for a solution to the impact problem in the form of joint positions and velocities at a batting time,
and upon determining one, the robot arm begins its motion. After batting, the camera and planning algorithm
are effectively disengaged, and the arm is slowed to a stop. The outcome of batting is then observed by the
objects trajectory towards the target. Errors are produced from modeling (of the impact as well as the object’s
flight), imaging, motion estimation, and manipulator control. Therefore, planning is conducted in cycles, at
a frequency coinciding with the camera’s frame rate, to repeatedly correct the arm’s joint trajectories based
on the most recent estimate of the object’s motion.
The batting algorithm is demonstrated with a WAM Arm to repeatedly bat a ping pong ball to a hanging
target, a dumbbell-like object to knock down toy bowling pins, and a square into a net. In each instance, the
target was placed at a random location known to the algorithm. Batting was also performed to redirect the
ping pong to a fixed location multiple times. We found the success rates of these batting tasks to be higher
than what can be achieved by a human being without practice.
In the estimation work, we presented an approach to accurately estimate the motion of an object in
free flight, while remaining robust to the noise present in images of a rotating and translating object. The
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approach relies on the collaboration of two components: the estimation models and Kalman filtering pro-
cedure of Chapter 5 and the pose tracking algorithm of Chapter 6. The pose tracking algorithm provides
correspondences between features of the object in images and its model, Kalman filtering produces estimates
from measurements of corresponding features, and tracking uses the estimate to evaluate the quality of its
correspondence. To improve estimation accuracy, the Kalman filter incorporates multiple constraints on the
state, including unit quaternion constraints and the epipolar geometry constraint, and models aerodynamic
forces. As a result, we demonstrated low errors from reprojection of the object’s pose onto images, and
from comparison of velocity estimates to data from accelerometers (after integration to velocities). Further
discussion of the motion estimation and pose tracking work can be found in Section 8.2.
Both batting and estimation works have potential applications in sports robotics where many maneuvers
considered skillful for a human are performed. In several ball sports such as tennis, football, and soccer, the
objective is to receive and strike a ball to a target location, sometimes following a desired trajectory to evade
the opponent. A robot capable of skillfully manipulating the ball could generate immense public interests.
Clearly, those maneuvers involving a flying ball require accurate, high-speed motion estimation. Moreover,
the use of impact as a tool in robotics could bring human-robot interaction to a new level, unlocking the
capabilities of robots that can benefit our everyday life.
In addition, interceptive tasks such as hitting or catching moving targets have been investigated in psy-
chology and brain research. Empirical studies, conducted mostly through observing human subject behav-
iors, have examined issues such as motor control (Brenner et al., 1998), estimation of contact time (Senot
et al., 2003), when to initiate an interceptive movement (Port et al., 1997), and on-line control of arm mo-
tions (Tresilian, 2005). Our work on robotic batting may provide quantitative and algorithmic explanations
for some of the hypotheses made about human interception behaviors, and can serve as a platform for further
hypothesis testing.
8.1 Extension to 3D Batting
In the 2D problem, the object does not exactly fly in the vertical plane before the impact, and is even
less likely to do so after the impact1. Also, it is often unrealistic to expect, at the moment of batting, that
1Small errors in batting and effects of air flow on the object can easily sway its flight to one side, as we have observed in the
experiment.
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the object’s center of mass and the contact normal lie in this plane. A number of failures in our experiment
could be attributed to our 2D modeling of a task that happens in 3D.
Extension of the work to three-dimensional batting would have several advantages. First, objects to be
batted would no longer be limited to 2D. Non-vertical flight trajectories (such as those swerving sideways)
could also be included. Second, a robotic arm could utilize all of its degrees of freedom rather than just a
subset to constrain its movements within a plane. This enlarges the dimensionality of the space of feasible
states, making a planning failure much less likely. Last, for two-body impact between the object and bat, a
3D model (Jia and Wang, 2017) will be more accurate than the 2D one described in Section 2.1.
On the other hand, the 3D version can be considerably more difficult and computationally expensive in
image processing, flight modeling, state estimation, impact modeling, and especially planning. In particular,
a few challenges arise in the extension. First, two-body impact in 3D is governed by a non-integrable system
of ordinary differential equations in the general case. With no closed form for the total impulse, expensive
numerical integration has to be carried out. Real-time planning would suffer, if not impossible, due to
the need for repeatedly testing of impact outcomes. A deep analysis of the batting problem is required
to identify cases in which the computational requirements are feasible for real-time implementation. The
following are two potential ways of handling this issue that, at the time of writing this thesis, are currently
being investigated.
1) A closed form exists for impulse if the tangential component of the initial contact velocity is along
one of several “invariant” directions (Jia and Wang, 2017). The arm may be able to control its joint
angles and velocities to generate such a contact velocity. Some understanding is needed about the
scope of batting tasks in this special class of initial contact velocities.
2) An alternative is to avoid numerical integration and instead use a look-up table or machine learn-
ing method. The former requires discretizing the space of initial contact velocities, while the latter
requires training over a very large set of batting instances.
134
8.2 Motion Estimation and Pose Tracking
Throughout the work of this thesis we found that modeling of aerodynamics is of particular importance
in prediction of the object’s flight trajectory. While the Kalman Filter is a robust estimator, capable of
producing estimates that appear with low error in images with or without modeling of aerodynamics, it was
shown that values of the estimated states in the two cases will differ. In the absence of a ground truth for
measuring estimation error, estimates without aerodynamics modeled can be deceptive in representing the
true system state. In some applications where error in images is the main focus, this may be acceptable as the
difference between state estimates under two dynamics models can be regarded a constant offset, and hence
the relative state estimate is accurate. Though, in the case that a model relies on the true state of the object,
a physically accurate estimate must be obtained. Furthermore, it was also shown that forward propagation
of the state estimate will yield inaccurate predictions of the object, which as we know is an essential step in
planning of robot motion as in a batting task.
From the reprojection of pose estimates onto the image plane of the two cameras, errors were calcu-
lated with the imaged pose that are sufficiently representative of the object’s real pose in the world. It was
shown that the estimation algorithms produced lower reprojection error than that of a naive Kalman filter,
in particular due to inclusion of the epipolar constraint to align the object’s pose with its image from two
stereo cameras. In addition, introducing the unit quaternion constraint into the Kalman filter, rather than
manually enforcing unit length, showed small improvements in reprojection error (in both simulations and
experiments). Augmenting the system state by appending the camera poses also provided small improve-
ments to reprojection error. In multiple instances of estimation, the refined camera poses converge on a
better approximation than that of traditional calibration procedures. In our experiments, agreement between
the approximations was found and used in subsequent estimation experiments. Depending on the degree of
nonlinearities in the vision system (i.e. the severity of lens distortion), this augmentation may prove more
or less effective at reducing errors.
The tracking algorithm of Chapter 6 was shown to succeed in handling noise that repeatedly interferes
with estimation. The algorithm correctly identifies the right hypothesis among a set of multiple by cal-
culating their errors, and tracks the hypothesis while subjected to noise. In the case that noise persists in
consecutive images and all hypotheses are rejected, the algorithm showed it can recover the correct hypoth-
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esis by an exhaustive graph matching search. Furthermore, in the case that new hypotheses are generated,
state estimates experienced smooth transitions between two hypotheses.
The non-linear models used in the motion estimation approach were also tested with the unscented
Kalman filter (UKF) introduced in Section 2.2.3. While the estimator claims to better approximate non-
linear models, initial experiments showed no clear improvement in estimation error, while requiring signif-
icantly more computation time. The added computation of the UKF over the EKF is minimal on its own,
but when combined with multiple rounds of numerical integration of dynamics, calculation of aerodynamic
forces (in particular solving the Laplace equation), and numerical root finding for state constraints, for each
sigma point of the UKF, the computation time quickly becomes infeasible for real-time use. Combining this
with multiple UKF algorithms running for each hypothesis of pose tracking, computation increases by at
least one order of magnitude.
8.2.1 Computational Improvements
While the main focus of our approach to motion estimation is accuracy in the estimation and prediction
of pose and motion, efficiency has not been neglected. Throughout the procedures of constrained Kalman
filtering, aerodynamics, and pose tracking, computation time has been a primary concern. This of course is
for the purpose of enabling real-time capabilities of tracking. The results presented here have been obtained
from the post-processing of recordings of an objects flight. While in their current state, the algorithms can
run at approximately 20 fps, there is much room for improvement. A decrease in computation time by
an order of magnitude would be necessary to enable the algorithms for high speed real-time use, hence,
we discuss in this section methods of optimization that we believe can achieve that goal. This includes
graphics processing unit (GPU) computing, as well as tuning of various parameters to balance the accuracy
and efficiency of estimation.
In the results of this thesis, a Windows PC was used equipped with a 4-core Intel Xeon CPU @ 3.5 GHz,
and 8 GB of memory. At the time of writing, the processor in particular was outdated by approximately 8
years. Hence, by Moore’s law, of which processor manufacturers have mostly kept pace with, modern
hardware could produce significant improvements in the computation time of our algorithms.
Various parameters of the estimation and tracking algorithm are available for tuning, including:
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1) Number of points in the non-uniform grid used for calculating Lift force (Section 5.2.2). In the case
of the polyhedral object, the grid surrounding the polyhedron contains roughly 8,000 points, resulting
in the sparse matrix C from the linear system of (E.19) containing approximately 10,000 rows and
8,000 columns. Investigation of a reduced number of grid points and the resulting drop in accuracy
would help reduce the time to solve the large linear system.
2) Number of iterations for numerical integration, depending on the method used, of the system dynamics
in equation (5.7). The fourth-order Runge-Kutta method was used in our implementation, resulting
in four calls to the dynamics equation every iteration, each time solving the Laplace equation. Thus,
while few iterations are necessary, choice of the parameter has a large effect on computation time.
3) Number of iterations of Homotopy Continuation for determining the Lagrange multipliers of the state
constraints (Section F.2). The number of iterations is determined by the discretization of t, and effects
how well the roots are tracked. While in general we rely on Newton’s method to update existing
Lagrange multipliers, the backup procedure in Homotopy Continuation will typically be called a few
times throughout estimation to recalculate the multipliers.
4) Maximum allowed number of hypotheses. Since each hypothesis has a corresponding Kalman fil-
ter, we wish to keep only a small number of those with low error. In addition, control over these
hypotheses is aided by K and Γ from Section 6.7 for dealing with hypothesis rejection.
The above parameters can be chosen to meet varying requirements of speed and accuracy of estimation.
In addition, some optimizations of the extended Kalman filter can be made to slightly reduce the num-
ber of matrix calculations required, including reduction of quaternion noise to a 3-vector, and removal of
columns related to velocities from the linearized measurement model and subsequent equations (Mourikis
and Roumeliotis, 2007).
Furthermore, GPU-enabled linear algebra libraries (e.g. CUBLAS, Eigen, and MAGMA are among
some C/C++ libraries) support various matrix operations such as matrix multiplication and decomposition.
This requires careful management of memory, using streams and asynchronous threads, to transfer data to
and from the GPU. Use of the GPU typically comes down to the trade-off between the time of data transfer
plus time of parallel computations (via the GPU), and the time to perform the computations normally on
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the CPU. Hence, to fully utilize the GPU in conjunction with a multiple core CPU, optimization involves
determining for each calculation whether the transfer of required data is worthwhile. For instance, the large
linear system in the matrix C could be stored in GPU memory before the start of estimation, and then solved
very efficiently by factorization methods implemented on the GPU.
8.2.2 Extension to Curved Edges
The planar graph used to represent edges and vertices of the object is only concerned with the coordinates
of its vertices, and their edge connectivity. Therefore, the tracking algorithm of Chapter 6 does not depend
on the geometry of individual edges. The handling of curved edges is then reliant on the capabilities of
image processing. Several techniques exist for extraction of curved features from images (Ballard, 1987;
Do and Vetterli, 2005). The estimated object needs only to contain point features to produce observables
for Kalman filtering, then both the estimation and tracking algorithms can be extended beyond polyhedral
objects.
8.2.3 Validation with Ground Truth Values
By nature of the motion estimation problem, ground truth values of pose and motion are unknown, and
so it can be difficult to obtain data to compare against. Some works rely on estimates obtained from motion
capture systems by manufacturers such as OptiTrack or Vicon. While in this thesis there was no access to
such equipment, in future work the pose and motion estimates of the proposed approach could be further
validated by this data. These systems typically involve four or more cameras observing the object from all
angles. Reflective markers are attached to the object that can be easily detected by each cameras with the
aid of high powered LED lights.
Other methods of validation may include attaching sensors such as a gyroscope or IMU to the object.
Although these devices must accommodate large rotational motions which can cause them to be bulky
and expensive. Moreover, as seen in the experiment of Section 7.2.1, the sensors must be paired with
wireless transmitters. Consequently, these device drastically alter the physical properties of the object, as
well as reduce the effects of aerodynamics. In particular, since the relatively low mass of objects prone to
aerodynamic forces would change, it is difficult to obtain ground truth values under larger effects of air.
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Mülling, K., Kober, J., and Peters, J. (2011). A biomimetic approach to robot table tennis. Adaptive
Behavior, 19(5):359–376.
Nakabo, Y., Ishi, I., and Ishikawa, M. (2002). 3d tracking using two high-speed vision systems. In Pro-
ceedings of the IEEE/RSJ International Conference on Intelligent Robots and Systems, volume 1, pages
360–365.
Nakashima, A., Okamoto, T., and Hayakawa, Y. (2014). An online estimation of rotational velocity of flying
ball via aerodynamics. IFAC Proceedings Volumes, 47(3):7176–7181.
144
Nathan, A. M. (2008). The effect of spin on the flight of a baseball. American Journal of Physics, 76(2):119–
124.
Neuhaus, M. and Bunke, H. (2004). An error-tolerant approximate matching algorithm for attributed planar
graphs and its application to fingerprint classification. In Joint IAPR International Workshops on Statis-
tical Techniques in Pattern Recognition (SPR) and Structural and Syntactic Pattern Recognition (SSPR),
pages 180–189. Springer.
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APPENDIX A. APPROXIMATION OF THE 2D FLIGHT TRAJECTORY
This appendix approximates the flight trajectory of an object for use in the 2D batting problem. At the












and angular velocity ω
(0)
o . For simplicity, we subtract t0 from t such that the trajectory effectively starts at
time 0. Consequently, to reset the starting time to t0, every occurrence of t in the following equations should
be replaced with t− t0.
Recall from Section 2.3.1 the object’s acceleration (2.21) under the gravitational, drag, and Magnus

















































Integration of (A.2) will make use of the following indefinite integral:
∫
√













































































































































The constants C1 and C2 are determined from the initial conditions vox(0) = v
(0)












oy + edα2(0). (A.7)
To recover the trajectory (px, py)
T , one more round of integration will be needed, this time over v.
















































































































































The integrals of α1 and α2 can be described in terms of α2, α3, and α4 below (with constant terms ignored):
∫



































































































APPENDIX B. JOINT TRAJECTORY COEFFICIENTS AND CONSTRAINTS
In Section 3.4.3, the new trajectory θk(t) given in (3.36) for joint k, k = 1, 2 is constructed through
interpolation over [ta, t
∗]. At ta, θk(t) must have the same joint angle, velocity, and acceleration of the
current trajectory, namely, θk(ta) = φk,a, θ̇k(ta) = ωk,a, θ̈k(ta) = ψk,a. Immediately, from these boundary
conditions, we determine the first three coefficients in (3.36):
ck,0 = φk,a, (B.1)















= ck,1 + 2ck,2τ + 3ck,3τ
2 + 4ck,4τ
3,
where τ = t∗ − ta. Plugging in (B.1)–(B.3), we rewrite the above two equations as



































































Next, let us establish the conditions (3.38)–(3.41) over φk and ωk, k = 1, 2, in order to satisfy the
constraints (3.37) over joint angles, velocities, and accelerations. The maximum or minimum value of θk,
θ̇k, or θ̈k over [ta, t
∗] must occur at one of ta, t
∗, and the extremum points within the interval. Below we
will look at the three types of constraints in (3.37) one by one.
The value φk,a of θk at ta lies within Φk, as already checked in the previous planning cycle (cf. Fig-
ure 3.9). In the special case that the current estimate is the first one taken by the planner, the arm is still and
its joint angles are apparently in the range Φk. The constraint (3.27) checks on the value θk(t
∗) = φk. So
we need only check the extremum points of θk(t) over (ta, t
∗), if any. These stationary points are the real
roots (up to three) of the joint velocity θ̇k(t) as the following cubic polynomial:
θ̇k(t) = ωk,a + ψk,a(t− ta) + 3ck,3(t− ta)2 + 4ck,4(t− ta)3. (B.6)
Such a root has a closed form (although quite complicated) in terms of the coefficients of the polynomial
θ̇k(t) (and essentially in terms of φk and ωk). That θk ∈ Φk needs to be satisfied by such a root t only when
it lies within (ta, t
∗). Equivalently, the logic formula (3.38) needs to be true.
Similarly, the condition θ̇k(ta) = ωk,a ∈ Ωk was verified by planning in the previous cycle. The
condition (3.35) checks if the value θ̇k(t
∗) = ωk lies in the range. Essentially, we need only check up to two
stationary points of θ̇k within (ta, t
∗), which are the roots of the quadratic polynomial below:
θ̈k(t) = ψk,a + 6ck,3(t− ta) + 12ck,4(t− ta)2.
That θ̇k(t) ∈ Ωk over (ta, t∗) if and only if the logic formula (3.39) is true.
Moving on, the condition θ̈k(ta) = ψk,a ∈ Ψk was verified by planning in the previous cycle. At t = t∗,
the acceleration achieves the value
θ̈k(t

















Thus, we need to impose the condition that Ψk contains the sum on the right hand side of the last equation
above. This means that the condition (3.40) needs to be true. Meanwhile, the quadratic polynomial θ̈k(t)














which has to lie inside the acceleration range when ta− ck,34ck,4 lies within (ta, t
∗). Thus, the disjunction (3.41)
needs to be true.
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APPENDIX C. INITIALIZATION OF 6-DOF POSE
In this appendix we describe the procedure for initializing the pose estimate of the object. The 6-DOF
pose includes both position and orientation. Following the system modeled in Chapter 5, a quaternion is
used to describe the rotation of the object’s (rotating) body frame Fb from the (stationary) world frame Fw.
Therefore, we describe how to calculate the position o(0) and rotation r(0) of the object at some time t0 at
the start of estimation, via point features extracted from images of stereo cameras. These values are then
used to initialize a Kalman filter where the pose can then be updated without explicitly re-estimating the
pose.
As mentioned in Section 6.5, initialization of pose relies on two stereo cameras to provide depth infor-
mation. We first give the procedure for back-projecting pairs of 2D image points to 3D points in the world
via triangulation. Then, we use the method of Horn (1987) to estimate the absolute pose from a set of four or
more 3D points. Both steps call upon numerical algorithms to be solved, but are quite efficient in practice.
C.1 Backprojection from 2D to 3D
Two stereo cameras viewing a point in the world induce the geometry described in Section 5.3.2, which,
given two image points, can be used to determine the unknown 3D point. Let iq and iq′ be image points
from the projection of an unknown world point wq with respect to the first and second camera, respectively.
We solve the chain of equations in (5.15) in reverse order to obtain wq. Recall that the geometry shown in
Figure 5.5 assumes no distortion of image points as they represent the perspective projection of wq relative
to the camera centers c and c′. Hence, to make use of the geometry we must undistort iq and iq′ to points
under only perspective projection, that is, pq and pq′. First, the inverse of equation (5.14) is solved for the









and similarly for pq̃′ from iq′ using the parameters u′c, v
′
c and M
′ of the second camera. Let equation (5.11)
be written as the function pp̃(pp). To obtain the undistorted point pq, we solve the following least-squares
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Figure C.1 Triangulation of a world point wq in the xz-plane of parallel cameras. The cameras
are made parallel by rotation of their image planes from those drawn in dashed lines
to those in solid. Lengths of the sides of similar triangles are shown for both cameras.






where pq̃ can be used as an initial estimate of pq. Using the Jacobian of the function pp̃ given in equa-
tion (5.28), optimization is performed by the Levenberg-Marquardt algorithm (Levenberg, 1944; Marquardt,
1963). The point pq′ with respect to the second camera is obtainined similarly.
Since equation (5.10) uses the pinhole model to map 3D points to 2D points, in solving its inverse we are
tasked with recovering the 3D information (i.e. depth). To do this, we follow a procedure of “rectification”,
followed by “triangulation” of image points. First, rectification occurs by rotating the image planes to
become coplanar, yielding parallel cameras. To that effect, corresponding image points form a horizontal
line parallel to the line through the camera centers (shown by dashed horizontal lines in Figure C.1). Without
loss of generality, the first camera is positioned on the left at c and the second camera on the right at c′. Let
Rl be the rotation to rectify the left image plane, and Rr that of the right image plane. These rotations
can be computed from the 3-vector ct between cameras as given in (5.18) (Trucco and Verri, 1998, p. 159).
Figure C.1 illustrates rectification of the image planes in dashed lines to coplanar image planes in solid















































Last, the rectified points are written as 2D coordinates in the rotated, undistorted image frame, in units of

































The xz-plane intersecting the two image planes forms similar triangles used to “triangulate” the un-
known world coordinate wq. Let wq = (x, y, z), and denote b as the distance between the two cameras,

























where the quantity u − u′ is known as the disparity between two image points. The remaining coordinates









Note that the above two equations describe the pinhole camera model. Equation (5.9) gives the same equa-
tion, but solved for u and y, where we let f = 1 for the convenience of keeping image coordinates “normal-
ized” (i.e. unitless). Multiplication by f occurs later with scaling the point to units of pixels via the diagonal
elements of M (hence, f is absorbed into parameters α and β). Therefore, under the projection model of
Section 5.3.1, we approximate the focal length as the average of the two elements, i.e. f ≈ (α+β/ sin θ)/2.
The point cq = (x, y, z)T is calculated relative to the first of the two parallel cameras. Hence, the point
is finally written relative to the world frame, first by a rotation of RTl to the original (un-rectified) camera







C.2 Absolute Pose Estimation
Here we solve the problem of determining the rotation and translation between two sets of points.
Namely, the points wq1, . . . ,
wqn computed in the previous section with respect to the world frame Fw,
and the points bp1, . . . ,
bpn making up the vertices of the object with respect to the body frame Fb. The
correspondence between these points is assumed to be known, in our case by the image-to-model corre-
spondence of a hypothesis from Chapter 6. The problem is solved using the method of Horn (1987) for
calculating the absolute pose between measurements of points in two coordinate systems. The method is
briefly described here for convenience.
Let the orthogonal matrix R, det(R) = 1, give the rotation of the frame Fb from Fw, and the vector
o its translation. The problem can then be written as determining the optimal rotation R and translation o




































for i = 1 . . . n. The optimal translation between the points can then be given as
o = q̄ −Rp̄, (C.5)














Because we represent rotation by the unit quaternion, the above minimization is equivalent to maximization









where r = (r0, r1, r2, r3)
T is the unit quaternion representation of the rotation described by R. Here we
view quaternions as vectors in R4. In a slight abuse of notation, the vectors bp′1, . . . ,
bp′n and
wq′1, . . . ,
wq′n














T , i = 1 . . . n. We can







































0 −q′i1 −q′i2 −q′i3





















































i Qi, the 4 × 4 matrix N is symmetric and has all real eigenvalues. The product
rTNr achieves its maximum value when the unit quaternion r is the eigenvector corresponding to the largest
eigenvalue of N (Horn, 1987, p. 635). A minimum of three point correspondences are necessary to provide
enough information in N to recover this rotation. The resulting value of r can then be used to obtain the
translation o from equation (C.5), completing the pose of the object relative to the world frame.
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APPENDIX D. CALIBRATION OF STEREO CAMERAS
Here we present a calibration procedure to accurately estimate parameters of the camera model subject
to the two-view geometric constraint of Section 5.3.2. First, a set of l points wq1, . . . ,
wql are chosen in
world coordinates. We obtain their corresponding image coordinates iq1, . . . ,
iql from the first camera, and
iq′1, . . . ,
iq′l from the second camera. This data is then used to calibrate the cameras together through two
steps of minimization where an initial calibration is needed. Single camera calibration methods such as the
one by Zhang (2000) can provide a good initial estimate.
In the first minimization step, let the vectors λ and λ′ denote the intrinsic parameters of the two cameras,
respectively. They each include the ten parameters used in equations (5.11) and (5.14) of the projection
model: uc, vc, α, β, θ, k1, k2, k3, h1, h2. The essential matrix E can be calculated via nonlinear optimization
(Hartley and Zisserman, 2003, pp. 283–284). First, using the current values of λ and λ′, undistort iqj and
iq′j by solving (5.14) and (5.11) sequentially to obtain
pqj and
pq′j , j = 1 . . . l. Then, solve the linear system
(5.17) for the essential matrix E , which has rank 2. Extract from E the matrix S and unit vector ct (Hartley
and Zisserman, 2003, pp. 258–259).
In the second step, for each image point iq, we minimize the reprojection error of the measured world
coordinate wq passed through the camera model summarized by (5.15). Denote the reprojected points ip
and ip′ as functions of wqj by concatenating (5.9), (5.10), (5.11), and (5.14). Minimization is performed in






















The function is minimized over the parameter vector x = (λT ,λ′T , rc, c, d)
T using the Levenberg-Marquardt
algorithm (Levenberg, 1944; Marquardt, 1963). Note that the rotation r′c and translation c
′ of the second
camera are omitted as they are calculated respectively from S along with rc, and from equation (5.18) along
with the parameter d. Consequently, given an initial calibration, we perform the two steps repeatedly un-
til convergence of the reprojection errors, yielding the intrinsic parameters in λ and λ′, and the extrinsic





APPENDIX E. SOLVING THE LAPLACE EQUATION
In this appendix we give the details on solving the Laplace equation for the velocity potential of a fluid
flow around an object. The finite differencing method (FDM) is employed to construct a linear system in the
velocity potential at grid points throughout a domain of fluid. The fluid referred to here is air. Section E.1
introduces the differencing equations in their various forms for the Laplace equation and its two boundary
conditions at the interior and exterior boundaries. Then, Section E.2 gives a more accurate form of finite
differences at the interior surface by approximating the velocity potential at points on the surface with nearby
grid points. The solution is used in Section 5.4.4 to compute the lift force acting on the object.
E.1 Approximation by Finite Differences
First, we rewrite the Laplace equation from (2.31) to be solved:
∇2φ = 0, (E.1)
where the velocity potential φ describes the air flow velocity at a point (x, y, z)T as w(x, y, z) = ∇φ(x, y, z).
The boundary conditions are
∇φext = −vs, (E.2)
∇φint · n̂ = 0, (E.3)
where ∇φext is the air flow velocity at the bounding box described in the previous section, and ∇φint is
the air flow velocity at a point on the surface f(x, y, z). To solve the above differential equation, we build
a linear system of finite differences, each approximating one of equations (E.1)–(E.3) for some grid point.
Next, we describe the differencing equations for non-uniform grid points.
Let p be a grid point and φi,j,k its velocity potential. We then denote the velocity potential of grid points
neighboring p as φi±1,j,k, φi,j±1,k, φi,j,k±1 in the x, y, and z directions, respectively. The ‘+’ or ‘−’ in
each subscript is chosen based on which direction has a neighboring grid point. Figure E.1 illustrates these
seven velocity potentials by the labeled grid points on the left side of the curved object. Consider the grid
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Figure E.1 Grid points along three axes of the non-uniform grid. On the left side, each grid point is
labeled by its velocity potential. Sequences of grid points are shown along lines either
between exterior boundaries indicated by gray patches (y and z-directions), or between
the exterior on one side and the interior boundary (i.e. the rigid body surface) on the
other side (x-direction). Exterior boundaries to the left, right, front, back, bottom, and
top of the object are labeled respectively as L, R, F , K, B, and T .
points along an axis parallel line of the grid between two boundaries (either from the exterior to interior
boundary, interior to exterior, or exterior to exterior). For any such line in the x-direction, let nx be the
number of points along the line, and similarly by ny and nz in the y and z-directions. In fact, this simplified
method of indexing velocity potentials does not uniquely identify that of every point in the grid, but for the
purpose of defining finite differences, this naming is sufficient. Grid points along three such lines are drawn
in Figure E.1. The points give the potentials φ1,j,k, . . . , φnx,j,k from the exterior boundary on the left side
(L), to the interior boundary of the rigid body surface; φi,1,k, . . . , φi,ny ,k between the front (F ) and back (K)
exterior boundaries; and φi,j,1, . . . , φi,j,nz between the bottom (B) and top (T ) exterior boundaries. Also
note that axis-parallel lines passing through the object contain separate sequences of grid points on either
side. This is shown on the right side of object in Figure E.1 by the unlabeled points in the x-direction.
With the above naming convention, we can now describe finite differences involving velocity potentials














For now, consider only the partial derivative ∂φ/∂x. Using the velocity potential of the neighboring grid
points, the first-order Taylor series approximation of φ is








where ∆x+ is the spacing in the x-direction between the respective grid points of φi+1,j,k and φi,j,k, and
similarly ∆x− for that of φ and φi−1,j,k. Rearrangement of the first equation gives whats called the forward
finite difference, while that of the second equation gives the backward finite difference. Subtracting the
second equation from the first yields the central finite difference. The resulting differences are used to





















if i = 1,
φi,j,k − φi−1,j,k
∆x−





The first two equations are respectively the forward and backward finite differences, and are used to approx-
imate the derivative for a point at a boundary (since i = 1 or i = nx). Otherwise, the central finite difference
in the third equation is used as it yields a better approximation of the partial derivative. The partial derivative
with respect to y is formed by replacing occurrences of ∆x− and ∆x+ with the distances ∆y− and ∆y
+,
and φi−1,j,k and φi+1,j,k with φi,j−1,k and φi,j+1,k, respectively. The partial derivative with respect to z
follows in the same fashion.
From equation (E.5), we have the first order partial derivatives of the boundary conditions in equa-
tions (E.2) and (E.3). Let vs = (xs, ys, zs)
T . Using only forward differences as an example, the boundary










where in a slight abuse of notation, φi,j,k corresponds to grid points only along the exterior boundary. In
the case of the above equations, the partial derivatives are approximated at a point at the origin of the grid
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(since the use of only forward differences implies i = j = k = 1). For other cases, the left hand sides
are replaced with backward or central finite differences accordingly. Next, letting n̂ = (n̂x, n̂y, n̂z), the
boundary condition of (E.3) is approximated as

















n̂z = 0, (E.9)
with φi,j,k corresponding to grid points only along the interior boundary, and again only forward differences
being used.











Consider the second order partial derivative ∂2φ/∂x2. The second-order Taylor series approximations in-
volving neighboring grid points in the x-direction are


















Multiplying the first equation by ∆x− and the second by ∆x+, we obtain






















∆x−(φi+1,j,k − φi,j,k) + ∆x+(φi−1,j,k − φi,j,k)
∆x−∆x+(∆x+ +∆x−)
. (E.10)
Suppose that neighboring grid points are equally spaced apart. Then we have ∆x = ∆x− = ∆x+, and








While the central difference takes on the form of equation (E.10) to account for non-uniform grid points
in general, the second-order forward and backward differences assume uniformly spaced points. The as-
sumption is met as long as there are three consecutive, evenly spaced grid points moving out from each




















φi+2,j,k − 2φi+1,j,k + φi,j,k
∆x2
if i = 1,
φi,j,k − 2φi−1,j,k + φi−2,j,k
∆x2
if i = nx,
2




Partial derivatives with respect to y and z follow from the same substitutions made previously. Then, in
the general case that φi,j,k belongs to a grid point not on any boundary, equation (E.1) is approximated by
central differences as
∆x−(φi+1,j,k − φi,j,k) + ∆x+(φi−1,j,k − φi,j,k)
∆x−∆x+(∆x+ +∆x−)
+
∆y−(φi,j+1,k − φi,j,k) + ∆y+(φi,j−1,k − φi,j,k)
∆y−∆y+(∆y+ +∆y−)
+




With the Laplace equation and it’s two boundary conditions approximated, we now construct the linear
system to solve for values of velocity potential throughout the field. Denote by φ the n-vector of velocity
potentials for all grid points. Due to the non-uniformity of the grid and the arbitrarily shaped interior surface
of the object, indexing of the scalars in φ is not trivial. Without loss of generality, let the ordering of
velocity potentials in φ follow that of their corresponding grid points along axis parallel lines in the x-
direction, followed by y, then z. Consequently, the ordering of φi+1,j,k, φi,j+1,k, and φi,j,k+1 relative to
φi,j,k in φ will be (. . . , φi,j,k, φi+1,j,k, . . . , φi,j+1,k, . . . , φi,j,k+1, . . . ) (and similarly in the reverse order for
φi−1,j,k, φi,j−1,k, and φi,j,k−1).
The system to solve is then
Cφ = b, (E.13)
where the left hand sides of equations (E.6)–(E.8), (E.9), and (E.12) can all be written as rows of coefficients
in the m × n matrix C, and the right hand sides of the equations compose the m-vector b. Note that b is a
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zero vector except for the rows containing components of velocity from equations (E.6)–(E.8). Moreover,
we have m > n since the Laplace equation over all grid points contributes n rows to C, and remaining
equations from the boundary conditions contribute m−n rows from those points that lie on the boundaries.
Let cext(p) denote a matrix of coefficients as a function of the grid point p on the exterior boundary
corresponding to velocity potential φi,j,k. The function determines the distances ∆x
−,∆x+,∆y−, . . . from
p and its neighboring grid points to use as coefficients. The exterior boundary condition in equations (E.6)–
(E.8) is then written in matrix form as a linear combination of φ:
cext(p)
(











. . . −1/∆x+ 1/∆x+ . . . 0 . . . 0 . . .
. . . −1/∆y+ 0 . . . 1/∆y+ . . . 0 . . .








The remaining coefficients of the matrix cext are all zero. Equation (E.14) is evaluated at every point on
the exterior boundary, each producing three linear equations. Similarly, let cint(p) be the row-vector of
coefficients for a grid point p on the interior boundary. The boundary condition in equation (E.9) is then
cint(p)
(
. . . φi,j,k φi+1,j,k . . . φi,j+1,k . . . φi,j,k+1 . . .
)T
= 0, (E.15)
where (n̂x, n̂y, n̂z)
T = ∇f(p), and
cint(p) =
(




















Last, denote by the function clap(p) the row vector of coefficients for any grid point p. The Laplace equation
in (E.12) is written as
clap(p)
(







. . . , ∆z
+
dz
, . . . , ∆y
+
dy

















, . . . , ∆y
−
dy
, . . . , ∆z
−
dz











Recall that the form of finite differences in equations (E.6)–(E.8), (E.9), and (E.12), and thus the coefficients
of cext, cint, and clap may differ according to the cases in equations (E.5) and (E.11).
Finally, from equations (E.14), (E.15), and (E.16) the matrix C can then be composed by stacking the


















































for all points p1 lying on the interior boundary, p2 on the exterior boundary, and p throughout the grid.


















































Clearly, matrices C and b are sparse and thus a sparse matrix solver is necessary to solve for φ from the
system of equations in (E.13). Since the matrix C has size m×n and m > n, the system of equations is left
multiplied by CT to yield the n × n non-singular matrix CTC which has an inverse. The resulting linear
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Figure E.2 Projection of a grid point onto the interior surface. A surface point is shown along with
the normal at that point by the gradient of the surface function.
system to solve is then
CTCφ = CTb. (E.19)
Moreover, since matrix C relies only on the grid points in the domain surrounding the object, it can be
computed during preprocessing. Then, using a factorization method such as sparse LU decomposition, the
inverse (CTC)−1 can be precomputed to allow for later solving the system given the vector b. Section 5.2
describes the algorithm that makes use of this solution to the Laplace equation for calculating lift force.
E.2 Finite Differences of Surface Points
While the system of equations in (E.17) could be used in its current form to solve for the velocity field,
we note that the equations for grid points near the surface could be better approximated. In the previous
section, grid points regarded as being at the surface are actually a small distance away. Let p be a point near
the surface. The point p is projected along the direction opposite to the surface gradient ∇f(p). That is,


















for some constant h > 0. Figure E.2 shows the projection of a grid point onto the surface. Then, the
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Laplace equation and boundary condition at the surface are respectively
∇2φ′ = 0 (E.21)
∇φ′ · n̂ = 0, (E.22)
where φ′ denotes the velocity potential at p′, and n̂ its surface normal. We determine φ′ by the first-order
Taylor series approximation of the potential φ at p:









+ . . . (E.23)












































































































The first and second order partial derivatives with respect to single variables are obtained by finite differ-
ences similar to those of the previous section. Here we derive equations for the second-order mixed partial



































φi+1,j+1,k − φi+1,j,k − φi,j+1,k + φi,j,k
hxhy
.
Other approximations using forward (F), backward (B), or central (C) differences can also be shown. The
appropriate finite difference are chosen once in equation (E.26) and twice in (E.27) based on available






















Finite differences for the other mixed partial derivatives are derived similarly.
Now consider the third-order mixed partial derivative ∂3φ/∂x2∂y in equation (E.24). Starting with the




φi+1,j,k − 2φi,j,k + φi−1,j,k
h2x
.




























φi+1,j+1,k − φi+1,j,k − 2φi,j+1,k + 2φi,j,k + φi−1,j+1,k − φi−1,j,k
h2xhy
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The remaining mixed partial derivatives are computed similarly via forward, central, or backward differ-
ences. Finally, using equations (E.24), (E.25) and their finite differences in matrix form, the row entries
clap(p1) and cint(p1) can be updated in C for points p1 lying on the interior surface. The resulting system
of linear equations is solved in the same manner.
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APPENDIX F. KALMAN FILTERING WITH QUADRATIC CONSTRAINTS
The extended Kalman filter described in Section 2.2.1 updates a state estimate via a least-squares min-
imization. In fact, for linear systems, the Kalman filter is the optimal linear estimator. When the system
state is subjected to constraints, the EKF estimate will ignore them, and will gradually drift away from the
constraint surface of the system. That is, within the state space of the system, a constraint describes a surface
c(x) = 0. Suppose x̂k is the estimate of an EKF at time tk that satisfies the constraint, that is c(x̂k) = 0.
During correction, the EKF moves the estimate in the tangent direction ∇x̂ yielding a new estimate x̂k+1.
Since the minimization problem does not account for the constraint, the update direction is unconstrained,
and consequently x̂k+1 no longer lies on the constraint surface.
Let the n-vector x be the system state and the m-vector yk the measurements at some time k. The
hybrid extended Kalman filter is based on the following non-linear continuous time system dynamics and
discrete time measurement model:
ẋ = f(x),
yk = hk(xk) + vk,
where hk(xk) is a non-linear function producing observables from the system state at time k, and vk is
zero-mean Gaussian white noise with covariance Rk. The measurement residual, or innovation, is written
ǫk = yk − ŷk,
where ŷk = hk(x̂k) is the estimated measurement for the state estimate x̂k.
Now consider the set of l constraints a1(x) = 0, . . . , al(x) = 0. Each constraint ai(x), i = 1 . . . l is
represented in quadratic form such that arbitrary nonlinear constraints can be represented by their second-




i x+ ci (F.1)
for some matrix Ai, vector bi, and scalar ci.
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The aim is to modify the Kalman filter equations to include a set of quadratic constraints. Let x̂−k and




k the a posteriori
state and covariance estimate. For the hybrid extended Kalman filter, the a posteriori state and covariance




P+k = (I −KkHk)P−k (I −KkHk)T +KkRkKTk . (F.3)




F.1 Deriving the Constrained Objective Function
First, letting x = x̂+k , expand equation (F.1) into
ai(x̂
+










k +Kkǫk) + ci. (F.4)
Then, following the derivation of the extended Kalman filter (Simon, 2006, pp. 84–86), the n×m Kalman









k ) = 0, i = 1 . . . l.
Let the vector λ = {λ1, . . . , λl} contain Lagrangian multipliers for the constraints. Using equations (F.2)
and (F.3) (with the subscript k omitted for brevity), the objective function J becomes
J = tr
[









− +Kǫ) + bTi (x̂





























= X(B +BT ).



























= KH(P− + (P−)T )HT − 2(HP−)T
= 2KHP−HT − 2P−HT ,




− +Kǫ) + bTi (x̂







− + ǫTKTAiKǫ+ b
T
i x̂
− + bTi Kǫ+ ci
]
= 2Aix̂





Taking the partial derivatives of (F.5) and setting them to zero yields
∂J
∂K

















= 0⇒ (x̂− +Kǫ)TAi(x̂− +Kǫ) + bTi (x̂− +Kǫ) + ci = 0, (F.7)
for i = 1 . . .m. Equation (F.7) describes the i-th constraint ai(x̂
+





















































equation (F.8) simplifies to
KW +N(λ)KǫǫT =M(λ)
⇒K +N(λ)KǫǫTW−1 =M(λ)W−1. (F.9)
Last, we look at some special cases of the the constrained Kalman filter formulated above. In the case
that the full state vector is constrained to be unit length, we have l = 1 with A1 = I , b1 = 0, and c1 = −1.
Equation (F.8) then becomes
KW + λ1Kǫǫ
T = P−HT − λ1x̂−ǫT .
Right multiplying by W−1ǫ and plugging Kǫ into equation (F.7) yields a quadratic function in λ1. After
some rearranging, this solution is equivalent to that of the Norm-Constrained Kalman Filter (NCKF) pre-
sented by Zanetti et al. (2009). In a slight generalization, consider a single weighted quadratic constraint
with b1 = 0 and some constant c1, we then have
KW + λ1A1Kǫǫ
T = P−HT − λ1A1x̂−ǫT .
This equation can be solved analytically for K and λ1 by the Eigen decomposition of matrices A1 and
λ1ǫǫ
TW−1. The solution was presented by Wang et al. (2014) as an extension to the NCKF. In fact,
the Kalman filter of this section is derived for the purpose of extending this work to multiple quadratic
constraints. It’s use is demonstrated with multiple unit quaternion constraints in Section 5.4.
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F.2 Solving for Lagrange Multipliers
Equations (F.7) and (F.9) contain n × m + l unknowns in n × m + l equations. Right multiplying
equation (F.9) by ǫ yields
Kǫ+ εN(λ)Kǫ =M(λ)W−1ǫ
⇒Kǫ = [I + εN(λ)]−1M(λ)W−1ǫ (F.10)
where ε = ǫTW−1ǫ.
Note that since (Ai +A
T
i )
T = Ai +A
T
i , the n× n matrix N(λ) is symmetric. Letting L = I + εN(λ)












+ ci = 0






− + bTi L
−1m+ ci = 0
⇒ ai(x̂−) + (2(x̂−)TAi + bTi )L−1m+ (L−1m)TAiL−1m = 0, (F.11)
for i = 1 . . . l. The above equation has l equations in l unknowns, and can be solved via root finding
methods such as Homotopy Continuation. First, we derive the following partial derivatives with respect to




































where (F.13) makes use of (L−1)T = (LT )−1 = L−1.











































































using the partial derivatives in (F.12)-(F.13). Since equation (F.11) is quadratic in terms of λ, we consider

















1 + 2λl + λ
2
l = 0
and form the homotopy
h(λ, t) = tf(λ) + (1− t)g(λ).











2 + 2λj if i = j,
0 if i 6= j.
for i, j = 1 . . . l. Homotopy continuation is then used to track the roots of h(λ, t) = 0 from t = 0 to t = 1.
























































































With λ calculated, it is used to solve for the gain matrix K from equation (F.9) after substitution of equa-
tion (F.10) on the left hand side. In the case that the Lagrangian multipliers were calculated at the previous
time instant, they can be used as a starting point with Newton’s method to quickly compute their new values.
Denote λk as the multipliers computed at the time k. At time k+1, set α0 = λk and execute a few iterations
of the formula:












Depending on the starting point, a few iterations of the above Newton’s method equation will either quickly
converge to a root of f(λ) = 0, or diverge to a large non-zero value. In the former case, the result is assigned
as λk+1. In the later, we fall back to the slower approach of homotopy continuation to determine λk+1.
