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Abku¨rzungsverzeichnis
δ Eindringtiefe
∆RABS Da¨mpfungsunterschied, der einer Abstandsa¨nderung von 10% ent-
spricht
∆RMIN minimale A¨nderung des Da¨mpfungswiderstandes, die erkannt wer-
den soll
φR Phasenreserve
µ Permeabilita¨t des Drahtmaterials der Spulenwicklung
µE effektive Permeabilita¨t des magnetischen Kreises
µKORR Korrekturfaktor zur Beschreibung des Einflusses ferromagnetischer
Targets auf die Induktivita¨t L
ρ spezifischer Widerstand des Drahtmaterials der Spulenwicklung
A0 DC-Versta¨rkung der OPVs
AD Unterdru¨ckung des sinc-Filters ausserhalb des Signalbandes
ADC Analog-Digital-Converter
ADMIN minimale Unterdru¨ckung des sinc-Filters ausserhalb des Signalban-
des
A/D-Wandlung Analog-Digital-Wandlung
AE effektive Fla¨che des magnetischen Kreises
Ai Koeffizienten im Nenner des IIR-Filters
AL Faktor zur Modellierung der Induktivita¨t des Sensors
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ALF Faktor zur Beschreibung der Frequenzabha¨ngigkeit von AL
ALNOM Nominalwert von AL
ALTEMP Faktor zur Beschreibung der Temperaturabha¨ngigkeit von AL
Bi Koeffizienten im Za¨hler des IIR-Filters
BPSDM Bandpass-Sigma-Delta Modulator
BWPLL Bandbreite der PLL
BWSIM Bandbreite des Rauschens in der Simulation
CEQ a¨quivalente Lastkapazita¨t
CKOMPL Komplexita¨tsfaktor zur Modellierung des Versta¨rkerrauschens
CMFB Gleichtaktregelung (Common-Mode-Feedback)
COFF Kondensator zur Offsetspeicherung
CP Ladungspumpe (Charge-Pump)
CS Samplingkondensator
d Targetabstand
D durch das Target verursachte Da¨mpfung
DAC Digital-Analog-Converter
DC Gleichstrom
DDRAHT Drahtdurchmesser
DEZ Dezimationsrate im sinc-Filter
DFF D-Flipflop
DIGCTRL digitale Steuereinga¨nge
DK1 Koeffizient zur Modellierung der Abstandsabha¨ngigkeit des Kop-
pelfaktors
DK2 Koeffizient zur Modellierung der Abstandsabha¨ngigkeit des Kop-
pelfaktors
EQ Quantisierungsfehler des Komparators im linearen Modell
EQEFF Effektivwert des Quantisierungsfehlers
ESK im Schwingkreis gespeicherte Energie
fA Abtastfrequenz der SC-Schaltung
fEQ a¨quivalente Bandbreite
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fN Nyquist-Frequenz
fNOM Nominalfrequenz
fR Resonanzfrequenz des Schwingkreises
fSBW Signalbandbreite
fSTB Stopbandfrequenz
fZ Zwischenfrequenz nach der Dezimation
FINT1 Skalierungsfaktor fu¨r die Simulation des Rauschens des ersten In-
tegrators
FIR Finite Impulse Response
FKAL1 Frequenzkoeffizient von AL
FKRK Frequenzkoeffizient von RK
FPGA Field-Programmable Gate Array
FR Skalierungsfaktor fu¨r die Simulation des Widerstandsrauschens
g Funktion zur Beschreibung des Settling-Verhaltens eines SC-
Versta¨rkers
gm Transkonduktanz eines Transistors
G Versta¨rkung des Komparators im linearen Modell
GB1
”
Gain-Boosting“-Versta¨rker mit PMOS-Eingangsstufe
GB2
”
Gain-Boosting“-Versta¨rker mit NMOS-Eingangsstufe
GBW Versta¨rkungsbandbreiteprodukt
GNDA Masseanschluss des Analogteils und der PLL
GNDD Masseanschluss des Digitalteils
GNDM Wechselspannungskurzschluss an einem Sensoranschluss (grounded
mode)
HBR Bru¨ckenu¨bertragungsfunktion
HBRR Realteil der Bru¨ckenu¨bertragungsfunktion
HBRI Imagina¨rteil der Bru¨ckenu¨bertragungsfunktion
HCP U¨bertragungsfunktion der CP
HD U¨bertragungsfunktion des Taktteilers
HFIR U¨bertragungsfunktion des FIR-Filters
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HGFIR U¨bertragungsfunktion des Gesamtfilters aus sinc- und FIR-Filter
HGIIR U¨bertragungsfunktion des Gesamtfilters aus sinc- und IIR-Filter
HIIR U¨bertragungsfunktion des IIR-Filters
HINT U¨bertragungsfunktion des SC-Integrators
HN2 U¨bertragungsfunktion des Rauschens des zweiten Integrators
HN2V ER vereinfachte U¨bertragungsfunktion des Rauschens des zweiten In-
tegrators
HNR U¨bertragungsfunktion des Rauschens des Referenzwiderstandes
RREF
HNRV ER vereinfachte U¨bertragungsfunktion des Rauschens des Referenzwi-
derstandes RREF
HOSZI U¨bertragungsfunktion des Oszillators
HPLL Schleifenversta¨rkung der PLL
HPLLCL U¨bertragungsfunktion der PLL
HSINC U¨bertragungsfunktion des sinc-Filters
HStromquelle U¨bertragungsfunktion der U-I-Wandlung in der Ru¨ckkopplung des
SDM (RREF )
HUSOLL U¨bertragungsfunktion der Sollspannung USOLL
HUSOLLV ER vereinfachte U¨bertragungsfunktion der Sollspannung USOLL
HV CO U¨bertragungsfunktion des VCOs
ID Drainstrom
IDC DC-Strom zur Messung von RDC
IIR Infinite Impulse Response
IIN Speisestrom des Oszillators
IP Pulsstrom der CP
I-Regler Integralregler
IT Tailstrom
K Koppelfaktor
Ki Koeffizienten des FIR-Filters
KNOM Koppelfaktor bei Nominaltemperatur
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KSINC Ordnung des sinc-Filters
KSWITCH Faktor zur Aktivierung ferromagnetischer Targets
KT Faktor zur Beschreibung des Targeteinflusses auf die Sensorinduk-
tivita¨t
KTEMP temperaturabha¨ngiger Koppelfaktor
KV U¨bertragungskonstante des SC-Integrators
KV 1 U¨bertragungskonstante des ersten SC-Integrators
KV 11 erster Teil der U¨bertragungskonstante des ersten SC-Integrators
KV 12 zweiter Teil der U¨bertragungskonstante des ersten SC-Integrators
KV 2 U¨bertragungskonstante des zweiten SC-Integrators
KV CO VCO-Versta¨rkung
lE effektive La¨nge des magnetischen Kreises
L1 Grundinduktivita¨t der Sensorspule
L1O Grundinduktivita¨t der Sensorspule ohne ferromagnetisches Target
LG Gesamtinduktivita¨t der Sensorspule
LGO Gesamtinduktivita¨t der Sensorspule ohne ferromagnetisches Target
LPG Gesamtinduktivita¨t der Sensorspule (Parallelersatzschaltung)
LPF Loopfilter
MCU Mikrocontroller
n
”
weak inversion slope factor“
N Teilerfaktor des Taktteilers
N1 Rauschen des ersten Integrators
N2 Rauschen des zweiten Integrators
NO Rauschen des Oszillators
NR Rauschen von RREF
NTF Rauschu¨bertragungsfunktion (Noise Transfer Function)
NW Windungszahl der Sensorspule
OPV Operationsversta¨rker
OTA Transkonduktanzversta¨rker
pE(EQ) Wahrscheinlichkeitsdichte des Quantisierungsfehlers
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P1µKORR Parameter zur Modellierung der Abstandsabha¨ngigkeit von µKORR
(quadratisch)
P1RF Parameter zur Modellierung von RF
P2µKORR Parameter zur Modellierung der Abstandsabha¨ngigkeit von µKORR
(linear)
P2RF Parameter zur Modellierung von RF (Exponent)
PE(EQ) Wahrscheinlichkeit des Quantisierungsfehlers
PFD Phasen-Frequenz-Detektor
PIN in den Schwingkreis eingespeiste Leistung
PLL Phase-Locked-Loop
PNAE eingangsbezogene (Versta¨rkereingang) Rauschleistung des Versta¨r-
kers
PNAINT Rauschleistung des Versta¨rkers am Ausgang des Integrators
PNAINTE Rauschleistung des Versta¨rkers am Eingang des Integrators
PNINT1 Rauschleistung des ersten Integrators im Signalband am Ausgang
des SDM
PNO Rauschleistung des Oszillators im Signalband am Ausgang des SDM
PNSE Rauschleistung durch das Abtasten am Eingang
PNSEG gesamte Rauschleistung durch das Abtasten am Eingang
PNSLG gesamte Rauschleistung durch das Abtasten in der Ladungstrans-
ferphase
POUT Verlustleistung im Schwingkreis
PQ Quantisierungsrauschleistung am Ausgang des Komparators
PQS Quantisierungsrauschleistung im Signalband am Ausgang des SDM
PR Rauschleistung von RREF nach der Filterung
PS Signalleistung
PSRR Power Supply Rejection Ratio
R1 Grundwiderstand der Sensorspule
R2 Verlustwiderstand im Target
RDC DC-Widerstand der Spulenwicklung
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RDCNOM Nominalwert des DC-Widerstandes
RF frequenzabha¨ngiger Widerstand der Spulenwicklung
RG Gesamtwiderstand der Sensorspule
RK Widerstand durch Verluste im Spulenkern
RMAX maximaler Da¨mpfungswiderstand, der vom System verarbeitet wer-
den kann
RN negativer Widerstand des Oszillators
RPG Gesamtwiderstand der Sensorspule (Parallelersatzschaltung)
RREF Referenzwiderstand zur Modellierung der U-I-Wandlung in der
Ru¨ckkopplung des SDM
RS Widerstand des Schalttransistors beim Sampling
RT durch das Target verursachter Widerstand
s Schaltabstand
sB Bemessungsschaltabstand
sN Nennschaltabstand
sR Realschaltabstand
SC-Schaltung Switched-Capacitor-Schaltung
SDM Sigma-Delta Modulator
SENSP positiver Sensoranschluss
SENSN negativer Sensoranschluss
SNAE eingangsbezogene (Versta¨rkereingang) Rauschleistungsdichte des
Versta¨rkers
SNR Signal-Rausch-Abstand (Signal to Noise Ratio)
SNDR Verha¨ltnis von Signal zu Rauschen und Verzerrungen (Signal to
Noise and Distortion Ratio)
SPI Serial Peripheral Interface
SQ spektrale Leistungsdichte des Quantisierungsfehlers am Kompara-
tor
SQSDM spektrale Leistungsdichte des Quantisierungsfehlers am Ausgang
des SDM
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SR spektrale Rauschleistungsdichte von RREF
SR Anstiegsgeschwindigkeit (Slew-Rate)
ST Schmitt-Trigger
t= Zeitpunkt, bei dem der exponentielle Anstieg gleich SR ist
TKAL1 Temperaturkoeffizient von AL (linearer Anteil)
TKAL2 Temperaturkoeffizient von AL (quadratischer Anteil)
TKK Temperaturkoeffizient des Koppelfaktors
TNOM Nominaltemperatur
TKRDC Temperaturkoeffizient des DC-Widerstandes
TKRK1 Temperaturkoeffizient von RK (linearer Anteil)
TKRK2 Temperaturkoeffizient von RK (quadratischer Anteil)
TS Settlingzeit
UCM Sollspannung fu¨r das CMFB (Gleichtaktspannung)
U-I-Wandler Spannungs-Strom-Wandler
UN Rauschspannung von RS
UOUTSDM Ausgangsspannung des SDM
UREF Referenzspannung am Komparator
USOLL Sollamplitude
USTOER Sto¨rspannung
UT Schwellenspannung
UTH Temperaturspannung
VCO spannungsgesteuerter Oszillator
VDDA Versorgungsspannung des Analogteils
VDDA PLL Versorgungsspannung des Analogteils der PLL
VDDD Versorgungsspannung des Digitalteils
VK Verlustfaktor des Spulenkerns
VKNOM Verlustfaktor des Spulenkerns bei Nominaltemperatur
VKTEMP temperaturabha¨ngiger Verlustfaktor des Spulenkerns
WBMIN minimale Wortbreite der Register im sinc-Filter
ZLPF Impedanz des Loopfilters
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1 Einleitung
Induktive Na¨herungssensoren sind weit verbreitet in industriellen und automobilen An-
wendungen, da sie sehr robust und in der Lage sind, in rauen Umgebungen zu arbeiten.
Besonders ihre, im Vergleich zu optischen Sensoren, hohe Unempfindlichkeit gegenu¨ber
Schmutz macht sie sehr attraktiv fu¨r automatisierungstechnische Anwendungen [1, 2, 3, 4].
Alle induktiven Na¨herungssensoren basieren auf dem gleichen Grundprinzip [5, 6]. Eine
Sensorspule erzeugt ein magnetisches Wechselfeld. Na¨hert sich ein metallischer Gegen-
stand, das Target, dem Sensor, induziert das magnetische Wechselfeld Wirbelstro¨me in
dem Target. Der Energieverlust des magnetischen Feldes, der durch die Wirbelstro¨me ver-
ursacht wird, kann auf der Sensorseite als Gu¨tea¨nderung der Spule detektiert werden. Je
na¨her das Target der Sensorspule kommt, desto sta¨rker sind das Magnetfeld und damit
auch die A¨nderungen des Magnetfeldes. Das fu¨hrt dazu, dass die Wirbelstromverluste zu-
nehmen. Auf diese Art und Weise kann die Entfernung des Targets vom Sensor festgestellt
werden. In Abbildung 1.1 ist der Grundaufbau eines induktiven Na¨herungssensors darge-
stellt. Er besteht aus der Sensorspule, die normalerweise mit einem halboffenen Ferritkern
kombiniert wird, um das Magnetfeld nach vorn zu richten, der Ausleselektronik und der
Ausgangsstufe.
Im Rahmen dieser Arbeit soll eine neuartige Ausleseelektronik entwickelt werden, die
es ermo¨glicht, sehr kleine Gu¨teunterschiede der Spule zu erkennen, um damit die Anwe-
senheit eines metallischen Targets schon in sehr großer Entfernung sicher detektieren zu
ko¨nnen. Außerdem soll die Elektronik in der Lage sein, nicht nur einen ganz bestimmten
Targetabstand zu erkennen [7], sondern die Abstandsinformation in einem großen Bereich
kontinuierlich und digital zur Verfu¨gung zu stellen.
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Oszillator
elektronik stufe
Auswerte− Ausgangs−
Target
metallisches halboffener Kern
mit Spule
Abbildung 1.1: Grundaufbau induktiver Na¨herungssensoren
In den folgenden Abschnitten werden verschiedene Konzepte vorgestellt, die den Stand der
Technik repra¨sentieren und jeweils einen bestimmten Aspekt wie Temperaturkompensati-
on, kontinuierliche Abstandsmessung oder Materialunabha¨ngigkeit adressieren. Die Kon-
zepte werden genau analysiert und ihre Vor- und Nachteile diskutiert. Darauf aufbauend
wird dann ein eigenes neues Konzept fu¨r die Ausleseelektronik entwickelt, welches die ver-
schiedenen Probleme lo¨st, ohne dabei in Konflikt mit den hier vorgestellten patentrechtlich
geschu¨tzten Ansa¨tzen zu kommen.
1.1 Temperaturkompensation durch Kompensation des
DC-Widerstandes der Spule
Contrinex stellt induktive Na¨herungssensoren mit hohen Schaltabsta¨nden her. Besonderes
Augenmerk wurde dabei auf die Kompensation der Temperaturdrift des Sensors gelegt.
Der gro¨ßte Teil der Temperaturdrift eines induktiven Na¨herungssensors wird von der Ver-
a¨nderung des DC-Widerstandes RDC der Spulenwicklung hervorgerufen. Die Grundidee in
dem Konzept von Contrinex besteht darin, diesen Anteil zu messen und zu kompensieren
[8, 9]. Dazu wird zusa¨tzlich zum Oszillatorsignal ein DC-Strom in den Schwingkreis einge-
speist. Um die DC-Spannung von der Schwingung zu trennen, wird die Ausgangsspannung
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des Schwingkreises mit einem Tiefpass gefiltert. Diese Information wird mit Hilfe eines Mul-
tiplizierers so zuru¨ck gekoppelt, dass der negative Widerstand, den der Versta¨rker fu¨r den
Oszillator darstellt, umgekehrt proportional zum DC-Widerstand der Spulenwicklung ist.
Da auch der a¨quivalente Resonanzwiderstand des Schwingkreises umgekehrt proportional
zum DC-Widerstand der Spulenwicklung ist, wird der Einfluss der Temperaturdrift dieses
Widerstandes auf das Einsetzen der Schwingung, welches in diesem System als Schaltin-
formation dient, kompensiert. Das Blockschaltbild des Auslesekonzeptes von Contrinex ist
in Abbildung 1.2 dargestellt.
C 1
R 1 R 2
R 4
3R
C
L
R DC
+
CONKUPI
NI
MU
NU
UP
E1U
E2U
V1U
0
1I
V
1V
−
Abbildung 1.2: Auslesesystem von Contrinex [8]
Die folgende Rechnung verdeutlicht die Funktion des Auslesekonzeptes von Contrinex. Zu-
erst wird der a¨quivalente Resonanzwiderstand ZR des Schwingkreises berechnet. Dazu wird
die Gleichung fu¨r die Resonanzfrequenz ωR in die Gleichung fu¨r die Schwingkreisimpedanz
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Z eingesetzt:
ωR =
1√
LC
(1.1.1)
Z(ω) =
jωL+RDC
1− ω2LC + jωRDCC (1.1.2)
ZR = Re(Z(ω = ωR)) (1.1.3)
ZR =
L
RDCC
[8] (1.1.4)
Um ein Einsetzen der Schwingung zu ermo¨glichen, muss der Betrag des negativen Wider-
standes RN , der vom Versta¨rker bereitgestellt wird, kleiner als der Betrag des a¨quivalenten
Resonanzwiderstandes sein. Wenn RN konstant ist, ist das Einsetzen der Schwingung um-
gekehrt proportional zum DC-Widerstand der Spulenwicklung.
|ZR| > |RN | (1.1.5)
Die DC-Spannung u¨ber RDC la¨sst sich aus RDC und dem DC-Strom I1 berechnen. Das
Signal wird dann mit dem Filter R4 und C1 von der Schwingung getrennt und mit V1
versta¨rkt. Danach erha¨lt man die Spannung UV 1 am Ausgang des Versta¨rkers [8]:
URDC = I1RDC (1.1.6)
UV 1 = I1RDCV1 (1.1.7)
Im na¨chsten Schritt wird eine konstante Spannung KCONU0 addiert. Damit la¨sst sich
die Sta¨rke der Kompensation einstellen. Dadurch ergibt sich der nachfolgend dargestellte
Zusammenhang fu¨r eine der beiden Eingangsspannungen des Multiplizierers [8]:
UE2 = UV 1 +KCONU0 (1.1.8)
KCON =
R1
R1 +R2
(1.1.9)
Nun wird der negative Widerstand berechnet, den der Versta¨rker am Schwingkreis erzeugt.
Er la¨sst sich aus der Spannung UP am positiven Eingang des Versta¨rkers und dem Strom
IP berechnen [8]:
RN =
UP
IP
(1.1.10)
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Unter der Annahme, dass es sich um einen idealen Versta¨rker handelt, ko¨nnen die Spannun-
gen UN am negativen Eingang und UP am positiven Eingang des Versta¨rkers gleichgesetzt
werden. UN la¨sst sich aus dem Strom IN und dem Widerstand R1 berechnen [8]:
UN = UP (1.1.11)
UN = INR1 (1.1.12)
Am Multiplizierer werden die beiden Spannungen UE1 und UE2 miteinander multipliziert
und auf U0 normiert [8]:
UM =
1
U0
(UE1UE2) (1.1.13)
Mit Hilfe dieser Zusammenha¨nge la¨sst sich nun ein Ausdruck fu¨r den negativen Widerstand
RN ableiten [8]:
IN =
UE1 − UN
R2
(1.1.14)
IN =
UE1 − INR1
R2
(1.1.15)
UE1 = IN(R1 +R2) (1.1.16)
IN =
UN
R1
=
UP
R1
(1.1.17)
UE1 =
UP
R1
(R1 +R2) =
UP
KCON
(1.1.18)
IP =
UP − UM
R3
(1.1.19)
IP = − UPUV 1
KCONU0R3
(1.1.20)
RN =
UP
IP
= −KCONU0R3
UV 1
(1.1.21)
RN = −KCONU0R3
RDCI1V1
(1.1.22)
Das Ergebnis zeigt, dass auch der negative Widerstand, der durch die Ru¨ckkopplung er-
zeugt wird, umgekehrt proportional zum DC-Widerstand der Spulenwicklung ist. Dessen
temperaturabha¨ngiger Einfluss auf das Einsetzen der Schwingung la¨sst sich dadurch sehr
gut kompensieren.
Das Konzept von Contrinex hat aber auch Nachteile. Betrachtet man die Ergebnisse aus
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Kapitel 2, kann man feststellen, dass die Temperaturdrift des DC-Widerstandes der Spu-
lenwicklung nicht die einzige Ursache fu¨r Temperaturschwankungen darstellt. Alle anderen
Einflussfaktoren werden mit dem Konzept von Contrinex jedoch nicht kompensiert. Ein
weiterer Nachteil ist die relativ hohe Komplexita¨t des Systems. Man beno¨tigt sehr viele
analoge Komponenten, die ihrerseits wieder einen Temperaturgang besitzen, um die Kom-
pensation durchzufu¨hren. Wenn das Einsetzen der Schwingung bzw. der Schwingungsabriss
als Schaltinformation verwendet werden, ist es außerdem nicht mo¨glich, eine kontinuierli-
che Abstandsinformation zur Verfu¨gung zu stellen.
1.2 Mehrstufige Temperaturkompensation
Eine andere Idee als Contrinex verfolgt Balluff. Balluff verwendet ein mehrstufiges gemischt
analog-digitales Verfahren zur Temperaturkompensation [26, 27]. Das Blockschaltbild zum
Konzept von Balluff ist in Abbildung 1.3 dargestellt.
Im ersten Schritt wird eine analoge Addition von drei verschiedenen temperaturabha¨n-
gigen Stro¨men durchgefu¨hrt. Dieser Strom I2 wird als Anregungsstrom in den Oszillator
eingespeist. Mit dieser ersten Stufe wird ein typspezifischer Abgleich durchgefu¨hrt, der
jedoch nicht fu¨r jeden Sensor separat erfolgt.
Im na¨chsten Schritt wird ein digital programmierbarer Strom I1 erzeugt, der ebenfalls
in den Oszillator eingespeist wird. Damit erfolgt die sensorspezifische Einstellung der
Schwingungsamplitude im Schaltpunkt.
Die letzte Stufe zur Schaltpunkteinstellung und Temperaturkompensation stellt die pro-
grammierbare Komparatorschaltschwelle dar. Sie wird nicht nur einfach fest programmiert,
sondern u¨ber einen Look-Up-Table in Abha¨ngigkeit der Temperatur vera¨ndert.
Mit dem Verfahren von Balluff lassen sich die verschiedenen Temperatureinflu¨sse sehr gut
kompensieren und hohe Schaltabsta¨nde erreichen. Aber auch dieses Konzept hat Nach-
teile. Fu¨r die Temperaturkompensation ist eine sehr aufwendige Kalibrierung no¨tig, bei
der jeder Sensor bei mehreren Temperaturen vermessen werden muss. Des weiteren be-
no¨tigt dieses mehrstufige Verfahren einen sehr hohen elektronischen Aufwand. Außerdem
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besteht die Mo¨glichkeit, dass es einen Temperaturunterschied zwischen dem induktiven
Sensor und dem Sensor zur Temperaturerfassung gibt. Ein weiterer Nachteil des Konzep-
tes besteht darin, dass es eine Schwellwertdetektion vorsieht. Damit ist es nicht mo¨glich,
eine kontinuierliche Abstandsinformation zur Verfu¨gung zu stellen.
+
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Abbildung 1.3: Blockschaltbild der mehrstufigen Temperaturkompensation
1.3 Bru¨ckenschaltung
Ein weiteres Konzept von Balluff befasst sich mit dem Problem der Materialabha¨ngig-
keit. Balluff verwendet eine Bru¨ckenschaltung wie in Abbildung 1.4 dargestellt [28]. Die
Auswerteeinrichtung bildet die U¨bertragungsfunktion zwischen Eingangsspannung und
Bru¨ckendiagonalspannung. Der Realteil der U¨bertragungsfunktion wird unabha¨ngig vom
Imagina¨rteil zur Gewinnung des Schaltsignals herangezogen. Dieses Konzept liefert ein
materialunabha¨ngiges Abstandssignal bei großen Schaltabsta¨nden und in einem weiten
Temperaturbereich [28].
Mit den folgenden mathematischen Gleichungen wird die Funktionsweise des Konzeptes
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Abbildung 1.4: Bru¨ckenschaltung
na¨her beschrieben. Durch die erste Gleichung wird die komplexe U¨bertragungsfunktion
HBR der Schwingkreisbru¨cke dargestellt [28]:
HBR =
UD
UA
(1.3.1)
HBR =
Z1Z4 − Z2Z3
(Z1 + Z2)(Z3 + Z4)
(1.3.2)
Z1 = R1 + jωL1 (1.3.3)
Z2 = R2 + jωL2 (1.3.4)
Z3 =
1
jωC1
(1.3.5)
Z4 =
1
jωC2
(1.3.6)
Der Schwingkreis wird gezielt verstimmt, um einen realen Anteil in der U¨bertragungsfunk-
tion zu erhalten [28]:
FBA =
Z4
Z3
(1.3.7)
FBA =
C1
C2
(1.3.8)
HBR =
FBAZ1 − Z2
(FBA + 1)(Z1 + Z2)
(1.3.9)
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Die U¨bertragungsfunktion HBR la¨sst sich nun in ihren Realteil HBRR und ihren Imagina¨r-
teil HBRI zerlegen [28]:
HBRR =
1
2
· R
2
1 −R22 +X21 −X22
(R1 +R2)2 + (X1 +X2)2
+
1
2
· FBA − 1
FBA + 1
(1.3.10)
HBRI = − R1X2 −R2X1
(R1 +R2)2 + (X1 +X2)2
(1.3.11)
X1 = ωL1 (1.3.12)
X2 = ωL2 (1.3.13)
Bei großen Schaltabsta¨nden haben die Spulen eine hohe Gu¨te. Daraus la¨sst sich die fol-
gende Na¨herung ableiten [28]:
X1 ≫ R1 (1.3.14)
X2 ≫ R2 (1.3.15)
HBRR ≈ 1
2
· R
2
1 −R22 +X21 −X22
(X1 +X2)2
+
1
2
· FBA − 1
FBA + 1
(1.3.16)
HBRI ≈ −R1X2 −R2X1
(X1 +X2)2
(1.3.17)
Des Weiteren kann auf Grund von Messungen folgende Annahme gemacht werden:
X21 −X22 ≫ R21 −R22 (1.3.18)
HBRR ≈ 1
2
· X1 −X2
X1 +X2
+
1
2
· FBA − 1
FBA + 1
(1.3.19)
Das Ergebnis zeigt, dass der Realteil der Bru¨ckenu¨bertragungsfunktion bei großen Schaltab-
sta¨nden na¨herungsweise nur noch eine Funktion des konstanten Parameters FBA und der
Imagina¨rteile der Spulenimpedanzen X1 und X2 ist.
Balluff hat bei Messungen festgestellt, dass sich der Imagina¨rteil der Spulenimpedanz
bei großen Absta¨nden und hohen Frequenzen bei der Anna¨herung von ferromagnetischen
und nicht ferromagnetischen Targets nahezu gleich stark a¨ndert. Wird der Realteil der
Bru¨ckenu¨bertragungsfunktion HBRR als Schaltinformation herangezogen, erzielt man fu¨r
hohe Schaltabsta¨nde einen nahezu materialunabha¨ngigen Schaltpunkt. Wird die Bru¨cken-
schaltung als Schwingkreis eines Oszillators verwendet, kann die Schwingungsamplitude
als Maß fu¨r den Realteil der Bru¨ckenu¨bertragungsfunktion verwendet werden. Um ein Ab-
standssignal zu erhalten, mu¨ssen die Spulen konstruktiv so angeordnet werden, dass sie
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unterschiedlich stark vom Target beeinflusst werden [28].
Der große Vorteil des Konzeptes besteht darin, dass es ein materialunabha¨ngiges Schalt-
signal zur Verfu¨gung stellt. Das Konzept beruht jedoch auf einigen Annahmen, die nur bei
großen Absta¨nden und Spulen hoher Gu¨te gelten. Die Ausgabe einer kontinuierlichen Ab-
standsinformation ist deshalb nur in einem relativ kleinen Bereich bei großen Absta¨nden
mo¨glich.
1.4 Betrieb bei einer Referenzfrequenz
Das Konzept von Turck beruht auf der Tatsache, dass sich die Verla¨ufe der Schwingkreis-
impedanzen Z u¨ber der Frequenz bei einem bestimmten Abstand d0 fu¨r ferromagnetische
und nicht ferromagnetische Targets in einem Punkt (Z0, f0) schneiden [30]. Der Schwing-
kreis wird nicht, wie allgemein u¨blich, innerhalb eines frei laufenden Oszillators betrieben.
Mit Hilfe eines Referenzschwingkreises wird die Arbeitsfrequenz des Oszillators auf den
Wert f0 eingestellt. Die Versta¨rkung in der Oszillatorru¨ckkopplung wird so eingestellt,
dass sich der Schwingungszustand des Systems bei Z0 a¨ndert. Dadurch erha¨lt man einen
materialunabha¨ngigen Schaltimpuls beim Abstand d0.
Ein Nachteil des Konzeptes besteht darin, dass der Sensorschwingkreis nicht in Resonanz
betrieben wird. Dadurch ist die magnetische Feldsta¨rke und damit die Reichweite relativ
gering. Ein weiterer Nachteil besteht darin, dass zur Kompensation der Temperaturdrift
kein Ansatz vorhanden ist. Da als Information die A¨nderung des Schwingungszustandes
herangezogen wird, ist auch die kontinuierliche Ausgabe der Abstandsinformation nicht
mo¨glich.
1.5 Differenztransformator
Ein weiteres Konzept von Turck beruht auf der Verwendung eines Differenztransformators,
der aus einer Sendespule und zwei Empfangsspulen besteht [31]. Die Empfangsspulen sind
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so angeordnet, dass sie unterschiedlich stark vom Target beeinflusst werden. Das Diffe-
renzsignal zwischen den Spannungen an den Empfangsspulen dient als Ru¨ckkopplung fu¨r
den Oszillator. Der Abstand der beiden Spulen zur Sendespule und zum Target wird so
eingestellt, dass sich der Schwingungszustand des Systems genau im angestrebten Schalt-
punkt a¨ndert.
Der Vorteil des Konzeptes besteht darin, dass man ein relativ gut temperaturkompensier-
tes materialunabha¨ngiges Schaltsignal erha¨lt. Ein Nachteil besteht in dem relativ großen
konstruktiven Aufwand fu¨r das System aus drei Spulen. Ein Nachteil ist auch die fehlende
Mo¨glichkeit zum elektronischen Abgleich. Der Schaltpunkt wird durch die mechanische
Anordnung der Spulen zueinander festgelegt. Außerdem verhindert die Detektion der A¨n-
derung des Schwingungszustandes die Ausgabe eines kontinuierlichen Abstandssignals.
31
2 Sensormodell
Ziel der Modellierung ist es, das System aus Sensorspule und Target in ein einfaches
Ersatzschaltbild aus einer Induktivita¨t LG und einem Widerstand RG, wie es in Abbildung
2.1 dargestellt ist, zu u¨berfu¨hren. Die Ersatzschaltung ist no¨tig, um das Verhalten des
Systems auch in einem signalflussorientierten Simulator wie Matlab/Simulink simulieren
zu ko¨nnen. Des Weiteren dient die Modellierung dem genaueren Versta¨ndnis des Systems
und der Vorhersage von Systemeigenschaften. Der Widerstand RG setzt sich aus dem
GL
GR
u
i
Abbildung 2.1: Ersatzschaltung des Sensors
Widerstand der Sensorspule R1 und dem durch das Target verursachten Verlustwiderstand
RT zusammen:
RG = R1 +RT (2.0.1)
Der Widerstand der Sensorspule R1 setzt sich wiederum aus drei Komponenten zusammen,
dem DC-Widerstand des Wicklungsdrahtes RDC , dem frequenzabha¨ngigen Widerstand des
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Wicklungssdrahtes RF und dem Widerstand durch Kernverluste RK :
R1 = RDC +RF +RK (2.0.2)
Die Induktivita¨t LG setzt sich ebenfalls aus der Grundinduktivita¨t der Sensorspule L1 und
einem durch das Target verursachten Anteil KT · L1 zusammen:
LG = L1 +KT · L1 (2.0.3)
2.1 Transformatormodell
1 2
L L1 2
K
U
I 1 I 2
TargetSensorspule(Sender)
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RR
Abbildung 2.2: Transformatorersatzschaltung einer Sensorspule mit Target
Wie in Abbildung 2.2 dargestellt, la¨sst sich das System aus Sensor und Target als Trans-
formator interpretieren. Mit dieser Methode ist es mo¨glich, die Impedanz des Sensors in
Abha¨ngigkeit des Targetabstandes anzugeben.
Zuerst werden die Maschengleichungen der Ersatzschaltung aufgestellt:
U1 = R1I1 + L1
dI1
dt
+M
dI2
dt
(2.1.1)
0 = R2I2 + L2
dI2
dt
+M
dI1
dt
(2.1.2)
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Mit Hilfe der Laplace-Transformation la¨sst sich das Differentialgleichungssystem sehr ein-
fach lo¨sen und eine Gleichung fu¨r die Sensorimpedanz Z aufstellen:
U1 = R1I1 + sL1I1 + sMI2 (2.1.3)
0 = R2I2 + sL2I2 + sMI1 (2.1.4)
I2 = − sM
R2 + sL2
I1 (2.1.5)
U1 = R1I1 + sL1I1 − s
2M2
R2 + sL2
I1 (2.1.6)
Z =
U1
I1
(2.1.7)
Z = R1 + sL1 − s
2M2
R2 + sL2
(2.1.8)
s = jω (2.1.9)
Z = R1 + jωL1 +
ω2M2
R2 + jωL2
(2.1.10)
Z = R1 +R2
ω2M2
R22 + ω
2L22
+ jω
(
L1 − ω
2M2L22
R22 + ω
2L22
)
(2.1.11)
Die Gegeninduktivita¨t M la¨sst sich durch den Koppelfaktor K und die beiden Induktivi-
ta¨ten L1 und L2 darstellen. Der Quotient
R2
L2
charakterisiert die Materialeigenschaften des
Targets:
M = K
√
L1L2 (2.1.12)
Z = R1 +
ω2K2L1
R2
L2(
R2
L2
)2
+ ω2
+ jωL1

1− ω2K2(
R2
L2
)2
+ ω2

 (2.1.13)
Aus diesem Ergebnis la¨sst sich die in Abbildung 2.1 dargestellte Ersatzschaltung ableiten.
34
2.2 Koppelfaktor
RG ist der Realteil der komplexen Impedanz Z und LG der Imagina¨rteil:
RG = R1 +
ω2K2L1
R2
L2(
R2
L2
)2
+ ω2
(2.1.14)
⇒ RT =
ω2K2L1
R2
L2(
R2
L2
)2
+ ω2
(2.1.15)
LG = L1

1− ω2K2(
R2
L2
)2
+ ω2

 (2.1.16)
⇒ KT = − ω
2K2(
R2
L2
)2
+ ω2
(2.1.17)
Das Target, welches fu¨r die Charakterisierung des Sensors verwendet wurde, hat die fol-
gendenden Materialeigenschaften:
R2
L2
= 1, 87 · 106s−1 (2.1.18)
2.2 Koppelfaktor
Die Abstandsabha¨ngigkeit der Impedanz des Sensorsystems wird durch den Koppelfaktor
K modelliert. Der Koppelfaktor ist sowohl vom Targetabstand d als auch von der Tem-
peratur T abha¨ngig. Das Modell fu¨r den Koppelfaktor wurde einer Arbeit des IMTEK
entnommen [11]:
KTEMP = KNOM
(
1 +
TKK
100
(T − TNOM)
)
(2.2.1)
K = KTEMP
(
1
DKd1
+
1
DKd2
)
(2.2.2)
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Fu¨r quantitative Analysen wurde ein D12MM27-Sensor der Firma SICK herangezogen.
Damit ergeben sich die folgenden Koeffizienten [11]:
TNOM = 20
◦C (2.2.3)
KNOM = 251, 74 · 10−3 (2.2.4)
TKK = 0, 114
◦C−1 (2.2.5)
DK1 = 1, 534 (2.2.6)
DK2 = 3, 061 (2.2.7)
2.3 Induktivita¨t
Die Induktivita¨t der Sensorspule L1 ist von verschiedenen Faktoren abha¨ngig. Bei einer
normalen Spule la¨sst sich die Induktivita¨t relativ einfach aus der Windungszahl NW , der
effektiven Fla¨che des magnetischen Kreises AE, der effektiven La¨nge des magnetischen
Kreises lE und der effektiven Permeabilita¨t des magnetischen Kreises µE berechnen. Da
bei induktiven Na¨herungssensoren halboffene Kerne oder sogar kernlose Spulen verwendet
werden, lassen sich die einzelnen Effektivwerte nur schwer bestimmen. Aus diesem Grund
werden sie zu einem einzigen sensorspezifischen Wert AL zusammengezogen [11].
Ein weiterer Effekt, der die Gro¨ße der Induktivita¨t beeinflusst, ist die A¨nderung der ef-
fektiven Permeabilita¨t des magnetischen Kreises bei Anna¨herung eines Targets. Bei ferro-
magnetischen Targets fu¨hrt das sogar zu einer Erho¨hung der Induktivita¨t bei Anna¨herung
des Targets. In [11] ist dieser Effekt jedoch sehr ungu¨nstig modelliert. Aus diesem Grund
wurde hier ein vom Abstand abha¨ngiger Korrekturfaktor µKORR eingefu¨hrt, der den Effekt
fu¨r ferromagnetische Targets qualitativ nachbildet.
Die Induktivita¨t erho¨ht sich bei einer Verringerung des Abstandes eines ferromagnetischen
Targets. Dieser Effekt ist sta¨rker als eine einfache umgekehrte Proportionalita¨t. Deshalb
wurde der Abstand quadriert. Natu¨rlich kann die Induktivita¨t nicht unendlich groß wer-
den, wenn der Abstand d=0mm betra¨gt. Um diesem physikalischen Prinzip Rechnung zu
tragen, wurde der additive Parameter P2µKORR eingefu¨hrt. Der Parameter P1µKORR dient
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dazu, den Verlauf der Induktivita¨t u¨ber dem Abstand an die Messwerte anzupassen. Mit
dem Faktor KSWITCH kann der Effekt aktiviert werden. Fu¨r ferromagnetische Targetma-
terialien betra¨gt er 1 und fu¨r nicht ferromagnetische Materialien 0.
Mit Hilfe dieser Zusammenha¨nge la¨sst sich nun L1 berechnen:
L1 = N
2
WALµKORR (2.3.1)
AL =
µ0µEAE
lE
(2.3.2)
µKORR = 1 +KSWITCH
P1µKORR
(d+ P2µKORR)2
(2.3.3)
Der Wert AL ist sowohl von der Temperatur als auch der Frequenz abha¨ngig [11]:
ALTEMP = 1 +
TKAL1
100
(T − TNOM) + TKAL2
100
(T − TNOM)2 (2.3.4)
ALF = 1 +
FKAL1
100
(f − fNOM) (2.3.5)
AL = ALNOMALTEMPALF (2.3.6)
Die Parameter fu¨r den D12MM27-Sensor zur Berechnung von AL haben folgende Werte
[11]:
ALNOM = 24, 98 · 10−9H (2.3.7)
TKAL1 = 6 · 10−3◦C−1 (2.3.8)
TKAL2 = −350 · 10−6◦C−2 (2.3.9)
fNOM = 300kHz (2.3.10)
FKAL = 2, 56 · 10−6Hz−1 (2.3.11)
NW = 67, 5 (2.3.12)
Zur Berechnung von P1µKORR und P2µKORR fu¨r den Sensor D12MM27 wurden zwei Wer-
tepaare aus Induktivita¨t LG und Abstand d aus den Messungen von [11] entnommen und
mit den Induktivita¨tswerten LGO kombiniert, die sich rechnerisch bei Anna¨herung des
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gleichen Targets ohne ferromagnetische Eigenschaften ergeben wu¨rden:
LGO(d) = L1O

1− ω2K2(
R2
L2
)2
+ ω2

 (2.3.13)
L1O = N
2
WAL (2.3.14)
LG(d) = LGO(d)
(
1 +
P1µKORR
(d+ P2µKORR)2
)
(2.3.15)
LG(0mm) = 1, 24 · 10−4H (2.3.16)
LGO(0mm) = 1 · 10−4H (2.3.17)
LG(1mm) = 1, 15 · 10−4H (2.3.18)
LGO(1mm) = 1, 1 · 10−4H (2.3.19)
P1µKORR = 0, 14 (2.3.20)
P2µKORR = 0, 7637 (2.3.21)
2.4 Widerstand der Sensorspule
2.4.1 DC-Widerstand des Wicklungsdrahtes
Der DC-Widerstand des Wicklungsdrahtes RDC ist vom spezifischen Widerstand ρ des
Materials, der Drahtla¨nge LDRAHT , dem Drahtdurchmesser DDRAHT und der Temperatur
T abha¨ngig [11]:
RDCNOM = ρ
LDRAHT
pi
(
DDRAHT
2
)2 (2.4.1)
RDC = RDCNOM
(
1 +
TKRDC
100
(T − TNOM)
)
(2.4.2)
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Nachfolgend sind die entsprechenden Parameter fu¨r den Beispielsensor D12MM27 aufge-
listet [11]:
DDRAHT = 112 · 10−6m (2.4.3)
LDRAHT = 1, 2856m (2.4.4)
ρ = 16, 79 · 10−9Ωm (2.4.5)
⇒ RDCNOM = 2, 19Ω (2.4.6)
TKRDC = 0, 386
◦C−1 (2.4.7)
2.4.2 Frequenzabha¨ngiger Widerstand des Wicklungsdrahtes
Bei ho¨heren Frequenzen verringert sich die Eindringtiefe der elektromagnetischen Wellen
in das Drahtmaterial. Dadurch wird auch die vom Strom durchflossene Querschnittsfla¨che
kleiner und der Widerstand des Wicklungsdrahtes nimmt zu. Dieses Pha¨nomen wird Skin-
Effekt genannt. Die Eindringtiefe δ ist abha¨ngig von der Kreisfrequenz ω, dem spezifischen
Widerstand ρ und der Permeabilita¨t µ des Drahtmaterials.
Außerdem kommt es zu einer Verdra¨ngung der Wellen im Leiter durch benachbarte Win-
dungen, dem sogenannten Proximity-Effekt. Der Einfluss dieses Effektes auf den Drahtwi-
derstand la¨sst sich nur sehr schwer theoretisch herleiten. Aus diesem Grund wurden die
beiden Effekte zu einem frequenzabha¨ngigen Widerstand RF zusammengefasst, der aus
Messwerten abgeleitet wurde. Die beiden Parameter P1RF und P2RF dienen dazu, den
Verlauf u¨ber der Frequenz zu approximieren [11]:
δ =
√
2ρ
ωµ
(2.4.8)
RF = RDC
(
DDRAHT
P1RF δ
)P2RF
(2.4.9)
Nachfolgend sind die Parameter fu¨r den Beispielsensor D12MM27 aufgelistet [11]:
µ = 4pi1 · 10−7Ωs (2.4.10)
P1RF = 1, 44394 (2.4.11)
P2RF = 4 (2.4.12)
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2.4.3 Widerstand durch Kernverluste
Bei der Ummagnetisierung des Spulenkerns treten auf Grund der Hysterese in der H-B-
Kurve Verluste auf. Der dadurch entstehende Verlustwiderstand RK ist von der Kreis-
frequenz ω, dem Verlustfaktor VK und der Induktivita¨t L der Sensorspule abha¨ngig. Der
Verlustfaktor ist abha¨ngig vom Kernmaterial, der Kernform, der Temperatur und der Fre-
quenz. Die Kernverluste wurden in [11] durch die folgenden Gleichungen modelliert:
VKTEMP = VKNOM
(
1 +
TKRK1
100
(T − TNOM) + TKRK2
100
(T − TNOM)2
)
(2.4.13)
VK = VKTEMP (1 + FKRK(f − fNOM)) (2.4.14)
RK = ωLVK (2.4.15)
Die entsprechenden Parameter fu¨r den D12MM27-Sensor haben folgende Werte [11]:
VKNOM = 8, 95 · 10−3 (2.4.16)
TKRK1 = −0, 285◦C−1 (2.4.17)
TKRK2 = 1, 2 · 10−3◦C−2 (2.4.18)
FKRK = 1, 55 · 10−6Hz−1 (2.4.19)
2.5 Modell mit variabler Frequenz
In den meisten induktiven Na¨herungsschaltern wird der Sensor als Teil eines LC-Schwing-
kreises verwendet. Der Schwingkreis wird so angeregt, dass er exakt auf seiner Resonanz-
frequenz schwingt. Die Resonanzfrequenz ωR ist die Frequenz, bei der der Imagina¨rteil der
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Schwingkreisimpedanz Z = 0 wird:
Z(jω) = (RG + jωLG)‖ 1
jωC
(2.5.1)
Z(jω) =
RG + jωLG
1− ω2LGC + jωRGC (2.5.2)
Z(jω) =
RG + j(ω(LG −R2GC)− ω3L2GC)
(1− ω2LGC)2 + ω2R2GC2
(2.5.3)
⇒ 0 = ωR(LG −R2GC)− ω3RL2GC (2.5.4)
ωR =
√
LG −R2GC
L2GC
(2.5.5)
Die Gleichung 2.5.5 zeigt, dass die Resonanzfrequenz des Schwingkreises sowohl von der
Induktivita¨t des Sensors als auch von dessen Widerstand abha¨ngig ist. Diese Werte sind
jedoch nicht konstant, sondern a¨ndern sich mit dem Abstand des Targets und der Tem-
peratur. Das bedeutet, dass das Modell aus [11] mit einer festen Arbeitsfrequenz zur
Beschreibung der meisten induktiven Na¨herungssensoren nicht geeignet ist. Aus diesem
Grund wurde im Rahmen dieser Arbeit ein Modell mit variabler Frequenz entwickelt.
Dazu wurde das Gleichungssystem aus Resonanzfrequenz ωR, Gesamtwiderstand RG mit
Targeteinfluss und Gesamtinduktivita¨t LG mit Targeteinfluss gelo¨st:
ωR =
√
LG −R2GC
L2GC
(2.5.6)
LG = L1

1− ω2RK2(
R2
L2
)2
+ ω2R

 (2.5.7)
RG = R1 +
ω2RK
2R2
L2
L1(
R2
L2
)2
+ ω2R
(2.5.8)
Zur Lo¨sung des Gleichungssystems wurden die Ausdru¨cke fu¨r RG und LG in die Gleichung
zur Berechnung der Resonanzfrequenz eingesetzt. Da es sich um eine Gleichung ho¨herer
Ordnung handelt, gibt es mehrere Lo¨sungen. Durch Einsetzen der Werte fu¨r K, L1, R1, C
und R2
L2
konnten die physikalisch nicht relevanten Scheinlo¨sungen ausgeschlossen werden.
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Damit ergibt sich der folgende Ausdruck fu¨r die Resonanzfrequenz:
ω2R =
1
2L21C(K
4 − 2K2 + 1)(−2CK
2R2
L2
L1R1 − (R2
L2
)2L21C + L1 − L1K2
−CR21 + (−6(
R2
L2
)2L31CK
2 − 2(R2
L2
)2L21C
2R21 + 2L1K
2CR21 + C
2R41
+4C2K2(
R2
L2
)3L31R1 − 4CK2
R2
L2
L21R1 + 4CK
4R2
L2
L21R1
+4C2K2
R2
L2
L1R
3
1 + (
R2
L2
)4L41C
2 + 2(
R2
L2
)2L31C − 2L1CR21 + L21
+L21K
4 − 2L21K2 + 4K4L31C(
R2
L2
)2 + 8K2L21C
2R21(
R2
L2
)2)
1
2 )
(2.5.9)
In den Abbildungen 2.3 und 2.4 sind die Verla¨ufe des Widerstandes RG und der Induk-
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Abbildung 2.3: Verlauf des Widerstandes RG u¨ber dem Targetabstand d
tivita¨t LG u¨ber dem Targetabstand bei einer Temperatur von T = 20
◦C dargestellt. In
beiden Abbildungen sind jeweils zwei Kurven fu¨r die Anna¨herung eines ferromagnetischen
und eines nicht ferromagnetischen Targets dargestellt. An Hand der Ergebnisse ist erkenn-
bar, dass diese Materialeigenschaft einerseits kaum einen Einfluss auf den Widerstand hat,
aber andererseits die Induktivita¨t stark beeinflusst.
Die Abbildungen 2.5 und 2.6 zeigen die Verla¨ufe des Widerstandes RG und der Induktivita¨t
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Abbildung 2.4: Verlauf der Induktivita¨t LG u¨ber dem Targetabstand d
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Abbildung 2.5: Verlauf des Widerstandes RG u¨ber der Temperatur
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Abbildung 2.6: Verlauf der Induktivita¨t LG u¨ber der Temperatur
LG u¨ber der Temperatur bei einem Abstand von d = 6mm. Vergleicht man die Ergeb-
nisse der Abbildungen 2.3 und 2.5, kann man erkennen, dass die durch die Temperatur
hervorgerufene Vera¨nderung des Widerstandes RG bei großen Absta¨nden wesentlich gro¨-
ßer ist als die Vera¨nderung durch den Abstand. Die Temperaturkompensation ist deshalb
eines der Hauptprobleme bei der Entwicklung induktiver Na¨herungssensoren fu¨r große Ab-
sta¨nde. Um dieses Problem noch einmal zu verdeutlichen, wurde der Widerstand RG in
Abbildung 2.7 fu¨r ein ferromagnetisches Target u¨ber dem Abstand und der Temperatur
dargestellt.
Vergleicht man die Verla¨ufe des Widerstandes RG und der Induktivita¨t LG, die in den
vorhergehenden Abbildungen dargestellt wurden, mit den Verla¨ufen aus der Fachlitera-
tur [12, 29, 10] und dem Modell des IMTEK [11], kann man eine sehr gute qualitative
U¨bereinstimmung feststellen.
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Abbildung 2.7: Verlauf des Widerstandes RG u¨ber dem Targetabstand d und der Tempe-
ratur
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3.1 Allgemeine Systemanforderungen
Das Hauptziel des Sensorsystems ist das Erreichen eines hohen Schaltabstandes s. Der
Schaltabstand s entspricht dem Targetabstand d, bei dem der induktive Na¨herungssen-
sor bei Verwendung als Na¨herungsschalter auslo¨st. Dadurch werden neue Applikationen
mo¨glich und es vereinfacht sich der Einbau fu¨r den Anwender, da die Toleranzen niedriger
gewa¨hlt werden ko¨nnen. Der maximale Nennschaltabstand sN eines Sensorsystems wird in
Vielfachen des Bemessungsschaltabstandes sB angegeben. Da die Reichweite eines induk-
tiven Na¨herungsschalters in erster Linie von der Feldverteilung und damit von der Gro¨ße
der Sensorspule abha¨ngt, wird sB in Abha¨ngigkeit des Spulendurchmessers angegeben [13].
Ziel dieser Arbeit ist es, ein System zu entwickeln, das den 4-fachen Bemessungsschaltab-
stand erreicht:
sN ≥ 4sB (3.1.1)
Fu¨r viele regelungstechnische Aufgaben reicht eine einfache Schwellwertdetektion nicht
aus. Deshalb besteht ein weiteres Ziel der Arbeit darin, ein Ausgangssignal zu erzeugen,
welches eine kontinuierliche Abstandsinformation zur Verfu¨gung stellt. Dabei steht die Be-
reitstellung der entsprechenden Abstandsinformation im Vordergrund. Eine Linearisierung
ist im Rahmen dieser Arbeit nicht vorgesehen.
Ein weiteres Problem induktiver Na¨herungsschalter ist die Abha¨ngigkeit des Schaltab-
standes vom Targetmaterial. Im Sensormodell wird dieses Problem durch den Materi-
alparameter R2
L2
sowie die Induktivita¨tsa¨nderung bei Anna¨herung von ferromagnetischen
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Materialien (µKORR) abgebildet. Das System, welches in dieser Arbeit entwickelt wird, soll
so erweiterbar sein, dass man mit Hilfe einer zusa¨tzlichen Information zwischen verschie-
denen Materialien unterscheiden kann. Damit sind sowohl eine Materialerkennung als auch
ein materialunabha¨ngiger Schaltpunkt mo¨glich.
3.2 Ermittlung der Systemspezifikation
Im Mittelpunkt dieser Arbeit steht die Entwicklung einer Ausleseschaltung. Fu¨r das Er-
reichen hoher Schaltabsta¨nde wird aber auch ein optimiertes System aus Spule und Kern
beno¨tigt. Fu¨r die Erarbeitung der Spezifikation wird davon ausgegangen, dass ein Spu-
lensystem zur Verfu¨gung steht, das bei einer Anna¨herung des Targets auf den 4-fachen
Bemessungsschaltabstand einen Da¨mpfungsunterschied von 1% gegenu¨ber dem Wert ohne
Target liefert. Mit dem Spulensystem des Sensors D12MM27, das dem Modell aus Ab-
schnitt 2 zu Grunde liegt, wird dieser Wert bei 4-fachem Schaltabstand nicht erreicht. Aus
diesem Grund wurde fu¨r die Ermittlung der Spezifikationswerte der Ausleseschaltung der
Targetabstand d1 ermittelt, bei dem die Da¨mpfung D durch das Target 1% betra¨gt. Die
Da¨mpfung wird durch den Realteil RG (Gleichung 2.1.14) der Impedanz Z verursacht:
D(d1) = 0, 01 =
RG(d1)−RG(∞)
RG(∞) (3.2.1)
RG(d) = R1 +
ω2K(d)2L1
R2
L2(
R2
L2
)2
+ ω2
(3.2.2)
RG(∞) = R1 (3.2.3)
Da der Koppelfaktor K exponentiell vom Targetabstand d abha¨ngig ist, la¨sst sich die
Gleichung nur sehr schwer lo¨sen. Aus diesem Grund wurde der Targetabstand d1 durch
Simulation ermittelt.
Das Simulationsergebnis, welches in Abbildung 3.1 dargestellt ist, zeigt, dass die Da¨mp-
fung bei einem Targetabstand zwischen d = 5mm und d = 6mm auf einen Wert von
unter 1% sinkt. Fu¨r die weiteren Berechnungen wurde ein Targetabstand von d = 6mm
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Abbildung 3.1: Verlauf der Da¨mpfung u¨ber dem Abstand
ausgewa¨hlt:
sN = 6mm (3.2.4)
Die in der Norm [13] angegebene Wiederholgenauigkeit gibt die zula¨ssige Streuung des
Schaltabstandes bei einer konstanten Temperatur an. Aus diesem Wert la¨sst sich der be-
no¨tigte Signal-Rausch-Abstand (SNR) ableiten. Laut Norm darf der Schaltabstand s bei
gleichbleibenden Arbeitsbedingungen maximal um ±5% um den Nennschaltabstand sN
variieren. Fu¨r dieses System wird eine maximale Abweichung von ±1% gefordert. Da-
durch wird eine ho¨here Qualita¨t des Systems erzielt und eine zusa¨tzliche Sicherheit zur
Einhaltung der Norm eingebaut.
1, 01sN ≥ s ≥ 0, 99sN (3.2.5)
Des Weiteren beno¨tigt man zur Berechnung des SNR den Dynamikbereich des Systems.
Fu¨r einen kontinuierlichen Ausgang wird ein mo¨glichst großer Arbeitsbereich beno¨tigt. Ein
Aufsetzen des Targets auf dem Sensor soll aber nicht mo¨glich sein. Deshalb wird fu¨r den
Sensor ein minimaler Targetabstand von d = 1mm vorgesehen. Mit diesen Informationen
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und dem Sensormodell kann die beno¨tigte Systemauflo¨sung berechnet werden:
∆RGMIN
RGMAX
=
RG(6mm)−RG(6, 06mm)
RG(1mm)
= 1, 85 · 10−4 (3.2.6)
1
2x
= 1, 85 · 10−4 (3.2.7)
x = − ln(1, 85 · 10
−4)
ln(2)
= 12, 4 (3.2.8)
Um die Anforderungen zu erfu¨llen, wird ein System mit einer Genauigkeit von 13Bit be-
no¨tigt.
Die absolute Genauigkeit, die durch das System u¨ber dem gesamten Temperaturbereich
erreicht werden muss, wird durch den Realschaltabstand sR charakterisiert [13]. Der Re-
alschaltabstand darf um ±10% um den Nennschaltabstand sN schwanken:
1, 1sN ≥ sR ≥ 0, 9sN (3.2.9)
Daraus la¨sst sich der Wert berechnen, mit dem das System mindestens abgeglichen werden
muss:
∆RGABS
RGMAX
=
RG(6mm)−RG(6, 6mm)
RG(1mm)
= 13, 9 · 10−4 (3.2.10)
1
2x
= 13, 9 · 10−4 (3.2.11)
x = − ln(13, 9 · 10
−4)
ln(2)
= 9, 5 (3.2.12)
Zur Erfu¨llung der Norm muss das System mit einer Genauigkeit von 10Bit abgeglichen
werden.
Ein weiterer wichtiger Spezifikationswert fu¨r das System ist die zula¨ssige Temperaturdrift.
Wie fu¨r den Realschaltabstand betra¨gt die zula¨ssige Abweichung durch Temperaturdrift
±10% des Nennschaltabstandes. Der Temperaturbereich, der durch das System abgedeckt
werden soll, betra¨gt -25◦C bis 75◦C. Geht man davon aus aus, dass das System bei einer
Temperatur von 25◦C abgeglichen wird, kann man aus der 10prozentigen Abweichung
einen maximal zula¨ssigen Temperaturkoeffizienten fu¨r das System berechnen.
13, 9 · 10−4
50K
= 27, 8 · 10−5K−1 ≈ 28ppmK−1 (3.2.13)
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3.3 Grundkonzept zur Ermittlung des Abstandes
Ein Ziel der Arbeit ist die Mo¨glichkeit zur Ausgabe einer kontinuierlichen Abstandsin-
formation. Dazu ist ein verzerrungsfreier Betrieb des Systems u¨ber einen großen Da¨mp-
fungsbereich no¨tig. Das bedeutet, dass die Amplitude am Oszillator in jedem Fall kleiner
sein muss als die Versorgungsspannung, um eine ordnungsgema¨ße Funktion der Strom-
quellen zu ermo¨glichen. Des Weiteren darf die Amplitude nicht zu klein sein, um eine
rechteckfo¨rmige Stromeinspeisung am Oszillator zu gewa¨hrleisten. Um eine hohe Linea-
rita¨t des Systems zu erreichen, ist eine mo¨glichst konstante Aussteuerung der analogen
Komponenten wu¨nschenswert. Beispielsweise wirkt sich ein Offset in den Versta¨rkern des
mehrstufigen Oszillators unterschiedlich stark auf das Signal aus, je nachdem, wie groß die
Schwingungsamplitude ist. Niedrige Schwingungsamplituden haben außerdem den Nach-
teil, dass sich dadurch der Signal-Rausch-Abstand verringert.
Um diese Probleme zu lo¨sen, wird in dieser Arbeit ein System mit Amplitudenregelung
entworfen. Die Verwendung eines geschlossenen Regelkreises ist eine wichtige allgemeine
Methode zur Unterdru¨ckung von nichtlinearen Eigenschaften in der Auswerteelektronik
[14]. Am einfachsten la¨sst sich die Amplitude durch die Vera¨nderung des Speisestroms
IIN des Oszillators steuern. Als Abstandsinformation dient dann die Stellgro¨ße IIN . Mit
diesem Konzept la¨sst sich eine kontinuierliche Abstandsinformation erzielen.
Des Weiteren soll in dem System im Gegensatz zu vielen anderen Konzepten [27, 31, 8]
eine Digitalisierung der Abstandsinformation durchgefu¨hrt werden und nicht nur eine ana-
loge Schwellwerterkennung. Dadurch la¨sst sich der Teach-In-Vorgang zu einer digitalen
Wertspeicherung vereinfachen. Außerdem erha¨lt man dadurch Zugriff auf die Methoden
der digitalen Signalverarbeitung fu¨r Filterung, Kompensation und Linearisierung.
Eine weitere Anforderung an das System besteht darin, dass es so erweiterbar ist, dass ein
materialunabha¨ngiger Targetabstand ausgegeben werden kann. Aus diesem Grund wird
ein frei schwingender LC-Oszillator an Stelle eines Relaxationsoszillators, wie in anderen
Systemen [53], verwendet. Dadurch erha¨lt man neben der Da¨mpfung noch die Resonanz-
frequenz als zusa¨tzliche Information. Mit Hilfe eines Kennlinienfeldes fu¨r verschiedene
Materialien la¨sst sich daraus dann ein materialunabha¨ngiger Targetabstand ableiten.
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In diesem Zusammenhang ist die Amplitudenregelung ebenfalls wichtig. Nach Groszkow-
ski hat der Klirrfaktor eines Oszillators na¨mlich einen entscheidenden Einfluss auf seine
Schwingungsfrequenz [54]:
∆ω
ω0
= −1
2
k=∞∑
k=2
(k2 − 1)m2k (3.3.1)
mk =
Uk
U1
(3.3.2)
In diesen Gleichungen ist ω0 die Sollfrequenz, k die Nummer der Harmonischen, U1 die
Amplitude der Grundharmonischen und Uk die Amplitude der k-ten Harmonischen. Die
Amplitudenregelung sorgt dafu¨r, dass die Werte von Uk gegen Null gehen und der Einfluß
dieses Effektes minimiert wird.
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In diesem Abschnitt werden verschiedenen Auslesekonzepte zur Amplitudenregelung und
Digitalisierung der Stellgro¨ße qualitativ untersucht und verglichen. Das sinnvollste Kon-
zept wird dann ausgewa¨hlt und im folgenden Abschnitt genauer untersucht.
4.1 System mit einem Gleichrichter
Das erste Konzept, das untersucht werden soll, ist in Abbildung 4.1 dargestellt. Es besteht
aus einem Instrumentationsversta¨rker, einem Gleichrichter, einem Tiefpassfilter, einem
I-Regler, einem U-I-Wandler und einem ADC. Der Gleichrichter kann ein Diodengleich-
richter oder ein Kreuzgleichrichter, welcher das Versta¨rkersignal aus dem Oszillator nutzt,
sein. Die Verwendung eines Pra¨zisionsdiodengleichrichters hat jedoch den Nachteil, dass
ein zusa¨tzlicher Versta¨rker beno¨tigt wird. Da sowohl der Diodengleichrichter als auch die
Kombination aus Kreuzgleichrichter und Filter eine Last fu¨r den Oszillator darstellen, be-
no¨tigt man am Eingang einen zusa¨tzlichen Instrumentationsversta¨rker als Puffer, der eine
Impedanzwandlung durchfu¨hrt. Danach folgt der Regler. Dieser kann zum Beispiel ein ein-
facher I-Regler sein, der auch die Subtraktion des Amplitudensollwertes USOLL durchfu¨hrt.
Der Regler kann sowohl als klassische Schaltung aus OPV, Widersta¨nden und Konden-
satoren als auch als SC-Schaltung ausgefu¨hrt werden. Die klassische Schaltung hat den
Vorteil, dass sie sich mit dem Filter kombinieren la¨sst. Der Nachteil besteht jedoch darin,
dass die Komponenten einer gewissen Temperaturschwankung unterliegen und ihr abso-
luter Wert sehr stark schwankt. Bei der SC-Schaltung werden die Koeffizienten durch das
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Verha¨ltnis von Kapazita¨ten festgelegt. Dadurch la¨sst sich eine sehr hohe absolute Genau-
igkeit und Temperaturstabilita¨t erzielen. Ein weiterer Vorteil der SC-Schaltung besteht
darin, dass sich mit relativ einfachen Mitteln eine Offsetkompensation durchfu¨hren la¨sst.
Nach dem Regler wird das Spannungssignal mit einem U-I-Wandler in den Speisestrom
IIN umgewandelt und in den Oszillator zuru¨ck gekoppelt. Die Stellgro¨ße, die am Ausgang
des Reglers als Spannung vorliegt, wird zur Digitalisierung an den Eingang eines ADCs
gelegt. Um die geforderten Auflo¨sungen zu erreichen, sollte ein Sigma-Delta Modulator
(SDM) verwendet werden.
Sensor
LC−
Oszillator
Instrumen−
tations−
verstaerker
Gleichrichter
filter
Tiefpass− I−Regler ADC
U−I−Wandler
SOLLU
UOUT
Abbildung 4.1: Auslesekonzept mit einem normalen Gleichrichter
Ein großer Nachteil des Systems besteht darin, dass sehr viele analoge Komponenten fu¨r
die Signalverarbeitungskette notwendig sind. Dadurch wird es sehr schwierig, die Anfor-
derungen an die Linearita¨t, den SNR und die Temperaturdrift zu erfu¨llen. Ein weiterer
Nachteil besteht in der großen Anzahl von Versta¨rkern, die in den Pufferversta¨rkern, dem
Regler und dem ADC beno¨tigt werden. Das bedeutet einen großen Fla¨chen- und Leis-
tungsverbrauch. Ein weiteres Problem stellt der Tiefpassfilter nach dem Gleichrichter dar.
Die zusa¨tzliche Polstelle in der Schleifenversta¨rkung des Regelkreises erschwert die Stabi-
lisierung des Systems.
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4.2 System mit einem Spitzenwertdetektor
Ein andere Mo¨glichkeit besteht in der Verwendung eines Spitzenwertdetektors an Stelle
des Gleichrichters. Das System, dessen Blockschaltbild in Abbildung 4.2 dargestellt ist,
besteht aus einem Spitzenwertdetektor, einem Pufferversta¨rker, einem I-Regler, einem U-
I-Wandler und dem ADC.
Sensor
LC−
Oszillator
U−I−Wandler
detektor
wert−
Spitzen− Puffer−
verstaerker
I−Regler
SOLLU
ADC UOUT
Abbildung 4.2: Auslesekonzept mit einem Spitzenwertdetektor
Da der Spitzenwertdetektor einen hochohmigen Eingang besitzt, kann der Instrumentati-
onsversta¨rker entfallen. Der Tiefpassfilter wird im Gegensatz zu dem System mit einem
Gleichrichter auch nicht mehr beno¨tigt, da die Amplitude direkt ermittelt wird. Da der
Spitzenwertdetektor nicht belastet werden kann, wird noch ein zusa¨tzlicher Pufferversta¨r-
ker beno¨tigt. Obwohl im Vergleich zu dem System mit einem Gleichrichter ein Block einge-
spart werden kann, beno¨tigt auch dieses Konzept eine Vielzahl verschiedener Analogkom-
ponenten, was die Erreichung der Spezifikation bezu¨glich SNR und Linearita¨t erschwert.
Den gro¨ßten Nachteil stellt jedoch der Spitzenwertdetektor selbst dar. Um die geforderte
Genauigkeit bei der Amplitudenmessung zu erreichen, muss der verwendete Versta¨rker
eine hohe Versta¨rkung, eine große Slew-Rate und eine sehr hohe Bandbreite besitzen. Das
bedeutet, dass die Implementierung sehr anspruchsvoll ist und wahrscheinlich nicht mit
jeder Technologie mo¨glich ist.
54
4.3 Direkte Analog-Digital-Wandlung
4.3 Direkte Analog-Digital-Wandlung
Eine weitere Mo¨glichkeit zur Gewinnung des Amplitudensignals besteht in der direkten
Analog-Digital-Wandlung des Oszillatorsignals mit einem schnellen ADC. Danach la¨sst
sich das Signal im Digitalteil gleichrichten und filtern. Die Stellgro¨ße wird anschließend
sehr einfach mit einem digitalen Regler ermittelt. Danach muss die digitale Stellgro¨ße je-
doch wieder mit einem DAC in ein analoges Signal umgewandelt werden, bevor sie in den
Oszillator eingespeist werden kann. Das Blockschaltbild zu diesem Konzept ist in Abbil-
dung 4.3 dargestellt.
Sensor
LC−
Oszillator
Gleichrichter
filter
Tiefpass− I−Regler
DAC
Digitalteil
Takt−
generierung
SOLLU
OUTUADC
Abbildung 4.3: Auslesekonzept mit direkter Analog-Digital-Wandlung
Um das Oszillatorsignal, das eine Frequenz von bis zu 1MHz haben kann, in ein digitales
Signal umwandeln zu ko¨nnen, wird ein sehr schneller ADC beno¨tigt. Nyquist-Rate-ADCs
kommen jedoch auf Grund der geforderten Auflo¨sung nicht in Frage. Ein SDM mit einer
U¨berabtastrate von 64 mu¨sste bei einer Oszillatorfrequenz von 1MHz aber bereits mit
einer Frequenz von 128MHz laufen. Dieser Wert ist mit einem vertretbaren Leistungs-
verbrauch nicht mehr zu erreichen. Das bedeutet, dass dieses Konzept nur bei niedrigeren
Oszillatorfrequenzen verwendet werden kann.
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Ein weiteres Problem dieses Konzeptes ist der relativ hohe Aufwand, der im Digitalteil
no¨tig ist. Nachteilig ist auch, dass ein zusa¨tzlicher DAC beno¨tigt wird.
4.4 Synchronabtastung mit einem SC-Integrator
Einen vo¨llig anderen Ansatz stellt die direkte Spitzenwertabtastung mit einem SC-Integrator
dar. Gleichrichtung und Regelung lassen sich damit in einem Element realisieren. Da die
Kondensatoren keine ohmsche Last fu¨r den Oszillator darstellen, ist auch kein Puffer-
versta¨rker mehr no¨tig. Die Stellgro¨ße und damit auch die Abstandsinformation liegt nun
am Ausgang des SC-Reglers an. Das Spannungssignal wird anschließend mit einem U-
I-Wandler wieder in einen Strom umgewandelt und in den Oszillator zuru¨ck gekoppelt.
Die Stellgro¨ße, die am Ausgang des SC-Reglers als Spannung vorliegt, kann anschließend
mit einem ADC, vorzugsweise einem SDM, digitalisiert werden. Abbildung 4.4 zeigt das
Blockschaltbild zu diesem Konzept.
Sensor
LC−
Oszillator
Takt−
generierung
U−I−Wandler
UOUT
SOLLU
ADC
SC−Integrator
(I−Regler)
Abbildung 4.4: Auslesekonzept mit Synchronabtastung durch einen SC-Integrator
Ein großer Vorteil dieses Systems besteht darin, dass nur ein Versta¨rker fu¨r Gleichrichtung,
Sollwertsubtraktion und Amplitudenregelung beno¨tigt wird. Des Weiteren ist es mit der
56
4.5 SDM aus SC-Integrator, Komparator und LC-Oszillator
SC-Schaltung mo¨glich, auf sehr einfache Weise das 1/f-Rauschen und das Versta¨rkeroffset
zu unterdru¨cken. Aus diesem Grund la¨sst sich mit diesem Konzept eine sehr hohe Genau-
igkeit erzielen. Der große Nachteil des Konzeptes liegt in dem um 90◦ verschobenen Takt
fu¨r die Spitzenwertabtastung. Um diesen Takt zu erzeugen, werden zusa¨tzliche Baugrup-
pen beno¨tigt, die den Vorteil des Konzeptes bei Leistungs- und Fla¨chenverbrauch zum Teil
wieder zunichtemachen.
4.5 SDM aus SC-Integrator, Komparator und
LC-Oszillator
Wird der SC-Integrator mit einem Komparator kombiniert, ergibt sich ein einfacher Sigma-
Delta Modulator (SDM). Im Unterschied zu den vorherigen Konzepten wird bei diesem
Ansatz ein getakteter Strom mit konstantem Betrag in den Oszillator zuru¨ck gekop-
pelt. Der mittlere Strom wird durch das pulsdichtemodulierte Signal des SDM bestimmt.
Am Ausgang des Komparators steht damit direkt die Da¨mpfungsinformation des LC-
Schwingkreises in digitaler Form zur Verfu¨gung. Das Blockschaltbild ist in Abbildung 4.5
dargestellt.
Sensor
LC−
Oszillator
Takt−
generierung
Komparator
I IN
SOLLU
UOUTSDM
SC−Integrator
(I−Regler)
Abbildung 4.5: SDM aus SC-Integrator, Komparator und LC-Oszillator
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Der gro¨ßte Vorteil dieses Konzeptes besteht darin, dass kein zusa¨tzlicher ADC fu¨r die Digi-
talisierung der Da¨mpfungsinformation beno¨tigt wird. Das verringert sowohl den Leistungs-
als auch den Fla¨chenverbrauch. Außerdem verringern sich die Rauschanforderungen an die
einzelnen Schaltungsblo¨cke, da der Rauschanteil des ADCs entfa¨llt. Ein weiterer Vorteil
dieses Schaltungskonzeptes besteht in der getakteten Stromru¨ckkopplung. Da der mitt-
lere Strom durch die Pulsdichtemodulation festgelegt wird, muss die eigentliche Strom-
quelle nur noch einen konstanten Strom liefern. Dadurch werden Nichtlinearita¨ten des
U-I-Wandlers eliminiert.
4.6 Synchrone Abtastung mit einem BPSDM
Eine weitere Mo¨glichkeit besteht in der direkten synchronen Abtastung der Schwingkreis-
spannung mit einem Bandpass-SDM (BPSDM). Fu¨r die Ru¨ckkopplung gibt es bei diesem
Konzept verschiedene Mo¨glichkeiten. Die erste Mo¨glichkeit besteht darin, das Ausgangs-
signal direkt in den Oszillator einzukoppeln. Dabei entsteht jedoch ein sehr komplexer Re-
gelkreis, der besonders beim Start-Up und in Kombination mit einem weiteren Regelkreis,
wie zum Beispiel einer PLL fu¨r die Taktgenerierung, enorme Schwierigkeiten verursacht.
Bei der zweiten Variante wird das Ausgangssignal im Digitalteil gefiltert, gleichgerichtet
und dann einem digitalen Regler zugefu¨hrt. Das Ausgangssignal des digitalen Reglers wird
anschließend mit einem DAC in einen Strom umgewandelt und in den Oszillator zuru¨ckge-
speist. In den Abbildungen 4.6 und 4.7 sind die zugeho¨rigen Blockschaltbilder dargestellt.
Beide Varianten bieten im Vergleich zu dem Konzept mit einem normalen SDM jedoch
keinen Vorteil. Ein Nachteil beider Varianten besteht darin, dass man fu¨r einen BPSDM
wesentlich mehr Versta¨rker im Analogteil beno¨tigt (doppelte Anzahl bei gleicher Auflo¨-
sung). Außerdem muss der BPSDM mindestens mit der 4-fachen Frequenz der Oszillator-
frequenz laufen, was die Geschwindigkeitsanforderungen an die Schaltungen im Vergleich
zu dem Konzept mit einem normalen SDM verdoppelt. Ein weiterer Nachteil besteht in
der erho¨hten Jitterempfindlichkeit dieses Konzeptes, da der BPSDM auch in der Na¨he
des Nulldurchganges der Oszillatorspannung abtastet. Des Weiteren wird fu¨r die Auswer-
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Sensor
LC−
Oszillator
Takt−
generierung
BPSDM
IN
I
SOLLU
UOUT
Abbildung 4.6: BPSDM mit direkter Ru¨ckkopplung
Sensor
LC−
Oszillator
Gleichrichter
filter
Tiefpass− I−Regler
DAC
Digitalteil
BPSDM
Takt−
generierung
SOLLU
OUTU
Abbildung 4.7: BPSDM mit digitalem Regler
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tung des BPSDM-Signals zusa¨tzlich zum Digitalfilter eine Gleichrichtung im Digitalteil
beno¨tigt, was den digitalen Aufwand zusa¨tzlich erho¨ht.
4.7 Konzeptauswahl
Das beste Konzept bezu¨glich Aufwand und zu erwartender Genauigkeit ist das in Ab-
schnitt 4.5 vorgestellte Verfahren mit einem SC-Integrator, der eine Spitzenwertabtastung
durchfu¨hrt, und einem Komparator die in Kombination mit dem Oszillator einen SDM
bilden. Mit relativ wenigen Blo¨cken la¨sst sich damit die Digitalisierung der Abstands-
information und die Amplitudenregelung durchfu¨hren. Dieser Ansatz verspricht deshalb
die ho¨chste Auflo¨sung beim niedrigsten Fla¨chen- und Leistungsverbrauch. Dieses Konzept
wird in den folgenden Abschnitten genauer untersucht.
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5.1 Oszillatorentwurf
5.1.1 Grundlagen
Ein Oszillator kann wie eine Versta¨rkerschaltung als System mit negativer Ru¨ckkopplung
betrachtet werden [35]. Solch ein System ist in Abbildung 5.1 dargestellt. Das System hat
folgende U¨bertragungsfunktion:
UOUT (s)
UIN(s)
=
H(s)
1 +H(s)
(5.1.1)
H(s) OUTUINU
−
+
Abbildung 5.1: System mit negativer Ru¨ckkopplung
Wenn sich die Phasenverschiebung durch den Versta¨rker H(s) bei hohen Frequenzen zu
stark a¨ndert, kann es zu einer positiven Ru¨ckkopplung und damit zu Oszillationen kom-
men. Das System versta¨rkt dann sein eigenes Rauschen und liefert ein periodisches Aus-
gangssignal, auch wenn das Eingangssignal 0 ist. Die Erfu¨llung dieser Schwingbedingung
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bei der Frequenz ω0 wird durch das sogenannte Barkhausenkriterium beschrieben [15]:
|H(jω0)| ≥ 1 (5.1.2)
∠H(jω0) = 180
◦ (5.1.3)
Ein weiteres Konzept zur Beschreibung von Oszillatoren ist das Prinzip des negativen Wi-
derstandes. Dazu wird zuerst die Reihenersatzschaltung des Sensors aus dem Widerstand
RG und der Induktivita¨t LG (siehe Abbildung 2.1) in eine Parallelersatzschaltung aus dem
Widerstand RPG und der Induktivita¨t LPG umgerechnet. In Abbildung 5.2 sind die beiden
Ersatzschaltungen dargestellt.
PG
GL
RG
RL PG
Abbildung 5.2: Umwandlung der Reihenersatzschaltung des Sensors in eine Parallelersatz-
schaltung
Fu¨r die Umrechnung werden die Impedanzen der Reihen- und Parallelschaltung gleichge-
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setzt:
RG + LGs =
RPGLPGs
RPG + LPGs
(5.1.4)
RGRPG + s(RGLPG +RPGLG) + s
2LGLPG = RPGLPGs (5.1.5)
s = jω (5.1.6)
RGRPG + jω(RGLPG +RPGLG)− ω2LGLPG = jωRPGLPG (5.1.7)
⇒ RGRPG − LGLPGω2 = 0 (5.1.8)
RGLPG +RPGLG = RPGLPG (5.1.9)
RPG =
LGLPGω
2
RG
(5.1.10)
LPG = LG +
R2G
LGω2
(5.1.11)
LG ≫ R
2
G
LGω2
(5.1.12)
⇒ LPG ≈ LG (5.1.13)
⇒ RPG ≈ L
2
Gω
2
RG
(5.1.14)
In Abbildung 5.3 ist ein Schwingkreis dargestellt, der durch den Widerstand RPG geda¨mpft
wird. Gibt man einen Impuls auf den Schwingkreis, wird die Schwingung in Abha¨ngigkeit
von der Gro¨ße des Widerstandes abklingen. Schaltet man, wie in Abbildung 5.4 darge-
RPGPGLC
Abbildung 5.3: Schwingkreis mit Da¨mpfungswiderstand
stellt, einen negativen Widerstand RN parallel zum Schwingkreis, wird der resultierende
63
5 Systementwurf
Widerstand RGESAMT unendlich groß, wenn RN = −RPG ist. Das bedeutet, dass der
Schwingkreis entda¨mpft ist und dauerhaft oszilliert:
RGESAMT = RPG‖RN (5.1.15)
lim
RN→−RPG
RGESAMT = ∞ (5.1.16)
Dieses Konzept eignet sich sehr gut fu¨r den Entwurf elektronischer Schaltungen, die der
Entda¨mpfung von Schwingkreisen dienen. Es ist jedoch zu beachten, dass RN = −RPG
praktisch nicht zu realisieren ist, sondern nur den theoretischen Punkt darstellt, ab dem
die Schwingbedingung erfu¨llt ist. In der Praxis wird dafu¨r gesorgt, dass RN > −RPG ist,
so dass die Schwingbedingung auch unter Einbeziehung aller mo¨glichen Schwankungen
erfu¨llt bleibt.
PGL PGR NRC
Abbildung 5.4: Schwingkreis mit Da¨mpfungswiderstand und negativem Widerstand
5.1.2 Harmonischer Oszillator
Um einen hohen Schaltabstand zu erzielen, ist es no¨tig, eine mo¨glichst hohe magnetische
Feldsta¨rke am Ort des Targets zu erzeugen. Dieser Wert wird zum einen von der ra¨um-
lichen Verteilung des magnetischen Feldes und zum anderen von der Ho¨he des Stromes
durch die Sensorspule beeinflusst. Die ra¨umliche Verteilung des Magnetfeldes am Ort des
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Targets wird vor allem von der Konstruktion des Systems aus Spule und Spulenkern be-
stimmt. Diese soll aber nicht Gegenstand dieser Arbeit sein. Der Spulenstrom la¨sst sich
dadurch maximieren, dass die Spule innerhalb eines LC-Schwingkreises in Resonanz betrie-
ben wird. Die Verwendung eines freilaufenden harmonischen LC-Oszillators hat außerdem
den Vorteil, dass man zwei unabha¨ngige Informationen gewinnen kann, na¨mlich Schwing-
ungsamplitude und Resonanzfrequenz.
5.1.3 Mehrstufige Ru¨ckkopplung
Das angestrebte System soll die Mo¨glichkeit bieten, eine kontinuierliche Abstandsinforma-
tion auszugeben. Dazu muss die Schwingung im Oszillator unter allen mo¨glichen Da¨m-
pfungsbedingungen erhalten bleiben. Das bedeutet, dass der Betrag des negativen Wider-
standes, der durch die Ru¨ckkopplung zur Verfu¨gung gestellt wird, unter allen Umsta¨nden
kleiner sein muss als der Realteil der Spulenimpedanz. Ein sehr ha¨ufig verwendeter LC-
Oszillator ist der sogenannte negativ-gm-Oszillator, der in Abbildung 5.5 dargestellt ist. Da
dieser Oszillator differentiell aufgebaut ist, bietet er eine sehr gute PSRR. Außerdem wir-
ken sich a¨ußere Sto¨rungen auf beide Ausga¨nge gleich stark aus, so dass ihre Wirkung stark
unterdru¨ckt wird. Aus diesem Grund wird auch in dieser Arbeit solch eine differentielle
Struktur verwendet. In Abbildung 5.6 ist das Kleinsignalersatzschaltbild des Transistor-
paares des negativ-gm-Oszillators dargestellt. Daraus la¨sst sich der negative Widerstand
RN ableiten, der durch den Oszillator zur Verfu¨gung gestellt wird.
uIN = uGS2 − uGS1 (5.1.17)
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L PG
RN
C
PGR
T2T1
I IN
2
I IN
2
INI
Abbildung 5.5: Negativ-gm-Oszillator
gm GS2
GS2 u
gm GS1u u
INu
i IN
u GS1
Abbildung 5.6: Kleinsignalersatzschaltbild des negativ-gm-Oszillators
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Unter der Annahme, dass der Oszillator symmetrisch ausgesteuert wird, la¨sst sich folgende
Berechnung anstellen:
uGS1 = −uIN
2
(5.1.18)
uGS2 =
uIN
2
(5.1.19)
iIN = gmuGS1 (5.1.20)
iIN = −gmuIN
2
(5.1.21)
RN =
iIN
uIN
(5.1.22)
RN = − 2
gm
(5.1.23)
Da die Transkonduktanz gm positiv ist, muss der Widerstand wie erwartet negativ sein.
Die Da¨mpfung ist am gro¨ßten, wenn der Abstand zwischen Sensor und Target 0 ist. Aus
Messungen mit verschiedenen Sensorsystemen ist bekannt, dass der Wert des Parallel-
widerstandes RPG auf bis zu 100Ω absinken kann. Von diesem Wert la¨sst sich nun das
beno¨tigte gm ableiten.
Um eine dauerhafte Schwingung zu erzeugen, muss der Betrag des negativen Widerstandes
RN mindestens gleich dem Parallelwiderstand RPG sein. Beim Anschwingen des Oszilla-
tors muss die Amplitude jedoch steigen. Dazu muss der Betrag von RN sogar kleiner sein
als RPG. Deshalb wurde fu¨r die Berechnung der Faktor 2 ausgewa¨hlt:
RPG = 2|RN | (5.1.24)
RPG =
4
gm
(5.1.25)
gm =
4
RPG
(5.1.26)
gm = 40mS (5.1.27)
Die gro¨ßte Transkonduktanz bei einem bestimmten Strom la¨sst sich mit einem MOSFET
in schwacher Inversion erzielen. In diesem Arbeitsbereich zeigt der Drainstrom ID einen
exponentiellen Verlauf u¨ber der Gate-Source-Spannung UGS im Gegensatz zu dem quadra-
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tischen Verlauf bei starker Inversion:
ID = I0 exp
(
UGS − UT
nUTH
)
(5.1.28)
gm =
δID
δUGS
(5.1.29)
gm =
I0
nUTH
exp
(
UGS − UT
nUTH
)
(5.1.30)
gm =
ID
nUTH
(5.1.31)
UTH ist die Temperaturspannung, UT die Schwellenspannung und n ist der sogenannte
”
slope factor“, der gro¨ßer als 1 ist. Der
”
slope factor“ la¨sst sich aus der Oberfla¨chen-
Verarmungs-Kapazita¨t Cd und der Oxidkapazita¨t COX berechnen [55]:
n ≈ 1 + Cd
COX
(5.1.32)
Fu¨r die NMOS Transistoren in der verwendeten Technologie wurde ein Wert von n = 2, 5
angenommen [36]:
ID = gmnUT (5.1.33)
ID = 40mS · 26mV · 2, 5 (5.1.34)
ID = 2, 6mA (5.1.35)
Um einen Transistor bei dieser Stromsta¨rke in schwacher Inversion betreiben zu ko¨nnen,
sind sehr große W
L
-Verha¨ltnisse no¨tig. Das verdeutlicht die folgende Rechnung. Um an der
Grenze zwischen starker und schwacher Inversion zu arbeiten, muss der Strom I0 ca. 8 mal
so groß sein wie ID [44]. Der exakte Wert la¨sst sich herleiten, in dem die Transkonduktan-
zen beim U¨bergang von schwacher zu starker Inversion bei einem bestimmten Strom ID
gleichgesetzt werden: [
gm
ID
]
schwache Inversion
=
[
gm
ID
]
starke Inversion
(5.1.36)
2
UGS − UT =
1
nUTH
(5.1.37)
Damit la¨sst sich nun das Verha¨ltnis von ID/I0 berechnen:
ID
I0
= e

2nUTH
nUTH

(5.1.38)
ID
I0
= e2 = 7, 39 (5.1.39)
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Mit diesem Wert kann dann das beno¨tigte W
L
-Verha¨ltnis berechnet werden:
I0 = 7, 39ID (5.1.40)
I0 = 2nµnCOXU
2
TH
W
L
(5.1.41)
W
L
=
7, 39ID
2nµnCOXU2TH
(5.1.42)
W
L
= 47372 (5.1.43)
Sowohl das Ergebnis fu¨r den beno¨tigten Strom als auch die Transistorgro¨ße zeigen, dass
dieses einfache Konzept nicht praktikabel ist. Ein weiterer Nachteil von Transistoren, die
in schwacher Inversion betrieben werden, ist das schlechtere Matching. Das fu¨hrt zu einer
ho¨heren Offset-Spannung als in starker Inversion.
Um dieses Problem zu lo¨sen, wird ein mehrstufiger Oszillator entworfen. Das bedeutet,
dass das Oszillatorsignal versta¨rkt wird, bevor es auf die beiden Transistoren M1 und M2
zuru¨ck gekoppelt wird. Da die meisten anderen LC-Oszillatoren fu¨r den HF-Bereich ent-
worfen werden, ist diese Struktur eher unu¨blich, da es nahezu unmo¨glich ist, mit einem
mehrstufigen Oszillator die Geschwindigkeitsanforderungen bei diesen Frequenzen zu er-
fu¨llen. Die Arbeitsfrequenzen dieses Oszillators liegen aber nur in einem Bereich zwischen
100kHz und 1MHz. Die daraus resultierenden Geschwindigkeitsanforderungen lassen sich
relativ einfach erfu¨llen. In Abbildung 5.7 ist ein mehrstufiger negativ-gm-Oszillator darge-
stellt. Abbildung 5.8 zeigt das Kleinsignalersatzschaltbild zur Berechnung des negativen
Widerstandes des Oszillators. Die Berechnung des negativen Widerstandes erfolgt analog
zur Herleitung von Gleichung 5.1.23 und liefert folgendes Ergebnis:
RN = − 2
gmA
(5.1.44)
Das Ergebnis zeigt, dass die Transkonduktanz um die Versta¨rkung A erho¨ht wird. Be-
reits eine Versta¨rkung von A = 1000 la¨sst die beno¨tigte Transkonduktanz auf gm = 40µS
schrumpfen. Dafu¨r wird nur noch ein Strom von ID = 2, 6µA beno¨tigt.
Der mehrstufige Oszillator besitzt noch einen weiteren gravierenden Vorteil. Die Schwing-
ungsamplitude ist abha¨ngig von der Verlustleistung im Schwingkreis und von der einge-
speisten Leistung durch den Oszillator. Wenn sich Verlustleistung und eingespeiste Leis-
tung genau aufheben, bleibt die Schwingungsamplitude konstant. Bei einer bestimmten
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Abbildung 5.7: Mehrstufiger negativ-gm-Oszillator
gm GS2gm GS1u u
INu
i IN
uGS1GS2u
AA
Abbildung 5.8: Kleinsignalersatzschaltbild es mehrstufigen negativ-gm-Oszillators
70
5.1 Oszillatorentwurf
Amplitude ist die eingespeiste Leistung vom Verlauf und der Ho¨he des eingespeisten Stro-
mes abha¨ngig. Dieser ist wiederum abha¨ngig von der Transkonduktanz.
In Abbildung 5.9 sind die Verla¨ufe des Speisestromes fu¨r zwei verschiedene Transkonduk-
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Abbildung 5.9: Speisestrom gmuGS1 fu¨r eine Halbwelle einer sinusfo¨rmigen Oszillatorspan-
nung bei verschiedenen Transkonduktanzen im negativ-gm-Oszillator
tanzen im normalen negativ-gm-Oszillator fu¨r eine Halbwelle einer sinusfo¨rmigen Schwin-
gung mit einer Amplitude von 1V dargestellt. Der Maximalstrom, der eingespeist werden
kann, wird von der Tailstromquelle auf IIN = 100µA begrenzt. Das Ergebnis zeigt, dass
der eingespeiste Strom stark von der Ho¨he der Transkonduktanz abha¨ngt. Da die Trans-
konduktanz eine relativ hohe Temperaturabha¨ngigkeit aufweist, wa¨ren die harten Anfor-
derungen an die Temperaturstabilita¨t mit diesem Konzept kaum zu erfu¨llen.
Abbildung 5.10 zeigt das Ergebnis der Simulation fu¨r einen mehrstufigen negativ-gm-
Oszillator. Bei diesem Konzept ist der eingespeiste Strom ausschließlich von der Ho¨he des
Tailstroms IIN abha¨ngig. Selbst extrem große Schwankungen der Transkonduktanz gm und
der Versta¨rkung A haben kaum Einfluss auf den eingespeisten Strom. Die Schwingungs-
amplitude ist bei diesem Konzept also unabha¨ngig von der Transkonduktanz und wird
ausschließlich von IIN bestimmt.
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Abbildung 5.10: Speisestrom gmuGS1 fu¨r eine Halbwelle einer sinusfo¨rmigen Oszillator-
spannung bei verschiedenen Transkonduktanzen und Versta¨rkungen im
mehrstufigen Oszillator
5.1.4 Sensoru¨bertragungsfunktion
In diesem Abschnitt wird eine U¨bertragungsfunktion erarbeitet, die den Zusammenhang
zwischen dem Speisestrom IIN und der Amplitude der Schwingkreisspannung UˆC(t) be-
schreibt.
Im vorherigen Abschnitt wurde gezeigt, dass der eingespeiste Strom bei der Verwendung
eines zweistufigen Oszillators nahezu unabha¨ngig von der Transkonduktanz des Oszilla-
tors ist. Er wird ausschließlich vom Tailstrom IIN bestimmt. Im linearen Modell mit einem
negativen Widerstand la¨sst sich das so interpretieren, dass die Transkonduktanz so groß
wird, dass RN gegen 0 geht. Dadurch la¨sst sich der Oszillator zu einem Schwingkreis mit
einer rechteckfo¨rmigen Stromeinspeisung vereinfachen. Das entsprechende Schaltbild des
Schwingkreises ist in Abbildung 5.11 dargestellt.
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Abbildung 5.11: Schaltbild des Schwingkreises
Zur Berechnung der U¨bertragungsfunktion wird der folgende Ansatz verwendet:
ESK =
∫ t
0
(PIN(t)− POUT (t))dt (5.1.45)
Die Energie ESK , die zum Zeitpunkt t im Schwingkreis gespeichert ist, entspricht dem zeit-
lichen Integral u¨ber der Differenz zwischen eingespeister Leistung PIN und Verlustleistung
POUT . Unter der Annahme, dass am Schwingkreis eine sinusfo¨rmige Schwingung vorliegt
und die A¨nderung der Amplitude wesentlich langsamer erfolgt als die Schwingung selbst,
kann ESK(t) durch die beiden folgenden Zusammenha¨nge ausgedru¨ckt werden:
ESK(t) =
1
2
CUˆC(t)
2 (5.1.46)
ESK(t) =
1
2
LGIˆL(t)
2 (5.1.47)
Mit diesem Ansatz la¨sst sich der Verlauf der Schwingungsamplitude, die Einhu¨llende,
berechnen. Eine weitere Annahme betrifft den Speisestrom. Im vorigen Abschnitt wurde
gezeigt, dass der Speisestrom IIN bei einem mehrstufigen negativ-gm-Oszillator ausschließ-
lich vom Tailstrom abha¨ngig ist. Die Kombination aus Versta¨rker und Transistor sorgt nur
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noch dafu¨r, dass der Strom in der richtigen Polarita¨t eingespeist wird. Aus diesem Grund
wird fu¨r die folgende Berechnung angenommen, dass der Speisestrom IIN einen rechteck-
fo¨rmigen Verlauf hat und sein Betrag sich sehr viel langsamer a¨ndert als die Schwingkreis-
spannung. Der rechteckfo¨rmige Speisestrom la¨sst sich als Fourierreihe darstellen [20]:
IIN(t) = IˆIN(t)
4
pi
(sin(2pi
t
T
) +
1
3
sin(2pi
3t
T
) + ...) (5.1.48)
In Bezug auf Frequenzen, die sich von der Resonanzfrequenz des Schwingkreises unterschei-
den, wirkt der Schwingkreis als Filter. Das bedeutet, dass die ho¨herfrequenten Anteile des
Speisestromes unterdru¨ckt werden und nur die Grundwelle einen Beitrag zur eingespeisten
Leistung liefert. Damit lassen sich eingespeiste Leistung und Verlustleistung berechnen:
PIN(t) =
4IˆIN(t)
pi
√
2
UˆC(t)√
2
(5.1.49)
POUT (t) =
IˆL(t)
2
2
RG (5.1.50)
POUT (t) =
CRG
2LG
UˆC(t)
2 (5.1.51)
Die eingespeiste Leistung entspricht dem Produkt aus dem Effektivwert der Grundwel-
le des Speisestroms und dem Effektivwert der Schwingkreisspannung. Die Verlustleistung
la¨sst sich aus dem Spulenstrom und dem Verlustwiderstand ableiten. Mit Hilfe der Glei-
chungen 5.1.46 und 5.1.47 la¨sst sich der Spulenstrom IL eliminieren und damit auch die
Verlustleistung in Abha¨ngigkeit der Schwingkreisspannung darstellen. Setzt man die Glei-
chungen 5.1.46, 5.1.49 und 5.1.51 in Gleichung 5.1.45 ein, erha¨lt man eine Differential-
gleichung, aus der sich die U¨bertragungsfunktion vom Betrag des Speisestroms IˆIN zur
Schwingkreisamplitude UˆC ableiten la¨sst:
1
2
CUˆC(t)
2 =
∫ t
0
(
2IˆIN(t)UˆC(t)
pi
− CRG
2LG
UˆC(t)
2)dt (5.1.52)
In dieser Form kann die Gleichung jedoch noch nicht bzw. nur sehr schwer Laplace-
transformiert werden, da sie sowohl quadratische Funktionen als auch Produkte von Zeit-
funktionen entha¨lt. Aus diesem Grund werden beide Seiten der Gleichung nach der Zeit
abgeleitet und durch die Spannungsamplitude dividiert. Danach la¨sst sich die Gleichung
sehr leicht transformieren und so umstellen, dass sich die gewu¨nschte U¨bertragungsfunk-
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tion ergibt:
UˆC(t)
′C =
2IˆIN(t)
pi
− CRG
2LG
UˆC(t) (5.1.53)
sUˆC(s)C =
2IˆIN(s)
pi
− CRG
2LG
UˆC(s) (5.1.54)
⇒ HOSZI(s) = UˆC(s)
IˆIN(s)
=
4LG
piRGC
· 1
1 + 2LG
RG
s
(5.1.55)
An Hand der Gleichung kann man erkennen, dass sich die Schwingungsamplitude nicht
beliebig schnell a¨ndern kann. Die 3dB Grenzfrequenz fG des Systems betra¨gt:
fG =
RG
4piLG
(5.1.56)
5.2 PLL
Ein wichtiger Punkt bei der Spitzenwertabtastung ist die Erzeugung des entsprechenden
Taktes. Er muss eine Phasenverschiebung von exakt 90◦ besitzen. Zur Erzeugung dieses
Taktes gibt es verschiedene Mo¨glichkeiten. Man kann eine PLL [35, 37], einen Quadratur-
oszillator [40, 41, 42] oder einen Polyphasenfilter [38, 39] verwenden. Fu¨r einen Quadra-
turoszillator wird jedoch eine zusa¨tzliche Spule beno¨tigt. Der Polyphasenfilter ist zwar gut
dafu¨r geeignet, zwei Signale zu erzeugen, die 90◦ Phasenverschiebung zueinander haben,
die Erzeugung eines Signals mit exakt 90◦ Phasenverschiebung zu einem Eingangssignal
ist jedoch sehr schwierig. Die besten Eigenschaften fu¨r diese Anwendung bietet die PLL.
Sie hat den großen Vorteil, dass Bauelementeschwankungen, Temperaturdrift und Offsets
durch den Regelkreis unterdru¨ckt werden und keinen Einfluss auf die Genauigkeit der 90◦
Phasenverschiebung haben. Ein Nachteil der PLL ist jedoch der zusa¨tzliche Fla¨chen- und
Leistungsverbrauch durch die Elektronik.
In Abbildung 5.12 ist die Grundstruktur einer Charge-Pump-PLL [35, 37] dargestellt.
Sie besteht aus einem Phasenfrequenzdetektor PFD, einer Ladungspumpe bzw. Charge-
Pump CP, dem Loopfilter LPF, einem spannungsgesteuerten Oszillator VCO und einem
Taktteiler. Der PFD vergleicht das Ausgangssignal des Takteilers mit dem Eingangssignal
und generiert entsprechende Steuerpulse fu¨r die CP. Je nachdem, ob das Ausgangssignal
75
5 Systementwurf
OUT
IN
TAKTTEILER
VCOLPFCPPFD
Abbildung 5.12: Grundstruktur einer Charge-Pump-PLL
des Taktteilers dem Eingangssignal hinterherla¨uft oder vorauseilt, schiebt die CP zusa¨tz-
liche Ladung auf den LPF oder zieht sie vom LPF ab. Dadurch entsteht am LPF die
Steuerspannung fu¨r den VCO, der mit einer entsprechenden Schwingungsfrequenz darauf
reagiert. Das Ausgangssignal des VCO wird dann wiederum an den Taktteiler angelegt
und je nach Bedarf heruntergeteilt. Der entstehende Regelkreis erzeugt einen zum Ein-
gangssignal phasensynchronen Takt ho¨herer Frequenz.
Fu¨r das ausgewa¨hlte Konzept wird der doppelte Takt beno¨tigt. Damit ist es mo¨glich,
sowohl die Amplitude der positiven als auch die Amplitude der negativen Halbwelle abzu-
tasten.
5.2.1 Systementwurf PLL
Zur Dimensionierung der PLL ist es notwendig, ein lineares Modell des Regelkreises aufzu-
stellen [37]. Das lineare Modell einer Charge-Pump-PLL ist in Abbildung 5.13 dargestellt.
Am Eingang der PLL wird die Phasendifferenz zwischen Eingangssignal und Ausgangs-
signal des Taktteilers gebildet. Damit wird die Wirkung des PFD nachgebildet. Diese
Differenz wird anschließend an der CP in einen a¨quivalenten Strom umgewandelt, der
proportional zur Phasenverschiebung ist. Die CP la¨sst sich demnach als einfacher Versta¨r-
kungsfaktor modellieren. Der Strom IP entspricht dem Pulsstrom der CP und wird als
Charge-Pump-Current bezeichnet:
HCP (s) =
IP
2pi
(5.2.1)
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Abbildung 5.13: Lineares Modell einer Charge-Pump-PLL
Um eine stabile PLL mit einer niedrigen Welligkeit am Ausgang des LPF zu erhalten,
wird in diesem Entwurf der LPF einer sogennanten Typ-II-PLL verwendet. Der LPF ist
in Abbildung 5.14 dargestellt.
INLPFI
OUTLPFU
1R
C1 2C
Abbildung 5.14: LPF einer Typ-II-PLL
Der Kondensator C1 hat die Aufgabe, den Ausgangsstrom der CP zu integrieren und in eine
Spannung umzuwandeln. Mit Hilfe des Widerstandes R1 wird eine zusa¨tzliche Nullstelle in
der U¨bertragungsfunktion erzeugt, die der Stabilisierung des Regelkreises dient. Der Kon-
densator C2 dient der Da¨mpfung der Welligkeit, die entsteht, wenn der Stromimpuls der
CP durch die Reihenschaltung aus C1 und R1 fließt. Da der LPF eine Strom-Spannungs-
Wandlung durchfu¨hrt, wird zur Modellierung des Baublocks die Impedanz beno¨tigt:
ZLPF (s) =
1
sC2
‖(R1 + 1
sC1
) (5.2.2)
ZLPF (s) =
1 +R1C1s
C1s+ C2s+R1C1C2s2
(5.2.3)
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Bei der Modellierung des VCO ist zu beachten, dass die Regelgro¨ße in dem linearen Modell
die Phase ist. In Bezug auf die Phase wirkt der Oszillator als Integrator. Wie stark sich
die Phase bei einer bestimmten LPF-Spannung a¨ndert, wird von der sogenannten VCO-
Versta¨rkung KV CO bestimmt. Damit ergibt sich die folgende U¨bertragungsfunktion fu¨r
den VCO:
HV CO(s) =
KV CO
s
(5.2.4)
Der Taktteiler la¨sst sich relativ einfach nachbilden, da er fu¨r Frequenz und Phase als
einfacher Teiler wirkt. Der Wert N ist der sogenannte Teilerfaktor:
HD(s) =
1
N
(5.2.5)
Damit ergibt sich folgende Schleifenversta¨rkung HPLL des offenen Regelkreises fu¨r das
System:
HPLL(s) = HCP (s) · ZLPF (s) ·HV CO(s) ·HD(s) (5.2.6)
HPLL(s) =
IPKV CO
2piN
· 1 +R1C1s
(C1 + C2)s2 + C1C2R1s3
(5.2.7)
Mit diesen Zusammenha¨ngen la¨sst sich auch die Gesamtu¨bertragungsfunktion HPLLCL des
geschlossenen Regelkreises berechnen:
HPLLCL(s) =
ΦOUT
ΦIN
(5.2.8)
HPLLCL(s) =
HCP (s) · ZLPF (s) ·HV CO(s)
1 +HCP (s) · ZLPF (s) ·HV CO(s) ·HD(s) (5.2.9)
Die Aufgabe bei der Dimensionierung besteht nun darin, die Elemente des Loopfilters C1,
R1 und C2, den CP-Current IP und die VCO-Versta¨rkung KV CO so zu wa¨hlen, dass die
PLL bei dem beno¨tigten Teilerfaktor N und der gewu¨nschten Bandbreite BWPLL eine
ausreichende Phasenreserve φR besitzt.
Fu¨r die Spitzenwertabtastung wird der doppelte Takt beno¨tigt. Die fallende Flanke des
doppelten Taktes muss exakt bei 90◦ des Eingangssignals liegen, um den Spitzenwert ge-
nau zu treffen. Dazu beno¨tigt das Ausgangssignal der PLL einen Duty-Cycle von exakt
50%. Wenn der VCO lediglich mit der doppelten Frequenz la¨uft, ist es schaltungstechnisch
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sehr schwierig, diesen Wert zu garantieren. Aus diesem Grund la¨uft der VCO mit der 4-
fachen Frequenz des Eingangssignals. Der doppelte Takt mit einem Duty-Cycle von 50%
entsteht durch einmaliges Teilen des VCO-Signals. Das bedeutet, dass der Teilerfaktor
N = 4 betra¨gt. Um unter allen Umsta¨nden ein stabiles System zu erhalten, ist erfahrungs-
gema¨ß eine Phasenreserve von mindestens φR = 30
◦ no¨tig. Das angestrebte Auslesesystem
soll eine Signalbandbreite von einigen kHz haben. Um zu verhindern, dass die PLL die
Geschwindigkeit des Gesamtsystems unno¨tig verringert, wird bei der Dimensionierung ei-
ne Bandbreite von mindestens BWPLL = 10kHz gefordert. Im Gegensatz zu einer PLL
fu¨r Anwendungen in der drahtlosen Kommunikation muss diese PLL einen sehr großen
Frequenzbereich abdecken, denn das Auslesesystem soll fu¨r Arbeitsfrequenzen zwischen
100kHz und 1MHz geeignet sein. Des Weiteren ist zu beachten, dass bei einer realen
PLL keine beliebig hohen Spannungen am Loopfilter mo¨glich sind. Das theoretische Maxi-
mum liegt bei der Versorgungsspannung von 5V . In der Praxis ist es jedoch kaum mo¨glich,
diese Spannung voll auszunutzen, da es sehr schwer ist, eine CP und einen VCO zu ent-
wickeln, welche im gesamten Versorgungsspannungsbereich korrekt arbeiten. Aus diesem
Grund sollte die Spannung am LPF im eingeschwungenen Zustand mindestens 0, 5V und
maximal 3V betragen. Bei einer Arbeitsfrequenz von 100kHz muss der VCO mit einer
Geschwindigkeit von 400kHz schwingen. Aus diesem Zusammenhang la¨sst sich nun das
Maximum vonKV CO bestimmen, das bei dieser Frequenz erlaubt ist, um den vorgegebenen
Spannungsbereich nicht zu verlassen:
KV CO =
f
ULPF
(5.2.10)
KV CO =
400kHz
0, 5V
(5.2.11)
KV CO = 0, 8
MHz
V
(5.2.12)
Bei der maximalen Arbeitsfrequenz von 1MHz muss der VCO mit einer Frequenz von
4MHz schwingen. Unter der Voraussetzung, dass der VCO die zuvor berechnete maximale
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Versta¨rkung besitzt, ergibt sich folgende Spannung am Loopfilter:
ULPF =
f
KV CO
(5.2.13)
ULPF =
4MHz
0, 8MHz
V
(5.2.14)
ULPF = 5V (5.2.15)
Das Ergebnis u¨bersteigt die maximal zula¨ssige Spannung von 3V am Loopfilter. Das be-
deutet, dass die PLL einen VCO mit variabler Versta¨rkung beno¨tigt. Die minimale VCO-
Versta¨rkung bei der maximalen Arbeitsfrequenz kann aus der maximal zula¨ssigen LPF-
Spannung bestimmt werden:
KV CO =
f
ULPF
(5.2.16)
KV CO =
4MHz
3V
(5.2.17)
KV CO = 1, 33
MHz
V
(5.2.18)
Der VCO sollte also eine Versta¨rkung besitzen, die mindestens zwischen 0, 8MHz/V und
1, 33MHz/V einstellbar ist.
Der Trade-Off bei der Wahl des CP-Currents IP besteht darin, dass ein niedriger Strom
die Welligkeit der LPF-Spannung verringert und ein hoher Strom die Stabilita¨t des Sys-
tems erho¨ht [35]. Um eine einfache Implementierung zu gewa¨hrleisten, sollte der Strom
zwischen 10µA und 1µA liegen.
Um die Dimensionierung des Loopfilters in Abha¨ngigkeit von den restlichen PLL-Eigenschaften
durchfu¨hren zu ko¨nnen, mu¨ssen die Ausdru¨cke fu¨r die Bandbreite BWPLL und die Pha-
senreserve der Schleifenversta¨rkung aufgestellt werden:
HPLL(jω) = −IPKV CO
2piN
· 1 +R1C1jω
(C1 + C2)ω2 + C1C2R1jω3
(5.2.19)
HPLL(jω) = − IPKV CO
2piN(C1 + C2)ω2
· 1 +R1C1jω
1 + C1C2R1
C1+C2
jω
(5.2.20)
Die Bandbreite der PLL entspricht der Frequenz, bei der der Betrag der Schleifenversta¨r-
80
5.2 PLL
kung den Wert 1 annimmt:
|HPLL(jω)| = IPKV CO
2piN(C1 + C2)ω2
·
√
1 + (R1C1ω)2
1 + (C1C2R1
C1+C2
ω)2
(5.2.21)
|HPLL(jω)|ωBWPLL = 1 (5.2.22)
1 =
IPKV CO
2piN(C1 + C2)ω2BWPLL
·
√
1 + (R1C1ωBWPLL)2
1 + (C1C2R1
C1+C2
ωBWPLL)2
(5.2.23)
Da die Schleifenversta¨rkung eine Pol- und eine Nullstelle besitzt, ist ein Extremwert in der
Phasenverschiebung zu erwarten. Wenn die Frequenz des Extremwertes mit der Bandbreite
der Schleifenversta¨rkung u¨bereinstimmt, ergibt sich die maximale Phasenreserve fu¨r eine
bestimmte Kombination aus Pol- und Nullstelle [37]:
φ(ω) = arctan(R1C1ω)− arctan(C1C2R1
C1 + C2
ω) + 180◦ (5.2.24)
Um den Extremwert der Phasenverschiebung zu finden, wird die Ableitung gebildet und
gleich 0 gesetzt:
dφ(ω)
dω
=
R1C1
1 + (R1C1ω)2
−
C1C2R1
C1+C2
1 + (C1C2R1
C1+C2
ω)2
(5.2.25)
0 =
R1C1
1 + (R1C1ωE)2
−
C1C2R1
C1+C2
1 + (C1C2R1
C1+C2
ωE)2
(5.2.26)
ωE =
1√
C21C2R
2
1
C1+C2
(5.2.27)
Mit Hilfe der Gleichungen 5.2.23, 5.2.24 und 5.2.27 und den gegebenen PLL-Eigenschaften
la¨sst sich nun der LPF dimensionieren. Um die folgende Berechnung u¨bersichtlicher dar-
zustellen, werden die beiden Konstanten K1 und K2 eingefu¨hrt:
K1 = R1C1 (5.2.28)
K2 =
R1C1C2
C1 + C2
(5.2.29)
φ(ω) = arctan(K1ω)− arctan(K2ω) + 180◦ (5.2.30)
ωE =
1√
K1K2
(5.2.31)
Die Phasenreserve φR des Systems ist die Differenz zwischen der Phasenverschiebung bei
ωBWPLL und 180
◦. Wie bereits erwa¨hnt, wird die optimale Phasenreserve erzielt, wenn
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ωBWPLL = ωE ist. Mit diesem Zusammenhang lassen sich nun die Konstanten K1 und K2
bestimmen:
φR = φ(ωE)− 180◦ (5.2.32)
K2 =
1
K1ω2E
(5.2.33)
φR = arctan(K1ωE)− arctan(K2ωE) (5.2.34)
φR = arctan(
K1ωE −K2ωE
1 +K1K2ωE
) (5.2.35)
φR = arctan(
K21ω
2
E − 1
2K1ωE
) (5.2.36)
tan(φR) =
K21ω
2
E − 1
2K1ωE
) (5.2.37)
0 = K21 −
2 tan(φR)
ωE
− 1
ω2E
(5.2.38)
K1 =
tan(φR)
ωE
±
√
(
tan(φR)
ωE
)2 +
1
ω2E
(5.2.39)
K1 =
tan(φR)
ωE
± 1
ωE
√
tan(φR)2 + 1 (5.2.40)
K1 =
tan(φR)
ωE
± 1
ωE
√
sin(φR)2
cos(φR)2
+ 1 (5.2.41)
K1 =
tan(φR)
ωE
± 1
ωE cos(φR)
(5.2.42)
Eine numerische U¨berpru¨fung der beiden Lo¨sungen zeigt, dass die Subtraktion des zweiten
Terms in Gleichung 5.2.42 nur eine Scheinlo¨sung darstellt, da K1 sonst einen negativen
Wert annehmen wu¨rde, was physikalisch nicht mo¨glich ist:
K1 =
tan(φR)
ωE
+
1
ωE cos(φR)
(5.2.43)
K1 =
1
ωE
(tan(φR) + sec(φR)) (5.2.44)
Werden die Konstanten K1 und K2 in die Gleichung 5.2.23 eingesetzt, la¨sst sich daraus
der Wert der Kapazita¨t C2 ermitteln:
1 =
IPKV COK2
2piNK1C2ω2BWPLL
·
√
1 + (K1ωBWPLL)2
1 + (K2ωBWPLL)2
(5.2.45)
C2 =
IPKV COK2
2piNK1ω2BWPLL
·
√
1 + (K1ωBWPLL)2
1 + (K2ωBWPLL)2
(5.2.46)
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Aus dem Quotienten von K1 und K2 sowie C2 kann C1 berechnet werden:
K2
K1
=
C2
C1 + C2
(5.2.47)
C1 = C2(
K1
K2
− 1) (5.2.48)
Im letzten Schritt wird R1 aus C1 und K1 berechnet:
R1 =
K1
C1
(5.2.49)
Mit Hilfe dieser Gleichungen lassen sich nun verschiedene Dimensionierungen auf ihre
Tauglichkeit hin u¨berpru¨fen. In Tabelle 5.1 sind einige exemplarische Lo¨sungen angege-
ben. Daran la¨sst sich erkennen, in welchem Wertebereich nach der gu¨nstigsten Lo¨sung
gesucht werden muss. Besonders sto¨rend an den Ergebnissen ist der große Widerstand, da
KV CO/(MHz/V ) IP/µA BWPLL/kHz φR/
◦ N C1/pF R1/MΩ C2/pF
0,8 2 10 45 4 32,3 1,2 6,7
1,33 2 20 45 4 13,4 1,4 2,8
0,8 2 10 60 4 55,8 1,1 4,3
1,33 2 20 60 4 23,2 1,3 1,8
Tabelle 5.1: Verschiedene Dimensionierungsbeispiele der PLL
er sehr viel Chipfla¨che beno¨tigt. Die Berechnung beruht darauf, dass die Transitfrequenz
der Schleifenversta¨rkung mit dem Extremwert der Phasenverschiebung u¨bereinstimmt.
Diese Bedingung muss jedoch nicht zwingend eingehalten werden. Durch die Berechnung
des Amplituden- und Phasenfrequenzgangs fu¨r verschiedene Dimensionierungsvarianten
konnte die folgende Dimensionierung gefunden werden, welche einen guten Kompromiss
hinsichtlich Fla¨chenbedarf, Stabilita¨t und Bandbreite darstellt.
KV CO = 0, 8...1, 33MHz/V (5.2.50)
IP = 2µA (5.2.51)
N = 4 (5.2.52)
C1 = 30pF (5.2.53)
R1 = 500kΩ (5.2.54)
C2 = 5pF (5.2.55)
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Der Amplitudenfrequenzgang der Schleifenversta¨rkung fu¨r die verschiedenen VCO-Versta¨rkungen
sowie der Phasenfrequenzgang sind in Abbildung 5.15 dargestellt.
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Abbildung 5.15: Frequenzgang der Schleifenversta¨rkung
Mit dieser Dimensionierung hat die PLL die in Tabelle 5.2 angegebenen Eigenschaften.
KV CO/(MHz/V ) BWPLL/kHz φR/
◦
0,8 7,5 30
1,33 10 35
Tabelle 5.2: Eigenschaften der PLL mit der endgu¨ltigen Dimensionierung
5.3 Amplitudenregelung mit einem SDM 1. Ordnung
Nun wird das System aus Abschnitt 4.5 na¨her untersucht, bei dem ein SDM (Sigma-Delta
Modulator) 1. Ordnung als Regler und ADC arbeitet. Zuerst wird das Oszillatorsignal
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ins Basisband gemischt. In einer SC-Schaltung geschieht das durch eine Spitzenwertabtas-
tung des Oszillatorsignals. Dazu erha¨lt die SC-Schaltung den doppelten Oszillatortakt von
der PLL und tastet auf der fallenden Flanke ab. Durch die Spitzenwertabtastung erha¨lt
man die Amplitudeninformation des Oszillatorsignals. Im na¨chsten Schritt wird der Am-
plitudensollwert USOLL subtrahiert. Diese Operation kann von der gleichen SC-Schaltung
durchgefu¨hrt werden, die auch die Spitzenwertabtastung vornimmt. Da der Oszillator eine
Tiefpasscharakteristik aufweist, wird noch ein Integrator beno¨tigt, um einen I-Regler fu¨r
die Amplitude zu erhalten. Diese Aufgabe kann ebenfalls von der SC-Schaltung u¨bernom-
men werden. Nach dem Integrator folgt ein getakteter Komparator, der das 1Bit-Signal
erzeugt, das wieder in den Oszillator eingespeist wird und gleichzeitig auch als Ausgangs-
signal dient. Durch eine Multiplikation des Ru¨ckkopplungssignals des Oszillators und des
1Bit-Signals aus dem Komparator wird der Regelkreis geschlossen. Da der SDM auf der
fallenden Flanke arbeitet, hat das 1Bit-Signal 90◦ Phasenverschiebung zum Oszillatorsi-
gnal. Dadurch wird gewa¨hrleistet, dass der eingespeiste Strom keinen DC-Anteil besitzt.
Dieser Umstand verhindert, dass es zu einem signalabha¨ngigen Offset im Oszillator kommt.
Abbildung 5.16 zeigt das Blockschaltbild des Konzeptes.
Sensor
LC−
Oszillator
Komparator
I IN
SOLLU
UOUTSDM
SC−Integrator
(I−Regler)
PLL
Abbildung 5.16: Blockschaltbild des Regelkreises mit einem SDM 1. Ordnung
In Abbildung 5.17 ist das linearisierte Modell des SDM 1. Ordnung mit LC-Oszillator
dargestellt. Der SDM regelt das Ru¨ckkopplungssignal, welches in diesem Fall der Schwing-
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ungsamplitude des Oszillators UˆC entspricht, so, dass es gleich dem Eingangswert USOLL
ist. Diese beiden Werte werden am Eingang des SDM voneinander subtrahiert.
Der zeitdiskrete Integrator wurde durch die U¨bertragungsfunktion eines einfachen Inte-
grators mit der U¨bertragungskonstante KV [56] nachgebildet. Die U¨bertragungskonstante
wird in der realen SC-Schaltung durch das Verha¨ltnis der Samplingkapazita¨t zur Integra-
tionskapazita¨t festgelegt.
HINT (z) =
KV
z − 1 (5.3.1)
Der Komparator wird durch ein lineares Modell aus einer Versta¨rkung G und einem addi-
tiven Quantisierungsfehler EQ(z) ersetzt [16, 17].
In Realita¨t erfolgt die Ru¨ckkopplung, wie in Abbildung 5.16 dargestellt, durch An- und
Abschalten des Stromes IIN . Um dieses Verhalten im linearisierten Modell nachzubilden,
wird der Widerstand RREF eingefu¨hrt. Der Widerstand RREF ist im realen System so
nicht vorhanden. Er gibt an, wie groß der Strom ist, der in den Oszillator eingespeist wird,
wenn das Ausgangssignal des Komparators 1 ist:
RREF =
MAX(UOUTSDM)
IIN
(5.3.2)
RREF =
1V
IIN
(5.3.3)
Der Oszillator selbst wird durch seine U¨bertragungsfunktion HOSZI aus Gleichung 5.1.55
nachgebildet. Die Abtaststufe 1/TS stellt die Spitzenwertabtastung und somit den U¨ber-
gang vom zeitkontinuierlichen in den zeitdiskreten Bereich dar. Dabei ist TS die Sampling-
periode der SC-Schaltung.
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Abbildung 5.17: Linearisiertes Modell des SDM 1. Ordnung
Aus dem linearisierten Modell la¨sst sich die U¨bertragungsfunktion berechnen, die aus der
Signalu¨bertragungsfunktion STF und der Rauschu¨bertragungsfunktion NTF besteht. Da
es sich um ein gemischtes System aus zeitdiskreten und zeitkontinuierlichen Komponenten
handelt, muss eine U¨bertragungsfunktion umgerechnet werden. Da die Sabilita¨tsuntersu-
chung u¨ber eine Analyse der Polstellen durchgefu¨hrt werden soll, wird die U¨bertragungs-
funktion des Integrators HINT1(z) in den Laplace-Bereich transformiert. Dazu wird der
folgende Zusammenhang zwischen Laplace- und z-Transformation verwendet [18]:
z = esTS (5.3.4)
Die Exponentialfunktion kann durch ihre Potenzreihenentwicklung ersetzt werden [20]:
esTS = 1 +
sTs
1!
+
(sTs)
2
2!
+ ... (5.3.5)
Unter der Annahme, dass ω ≪ 1
TS
ist, la¨sst sich dieser Ausdruck wie folgt vereinfachen:
⇒ esTS ≈ 1 + sTS (5.3.6)
Damit ergibt sich der folgende Ausdruck fu¨r HINT (s):
HINT (s) =
KV
sTS
(5.3.7)
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Mit Hilfe der U¨bertragungsfunktionen der einzelnen Komponenten la¨sst sich nun UOUTSDM(s)
berechnen:
UOUTSDM(s) =
HINT (s)G
1 + 1
RREF
HOSZI(s)HINT (s)G
USOLL(s)
+
1
1 + 1
RREF
HOSZI(s)HINT (s)G
EQ(s) (5.3.8)
UOUTSDM(s) =
RREFpiRGC
4LG
· 1 +
2LG
RG
s
1 + TSRREF piRGC
4LGKV G
s+ 2LGTSRREF piRGC
RG4LGKV G
s2
USOLL(s)
+
RREFpiRGC
4LGKVG
· sTS(1 +
2LG
RG
s)
1 + TSRREF piRGC
4LGKV G
s+ 2LGTSRREF piRGC
RG4LGKV G
s2
EQ(s) (5.3.9)
STF =
RREFpiRGC
4LG
· 1 +
2LG
RG
s
1 + TSRREF piRGC
4LGKV G
s+ 2LGTSRREF piRGC
RG4LGKV G
s2
(5.3.10)
NTF =
RREFpiRGC
4LGKVG
· sTS(1 +
2LG
RG
s)
1 + TSRREF piRGC
4LGKV G
s+ 2LGTSRREF piRGC
RG4LGKV G
s2
(5.3.11)
Aus der U¨bertragungsfunktion la¨sst sich fu¨r s = jω und ω = 0 der Zusammenhang
zwischen dem vom Targetabstand abha¨ngigen Widerstand RG und dem Ausgangswert des
SDM UOUTSDM berechnen:
UOUTSDM =
USOLLpiRGCRREF
4LG
(5.3.12)
Der Zusammenhang zwischen dem Widerstand RG und dem Targetabstand d ist sehr kom-
pliziert und wurde in Abschnitt 2 ausfu¨hrlich erla¨utert. Er soll an dieser Stelle nicht noch
einmal wiederholt werden.
Fu¨r numerische Untersuchungen des Systems ist es no¨tig, den Widerstand RREF zu be-
rechnen. Dazu muss der Dynamikbereich des Systems festgelegt werden. Der minimale
Targetabstand, bei dem das System noch in der Lage sein muss, die Oszillatoramplitude
zu regeln, soll d = 1mm betragen. Mit Hilfe des Sensormodells aus Abschnitt 2 las-
sen sich damit RG(d = 1mm) und LG(d = 1mm) berechnen. Die Regelgrenze des SDM
stellt den Punkt dar, bei dem der SDM gerade eine dauerhafte 1 ausgibt. Das bedeutet
UOUTSDM = 1V . Die Sollspannung soll USOLL = 3V betragen. Da das System mit einer
Versorgungsspannung von 5V arbeiten soll, ist es ohne Weiteres mo¨glich, einen Oszillator
fu¨r eine differentielle Schwingungsamplitude von 3V zu entwerfen. Die Schwingkreiskapazi-
ta¨t betra¨gt C = 2, 47nF . Mit Hilfe von Gleichung 5.4.5 und diesen Werten lassen sich dann
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der Widerstand RREF sowie der Strom IIN in der realen Implementierung berechnen:
RG(d = 1mm) = 11, 43Ω (5.3.13)
LG(d = 1mm) = 115, 3µH (5.3.14)
USOLL = 3V (5.3.15)
UOUTSDM = 1V (5.3.16)
C = 2, 47nF (5.3.17)
RREF =
UOUTSDM4LG
USOLLpiRGC
(5.3.18)
RREF = 1, 733kΩ (5.3.19)
Da Sigma-Delta Modulatoren an der Aussteuerungsgrenze nicht mehr korrekt arbeiten,
wurde fu¨r die weiteren Untersuchungen ein Wert von RREF = 1, 3kΩ gewa¨hlt, was einer
Aussteuerung von 75% entspricht. Daraus la¨sst sich nun IIN ableiten:
IIN =
MAX(UOUTSDM)
RREF
(5.3.20)
IIN = 769µA (5.3.21)
Ein weiterer Wert, der fu¨r die numerische Analyse des Systems beno¨tigt wird, ist TS. Da
der Sigma-Delta Modulator fu¨r die Spitzenwertabtastung mit der doppelten Frequenz des
Oszillators arbeitet, betra¨gt die Periodendauer:
TS =
1
2fR
(5.3.22)
Die Resonanzfrequenz fR la¨sst sich mit Gleichung 2.5.9 berechnen. Daraus kann dann auch
TS abgeleitet werden:
fR = 300kHz (5.3.23)
TS =
1
600kHz
(5.3.24)
Die Gro¨ße der Komparatorversta¨rkung G la¨sst sich nicht exakt bestimmen. Sie ha¨ngt sehr
stark vom jeweiligen Eingangssignal ab. Als eine gute Na¨herung hat sich die sogenannte
unity-gain-approximation erwiesen [17, 16]. Das bedeutet, dass die Schleifenversta¨rkung
des offenen Regelkreises 1 ist:
1 = KVG
1
RREF
4LG
piRGC
(5.3.25)
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Bis auf G sind alle Werte in dieser Gleichung bekannt. Die Annahme wird u¨berpru¨ft, indem
G mit der in [16] gegebenen Gleichung aus Simulationsergebnissen berechnet wird:
G = lim
N→∞
∑N
n=0 UINKOMP (n)UOUTSDM(n)∑N
n=0 UINKOMP (n)
2
[16] (5.3.26)
UINKOMP ist die Eingangsspannung des Komparators. Die Simulationen wurden bei einem
Abstand von d = 10mm und zwei verschiedenen U¨bertragungskonstanten KV durchge-
fu¨hrt:
RG(d = 10mm) = 4, 53Ω (5.3.27)
LG(d = 10mm) = 114 · 10−6H (5.3.28)
KV = 1 (5.3.29)
⇒ G = 0, 12 (5.3.30)
⇒ KVG 1
RREF
4LG
piRGC
= 1, 2 (5.3.31)
KV = 0, 1 (5.3.32)
⇒ G = 1, 2 (5.3.33)
⇒ KVG 1
RREF
4LG
piRGC
= 1, 2 (5.3.34)
(5.3.35)
Die Simulationsergebnisse besta¨tigen die
”
unity-gain-approximation“. Außerdem konnte
nachgewiesen werden, das KV die Schleifenversta¨rkung nicht beeinflusst.
Mit dieser Na¨herung kann die U¨bertragungsfunktion stark vereinfacht werden:
UOUTSDM(s) =
RREFpiRGC
4LG
· 1 +
2LG
RG
s
1 + TSs+
2LGTS
RG
s2
USOLL(s)
+
sTS(1 +
2LG
RG
s)
1 + TSs+
2LGTS
RG
s2
EQ(s) (5.3.36)
In der vereinfachten U¨bertragungsfunktion kann man erkennen, dass die Pole unabha¨ngig
von der U¨bertragungskonstante KV des Integrators sind. Das bedeutet, dass ihre Lage
im Schaltungsentwurf nicht beeinflusst werden kann. In Abbildung 5.18 sind die Pole des
Systems dargestellt. Das Ergebnis zeigt, dass die beiden konjugiert komplexen Polstellen
einen negativen Realteil besitzen, dessen Betrag jedoch wesentlich geringer ist als der Be-
trag des Imagina¨rteils. Das bedeutet, dass das System zwar stabil ist, jedoch eine sehr
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niedrige Da¨mpfung aufweist.
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Abbildung 5.18: Polstellen des Systems mit einem SDM 1. Ordnung
In Abbildung 5.19 ist der zeitliche Verlauf der Oszillatorspannung dargestellt. Das Bild
zeigt, dass die Amplitude der Oszillatorspannung von einer starken Schwingung u¨berlagert
ist. Das liegt wahrscheinlich daran, dass das System nur eine geringe Da¨mpfung aufweist.
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Abbildung 5.19: Zeitlicher Verlauf der Oszillatorspannung
Da das System mit einem SDM 1. Ordnung nahe an der Stabilita¨tsgrenze arbeitet und die
Stabilita¨t des Systems durch das Systemdesign nicht beeinflusst werden kann (unabha¨ngig
von KV ), eignet sich dieses Konzept nicht zum Auslesen induktiver Na¨herungssensoren.
Aus diesem Grund wird im na¨chsten Abschnitt ein SDM 2. Ordnung na¨her untersucht.
5.4 Amplitudenregelung mit einem SDM 2. Ordnung
Abbildung 5.20 zeigt das Blockschaltbild des SDM 2. Ordnung. Das System wurde im
Vergleich zu dem SDM 1. Ordnung um einen Integrator und eine zusa¨tzliche Ru¨ckkopp-
lungsschleife erweitert. In Abbildung 5.21 ist das linearisierte Modell des Systems darge-
stellt. Es entha¨lt in der Ru¨ckkopplung zusa¨tzlich den Faktor 1
2
. Das liegt daran, dass das
Komparatorsignal mit dem vollen Wertebereich −1 ≦ UOUTSDM(z) ≦ 1 in den zweiten
Integrator eingespeist wird, aber nur Werte zwischen 0 und 1 in den Oszillator eingespeist
werden.
92
5.4 Amplitudenregelung mit einem SDM 2. Ordnung
Sensor
LC−
Oszillator
Komparator
I IN
SOLLU
UOUTSDM
PLL
SC−Integrator
1.
SC−Integrator
2.
Abbildung 5.20: Blockschaltbild des Regelkreises mit einem SDM 2. Ordnung
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Abbildung 5.21: Linearisiertes Modell des SDM 2. Ordnung
Aus dem linearisierten Modell la¨sst sich unter Einbeziehung der in Abschnitt 5.3 einge-
fu¨hrten Transformation von HINT (z) in den Laplace-Bereich die U¨bertragungsfunktion
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berechnen:
UOUTSDM(s) =
GHINT2(s)HINT1(s)
1 +GHINT2(s) +GHINT2(s)HINT1(s)
1
2
1
RREF
HOSZI(s)
USOLL(s)
+
1
1 +GHINT2(s) +GHINT2(s)HINT1(s)
1
2
1
RREF
HOSZI(s)
EQ(s) (5.4.1)
UOUTSDM(s) =
2RREFpiRGC
4LG
(5.4.2)
· 1 +
2LG
RG
s
1 + TSRREF piRGC
KV 12LG
s+ (1 + TSRG
GKV 2LG2
)TSRREF piC
KV 1
s2 +
T 2
S
RREF piC
GKV 1KV 2
s3
USOLL(s)
+
T 2S2RREFpiRGC
GKV 1KV 24LG
· (1 +
2LG
RG
s)s2
1 + TSRREF piRGC
KV 12LG
s+ (1 + TSRG
GKV 2LG2
)TSRREF piC
KV 1
s2 +
T 2
S
RREF piC
GKV 1KV 2
s3
EQ(s)
Die U¨bertragungsfunktion la¨sst sich in STF und NTF unterteilen:
STF =
2RREFpiRGC
4LG
· 1 +
2LG
RG
s
1 + TSRREF piRGC
KV 12LG
s+ (1 + TSRG
GKV 2LG2
)TSRREF piC
KV 1
s2 +
T 2
S
RREF piC
GKV 1KV 2
s3
(5.4.3)
NTF =
T 2S2RREFpiRGC
GKV 1KV 24LG
· (1 +
2LG
RG
s)s2
1 + TSRREF piRGC
KV 12LG
s+ (1 + TSRG
GKV 2LG2
)TSRREF piC
KV 1
s2 +
T 2
S
RREF piC
GKV 1KV 2
s3
(5.4.4)
Wie in Abschnitt 5.3 la¨sst sich fu¨r s = jω und ω = 0 der Zusammenhang zwischen
dem vom Targetabstand abha¨ngigen Widerstand RG und dem Ausgangswert des SDM
UOUTSDM berechnen:
UOUTSDM =
USOLLpi2RGCRREF
4LG
(5.4.5)
Diese Gleichung unterscheidet sich durch einen Faktor 2 von Gleichung 5.4.5. Der Faktor
entsteht durch die Modellierung der Ru¨ckkopplung im linearisierten Modell mit einem zu-
sa¨tzlichen Faktor 1/2.
Im na¨chsten Schritt wird die Stabilita¨t des Systems untersucht. Dazu ist es wiederum
no¨tig, die Komparatorversta¨rkung G zu ermitteln. Die Annahme, dass die Schleifenver-
sta¨rkung der a¨ußeren Schleife des Regelkreises 1 betra¨gt [17], welche in Abschnitt 5.3
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verwendet wurde, konnte bei diesem System nicht besta¨tigt werden. Statt dessen gilt in
diesem System, dass die Schleifenversta¨rkung der inneren Schleife 1 betra¨gt:
KV 2G = 1 (5.4.6)
Diese Annahme la¨sst sich empirisch mit der direkten Ru¨ckkopplung des Komparators in
den zweiten Integrator begru¨nden. Sie wurde wiederum mit Simulationen und Gleichung
5.3.26 aus [16] u¨berpru¨ft:
RG(d = 10mm) = 4, 53Ω (5.4.7)
LG(d = 10mm) = 114 · 10−6H (5.4.8)
KV 1 = 0, 025 (5.4.9)
KV 2 = 1 (5.4.10)
⇒ G = 1, 08 (5.4.11)
⇒ KV 2G = 1, 08 (5.4.12)
KV 1 = 0, 025 (5.4.13)
KV 2 = 0, 1 (5.4.14)
⇒ G = 10, 8 (5.4.15)
⇒ KV 2G = 1, 08 (5.4.16)
KV 1 = 0, 0025 (5.4.17)
KV 2 = 1 (5.4.18)
⇒ G = 1, 18 (5.4.19)
⇒ KV 2G = 1, 18 (5.4.20)
(5.4.21)
Die Simulationsergebnisse besta¨tigen die Annahme. Ein weiterer wichtiger Punkt, der mit
den Simulationen besta¨tigt werden konnte, ist die Tatsache, dass G und KV 1 unabha¨ngig
voneinander sind. Dadurch kann die Stabilita¨t des Systems mit Hilfe von KV 1 beeinflusst
werden. Das ist ein wichtiger Unterschied zu dem System mit einem SDM 1. Ordnung.
Mit Hilfe der getroffenen Annahme kann die U¨bertragungsfunktion nun vereinfacht wer-
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den:
UOUTSDM(s) =
2RREFpiRGC
4LG
(5.4.22)
· 1 +
2LG
RG
s
1 + TSRREF piRGC
KV 12LG
s+ (1 + TSRG
LG2
)TSRREF piC
KV 1
s2 +
T 2
S
RREF piC
KV 1
s3
USOLL(s)
+
T 2S2RREFpiRGC
KV 14LG
· (1 +
2LG
RG
s)s2
1 + TSRREF piRGC
KV 12LG
s+ (1 + TSRG
LG2
)TSRREF piC
KV 1
s2 +
T 2
S
RREF piC
KV 1
s3
EQ(s)
Das Ergebnis zeigt deutlich, dass sich die Lage der Polstellen bei diesem System mit Hilfe
von KV 1 beeinflussen la¨sst. Abbildung 5.22 zeigt die Wurzelortskurve des Nennerpolynoms
bei Variation von KV 1.
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Abbildung 5.22: Wurzelortskurve des Nennerpolynoms der U¨bertragungsfunktion des Sys-
tems mit einem SDM 2. Ordnung bei Variation von KV 1
Die Wurzelortskurve zeigt sehr deutlich, dass KV 1 < 1 sein muss, um ein stabiles System
zu erhalten. In Abbildung 5.22 ist zu beachten, dass die dritte Polstelle nicht sichtbar
ist, da sie einen sehr großen negativen Realteil besitzt. Der abgebildete Bereich des Re-
alteils wurde jedoch so gewa¨hlt, dass die Vera¨nderung der Lage der beiden konjugiert
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komplexen Polstellen, welche die Stabilita¨t beeinflussen, deutlich zu erkennen ist. Aus die-
sem Grund wurden die folgenden Werte fu¨r die U¨bertragungskonstanten der Integratoren
ausgewa¨hlt:
KV 1 = 0, 025 (5.4.23)
KV 2 = 1 (5.4.24)
In Abbildung 5.23 ist die Oszillatorspannung UC(t) bei einem Sprung des Targetabstandes
d von 10mm auf 1mm und zuru¨ck fu¨r KV 1 = 0, 025 und KV 1 = 1 dargestellt. Das Ergebnis
zeigt deutlich, dass das System bei KV 1 = 1 instabil ist. Außerdem ist zu beachten, dass
die dynamischen Eigenschaften des Systems vom Targetabstand d abha¨ngig sind. Das ist
auch an der U¨bertragungsfunktion zu erkennen, da die abstandsabha¨ngigen Werte RG
und LG die Lage der Pole beeinflussen. In der Simulation ist deutlich zu erkennen, dass
sich das Einschwingverhalten bei d = 1mm von dem bei d = 10mm unterscheidet. Die
Simulation zeigt, dass die Phasenreserve des Sytems bei großen Absta¨nden geringer ist.
Aus diesem Grund mu¨ssen die Stabilita¨tsuntersuchungen immer bei sehr großen Absta¨nden
(d = 10mm) durchgefu¨hrt werden.
Um die Genauigkeit des Systems vorhersagen zu ko¨nnen, wird mit Hilfe der NTF der
Einfluss des Quantisierungsfehlers EQ auf das Ausgangssignal UOUTSDM berechnet. Im
Gegensatz zur Stabilita¨tsuntersuchung wird diese Berechnung im z-Bereich durchgefu¨hrt.
Das hat den Vorteil, dass sich die U¨bertragungsfunktion leichter mit den Eigenschaften
eines normalen zeitdiskreten SDM 2. Ordnung vergleichen la¨sst und bei der Berechnung
des SNR a¨hnliche mathematische Methoden angewendet werden ko¨nnen. Die zeitdiskrete
U¨bertragungsfunktion la¨sst sich wiederum aus dem linearisierten Modell in Abbildung 5.21
ableiten. Im Unterschied zur Stabilita¨tsanalyse wird jedoch hier die zeitkontinuierliche
U¨bertragungsfunktion des Oszillators HOSZI(s) mit Hilfe der Bilineartransformation [18]
in den z-Bereich umgerechnet:
s =
2
TS
· z − 1
z + 1
(5.4.25)
HOSZI(s) =
4LG
piRGC
1
1 + 2LG
RG
s
(5.4.26)
⇒ HOSZI(z) = 4LG
piRGC
1
1 + 2LG
RG
2
TS
· z−1
z+1
(5.4.27)
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Abbildung 5.23: Oszillatorspannung bei einem Sprung des Targetabstandes fu¨r verschie-
dene Werte von KV 1
Damit la¨sst sich nun die U¨bertragungsfunktion im z-Bereich aufstellen:
UOUTSDM(z) =
GHINT2(z)HINT1(z)
1 +GHINT2(z) +GHINT2(z)HINT1(z)
1
2
1
RREF
HOSZI(z)
USOLL(z)
+
1
1 +GHINT2(z) +GHINT2(z)HINT1(z)
1
2
1
RREF
HOSZI(z)
EQ(z)
UOUTSDM(z) =
GKV 1KV 2
1
(z−1)2
1 +GKV 2
1
z−1
+GKV 1KV 2
4LG
RREF 2piRGC
1
1+
2LG
RG
2
TS
·
z−1
z+1
1
(z−1)2
USOLL(z)
+
1
1 +GKV 2
1
z−1
+GKV 1KV 2
4LG
RREF 2piRGC
1
1+
2LG
RG
2
TS
·
z−1
z+1
1
(z−1)2
EQ(z)
STF =
GKV 1KV 2
1
(z−1)2
1 +GKV 2
1
z−1
+GKV 1KV 2
4LG
RREF 2piRGC
1
1+
2LG
RG
2
TS
·
z−1
z+1
1
(z−1)2
(5.4.28)
NTF =
1
1 +GKV 2
1
z−1
+GKV 1KV 2
4LG
RREF 2piRGC
1
1+
2LG
RG
2
TS
·
z−1
z+1
1
(z−1)2
(5.4.29)
Um mit Hilfe der NTF die spektrale Leistungsdichte des Quantisierungsfehlers SQSDM(f)
am Ausgang des SDM 2. Ordnung zu berechnen, wird die spektrale Leistungsdichte des
Quantisierungsfehlers am Komparator SQ(f) beno¨tigt. In Abbildung 5.24 ist die Transfer-
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funktion des verwendeten 1Bit-Komparators dargestellt und in Abbildung 5.25 der daraus
abgeleitete Verlauf des Quantisierungsfehlers EQ. [17, 19]. Der Quantisierungsfehler ist als
EQ = UOUT − UIN definiert.
− UREF
− UREF
UREF
UREF
G=1
OUTU
INU
Abbildung 5.24: Transferfunktion des Komparators
Q
− UREF
UREF− UREF
UREF
E
INU
Abbildung 5.25: Quantisierungsfehler des Komparators
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Unter der Annahme, dass der Quantisierungsfehler unabha¨ngig vom Eingangssignal des
Komparators ist und sich wie weißes Rauschen verha¨lt [16, 17, 19], ergibt sich eine konstan-
te Wahrscheinlichkeitsdichte pE(EQ) fu¨r den Quantisierungsfehler im Intervall −UREF ≦
EQ ≦ UREF . Das bedeutet, dass der Quantisierungsfehler gleichverteilt ist. Aus der Rand-
bedingung, dass die Wahrscheinlichkeit PE(EQ) = 1 fu¨r EQ ≦ UREF ist, la¨sst sich der
Wert von pE(EQ) ableiten [20, 19]:
PE(EQ ≦ UREF ) = 1 =
∫ UREF
−UREF
pE(EQ)dEQ (5.4.30)
1 = pE(EQ)
∫ UREF
−UREF
dEQ (5.4.31)
1 = pE(EQ)2UREF (5.4.32)
pE(EQ) =
1
2UREF
(5.4.33)
Die Wahrscheinlichkeitsdichte des Quantisierungsfehlers ist in Abbildung 5.26 dargestellt.
Q
− UREF UREF
E
( E Q)Ep
1
REF2 U
Abbildung 5.26: Wahrscheinlichkeitsdichte des Quantisierungsfehlers
Da das Moment zweiter Ordnung des Quantisierungsfehlers seinem Effektivwertquadrat
E2QEFF entspricht [18], la¨sst sich mit Hilfe der Wahrscheinlichkeitsdichte die Quantisie-
rungsrauschleistung PQ am Ausgang des Komparators berechnen [17, 19]:
E2QEFF =
∫
∞
−∞
E2QpE(EQ)dEQ (5.4.34)
E2QEFF =
1
2UREF
∫ UREF
−UREF
E2QdEQ =
1
2UREF
[
1
3
E3Q
]UREF
−UREF
(5.4.35)
PQ = E
2
QEFF =
U2REF
3
(5.4.36)
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Aus der Quantisierungsrauschleistung la¨sst sich nun die spektrale Leistungsdichte des
Quantisierungsfehlers SQ(f) ableiten. Da angenommen wurde, dass sich der Quantisie-
rungsfehler wie weißes Rauschen verha¨lt, muss die spektrale Leistungsdichte im Intervall
−fA
2
≦ f ≦ fA
2
konstant sein (fA ist die Abtastfrequenz). Mit Hilfe des Zusammenhangs
zwischen spektraler Leistungsdichte und Leistung la¨sst sich nun ein Ausdruck fu¨r die spek-
trale Leistungsdichte des Quantisierungsfehlers aufstellen [21]:
PQ =
∫ fA
2
−
fA
2
SQ(f)df (5.4.37)
SQ(f) =
U2REF
3fA
(5.4.38)
In Abbildung 5.27 ist die spektrale Leistungsdichte des Quantisierungsfehlers dargestellt.
Q
Af3
2
2
Af
UREF
−
f
(f)S
2
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Abbildung 5.27: Spektrale Leistungsdichte des Quantisierungsfehlers
Zur Berechnung der spektralen Leistungsdichte des Quantisierungsfehlers SQSDM(f) am
Ausgang des SDM 2. Ordnung wird das Quadrat des Absolutwertes der NTF mit der
spektralen Leistungsdichte des Quantisierungsfehlers am Ausgang des Komparators mul-
tipliziert:
SQSDM(f) = |NTF (f)|2 · SQ(f) (5.4.39)
In Abbildung 5.28 ist der Verlauf des Amplitudenspektrums des Quantisierungsrauschens
am Ausgang im Vergleich zu dem eines normalen Sigma-Delta Modulators 2. Ordnung ohne
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Oszillator in der Ru¨ckkopplung und dem Spektrum von UOUTSDM(z) aus einer Systemsi-
mulation dargestellt. Dazu wurden die in Abschnitt 5.3 ermittelten Werte verwendet. Der
Vergleich des Simulationsergebnisses mit dem theoretischen Modell ergibt eine gute U¨ber-
einstimmung. Das bedeutet, dass das theoretische Modell die Realita¨t sehr gut nachbildet.
Der leichte Unterschied entsteht lediglich dadurch, dass der Wert G fu¨r die Versta¨rkung
des Komparators in Realita¨t etwas von der getroffenen Annahme G = 1 abweicht. Der
Vergleich mit dem Verhalten eines normalen SDM 2. Ordnung ergibt, dass das Quantisie-
rungsrauschen des neuen Systems wesentlich ho¨her liegt als das eines normalen SDM 2.
Ordnung. Außerdem kann man sehen, dass der Anstieg der NTF des neuen Systems unter-
halb der Grenzfrequenz des Oszillators den gleichen Anstieg wie die NTF eines normalen
SDM 2. Ordnung besitzt. Nach einer Resonanzu¨berho¨hung im Bereich der Grenzfrequenz
des Oszillators verha¨lt sich das neue System jedoch wie ein SDM 1. Ordnung.
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Abbildung 5.28: Vergleich der Amplitudenspektren des Quantisierungsrauschens am Aus-
gang des Systems mit dem eines normalen SDM 2. Ordnung und mit
einem Simulationsergebnis
Um den SNR des Systems theoretisch berechnen zu ko¨nnen, muss die NTF vereinfacht
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werden. Zuerst wird die Annahme KV 2G = 1 in die NTF eingesetzt:
KV 2G = 1 (5.4.40)
⇒ NTF = 1
1 + 1
z−1
+KV 1
4LG
RREF 2piRGC
1
1+
2LG
RG
2
TS
·
z−1
z+1
1
(z−1)2
(5.4.41)
Die in Abbildung 5.28 dargestellten Ergebnisse zeigen, dass sich das System im interes-
sierenden Bereich unterhalb der Grenzfrequenz des Oszillators wie ein normaler SDM 2.
Ordnung ohne Oszillator in der Ru¨ckkopplung mit einem zusa¨tzlichen Versta¨rkungsfaktor
verha¨lt. Fu¨r die Berechnung des SNR wird die Polstelle des Oszillators deshalb vernach-
la¨ssigt:
NTF ≈ 1
1 + 1
z−1
+KV 1
4LG
RREF 2piRGC
1
(z−1)2
(5.4.42)
Das na¨chste Ziel besteht darin, den Faktor zu identifizieren, der diese vereinfachte NTF
von der NTF eines normalen SDM 2. Ordnung unterscheidet. Dazu wird die NTF des
normalen SDM 2. Ordnung aus der vereinfachten NTF ausgeklammert:
NTF ≈ (z − 1)
2
z2
1
1− 1
z
+ 1
z2
KV 1
4LG
RREF 2piRGC
(5.4.43)
Die beiden Verzo¨gerungsfaktoren lassen sich bei niedrigen Frequenzen ebenfalls vernach-
la¨ssigen:
1
z
≈ 1(f ≪ fS) (5.4.44)
1
z2
≈ 1(f ≪ fS) (5.4.45)
⇒ NTF ≈ (z − 1)
2
z2
1
KV 1
4LG
RREF 2piRGC
(5.4.46)
CNTF =
1
KV 1
4LG
RREF 2piRGC
(5.4.47)
In Abbildung 5.29 werden die theoretischen Verla¨ufe der Amplitudenspektren des Quan-
tisierungsrauschens am Ausgang des SDM fu¨r verschiedene NTF miteinander verglichen.
Der Vergleich zwischen den Verla¨ufen zeigt, dass die vereinfachte NTF den Verlauf im
Signalband sehr gut nachbildet und fu¨r die Berechnung des SNR geeignet ist.
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Abbildung 5.29: Vergleich der theoretischen Verla¨ufe der Amplitudenspektren des Quan-
tisierungsrauschens am Ausgang des SDM
Im na¨chsten Schritt wird der Amplitudenfrequenzgang |NTF (z)| der Rauschu¨bertragungs-
funktion berechnet [19]:
NTF (z) = CNTF (1− z−1)2 (5.4.48)
z = ej2pifTS [17, 19, 18, 34] (5.4.49)
|NTF (f)| =
√
NTF (f)2 (5.4.50)
|NTF (f)| =
√
NTF (f)NTF (f)∗ (5.4.51)
|NTF (f)| = CNTF (1− e−j2pifTS)(1− ej2pifTS) (5.4.52)
|NTF (f)| = CNTF (2− (ej2pifTS + e−j2pifTS)) (5.4.53)
cos(α) =
1
2
(ejα + e−jα)[34] (5.4.54)
|NTF (f)| = CNTF (2− 2cos(2pifTS)) (5.4.55)
sin2(α) =
1
2
(1− cos(2α))[34] (5.4.56)
|NTF (f)| = CNTF4sin2(pifTS) (5.4.57)
Damit la¨sst sich die Quantisierungsrauschleistung im Signalband PQS am Ausgangs des
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SDM berechnen [17, 19]:
SQSDM(f) = |NFT (f)|2 · SQ(f) (5.4.58)
PQS =
∫ fN
2
−
fN
2
SQSDM(f)df (5.4.59)
PQS =
∫ fN
2
−
fN
2
C2NTF4
2sin4(pifTS)
U2REF
3fA
df (5.4.60)
TS =
1
fA
(5.4.61)
fA ≫ f (5.4.62)
⇒ pif
fA
≪ 1 (5.4.63)
⇒ sin(pif
fA
) ≈ pif
fA
[20] (5.4.64)
PQS = C
2
NTF4
2U
2
REF
3fA
pi4
1
f 4A
∫ fN
2
−
fN
2
f 4df (5.4.65)
PQS = C
2
NTF4
2U
2
REF
3fA
pi4
1
f 4A
1
5
[f 5]
fN
2
−
fN
2
(5.4.66)
PQS = C
2
NTF4
2U
2
REF
3fA
pi4
1
f 4A
1
5
1
24
f 5N (5.4.67)
PQS = C
2
NTFU
2
REF
1
15
pi4(
fN
fA
)5 (5.4.68)
Nun muss die Signalleistung bestimmt werden. Dazu wird die Amplitude berechnet, die
eine sinusfo¨rmige A¨nderung des Targetabstandes von 0, 06mm Amplitude (1%) bei dem in
Abschnitt 3 ermittelten maximalen Schaltabstand von 6mm am Ausgang erzeugt. Das ent-
spricht dem minimalen Signal, das noch erkannt werden muss. Mit Gleichung 5.4.5 lassen
sich die entstehende Amplitude am Ausgang des SDM und die Signalleistung berechnen:
Uˆ =
USOLLpi2CRREF
4LG
(RG(6mm)−RG(6, 06mm)) (5.4.69)
PS =
Uˆ2
2
(5.4.70)
Aus PQS und PS la¨sst sich nun der SNR berechnen:
SNR =
PS
PQS
(5.4.71)
SNR = 23, 75dB (5.4.72)
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Das Ergebnis der theoretischen Untersuchung zeigt, dass der SNR des Systems ausreicht,
um eine A¨nderung des Targetabstandes von 1% zu erkennen.
In Abbildung 5.30 ist das Amplitudenspektrum der Ausgangsspannung des Systems bei
dem im Abschnitt 3 ermittelten maximalen Schaltabstand von 6mm und einer sinusfo¨rmi-
gen A¨nderung des Targetabstandes von 0, 06mm Amplitude (1%) mit einer Geschwindig-
keit von 500Hz sowie ohne A¨nderung des Targetabstandes dargestellt. Das 500Hz-Signal
sowie der theoretisch vorhergesagte Verlauf des Spektrums sind in diesem Simulationser-
gebnis sehr gut zu erkennen.
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Abbildung 5.30: Amplitudenspektrum des SDM 2. Ordnung mit und ohne A¨nderung des
Targetabstandes
Aus dem Simulationsergebnis la¨sst sich der SNR fu¨r verschiedene Bandbreiten berech-
nen:
SNR3kHz ≈ 0dB (5.4.73)
SNR1kHz = 17, 79dB (5.4.74)
Das Ergebnis der Simulation stimmt gut mit der theoretischen Berechnung u¨berein. Der
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Unterschied wird vor allem dadurch verursacht, dass in der Systemsimulation die PLL mit
enthalten ist. Deren Phasenrauschen beeinflusst das Ergebnis etwas. Außerdem muss man
beachten, dass das linearisierte Modell die Realita¨t nicht exakt nachbildet und geringe
Abweichungen deshalb zu erwarten sind. Das Ergebnis zeigt außerdem, dass man mit der
Systembandbreite unter der Bandbreite des Oszillators bleiben sollte, um nicht in den Be-
reich der Resonanzu¨berho¨hung der NTF zu geraten. Bei der Bandbreite von 1kHz wird
der fu¨r die sichere Unterscheidung der minimalen A¨nderung des Targetabstandes von 1%
bei einem Abstand von 6mm beno¨tigte SNR von 6dB sicher u¨berschritten und das System
erfu¨llt die Genauigkeitsanforderungen der Spezifikation.
Zur Erho¨hung der Genauigkeit hat der Anwender neben der Bandbreite als weiteren Frei-
heitsgrad den Dynamikbereich zur Verfu¨gung. Fu¨r die Berechnungen und Simulationen in
diesem Abschnitt wurde der Dynamikbereich des Systems so eingestellt, dass das System
bis zu einem minimalen Abstand von 1mm in der Lage ist, die Amplitude auf den Soll-
wert von 3V zu regeln und ein abstandsabha¨ngiges Ausgangssignal zu liefern. Dazu wurde
der Widerstand RREF = 1, 3kΩ ausgewa¨hlt. Wenn dieser große Abstandsbereich in der
Applikation nicht beno¨tigt wird, kann RREF verringert werden. Dadurch erho¨ht sich die
durch die minimale Abstandsa¨nderung hervorgerufene A¨nderung der Ausgangsspannung
und damit auch der SNR. Der SNR fu¨r RREF = 2kΩ und einer Bandbreite von 1kHz
betra¨gt:
SNR1kHz = 20, 01dB (5.4.75)
5.5 Systementwurf fu¨r den Digitalfilter
Zur Vervollsta¨ndigung des Systems wird ein Digitalfilter beno¨tigt, der das hochfrequente
Quantisierungsrauschen des SDM 2. Ordnung unterdru¨ckt und das Ausgangssignal so auf-
bereitet, dass ein Vergleich mit einem Schwellwert mo¨glich ist. Um den Hardwareaufwand
auf dem IC zu minimieren, wurde ein zweistufiges Konzept ausgewa¨hlt. Die erste Stufe be-
steht aus einem sinc-Filter und wird auf dem IC implementiert. Der Vorteil des sinc-Filters
besteht darin, dass er keine Multiplizierer beno¨tigt, was den Hardwareaufwand stark redu-
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ziert. Der Nachteil des sinc-Filters besteht in seiner relativ niedrigen Steilheit. Aus diesem
Grund wird als zweite Stufe ein normaler FIR- oder IIR-Filter verwendet. Diese Filter
besitzen eine wesentlich ho¨here Steilheit als der sinc-Filter. Damit wird eine ausreichende
Unterdru¨ckung des hochfrequenten Quantisierungsrauschens erzielt. Sowohl FIR- als auch
IIR-Filter beno¨tigen Koeffizienten und Multiplizierer. Bei einer Implementierung auf dem
IC wu¨rde das einen enormen Hardwareaufwand bedeuten. Deshalb werden die Filter in
einem Mikrocontroller realisiert. Da innerhalb des sinc-Filters eine Dezimation der Ab-
tastrate erfolgt, sind die Geschwindigkeitsnachteile des Mikrocontrollers gegenu¨ber einer
Hardwarerealisierung kein Problem.
Der Vorteil eines FIR-Filters mit symmetrischen Koeffizienten liegt in seinem linearen
Phasenverlauf, der zu einer konstanten Gruppenlaufzeit fu¨hrt. Der IIR-Filter hingegen be-
no¨tigt fu¨r die gleiche Steilheit weniger Punkte. Da die zweite Filterstufe als Software in
einem Mikrocontroller implementiert wird, kann der Filter nachtra¨glich an die Applikation
angepasst werden, je nachdem, welche Eigenschaft wichtiger ist. Aus diesem Grund werden
in dieser Arbeit beide Filter entwickelt.
Die Verwendung eines Mikrocontrollers hat außerdem viele Vorteile fu¨r das Gesamtsystem
und bringt ein Ho¨chstmaß an Flexibilita¨t. Neben der digitalen Filterung ko¨nnen verschie-
denste Aufgaben wie Kompensation, Kalibrierung und Linearisierung vom Mikrocontroller
u¨bernommen werden.
5.5.1 Sinc-Filter
Zuerst muss die Dezimationsrate DEZ des sinc-Filters festgelegt werden. Da der Mi-
krocontroller den FIR- bzw. IIR-Filter sequentiell berechnen muss, beno¨tigt er genu¨gend
Zeit. Deshalb ist eine hohe Dezimationsrate erstrebenswert. Andererseits ist die Steilheit
des sinc-Filters nicht hoch genug, um direkt bis zur Nyquist-Frequenz fN zu dezimie-
ren. Deshalb wird eine Zwischenfrequenz fZ gewa¨hlt, die der vierfachen Nyquist-Frequenz
entspricht. Dieser Wert wird auch in anderen Systemen verwendet [16]. Mit Hilfe des in
Abschnitt 2 beschriebenen Sensors und der in Abschnitt 5.4 festgelegten Signalbandbreite
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von fSBW = 1kHz kann nun DEZ berechnet werden:
fR = 300kHz (5.5.1)
⇒ fA = 600kHz (5.5.2)
fSBW = 1kHz (5.5.3)
⇒ fN = 2fSBW = 2kHz (5.5.4)
fZ = 4fN = 8kHz (5.5.5)
DEZ =
fA
fZ
= 75 (5.5.6)
Die Dezimationsrate sollte eine Zweierpotenz (DEZ = 2x) sein, da der beno¨tigte Takt
dann sehr einfach durch mehrfache Taktteilung erzeugt werden kann. Aus diesem Grund
wird DEZ = 64 gewa¨hlt:
DEZ = 64 (5.5.7)
fZ =
fA
DEZ
= 9, 375kHz (5.5.8)
Im na¨chsten Schritt wird die Ordnung KSINC des sinc-Filters festgelegt. Je ho¨her die Ord-
nung des Filters, desto ho¨her ist seine Steilheit und damit auch seine Rauschunterdru¨ckung.
Mit der Ordnung steigt aber auch der Hardwareaufwand. Das Ziel ist deshalb, die nied-
rigste Filterordnung zu finden, mit der die Genauigkeitsanforderungen der Spezifikation
noch erfu¨llt werden ko¨nnen. Nachfolgend ist die U¨bertragungsfunktion des sinc-Filters
HSINC(z) dargestellt [16, 19]:
HSINC(z) =
1
DEZKSINC
· (1− z
−DEZ
1− z−1 )
KSINC (5.5.9)
In Abbildung 5.31 sind die Amplitudenfrequenzga¨nge eines sinc-Filters 1. Ordnung und
eines sinc-Filters 2. Ordnung fu¨r DEZ = 64 dargestellt. In den Abbildungen 5.28 und 5.30
kann man erkennen, dass das System hochfrequente Sto¨rungen in der Na¨he der halben
Abtastfrequenz mit einer Amplitude bis zu USTOER = 0, 1 · UREF erzeugt, die u¨ber dem
Rauschpegel liegen. Diese Sto¨rungen ko¨nnen bei der Dezimation ins Basisband gemischt
werden. Um zu verhindern, dass dadurch die Genauigkeit des Systems verringert wird,
muss der sinc-Filter in diesem Bereich eine ausreichende Unterdru¨ckung AD besitzen. In
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Abbildung 5.31: Vergleich der Amplitudenfrequenzga¨nge eines sinc-Filters 1. Ordnung und
eines sinc-Filters 2. Ordnung
Abschnitt 3 wurde berechnet, dass das System eine Auflo¨sung von 12,4Bit beno¨tigt. Daraus
la¨sst sich der SNR ableiten [16, 17, 19]. Eine einzelne Sto¨rung im Basisband muss auf jeden
Fall kleiner sein als dieser Wert.
SNR = 6, 02dB · 12, 4 + 1, 76dB = 76, 41dB (5.5.10)
USTOER
UREF
= −20dB (5.5.11)
ADMIN = 76, 41dB − 20dB = 56, 41dB (5.5.12)
Die Unterdru¨ckung des sinc-Filters muss in der Na¨he der halben Abtastrate also mindes-
tens 57dB betragen. In Abbildung 5.31 kann man erkennen, dass diese Bedingung von
einem sinc-Filter 1. Ordnung nicht erfu¨llt wird. Der sinc-Filter 2. Ordnung reicht fu¨r die
Anforderungen des Systems jedoch aus. Normalerweise wird fu¨r einen SDM der Ordnung
L ein sinc-Filter mit der Ordnung KSINC = L + 1 verwendet. Da hier jedoch noch ein
steiler IIR- oder FIR-Filter folgt, reicht KSINC = L aus.
In Abbildung 5.32 sind die Amplitudenspektren des Ausgangssignals des Systems inklusive
sinc-Filter dargestellt. Die Sto¨rung, die beim sinc-Filter 1. Ordnung ins Basisband gefaltet
wird, sowie der ho¨here Rauschpegel, sind gut zu erkennen. Das Simulationsergebnis besta¨-
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tigt also die theoretische Vorhersage.
Fu¨r die Implementierung des sinc-Filters wird seine U¨bertragungsfunktion in einen IIR-
0 500 1000 1500 2000 2500 3000
10−6
10−4
10−2
100
f/Hz
|U O
UT
SI
NC
(f)
|/V
2. Ordnung
1. Ordnung
Abbildung 5.32: Amplitudenspektren des Ausgangsignals des Systems mit sinc-Filtern 1.
und 2. Ordnung
Anteil, der bei der hohen Frequenz arbeitet, und einen FIR-Anteil nach der Dezimation
aufgeteilt [16]:
HSINC(z) =
1
DEZKSINC
· 1
(1− z−1)KSINC · (1− z
−DEZ)KSINC (5.5.13)
Daraus la¨sst sich die in Abbildung 5.33 dargestellte Implementierung des sinc-Filters mit
DEZ = 64 und KSINC = 2 ableiten [16]. Der Skalierungsfaktor
1
DEZKSINC
wurde dabei
vernachla¨ssigt, da er durch einen shift-Befehl im Mikrocontroller realisiert werden kann.
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Abbildung 5.33: Blockschaltbild des sinc-Filters 2. Ordnung
Bei dem IIR-Teil handelt es sich um zwei Integratoren, die zwangsla¨ufig bei einem Ein-
gangssignal verschieden von 0 irgendwann einmal u¨berlaufen. In [16, 22] wurde gezeigt,
dass bei der Verwendung von modulo-Arithmetik und der Einhaltung einer Mindestwort-
breite bei den Addierern und Speichern der natu¨rliche U¨berlauf keinen Fehler verursacht.
Die Mindestwortbreite WBMIN wird durch den folgenden Zusammenhang beschrieben
[16]. Dabei ist WBIN die Wortbreite des Eingangssignals X(z), die in unserem Fall 1Bit
betra¨gt.
WBMIN = KSINC log2(DEZ) +WBIN (5.5.14)
WBMIN = 13Bit (5.5.15)
Abbildung 5.34 zeigt den Phasenverlauf des sinc-Filters. Der Sprung, welcher bei großen
Phasenverschiebungen zu erkennen ist, betra¨gt 360◦ und ist nur durch ein Darstellungs-
problem bedingt.
5.5.2 FIR-Filter
Zuerst muss die Signalbandbreite fSBW des Filters festgelegt werden. Im Abschnitt 5.4
wurde festgestellt, dass die Genauigkeitsanforderungen des Systems mit einer Bandbreite
von 1kHz erfu¨llt werden ko¨nnen. Aus diesem Grund wird fu¨r den Filterentwurf fSBW =
1kHz ausgewa¨hlt. Im na¨chsten Schritt wird der Beginn des Stopbandes fSTB festgelegt.
Dabei ist zu beachten, dass die Anzahl der Filterpunkte ansteigt, je na¨her fSTB an fSBW
heranru¨ckt. Wird fSTB jedoch zu groß gewa¨hlt, ist die Rauschunterdru¨ckung des Filters im
U¨bergangsbereich zwischen fSBW und fSTB zu gering. Versuche mit verschiedenen Werten
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Abbildung 5.34: Phasenfrequenzgang eines sinc-Filters 2. Ordnung
von fSTB haben gezeigt, dass ein Wert von fSTB = 2, 5kHz einen guten Kompromiss zwi-
schen Filterla¨nge und Rauschunterdru¨ckung darstellt. Zur Berechnung der Koeffizienten
wird außerdem der zula¨ssige Ripple im Pass- und im Stopband beno¨tigt. Er sollte kleiner
sein als der Wert eines LSB, nach der in Abschnitt 3 berechneten Mindestauflo¨sung von
12,4Bit:
Ripple ≦
1
212,4
= 0, 000185 (5.5.16)
Ripple = 0, 0001 (5.5.17)
Mit diesen Werten wurde der Entwurf durchgefu¨hrt. Dafu¨r wurde ein Kaiser-Fenster ver-
wendet [23]. Fu¨r die Koeffizientenberechnung wurden die Funktionen der Signal-Processing-
Toolbox von Matlab genutzt. Das Ergebnis ist ein Filter mit 32 Punkten. Da der Mikro-
controller nur eine begrenzte Wortbreite fu¨r die Signalverarbeitung zur Verfu¨gung stellt,
wurden die Koeffizienten auf 4 Nachkommastellen gerundet. Das entspricht in etwa einer
Wortbreite von 15Bit. Der erste und der letzte Punkt sind so klein, dass sie nach der
Rundung den Wert 0 annehmen und vernachla¨ssigt werden ko¨nnen. Danach hat der Filter
nur noch 30 Punkte. Da der Filter symmetrisch ist, mu¨ssen im Mikrocontroller jedoch nur
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15 verschiedene Koeffizienten gespeichert werden. In Tabelle 5.3 sind die Koeffizienten des
FIR-Filters aufgelistet. Die U¨bertragungsfunktion des FIR-Filters lautet:
HFIR(z) =
30∑
i=1
Kiz
−i (5.5.18)
In Abbildung 5.35 ist der Amplitudenfrequenzgang des FIR-Filters dargestellt und Abbil-
dung 5.36 zeigt dessen Phasenfrequenzgang.
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Abbildung 5.35: Amplitudenfrequenzgang des FIR-Filters
Gleichung 5.5.19 zeigt die U¨bertragungsfunktion HGFIR(z) des Gesamtfilters aus FIR-
Filter und sinc-Filter bezogen auf den Eingang des Gesamtfilters. In Abbildung 5.37 ist
der dazugeho¨rige Amplitudenfrequenzgang dargestellt. Abbildung 5.38 zeigt das Amplitu-
denspektrum des Ausgangssignals des Gesamtsystems inklusive sinc- und FIR-Filter bei
einer sinusfo¨rmigen A¨nderung des Targetabstandes mit einer Frequenz von 500Hz und
einer Amplitude von 0, 06mm bei einem Abstand von 6mm:
HGFIR(z) =
1
642
· (1− z
−64
1− z−1 )
2 ·
30∑
i=1
Kiz
−i64 (5.5.19)
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i Ki
1 -0,0002
2 -0,0004
3 0,0006
4 0,0026
5 0,0012
6 -0,0060
7 -0,0093
8 0,0044
9 0,0249
10 0,0152
11 -0,0365
12 -0,0682
13 0,0101
14 0,1980
15 0,3638
16 0,3638
17 0,1980
18 0,0101
19 -0,0682
20 -0,0365
21 0,0152
22 0,0249
23 0,0044
24 -0,0093
25 -0,0060
26 0,0012
27 0,0026
28 0,0006
29 -0,0004
30 -0,0002
Tabelle 5.3: Koeffizienten des FIR-Filters
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Abbildung 5.36: Phasenfrequenzgang des FIR-Filters
Aus dem Amplitudenspektrum la¨sst sich der SNR des Gesamtsystems berechnen:
SNR = 9, 8980dB (5.5.20)
Der FIR-Filter wurde so entworfen, dass er die Anforderungen des Systems erfu¨llt. Der
SNR ko¨nnte jedoch noch weiter erho¨ht werden, wenn man die Steilheit des FIR-Filters
erho¨ht oder die Signalbandbreite verringert.
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Abbildung 5.37: Amplitudenfrequenzgang des Gesamtfilters aus sinc- und FIR-Filter
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Abbildung 5.38: Amplitudenspektrum des Ausgangssignals des Gesamtsystems inklusive
sinc- und FIR-Filter bei einer sinusfo¨rmigen A¨nderung des Targetabstan-
des
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5.5.3 IIR-Filter
Der IIR-Filter wurde nach den gleichen Gesichtspunkten entworfen wie der FIR-Filter. Da
die Steilheit des IIR-Filters etwas ho¨her als die des FIR-Filters ist, wurde fSTB = 3kHz ge-
wa¨hlt. Als Filter wurde ein elliptischer Filter ausgewa¨hlt. Die Berechnung wurde wiederum
mit der Signal-Processing-Toolbox von Matlab durchgefu¨hrt. Mit diesen Randbedingun-
gen ergibt sich ein Filter 6. Ordnung. Die Gleichung 5.5.21 zeigt die U¨bertragungsfunktion
des IIR-Filters. In Tabelle 5.4 sind die zugeho¨rigen Koeffizienten aufgelistet.
HIIR(z) =
∑7
i=1 Biz
−(i−1)∑7
i=1 Aiz
−(i−1)
(5.5.21)
HGIIR(z) =
1
642
· (1− z
−64
1− z−1 )
2 ·
∑7
i=1 Biz
−(i−1)64∑7
i=1 Aiz
−(i−1)64
(5.5.22)
i Ai Bi
1 1,0000 0,0035
2 -3,1067 0,0099
3 4,6995 0,0177
4 -4,1451 0,0210
5 2,2208 0,0177
6 -0,6764 0,0099
7 0,0911 0,0035
Tabelle 5.4: Koeffizienten des IIR-Filters
Abbildung 5.39 zeigt den Amplitudenfrequenzgang des IIR-Filters, Abbildung 5.40 den
Phasenfrequenzgang und in Abbildung 5.41 ist der Amplitudenfrequenzgang des Gesamt-
filters aus sinc- und IIR-Filter dargestellt.
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Abbildung 5.39: Amplitudenfrequenzgang des IIR-Filters
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Abbildung 5.40: Phasenfrequenzgang des IIR-Filters
Abbildung 5.42 zeigt das Amplitudenspektrum des Ausgangssignals des Gesamtsystems
inklusive sinc- und IIR-Filter bei einer sinusfo¨rmigen A¨nderung des Targetabstandes mit
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Abbildung 5.41: Amplitudenfrequenzgang des Gesamtfilters aus sinc- und IIR-Filter
einer Frequenz von 500Hz und einer Amplitude von 0, 06mm bei einem Abstand von 6mm.
Aus dem Amplitudenspektrum la¨sst sich wiederum der SNR des Gesamtsystems berech-
nen:
SNR = 16, 0380dB (5.5.23)
Das Endergebnis zeigt, dass das Gesamtsystem inklusive IIR-Filter auf Grund der ho¨heren
Steilheit einen gro¨ßeren SNR besitzt als das System mit FIR-Filter.
5.6 Temperaturkompensation
Im Abschnitt 2 wurde gezeigt, dass die Temperatur einen großen Einfluss auf die Da¨mp-
fung des Sensors besitzt. Bei großen Targetabsta¨nden ist der Einfluss der Temperatur
sogar wesentlich gro¨ßer als der Einfluss des Targetabstandes selbst. Das bedeutet, dass
eine Temperaturkompensation zur Erreichung hoher Schaltabsta¨nde zwingend notwendig
ist.
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Abbildung 5.42: Amplitudenspektrum des Ausgangssignals des Gesamtsystems inklusive
sinc- und IIR-Filter bei einer sinusfo¨rmigen A¨nderung des Targetabstan-
des
Im Rahmen der Arbeit wurden dazu zwei unterschiedliche Ansa¨tze untersucht. Bei dem
ersten Konzept wird die Temperatur des Sensors u¨ber den Gleichstromwiderstand der
Spule gemessen und das Ausgangssignal mit Hilfe eines Look-Up-Tables kompensiert. Bei
Konzept zwei wird die Temperatur nicht ermittelt, sondern das Ausgangssignal ohne Tar-
get als Information genutzt.
5.6.1 Messung des Gleichstromwiderstandes der Spule
Grundlage der Kompensation ist die Messung der Sensortemperatur. Bei diesem Konzept
geschieht das u¨ber die Messung des Gleichstromwiderstandes der Sensorspule. Dazu wird
ein Gleichstrom in den Sensor eingespeist und die Ausgangsspannung des LC-Oszillators
mit einem analogen Tiefpassfilter gefiltert, um die starke Schwingung zu unterdru¨cken,
die das DC-Signal u¨berlagert. Diese Spannung wird anschließend mit einem zusa¨tzlichen
SDM digitalisiert. Danach wird das 1Bit-Ausgangssignal des SDM grob gefiltert, um die
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verschiedenen Stu¨tzstellen des Look-Up-Tables zu adressieren. Da das Signal von einem
SDM erzeugt wird, erfolgt automatisch eine lineare Interpolation zwischen den Stu¨tzstellen
[24, 25]. Im na¨chsten Schritt wird das Signal mit einem digitalen Tiefpassfilter gefiltert,
um den Quantisierungsfehler zu eliminieren. Da sich die Temperatur des Sensors relativ
langsam a¨ndert, kann der Filter eine sehr niedrige Grenzfrequenz besitzen. Aus diesem
Grund reicht fu¨r die Temperaturmessung ein SDM 1. Ordnung aus. Nach dem Filter
wird das Kompensationssignal zum Ausgangssignal der Amplitudenregelung addiert. In
Abha¨ngigkeit von der verwendeten Digitalhardware (integrierte Digitalfilter, FPGA oder
Mikrocontroller) ko¨nnen verschiedene Konfigurationen von Digitalfiltern verwendet wer-
den. In Abbildung 5.43 ist das Blockschaltbild zur Temperaturkompensation mit Hilfe des
Gleichstromwiderstandes der Sensorspule dargestellt.
Digitalteil
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Temperaturkompensiertes
+
+
SDM Amplitudenregelung
SDM Temperaturmessung
KomparatorIntegrator
Sensor
SOLLU
(1. Integrator)
SC−Regler
Komparator2. IntegratorLC−
Oszillator
DC
Analoger
Tiefpassfilter
I INI
PLL
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FIR− oder
sinc−Filter
IIR−Filter
FIR− oder
TableFilter
Average
Moving
Look−Up
Abbildung 5.43: Blockschaltbild zur Temperaturkompensation mit Hilfe des Gleichstrom-
widerstandes der Spule
Bei einem SDM 1. Ordnung kann es unter Umsta¨nden zu sogenannten idle-tones kommen.
Dieses Problem wurde bei der Simulation des Systems jedoch nicht beobachtet. Das liegt
wahrscheinlich daran, dass das Quantisierungsrauschen des SDM 2. Ordnung als Dither-
signal fu¨r den SDM 1. Ordnung wirkt.
Zur Kalibrierung des Systems wird der Temperaturbereich des Sensors durchfahren, wa¨h-
rend sich ein Target exakt im Schaltabstand befindet. Wenn das digitale Ausgangssignal
des Temperaturpfades eine Stu¨tzstelle erreicht, wird aus dem aktuellen Wert des Ausgangs-
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signals und dem Sollwert (eingestellte Schaltschwelle) durch eine einfache Differenzbildung
der Korrekturwert fu¨r den Look-Up-Table berechnet. Dieser gesamte Kalibriervorgang
kann automatisch erfolgen, ohne dass von außen in das System eingegriffen werden muss.
Dieses Konzept bietet im Vergleich zu anderen Systemen eine Vielzahl von Vorteilen. Da
das Grundkonzept zur Ermittlung des Targetabstandes mit einer geregelten Amplitude
arbeitet, wird bei diesem Konzept im Gegensatz zu anderen Systemen [27] keine Einstel-
lung des Oszillatorstromes mit einem temperaturabha¨ngigen Widerstandsnetzwerk beno¨-
tigt, das dafu¨r sorgt, dass der Oszillator im linearen Bereich arbeitet. Ein weiterer Vorteil
besteht darin, dass die Kompensation ausschließlich durch digitale Verrechnung des Kor-
rekturwertes mit dem Ausgangswert der Amplitudenregelung erfolgt. Eine Vera¨nderung
analoger Werte (Oszillatorstrom, Komparatorschwelle) wie in anderen Systemen [26, 27]
ist bei diesem Konzept nicht no¨tig. Den dritten großen Vorteil stellt die Verwendung des
Gleichstromwiderstandes der Sensorspule als Temperatursensor dar. Das hat den Vorteil,
dass kein zusa¨tzlicher Temperatursensor beno¨tigt wird und kein Temperaturunterschied
zwischen Sensorspule und Temperaturmessstelle entstehen kann.
Das Problem bei diesem Konzept ist, dass der DC-Widerstand der Spulenwicklung sehr
klein ist. Um ein ausreichend großes Spannungssignal zu erhalten, wird deshalb ein Strom
von IDC = 1mA in die Spulenwicklung eingespeist. Außerdem ist zu beachten, dass der
LC-Oszillator durch den analogen Tiefpassfilter nicht belastet werden darf, da das die
Da¨mpfungsinformation verfa¨lschen wu¨rde. Aus diesem Grund wird der Tiefpassfilter mit
einem Instrumentationsversta¨rker kombiniert. Mit diesem Block ist es mo¨glich, eine Ent-
kopplung vom LC-Oszillator durchzufu¨hren, die hochfrequenten Anteile zu eliminieren und
das DC-Signal um den Faktor 10 zu versta¨rken. Am Eingang des SC-Integrators wird das
Signal ein weiteres Mal um den Faktor 5 versta¨rkt. Gleichzeitig wird die Referenzspannung
um den Faktor 4 geda¨mpft, was einer zusa¨tzlichen Versta¨rkung der Eingangsspannung um
den Faktor 4 entspricht. Damit ergibt sich insgesamt ein Versta¨rkungsfaktor von 200. Unter
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diesen Randbedingungen ergibt sich der folgende Wertebereich am Ausgang des SDMs:
RDC(−25◦C) = 1, 8096Ω (5.6.1)
UOUTSDM
UREF
(−25◦C) = 10 · 5 · 4 ·RDC(−25◦C) · IDC = 0, 3619 (5.6.2)
RDC(75
◦C) = 2, 6549Ω (5.6.3)
UOUTSDM
UREF
(75◦C) = 10 · 5 · 4 ·RDC(−25◦C) · IDC = 0, 5310 (5.6.4)
Umfangreiche Simulationen haben gezeigt, dass 4 Stu¨tzstellen im Look-Up-Table ausrei-
chen, um die Forderung nach maximal ±10% Schwankung des Schaltabstandes im Tempe-
raturbereich von −25◦C bis 75◦C einzuhalten. Um 4 Stu¨tzstellen im interessierenden Wer-
tebereich adressieren zu ko¨nnen, wird ein Moving-Average-Filter mit 32 Punkten beno¨tigt.
Das Problem besteht jedoch darin, dass man die Grenzen des Wertebereichs nicht exakt
treffen kann. Wenn der Moving-Average-Filter nur 32 Punkte besitzt, liegen die Stu¨tzstel-
len zum Teil weit ausserhalb des Temperaturbereichs der Schaltung, was die Kalibrierung
erheblich erschweren wu¨rde. Aus diesem Grund wurde ein Moving-Average-Filter mit 64
Punkten ausgewa¨hlt. Damit ergeben sich 8 Stu¨tzstellen, wobei die beiden Randstu¨tzstel-
len nur leicht ausserhalb des spezifizierten Temperaturbereichs liegen. In Tabelle 5.5 sind
die Stu¨tzstellen des Look-Up-Tables mit den zugeho¨rigen Temperaturwerten fu¨r einen
Schaltabstand von 6mm dargestellt. Abbildung 5.44 zeigt die Simulationsergebnisse mit
und ohne Temperaturkompensation sowie den Sollwert und die zula¨ssigen Fehlerschran-
ken. Es ist gut zu erkennen, dass die Spezifikation mit dieser Methode erfu¨llt werden kann.
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i Temperatur/◦C Korrekturwert
1 -35,75 0,0121
2 -17,26 0,0105
3 1,22 0,0071
4 19,70 0,0022
5 38,19 -0,0058
6 56,67 -0,0160
7 75,16 -0,0288
8 93,64 -0,0440
Tabelle 5.5: Stu¨tzstellen des Look-Up-Tables zur Temperaturkompensation
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Abbildung 5.44: Vergleich der Ausgangsspannungen mit und ohne Temperaturkompensa-
tion
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5.6.2 Temperaturkompensation durch Messung des Ausgangswertes
ohne Target
Die zweite Mo¨glichkeit zur Temperaturkompensation besteht darin, den Ausgangswert oh-
ne Target zu ermitteln und mit dem normalen Ausgangswert zu verrechnen. Diese Informa-
tion la¨sst sich auf zwei verschiedenen Wegen gewinnen. Zum einen besteht die Mo¨glichkeit,
mit einem Sensor zu arbeiten und bei Abwesenheit des Targets den Ausgangswert fu¨r die
Temperaturkompensation zu speichern. Dafu¨r muss die Applikation jedoch bestimmte Be-
dingungen erfu¨llen. Das Target muss den Erfassungsbereich des Sensors mit ausreichender
Ha¨ufigkeit im Vergleich zur A¨nderungsgeschwindigkeit der Temperatur verlassen, um zu
verhindern, dass der Schaltpunkt wegdriftet. Die zweite Mo¨glichkeit besteht darin, einen
Referenzsensor zu verwenden, der nicht vom Target beeinflusst wird. Die O¨ffnung des
Ferritkerns des Referenzsensors ko¨nnte zum Beispiel vom Target weg in das Innere des
Sensorgeha¨uses zeigen. Diese Variante ist vo¨llig unabha¨ngig von den Eigenschaften der
Applikation. Abbildung 5.45 zeigt das zugeho¨rige Blockschaltbild.
In Abbildung 5.46 sind die kompensierte Ausgangsspannung bei der Verwendung eines
ungeda¨mpften (d = 100mm) Referenzsensors sowie der Sollwert und die zula¨ssigen Feh-
lerschranken dargestellt. Es ist gut zu erkennen, dass die Spezifikation mit dieser Methode
erfu¨llt werden kann.
Der große Vorteil dieser Temperaturkompensation besteht darin, dass keine Kalibrierung
mehr no¨tig ist. Außerdem funktioniert sie fu¨r beliebige Schaltabsta¨nde und eignet sich
deshalb hervorragend fu¨r Systeme mit kontinuierlichem Ausgang. Wenn ein Referenzsen-
sor zur Gewinnung der Da¨mpfungsinformation ohne Target verwendet wird, beno¨tigt man
einen kompletten zweiten Auslesekanal. Das ist ein großer Nachteil dieses Konzeptes.
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Abbildung 5.45: Blockschaltbild zur Temperaturkompensation mit einem Referenzsensor
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Abbildung 5.46: Kompensierte Ausgangsspannung unter Verwendung eines Referenzsen-
sors
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5.7 Nichtideale Schaltungseigenschaften
Im Rahmen dieses Abschnitts wird untersucht, welchen Einfluss nichtideale Schaltungs-
eigenschaften auf die Eigenschaften des Systems haben. Damit soll u¨berpru¨ft werden, ob
das Konzept unter realen Bedingungen tragfa¨hig ist. Gleichzeitig ko¨nnen mit diesen Un-
tersuchungen die Spezifikationen fu¨r die kritischen Schaltungsblo¨cke erarbeitet werden.
5.7.1 Komparatorverzo¨gerung
Die erste nichtideale Schaltungseigenschaft, die untersucht werden soll, ist die Verzo¨gerung
des Komparators, mit dem die zweite Stufe des Oszillators realisiert wird. Eine Verzo¨ge-
rung des Komparators la¨sst sich nicht vermeiden. Sie bewirkt, dass der Amplitudenwert
nicht mehr exakt abgetastet wird. Dadurch entsteht ein Versta¨rkungsfehler, der bei der
Kalibrierung mit erfasst wird und sich nicht auf die Systemeigenschaften auswirkt. Ein
Problem entsteht erst, wenn sich die Verzo¨gerungszeit des Komparators wa¨hrend des Be-
triebes a¨ndert. Das la¨sst sich bei einer A¨nderung der Temperatur kaum vermeiden. Um
den Einfluss der Komparatorverzo¨gerung zu u¨berpru¨fen, wird davon ausgegangen, dass
der Komparator eine Grundverzo¨gerung von 20ns bei 25◦C hat. Danach werden die Aus-
gangswerte bei 30ns und 10ns Verzo¨gerungszeit ermittelt und mit den zula¨ssigen Grenzen
von ±10% des Schaltabstandes verglichen. Diese Werte wurden ausgewa¨hlt, da sie sich
schaltungstechnisch mit vertretbarem Aufwand umsetzen lassen. Die Simulationsergeb-
nisse sind in Abbildung 5.47 dargestellt. Sie zeigen, dass sich die Spezifikation mit den
gegebenen Werten einhalten la¨sst.
5.7.2 Komparatoroffset
Wie die Komparatorverzo¨gerung fu¨hrt auch das Komparatoroffset zu einer Verschiebung
des Abtastpunktes und damit zu einer A¨nderung der Ausgangsspannung. Ein konstan-
tes Offset stellt jedoch kein Problem dar, da es zu einem einfachen Versta¨rkungsfehler
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Abbildung 5.47: Ausgangsspannung bei verschiedenen Verzo¨gerungszeiten des Kompara-
tors
fu¨hrt, der bei der Kalibrierung erfasst wird. Problematisch ist die Offsetdrift, da sie nicht
vorhersehbar ist und sowohl vom Grundoffset als auch der Temperatur abha¨ngig ist. Um
den Einfluss des Offsets zu untersuchen, wurde in den folgenden Simulationen von einem
Grundoffset von 20mV ausgegangen. Als Grenzen der Offsetdrift wurden die Werte 0mV
und 40mV angenommen. Das sind Erfahrungswerte, die bei einer sinnvollen Dimensio-
nierung und einem sorgfa¨ltigen Versta¨rkerlayout erreichbar sind. Die in Abbildung 5.48
dargestellten Simulationsergebnisse zeigen, dass das Offset kaum einen Einfluss hat und
die zula¨ssigen Grenzen nicht u¨berschritten werden.
5.7.3 Endliche Versta¨rkung der Operationsversta¨rker in den
Integratoren
Eine weitere wichtige Schaltungseigenschaft, die Einfluss auf die Systemeigenschaften hat,
ist die endliche Leerlaufversta¨rkung A0 der OPVs im SDM [17, 16, 32]. Dadurch verschlech-
tert sich der SNDR des Systems. Die beiden Integratoren des SDM lassen sich durch die in
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Abbildung 5.48: Ausgangsspannung bei verschiedenen Offsetspannungen des Komparators
Abbildung 5.49 dargestellte SC-Schaltung abbilden. Daraus la¨sst sich ein Modell fu¨r einen
Integrator mit endlicher Versta¨rkung und zwei Einga¨ngen ableiten:
1 : UCS1 = U1(n− 1) UCS2 = U2(n− 1) UCI = UOUT (n− 1) + UD(n− 1) (5.7.1)
2 : UCS1 = UD(n) UCS2 = UD(n) UCI = UOUT (n) + UD(n) (5.7.2)
∆UCS1 = U1(n− 1)− UD(n) (5.7.3)
∆UCS2 = U2(n− 1)− UD(n) (5.7.4)
∆UCI = UOUT (n− 1) + UD(n− 1)− UOUT (n)− UD(n) (5.7.5)
−∆UCICI = ∆UCS1CS1 +∆UCS2CS2 (5.7.6)
UD(n) =
UOUT (n)
A0
(5.7.7)
⇒ UOUT (z) = 1
1 + 1
A0
+ 1
A0
CS1
CI
+ 1
A0
CS2
CI
(
CS1
CI
z−1U1(z) +
CS2
CI
z−1U2(z)) (5.7.8)
+
1 + 1
A0
1 + 1
A0
+ 1
A0
CS1
CI
+ 1
A0
CS2
CI
z−1UOUT (z) (5.7.9)
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Abbildung 5.49: SC-Integrator mit endlicher OPV-Versta¨rkung
Um eine zula¨ssige Untergrenze fu¨r die Versta¨rkung festzulegen, wurde der SNDR des
Systems fu¨r verschiedene Versta¨rkungen ermittelt. Dazu wurde das Ausgangssignal des
IIR-Filters genutzt. Die Simulationen haben gezeigt, dass eine Leerlaufversta¨rkung von
70dB ausreicht. Dabei verschlechtert sich der SNDR um etwas mehr als 1dB.
SNDRA0=70dB = 14, 8231dB (5.7.10)
5.7.4 Endlicher Aussteuerbereich der Operationsversta¨rker in den
Integratoren
Wie die Versta¨rkung ist auch der Aussteuerbereich der Versta¨rker nicht unendlich groß. Die
Versta¨rker sind differentiell aufgebaut und sollen mit einer Versorgungsspannung von 5V
betrieben werden. Wenn man an beiden Seiten 500mV fu¨r die Sa¨ttigung der Ausgangstran-
sitoren abzieht, ergibt sich ein zula¨ssiger differentieller Aussteuerbereich von ±4V . Die
Simulationen haben gezeigt, dass sich die Ausgangsspannung sowie der SNDR dadurch
nicht vera¨ndert. Die Ausgangsspannungen der Versta¨rker erreichen die Begrenzungen im
eingeschwungenen Zustand nicht.
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5.7.5 Nichtideales Einschwingen der SC-Integratoren
Zwei weitere Eigenschaften, die das Endergebnis negativ beeinflussen ko¨nnen, sind die
Bandbreite und die Slew-Rate SR des Versta¨rkers, die das Einschwingverhalten des Inte-
grators bestimmen [17, 32, 19]. Wenn die Werte zu klein sind, erreicht der Integrator nicht
seinen idealen Endwert und es entsteht ein Fehler. Der folgende Zusammenhang stellt ein
gutes Modell fu¨r das Verhalten eines SC-Integrators dar [17, 19]:
UOUT (n+ 1) = UOUT (n) + g(UIN(n)) (5.7.11)
UOUT ist die Ausgangsspannung des Integrators. UIN ist die gewichtete Eingangsspan-
nung, das heißt die ideale Sprungho¨he des Integrators. Die Wichtung entsteht durch die
U¨bertragungskonstante KV des Integrators, welche durch das Verha¨ltnis von Sampling-
zu Integrationskapazita¨t gebildet wird. Die Funktion g modelliert das Einschwingverhal-
ten des Versta¨rkers. Sie ist abha¨ngig von der Gro¨ße von UIN . Dabei sind drei Fa¨lle zu
unterscheiden [17, 19]:
1. Es tritt ein rein exponentielles Einschwingen auf. Das bedeutet, dass der Anstieg der
Ausgangsspannung immer kleiner ist als der maximal mo¨gliche Anstieg, der durch
SR bestimmt wird.
2. Bis zu einem bestimmten Punkt, an dem der theoretische exponentielle Anstieg der
Ausgangsspannung gleich SR ist, wird der reale Anstieg der Ausgangsspannung durch
SR bestimmt. Danach setzt das durch τ bestimmte exponentielle Einschwingen ein.
3. Der reale Anstieg wird ausschließlich von SR bestimmt, das heißt, der theoretische
exponentielle Anstieg ist wa¨hrend der gesamten Einschwingzeit gro¨ßer als SR. Dieser
Fall erzeugt einen sehr großen Fehler und sollte in einer gut dimensionierten SC-
Schaltung nicht zum Tragen kommen.
Um ein mathematisches Modell fu¨r das Einschwingen entwickeln zu ko¨nnen, wird davon
ausgegangen, dass es sich bei dem SC-Integrator wa¨hrend der Transferphase (2) um ein
System mit einer Polstelle handelt. Diese Na¨herung erscheint plausibel, wenn in Betracht
gezogen wird, dass die Versta¨rker so stabilisiert werden, dass eine dominante Polstelle
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entsteht. Die entstehende Zeitkonstante des Systems la¨sst sich vom Versta¨rkungsband-
breiteprodukt GBW des Versta¨rkers ableiten [32]:
τ =
1
2piGBW
(5.7.12)
5.7.5.1 Fall 1
Im Fall 1 tritt wa¨hrend der gesamten Einschwingzeit TS nur exponentielles Einschwingen
auf. Damit ergibt sich fu¨r die A¨nderung der Ausgangsspannung des SC-Integrators [17,
32, 19, 33]:
g(UIN) = UIN(1− e−
TS
τ ) (5.7.13)
Um die Bedingung fu¨r Fall 1 zu erfu¨llen, muss der maximale Anstieg, der zum Zeitpunkt
t=0 auftritt, kleiner als SR sein:
SR ≥ g(UIN)′ |t=0 (5.7.14)
SR ≥ UIN
τ
(5.7.15)
Da die maximale Anstiegsgeschwindigkeit SR positiv definiert ist, jedoch in beide Rich-
tungen wirkt, wird der Betrag von UIN verwendet:
SR ≥ |UIN |
τ
(5.7.16)
|UIN | ≤ SR · τ (5.7.17)
5.7.5.2 Fall 3
Im Fall 3 wird die A¨nderung der Ausgangsspannung ausschließlich durch die maximale
Anstiegsgeschwindigkeit SR bestimmt [17, 32, 19]:
g(UIN) = sgn(UIN) · SR · TS (5.7.18)
Um die Bedingung fu¨r Fall 3 zu erfu¨llen, muss selbst der minimale Anstieg bei exponenti-
ellem Einschwingen, der zum Zeitpunkt t = TS erreicht wird, gro¨ßer sein als die maximal
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mo¨gliche Anstiegsgeschwindigkeit SR:
SR < g(UIN)
′ |t=TS (5.7.19)
SR <
UIN
τ
e−
TS
τ (5.7.20)
⇒ |UIN | > SRτ
e−
TS
τ
(5.7.21)
5.7.5.3 Fall 2
Die Zusammenha¨nge im Fall 2 sind etwas komplizierter, da zwei verschiedene Mechanismen
wirken. Zuerst wird der Anstieg ausschließlich von SR bestimmt. Danach gibt es eine von
τ bestimmte Phase mit exponentiellem Einschwingen. Der Gu¨ltigkeitsbereich von Fall 2
liegt genau zwischen den Fa¨llen 1 und 3 [17, 32, 19]:
SRτ < |UIN | ≤ SRτ
e−
TS
τ
(5.7.22)
Zuerst muss der Zeitpunkt t= ermittelt werden, an dem der exponentielle Anstieg gleich
SR ist. An diesem Punkt kommt es zum Wechsel der beiden Anstiegsmechanismen:
SR =
|UIN |
τ
e−
t=
τ (5.7.23)
⇒ t= = −τ ln( SRτ|UIN |) (5.7.24)
Die Funktion g(UIN) fu¨r den Fall 2 ist damit [17, 32, 19]:
g(UIN) = sgn(UIN)SRt= + (UIN − sgn(UIN)SRt=)(1− e−
TS−t=
τ ) (5.7.25)
g(UIN) = UIN − sgn(UIN)SRt=e−
TS−t=
τ (5.7.26)
Die drei Fa¨lle ko¨nnen nun in einem Matlab-Programm zusammengefasst und in die Ver-
haltenssimulation eingebunden werden. Fu¨r TS wurde der ”
worst-case“ angenommen. Die
maximale Schwingungsfrequenz des Oszillators betra¨gt 1MHz. Fu¨r die SC-Schaltung wird
diese Frequenz von der PLL auf 2MHz verdoppelt. Da eine Phase nur einen halben Takt
lang ist, ergibt sich der folgende Wert fu¨r TS:
TS =
1
2MHz · 2 (5.7.27)
TS = 250ns (5.7.28)
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Die Simulationsergebnisse zeigen, dass die Verwendung eines normalen Versta¨rkers mit ei-
ner Slew-Rate von SR = 10V/µs und einem Versta¨rkungs-Bandbreiteprodukt vonGBW =
20MHz keinen Einfluss auf den SNDR hat.
SNDRSR=10V/µs,GBW=20MHz = 14, 1884dB (5.7.29)
(5.7.30)
5.7.6 Schaltungsrauschen im Signalpfad
Im Rahmen der Arbeit wird der Einfluss der drei dominanten Rauschquellen im Signal-
pfad untersucht. Das sind die beiden Integratoren der SC-Schaltung und der Widerstand
RREF . Die Transistoren im Oszillator werden praktisch als Schalter betrieben. Aus diesem
Grund wird ihr Rauschen erst einmal vernachla¨ssigt. Natu¨rlich rauschen auch die Sen-
sorspule und die Wirbelstro¨me im Target. Da beide Elemente aber sehr niederohmig und
wesentlich kleiner als RREF sind, wird ihr Rauschanteil ebenfalls vernachla¨ssigt.
Der erste Schritt besteht darin, die U¨bertragungsfunktionen der einzelnen Rauschquel-
len zum Ausgang zu ermitteln. Dazu wird das linearisierte Modell des Systems um die
Rauschquellen erga¨nzt (siehe Abbildung 5.50). Im Abschnitt 5.4 wurde gezeigt, dass KV 1
aus Stabilita¨tsgru¨nden mindestens 1/40 betragen sollte. So eine kleine U¨bertragungskon-
stante la¨sst sich nur sehr schwer mit dem Kapazita¨tsverha¨ltnis in einem SC-Integrator
realisieren, da einer der Kondensatoren dafu¨r sehr klein sein mu¨sste. Aus diesem Grund
wurde KV 1 aufgeteilt und ein Teil der U¨bertragungskonstante als Eingangsversta¨rkung
im 2. SC-Integrator realisiert. Die U¨bertragungsfunktion des Systems a¨ndert sich dadurch
nicht.
KV 1 = KV 11KV 12 (5.7.31)
KV 11 = 0, 1 (5.7.32)
KV 12 = 0, 25 (5.7.33)
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Abbildung 5.50: Linearisiertes Modell des Systems mit zusa¨tzlichen Rauschquellen
Aus dem linearisierten Modell la¨sst sich nun die U¨bertragungsfunktion inklusive der zu-
sa¨tzlichen Rauschquellen ableiten:
UOUTSDM(z) =
KV 11KV 12KV 2G
(z−1)2
1 + KV 2G
z−1
+ KV 11KV 12KV 2G4LG
2RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
USOLL(z)
+
KV 11KV 12KV 2G
(z−1)2
1 + KV 2G
z−1
+ KV 11KV 12KV 2G4LG
2RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
N1(z)
+
KV 12KV 2G
z−1
1 + KV 2G
z−1
+ KV 11KV 12KV 2G4LG
2RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
N2(z)
−
KV 11KV 12KV 2G4LG
RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
1 + KV 2G
z−1
+ KV 11KV 12KV 2G4LG
2RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
NR(z)
+
1
1 + KV 2G
z−1
+ KV 11KV 12KV 2G4LG
2RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
EQ(z) (5.7.34)
Wie in Abschnitt 5.4 die NTF, kann auch diese U¨bertragungsfunktion vereinfacht werden,
um den Einfluss der Rauschquellen auf das Ausgangssignal leichter berechnen zu ko¨nnen.
Zuerst wird die Polstelle des Oszillators vernachla¨ssigt und die Annahme KV 2G = 1 in die
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Gleichung eingesetzt. Anschliessend wird die U¨bertragungsfunktion etwas umgeformt:
UOUTSDM(z) ≈ 1
z2
KV 11KV 12
1− 1
z
+ 1
z2
KV 11KV 124LG
2RREF piRGC
USOLL(z) (5.7.35)
+
1
z2
KV 11KV 12
1− 1
z
+ 1
z2
KV 11KV 124LG
2RREF piRGC
N1(z) (5.7.36)
+
z − 1
z2
KV 12
1− 1
z
+ 1
z2
KV 11KV 124LG
2RREF piRGC
N2(z) (5.7.37)
− 1
z2
KV 11KV 124LG
RREF piRGC
1− 1
z
+ 1
z2
KV 11KV 124LG
2RREF piRGC
NR(z) (5.7.38)
+
(z − 1)2
z2
1
1− 1
z
+ 1
z2
KV 11KV 124LG
2RREF piRGC
EQ(z) (5.7.39)
Mit den Annahmen aus den Gleichungen 5.4.44 und 5.4.45 kann die U¨bertragungsfunktion
noch weiter vereinfacht werden:
UOUTSDM(z) ≈ 1
z2
2RREFpiRGC
4LG
USOLL(z) (5.7.40)
+
1
z2
2RREFpiRGC
4LG
N1(z) (5.7.41)
+
z − 1
z2
2RREFpiRGC
KV 114LG
N2(z) (5.7.42)
− 1
z2
2NR(z) (5.7.43)
+
(z − 1)2
z2
2RREFpiRGC
KV 11KV 124LG
EQ(z) (5.7.44)
Um die Vereinfachung zu verifizieren, werden die verreinfachten Verla¨ufe der einzelnen
U¨bertragungsfunktionen mit dem Verlauf der Orginalfunktion verglichen. Zuerst wird die
vereinfachte Signalu¨bertragungsfunktion HUSOLLV ER mit der Originalfunktion HUSOLL
verglichen:
HUSOLL(z) =
KV 11KV 12KV 2G
(z−1)2
1 + KV 2G
z−1
+ KV 11KV 12KV 2G4LG
2RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
(5.7.45)
HUSOLLV ER(z) =
1
z2
2RREFpiRGC
4LG
(5.7.46)
Die Amplitudenfrequenzga¨nge der beiden U¨bertragungsfunktionen sind in Abbildung 5.51
dargestellt. Der Vergleich zeigt, dass die vereinfachte U¨bertragungsfunktion das Verhalten
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des Systems im Signalband bis 1kHz sehr gut nachbildet. Die gleiche U¨bertragungsfunk-
tion gilt auch fu¨r das Rauschen des Integrators N1. Das Ergebnis zeigt auch, dass N1 und
USOLL nur verzo¨gert und mit einem Faktor skaliert werden, aber keine spektrale Formung
erfahren.
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Abbildung 5.51: Vergleich der Amplitudenfrequenzga¨nge der normalen und der vereinfach-
ten U¨bertragungsfunktion fu¨r USOLL
Im na¨chsten Schritt wird die vereinfachte U¨bertragungsfunktion des Rauschens des zweiten
Integrators HN2V ER mit der entsprechenden Originalfunktion HN2 verglichen:
HN2(z) =
KV 12KV 2G
z−1
1 + KV 2G
z−1
+ KV 11KV 12KV 2G4LG
2RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
(5.7.47)
HN2V ER(z) =
z − 1
z2
2RREFpiRGC
KV 114LG
(5.7.48)
Abbildung 5.52 zeigt die Amplitudenfrequenzga¨nge der beiden U¨bertragungsfunktionen.
Auch bei diesem Vergleich kann man erkennen, dass die vereinfachte U¨bertragungsfunkti-
on das Verhalten im Signalband sehr gut nachbildet. Außerdem zeigt der Verlauf, dass N2
eine spektrale Formung erfa¨hrt und im Signalband wesentlich sta¨rker geda¨mpft wird als
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N1. Dieses Verhalten entspricht dem eines normalen SDM 2. Ordnung ohne Sensor in der
Ru¨ckkopplung.
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Abbildung 5.52: Vergleich der Amplitudenfrequenzga¨nge der normalen und der vereinfach-
ten U¨bertragungsfunktion fu¨r N2
Abschließend werden noch die beiden U¨bertragungsfunktionen fu¨r das Rauschen des Wi-
derstandes NR miteinander verglichen:
HNR(z) = −
KV 11KV 12KV 2G4LG
RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
1 + KV 2G
z−1
+ KV 11KV 12KV 2G4LG
2RREF piRGC(z−1)2(1+
4LG(z−1)
RGTS(z+1)
)
(5.7.49)
HNRV ER(z) = − 1
z2
2 (5.7.50)
Das Ergebnis dieses Vergleichs ist in Abbildung 5.53 dargestellt. Es zeigt, dass die verein-
fachte U¨bertragungsfunktion zur Modellierung des Rauschens im Signalband geeignet ist.
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Abbildung 5.53: Vergleich der Amplitudenfrequenzga¨nge der normalen und der vereinfach-
ten U¨bertragungsfunktion fu¨r NR
Das Ergebnis der Vereinfachung zeigt, dass sich das Rauschen des Widerstandes NR(z)
sowie das Rauschen des ersten Integrators N1(z) direkt auf den Ausgang auswirken und
nur skaliert, aber nicht gefiltert werden. Das Rauschen des zweiten Integrators N2(z) er-
fa¨hrt hingegen eine Filterung mit (z − 1)/z2 und hat deshalb kaum einen Einfluss auf
das Ausgangssignal UOUTSDM(z). In den folgenden Abschnitten werden nun die einzelnen
Rauschanteile berechnet und in die Systemsimulation eingebaut.
5.7.6.1 Widerstandsrauschen
Die spektrale Rauschleistungsdichte SR(f) am Widerstand la¨sst sich folgendermaßen be-
schreiben:
SR(f) = 4kTRREF (5.7.51)
Die Bandbreite des Rauschens wird zuerst vom Sensor begrenzt, was dafu¨r sorgt, dass
bei der anschließenden Spitzenwertabtastung kein hochfrequentes Rauschen herunterge-
mischt wird. Am Ende wird die Bandbreite noch einmal durch den Digitalfilter begrenzt.
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Um die durch den Widerstand hervorgerufene Rauschleistung PR abscha¨tzen zu ko¨nnen,
wird SR(f) mit dem durch die U¨bertragungsfunktion hervorgerufenen Skalierungsfaktor
multipliziert und bis zur Nyquistfrequenz fN = 2kHz integriert:
PR = 2 · 4kTRREFfN (5.7.52)
Aus der Quantisierungsrauschleistung PQS, der Rauschleistung PR und der Signalleistung
PS la¨sst sich nun der SNR berechnen:
SNR =
PS
PQS + PR
(5.7.53)
SNR = 23, 7527dB (5.7.54)
Das Ergebnis zeigt, dass das Widerstandsrauschen kaum einen Einfluss auf den SNR hat,
da es wesentlich kleiner als das Quantisierungsrauschen ist. Der Grund dafu¨r liegt vor
allem in der niedrigen Bandbreite.
Um den Einfluss des Widerstandsrauschens in der Systemsimulation beru¨cksichtigen zu
ko¨nnen, wird eine normalverteilte Rauschquelle mit der Varianz 1 verwendet, deren Aus-
gangswert mit einem Faktor FR skaliert wird [32]. Das Ziel ist, dass die spektrale Leis-
tungsdichte am Ausgang dieses Modells der theoretischen Rauschleistungsdichte SR(f) am
Widerstand entspricht. Das Problem besteht darin, dass unter SIMULINK nur abgetastete
Rauschquellen zur Verfu¨gung stehen. Das bedeutet, dass die Rauschleistung auf die durch
die Abtastrate vorgegebene Bandbreite verteilt werden muss, um daraus den Faktor FR
berechnen zu ko¨nnen.
var · F 2R = σ2F 2R = PR = SRBWSIM (5.7.55)
var = 1 (5.7.56)
⇒ FR =
√
SRBWSIM (5.7.57)
Fu¨r die Simulation wurde eine Bandbreite von BWSIM = 10MHz gewa¨hlt. Sie liegt damit
signifikant oberhalb der Systembandbreite, aber nicht so hoch, um die Simulation zu stark
zu verzo¨gern. Das Ergebnis der Simulation besta¨tigt das Ergebnis der theoretischen Be-
rechnung. Das Widerstandsrauschen hat kaum einen Einfluss auf den SNR des Systems.
SNDR = 14, 7343dB (5.7.58)
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5.7.6.2 Rauschen des ersten Integrators
An einem SC-Integrator gibt es drei wichtige Rauschquellen. Das Abtastrauschen beim
Abtasten der Eingangsspannung, das Abtastrauschen in der Ladungstransferphase und
das Versta¨rkerrauschen.
Das Abtastrauschen am Eingang la¨sst sich durch die in Abbildung 5.54 dargestellte Er-
satzschaltung modellieren. Der Schalttransistor wird darin durch eine Rauschquelle UN
und einen Widerstand RS nachgebildet [17].
OUT
U S
C
RS
U
N
Abbildung 5.54: Ersatzschaltung fu¨r das Abtastrauschen am Eingang
Das Rauschen des Widerstandes wird durch den Tiefpassfilter aus RS und CS bandbe-
grenzt. Beim Abschalten des Transistors wird dann die gesamte Rauschleistung PNSE ins
Basisband gemischt. Zur Berechnung dieser Leistung wird zuerst die a¨quivalente Rausch-
bandbreite fEQ fu¨r Systeme mit einer Polstelle und weißem Rauschen hergeleitet [35]. Dazu
wird das Integral u¨ber dem Produkt aus der Rauschleistungsdichte SN und der U¨bertra-
gungsfunktion H eines Systems mit einer Polstelle gleich dem Produkt von SN und der
142
5.7 Nichtideale Schaltungseigenschaften
a¨quivalenten Bandbreite fEQ gesetzt und nach fEQ aufgelo¨st:
SNfEQ =
∫
∞
0
|H(f)|2SNdf (5.7.59)
SNfEQ =
∫
∞
0
1
1 + ( f
fG
)2
SNdf (5.7.60)
fEQ =
∫
∞
0
1
1 + ( f
fG
)2
df (5.7.61)
fEQ = fG[arctan(
f
fG
)]∞0 [20] (5.7.62)
fEQ = fG
pi
2
(5.7.63)
Mit Hilfe von fEQ la¨sst sich nun PNSE berechnen:
PNSE = 4kTRS
pi
2
1
2piRSCS
(5.7.64)
PNSE =
kT
CS
(5.7.65)
Da der erste Integrator zwei Einga¨nge besitzt und es sich um eine differenzielle SC-
Schaltung handelt, vervierfacht sich dieser Wert. Die Kapazita¨t hat eine Gro¨ße von CS =
0, 5pF . Daraus la¨sst sich nun die gesamte durch das Sampling der Eingangsspannung her-
vorgerufene Rauschleistung PNSEG am ersten Integrator ermitteln:
PNSEG =
4kT
CS
(5.7.66)
Im na¨chsten Schritt wird das Abtastrauschen in der Ladungstransferphase berechnet. Dazu
wird das in Abbildung 5.55 dargestellte Ersatzschaltbild verwendet [17]. Da der verwendete
OTA eine relativ hohe Versta¨rkung besitzt, wird angenommen, dass der Ausgangswider-
stand ROUT unendlich groß ist. Fu¨r die Berechnung der U¨bertragungsfunktion kann er
deshalb vernachla¨ssigt werden. RS ist hingegen relativ klein und wird deshalb fu¨r die
Berechnung 0 gesetzt:
0 = (UN + UD)CSs+ (UOUT + UD)CIs (5.7.67)
gmUD = (UOUT + UD)CIs+ UOUTCLs (5.7.68)
⇒ UOUT
UN
= −CS
CI
1− sCI
gm
1 + s
CS+CL+CL
CS
CI
gm
(5.7.69)
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Abbildung 5.55: Ersatzschaltung fu¨r das Abtastrauschen in der Ladungstransferphase
Das Ergebnis zeigt, dass die U¨bertragungsfunktion sowohl eine Pol- als auch eine Nullstel-
le besitzt. Dabei ist zu beachten, dass die Abtastkapazita¨ten in der Ladungstransferphase
parallel geschaltet sind und sich der Wert fu¨r CS deshalb verdoppelt. Die Gesamtkapazita¨-
ten sind aber in etwa gleich groß, so dass sich Pol- und Nullstelle gegenseitig aufheben:
CI = 5pF (5.7.70)
CS + CL + CL
CS
CI
= 2 · 0, 5pF + 3pF + 0, 1 · 3pF = 4, 3pF (5.7.71)
Die Bandbegrenzung erfolgt also auch in der Ladungstransferphase durch den aus RS und
CS gebildeten Tiefpass am Eingang. Damit la¨sst sich nun die gesamte durch das Abtasten
in der Ladungstransferphase hervorgerufene Rauschleistung PNSLG am ersten Integrator
ermitteln. Das Ergebnis zeigt, dass dieser Rauschanteil wesentlich kleiner ist, als das durch
das Abtasten am Eingang hervorgerufene Rauschen:
PNSLG =
2kT
2CS
(5.7.72)
Die letzte Rauschquelle am ersten Integrator, deren Einfluss berechnet werden muss, ist der
Versta¨rker. Dabei lassen sich zwei Mechanismen unterscheiden, das 1/f-Rauschen und das
thermische Rauschen. Zur Unterdru¨ckung des Offsets und des 1/f-Rauschens wurde die
SC-Schaltung mit einer Offsetkompensation durch Spannungsaddition ausgestattet [36].
Mit Hilfe dieser Kompensation wird das 1/f-Rauschen praktisch vollsta¨ndig unterdru¨ckt
und kann bei dieser Berechnung deshalb vernachla¨ssigt werden. Abbildung 5.56 zeigt die
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Ersatzschaltung zur Berechnung der U¨bertragungsfunktion des Versta¨rkerrauschens zum
Ausgang. Der Ausgangswiderstand ROUT wird fu¨r die Berechnung wieder vernachla¨ssigt:
0 = (UD − UN)CSs+ (UOUT − UN + UD)CIs (5.7.73)
gmUD = (UOUT − UN + UD)CIs+ UOUTCLs (5.7.74)
⇒ UOUT
UN
= (1 +
CS
CI
)
1
1 + s
CS+CL+CL
CS
CI
gm
(5.7.75)
Das thermische Rauschen eines OTA wird hauptsa¨chlich von seinen beiden Eingangstran-
CS CI
LCout
Rg
mU
U
D
N
DU UOUT
Abbildung 5.56: Ersatzschaltung fu¨r das Versta¨rkerrauschen
sistoren bestimmt. Der Einfluss der restlichen Transistoren wird durch einen Komplexita¨ts-
faktor CKOMPL = 2 einbezogen. Der excess noise factor wurde fu¨r die verwendete 0, 8µm-
Technologie mit 1,5 abgescha¨tzt, da es sich nicht um Kurzkanaltransistoren handelt. Unter
diesen Randbedingungen ergibt sich der folgende Zusammenhang fu¨r die eingangsbezogene
Rauschleistungsdichte SNAE eines OTA, bei dem sich die Eingangstransitoren in strong
inversion befinden [36]:
SNAE = 2 · 2 · 1, 58kT
3gm
(5.7.76)
Mit Hilfe der a¨quivalenten Bandbreite kann daraus die eingangsbezogene Rauschleistung
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PNAE berechnet werden:
ωG =
gm
CS + CL + CL
CS
CI
(5.7.77)
⇒ fEQ = ωG
2pi
· pi
2
=
1
4
· gm
CS + CL + CL
CS
CI
(5.7.78)
PNAE = SNAfEQ (5.7.79)
PNAE =
1, 5 · 8kT
3(CS + CL + CL
CS
CI
)
(5.7.80)
PNAE = 3, 85 · 10−9V 2 (5.7.81)
Unter Beru¨cksichtigung des Versta¨rkungsfaktors aus der U¨bertragungsfunktion la¨sst sich
nun die durch den Versta¨rker hervorgerufene Rauschleistung PNAINT am Ausgang des
ersten Integrators berechnen:
PNAINT = (1 +
CS
CI
)2PNAE (5.7.82)
PNAINT = (1 +
CS
CI
)2
1, 5 · 8kT
3(CS + CL + CL
CS
CI
)
(5.7.83)
Um die Rauschleistung auf den Eingang des Integrators zu beziehen, wird sie durch das
Quadrat der Signalversta¨rkung geteilt:
PNAINTE =
(1 + CS
CI
)2
(CS
CI
)2
1, 5 · 8kT
3(CS + CL + CL
CS
CI
)
(5.7.84)
Nun kann die durch den ersten Integrator am Ausgang des SDM erzeugte Rauschleistung
PNINT1 berechnet werden. Dazu werden die verschiedenen Rauschanteile addiert und mit
dem Quadrat des Skalierungsfaktors aus der U¨bertragungsfunktion vom Eingang des Inte-
grators zum Ausgang des SDM multipliziert. Um die Unterdru¨ckung der hochfrequenten
Rauschanteile durch den Digitalfilter in die Berechnung einzubeziehen, wird die Leistung
mit einem zusa¨tzlichen Faktor fN
fA
multipliziert:
PNINT1 = (2
piRCRREF
4L
)2 · fN
fA
· (PNSEG + PNSLG + PNAINTE) (5.7.85)
Damit la¨sst sich nun der neue SNR des Systems berechnen:
SNR =
PS
PQS + PR + PINT1
(5.7.86)
SNR = 22, 3059dB (5.7.87)
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Das Ergebnis zeigt, dass das Rauschen des ersten Integrators einen nicht zu vernach-
la¨ssigenden Einfluss auf den SNR hat. Der SNR ist jedoch immer noch weit von dem
Mindestwert von 6dB entfernt, so dass die Spezifikation sicher erfu¨llt wird. Den gro¨ßten
Anteil an der Rauschleistung des ersten Integrators hat dabei der Versta¨rker.
Um den Einfluss des Rauschens des ersten Integrators in der Systemsimulation zu model-
lieren, wird am Eingang des Integrators eine normalverteilte Zufallszahl mit einer Varianz
von 1 addiert, welche mit einem Faktor FINT1 multipliziert wird [32]:
var · F 2INT1 = σ2F 2INT1 = PNSEG + PNSLG + PNAINTE (5.7.88)
var = 1 (5.7.89)
⇒ FINT1 =
√
PNSEG + PNSLG + PNAINTE (5.7.90)
Die Simulation hat folgenden SNDR geliefert:
SNDR = 14, 3760dB (5.7.91)
Das Simulationsergebnis zeigt genau wie die theoretische Berechnung, dass das Rauschen
des ersten Integrators einen kleinen Einfluss auf den SNDR hat. Die Spezifikation wird
aber weiterhin erfu¨llt.
5.7.6.3 Rauschen des zweiten Integrators
An Hand der U¨bertragungsfunktion kann man erkennen, dass das Rauschen des zweiten
Integrators mit einem Filter erster Ordnung geformt wird. Das bedeutet, dass sein Ein-
fluss wesentlich geringer ist als der des ersten Integrators. In der theoretischen Berechnung
wird das Rauschen des zweiten Integrators deshalb vernachla¨ssigt. Um diesen Effekt nach-
zuweisen, wird in der Systemsimulation auch am zweiten Integrator eine Rauschquelle
eingebaut.
SNDR = 14, 8727dB (5.7.92)
Das Simulationsergebnis besta¨tigt die theoretische Vorhersage, dass das Rauschen des
zweiten Integrators kaum Einfluss auf den SNDR hat.
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5.7.7 Rauschen in der PLL
Da die SC-Schaltung eine Spitzenwertabtastung durchfu¨hrt und das Signal in diesem
Punkt den Anstieg 0 hat, ist der Jittereinfluss der PLL in erster Na¨herung vernachla¨s-
sigbar. Ausserdem ist er auch theoretisch sehr schwer herzuleiten. Aus diesem Grund
wird der Einfluss nur in der Systemsimulation u¨berpru¨ft. Dazu wird das Rauschen des
Stromquellenwiderstandes und das Rauschen des großen Widerstandes im Loopfilter in
die Simulation einbezogen. Das Rauschen des Stromquellenwiderstandes la¨sst sich einfach
als additive Spannung am Eingang des VCO modellieren. Beim Loopfilterwiderstand ist
es etwas komplizierter, da das Rauschen gefiltert wird. Die entsprechende Ersatzschaltung
ist in Abbildung 5.57 dargestellt.
CR1 2
C1
UOUT
NU
Abbildung 5.57: Ersatzschaltung fu¨r das Rauschen des Loopfilterwiderstandes
UOUT
UN
=
1
R1C2s+
C2
C1+C2
(5.7.93)
Inklusive dieser Rauschquellen ergibt sich im Ergebnis der Simulation fu¨r das Gesamtsys-
tem der folgende SNDR:
SNDR = 12, 9651dB (5.7.94)
Das Ergebnis zeigt, dass das Rauschen der PLL durchaus Einfluss auf das Systemverhalten
hat. Es fu¨hrt jedoch nicht dazu, dass die Spezifikation nicht eingehalten wird.
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Am Ende des Systementwurfs wird die Genauigkeit des Systems noch einmal u¨berpru¨ft,
indem die gefilterten Ausgangswerte des Systems UOUTIIR fu¨r 6mm und 6, 06mm vergli-
chen werden. Das Ergebnis, welches in Abbildung 5.58 dargestellt ist, zeigt, dass es keine
durch Rauschen verursachte U¨berlappung gibt. Das heißt, dass diese Targetabsta¨nde klar
voneinander unterschieden werden ko¨nnen.
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Abbildung 5.58: Vergleich der gefilterten Ausgangspannungen des Systems UOUTIIR bei
verschiedenen Targetabsta¨nden unter Einbeziehung aller Rauschquellen
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Die Schaltungen wurden in der L08-Technologie des IMS gebaut. Dabei handelt es sich
um eine 0, 8µm-CMOS-Technologie mit 3 Metallebenen und einer Polysiliziumebene. In
der Technologie sind sowohl lineare Kondensatoren als auch Hochvolttransistoren und
EEPROMs realisierbar. Aus diesem Grund ist die Technologie sehr gut fu¨r die Entwicklung
von Produkten im Bereich der Automatisierungstechnik geeignet.
6.1 Schaltungsentwurf des Oszillators
In Abbildung 6.1 ist die Schaltung des Oszillators abgebildet. Um eine mo¨glichst hohe
Sto¨runterdru¨ckung zu erhalten, wurde eine voll differenzielle Konfiguration ausgewa¨hlt.
Den Kern der Schaltung bildet die Bru¨ckenschaltung aus den Transistoren T1 bis T4. Sie
haben die Aufgabe, den Tailstrom IIN phasenrichtig in den Schwingkreis einzuspeisen.
Der Tailstrom muss sehr genau und mo¨glichst unabha¨ngig von der Schwingungsamplitude
sein. Aus diesem Grund wurde ein Kaskodenstromspiegel (T5-T8) mit einem zusa¨tzlichen
”
gain-boosting“-Versta¨rker GB1 verwendet [43]. Dieser Stromspiegel sorgt dafu¨r, dass der
eingespeiste Referenzstrom um den Faktor 10 erho¨ht und mit einem sehr hohen Ausgangs-
widerstand in den Schwingkreis eingespeist wird. Auf der Versorgungsspannungsseite gibt
es eine entsprechende Stromquelle aus den PMOS-Transistoren T9 und T10 sowie dem
”
gain-boosting“-Versta¨rker GB2. Die Gatespannung des Stromquellentransistors T9 wird
dabei durch die Common-Mode-Feedback-Schaltung CMFB so geregelt, dass die Gleich-
taktspannung an den Punkten SENSP und SENSN gleich der Spannung UCM ist. Zusa¨tz-
lich zur normalen Bru¨ckenschaltung gibt es noch einen Dummy-Pfad aus den Transistoren
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T11 und T12. Der SDM sorgt dafu¨r, dass die Einspeisung des Tailstromes in den Schwing-
kreis in Abha¨ngigkeit des Komparatorausgangs an- und abgeschaltet wird. Um dafu¨r zu
sorgen, dass der Regelkreis fu¨r die PMOS-Stromquelle wa¨hrend des Abschaltens weiter
la¨uft und um zu verhindern, dass es beim Einschalten Verzo¨gerungen gibt, wird der Strom
wa¨hrend der Abschaltphase durch den Dummy-Pfad geleitet. Der Versta¨rker A1 arbeitet
als Komparator und stellt die zweite Stufe des Oszillators dar. In der digitalen Steuerein-
heit wird der Ausgang des Komparators mit dem Ausgang des SDM verknu¨pft und die
Steuersignale fu¨r die Transistoren T1-T4, T11 und T12 werden erzeugt.
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Abbildung 6.1: Schaltung des Oszillators
In Abbildung 6.2 ist die CMFB-Schaltung des Oszillators dargestellt [36]. U¨ber die Sour-
cefolger T1-R1 und T2-R2 werden die Spannungen an den Anschlu¨ssen des Schwingkreises
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SENSP und SENSN in einen proportionalen Strom umgewandelt. Diese Stro¨me werden am
Knoten K addiert, um das Common-Mode-Signal zu erhalten. Dieser Strom wird anschlie-
ßend mit Hilfe des Stromspiegels T4-T5 in den Ausgangszweig gespiegelt und gleichzeitig
halbiert. Dort wird er mit einem Referenzstrom verglichen, der mit Hilfe der Sollspan-
nung UCM und dem Sourcefolger T3-R3 gebildet wurde, so dass eine Ausgangsspannung
zur Ansteuerung der PMOS-Stromquelle im Oszillator entsteht. Bei den Transistoren T1-
T3 handelt es sich um
”
depletion“-NMOS-Transistoren. Dadurch erreicht man einen sehr
großen Aussteuerbereich am Oszillator, ohne dass die CMFB-Schaltung in die Begrenzung
gera¨t. Das Konzept bietet einige Vorteile im Vergleich zu anderen Schaltungen. Im Ver-
gleich zu einem CMFB mit Widerstandsteiler am Eingang wird der Schwingkreis bei dieser
Schaltung nicht resistiv belastet. Das ist bei dieser Applikation besonders wichtig, da die
Information u¨ber den Targetabstand im Da¨mpfungswiderstand steckt. Die Sourcefolger
aus
”
depletion“-Transistoren und Widersta¨nden sorgen wiederum dafu¨r, dass die Schal-
tung auch mit sehr niedrigen Eingangsspannungen noch linear arbeiten kann. Mit Hilfe
der Widersta¨nde kann außerdem die Versta¨rkung des CMFB-Regelkreises so beeinflusst
werden, dass das System stabil ist.
CM
K
R3R2R1
OUT
T5T4
UT3SENSNSENSP T1 T2
Abbildung 6.2: CMFB-Schaltung des Oszillators
In Abbildung 6.3 ist die Schaltung des Versta¨rkers A1 dargestellt, der als zweite Stufe des
Oszillators verwendet wird. Es handelt sich dabei um einen
”
single-ended-folded-cascode“-
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Versta¨rker [36]. Diese Struktur wurde ausgewa¨hlt, da sie eine relativ hohe Versta¨rkung
bietet und sehr einfach durch eine externe Lastkapazita¨t kompensiert werden kann. Das
ist wichtig, da der Versta¨rker in anderen Schaltungsteilen auch ru¨ckgekoppelt verwendet
wird und nicht wie hier als Komparator.
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Abbildung 6.3:
”
single-ended-folded-cascode“-Versta¨rker
In den Abbildungen 6.4 und 6.5 sind die
”
gain-boosting“-Versta¨rker GB1 und GB2 dar-
gestellt. Es handelt sich um einfache OTA-Strukturen. Ihr Vorteil besteht darin, dass sie
sehr einfach zu bauen sind und bis auf den Biasstrom keine zusa¨tzlichen Stro¨me oder
Spannungen beno¨tigen. Außerdem verhalten sie sich in erster Na¨herung wie ein einpoliges
System und lassen sich somit einfach durch eine Lastkapazita¨t kompensieren. Da die Ein-
gangsspannungen der Versta¨rker jeweils sehr nahe an den Versorgungsspannungen liegen,
wurde GB1 mit einer PMOS- und GB2 mit einer NMOS-Eingangsstufe ausgefu¨hrt. Au-
ßerdem la¨sst sich mit dieser Struktur der beno¨tigte Arbeitspunkt realisieren, was mit einer
einfachen Differenzstufe nicht mo¨glich ist, da die Ausgangsspannung bei GB1 wesentlich
gro¨ßer und bei GB2 wesentlich kleiner als die Eingangsspannung ist.
In Abbildung 6.6 sind die Ergebnisse einer Simulation der Oszillatorschaltung im Ge-
samtsystem dargestellt. Die Spannung an den Punkten SENSP und SENSN zeigt die
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Abbildung 6.4:
”
Gain-Boosting“-Versta¨rker GB1
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Abbildung 6.5:
”
Gain-Boosting“-Versta¨rker GB2
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differenzielle sinusfo¨rmige Aussteuerung am Schwingkreis. Wenn der SDM eine 1 liefert
(UOUTSDM = 5V ), wird der Tailstrom phasenrichtig in den Schwingkreis eingespeist (INP1
und INP2). Fu¨r den Fall, dass der Ausgang des SDM 0 ist (UOUTSDM = 0V ), fließt der
Strom durch den Dummy-Pfad (DP = 5V ).
Abbildung 6.6: Simulationsergebnisse am Oszillator
6.2 Schaltungsentwurf SDM
Der SDM wurde als voll differentielle SC-Schaltung ausgefu¨hrt. Die SC-Schaltung hat
den Vorteil, dass sich Spitzenwertabtastung, Sollwertsubtraktion und Integration in einem
Block durchfu¨hren lassen. Die voll differenzielle Anordnung erho¨ht die Unempfindlichkeit
gegenu¨ber Sto¨rungen. In Abbildung 6.7 ist die Schaltung des SDM dargestellt.
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Abbildung 6.7: Gesamtschaltung des SDM
Die SC-Schaltung wird mit den beiden nicht u¨berlappenden Takten 1 und 2 angesteuert.
An den Punkten SENSP und SENSN wird der Oszillator angeschlossen. Mit Hilfe der
Kapazita¨t C1 wird die Spitzenwertabtastung durchgefu¨hrt. Da die SC-Schaltung mit der
doppelten Frequenz des Oszillators betrieben wird, treten zwischen den Punkten SENSP
und SENSN sowohl positive als auch negative Spannungen auf. Die Takte 1P und 1N sor-
gen dafu¨r, dass die Eingangsspannung immer mit dem richtigen Vorzeichen aufintegriert
wird. Der Sollwert wird mit Hilfe der Referenzspannungen VREFP und VREFN sowie des
Verha¨ltnisses C2/C3 eingestellt. Wa¨hrend der Samplingphase 1 wird am ersten Versta¨rker
ein
”
autozeroing“ durchgefu¨hrt [36]. Dabei wird der Versta¨rker voll gegengekoppelt und
das Offset und niederfrequentes Rauschen werden auf den Kapazita¨ten COFF gespeichert.
Wa¨hrend der Ladungstransferphase 2 werden die Kapazita¨ten COFF mit umgekehrter Po-
lung in den Versta¨rkereingang geschaltet, so dass die Offsetspannung abgezogen wird. Der
zweite Integrator wird invertiert angesteuert. Das bedeutet, wa¨hrend der Ladungstransfer-
phase 2 des ersten Integrators werden am zweiten Integrator
”
autozeroing“ und Sampling
durchgefu¨hrt. In Phase 1 erfolgt dann der Ladungstransfer am 2. Integrator sowie der
Vergleich am getakteten Komparator.
In Abbildung 6.8 ist die Schaltung der Versta¨rker dargestellt. Es handelt sich um einen
”
Fully-Differential-Folded-Cascode“-Versta¨rker. Die Biasspannungen fu¨r die Kaskodetran-
sistoren T5-T8 werden von außen zugefu¨hrt. Außerdem besitzt der Versta¨rker eine externe
SC-CMFB-Schaltung, die die Transistoren T3 und T4 ansteuert, um die Ausgangsgleich-
taktspannung einzustellen.
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Abbildung 6.8: Fully-Differential-Folded-Cascode-Versta¨rker
Die Versta¨rker mu¨ssen die in Abschnitt 5.7 erarbeiteten Spezifikationswerte bezu¨glich Ver-
sta¨rkung, Slew-Rate, Bandbreite und Rauschen erfu¨llen.
Zuerst wird der Tailstrom IT bestimmt, der no¨tig ist, um die Anforderungen an Slew-
Rate SR und Bandbreite GBW zu erfu¨llen. Um den minimalen Strom abzuscha¨tzen, der
no¨tig ist, um die Anforderungen an die Bandbreite zu erfu¨llen, wird eine
”
worst-case“-
Abscha¨tzung durchgefu¨hrt. Die maximale Steilheit gm bei einem bestimmten Strom er-
reicht ein MOS-Transistor im
”
weak-inversion“-Bereich. Die Bandbreite eines OTA ha¨ngt
wiederum von der Steilheit und der a¨quivalenten Kapazita¨t CEQ ab. Aus diesen Zusam-
menha¨ngen la¨sst sich der Mindeststrom fu¨r eine bestimmte Bandbreite bestimmen. Fu¨r
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den
”
weak-inversion-slope-factor“ wurde der
”
worst-case“-Wert n = 3 gewa¨hlt [36]:
GBW =
gm
CEQ
[36] (6.2.1)
CEQ = CS + CL + CL
CS
CI
(6.2.2)
gm =
IT
2 · n · VTH [44] (6.2.3)
IT = GBW · CEQ · 2 · n · VTH (6.2.4)
IT = 20MHz · 5, 6pF · 2 · 3 · 25mV (6.2.5)
IT = 16, 8µA (6.2.6)
Aus der Spezifikation fu¨r die Slew-Rate la¨sst sich ebenfalls ein minimaler Wert fu¨r den
Tailstrom ableiten:
SR =
IT
CL + CI
(6.2.7)
IT = 10
V
µs
· 8pF (6.2.8)
IT = 80µA (6.2.9)
Der Vergleich der Werte zeigt, dass der Tailstrom mindestens 80µA groß sein muss, um
die Spezifikation zu erfu¨llen. Um einen sicheren Entwurf zu erhalten, wurde ein Wert von
IT = 200µA ausgewa¨hlt. U¨ber die Transistoren T9 und T10 wird außerdem ein Strom von
120µA in die Ausgangszweige eingespeist.
Im na¨chsten Schritt wird das W/L-Verha¨ltnis der Eingangstransistoren bestimmt. Bei
einem Strom von 100µA, der in jedem Eingangstransistor fließt, befindet sich der Transistor
mit hoher Wahrscheinlichkeit in
”
strong-inversion“. Aus diesem Grund wird die Gleichung
fu¨r Transistoren in
”
strong-inversion“ und
”
saturation“ fu¨r die Berechnung ausgewa¨hlt:
ID =
1
2
µpCOX
W
L
(VGS − Vth)2[35] (6.2.10)
W
L
=
g2m
2IDµpCOX
(6.2.11)
gm = GBW · CEQ (6.2.12)
W
L
=
(20MHz · 5, 6pF )2
2 · 100µA · 34µA/V 2 (6.2.13)
W
L
= 1, 84 (6.2.14)
(6.2.15)
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Nach der Berechnung wu¨rde ein minimales W/L-Verha¨ltnis von 2 ausreichen, um die Spe-
zifikation fu¨r die Bandbreite zu erfu¨llen. Um jedoch ausreichend Reserve bei Bandbreite
und Versta¨rkung zu erhalten, wurde ein Verha¨ltnis von 267 gewa¨hlt. Dadurch bietet sich
die Mo¨glichkeit, durch eine einfache Erho¨hung der Lastkapazita¨t das Versta¨rkerrauschen
zu verringern, ohne die Spezifikation fu¨r die Bandbreite zu verletzen. Gro¨ßere Transistoren
haben außerdem den Vorteil, dass sie eher im Bereich der
”
moderate“- oder sogar
”
weak-
inversion“ arbeiten, was die Rauscheigenschaften verbessert.
In Abbildung 6.9 sind der Amplituden- und Phasenfrequenzgang des Versta¨rkers darge-
stellt. Die Ergebnisse dieser Simulation wurden in Tabelle 6.1 zusammengefasst. Sie zeigen,
dass der Versta¨rker die in Abschnitt 5.7 erarbeitete Spezifikation erfu¨llt. Nur das Rauschen
ist etwas gro¨ßer als der Wert, der in den Systemsimulationen verwendet wurde. Das liegt
daran, dass in der AC-Simulation, mit der diese Ergebnisse ermittelt wurden, das 1/f-
Rauschen nicht eliminiert werden konnte.
GBW 37,1MHz
PM 69,76◦
GM 17,28dB
A0 84,58dB
GBW 37,3MHz
PNAE 6,701e-9 V
2
SR 32V/µs
Tabelle 6.1: Simulationsergebnisse fu¨r den Versta¨rker
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Abbildung 6.9: Amplituden- und Phasenfrequenzgang des Versta¨rkers
In Abbildung 6.10 ist die CMFB-Schaltung dargestellt, die ebenfalls in SC-Technik ausge-
fu¨hrt wurde. Die Schaltung regelt die Mittenspannung des Versta¨rkers auf die Spannung
UCM , welche bei 2, 5V liegt. Die Spannung UBIAS liegt etwa im Bereich der ”
threshold“-
Spannung eines Transistors und beschleunigt das Einschwingen.
Abbildung 6.11 zeigt den Komparator des SDM. Es handelt sich dabei um einen soge-
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Abbildung 6.10: CMFB-Schaltung des Versta¨rkers
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nannten
”
regenerative-comparator“ [17] mit einer zusa¨tzlichen Strombegrenzung durch die
Tailstromquelle T12. Wenn das Taktsignal CLK 1 ist, wird der Komparator
”
ausgelo¨st“
und entscheidet sich. Dabei sorgt die Mitkopplung durch die Inverter T3-T7 und T4-T8
dafu¨r, dass auch bei sehr niedrigen Eingangsdifferenzspannungen ein großer Ausgangspe-
gel entsteht. Wenn CLK 0 ist, wird der Komparator zuru¨ckgesetzt und beide Ausga¨nge
gehen auf 1. Wa¨hrend dieser Phase wird das Ergebnis der vorherigen Entscheidung durch
ein nachgeschaltetes RS-Flipflop aus zwei NAND-Gattern gespeichert [45].
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Abbildung 6.11: Schaltung des getakteten Komparators
In Abbildung 6.12 ist das Simulationsergebnis nach dem Einschalten des Systems darge-
stellt. Die Abbildung zeigt die differenzielle Schwingung am Oszillator sowie die differen-
ziellen Ausgangsspannungen am ersten und zweiten Integrator des SDM.
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Abbildung 6.12: Simulationsergebnis des Gesamtsystems mit SDM
6.3 Schaltungsentwurf PLL
Der Phasen-Frequenz-Detektor PFD besteht aus zwei D-Flipflops DFF, einem NAND-
Gatter, einem Schmitt-Trigger ST und einem Inverter [35]. Die Schaltung des PFD ist in
Abbildung 6.13 dargestellt. Die Dateneinga¨nge der DFF sind an die Versorgungsspannung
angeschlossen, so dass immer eine 1 anliegt. An einer Flanke der Eingangssignale IN1
und IN2 entsteht ein Puls am Ausgang des jeweiligen DFF, der die CP ansteuert. Wenn
beide DFF-Ausga¨nge eine 1 liefern, schaltet das NAND-Gatter um und die DFF werden
zuru¨ckgesetzt. Je nachdem, ob die Flanke von IN1 oder IN2 zuerst kommt, entsteht somit
ein positiver oder negativer Steuerpuls fu¨r die CP. Der Schmitt-Trigger und der Inverter
haben die Aufgabe, einen sauberen Ru¨cksetzimpuls in der richtigen Polarita¨t zu erzeu-
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gen. Die Verzo¨gerung durch die beiden Gatter sorgt außerdem dafu¨r, dass das sogenannte
”
dead-zone“ Problem gelo¨st wird [35].
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Abbildung 6.13: Schaltung des PFD
Abbildung 6.14 zeigt die CP. Sie besteht im Wesentlichen aus den zwei Cascode-Strom-
quellen, deren Ausgangsstrom von einem Eingangsstrom IBIAS abgeleitet wird. In Ab-
ha¨ngigkeit von den Steuerpulsen 1 und 2, die vom PFD geliefert werden, wird ein Strom
durch den Ausgang OUT in den Loopfilter LPF eingespeist oder aus ihm herausgezogen.
Um zu verhindern, dass es beim Einschalten der Stromquellen Verzo¨gerungen gibt und
dass große kapazitive Stro¨me fließen, werden die Stromquellen nicht abgeschaltet, sondern
ihr Ausgangsstrom in den Ausgang eines Versta¨rkers A umgeleitet, welcher der Spannung
am LPF folgt. Der verwendete Versta¨rker A entspricht dem in Abbildung 6.3 vorgestellten
”
Single-Ended-Folded-Cascode“-OTA.
In Abbildung 6.15 ist die VCO-Schaltung dargestellt. Am Eingang des VCO befindet sich
eine Stromquelle aus dem Versta¨rker A1, dem Transistor T11 und dem Widerstand R,
welche die Spannung am LPF in einen a¨quivalenten Strom umwandelt. A¨hnlich wie in der
CP wird dieser Strom dann u¨ber zwei Cascode-Stromquellen (T10, T14 und T2, T4) in die
Integrationskapazita¨ten C3-C6 eingespeist. Die Spannung an den Integrationskapazita¨ten
wird dann an einem Pra¨zisions-Schmitt-Trigger mit einer oberen und unteren Schwelle
(UBIAS2 und UBIAS1) verglichen. Der Pra¨zisions-Schmitt-Trigger besteht aus den beiden
Versta¨rkern A3 und A4, die als Komparatoren verwendet werden, sowie aus zwei normalen
Schmitt-Triggern und NAND-Gattern [46]. In Abha¨ngigkeit des Schmitt-Trigger-Ausgangs
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Abbildung 6.14: Schaltung der Charge-Pump
werden die Stromquellen umgeschaltet, so dass an den Integrationskapazita¨ten ein sa¨ge-
zahnfo¨rmiges Signal entsteht, dessen Frequenz abha¨ngig von der Eingangsspannung ist.
A¨hnlich wie bei der CP werden die Stromquellen hier auch nicht abgeschaltet, sondern ih-
re Ausga¨nge umgeleitet, so dass beim Einschalten keine zusa¨tzliche Verzo¨gerung entsteht.
Dazu wird der Versta¨rker A2 verwendet. Mit Hilfe der Schalter T5-T7 kann die Gro¨ße der
Integrationskapazita¨t programmiert werden. Damit wird die VCO-Versta¨rkung so vera¨n-
dert, dass die PLL bei der gewu¨nschten Arbeitsfrequenz stabil arbeitet. Die verwendeten
Versta¨rker A1-A4 entsprechen alle dem in Abbildung 6.3 gezeigten
”
Single-Ended-Folded-
Cascode“-OTA.
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Abbildung 6.15: VCO-Schaltung
Abbildung 6.16 zeigt den Taktteiler der PLL. Er besteht aus zwei flankengetriggerten T-
Flipflops mit einem Reseteingang.
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Abbildung 6.16: Taktteiler
In Abbildung 6.17 ist das Simulationsergebnis fu¨r die Spannung am LPF nach dem Ein-
schalten des Systems dargestellt. Abbildung 6.18 zeigt das Eingangssignal sowie das Aus-
gangssignal der PLL, welches die doppelte Frequenz des Eingangsignals besitzt, und die
sa¨gezahnfo¨rmige Schwingung im VCO.
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Abbildung 6.17: Spannung am LPF
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Abbildung 6.18: Simulationsergebnisse der PLL
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6.4 Layout
In Abbildung 6.19 ist ein Chipfoto der Schaltung dargestellt und Abbildung 6.20 zeigt den
zugeho¨rigen Floorplan. Bei dem Layout wurde besonders darauf geachtet, dass Analog-
und Digitalteil sauber voneinander getrennt sind, um Verkopplungen zu vermeiden. In der
SC-Schaltung des SDM wurde das Augenmerk auf eine sehr symmetrische Anordnung der
differentiellen Schaltung gelegt. Des Weiteren wurden Schalter, Kondensatoren und digitale
Ansteuerung so angeordnet, dass sich digitale Steuerleitungen und analoge Signalleitun-
gen niemals kreuzen. Die Kondensatoren wurden in Arrays mit Dummy-Kondensatoren
angeordnet. Um ein optimales Maching zu erzielen, wurden die Kondensatoren fu¨r die
verschiedenen Versta¨rkungsfaktoren miteinander vermischt (centroide Anordnung). In Ta-
belle 6.2 sind die Abmessungen des gesamten IC inklusive Pads sowie die Abmessungen
des Cores angegeben.
Core 1970µm·1850µm
Gesamtchip 3020µm·2920µm
Tabelle 6.2: Abmessungen des IC
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Abbildung 6.19: Chipfoto des IC
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Abbildung 6.20: Floorplan des IC
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7.1 Testaufbau
Zur Charakterisierung des Systems wurde der in Abbildung 7.1 dargestellte Testaufbau
verwendet. Am Eingang des IC (SENSP und SENSN) wurde ein Sensor L mit einem
Durchmesser von 12mm der Firma SICK angeschlossen, welcher fu¨r einen nicht bu¨ndi-
gen Einbau vorgesehen ist (IM12nb). Dieser Sensor unterscheidet sich etwas von dem
D12MM27-Sensor, der dem Modell zu Grunde liegt. Deshalb unterscheiden sich die Abso-
lutwerte in der Messung etwas von denen der Systemsimulation. Das prinzipielle Verhalten
der beiden Sensoren ist aber identisch. Parallel zum Sensor wurde eine Schwingkreiska-
pazita¨t C = 2, 47nF geschaltet. Als Da¨mpfungselement wurde fu¨r die Messungen ein
Stahltarget mit einem Durchmesser von 27mm verwendet. Mit Hilfe einer Mikrometer-
schraube kann der Abstand zwischen Target und Sensor exakt eingestellt werden. Die Ver-
sorgungsspannungen fu¨r den Analogteil (VDDA), den Analogteil der PLL (VDDA PLL)
und den Digitalteil (VDDD) wurden getrennt nach außen gefu¨hrt. In diesem Testaufbau
wurden sie jedoch in den meisten Fa¨llen aus einer gemeinsamen 5V -Quelle gespeist. Als
Spannungsquelle wurde ein E3632A von Hewlett Packard verwendet. Auch die Massean-
schlu¨sse des Analog- (GNDA) und des Digitalteils (GNDD) wurden getrennt nach außen
gefu¨hrt und auf dem Testboard verbunden. Zur Einstellung der beiden Stro¨me IIN fu¨r die
Stromru¨ckkopplung in den Oszillator und IBIAS zur Einstellung des Arbeitspunktstromes
in den verschiedenen Schaltungsteilen wurden zwei 500kΩ große Potentiometer verwen-
det, welche zwischen die entsprechenden Eingangspins und die 5V -Versorgungsspannung
geschaltet wurden. Des Weiteren beno¨tigt der IC eine Mittenspannung UCM zur Defini-
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tion der Common-Mode-Spannung im differentiellen Oszillator und in der differentiellen
SC-Schaltung des SDM sowie die Referenzspannung USOLL zur Definition der Sollampli-
tude, welche zwischen den Pins VREFP und VREFN angelegt wird. Diese drei Span-
nungen wurden ebenfalls mit E3632A-Quellen erzeugt. Zur Konfiguration und Einstellung
verschiedener Arbeitsmodi besitzt der IC 19 digitale Einga¨nge (DIGCTRL), die mit ei-
nem externen Pull-Down-Widerstand versehen wurden und u¨ber DIP-Schalter mit der
5V -Versorgungsspannung verbunden werden ko¨nnen. Zur Erfassung der Ausgangsdaten
wurden das Ausgangssignal des SDM (UOUTSDM) sowie der verdoppelte Takt (CLKOUT)
aus der PLL mit einem Logic-Analyzer 1680AD von Agilent Technologies verbunden. Mit
dem Logic-Analyzer werden bei jeder Messung 65536 Ausgangswerte aufgenommen und
in einer Datei gespeichert. Diese Datei wird anschließend auf den PC u¨bertragen und
mit einem Simulinkmodell des in Abschnitt 5.5 entworfenen Digitalfilters gefiltert, so dass
man das Ausgangssignal des Gesamtsystems erha¨lt. Zusa¨tzlich befindet sich auf dem Test-
board eine Kapazita¨t CGNDM = 100nF . Sie wird in einem bestimmten Arbeitsmodus
verwendet, bei dem der Oszillator nur
”
single-ended“ und nicht differentiell schwingt. Der
Wechselspannungskurzschluss, der durch CGNDM erzeugt wird, hat den Vorteil, dass Sto¨-
reinkopplungen am Sensor eliminiert werden.
7.2 Erla¨uterung der Ergebnisse
Die Messungen wurden so durchgefu¨hrt, dass fu¨r eine bestimmte Konfiguration (Einstel-
lung am IC und Targetabstand) der Mittelwert, der Maximalwert, der Minimalwert und
die Standardabweichung der gefilterten Ausgangsspannung bestimmt wurden.
Zuerst wurde die Schwingungsamplitude USOLL festgelegt, mit der der Oszillator arbeiten
soll. Sie sollte so groß wie mo¨glich sein, um den SNR zu maximieren, darf aber gleichzeitig
nicht zu groß werden, um Verzerrungen am Oszillator zu verhindern. Aus diesem Grund
wurde eine Amplitude von 3V fu¨r die differentielle Schwingung ausgewa¨hlt. Im na¨chsten
Schritt wurde der Referenzstrom IIN festgelegt. Dazu wurde das Target bis auf eine Ent-
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Abbildung 7.1: Testaufbau
fernung von d = 1mm an den Sensor herangefahren und der Referenzstrom so eingestellt,
dass das System die Amplitude noch regeln kann und der SDM nicht ununterbrochen ei-
ne 1 ausgibt. Das ist bei einem Referenzstrom von IIN = 35µA der Fall. Da der Strom
intern noch um den Faktor 10 vergro¨ßert wird, werden also 350µA in den Oszillator einge-
speist. Unter diesen Bedingungen betra¨gt der Mittelwert des gefilterten Ausgangssignals
bei d = 1mm 0, 8458V und bei d = 20mm 0, 6438V . Das bedeutet, dass das System gut
ausgesteuert ist und einen mo¨glichst großen Signalhub liefert. Der Biasstrom IBIAS wurde,
wie im Entwurf vorgesehen, auf 10µA eingestellt.
Nach der Festlegung der Schwingungsamplitude und des Referenzstroms wurde die op-
timale Konfiguration des IC fu¨r minimales Rauschen ermittelt. Dazu wurde zuerst die
VCO-Versta¨rkung KV CO in der PLL variiert, um die Einstellung fu¨r minimalen Jitter zu
finden. Erwartungsgema¨ß sind die Unterschiede gering, da das System auf Grund der Spit-
zenwertabtastung relativ unempfindlich gegenu¨ber Jitter ist. Bei einer Einstellung ist der
VCO jedoch nicht mehr in der Lage, der Eingangsfrequenz zu folgen, so dass das System
nicht mehr korrekt arbeitet. Als beste Einstellung erwies sich die Grundeinstellung des
VCO (G VCO 1=0 und G VCO 2=0) ohne zusa¨tzliche Integrationskapazita¨ten.
Im na¨chsten Schritt wurden die Eingangskapazita¨ten am ersten Integrator variiert. Da-
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durch a¨ndert sich zum einen die U¨bertragungskonstante KV 1, welche die Stabilita¨t des
Regelkreises beeinflusst, zum anderen aber auch das kT/C-Rauschen. Auch bei dieser Un-
tersuchung erwies sich das System als sehr robust. Die Unterschiede in der gemessenen
Standardabweichung betragen maximal 30%. Das Ergebnis deckt sich mit den Erwartun-
gen aus der theoretischen Untersuchung, welche gezeigt hat, dass das kT/C-Rauschen der
Eingangskapazita¨ten keine dominante Rolle spielt. Da bei großen Eingangskapazita¨ten die
Eingangsreferenzspannung gesenkt werden muss, um die gleiche Amplitude zu erhalten,
erho¨ht sich das Rauschen sogar etwas. Der Grund dafu¨r ist, dass das Rauschen der Refe-
renzspannung weniger stark geda¨mpft wird. Das beste Ergebnis lieferte eine Einstellung
mit 0, 5pF sowohl fu¨r die Referenzspannung als auch fu¨r das Oszillatorsignal.
Bei den bisher beschriebenen Untersuchungen wurden, wie in Abbildung 7.1 dargestellt,
Analogteil, PLL und Digitalteil aus einer Spannungsquelle gespeist. Um den Einfluss die-
ser Verkopplung zu untersuchen, wurden die PLL und der Digitalteil jeweils aus einer
unabha¨ngigen Quelle versorgt. Diese Maßnahme hatte jedoch keine positiven Auswirkun-
gen auf die Standardabweichung der Ausgangsspannung. Das Ergebnis ist aber ein Indiz
dafu¨r, dass die PSRR der einzelnen Schaltungsblo¨cke im Analogteil ausreicht.
Des Weiteren wurde der Biasstrom IBIAS von 10µA auf 15µA erho¨ht, um zu u¨berpru¨fen,
ob die Bandbreite sowie die Slew-Rate der verschiedenen Versta¨rker und Komparatoren
ausreichend dimensioniert wurden. Auch diese A¨nderung hatte keinen Einfluss auf die
Standardabweichung des Systems.
Die letzte Einstellung, die u¨berpru¨ft wurde, ist die Schwingungsamplitude USOLL. Sie wur-
de bei gleichzeitiger Halbierung des Referenzstromes auf 17, 5µA von 3V auf 1, 5V halbiert,
um den Aussteuerbereich beizubehalten. Diese A¨nderung hat die Standardabweichung des
Ausgangssignals ebenfalls nicht verbessert. Das bedeutet, dass eine Amplitude von 3V
noch keine Verzerrungen am Oszillator hervorruft, welche die Genauigkeit des Systems
negativ beeinflussen ko¨nnten.
Die Versuche mit verschiedenen Konfigurationen haben gezeigt, dass das System sehr ro-
bust ist und sich wie erwartet verha¨lt. Alle nachfolgenden Messungen wurden deshalb mit
dieser Konfiguration durchgefu¨hrt:
• USOLL = 3V
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• IIN = 35µA
• IBIAS = 10µA
• VDDA=VDDD=VDDA PLL=5V (alle Versorgungsspannungen verbunden)
• CSIN = CSREF = 0, 5pF
• G VCO 1=G VCO 2=0
Im na¨chsten Schritt wurde der Ausgangswert fu¨r verschiedene Absta¨nde ermittelt, um so
den Punkt zu finden, bei dem die Da¨mpfung im Vergleich zum Wert ohne Target 1% er-
reicht hat. Da die Mikrometerschraube keine beliebig hohen Targetabsta¨nde zula¨sst und
sich der Ausgangswert bei Absta¨nden gro¨ßer als d = 15mm praktisch nicht mehr a¨ndert,
wurden die Messungen bei d = 20mm Targetabstand gestartet. Der Verlauf des Ausgangs-
wertes in Abha¨ngigkeit des Targetabstandes ist in Abbildung 7.2 dargestellt. Vergleicht
man den Verlauf mit dem in Abbildung 2.3 dargestellten Verlauf des Da¨mpfungswider-
standes u¨ber dem Targetabstand, kann man eine sehr gute qualitative U¨bereinstimmung
feststellen.
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Abbildung 7.2: Ausgangswert in Abha¨ngigkeit des Targetabstandes
Mit Hilfe des Ausgangswertes bei einem Targetabstand von d = 20mm la¨sst sich nun der
1%-Punkt berechnen:
UOUTSDM1% = UOUTSDM(20mm) · 1, 01 (7.2.1)
UOUTSDM1% = 0, 65 (7.2.2)
Dieser Wert wird bei einem Targetabstand zwischen d = 7mm und d = 8mm erreicht.
Zur Untersuchung der Systemgenauigkeit wurde deshalb ein Targetabstand von d = 8mm
ausgewa¨hlt. Wird dieser Abstand mit dem entsprechenden Wert aus dem Sensormodell
verglichen (d = 6mm), la¨sst sich ein Unterschied von 2mm feststellen. Das liegt daran,
dass der Sensor, welcher dem Modell zugrunde liegt, wie schon erwa¨hnt ein anderer ist, als
der fu¨r die Messungen verwendete. Das qualitative Verhalten ist jedoch identisch. Deshalb
ko¨nnen die Messungen ohne weiteres mit den Simulationen verglichen werden. Der einzige
Unterschied besteht in den Absolutwerten.
In Abbildung 7.3 wird der Ausgangswert der Simulation mit dem Ausgangswert der Mes-
sung verglichen. In Abbildung 7.4 ist das zugeho¨rige Spektrum am Ausgang des SDM und
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Abbildung 7.5 am Systemausgang nach dem Digitalfilter dargestellt. Das Ergebnis der
Simulation zeigt, dass das Rauschen in Realita¨t gro¨ßer ist als in der Systemsimulation.
Das la¨sst sich auch an den ermittelten Standardabweichungen ablesen. Bei der Simulation
betra¨gt die Standardabweichung der gefilterten Ausgangsspannung UOUTIIR 1, 9 · 10−5V
und bei der Messung 11 · 10−5V .
0 0.05 0.10.641
0.6412
0.6414
0.6416
0.6418
0.642
0.6422
0.6424
0.6426
0.6428
0.643
Zeit/s
U O
UT
IIR
/V
0 0.05 0.10.303
0.3032
0.3034
0.3036
0.3038
0.304
0.3042
0.3044
0.3046
0.3048
0.305
Zeit/s
U O
UT
IIR
/V
Messung Simulation
Abbildung 7.3: Vergleich der Ausgangsspannungen von Messung und Simulation
Um die Ursache fu¨r den Unterschied zu finden, wird das Rauschen des Oszillators NO,
welches im Abschnitt 5.7 vernachla¨ssigt wurde, genauer analysiert. Dazu wurde eine so-
genannte
”
periodic-staedy-state“-Analyse des in Abbildung 6.1 dargestellten Oszillators
durchgefu¨hrt und anschliessend die Rauschleistung im Signalband berechnet, welches sich
bei 300kHz± 1kHz befindet. Der Vorteil dieser Analysemethode besteht darin, dass auch
Großsignaleffekte beachtet werden, die dazu fu¨hren, dass niederfrequentes Rauschen in
das Signalband gemischt wird. Die Simulation ergab die folgende Rauschspannung NO am
Oszillator:
NO = 554µV rms (7.2.3)
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Abbildung 7.4: Vergleich der Spektren von Messung und Simulation nach dem Filter
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Abbildung 7.5: Vergleich der Spektren von Messung und Simulation nach dem SDM
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Die Simulation hat außerdem gezeigt, dass das Oszillatorrauschen hauptsa¨chlich durch das
thermische Rauschen der beiden Transistoren T4 und T5 in der CMFB-Schaltung des Os-
zillators bestimmt wird (siehe Abbildung 6.2). Die a¨quivalente Rauschspannung am
”
Gate“
der beiden Transistoren wird versta¨rkt und dann am Transistor T9 des Oszillators wieder
in einen Strom umgewandelt (siehe Abbildung 6.1). Dieser Rauschstrom wirkt genau wie
IIN und wird im Oszillator ins Signalband gemischt. Da die CMFB-Schaltung nicht direkt
zum Signalpfad geho¨rt, wurde ihr Einfluss beim Systementwurf vernachla¨ssigt. Deshalb
wurde dieser Effekt erst im Rahmen der Messungen und einer genauen Schaltungsanalyse
entdeckt.
Um den Einfluss des Oszillatorrauschens auf das Ausgangssignal zu berechnen, wird das
linearisierte Modell aus Abbildung 5.50 um das Oszillatorrauschen erweitert.
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Abbildung 7.6: Linearisiertes Modell des Systems mit Oszillatorrauschen
Aus dem in Abbildung 7.6 dargestellten Modell la¨sst sich mit Hilfe der in Abschnitt 5.7
eingefu¨hrten und u¨berpru¨ften Na¨herungen eine vereinfachte U¨bertragungsfunktion ablei-
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ten:
UOUTSDM(z) ≈ 1
z2
2RREFpiRGC
4LG
USOLL(z) (7.2.4)
+
1
z2
2RREFpiRGC
4LG
N1(z) (7.2.5)
− 1
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4LG
NO(z) (7.2.6)
+
z − 1
z2
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KV 114LG
N2(z) (7.2.7)
− 1
z2
2NR(z) (7.2.8)
+
(z − 1)2
z2
2RREFpiRGC
KV 11KV 124LG
EQ(z) (7.2.9)
An Hand der U¨bertragungsfunktion kann man erkennen, dass sich das Oszillatorrauschen
genauso auf die Ausgangsspannung auswirkt wie das Rauschen des Integrators. Damit la¨sst
sich nun die durch den Oszillator verursachte Rauschleistung am Ausgang berechnen:
PNO = (2
piRGCRREF
4LG
)2 ·N2O (7.2.10)
Mit Hilfe dieses Wertes kann nun der SNR inklusive des Oszillatorrauschens berechnet
werden:
SNR =
PS
PQS + PR + PINT1 + PNO
(7.2.11)
SNR = 2, 1414dB (7.2.12)
Vergleicht man das Ergebnis mit dem Ergebnis aus Abschnitt 5.7, ist deutlich zu erkennen,
dass sich der SNR stark verringert und das Oszillatorrauschen dominiert.
Um den Einfluss des Rauschens des Oszillators in der Systemsimulation zu modellieren,
wird am Eingang des Integrators eine normalverteilte Zufallszahl mit einer Varianz von 1
addiert, welche mit einem Faktor FNO multipliziert wird [32]:
var · F 2NO = σ2F 2NO = PNO
fA
fN
(7.2.13)
var = 1 (7.2.14)
⇒ FNO =
√
PNO
fA
fN
(7.2.15)
179
7 Messergebnisse
Die bei der Simulation mit Oszillatorrauschen ermittelte Standardabweichung der gefil-
terten Ausgangsspannung UOUTIIR betra¨gt 10, 8 · 10−5V und entspricht damit fast exakt
dem Wert von 11 · 10−5V der bei der Messung ermittelt wurde. Das Simulationsergebnis
besta¨tigt damit die theoretische Berechnung. Abbildung 7.7 zeigt die zeitlichen Verla¨ufe
der gefilterten Ausgangsspannungen aus der Messung und der Simulation mit Oszillator-
rauschen.
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Abbildung 7.7: Vergleich der Ausgangsspannungen von Messung und Simulation mit Os-
zillatorrauschen
Im na¨chsten Schritt wurde die Einhaltung der Spezifikation u¨berpru¨ft. Dazu wurde der
Wert bei einem Targetabstand von d = 8mm mit dem bei d = 8, 08mm verglichen, was
der geforderten Abstandsa¨nderung von 1% entspricht. Das Ergebnis ist in Abbildung 7.8
dargestellt. Es zeigt, dass die Spezifikation erfu¨llt wird. Die beiden Werte lassen sich sicher
unterscheiden. Da das System mit ausreichend Sicherheit dimensioniert wurde, hat die
Vergro¨ßerung des Rauschens im Vergleich zur Simulation keine negativen Auswirkungen
auf die Erfu¨llung der Spezifikation.
Bei einer Verwendung des Systems als Na¨herungsschalter wird eine Hysterese verwendet.
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Abbildung 7.8: Vergleich der Ausgangswerte bei 1% A¨nderung des Targetabstandes und
8mm Targetabstand
Damit la¨sst sich der erreichbare Schaltabstand mit einer Wiederholgenauigkeit von 1%
noch signifikant erho¨hen. In Abbildung 7.9 sind die Ausgangswerte bei d = 12mm und
d = 12, 12mm dargestellt. Das Ergebnis zeigt, dass sich die beiden Signale auf Grund
des Rauschens stark u¨berschneiden. Bei einer Hysterese ist jedoch das Signalmaximum
entscheidend, und das verha¨lt sich genauso monoton wie der Mittelwert:
UOUTSDM(12mm) = 0, 6336 (7.2.16)
UOUTSDM(12, 12mm) = 0, 6335 (7.2.17)
maximum(UOUTSDM(12mm)) = 0, 6338 (7.2.18)
maximum(UOUTSDM(12, 12mm)) = 0, 6337 (7.2.19)
Das bedeutet, dass sich das System auch bei einem Targetabstand von d = 12mm noch
als induktiver Na¨herungsschalter mit einer Wiederholgenauigkeit von 1% verwenden la¨sst.
Der Da¨mpfungsunterschied gegenu¨ber einem Targetabstand von d = 20mm betra¨gt dabei
nur noch 0, 12% und liegt damit weit unter dem in der Spezifikation geforderten Wert von
1%.
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Bei der na¨chsten Messung wurden die Ausgangswerte verschiedener IC bei einem Tar-
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Abbildung 7.9: Vergleich der Ausgangswerte bei 1% A¨nderung des Targetabstandes und
12mm Targetabstand
getabstand von d = 20mm miteinander verglichen, um die Streuung der Standardabwei-
chung zu ermitteln. Der Referenzstrom wurde jedoch nicht fu¨r jeden IC neu eingestellt,
weshalb die Absolutwerte relativ stark schwanken. Der Vergleich des Absolutwertes ist
jedoch nicht so wichtig, da alle Systeme am Ende fu¨r einen bestimmten Schaltpunkt kali-
briert werden. In Tabelle 7.1 sind die Ergebnisse fu¨r verschiedene IC dargestellt. Die Stan-
dardabweichungen schwanken kaum. Nur das Ergebnis von IC Nummer 58 fa¨llt aus dem
Rahmen. Eine genauere Untersuchung der Ausgangsspannung zeigte einen starken Peak,
der wahrscheinlich durch eine externe Sto¨rung oder einen U¨bertragungsfehler hervorgeru-
fen wurde. Ohne diese Sto¨rung liegt die Standardabweichung im Bereich der anderen IC.
Bei der letzten Messung wurde auf einer Seite des Sensors mit Hilfe der Kapazita¨t CGNDM
ein Wechselspannungskurzschluss erzeugt (grounded mode GNDM). Damit ko¨nnen EMV-
Sto¨rungen am Eingang des Sensors kurzgeschlossen werden. Der Nachteil dieses Arbeits-
modus besteht darin, dass der Oszillator nicht mehr differentiell arbeitet und damit auch
die maximal mo¨gliche Schwingungsamplitude sinkt sowie die Sto¨rempfindlichkeit steigt.
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IC Nummer Mittelwert/V Standardabweichung/V
6 0,6289 8,7387e-5
7 0,6413 9, 5093 · 10−5
8 0,6283 8, 6831 · 10−5
32 0,6197 7, 4562 · 10−5
33 0,6343 9, 1926 · 10−5
34 0,625 4, 4871 · 10−5
58 0,6237 19, 1789 · 10−5
59 0,6241 10, 4843 · 10−5
60 0,6278 7, 426 · 10−5
72 0,6302 7, 7619 · 10−5
Tabelle 7.1: Vergleich der Ausgangswerte verschiedener IC
In Abbildung 7.10 werden die Ausgangswerte der verschiedenen Betriebsmodi miteinan-
der verglichen. Sowohl das Bild als auch die ermittelten Standardabweichungen zeigen,
dass das Rauschen im GNDM erwartungsgema¨ß etwas ho¨her ist.
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7 Messergebnisse
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Abbildung 7.10: Vergleich der Ausgangswerte zwischen differentiellem und GNDM-Betrieb
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8 Gesamtsystem
Um das Gesamtsystem testen zu ko¨nnen, wurde die Testschaltung mit einem FPGA, einem
Microcontroller (MCU) sowie zusa¨tzlichen Elementen fu¨r die Temperaturkompensation er-
ga¨nzt. Damit kann ein kompletter induktiver Na¨herungsschalter inklusive Digitalfilter und
Schwellwertdetektion getestet werden. In Abbildung 8.1 ist das Blockschaltbild des Ge-
samtsystems dargestellt.
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verstaerker
tations−
Instrumen−
I DC
kanal
RS232
dsPIC30FMCU
vergleich
Schwellwert−
Filter
FIR−
Interface
SPI
FPGA
CLK
Interface
SPI
MUX
Filter
sinc−
Filter
sinc−
Filter
sinc−
IES2
IES2
Abbildung 8.1: Blockschaltbild des Gesamtsystems
Der Ausgang des SDM des IC sowie der Taktausgang der PLL sind mit einem FPGA ver-
bunden. Auf dem FPGA wurde der sinc-Filter realisiert, welcher die erste Stufe der Tief-
passfilterung sowie die Dezimation vornimmt. Das Ausgangssignal des sinc-Filters wird
u¨ber eine SPI-Schnittstelle an einen dsPIC30F-MCU der Firma Microchip weitergeleitet.
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Dieser Controller wurde ausgewa¨hlt, da er u¨ber eine Multiplikations-Akkumulationseinheit
verfu¨gt [47], welche fu¨r die Implementierung schneller Digitalfilter notwendig ist. Nach der
Filterung erfolgt der Vergleich mit einem vorher eingestellten Schwellwert, welcher dem
gewu¨nschten Schaltabstand entspricht. Wie bei anderen induktiven Na¨herungssensoren
wurde zusa¨tzlich noch eine Hysterese implementiert, die verhindert, dass das Schaltsignal
um den Schaltpunkt herum auf Grund des Systemrauschens an- und abgeschaltet wird.
Wird der Schwellwert u¨berschritten, aktiviert der Controller eine an einem seiner Ausga¨nge
angeschlossene LED. Zusa¨tzlich zur reinen Schwellwertdetektion sendet der Controller die
gefilterten Daten, welche die kontinuierliche Abstandsinformation des Targets darstellen,
u¨ber eine RS232-Schnittstelle an einen PC.
Um die in Abschnitt 5.6.2 beschriebene Temperaturkompensation mit Hilfe eines Refe-
renzsensors testen zu ko¨nnen, wurde ein zweiter IC auf dem Testboard vorgesehen. Dessen
Ausgangswert wird ebenfalls zuerst auf dem FPGA mit einem sinc-Filter bearbeitet und
dann abwechselnd mit dem Signal des eigentlichen Sensors u¨ber die SPI-Schnittstelle an
den MCU u¨bertragen. Dort erfolgt die zweite Tiefpassfilterung sowie Verrechnung mit dem
Signal des Hauptsensors zur Kompensation der Temperatureinflu¨sse.
Fu¨r den Test der Temperaturkompensation durch Messung des Gleichstromwiderstandes
der Spule (siehe Abschnitt 5.6.1), wurde mit Hilfe zweier REF200-Referenzstromquellen
der Firma Texas Instruments [48] ein zusa¨tzlicher Gleichstrom in die Spule eingespeist.
Anschließend wird das differentielle Eingangssignal mit einem Instrumentationsversta¨rker
gefiltert und versta¨rkt. Mit einem klassischen Instrumentationsversta¨rker [49] ist es nicht
mo¨glich, bestimmte Frequenzen des Eingangssignals gezielt zu da¨mpfen, da die Versta¨r-
kung immer gro¨ßer als 1 ist. Aus diesem Grund wurde ein INA326 der Firma Texas Instru-
ments verwendet [50]. Dieser Instrumentationsversta¨rker besteht aus einer Kombination
einer Transkonduktanz mit einer Transimpedanz. Damit lassen sich beliebige Versta¨r-
kungsfaktoren einstellen. Das Ausgangssignal des Instrumentationsversta¨rkers wird mit
einem SDM digitalisiert, im FPGA gefiltert und anschließend u¨ber die SPI-Schnittstelle
an den MCU u¨bertragen. Als SDM wurde ein ADS1203 von Texas Instruments verwendet
[51]. Dabei handelt es sich um einen SDM 2. Ordnung, der speziell fu¨r niedrige Eingangs-
spannungen vorgesehen ist.
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Mit Hilfe dieses Testboards konnte das Zusammenspiel des neuen IC mit dem sinc-Filter
auf dem FPGA und dem MCU als kompletter induktiver Na¨herungsschalter erfolgreich
nachgewiesen werden. Die Funktion des Referenzsensors sowie die Funktion des Tempera-
turkanals zur Messung des Gleichstromwiderstandes der Spule wurde ebenfalls u¨berpru¨ft.
Eine komplette Implementierung der Temperaturkompensation konnte jedoch aus Zeit-
gru¨nden im Rahmen dieser Dissertation nicht mehr durchgefu¨hrt werden.
Der Entwurf der Schaltungen fu¨r das Testboard, die Programmierung des MCU sowie
der Aufbau und die Inbetriebnahme wurden im Rahmen dieser Arbeit durchgefu¨hrt. Das
Layout des Testboards sowie die Programmierung des FPGA erfolgte durch die SICK
AG.
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Im Rahmen dieser Arbeit wurde eine vo¨llig neue Architektur fu¨r induktive Na¨herungssen-
soren entwickelt. Dazu wird der Sensor in einen Sigma-Delta-Loop integriert, der sowohl die
Digitalisierung der Abstandsinformation als auch die Amplitudenregelung vornimmt [52].
Damit konnten mehrere Nachteile aktueller Systeme u¨berwunden werden. Im Gegensatz
zu einer einfachen Schwellwertdetektion stellt dieses System eine kontinuierliche Abstands-
information zur Verfu¨gung. Es eignet sich damit nicht nur als reiner Na¨herungsschalter,
sondern auch als echter Abstandsmesser. Ein weiterer großer Vorteil liegt in der Digitalisie-
rung der Abstandsinformation. Damit ero¨ffnet sich die gesamte Palette der Mo¨glichkeiten
der digitalen Signalverarbeitung wie zum Beispiel Filterung, Linearisierung und Kompen-
sation. Dadurch lassen sich Temperaturkompensation und Kalibrierung des Systems stark
vereinfachen. Die Amplitudenregelung stellt ebenfalls einen großen Vorteil gegenu¨ber an-
deren Systemen dar. Sie sorgt dafu¨r, dass die Schwingung am Oszillator niemals abreißt
und das System u¨ber einen sehr großen Abstandsbereich linear arbeitet. Außerdem werden
dadurch Nichtlinearita¨ten im Oszillator und der Ausleseschaltung unterdru¨ckt.
Zu Beginn der Entwurfsarbeiten wurde aufbauend auf einer Arbeit des IMTEK [11] ein
Sensormodell entwickelt, das fu¨r einen freilaufenden LC-Oszillator geeignet ist und in ei-
nem signalflussorientierten Simulator verwendet werden kann. Anschließend wurde das
Grundkonzept des Systems entwickelt, wobei besonders viel Augenmerk auf die Stabili-
ta¨tsanalyse des gemischt zeitdiskreten und zeitkontinuierlichen Regelkreises gelegt wurde.
Die theoretischen Untersuchungen wurden dabei immer mit Systemsimulationen verifi-
ziert. Danach wurden verschiedene nichtideale Schaltungseigenschaften modelliert und in
die Systemsimulation eingebaut, um das Konzept auf seine Realisierbarkeit hin zu u¨ber-
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pru¨fen und gleichzeitig Spezifikationswerte fu¨r die beno¨tigten Schaltungskomponenten zu
erhalten. Im na¨chsten Schritt wurden die Schaltungen in der L08-CMOS-Technologie des
IMS umgesetzt. Anschließend wurden die IC charakterisiert und ein Gesamtsystem aus
Sensor, Ausleseschaltung, FPGA und Microcontroller aufgebaut.
Die Messungen haben gezeigt, dass sich das System nicht nur in der Simulation korrekt
verha¨lt, sondern auch in Realita¨t einwandfrei funktioniert. Das Hauptziel der Spezifikation,
dass das System als induktiver Na¨herungsschalter mit Hysterese bei einem Targetabstand,
der einer Da¨mpfung von 1% entspricht, eine Wiederholgenauigkeit von 1% erreichen muss,
wurde deutlich u¨bererfu¨llt. Auch die Funktion des Gesamtsystems aus Sensor, SDM, sinc-
Filter, IIR-Filter und Schwellwertvergleich konnte erfolgreich nachgewiesen werden.
Nichts desto trotz bietet die aktuelle Implementierung noch einige Verbesserungsmo¨glich-
keiten. Die Messungen haben gezeigt, dass das Rauschen des realen Systems gro¨ßer ist
als das des Systemmodells. Aus diesem Grund wurde das Systemmodell im Rahmen der
Messwertanalyse um das bis dahin vernachla¨ssigte Oszillatorrauschen erweitert. Damit
konnte gezeigt werden, dass das Oszillatorrauschen, welches hauptsa¨chlich durch das ther-
mische Rauschen der Transistoren in der CMFB-Schaltung verursacht wird, die dominante
Rauschquelle des Systems ist. Aus diesem Grund muss bei einem Redesign des Oszillators
darauf geachtet werden, die Transkonduktanz gm der Transistoren in der CMFB-Schaltung
sowie die nachfolgende Versta¨rkung zu verringern.
Auch die PLL besitzt noch Verbesserungspotential. Bei einem Redesign in einer Techno-
logie, die hochohmige Polysiliziumwidersta¨nde besitzt, ko¨nnte der Loopfilter so vera¨ndert
werden, dass sich die Stabilita¨t der PLL erho¨ht und der Ripple am Eingang des VCO
verringert. Da hochohmige Polysiliziumwidersta¨nde eine kleinere Fla¨che beno¨tigen und
damit auch eine niedrigere parasita¨re Kapazita¨t besitzen, la¨sst sich der Loopfilter exakter
realisieren als in der aktuellen Technologie. Außerdem la¨sst sich mit diesen Widersta¨nden
der Fla¨chenbedarf der PLL stark reduzieren.
Fu¨r die Temperaturkompensation wurden im Rahmen dieser Arbeit zwei verschiedene
Konzepte entworfen. Bei der Kompensation mit einem Referenzsensor wird keine zusa¨tzli-
che Hardware beno¨tigt. Fu¨r das Konzept zur Temperaturkompensation u¨ber den Gleich-
stromwiderstand der Spule muss jedoch noch der LC-Oszillator umgebaut und ein zusa¨tz-
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licher SDM fu¨r die Digitalisierung der Information implementiert werden. In Abbildung
9.1 ist die Erweiterung des Oszillators zur Einspeisung eines zusa¨tzlichen DC-Stromes dar-
gestellt. Die zusa¨tzlichen Schaltungsteile sind darin fett hervorgehoben.
Da die Signalbandbreite des Temperatursignals sehr niedrig ist, wu¨rde ein SDM 1. Ord-
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Abbildung 9.1: LC-Oszillator mit zusa¨tzlichem Pfad zur Gleichstromeinspeisung
nung ausreichen. Mit Hilfe der Spitzenwertabtastung und eines speziellen Taktschemas
ko¨nnte im SC-Integrator des SDM auch gleichzeitig die Versta¨rkung des DC-Signals sowie
die Unterdru¨ckung der u¨berlagerten Schwingung erfolgen, so dass kein zusa¨tzlicher Filter
beno¨tigt wird. In Abbildung 9.2 ist die vereinfachte
”
single-ended“-Implementierung des
entsprechenden SC-Integrators dargestellt. In Phase 1 wird dabei die positive Amplitude
der Schwingung abgetastet und in Phase 2 die negative. Durch die Addition in der La-
dungstransferphase 3 wird die Schwingung dann ausgelo¨scht und der DC-Anteil versta¨rkt.
Um das System zu einem kompletten Produkt zu machen, muss die Signalverarbeitung
noch mit den beno¨tigten peripheren Elementen wie Spannungsregler, Referenzspannungs-
erzeugung und Ausgangsstufe erweitert sowie der im Augenblick im FPGA implementierte
sinc-Filter integriert werden.
Aufbauend auf einem solchen Produkt, das sowohl als induktiver Na¨herungsschalter als
auch als induktiver Abstandsmesser verwendet werden kann, ko¨nnen dann spezielle An-
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Abbildung 9.2: SC-Integrator fu¨r SDM 1. Ordnung mit Unterdru¨ckung der u¨berlagerten
Schwingung
wendungen wie zum Beispiel materialunabha¨ngige Sensoren adressiert werden. Dazu muss
das System um eine zusa¨tzlichen Frequenzinformation sowie um die entsprechenden digi-
talen Algorithmen erweitert werden.
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In dieser Anlage werden das Simulink-Modell sowie die Matlab-Programme, die fu¨r die
Systemsimulationen verwendet wurden, dokumentiert.
A.1 Matlab-Modell des Sensors
function out = param(abstand,temperatur,kapazitaet)
%Funktion zur Induktivita¨tsberechnung in Abha¨ngigkeit des Abstandes, der
%Temperatur und der Frequenz
%Parameter fu¨r den Sensor d12mm27
ALnom=24.98e-9;
Tnom=20;
TKal1=6e-3;
TKal2=-350e-6;
fnom=300e3;
FKal=2.56e-6;
N=67.5;
R2L2=1.87e+6;
Knom=251.74e-3;
TKk=0.114;
DKD1=1.534;
DKD2=3.061;
ferromagn=1;
P1mueffd=0.14;
P2mueffd=0.7637;
RDCnom=2.19;
TKrdc=0.386;
rho=16.79e-9;
Ddraht=112e-6;
mu=4*pi*1e-7;
Fskin=1.44394;
192
A.2 Schwingkreismodell
Pskin=4;
tandknom=8.95e-3;
TK1tandk=-0.285;
TK2tandk=1.2e-3;
DELTDF=1.55e-6;
%Bei der Umstellung auf ein frequenzunabha¨ngiges Sensormodell, wird die
%Abhaengigkeit von AL vernachlaessigt
%ALfreq=1+FKal/100*(frequenz-fnom);
mueffd=1+ferromagn.*P1mueffd*(1./(abstand+P2mueffd).^2);
ALtemp=1+TKal1./100.*(temperatur-Tnom)+TKal2./100.*(temperatur-Tnom).^2;
AL=ALnom.*ALtemp.*mueffd;
L0=N.^2.*AL;
Ktemp=Knom.*(1+TKk./100.*(temperatur-Tnom));
K=Ktemp.*((1./DKD1).^abstand+(1./DKD2).^abstand);
L=L0./2-1./(2.*kapazitaet.*R2L2.^2)+sqrt(1./4.*(1./(kapazitaet.*R2L2.^2)-L0).^2-L0.*(K.^2-1)
./(kapazitaet.*R2L2.^2));
omega=1./sqrt(L.*kapazitaet);
frequenz=omega./(2.*pi);
RDC=RDCnom.*(1+TKrdc./100.*(temperatur-Tnom));
Eindringtiefe=sqrt(2.*rho./(omega.*mu));
Rskin=RDC.*(Ddraht./(Fskin.*Eindringtiefe)).^Pskin;
tandktemp=tandknom.*(1+TK1tandk./100.*(temperatur-Tnom)+TK2tandk./100.*(temperatur-Tnom).^2);
tandk=tandktemp.*(1+DELTDF.*(frequenz-fnom));
RK=omega.*L0.*tandk;
RT=omega.^2.*K.^2.*L0.*R2L2./(R2L2.^2+omega.^2);
R=RDC+Rskin+RK+RT;
%out=[L;R;RDC];
out=[L;R];
A.2 Schwingkreismodell
Um den Sensor in einem signalflussorientierten Simulator wie Simulink simulieren zu ko¨n-
nen, muss das Verhalten des Systems als Differentialgleichungssystem formuliert werden.
Da differentielle Operationen bei numerischen Simulatoren ha¨ufig zu Schwierigkeiten fu¨h-
ren, wurden die Strom- und Spannungsbeziehungen an der Spule und am Kondensator in
Integralform aufgestellt. Das folgende Differentialgleichungssystem beschreibt das Verhal-
193
A Simulink-Modell
ten des in Abbildung 5.11 dargestellten Schwingkreises:
IC = IIN − IL (A.2.1)
UC =
1
C
∫ t
0
ICdt (A.2.2)
UL = UC − UR (A.2.3)
UR = RIL (A.2.4)
IL =
1
L
∫ t
0
ULdt (A.2.5)
Die Werte fu¨r L undR lassen sich in Abha¨ngigkeit vom Targetabstand, von der Temperatur
und der Schwingkreiskapazita¨t C mit Hilfe der Gleichungen aus Abschnitt 2 berechnen.
Auf Basis des Differentialgleichungssystems la¨sst sich das in Abbildung A.1 dargestellte
Simulink-Modell aufstellen.
IC=IL+Anregung UC=−1/C*Integral(IC)
OUT=UC
UR=IL*R
UL=UC−UR IL=1/L*Integral(UL)
Das Modell beschreibt einen Parallelschwingkreis aus einem Kondensator und einer Spule.
Die Spule ist verlustbehaftet (Widerstand in Reihe).
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Abbildung A.1: Simulinkmodell des Schwingkreises
A.3 Oszillatormodell
Abbildung A.2 zeigt das Simulinkmodell des Oszillators. Die zweistufige Ru¨ckkopplung
wurde als Komparator modelliert, dem als nichtideale Eigenschaften ein Offset und eine
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Verzo¨gerung zugeordnet wurden. Das Komparatorsignal wird anschließend mit dem Aus-
gangssignal des SDM verknu¨pft und dann in einen Steuerstrom umgewandelt, der in der
richtigen Polarita¨t in den Schwingkreis eingespeist wird.
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Abbildung A.2: Simulinkmodell des Oszillators
A.4 Amplitudenmessung
In Abbildung A.3 ist der Block zur Amplitudenmessung dargestellt. Am Eingang des SDM
wird darin der Sollwert subtrahiert und das Signal gleichgerichtet, bevor es vom SDM ab-
getastet wird.
Abbildung A.4 zeigt das Modell des SDM und der ersten Stufe des sinc-Filters. Der SDM
besteht aus zwei Integratoren und dem Komparator. Außerdem gibt es in dem Modell zwei
Rauschquellen an den Einga¨ngen der beiden Integratoren. Des Weiteren gibt es in dem
Modell einige Blo¨cke, mit denen ein niederfrequentes Ditheringsignal erzeugt werden kann,
das am Eingang des zweiten Integrators addiert wird. Das Dithering wurde eingefu¨hrt, da
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Abbildung A.3: Simulinkmodell fu¨r die Amplitudenmessung
sich das System bei ho¨heren Frequenzen wie ein SDM 1. Ordnung verha¨lt. Solche Mo-
dulatoren neigen dazu, idle-tones zu produzieren. Simulationen und Messungen mit und
ohne Dithering haben jedoch gezeigt, dass das bei diesem System nicht der Fall ist, da
die natu¨rlichen Rauschquellen als Dithering ausreichen. Aus diesem Grund wurde dieser
Aspekt in der Arbeit auch nicht na¨her beleuchtet.
In Abbildung A.5 ist das Modell des ersten Integrators mit seinen nichtidealen Schaltungs-
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Abbildung A.4: Simulinkmodell des SDM und der ersten Stufe des sinc-Filters
eigenschaften dargestellt. Die beiden Faktoren modellieren den Einfluss der endlichen Ver-
sta¨rkung des OPV. Mit Hilfe des saturation-Blocks wird der begrenzte Aussteuerbereich
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nachgebildet und mit der Matlab-Funktion das settling-Verhalten des Integrators.
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Abbildung A.5: Simulinkmodell des ersten Integrators
Matlab-Programm zur Modellierung des Settlings:
function out = slew(VIN)
%Funktion zur Berechnung des durch settling bedingten Endwertes
GBW=20e+6;
SR=10e+6;
tau=1/(2*pi*GBW);
tp=1/2000000/2;
%Uebergangszeitpunkt
t0=-tau*log(SR*tau/abs(VIN));
if t0<=0
VOUT=VIN*(1-exp(-tp/tau));
elseif t0<tp
VOUT=VIN-sign(VIN)*SR*t0*exp(-(tp-t0)/tau);
else
VOUT=sign(VIN)*SR*tp;
end
out=VOUT;
Um den U¨berlauf der Register im sinc-Filter zu modellieren, wurde ein spezielles Matlab-
Programm fu¨r den Addierer entwickelt:
function out = adder(in1,in2)
summe=in1+in2;
if summe>2^13/2
summe=summe-2^13;
end
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if summe<-2^13/2
summe=summe+2^13;
end
out=summe;
A.5 Modell des Digitalfilters
Das Modell des Digitalfilters, welches in Abbildung A.6 dargestellt ist, besteht aus drei
Hauptteilen, dem 2. Teil des sinc-Filters, dem FIR-Filter und dem IIR-Filter.
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Abbildung A.6: Simulinkmodell des Digitalfilters
Die Subtraktion im sinc-Filter wurde wiederum mit einem Matlab-Modell realisiert, um
den U¨berlauf der Register zu modellieren:
function out = adder2(in1,in2)
differenz=in1-in2;
if differenz>2^13/2
differenz=differenz-2^13;
end
if differenz<-2^13/2
differenz=differenz+2^13;
end
out=differenz;
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A.6 Modell der PLL
In den Abbildungen A.7 bis A.10 sind die Modelle der PLL, des PFD, des VCO und des
Taktteilers dargestellt. Zusa¨tzlich zur Grundfunktion werden im Modell der PLL und des
VCO Rauschspannungen addiert, um das Rauschen der Widersta¨nde im LPF und in der
Stromquelle des VCO zu modellieren.
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Abbildung A.7: Simulinkmodell des Taktteilers
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Abbildung A.8: Simulinkmodell der PLL
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B Matlab-Programme
In diesem Abschnitt werden die verschiedenen Matlab-Programme dargestellt, die fu¨r den
Entwurf und die Analyse des Systems verwendet werden.
B.1 Matlab-Programm zur Definition der Filterparameter
im Digitalfilter und dem LPF
global C1;
global C2;
global R1;
global R3;
global C3;
%C2=4e-12;
%C1=16e-12;
%R1=600000;
C2=6e-12;
C1=40e-12;
R1=500000;
C3=0;
R3=0;
%[n,Wn,beta,ftype]=kaiserord([1000 2500],[1 0],[0.0001 0.0001],9000);
%endfilter = fir1(n,Wn,ftype,kaiser(n+1,beta),’noscale’);
endfilter1=[-0.0002 -0.0004 0.0006 0.0026 0.0012 -0.0060 -0.0093 0.0044 0.0249 0.0152
-0.0365 -0.0682 0.0101 0.1980 0.3638 0.3638 0.1980 0.0101 -0.0682 -0.0365 0.0152];
endfilter2=[0.0249 0.0044 -0.0093 -0.0060 0.0012 0.0026 0.0006 -0.0004 -0.0002];
endfilter=[endfilter1 endfilter2];
%[n2,Wn2] = ellipord(1000/4500,3000/4500,0.001,80);
%[b,a] = ellip(n2,0.001,80,Wn2);
b=[0.0035 0.0099 0.0177 0.0210 0.0177 0.0099 0.0035];
a=[1.0000 -3.1067 4.6995 -4.1451 2.2208 -0.6764 0.0911];
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B.2 Matlab-Programm zur theoretischen Berechnung des SNR
B.2 Matlab-Programm zur theoretischen Berechnung des
SNR
%Berechnung des theoretischen SNR
%Definition der Konstanten
Temp=25;
C=2.47e-9;
d=6;
Usoll=3;
Rref=1300;
Vref=1;
fn=2000;
fa=600000;
K=1/40;
kb=1.38e-23;
Temp2=300;
Cs=0.5e-12;
Ci=5e-12;
Cl=3e-12;
Cs2=1e-12;
Ci2=4e-12;
Cl2=3e-12;
%Berechnung Widerstand und Induktivita¨t bei d und d+1%
outd=param(d,Temp,C);
Rd=outd(2);
Ld=outd(1);
outd1=param(d*1.01,Temp,C);
Rd1=outd1(2);
Ld1=outd1(1);
deltar=Rd-Rd1;
%Berechnung Signalleistung
PS=(Usoll*pi*C*Rref*deltar/(4*Ld))^2/2;
%Berechnung Quantisierungsrauschleistung
CNTF=Rref*2*pi*Rd*C/(K*4*Ld);
PQS=(CNTF^2*pi^4*Vref^2*(fn/fa)^5)/15;
%Berechnung Widerstandsrauschleistung
PR=2*4*kb*Temp2*Rref*fn;
%Berechnung Rauschen am ersten Integrator
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PNSEG=4*kb*Temp2/Cs;
PNSLG=kb*Temp2/Cs;
VINT1=Cs/Ci;
CEQ=2*Cs+Cl+Cl*VINT1;
PNAE=(1+VINT1)^2*1.5*8*kb*Temp2/(VINT1^2*3*CEQ);
PNINT1=(2*pi*Rd*C*Rref/(4*Ld))^2*fn/fa*(PNSEG+PNSLG+PNAE);
FSIM=(PNSEG+PNSLG+PNAE)^0.5
%Berechnung Rauschen am zweiten Integrator
PNSEG2=4*kb*Temp2/Cs2;
PNSLG2=kb*Temp2/Cs2;
VINT2=Cs2/Ci2;
CEQ2=2*Cs2+Cl2+Cl2*VINT2;
PNAE2=(1+VINT2)^2*1.5*8*kb*Temp2/(VINT2^2*3*CEQ2);
FSIM2=(PNSEG2+PNSLG2+PNAE2)^0.5
%Berechnung SNR
SNR=10*log10(PS/(PQS+PR+PNINT1))
B.3 Matlab-Programm zur Berechnung des SNDR aus
dem Ergebnis der Systemsimulation
function out = sndrberechnung(outmit,outohne)
spektrummit=abs(fft(outmit(100:1023+100).*hanning(1024)))./1024;
spektrumohne=abs(fft(outohne(100:1023+100).*hanning(1024)))./1024;
gesamtleistung=sum(spektrummit(20:1024-20).^2);
rauschleistung=sum(spektrumohne(20:1024-20).^2);
signalleistung=gesamtleistung-rauschleistung;
sndr=10*log10(signalleistung/rauschleistung);
out=sndr;
B.4 Matlab-Programm zur Analyse der Messwerte
%Prozedur zur Messwertauswertung
%FIR:
meanfir=mean(simout(100:length(simout)));
stdfir=std(simout(100:length(simout)));
minfir=min(simout(100:length(simout)));
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B.4 Matlab-Programm zur Analyse der Messwerte
maxfir=max(simout(100:length(simout)));
[meanfir,stdfir*1e5,minfir,maxfir]
%IIR:
meaniir=mean(simout1(100:length(simout)));
stdiir=std(simout1(100:length(simout)));
miniir=min(simout1(100:length(simout)));
maxiir=max(simout1(100:length(simout)));
[meaniir,stdiir*1e5,miniir,maxiir]
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C Controller-Programm
In diesem Abschnitt sind die C- und Assemblerprogramme fu¨r den MCU zusammenge-
stellt.
Nach der Konfiguration des MCU und der Definition der Koeffizienten des FIR-Filters
werden zwei Nullen u¨ber die RS232-Schnittstelle an den PC gesendet, um die Kommuni-
kation zu synchronisieren. Anschließend beginnt das eigentliche Programm. Immer, wenn
die SPI-Schnittstelle einen vollsta¨ndigen Wert gelesen hat, wird das Unterprogramm
”
fil-
terberechnung“ gestartet. In diesem Unterprogramm findet dann die Berechnung des FIR-
Filters sowie der Vergleich mit einem vorher festgelegten Schwellwert statt.
//C Programm zum test eines FIR Filters
#include "p30F2010.h"
#include "spi.h"
//Configuration bits
_FOSC(CSW_FSCM_OFF & XT_PLL8);
//_FOSC(CSW_FSCM_OFF & XT_PLL4);
_FWDT(WDT_OFF);
_FBORPOR(PBOR_OFF & BORV_27 & PWRT_16 & MCLR_EN);
_FGS(CODE_PROT_OFF);
//Program Specific Constants
#define FCY 7372800 //Instruction cycle rate (Osc x PLL / 4)
//global variables and functions
int main(void);
void filterberechnung(void);
int datenspeicher[30];
int koeff[30];
int out,r,zaehler,schwelle,hysterese,schwelleh,schwellel,zwischenspeicher;
extern mulacc(int,int);
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extern ergebnis(int);
extern clearacca;
extern koeffizienten;
void filterberechnung(void)
{
zwischenspeicher=SPI1BUF;
if (zwischenspeicher>0)
{
for(r=29;r>0;r=r-1)
{
datenspeicher[r]=datenspeicher[r-1];
}
WREG0=zwischenspeicher;
asm ("sl W0,#2,W0");
datenspeicher[0]=WREG0;
asm ("clr ACCA");
asm ("clr ACCAH");
asm ("clr ACCAU");
for(r=0;r<30;r=r+1)
{
mulacc(datenspeicher[r],koeff[r]);
}
asm ("mov ACCAH,W0");
out=WREG0;
if (out<schwellel)
{
LATE = 0b0000000000000000;
}
if (out>schwelleh)
{
LATE = 0b0000000000000001;
}
zaehler=zaehler+1;
if (zaehler==2)
{
U1TXREG=out;
WREG1=out;
asm ("asr W1,#0x8,W0");
out=WREG0;
U1TXREG=out;
zaehler=0;
}
}
}
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//main routine
int main(void)
{
ADPCFG = 0b1111111111111111; //Abschaltung Analogpins fuer SFRAM
TRISB = 0b1111111111111100;
TRISE = 0b1111111111111110;
//Konfiguration SPI
SPI1CONbits.FRMEN = 0;
SPI1CONbits.MSTEN = 0;
SPI1CONbits.SPIFSD = 1;
SPI1CONbits.MODE16 = 1;
SPI1CONbits.CKE = 0;
SPI1CONbits.CKP = 1;
SPI1CONbits.SMP = 0;
SPI1CONbits.SSEN = 0;
SPI1CONbits.DISSDO = 0;
koeff[0]=7;
koeff[1]=-13;
koeff[2]=20;
koeff[3]=85;
koeff[4]=39;
koeff[5]=-197;
koeff[6]=-305;
koeff[7]=144;
koeff[8]=816;
koeff[9]=498;
koeff[10]=-1196;
koeff[11]=-2235;
koeff[12]=331;
koeff[13]=6488;
koeff[14]=11921;
koeff[15]=11921;
koeff[16]=6488;
koeff[17]=331;
koeff[18]=-2235;
koeff[19]=-1196;
koeff[20]=498;
koeff[21]=816;
koeff[22]=144;
koeff[23]=-305;
koeff[24]=-197;
koeff[25]=39;
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koeff[26]=85;
koeff[27]=20;
koeff[28]=-13;
koeff[29]=7;
zaehler=0;
schwelle=10150;
hysterese=18;
schwelleh=schwelle+hysterese;
schwellel=schwelle-hysterese;
SPI1STATbits.SPIEN = 1;
LATB = 0b0000000000000010;
for(r=0;r<10;r=r+1)
LATB = 0b0000000000000000;
out=SPI1BUF;
//Konfiguration UART
U1BRG = 7;
U1MODE = 0b1000010000000000;
U1STAbits.UTXEN = 1;
//Synchronisation der Uebertragung, durch senden zweier Nullen
U1TXREG=0;
U1TXREG=0;
while(1)
{
if (SPI1STATbits.SPIRBF==1)
{
LATB = 0b0000000000000000;
LATB = 0b0000000000000001;
filterberechnung();
}
}
}
Die Multiplikation der Daten mit den Koeffizienten des FIR-Filters und die Addition des
Ergebnisses auf den Akkumulator wird mit einem Assembler-Programm durchgefu¨hrt, da
sich die beno¨tigten Befehle nicht u¨ber den C-Compiler ansprechen lassen.
; assembly program fuer mac Befehl
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.global _mulacc
_mulacc:
mov w0,w5
mov w1,w6
mac W5*W6,A
return
.end
Das letzte Programm dient auf der PC-Seite dazu, zwei nacheinander vom MCU u¨ber-
tragene 8Bit-Werte wieder zu einem 16Bit-Wert zusammenzusetzen und in einer Datei zu
speichern.
#include <stdio.h>
#include <stdlib.h>
#include <windows.h>
#include <string.h>
#include <dos.h>
#include <time.h>
#include <math.h>
DCB dcb;
HANDLE hSerial;
FILE *datei;
//Unterprogramm zur Initialisierung der Kommunikation
void init_communication(void)
{
{
char *pcCommPort = "COM1"; //Set at com 2 for moment
BOOL fSuccess;
hSerial = CreateFile( pcCommPort,
GENERIC_READ | GENERIC_WRITE,
0, // must be opened with exclusive-access
NULL, // no security attributes
OPEN_EXISTING, // must use OPEN_EXISTING
0, // not overlapped I/O
NULL // hTemplate must be NULL for comm devices
);
if (hSerial == INVALID_HANDLE_VALUE)
{
// Handle the error.
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printf ("CreateFile failed with error %d.\n", GetLastError());
/*return (1);*/
}
// Build on the current configuration, and skip setting the size
// of the input and output buffers with SetupComm.
fSuccess = GetCommState(hSerial, &dcb);
if (!fSuccess)
{
// Handle the error.
printf ("GetCommState failed with error %d.\n", GetLastError());
/*return (2);*/
}
// Fill in DCB: 115200 bps, 8 data bits, no parity, and 1 stop bit.
dcb.BaudRate = CBR_115200; // set the baud rate
dcb.ByteSize = 8; // data size, xmit, and rcv
dcb.Parity = NOPARITY; // no parity bit
dcb.StopBits = ONESTOPBIT; // one stop bit
fSuccess = SetCommState(hSerial, &dcb);
if (!fSuccess)
{
// Handle the error.
printf ("SetCommState failed with error %d.\n", GetLastError());
}
printf ("Serial port %s successfully reconfigured.\n", pcCommPort);
}
}
void close_communication(void)
{
CloseHandle (hSerial); // Port schließen
hSerial = INVALID_HANDLE_VALUE; // das Handle zuru¨cksetzen
}
//Unterprogramm zum Lesen der Controllerdaten
void communication(void)
{
char eingangsdaten;
int daten[2],i,ausgangsdaten,r;
211
C Controller-Programm
DWORD dwRead=0;
while (ReadFile(hSerial, &eingangsdaten, 1, &dwRead, NULL))
{
//Erkennung Startwert -1 zum Start der Datenuebertragung
daten[1]=(int)eingangsdaten;
if (ReadFile(hSerial, &eingangsdaten, 1, &dwRead, NULL))
{
daten[2]=(int)eingangsdaten;
}
if (daten[1]==0 && daten[2]==0)
{
printf("Start der Aufnahme");
//Einlesen von 16 16-Bit Woertern
for (r=0;r<40000;r++)
{
//Einlesen zweier aufeinanderfolgender 8-Bit Woerter
for (i=0;i<2;i++)
{
if (ReadFile(hSerial, &eingangsdaten, 1, &dwRead, NULL))
{
daten[i]=(int)eingangsdaten;
}
}
//Bei Bedarf (groesstes Bit 1) Umrechnung des LSB-Wortes in unsigned int
if (daten[0]<0)
{
daten[0]=daten[0]+256;
}
//Berechnung der Ausgangsdaten durch Kombination des LSB- und MSB-Wortes
ausgangsdaten=daten[0]+256*daten[1];
fprintf(datei,"%i\n",ausgangsdaten);
}
break;
}
}
}
int main(void)
{
init_communication();
datei=fopen("C:/TEMP/daten_sascha.txt", "w");
communication();
close_communication();
fclose(datei);
system("PAUSE");
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return(1);
}
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