Let Jt be the class of binary matroids without a Fano plane as a submatroid. We show that every supersolvable matroid in JÍ is graphic, corresponding to a chordal graph. Then we characterize the case that the modular join of two matroids is supersolvable. This is used to study modular flats and modular joins of binary supersolvable matroids. We decompose supersolvable matroids in JH as modular joins with respect to hyperplanes. For such matroids every modular flat is contained in a maximal chain of modular flats, and thus modular joins are again supersolvable.
Introduction
Supersolvable matroids were introduced and studied by R. P. Stanley [17] in 1972. He found that a graphic matroid is supersolvable if and only if the corresponding graph is chordal (triangulated).
In this paper we extend this result to the class Jf of binary matroids that do not contain a Fano plane as a submatroid (Theorem 2.7): every supersolvable binary matroid without a Fano submatroid is graphic (corresponding to a chordal graph).
We then study modular flats and modular joins of supersolvable matroids. Our main result is a characterization of the case that the modular join of two matroids is supersolvable (Theorem 3.4). We also show that the class of geometric lattices that arise from supersolvable ones by modular joins is closed under taking intervals (Theorem 3.9).
Finally the special structure in the case of supersolvable matroids in ¿# is explored. Here every modular flat extends to an M-chain, such that modular joins of supersolvable matroids in Jf are again supersolvable (Theorem 4.7).
It is assumed that the reader is familiar with basic matroid theory, as developed in [18] [19] [20] . The basic references on modularity are Stanley [16] for modular flats, [17] for supersolvable matroids, and Brylawski [5] for modular constructions. Definitions and the basic properties needed for this paper will be reviewed in §2. Chordal (triangulated) graphs are treated extensively in [9, Chapter 4] .
In the following, a matroid M on the ground set E will be denoted by M or M(E). Matroids will usually be represented by their lattices L of flats (closed sets), where L ç 2 is ordered by inclusion. All matroids are finite. Without loss of generality the matroids considered can be assumed to be simple (combinatorial geometries), so that the ground set E is identified with the set of atoms of L.
A flat X G L is often identified with the corresponding matroid restriction M\X, or equivalently, with the corresponding interval [Ô, X] of L. Similarly, the contraction M/X by a flat X is visualized by the interval [X, Î] of L (where 0 = 0 and Î = E).
Our language will mostly be geometric, talking about "points and hyperplanes" rather than about "atoms and coatoms" or about "flats of rank 1 and r -1 " etc. The reader should have no difficulty in translating to his favorite language.
Binary supersolvable matroids
We start by reviewing the basic properties of modular flats in geometric lattices.
Definition 2.1 [16] . A flat X e L is modular if and only if any of the following The following result describes the main mechanisms that lead to the construction of new modular elements. Proof, (la) is implicit in [16] , explicit in [5, Proposition 3.5] . (lb) is implied by [5, Proposition 3.19] . (2) Proof. Some of this is implicit in [16] . Explicit statements and proofs can be found in [5] : (1) This is exploited in the nice special case of supersolvable matroids, for which the characteristic polynomial factors completely: Definition 2.4 [17] . A matroid M is supersolvable if its lattice L contains a maximal chain of modular elements (Af-chain). Equivalently, a matroid is supersolvable if it either has rank at most 2, or rank r > 2 and a modular hyperplane H such that the restriction M\H is supersolvable of rank r -1 . Theorem 2.5 [17] , ( 1 ) Let M be a simple supersolvable matroid, let 0 = X0 < ■■■ < Xr = E be an M-chain and e{ = \X(\ -l-AT^J for 1 < i < r. Then the characteristic polynomial of L is
i=\ (2) Every restriction of a supersolvable matroid to one of its flats is again supersolvable. In fact every interval in a supersolvable geometric lattice is supersolvable.
Trivially, every modular geometric lattice is supersolvable. Thus the full projective geometry PG(«, q) over a finite field is always supersolvable.
A second class of supersolvable geometries is given by Proposition 2.6 [17] . A graphic matroid M(G) is supersolvable if and only if G is chordal.
(The "only if part is clear from Theorem 2.5(2). The "if direction relies on the existence of a simplicial vertex in every chordal graph, see Lemma 4.5 .) Now we will see that every regular (unimodular) supersolvable matroid is graphic. The Fano plane F1 = PG (2, 2) shows that this does not generalize to binary matroids, and the (q + l)-point line U2 q+x = PG(1, q) for q > 2 is a counterexample over other fields.
However, one can consider the class Jf of binary matroids that does not contain a Fano plane as a submatroid. Note that in a simple binary matroid, every Fano submatroid is a flat. For matroids in Jf we formulate the main result of this note; this in particular covers the class of all regular matroids, and thus the case of all graphic and cographic matroids.
For our purposes we describe a simple binary matroid M of rank r as graphic if in suitable coordinates over GF (2) it is a subset of M(Kr+x) = {e¿ + e, : 1 < i < j < r + 1}, where e; is the i th unit vector in V = GF(2)r+1 . Theorem 2.7. Let M be a supersolvable binary matroid. If M does not contain a Fano plane as a submatroid, then it is graphic. In other words, every supersolvable M G J? is graphic. Proof. Let M be a supersolvable binary matroid on E of rank r = r(M). We can assume that M is simple.
Let H ç E be a modular hyperplane. M will be represented in the subspace V of GF(2)r+1 defined by JT)£, x¡ = 0. By induction on the rank we may assume that the restriction M\H is graphic and represented as H ç {e.+ e : 1 < i < j < r}, where e/ denotes the /th coordinate vector in GF(2)r+1 , thus e, + e;. ç {x G V : xr+x = 0}. Now let E -H = {f,, ... , fk) ç {x G V : xr+x = 1}. Without loss of generality we may assume fj = e, + er+1 , and also (if k > 2) that the point in H determined by f, and f2 as Hr\{fx, f2} = {fj +f2} is e¡ + e2, after permuting coordinates. This implies f2 = e2 + er+1 .
There are several possibilities for f3. The conditions f3+ft G H and f3+f2 G H and f3 ^ H imply that either f3 = e +er+1 for some j with 3 < j < r (in which case we can assume f3 = e3 + er+1 after a permutation of coordinates), or that f3 = e, + e2 + e + er+1 for some 3 < j < r.
In this case we perform an invertible linear coordinate transformation given by e, h-> ej
e , i-> e , v+i *>+i e^ !->■ e^. + e, + e2 for 3 < k < r, which fixes V, fixes {e; + e : 1 < i < j < r}, fixes fx and f2, and sends f3 to e + er+x , such that after an additional permutation of coordinates we may assume f3 = e3 + er+1.
But now for ik with k > 4 we get the conditions f, + fk G H, i2 + fk € H, and f3 + fkeH, thus either f^ = e-+ er+1 for some 4 < j < r, or fk = ex + e2 + e3 + er+1, but this possibility is excluded, because it creates a Fano plane {ei+e2, e,+e3, e2 + e3, e,+er+1, e2 + er+I, e3 + er+1, e, +e2 + e3 + er+1}.
Thus after some coordinate transformations we get E -H c {e, + er+1 : 1 < j < r} , and thus E Ç {eí + e¡ : 1 < i < j < r + 1}, and thus M is graphic. D
We remark that the decomposition theory of [15] offers an alternative approach to Theorem 2.7. An application of the theory, using Seymour's splitter theorem, shows that a supersolvable member of Jf must be either graphic or cographic. Then remains the interesting combinatorial exercise to show that if M*(G) is supersolvable, then G is planar.
Theorems like 2.7 in particular imply cardinality bounds: (ii) If M does not have a Fano submatroid (M G JÍ), then \E\ < 3 • 2r~ . Furthermore, when equality holds, then M is (isomorphic to) the affine matroid AG(r, 2).
Proof, (i) Heller [10] and Baclawski and White [1] .
(ii) This is a special case of Bose and Burton [4] . D (See Murty [13] for a survey and Kung [11] for recent results on cardinality bounds of this type.)
Now if M is supersolvable without a Fano submatroid, then by Theorem 2.8 it does not have a Fano minor, and thus the stronger bound of Lemma 2.8(i) applies-which is clear for graphic matroids, anyway.
Of course, it is interesting to ask for possible generalizations of Theorem 2.7. For this, one might consider concepts that generalize supersolvability (at least for binary matroids).
The standard obstruction to such attempts is the cographic matroid M*(K3 3) : this matroid does not have a Fano submatroid and is therefore in .#. However, it is not graphic, although it is "line closed" in the sense of Halsey [9] and chordal (generalizing the definition of a chordal graph to binary matroids, as suggested by Barahona and Grötschel [2, p. 53 
]).
Also the characteristic polynomial of M*(K3 3) does not factor, so that the "nice" properties of supersolvable matroids do not generalize to line closed or chordal matroids or to any other class that contains M*(K3 3).
The best we can offer in the direction of generalization of supersolvable matroids with "good properties" is therefore the class of matroids that arise from supersolvable matroids by the modular join operation. This class will be defined and studied in the following section. In §4 we will discuss the binary case.
Modular joins of supersolvable matroids
Definition 3.1 [5] . Let M' = (E1, J?') and M" = (E", Jr") be two matroids such that X :-E' D E" is a modular flat in both of them. Then the modular join of M' and M" is the matroid M -PX(M', M") on E := É U E", whose closed sets are those sets S ç E for which S n E1 is closed in M' and 5" n E" is closed in M". This defines M uniquely. M has rank r(E) -r(E') + r(E") -r(X). Both E' and E" are modular flats of M.
We say that M is a modular join if it has the form M = PX(M\É, M\E") for modular flats É , E" of M with X = É n is" and X ± É , E" (that is, r(A/-)>max{r(£'),r(£")}).
Brylawski [4] has shown that if X ç E is a modular flat in at least one of the geometries M1, M", then the construction in Definition 3.1 produces a matroid, which he has named the strong join or the generalized parallel connection of M' and M". Lindström [13] has shown that modularity (and closedness) are required to define a symmetric join operation. We will only need this special case of the symmetric modular join construction described above. (Our terminology here is an attempt to be simple and intuitive without contradicting most of the literature.) O From now on we will often write PX(E', E"), instead of PX(M\E', M\E"), when it is clear what matroid on E1 respectively E" is considered.
In this section we will characterize the case when the modular join construction produces supersolvable matroids. For this we note that if P = PX(M', M") is supersolvable, then M1 and M" (being flats of P) both are supersolvable by Theorem 2.5(2).
From the characterization below and Example 4.3 we see that the converse is not in general true even for binary matroids, but holds for matroids in Jf. Theorem 3.4. Let P be a matroid and X an inclusion-minimal modular flat such that P is a modular join over X, with P -PX(E', E"). Then P is supersolvable if and only if M' and M" are both supersolvable and X belongs to an M-chain in both M' and M".
Proof. The "if part follows by induction on the rank from the observation that if H' is a modular hyperplane of M' that contains X, then H' u E" is a modular hyperplane of P that contains X, and P\(H' öE") = PX(H', E") by Proposition 3.3. For the converse, we first prove that every modular hyperplane H of P has to contain one of E' and E" . Assume that p" G E' -H and p" e E" -H. If p and p" can be chosen such that p £ E" and p" ^ É , then p t¿ p" , and the line I = {p , p"} has to intersect H in a point q G E' U E" .
But q G É would imply / ç É and thus p" G É , and similarly q g E" leads to a contradiction. Thus we have that É -É' ç H or E" -E' ç H. Assume without loss of generality that the first alternative holds. Now X and H are modular flats and É <t H, so X <t H. Therefore XnH is a modular flat in P that is properly contained in X. By Proposition 3.3, this implies P = PXnH(M'\(H n E'), M"), which is a contradiction to the minimality of X. Now assume we have a modular hyperplane H of P that without loss of generality satisfies É ç H. Then by Proposition 3.3 we find P\H -PX(M', M"\H), and thus we are done by induction if we can verify that X satisfies the minimality condition for P\H. But if on the other hand, there is a modular flat Y c X of H such that P\H = PY(MX, M2), then 7 isa modular flat of P by Proposition 2.2 (la), and the interval [Y, Î] of P is a direct sum by 2.3(3). However, the corresponding separators Xx , X2 of [Y, Î] are modular flats of P by Proposition 2.2(lb), and thus P = PY(^i > %2> P roposition 3.2, contradicting the minimality assumption for X. G Note that the "only if part of Theorem 3.4 is not true without the minimality assumption on X : for this let M be a supersolvable matroid with a modular flat X that is not contained in an A/-chain (as, for example, described in Example 4.3 below). Then if M' is any supersolvable matroid, then P = PX(M, X e M1) = M e M' is supersolvable, but X is not contained in an M-chain of P. We will see this in Theorem 3.9 after several lemmas. Proof. This is computed in [5] , reducing to Stanley's Modular Factorization Theorem [16] via a study of the complete Brown truncation. A nicer proof results from the observation that if oe is a linear ordering on E = E' U E" in which X is an initial segment, then the corresponding broken circuit complex A = BC(P, w) factors as A = A\x * &\E>_X * &\e"-x > wnere &\x * ^\e'-x Ã |£ = BC(Af, oe\E.) and A\X*A\E"_X = A\E = BC(Af, co\E") -with the Modular Shortcut Axiom [5, Theorem 3.11] this easily follows from the definitions.
Consult [6, 3] for this approach. D Theorem 3.9. Let 5? be a class of supersolvable geometric lattices that is closed under taking intervals, and let 5?* be the smallest class of geometric lattices containing S? that is closed under taking modular joins. Then (i) every interval of a lattice in S?* is a lattice in 5?*, and
(ii) the characteristic polynomial of any lattice in S^* factors over Z into linear factors.
The extra generality allowing for subclasses of supersolvable geometric lattices in Theorem 3.9 applies, in particular, to the case where S" is ( 1 ) the class of all finite supersolvable geometric lattices, (2) the class of all binary supersolvable geometric lattices, (3) the class of all unimodular supersolvable geometric lattices, (4) the class of all graphic supersolvable geometric lattices. In cases (3) and (4) (which coincide by Theorem 2.7) we see <¥* = 5?, whereas in cases (1) and (2) this does not hold.
At this point, we also observe that a practical property of supersolvable matroids, namely, that they allow convenient proofs by induction on the size of the ground set, does not get lost under forming modular joins. Lemma 3.10. Let X be a minimal flat of P such that P is a modular join P = PX(M', M") over X. Assume X / E1, where M' = P\E' is supersolvable. Then there is an e G E' -X such that PX(M', M") -e = PX(M' -e, M") and M' -e is again supersolvable. Proof. Let H' be a modular hyperplane of M1. Minimality of X implies (as in the proof of Theorem 3.4) that X ç H1. With this e can be chosen arbitrarily in E' -H1. D
Modular flats in binary matroids
The possible structures of modular flats in binary matroids are quite restricted. This was already indicated by Theorem 2.7, and will reappear in Theorem 4.7 below. We first collect a few elementary facts. One observation is that modular flats require the existence of many 3-circuits (3-point lines). In fact supersolvable matroids are characterized by their families of 3-circuits in [3] . Lemma 4.1 [5, Corollary 3.15] . Let M be a simple connected binary matroid. A line X in M is modular if and only if it has 3 points (that is, if it is a 3-circuit). Proof. Proposition 2.3(4) and 2.3(3). D From Proposition 2.2(4) we indeed get that every complete flat (flat X with 2r(X) -1 points) in a binary geometry is modular. Thus in particular, every Fano plane in a simple binary matroid is modular, so that Theorem 2.7 can be interpreted as a statement about modular flats in binary geometries.
We now start to collect existence theorems for modular flats in binary matroids (that fail in general matroids). This binary matroid of rank 4 is supersolvable, because the hyperplane {x4 = 0} is a complete Fano plane-this is the only Fano plane in M. However, M also contains the modular line X = {1000, 1111, 0111}, which is not contained in any modular hyperplane; this is most easily seen from the characteristic polynomial x(t) = {t-i)(t -2)(t -4)2 , which by Theorem 2.5(1) implies that every modular hyperplane of M has to be a Fano plane. In particular the (modular) line X and the (modular) points 1111 and 0111 on X are not contained in an Af-chain. Thus, by Theorem 3.4, if M1 is an isomorphic copy of M with E f)E' = X, then PX(M, M1) is not supersolvable.
However, for supersolvable matroids in the class JÍ we can prove that every modular flat X < 1 is contained in a modular flat of rank r(X) + 1 .
Theorem 2.7 reduces this to the case of graphic matroids, where Proposition 2.3(3) reduces to the case of a connected graphic matroid M(G), that is, a 2-connected graph G. We note that if G is not 2-connected, then we can assume that G is a disjoint union of its 2-connected blocks, and thus the modular hyperplanes of M (G) again are exactly the complements of simplicial vertices in G. Proposition 2.6 ("chordal graphs have a supersolvable matroid") thus requires the existence of a simplicial vertex in every chordal graph with E ^ 0. The classical result, due to Dirac [8] , states even more. Lemma 4.5 [8, 5] . Let G -(V, E) be a chordal graph. Then either G is a complete graph (G = K , n > 1), or G has two nonadjacent simplicial vertices.
Putting things together, we get: Theorem 4.6. The class of binary supersolvable matroids without a Fano plane is generated by the matroids M(Kn) (n > 2) by the operation of forming the modular join of two matroids of equal rank in aflat that is a modular hyperplane in both. Furthermore, the matroids M(Kn) do not arise as a modular join of smaller matroids for « > 2.
Proof. Let M G -# be supersolvable, then M = M (G) for a chordal graph G by Theorem 2.7 and Proposition 2.6. Thus either M = M(Kn) for some n > 1, or M has two modular hyperplanes Hx, and H2 such that Hx U H2 = E, by Lemma 4.5 and Proposition 4.4, where Hx and H2 arise as the edge sets of G -vx and G -v2 for some nonadjacent simplicial vertices vx and v2 in G. Thus from Proposition 3.3 we get M = PX(M(GX), M(G2)) for X = Hx(lH2 where r(M(Gx)) = r(M(G2)) = r(M) -1 . □ Observe here that the modular join decomposition is much more general than the "simplicial tree decomposition" of graphs as surveyed in [7] . In fact every chordal graph has a simplicial tree decomposition, but for this the join cannot be required to be formed in hyperplanes.
It is interesting to note that modular joins do not in general preserve supersolvability, although modular joins in hyperplanes do. The reason is that in a supersolvable matroid, not every modular flat is contained in an Af-chain. Example 4.3 demonstrates a binary example of this. However, every modular hyperplane extends to an Af-chain, by Theorem 2.5(2) together with Proposition 2.2(la). In particular, with Theorem 3.4 this means that the operation of forming modular joins in hyperplanes used for Theorem 4.6 does preserve supersolvability.
Again we can prove more for the matroids in the class Jf . Of course, Theorem 4.7 below is again a result about graphs, respectively graphic matroids, which only by Theorem 2.7 is lifted to the class Jf. (ii) The modular join PX(M', M") of two supersolvable matroids M', M" ĝ # is again a supersolvable matroid in JK.
Proof. For this one considers an isomorphic copy M' of M such that EC\E' = X, and the modular join PX(M, A/'). Corresponding to this there are graphs G = (V, E) and G' = (V, E1) such that G[V n V] = (V n V, X), such that M = M(G), M' = M(G'), and PX(M, M1) = M(G0), where G0 = (VuV' ,EUE') is the modular join of G and G1 in X. Now G and G' are both chordal. With Proposition 4.4(1) one sees that G0 is also chordal, because every cycle that meets both É -E and E -É has a chord in X, hence PX(M, A/') is supersolvable, which proves (ii). Thus Theorem 3.4 implies part (i). D The "doubling" trick in this proof (and in Example 4.3) was also used by Lindström [13, Theorem 1] .
