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I proposed a new computational model that is consistent with human perception of depth in 
"ambiguous regions". This region has no information of binocular disparity as seen in black 
and white papers. However, human can perceive surfaces in ambiguous region. Then, a 
simple question confronts us: "how do we estimate the depth of a no-texture image?" In such 
ambiguous regions, mathematical solutions of binocular disparities are not indefinite or 
unique. Psychological view points, Ishikawa and Geiger revealed that human perceives flat 
surface in ambiguous region. I examine a mathematical description for depth completion that 
is consistent with human perception of depth in ambiguous regions. Using computer 
simulation, I show that resultant depth-maps qualitatively reproduce human depth perception 
of two kinds: concave and convex surfaces. The resultant depth-maps produced using 
proposed model depend on the initial depth in the ambiguous region. Considering this 
dependence from psychological viewpoints, I conjecture that human perceives completed 
surfaces that are determined by pre-stimuli corresponding to the initial condition of depth in 
ambiguous region. I designed psychological experiments to verify the model prediction. An 
ambiguous stimulus as post stimulus was presented after a prior-stimulus removed ambiguity 
from post stimulus. The inter-stimulus interval (ISI) was inserted between the prior-stimulus 
and post-stimulus. Results show that correlation of perception between the prior-stimulus and 
post-stimulus depends on the ISI duration. Correlation is positive, negative, and nearly zero 
in the respective cases of short (0-200 ms), medium (200-400 ms), and long ISI (>400 ms). 
Furthermore, based on proposed model, I propose a computational model that can explain the 
perceptual alternation. Then, the computational model that I proposed in this article have 
psychologically and physiologically high validity. Additionally, based on the depth 
completion model, a novel completion model of visual information, for example optical flow 
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定の両眼視差量に選択制を示す神経細胞が見出されている(Anzai, Chowdhury, & 
DeAngelis, 2011; Hubel, Wiesel, Yeagle, Lafer-Sousa, & Conway, 2013; Marroquin, 
Mitter, & Poggio, 1987)． 
画像工学やロボットビジョンの分野でも，空間的に離れた 2台のカメラ画像
から計算される空間的位置ずれ，すなわち両眼視差を元に，奥行きや物体形状
















を考え，このときの輻輳角𝜃を求める．図 1.1a より，𝜃 = 𝛼 − 𝛽である．この
時， 
 
tan 𝜃 = tan(𝛼 − 𝛽) =
tan𝛼 − tan𝛽
1 + tan𝛼 tan𝛽
 (1.1) 
となる．ここで，両眼間の回転中心間距離を2𝐼として，注視点 Fの𝑥座標を





𝑋2 + 𝑍2 − 𝐼2
 (1.2) 
となる．特に，注視点が𝑧軸上の点 Bにある場合は，tan(𝜃 ∕ 2) = 𝐼/𝑍 であ
る．また，点 Bまでの距離が長い場合は， 









図 1.1における Vieth-Muller circleは，輻輳角が常に𝜃である点の軌跡を表し
ている．図 1.1bに示したように，点 Bを注視しているときは，点 Aは注視点
より遠くに，点 C は近くにある．このとき，これらの点の左右網膜上の空間的
位置にずれが生じる．このずれを両眼視差という．点 Bと点 C の間における両
眼視差を𝜂とすると，𝜂は左右の眼で点 Bと C がもたらす像の角度差であるか
ら， 
 𝜂 = 𝛾 − 𝜔 = 𝜃 − ζ (1.4) 
と計算される． 
例えば，両眼視差𝜂 = 0を奥行きの基準とすると，𝜂 < 0の場合は相対的に手






















眼視差と奥行の関係を図 1.3に示す．図 1.3a は SFS 刺激である．左眼像の点 A
に対応する右眼像がA′であることの計算は比較的容易であり，工学的には
Lucas-Kanade法(Lucas & Kanade, 1981)，視覚モデルとしては視差エネルギーモ
デル(Ohzawa, 1998)で計算することができる．このような左右両眼像で対応す
る空間位置を対応点という．たとえば，図 1.3aにおける左眼像の点 Aと点 D
の対応点はそれぞれ，右眼像の点A′とD′である．これらの点では図 1.3bに示す










































第 1 章 本研究の背景と目的を述べた． 
第 2 章 既存研究の調査から提案モデルに必要な要件と基礎理論について
調査する． 
第 3 章 奥行情報伝播によって補完する数理モデルの導出について論じ
る． 
第 4 章 提案モデルを数理的に考察し，ヒトの奥行き知覚特性を予想す
る．この予想を心理物理実験で得られた結果を考察することで検証する．  
第 5 章 心理物理実験によって見出された新たな知覚特性を説明する計算
理論を提唱する． 
第 6 章 本論文のまとめを行う． 
  





Lと Rはそれぞれ左右の眼球を表す．眼球中心を通る線分は視軸である．点 Bと点 C



























第 2 章 既存研究と問題点 
2.1 認知心理学的知見と神経生理学的知見 
初めに認知心理学的観点から奥行き知覚について調査と考察を行う．
Georgeson らは不定領域における奥行知覚の特性を調査した(Georgeson & Yates, 











Kawato によって計算論的立場から提案されている(Nishina & Kawato, 2004)．彼
らは拡散方程式の一種である熱伝導方程式を用いた奥行伝播モデルを提案し
た．例えば図 2.2a（および図 2.3a）を入力パターンとしたとき，Nishinaと
Kawato らのモデルによる奥行推定結果は，図 2.2c（及び図 2.3c）に示す鞍点状
の曲面となる．彼らのモデルでは解を一意に定めるために，面の空間勾配を基
準とした最適化問題としてモデルを構築している．面の空間勾配を計算の基準




る(Ishikawa & Geiger, 2006; SChar Daniel & RICHARD SZELISKI, 2002)． 
しかしながら，既存ステレオアルゴリズムによる奥行推定結果は，ヒトの奥
行き知覚結果と一致しないことが指摘された(Ishikawa & Geiger, 2006)．Ishikawa
と Geigerは認知心理実験を用いてヒトの奥行知覚特性を調査し，ヒトの視覚系
はガウス曲率（以下，𝐾と記す）がゼロ（𝐾 = 0）で特徴づけられる平坦な面を
知覚することを報告した(Ishikawa & Geiger, 2006)．すなわち，図 2.2cのような
既存のステレオアルゴリズムの奥行き推定結果は𝐾 ≠ 0であり，ヒトの知覚結
果である𝐾 = 0と整合しないことを指摘している．なお Ishikawaは，𝐾 = 0なる
面を数値計算によって得るために次の手段を用いた； (i) |𝐾| に関するエネルギ
ー関数を定義し，(ii) エネルギー関数を極小化もしくは最小化する面を数値的





経生理学的実験によって次の結論を得ている；RDS と SFS を提示した際に，
RDS に選択的に反応する神経細胞と SFS に選択的に反応する細胞，さらにいず
れの刺激を提示した際にも反応する SOS ニューロンが存在する(Taira, Tsutsui, 
Jiang, Yara, & Sakata, 2000)．したがって，不定領域における奥行推定は RDS と
SFS では異なる計算方法を採用している可能性が考えられる．また，SOS ニュ
ーロンが SFS 刺激に対する輪郭の両眼視差の勾配を計算している可能性を示す
ものである．Katsuyama らは SOS ニューロンと同様の領野である CIP において
マカクザルを用いた実験から，RDS を提示した際に知覚される面の曲率に選択
















Herault, 1991; Olshausen & Field, 1996)．これらの問題を視覚系が解いていると仮











































|𝛻𝑍(𝑥, 𝑦)|2 ≥ 0 を指標として評価できる．ただし𝛻 = ?̂?𝜕 𝜕𝑥⁄ + ?̂?𝜕 ∕ 𝜕𝑦で定義さ
れる．𝛻は 2次元空間での微分演算子であり，∇𝑍(𝑥, 𝑦)は奥行き面の勾配方向と


















A) RDS に観測ノイズが重畳した場合の奥行値推定問題， 
B)  SFS の奥行値推定問題 











































)𝑍(𝑥, 𝑦, 𝑡) = Δ𝑍(𝑥, 𝑦, 𝑡). (2.4) 




分が𝜕𝐸/ 𝜕𝑍 < 0であるとき， 𝜕𝑍 ∕ 𝜕𝑡 > 0の方向に𝑍を更新すればエネルギーが
減少する，逆に，𝜕𝐸/𝜕𝑍 > 0であれば，𝜕𝑍 ∕ 𝜕𝑡 < 0となるように更新すればよ







































∬{𝜆(𝑍(𝑥, 𝑦, 𝑡) − 𝑑(𝑥, 𝑦))
2




= −𝜆(𝑍(𝑥, 𝑦, 𝑡) − 𝑑(𝑥, 𝑦, 𝑡)) + Δ𝑍(𝑥, 𝑦, 𝑡) (2.7) 
となる． 
















































 𝜕𝑍(𝑖, 𝑗, 𝑡)
𝜕𝑡




{𝑍(𝑖 − 1, 𝑗, 𝑡) + 𝑍(𝑖 + 1, 𝑗, 𝑡) + 𝑍(𝑖, 𝑗 − 1, 𝑡) + 𝑍(𝑖, 𝑗 + 1, 𝑡)} 
(2.10) 
となる． 
右辺をみると，素子 𝑍(𝑖, 𝑗) を含めた周囲素子との情報伝播によって，2階の
空間微分Δが計算されうることがわかる．これらの素子を神経細胞モデルの出






















図 2.2 SFSの例 1． 
a. 左右両眼像を平行方を用いて観測すると，立体面を知覚する．b.三角形状の実線は各
点(𝑥, 𝑦)における両眼視差計算によって推定できる奥行き値𝑍(𝑥, 𝑦)を表す．c. 熱伝導方
程式（拡散方程式）を用いて補完された奥行き伝播の結果．双曲放物面（鞍；?̅? ≠
0, ?̅? ≠ 0 ）が得られる．この結果はヒトの知覚特性と合致しない．d, e. ヒトが知覚する
不定領域内の奥行き：フラットな奥行き面が知覚される．知覚される奥行き面の数学
的特長として，奥行きの等高線が直線（?̅? = 0）であり，平行（?̅? = 0）であるといえ
る． 
 
図 2.3 SFS刺激の例 2． 
a. 異なるタイプのステレオペア．実線の閉曲線は両眼視差計算によって確定される奥
行値．b. 拡散方程式に基づく奥行き補完の例（鞍；?̅? ≠ 0, ?̅? ≠ 0）．この結果もまた，







図 2.4 最急降下法を用いた奥行き修復の例 (平井, 1995)． 





図 2.5 最急降下法の概略図． 
更新量𝜕𝑍/𝜕𝑡 = −𝜕𝐸[𝑍]/𝜕𝑍を用いると，エネルギー関数の値によらず，常に極小値の
方向にエネルギー値が更新されることがわかる．  
















 平均曲率 𝐻 
 ガウス曲率 𝐾 







さ」を解の拘束条件とすることが考えられる(Nishina & Kawato, 2004)．事実，
















)𝑍(𝑥, 𝑦, 𝑡) = Δ𝑍(𝑥, 𝑦, 𝑡) (2.9) 
では，Nishinaらのモデルで採用されている式(2.9) の収束状態は，すなわち
式(2.9)を視覚モデルとみなした場合には，所望の奥行き補完が得られるだろう
か．この問い答えるために，第 2 章で導出した式(2.9)を用いて図 2.2b（図 
2.3b）を境界条件とした場合のZの収束状態を図 2.2c（図 2.3c）に示す． 
得られた面は鞍点形状であり， 
図 2.2d（図 2.3d）や 


































(1 + 𝑍𝑥2 + 𝑍𝑦2)
2 (3.2) 
Zの添え字は偏微分を示しており，例えば，𝑍𝑥 ≝ 𝜕𝑍 𝜕𝑥⁄ , 𝑍𝑥𝑦 ≝ 𝜕
2𝑍 𝜕𝑥𝜕𝑦⁄  で
ある． 
















Lindebergは一般的な 2次元静止画像𝐼(𝑥, 𝑦)，ただし 𝐼 は輝度や RGB値，から
有用な画像特徴を抽出するためには，2次元空間(𝑥, 𝑦)で定義される曲面𝐼(𝑥, 𝑦) 









 レベルセット曲率： 𝜅(𝑥, 𝑦) 
 奥行きZの位置(𝑥, 𝑦)を通過する等高線（レベルセット）の曲率を
与える． 
 レベルセットが(𝑥, 𝑦)で直線である場合には，𝜅(𝑥, 𝑦) = 0となる． 
 κ の正負は曲率の正負を示しているので，レベルセットが直線か
否かを評価するには，𝜅2が 0 であるか否かを評価すればよい． 
 フローカーブ曲率： 𝜇(𝑥, 𝑦) 
 レベルセットに垂直な線をフローカーブと呼び，位置(𝑥, 𝑦)におけ
るフローカーブの曲率を与える． 






 レベルセットの平行性を評価するためには，𝜇2が 0 か否かを評価
すればよい． 
これら 2つの曲率量𝜅, 𝜇は，関数𝑍の微分係数から計算することができ，次式




2𝑍𝑥𝑥 − 2𝑍𝑥𝑍𝑦𝑍𝑥𝑦 + 𝑍𝑥
2𝑍𝑦𝑦
𝑍𝑥2 + 𝑍𝑦2












ば任意の位置(𝑥, 𝑦)において，𝜅2(𝑥, 𝑦) = 0でありかつ𝜇2(𝑥, 𝑦) = 0であることか
ら，任意の(𝑥, 𝑦)でκ2 + 𝜇2を評価すればフラット性を評価できる期待がある． 
図 3.1以外の例として，不定領域での面知覚；  



















?̅? = 𝜅 ⋅ (𝑍𝑥
2 + 𝑍𝑦
2) 




ことにする．本研究では，?̅?2 + ?̅?2を奥行面のフラット性評価量として用いる．  
3.3.2 曲率関連量の数学的関係 
次に，(?̅?, ?̅? )と𝐾の数学的関係を以下の新定理として示す．  
新定理 
𝑍𝑥(𝑥, 𝑦) ≠ 0またはZy(𝑥, 𝑦) ≠ 0ならば 













𝑍𝜂𝜂(𝑥, 𝑦)𝑍𝜉𝜉(𝑥, 𝑦) − 𝑍𝜂𝜉
2 (𝑥, 𝑦)
(1 + 𝑍𝜉
2(𝑥, 𝑦) + 𝑍𝜂2(𝑥, 𝑦))
2  (3.6) 
ここで方向𝜉を𝑍の勾配方向𝛻𝑍とすると，?̅?, ?̅?は以下の式で与えられることが
知られている (Satoh & Usui, 2008a)． 
 ?̅?(𝑥, 𝑦) = 𝑍𝜂𝜂(𝑥, 𝑦), (3.7) 
 ?̅?(𝑥, 𝑦) = 𝑍𝜂𝜉(𝑥, 𝑦) (3.8) 








𝑍cone(𝑥, 𝑦) = −
𝑥2







𝑍cone(𝑥, 𝑦) = −
𝑦2






















= 0 (3.13) 
一方，𝜅 ≠ 0, 𝜇 ≠ 0である．したがって，定理(3.5)の逆は成り立たない． 
Q.E.D 




∬ (?̅?2(𝑥, 𝑦) + ?̅?2(𝑥, 𝑦))
𝛣
𝑑𝑥𝑑𝑦 = 0⇒∬𝐾2(𝑥, 𝑦)
𝛣
𝑑𝑥𝑑𝑦 = 0 (3.14) 
以降，本論文中では𝛣を不定領域とする．上式は，?̅?2 + ?̅?2 による奥行Zのフ
ラット性評価は，𝐾2による評価よりも厳しい条件であることを意味する．事
実，いたるところ𝐾2 = 0である面であっても，?̅?2 + ?̅?2 ≠ 0なる面が存在する












𝐸[𝑍] = ∬ (?̅?2(𝑥, 𝑦) + ?̅?2(𝑥, 𝑦))
𝛣








𝑍 = 𝛻(𝛥𝑍) ⋅ 𝛻⊥𝑍 + 𝜅 ̅ (3.16) 
但し，𝛻⊥𝑍は𝛻𝑍に対して直交するベクトル，τは時定数である．以降のシミ
ュレーションでは，τ = 10 ms とした．座標系は通常の(𝑥, 𝑦)座標系と偏微分を
用いる．式(3.16)が本稿で提案する奥行補完モデルの数理表現である．式(3.16)
の導出は、Satoh &Usui による．奥行補完結果は，式(3.16)の定常状態とする． 
式(3.16)は対流拡散方程式の一種であり，奥行き情報𝑍が空間的に伝播される
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ンとして 2種類の境界条件（図 2.2bと図 2.3b）を設定した（2種の Dirichlet境
界条件）．また，微分方程式として表される数理モデル，すなわち式(3.16)の
𝑡 = 0における初期条件として 𝑍(𝑥, 𝑦, 𝑡 = 0) = +1，もしくは 𝑍(𝑥, 𝑦, 𝑡 = 0) = −1
の 2種類を用意した． 
図 3.3は初期値（𝑡 = 0）との奥行き𝑍を示している． モデル適用後の定常状




















れる．以降 𝑍∨をフラットな凹面（図 2.2d）， 𝑍∧はフラットな凸面（図 2.2d）
とする．この考えは定性的に Kanai らの考察でも採用されている(Kanai, Moradi, 
Shimojo, & Verstraten, 2005)． 図 3.3aは初期値𝑍(𝑥, 𝑦, 𝑡 = 0) =  −1.0から凸面へ




































𝑍(𝑡, 𝑥) = −
𝜕4
𝜕𝑥4










































て，第２項：(Δ𝑍 + 𝜆𝑍𝜂𝜂)について述べる．第２項の原点における量と Shape 
Index (Koenderink, 1990)は図 3.10cに示すような比例関係にあることを見出し
た．Shape Index は主曲率（付録を参照）を用いた３次元面の（凹凸などの）形
状に関する指標であり，Katsuyama らによって Shape Index に選択性を示すニュ

























𝜅(𝑥, 𝑦) = 0, 𝜇(𝑥, 𝑦) ≠ 0：レベルセットは直線となるが，平行にはならない． 
𝜅(𝑥, 𝑦) ≠ 0, 𝜇(𝑥, 𝑦) = 0：レベルセットは平行であるが，直線とはならない． 
𝜅(𝑥, 𝑦) = 0, 𝜇(𝑥, 𝑦) = 0：レベルセットは平行な直線となる．この時，フラットな面と
なる． 
b. 提案する新定理 1 の逆が成り立たないことを示す反例．このような面に対して３種
類の曲率を計算すると，𝜅 ≠ 0, 𝜇 ≠ 0, 𝐾 = 0となり，定理の逆は偽となることがわかる． 
  




図 3.3 数値シミュレーション結果． 
点線は奥行き等高線：Iso-depth Line．図 2.2aや a図 2.3に示されるような２種類の境界
条件を用いて２つの初期条件からスタートした場合の奥行き補完の数値シミュレーシ
ョンの結果．左から右へ時間経過を表している．a. と b. （c. と d. ）の境界条件は同じ
である．初期条件に依存して，Depth mapは凹面もしくは凸面のフラットな面に収束す





図 3.4図 3.3aに対する面補完の詳細． 
  
  










図 3.6 図 3.3c に対する面補完の詳細． 
  










図 3.8 モデルから予想されるエネルギー関数の形状． 
𝑍 = 𝑍∨, 𝑍∧の時に最小値となるようなエネルギー関数𝐸[𝑍]．横軸は不定領域における面




図 3.9  等方性拡散と 2階微分モデルによる１次元の場合の補完結果の比較． 
不定領域を0 ≤ 𝑥 ≤ 1とした．a. 等方性拡散と 2 階微分モデルの補完結果の比較．黒
線：等方性拡散．灰色線：2 階微分モデル．b. スプライン補完による補完結果．c. 2 階
微分モデルの境界条件による補完結果の違い．  






























































アライブラリである MATLAB Psychtoolbox を用いた(Brainard, 1997; Kleiner M; 
D, Brainard; D, 2007; Pelli, 1997)．立体刺激の提示に対応したグラフィックカー
ド(GeForce GTX560; NVIDIA Corp.)を搭載した PC を用いて液晶ディスプレイ
(XL2410T; BenQ Corp.)上に視覚刺激を提示した．液晶ディスプレイのリフレッ
シュレートは左右それぞれの像に対して 60Hz，解像度は 1920 × 1080 であっ
た．被験者は椅子に座った状態で，その頭部を顎台で緩やかに固定し，両眼立
体視のために液晶シャッターゴーグル(3D vision 2; NVIDIA Corp. )を装着させ，
視距離１．５メートルより視覚刺激を観測させた．なお，実験装置の概略図を




























布に従いランダムに選択し 1000ms 提示した． ISIの後，前刺激から対角線を除












 R-boundary刺激では 0≤ISI<600 ms である場合，C-boundary刺激では，
0≤ISI<400 ms である場合，帰無仮説が棄却される． (p<0.05; 図 4.5a, c)． 
4.3.2 相関関係 
独立性の検証と同様に，各ビンのデータに対してオッズ比（Odds Ratio；
OR ≥ 0）を算出し，前刺激と後刺激の知覚に対する知覚相関を調査した ．結果





 OR = 1の場合は，前刺激と後刺激の知覚は無相関であることを示している． 






























図 4.1 実験で用いた前刺激． 
a. R-boundary 刺激．左右二つの画像は左右両眼にそれぞれ提示される視覚刺激である．
液晶シャッターメガネかけた被験者に対して左右両眼にこれらの画像をそれぞれ提示
すると， b. に描く凹面を知覚する． c, d. C-boundary 刺激と知覚される面を示す． 
 
図 4.2 実験装置の概略図． 
  





















図 4.5 心理物理実験の統計解析の結果． 
a. 各ビン幅ごとの p値．点線は有意水準５％を示す．点線より上にプロットされた p値
は p<0.05 であることを示す．b. R-boundary 刺激に対する各ビン区間毎の Odds Ratio 
(OR)．OR>1の場合は正の相関，OR＝0の場合は負の相関であることを表している．点










奥行き残効を再現できた．しかしながら，提案モデルではISI > 200ms におけ
る負の奥行き残効は再現できない．提案モデルが補完する面は，初期条件

































面，凸面，𝑍(𝑥, 𝑦) = 0なる面（以降，平坦面と記す）の結合で表せる面に限定
する（図 5.1）．凹凸面は奥行き補完モデル（式(3.16)）を前刺激や後刺激に適
用して得られる定常状態であり，平坦面はISI > 1000ms において最終的に得ら
れる面である．具体的には凹面（𝜙 = −1），凸面（𝜙 = +1），平坦面（𝜙 =






𝑍(𝜙(𝑥, 𝑦)) = {
𝜙(𝑥, 𝑦) ⋅ 𝑍∧(𝑥, 𝑦), if 𝜙 > 0
0, if 𝜙 = 0
−𝜙(𝑥, 𝑦) ⋅ 𝑍∨(𝑥, 𝑦), otherwise.
 (5.1) 
Z∨(𝑥, 𝑦)と𝑍∧(𝑥, 𝑦)はそれぞれ凹面，凸面を表す．𝑍(𝜙(𝑥, 𝑦))は図 5.1 に示すよ
うに全点(𝑥, 𝑦)で𝜙 = −1,+1, 0の時，それぞれ凹面（図 5.1a），凸面（図
5.1c），平坦面（図 5.1b）となる．なお，凹，凸，平坦面以外のサドル面（図
5.1d）やその他複雑な形状の面（図 5.1e）も，各点(𝑥, 𝑦)毎に異なる𝜙(𝑥, 𝑦)を設
定すれば，式(5.1)で記述できる．すなわち，詳細は後述するが，全点において
𝜙(𝑥, 𝑦) = constとなれば，凹，凸，平坦面のいずれかの面となるように立式し
ている． 

















𝑍∧, if 𝜙 > 0









𝜙(𝑥, 𝑦) = −1 (凹面) と 𝜙(𝑥, 𝑦) = +1 (凸面)であり，ISI > 1000 msで知覚されう
70 第 5 章 ISIに依存する奥行き知覚のモデル 
 
 
る面𝑍(𝑥, 𝑦) = 0は，𝜙(𝑥, 𝑦) = 0に対応する．これら３つの“フラット”な奥行












新定理 2 𝐸1[𝜙] = 0 ⟹ 𝐸[𝑍] = 0  
































 𝐹[𝜙] = 𝛽1𝐸1[𝜙] + 𝛽2𝐸2[𝜙] + 𝛽3𝐸3[𝜙]  (5.7) 











= 𝛽1 ⋅ Δ𝜙 + 𝛽2 ⋅ 2𝜙(1 − 𝜙
2) + 𝛽3 ⋅
3
4
(1 − 𝜙2). (5.8) 






シミュレーションの条件として，前刺激を凹面（𝜙(𝑥, 𝑦, 𝑡 = 0) = −1），境界は
R-boundaryとする．ここで，ISI中に奥行き情報は不定領域𝛣及びその周囲では
与えられていないため，𝛽2と𝛽3は時刻𝑡の単調減少関数とし，次式で定義する． 








その他のパラメータは𝜏 = 10, 𝛽1 = 0.0001とした．時間変数𝑡は ISIの長さを表
し，時刻𝑡 = 0はISIの開始時刻である．領域𝛣は|𝑥| < 1かつ|𝑦| < 1の矩形領域と
した．ISI中の領域𝛣の境界条件である𝑍(𝑥, 𝑦) = 0は，𝜙(𝑥, 𝑦) = 0に相当する．
式(5.2)を矩形領域の内部に適応して得られた結果のうち，𝑡 =
0, 100, 300, 500, 700, 900の𝑍を図 5.3に示す．結果をまとめると，以下の通りで
ある． 
 ISIが𝑡 = 0ms，もしくは 𝑡 =  100ms のとき，𝑍は前刺激と類似した凹形状
である． 




 ISIが𝑡 =  300 ms のとき，𝑍は転じて凸形状となる．すなわち，前刺激（凹
面）と反対の形状である． 
 先と同様に，𝑡 = 300ms における𝑍を後刺激の不定領域における初期値と
して奥行き補完モデル（式(3.16)）を適用すると，t = 100ms の場合とは
逆に，凸面が補完される（図 5.4）． 
 図 5.2c.に示されるように，凹状態と凸状態の間には 0ではないエネルギ
ー障壁が存在するが，𝜙 = −1 から 𝜙 = +1への遷移が起こる． 
 より長い ISIでは𝑍 = 0となるため，前刺激と後刺激の形状間に相関はない． 
 長時間の ISIの場合は前刺激の効果が失われ，時間経過と共に面の状態は













𝜙prior(𝑥, 𝑦)は前刺激の状態𝜙 (= −1もしくは+1)を表し，𝜙(𝑥, 𝑦, 𝑡)は式(5.8)で
得られ，各ISIの長さ𝑡ms において補完された内部状態を表す． 
前刺激を凹面（𝜙prior(𝑥, 𝑦) = −1）とし，ISI =  0msから1000ms まで 5ms 毎

















 𝐹[𝜙] = 𝛽1𝐸1[𝜙] + 𝛽2𝐸2[𝜙] (5.11) 









2𝜙(𝑥, 𝑦)(𝜙2(𝑥, 𝑦) − 1)について考察する．面が凹面（𝜙(𝑥, 𝑦) = −1），平坦面
（𝜙(𝑥, 𝑦) = 0），凸面（𝜙(𝑥, 𝑦) = +1）である時，第２項の量は任意の点にお
いて 0となる．他方，Saddle面（図 5.1d）の場合は第２項の量は0ではない．実
際，Saddle面に対して選択的に反応する神経細胞が CIP に見出されているため










図 5.1 スカラパラメータ𝜙(𝑥, 𝑦)を用いた Depth map 𝑍(𝜙(𝑥, 𝑦))の例． 








図 5.2各点(𝑥, 𝑦)におけるエネルギー関数の形状． 
簡単のため横軸の𝜙(𝑥, 𝑦)を𝜙として略記している．縦軸はエネルギー値．a. Double well
タイプのエネルギー関数. 極小値は２つの知覚（凹凸面）を表す．b. 左側のウェル（す
なわち凹形状）に対するパターンへの順応効果を記述するエネルギー関数．これら２
つのエネルギー関数の和を c.に示す．2 つの well のうち，左側の well のエネルギー値





図 5.3  a～f. 各 ISI毎の depth map. 
これらの depth map は ISI 後の後刺激の不定領域における奥行き情報補完の初期値とし
て用いられる．境界条件はいずれも𝑍 = 0であり，𝜙 = 0に相当する．g. 横軸は ISI，縦
軸は𝐶𝜙(𝑡)（式(5.10)）の値．𝐶𝜙(𝑡)を 5ms毎にプロットした． 
 




図 5.4 知覚交代モデルと奥行き補完モデル． 
知覚交代モデルによって生成された Depth map（左図）を不定領域における初期値とし







図 5.5 式(5.12)に関する神経回路網の概略図． 




第 6 章 結論 
本研究のまとめと今後の課題について述べる． 
本研究で提案した奥行き補完モデルはヒトの奥行き知覚に無矛盾である．すなわ










































理物理実験の結果は確率的指標の Odds Ratio で評価されているため，本来は確率的
  
な要素もモデルに導入すべきである．例えば Odds Ratio は全被験者のデータに対し
て行った統計解析によって得られた統計量であり，被験者毎に面知覚の時空間特性
は異なる．被験者毎の知覚特性は提案モデルの各種パラメータ𝛽1, 𝛽2, 𝛽3, 𝜏の値を変え
ることで再現できるはずである．すなわち，これらのパラメータを決定する際に確
率的な要素を導入できれば，確率的な要素をモデルに組み込めるだろう． 











 𝑥 = 𝑥(𝑡), 𝑦 = 𝑦(𝑡) (0.1) 
を考える．これらをベクトルとして表記して 
 𝒑 = 𝒑(𝑡) = (𝑥(𝑡), 𝑦(𝑡)). (0.2) 
上記を𝑡に関して微分したものを 




 |?̇?(𝑡)| = √(?̇?(𝑡))2 + (?̇?(𝑡))2 (0.4) 
で与えられる．これは運動の速さを表している．同様に?̇?(𝑡)を微分して 
 ?̈?(𝑡) = (?̈?(𝑡), ?̈?(𝑡)) (0.5) 
は加速度ベクトルを表す． 






となる．これは，動点𝒑(𝑡)が𝑡 = 0から𝑡 = 𝑏の間を移動した距離となる． 
はじめの時間 0を固定して，𝑏を𝑡と置き換えると 







 ?̇?(𝑡) = |?̇?(𝑡)| (0.8) 
が得られる． 




 𝒑 = 𝒑(𝑠) = (𝑥(𝑠), 𝑦(𝑠)) (0.9) 
とパラメータ𝑠で書かれているとする．ここで，𝑠で微分することを 




































= 1 (0.11) 
となる．このようなパラメータ𝑠を弧長パラメータと呼ぶ． 
物理的には運動の速さは常に１であることを表す．いま，式(0.10)で与えられ
る長さ１のベクトル𝒑′ = 𝒑′(𝑠)を𝒆𝟏 = 𝒆𝟏(𝑠)として表すと， 





 𝒑′ = 𝒆1, 𝒆1 ⋅ 𝒆1 = 1, 𝒆2 ⋅ 𝒆2 = 1, 𝒆1 ⋅ 𝒆2 = 0 (0.13) 
となる．⋅は内積を表す． 
𝒆1 ⋅ 𝒆1 = 1を微分すると𝒆1
′ ⋅ 𝒆1 + 𝒆1 ⋅ 𝒆1
′ = 0，すなわち，2𝒆1





′ (𝑠) = 𝜅(𝑠)𝒆2(𝑠) (0.14) 
と書くことが出来る．同様に𝒆2 ⋅ 𝒆2 = 1を微分することにより，𝒆2
′は𝒆2に直
交，したがって𝑒2
′は𝑒1の何倍かになる．また，𝒆1 ⋅ 𝒆2 = 0を微分して，𝒆1
′ ⋅ 𝒆2 +
𝒆1 ⋅ 𝒆2
′ = 0となる．これに𝒆1














 𝑥(𝑡) = 𝑟 cos 𝑡 , 𝑦(𝑡) = 𝑟 sin 𝑡 (0.16) 
は半径𝑟の円の方程式を表す． 
はじめに，パラメータ s で書き直すために式(0.7)を用いて計算すると 
 







𝑑𝑡 = 𝑟𝑡 
(0.17) 
となるので，円の式は 
 𝑥(𝑠) = 𝑟 cos
𝑠
𝑟


















 ) (0.20) 
なので， 



















































 𝑰(𝑥, 𝑦) = (𝑥, 𝑦, 𝐼(𝑥, 𝑦)) (0.23) 
ベクトル𝑰(𝑥, 𝑦)の𝑥方向，𝑦方向微分をそれぞれ𝑰𝒙(𝑥, y), 𝑰𝒚(𝑥, y)とすると， 











𝐼(𝑥, 𝑦) ≡ 𝐼𝑥,
∂
𝜕𝑦
𝐼(𝑥, 𝑦) ≡ 𝐼𝑦. 
∂2
𝜕𝑥2
𝐼(𝑥, 𝑦) ≡ 𝐼𝑥𝑥,
∂2
𝜕𝑥𝜕𝑦
𝐼(𝑥, 𝑦) ≡ 𝐼𝑥𝑦,
∂2
𝜕𝑦2







曲面𝑰(𝑥, 𝑦) = (𝑥, 𝑦, 𝐼(𝑥, 𝑦))上の点(𝑥, 𝑦)におけるガウス曲率𝐾(𝑥, 𝑦)は，以下の
ように定義される． 
𝐾(𝑥, 𝑦) = 𝜅𝑀 × 𝜅𝑚. 









第１基本量 E, M, N は以下のように求められる． 
𝐸 = 𝑰𝑥 ⋅ 𝑰𝑥, 𝑀 = 𝑰𝑥 ⋅ 𝑰𝑦, 𝑁 = 𝑰𝑦 ⋅ 𝑰𝑦. 
また，同様に第 2 基本量 L, M, Nは以下のように求められる． 







𝐸𝜉2 + 2𝐹𝜉𝜂 + 𝐺𝜂2 = 1 
の時， 



















































































































































= 𝐿𝜉2 + 2𝑀𝜉𝜂 + 𝑁𝜂2. 
したがって，|𝒆𝟏(𝑠)|
2 = 𝐸𝜉2 + 2𝐹𝜉𝜂 + 𝐺𝜂2 = 1のとき，𝐿𝜉2 + 2𝑀𝜉𝜂 + 𝑁𝜂2は
曲率を表しており示せた． 
補題 2 
主曲率𝜅𝑀,  𝜅𝑚はそれぞれ(𝜉,  𝜂) ≠ 0 に対して 
𝜆(𝜉, 𝜂) =
𝐿𝜉2 + 2𝑀𝜉𝜂 + 𝑁𝜂2






𝐿𝜉2 + 2𝑀𝜉𝜂 + 𝑁𝜂2との意味を考える．これまでの議論から， 
𝐿𝜉2 + 2𝑀𝜉𝜂 + 𝑁𝜂2 = (接ベクトルの微分) ⋅ (法ベクトル) 
Eξ2 + 2Fξη + Gη2 = |接ベクトル|2 
と考えられる．ここで，𝜆(𝜉, 𝜂)を以下のように定義する． 
𝜆(𝜉, 𝜂) =
𝐿𝜉2 + 2𝑀𝜉𝜂 + 𝑁𝜂2









ガウス曲率を𝐾とすると，第 1基本形式Ⅰに対する L, M, N，第 2基本形式Ⅱ






曲面𝐼(𝑥, 𝑦)に対して第 1基本形式Ⅰは以下のように定義される． 




Ⅰ = 𝑑𝐼 ∙ 𝑑𝐼 = (𝑑𝑥, 𝑑𝑦, 𝐼𝑥𝑑𝑥 + 𝐼𝑦𝑑𝑦) ∙ (𝑑𝑥, 𝑑𝜂, 𝐼𝑥𝑑𝑥 + 𝐼𝑦𝑑𝑦) 
= 𝑑𝑥𝑑𝑥 + 𝑑𝑦𝑑𝑦 + 𝐼𝑥
2𝑑𝑥𝑑𝑥 + 2𝐼𝑥𝐼𝑦𝑑𝑥𝑑𝑦 + 𝐼𝑦
2𝑑𝑦𝑑𝑦 
= (1 + 𝐼𝑥
2)𝑑𝑥𝑑𝑥 + 2𝐼𝑥𝐼𝑦𝑑𝑥𝑑𝑦 + (1 + 𝐼𝑦
2)𝑑𝑦𝑑𝑦. 
ゆえに，定義から 
𝐸 = 1 + 𝐼𝑥
2, 
𝐹 = 𝐼𝑥𝐼𝑦 , 




Ⅱ = −𝑑𝐼 ∙ 𝑑𝑒 = −(𝐼𝑥𝑑𝑥 + 𝐼𝑦𝑑𝑦) ⋅ (𝑒𝑥𝑑𝑥 + 𝑒𝑦𝑑𝑦) 
= 𝐿𝑑𝑥𝑑𝑥 + 2𝑀𝑑𝑥𝑑𝑦 + 𝑁𝑑𝑦𝑑𝑦. 
ただし，曲面𝐼(𝑥, 𝑦)に対する L, M, Nは，𝑒を𝐼𝑥, 𝐼𝑦に垂直な単位ベクトルとす
ると以下のように定義されている． 
𝐿 = 𝐼𝑥𝑥 ∙ 𝑒 
𝑀 = 𝐼𝑥𝑦 ∙ 𝑒 
𝑁 = 𝐼𝑦𝑦 ∙ 𝑒. 
次に，𝑒を具体的に求める． 
曲面𝐼(𝑥, 𝑦)に対する接ベクトル𝐼𝑥, 𝐼𝑦は 
𝐼𝑥 = (1, 0,
𝜕𝐼(𝑥, 𝑦)
𝜕𝑥






𝐼𝑥 × 𝐼𝑦 = (|
0 𝐼𝑥
1 𝐼𝑦













√𝐼𝑥2 + 𝐼𝑦2 + 1 
,
−𝐼𝑦
√𝐼𝑥2 + 𝐼𝑦2 + 1 
,
1














= (0, 0, 𝐼𝑦𝑦). 
なので， 
𝐿 = 𝐼𝑥𝑥 ⋅ 𝑒 =
𝐼𝑥𝑥
√𝐼𝑥2 + 𝐼𝑦2 + 1 
, 
𝑀 = 𝐼𝑥𝑦 ⋅ 𝑒 =
𝐼𝑥𝑦
√𝐼𝑥2 + 𝐼𝑦2 + 1 
, 
𝑁 = 𝐼𝑦𝑦 ⋅ 𝑒 =
𝐼𝑦𝑦





𝐼𝑥2 + 𝐼𝑦2 + 1
(𝐼𝑥𝑥𝐼𝑦𝑦 − 𝐼𝑥𝑦
2 ),  






















































𝜉 𝑐𝑜𝑠𝜃 + 𝜂 𝑠𝑖𝑛𝜃


























= √𝐼𝑥2 + 𝐼𝑦2, 
𝐼𝜂 = 0.  













































≡ 𝑥𝜉 ,  
𝜕𝑦
𝜕𝜉
≡ 𝑦𝜉 ,  
𝜕𝑥
𝜕𝜂
≡ 𝑥𝜂 ,  
𝜕𝑦
𝜕𝜂
≡ 𝑦𝜂 ,   
𝜕
𝜕𝑥







2 + 2𝑥𝜉𝑦𝜉𝜕𝑥𝜕𝑦 + 𝑦𝜉
2𝜕𝑦
2)𝐼(𝑥, 𝑦) = 𝑥𝜉





2 + 2𝑥𝜂𝑦𝜂𝜕𝑥𝜕𝑦 + 𝑦𝜂
2𝜕𝑦
2)𝐼(𝑥, 𝑦) = 𝑥𝜂










































) 𝐼(𝑥, 𝑦) 
  
≡ (𝑥𝜉𝜕𝑥 + 𝑦𝜉𝜕𝑦)(𝑥𝜂𝜕𝑥 + 𝑦𝜂𝜕𝑦)𝐼(𝑥, 𝑦)
= (𝑥𝜉𝑥𝜂𝜕𝑥
2 + 𝑥𝜉𝑦𝜂𝜕𝑥𝜕𝑦 + 𝑥𝜂𝑦𝜉𝜕𝑥𝜕𝑦 + 𝑦𝜉𝑦𝜂𝜕𝑦
2)𝐼(𝑥, 𝑦) 
= 𝑥𝜉𝑥𝜂𝐼𝑥𝑥 + (𝑥𝜉𝑦𝜂 + 𝑥𝜂𝑦𝜉)𝐼𝑥𝑦 + 𝑦𝜉𝑦𝜂𝐼𝑦𝑦 
ゆえに， 
𝐼𝜂𝜉 ≡ (𝑥𝜉𝑥𝜂𝜕𝑥





2𝐼𝑥𝑥 + 2𝑥𝜉𝑦𝜉𝐼𝑥𝐼𝑦 + 𝑦𝜉
2𝐼𝑦𝑦)(𝑥𝜂
2𝐼𝑥𝑥 + 2𝑥𝜂𝑦𝜂𝐼𝑥𝐼𝑦 + 𝑦𝜂
2𝐼𝑦𝑦) 
𝐼𝜂𝜉

























































+𝐼𝑥𝑥𝐼𝑥𝑦 (2𝑥𝜉𝑥𝜂(𝑥𝜉𝑦𝜂 + 𝑥𝜂𝑦𝜉)) 







= 𝐼𝑥𝑥𝐼𝑦𝑦(𝑥𝜂𝑦𝜉 − 𝑥𝜉𝑦𝜂)
2
− 𝐼𝑥𝑦(𝑥𝜂𝑦𝜉 − 𝑥𝜉𝑦𝜂)
2
 








𝜉 𝑐𝑜𝑠𝜃 + 𝜂 𝑠𝑖𝑛𝜃
−𝜉 𝑠𝑖𝑛𝜃 + 𝜂 𝑐𝑜𝑠𝜃
) 











































2 = (𝐼𝑥𝑥𝐼𝑦𝑦 − 𝐼𝑥𝑦).  
𝐼𝜉 = √𝐼𝑥2 + 𝐼𝑦2, 𝐼𝜂 = 0だったことを思い出すと， 




= (1 + 𝐼𝜉
2)
2













































































































































































3 𝑍𝑥𝑦𝑦 − 32𝑍𝑦
3𝑍𝑥𝑦
3 𝑍𝑥𝑦𝑦 − 32𝑍𝑦𝑍𝑥
2𝑍𝑥𝑦






2 𝑍𝑥𝑥 + 16𝑍𝑦𝑍𝑦𝑦𝑦𝑍𝑥𝑦






2 𝑍𝑥𝑥 + 16𝑍𝑦𝑍𝑦𝑦𝑦𝑍𝑥
2𝑍𝑥𝑦
2 𝑍𝑥𝑥 − 160𝑍𝑦𝑍𝑦𝑦𝑍𝑥𝑍𝑥𝑦
3 𝑍𝑥𝑥
− 4𝑍𝑥𝑦
4 𝑍𝑥𝑥 − 4𝑍𝑦
2𝑍𝑥𝑦
4 𝑍𝑥𝑥 + 36𝑍𝑥
2𝑍𝑥𝑦







2 𝑍𝑥𝑦𝑦𝑍𝑥𝑥 + 16𝑍𝑥
3𝑍𝑥𝑦
2 𝑍𝑥𝑦𝑦𝑍𝑥𝑥 − 2𝑍𝑥𝑦𝑦




















A.6 𝑬𝟏[𝝓] = 𝟎 ⟹ 𝑬𝐟𝐥𝐚𝐭[𝒁] = 𝟎の証明． 
第 5 章の式(5.4)で記述される𝜙(𝑥, 𝑦)を用いたフラット性を評価するためのエネ
ルギー関数であることを示すために，以下の関係を証明する． 
 𝐸1[𝜙] = 0 ⟹ 𝐸flat[𝑍] = 0 (0.27) 
まず，以下の 2つの命題は明らかに真である． 
 𝐸1[𝜙] = 0⟺∀(𝑥, 𝑦) ∈ 𝛣; ‖∇𝜙(𝑥, 𝑦)‖
2 = 0 (0.28) 
 ∀(𝑥, 𝑦) ∈ 𝛣; ‖∇𝜙(𝑥, 𝑦)‖2 = 0 ⟺ ∀(𝑥, 𝑦) ∈ 𝛣;𝜙(𝑥, 𝑦) = const (0.29) 
したがって，以下の命題は明らかに真である． 








if 𝜙 > 0
if 𝜙 = 0
otherwise
.  (0.31) 















ここで，𝜙(𝑥, 𝑦) = constなので，𝜕𝜙(𝑥, 𝑦)/ 𝜕𝑥 = 0である．ゆえに，𝑍𝑥(𝑥, 𝑦) = 0. 
同様に𝑍𝑦(𝑥, 𝑦) = 0. 
  
したがって，?̅?(𝑥, 𝑦) = ?̅?(𝑥, 𝑦) = 0． 
𝜙 < 0の場合も同様に示される．𝜙 = 0の場合は，明らかである． 
したがって，𝜙(𝑥, 𝑦) = constならば， 
𝐸flat[𝑍] = ∬(?̅?
2 + ?̅?2) 𝑑𝑥𝑑𝑦
B
) = 0 
である． 
以上より， 
𝐸1[𝜙] = 0 ⟹ 𝐸flat[𝑍] = 0 
となる． 
  
Appendix B  
B.1 Filling-in モデル 
Filling-in モデルは視覚情報伝播によって盲点補完を記述する視覚数理モデ
ルである(Satoh & Usui, 2008b)．Filling-in モデルの原理は画像工学の分野で用
いられる２種類の曲率：等輝度線曲率（Curvature of isophoto line）?̅?𝐼(𝑥, 𝑦),お




はじめに 2種類の曲率{𝜅?̅? , 𝜇?̅?}と輝度𝐼(𝑥, 𝑦)から得られるガウス曲率𝐾𝐼(𝑥, 𝑦)
の間に数学的考察から定理を与える．κ̅, ?̅?は以下の様にして得られる． 
 ?̅?𝐼(𝑥, 𝑦) =
𝐼𝑦




 ?̅?𝐼(𝑥, 𝑦) =
(𝐼𝑥
2 − 𝐼𝑦
2)𝐼𝑥𝑦 − 𝐼𝑥𝐼𝑦(𝐼𝑦𝑦 − 𝐼𝑥𝑥)
(𝐼𝑥2 + 𝐼𝑦2)
 (0.33) 
















ー関数𝐸𝐵𝑆[𝐼]を最小化するのが Filling-in モデルである．  
 




2(𝑥, 𝑦)) |∇𝐼(𝑥, 𝑦)|2 𝑑𝑥𝑑𝑦. 
(0.36) 
ただし，ΒSは盲点領域と定義する． 








= 𝛻(∆𝐼) ⋅ ∇⊥𝐼 + ?̅?|∇𝐼| (0.37) 
ただし，∇⊥𝐼は𝛻𝐼に垂直なベクトルである． 




B.2 Digita Image Inpainting 
Image Inpaintingは古くから絵画を輸送する際についてしまう傷を修復する技
術である．具体的には以下の手順によって画像が修復される．Bertalmio と







































) 𝐼(𝑥, 𝑦, 𝑡) 








𝐼(𝑥, 𝑦, 𝑡) = 𝜅(𝑥, 𝑦, 𝑡)‖∇𝐼(𝑥, 𝑦, 𝑡)‖ (0.42) 




= 𝛻(∆𝐼) ⋅ ∇⊥𝐼 + ?̅?|∇𝐼| (0.43) 
B.3 奥行き補完モデルと輝度補完モデルの比較：境界条件 
奥行き情報補完モデルは輝度情報補完モデルを内包していることが，数学的



















盲点領域における境界条件は Dirichlet boundary condition である．一方，奥行き
情報補完に関する境界条件は，Dirichlet boundary condition とそうでない領域が













 𝑍𝑛+1(𝑖, 𝑗) = 𝑍𝑛(𝑖, 𝑗) + 𝛥𝑡 𝑍𝑡




𝑛(𝑖, 𝑗) = 𝛿𝐿𝑛⃗⃗⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗) ⋅ 𝑁𝑛⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗), (0.45) 
ただし，𝛿𝐿𝑛⃗⃗⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗)は𝐿𝑛(𝑖, 𝑗)の変化量，𝑁𝑛⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗)は奥行の変化が最小となる方向
とする． 
また，𝐿𝑛(𝑖, 𝑗) = 𝑍𝑥𝑥
𝑛 (𝑖, 𝑗) + 𝑍𝑦𝑦
𝑛 (𝑖, 𝑗)と定義する．したがって，𝛿𝐿𝑛⃗⃗⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗)はラプ
ラシアンの変化量を表し，𝑁𝑛⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗)は奥行情報の伝播の方向を表している． 
𝑁𝑛⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗)は奥行の変化が最小となる方向である．したがって，𝑁𝑛⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗) =
∇⊥𝑍(𝑖, 𝑗)となる．∇⊥𝑍(𝑖, 𝑗)は∇𝑍(𝑖, 𝑗)を 90°回転させた方向ベクトルを表す．こ
れは Isodepth Lineの接線方向でもある（図 3.1を参照）． 
また，𝛻(∆𝑍) ⋅ ∇⊥𝑍は以下の様に計算される． 
 
𝑍𝑡
𝑛(𝑖, 𝑗) = (𝛿𝐿𝑛⃗⃗⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗)
⋅
?⃗? (𝑖, 𝑗, 𝑛)
|?⃗? (𝑖, 𝑗, 𝑛)|




𝛿𝐿𝑛⃗⃗⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗) ≔ (𝐿𝑛(𝑖 + 1, 𝑗)
− 𝐿𝑛(𝑖 − 1, 𝑗), 𝐿𝑛(𝑖, 𝑗 + 1)
− 𝐿𝑛(𝑖, 𝑗 − 1)), 
(0.47) 
 𝐿𝑛(𝑖, 𝑗) = 𝑍𝑥𝑥
𝑛 (𝑖, 𝑗) + 𝑍𝑦𝑦
𝑛 (𝑖, 𝑗),  (0.48) 
 
?⃗? (𝑖, 𝑗, 𝑛)












 𝛽𝑛(𝑖, 𝑗) = 𝛿𝐿𝑛⃗⃗⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗) ⋅
?⃗? (𝑖, 𝑗, 𝑛)



















(when 𝛽𝑛 > 0)
√(𝑍𝑥𝑏𝑀









(when 𝛽𝑛 < 0).
 
(0.51) 
なめらかさを図る量である𝐿(𝑖, 𝑗)と Isodepth Line の接線方向である計算す
る．そして，𝛿𝐿𝑛⃗⃗⃗⃗ ⃗⃗  ⃗(𝑖, 𝑗)は𝐿𝑛(𝑖, 𝑗)を元に算出する．|∇𝑍𝑛(𝑖, 𝑗)|は奥行𝑍(𝑖, 𝑗)の勾配の










図 0.2 Filling-inモデルと提案モデルにおける境界条件の違い． 
a. 境界条件が領域によって異なる SFS の例．b.点線で示すような水平視差が不定とな
る領域も不定領域であり，このような境界条件は Neumann boundary condition となる．
一方， Filling-inモデルの Blind spot の境界条件は，c.に記すように上下水平方向の線上
も含め，すべて Dirichlet boundary conditionである． 
  
  









第 5 章と同様の理由で ISI中における脳内に表象される奥行き面の遷移（以
降，面遷移と呼ぶ）を考える．提案モデル（式(3.16)）の定常状態と心理物理実
験に着目し，ダイナミクスを導出する．具体的には以下の２点に着目した． 








































= 𝑐 𝛥𝑍(𝑥, 𝑦, 𝑡) (0.55) 
𝑚,𝑑, 𝑐はそれぞれスカラパラメータである．なお，境界上においては原理的
に𝛥𝑍を計算することができないため，境界上の各点は，以下のダイナミクスに












記の微分方程式の解である𝑍(𝑡)の時間特性が異なる．例えば， 𝑚 = 50 , 𝑑 =









boundary，各種パラメータは前述の通り𝑚 = 50 , 𝑑 = √50/10 , 𝑐 = 3/10, 𝑎 =














Shape(𝑡) = ∬ 𝑍𝜉𝜉(𝑥, 𝑦, 𝑡)
𝛣
𝑑𝑥𝑑𝑦 (0.57) 
𝜉を奥行き変化が最大となる方向とすると，上式はISI = 𝑡 ms 時の面の凹凸形状
を表している．例えば，面が凹形状のときはShape(𝑡) > 0，凸形状のときは















𝐸𝜅𝜇[𝑍] = ∬ {𝜅




す．評価結果を表 1 に記す．表より以下の関係がわかる． 









図 0.3 常微分方程式の解𝑍(𝑡)． 










図 0.5 各 ISI中における面遷移の様子． 
  
  
図 0.6 各 ISIにおける評価量Shape(𝑡)． 
横軸は ISIの長さ𝑡，縦軸は𝑡におけるShape(𝑡)． 
 
図 0.7 Shape(𝑡)が最小となる ISI = 174msにおける初期条件（左図）と補完結果（右図）． 
  
 
図 0.8 面遷移モデルによって推定される後刺激の知覚． 














Z∨ Z∧ Zmin 
𝐸𝜅𝜇[𝑍] 𝟑. 𝟏𝟏 × 𝟏𝟎
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