Lf(y) = lϊm
where m is the modular function for the field and I
w(x)dλ(x) = 0 .
J{mU)=l}
The fundamental result is the existence of the £ r -limit and the M. Riesz inequality || Lf\\ r < A r ||/|| r . Several examples of functions w defining transforms L are given. In particular, subsets Φ of Ψ p such that Φ n -Φ = 0 and Φ U -Φ = Ψ p \{0} together with functions w satisfying w(-x)= -w(x) yield transforms which are analogues of the classical Hubert transform. Multipliers for L are also discussed. A preliminary theorem of independent interest states that the £ 2 -Fourier transform on certain O-dimensional locally compact Abelian groups converges pointwise.
The construction of singular integrals is in § 3; the main result is (3.13) . Section 2 contains preliminary results and §4 gives examples and calculations. Section 3 begins with a notational review for the fields Ψp. Other notation is, generally, as in [5] . We also refer to [5] for the required background material from abstract harmonic analysis. For a locally compact Hausdorff space Y, K(F) is the complex-valued continuous functions on Y; & 0 (Y) and & 00 (Y) denote, respectively, continuous functions which are "small" outside of compact sets and continuous functions with compact support. The symbol Z denotes the integers, Z + the positive integers, and R the real numbers. The characteristic function of a set A is denoted by ξ Λ ; its complement by A'. The Fourier transform of a function / on a locally compact Abelian group G is denoted by /; / denotes the inverse Fourier transform, defined on the character group X of G. For a given Haar measure on G, we always assume that Haar measure on X is chosen so that -f if f G { 2* Three preliminary theorems. In this section, we single out 330 KEITH PHILLIPS three results ((2.1), (2.2) , and (2.3)) which will be used frequently in the constructions of § 3. The results are of some interest in themselves.
Let F be a nondiscrete locally compact field with additive Haar measure λ and modular function m; hence,
for fe&iiF, λ) and a e F\{0}. The measure μ = λ/m is a multiplicative Haar measure for F\{ϋ). For t > 0, let V t = {xe F: m(x) ^ ί}. The family {F t } t>0 is a neighborhood base at 0 for the topology of F; see [1] , pp. 32-34. The equalities below are easily verified:
xV miv) = V m{xy) and m(x) = _L-λ(F mU) ) . The result for 0 < r < 1 follows from that for r > 1 by inversion invariance; if r <; 0, then m~r is bounded on the compact set V λ .
We will use the following theorem of Edwards and Hewitt [3] (i) Every neighborhood of e contains some U n , and U n+1 c U n for n = 1, 2, ....
(ii) There is a constant C such that (G) .
For the proof of (2.2), see [3] ; we will apply it to certain O-dimensional, locally compact, Abelian groups. If such a group is first coun- 
n->oo
Proof. The subgroups A(G, Φ n ) of G are compact as the groups Φ n are both compact and open (see [5] , p. 369); we have If χeΦ n , then χ(x) = 1 for all xeA(G, Φ n ); and so the value of the above integral is X (A(G, Φ n ) ). If χ g Φ n , then χ | A{Q , Φn) is a non trivial character of the compact group A(G, Φ n ). A Haar measure on this group is simply λ restricted to it, and so in this case the integral is zero ( [5] , (23.19), p. 363). Thus we have proved that Using the identity {φ*ψT = φ^ψ^ (valid for φ e 2 λ (X, μ) and ψ e 2 2 (X,μ) ) and the inversion formulas, it is easy to see that (gf)~ = g*f whenever g e Si(G) is such that g e 2 1 (X). Taking g = ζ A{QiΦn) and using (1), we obtain
By PlanchereΓs theorem, we have || ξ A{G , Φn) 
and it follows that
The sets {Φ n }ζ=i satisfy (2.2. i) and (2.2. ii) for X, and the function / is in S 1)loc (X) as it is in 8 2 (X). Thus, by (2.2), we have lim^/Jχ) = /(χ) for almost all χ e χ.
We will apply (2.3) when G = (Ψ p , +).
3* Hubert transforms for Ω p (p-adic field) and Γ p (p-series field).
As a set, Ψ P {Ω P or Γ p ) is all doubly infinite sequences % -(%n)7=-oo of integers such that 0 fg x n ^ p -1 for each n and such that x n = 0 for almost all negative n. (The fields Ω p and Γ p differ in the definition of multiplication and addition; see [5] , § 10 and [7] , §26.) The mapping
is a topological isomorphism of Ψ p onto its character group. (The character group of Ω p is computed in [5] , pp. 400-402, but the function σ is not used there. Minor modifications show the role of σ as described above. With modifications in that computation, the result for Γ p can also be obtained. The result is also in [4] and in [6] .) We will usually identify the character group of Ψ p with Ψ p ; thus, χ y will be written as y. For a nonzero x e Ψ p , s(x) denotes the unique integer such that x s{x) Φ 0 and x n = 0 if n < s(x). We use the notations
keZ.
The family {Λ A }~=-« °f compact open subgroups of Ψ p forms a neighborhood base at 0. The multiplicative identity of Ψ p is u = u Q . We also record the following identities: (3.4) m(x) = v~s {x) and
(We note that the function m is a valuation for Ψ p and that s is a logrithmic valuation. We will not use any valuation theory in this paper.) Normalization of Haar measure λ on Ψ p so that the companion Haar measure on the character group (= Ψ p ) is the same requires (by the proof of (2.3) and (3.6) ) that λ(A) = IMA)]"
1 . Since λ(Λ 0 ) = pλ^), we must have
) for all integers n. With these notational preliminaries, we can give the definition of singular integrals.
First, w will denote a bounded λ-measurable function on A o satisfying
w is extended to all of Ψ p by letting w(x)(x* = xu_ six) e A o ) if x Φ 0, and w(0) = 1. The kernels ψ which define the transforms are defined by
(The function m on Ψ p is a precise analogue of the function x->\x\ on R. The real number analogue of A Q is the two-element set {-1,1}; and, the condition (3.7) for w is like demanding that w(l) + w(-1) = 0, if w were a function on {-1, 1}. Such a function defines the classical Hubert transform.)
If r > 1, the convolution /*^Λ is in K o for all fe$> r ; and, if /eSx, it is defined a.e. and is in S r for all r > 1. (ψ k e2 ri r > 1, by (2.1).) In either case, we let (3.9) L fc / -/*t/< = ψ fc *f Proof. Letting ψ ktn = ^Λ^w for w = -1, -2, -3, ••• and k = 1,2,3, •••, we have lim w _ > _ oo^A ., n = ψ k both pointwise and in the S 2 norm. The functions ψ k>n are in S x (λ), so that
By the invariance of the multiplicative Haar integral, we can write this, for y Φ 0, as ψk, n (y) = \ w(y~w here S = Λ' k+s{y) Π ^W+ S (2/) and the missing integrands are as in the previous expression. (When we use multiplicative invariance in this way, we make strong use of field properties of Ψ 9 . We have used (3.5) in obtaining the set S.) Theorem (2.3) applied to the functions ψ k9n (take Φ n = Λ n+1 and use (3.6)) gives the equality lim w __ ββ^A ., n (i/) = ψ k (y)a.e.; thus, ψ k (y) = X^ilΐ" 1 1 a.e. The equality
and ( 
Each of the sets {y Φ 0; Π(y) = 77^ has infinite measure. Therefore each of these sets contains a point y for which ψ k , n {y) converges in n for all k > 0. If Π(z) = /7(τ/), then ^(s) = lim,^.^^^) must also exist; it differs from ψ k (y) by the sum of a finite series. Thus, f k , n {y) converges to ψ k {y) for all y. It follows also that Ίjr k (y) converges to φ(y) for all y. Letting n-> -oo in (2) To prove the analogue of (3.10) for r Φ 2, we require some pre- 1 The equality (L/ Λ ) = φf means that ψ is an 22-niultiplier for 2. We will see later (3.14) that it is also an 2 r -multiplier if 1 < r ^ 2. 
Proof. By (3.11. iv), we have β f (s) < t for all sufficiently large s. If there are n's such that β f (X(H n )) ^> ί, let N be the largest integer such that β f (X(H^)) < t. If β f (X(H n )) < t for all n, let N = 0. A countable number of disjoint cosets of H N cover G, say \j2=iV m ,tfH N . For each of these cosets, we have We have
We inductively define nonnegative integers e n and sets {v m>n }Z=ι and {»«,»}« Λ =i (w = iSΓ + 1, ΛΓ + 2, •) such that the families {a^JΓXu and {v m , n H n }Z=ι are disjoint for each n f each of these families is pairwise disjoint for each n, and the following relations hold: (If e % = 0, (3) holds vacuously.) The inductive step differs only in notation from the construction above giving the sets {x m>N +ι} and {v m , N +i} satisfying (1)- (3) for n = N + 1. Denote by P t the subset of Z + x Z defined by the condition that (m, n) e P t if an element x mtn appears in the above construction. Note that it is possible that P t -0, i.e., e N+1 = e N+2 = = 0. If this is the case, let D t = 0; otherwise, let D t = \Jp t x m , n H n .
We have seen that {Xm^HnY^i is pairwise disjoint for every n, and it is also clear that (x m , t n ,H n ,) Π (x m , n H n ) = 0 if n' Φ n. Thus the family
is pairwise disjoint.
The function / is in S r (G), and therefore also in 2 1Jl0C . Clearly G is (7-compact, so that "ϊ.a.e." and "a. If P t = A = 0, the remaining assertions of the lemma are trivial. For P t Φ 0 and JP a finite subset of P t , we have
?
Taking the inverse β f in this inequality (see (3.11 
. iii)) gives Σ F X(x mιn H n )
^ β f (t) for all finite subsets F of P t ; (ii) follows. The inequalities in (i), (iv), and (v) follow from those in (3).
We now prove the main theorem of the paper. We give the proof in three steps. In some portions of the proof we will include the case r -1.
Step I. Suppose for now that 1 <^ r ^ 2, and let ke Z + and fe &ϊ be fixed. For t > 0, define
The heart of the proof lies in estimating the measure of Φ t . Following Calderon and Zygmund [3] , we will prove that there are constants c 1 and c 2 , independent of k and t, such that 
Φ tΛ = {x: I L k h(x) I > γ\ and Φ tf2 = {x:
We obtain (1) by estimating X{Φ tΛ ) and X(Φ t2 ). The function is bounded on A by tp (3.12. i) and on D' t by ί (3.12.iii Thus we get our estimate for λ(0 ίa ):
where c λ and b are constants independent of k, t, and /. To estimate λ(<? t , 2 ), we write
and consider λ(0 ί)2 n A') F°r eac h ^ G ?Γ P , the functions
converge dominately to the ^-function y -+ g(y)ψ k (x -y)ζ Dt (y) as the finite set F expands to P t . We thus obtain
for all x e Ψ v . Consider a term of this series for x e D' t . If (m, n) is such that (x m , n + zί w ) Π (x + Λ) = 0, then a; -7/ is in Λ' k for all y e ίc WfM + ^n. For these (m, w), we can replace ^ by i/r in (4). Thus, using the equality \ gdX = 0 (valid for all (m, ^) by the defini-
tion of g), we can write
for y e x m>n +Λ n ; hence, Still supposing that 1/ e α; W)ϊl + A n , we use (B) and (C) to write
7((« -XmJ'^n-l)
Using this estimate in (6) and the resulting inequality in (5), we obtain
for all xeD' t and (m, n) such that (a; + Λ k ) Π (»»,« + Λ n ) = 0. If ajeDJ and (x + Λ) Π (»», Λ Λ-Λ n ) Φ 0, then n is larger than fe and # -^m, w is in A k . This implies that x -y eA k and ^(α; -2/) = 0 for V e a; m , w + Λ n ; therefore, (7) is trivial in this case. Using (7) in (4) and integrating over Ώ\ gives
) We single out these properties of the trivial function γ because they are all that is needed in the subsequent analysis. The hypothesis w(x) = w(%o, , x q ) is not used in any portion of the proof except to guarantee the results of (3.10) for the £2 function h and to establish the conditions (A), (B) and (C) for the γ defined here. Hence the results of this theorem can be proved by starting with any bounded w for which the essential condition (3.7) is satisfied, for which the results of (3.10) can be proved, and for which there is a function γ satisfying (A), (B), and (C).
where a is a constant depending only on w. Since hdX = \ fdX and \g\^f+h, the inequalities
hold; hence, we have
follows; and this combined with (3) yields the estimate λ(0 ί>2 ) <£ α 1 λ(Z) ί ), «i independent of ί, A, and /. This final estimate and (2) yield
(1) follows from (3. 12. ii).
Step II. Using the measure estimate (1) and the equality
the proof of (i) for 1 < r < 2 is essentially as in [3] , pp. 97-99. The case r > 2 is obtained by a duality argument from the result for r < 2; this, too, is in [3] . We omit these details.
Step III. It remains to show that the sequence (L k f)ΐ =1 converges in the S r -norm, for every fe 2 r . We begin by showing that the family X = [z: τ(x) = Σ/=i 0j£e/#)}> where the α/s are complex numbers and the Θ/s are compact and open is dense in 8 r and that each Lτ converges. The family @ obtained by demanding that the Θ/s be measurable of finite measure is dense in S r , so it suffices to show that £ is dense in @. If Φ is λ-measurable of finite measure and δ > 0, then there is a compact open set Θ satisfying ( 8 ) λ(0' ΠΦ)<δ and X(Θ Π 0') < δ .
To prove (8) , let Γ and ^~ be compact and open sets, respectively, such that Γc^c/", X{Φ f n/)<ί, and X(Γ ΓίΦ)<δ. For each xeT, there is an w β such that x + Λ ΛjB c^\ A finite union, say © r of the sets x + ^% a; covers Γ: Γcδcy.
The set © is clearly compact and open. We have X(Θ' Π Φ) ^ λ(Γ' n Φ) < δ and X(Θ Π Φ') ^ ') < δ; thus (8) and translating, we can thus write
There is an integer n 0 and finitely many disjoint cosets {xι + ^^Jlii with union Θ. lί yeA nQi then y + xeΘ if and only if xeΘ. Thus, (9) Proof. We first show that S 2 and 2 r (1 < r < 2) Fourier transforms agree on 8 2 π S r . Thus, suppose that Λ e S r Π S 2 and let h r and denote its 2 r and S 2 transforms, respectively. The functions h n = hξ Λ% (n = -1, -2, •) and so, h r = h a.e. We can now drop the r on Λ r without fear of ambiguity.
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Let /e8 r . Since the functions ψ k , n (see the proof of (3.10)) converge boundedly to ψ k , we obtain (1) I™ || ψ ktn f-tJ\\ rt = 0, n->-oo as in the 8 2 case. We now know (3.13) that ψ k *f is in 8 r , so the Hausdorff-Young inequality implies (2) lim ||(^*/Γ-(f,*/ΠU = 0.
Since (f fc , n */Γ = #*. /(τK.» e SJ, (1) and (2) give the equality (ψ fc */Γ = ψ k f. The functions (ψ k *fΓ converge in £ r , to (L/) by the HausdorffYoung inequality; and, the functions ψ k f converge in the S r , norm to φf because ψ k converges boundedly to φ. 
where Φ k = φ f] Λ[. If there is a q e Z + such that every w(x) depends on only the first q + 1 coordinates of x, then the hypothesis of Theorem (3.13) is satisfied for w. We call the corresponding kernel Ί Γ a Φ-kernel. If L k is generated by a 0-kernel, the functions L fc / as given in (i) converge in the S r norm to a function Lf (f e S r (r > 1)). In particular, we can let w(#) = sgn φ (x) ( = 1 it xeΦ and -1 if x e ~Φ). If there is a g such that a knowledge of x 0 , , x q determines whether x is in Φ or -Φ, then (sgn φ )m -1 is a Φ kernel and
The limit in (ii) giving the transform L is a precise analogue of the limit defining the classical Hubert transform for R; and, Theorem (3.13) is an analogue of corresponding results for R. The set Φ corresponds to the positive real numbers and the sets Φ k to the sets ](l/k), oo[ ( i e n For a 0-kernel i/r, the multiplier φ can be written as
which is a multiplier for the classical Hubert transform. See, e.g., [9] , pp. 119-120.
(4.2) A calculation. There are many sets Φ satisfying the conditions in (4.1). We now consider one of these in more detail. Suppose that p is odd and define
is odd}.) Letting w = sgn φ , we know that the limit (4.1.ii) exists for fe 2 r . We compute Lf for / = ζ Λ ' Q m~ι\ the result is given in (4), infra. Let (p -1). We thus obtain
It remains to calculate the first integral on the right side of (2). If y 6 ^jg, then y + x is A s for all x e ^^. In this case, we have Hence, τ(x) is determined by the 1st q coordinates of x, and so τ generates a singular integral for which the results of (3.13) Mathematical papers intended for publication in the Pacific Journal of Mathematics should be typewritten (double spaced). The first paragraph or two must be capable of being used separately as a synopsis of the entire paper. It should not contain references to the bibliography. Manuscripts may be sent to any one of the four editors. All other communications to the editors should be addressed to the managing editor, Richard Arens at the University of California, Los Angeles, California 90024. 50 reprints per author of each article are furnished free of charge; additional copies may be obtained at cost in multiples of 50.
The Pacific Journal of Mathematics is published monthly. Effective with Volume 16 the price per volume (3 numbers) is $8.00; single issues, $3.00. Special price for current issues to individual faculty members of supporting institutions and to individual members of the American Mathematical Society: $4.00 per volume; single issues $1.50. Back numbers are available.
Subscriptions, orders for back numbers, and changes of address should be sent to Pacific Journal of Mathematics, 103 Highland Boulevard, Berkeley 8, California.
Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.), 7-17, Fujimi 2-chome, Chiyoda-ku, Tokyo, Japan.
PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS, A NON-PROFIT CORPORATION
The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
