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It is demonstrated that the accuracy of estimation of a random signal f rom 
interrupted observations can be significantly improved by introducing a delay 
between the points of estimation and observations. The  required recursive 
algorithm for such an estimation is developed and the results are i l lustrated 
through simulation study. 
1. INTRODUCTION 
The problem of estimating the state of a randomly driven dynamical 
system from interrupted observations has been studied by several authors 
(Nahi, 1969; Jaffer and Gupta, 1971; Sawaragi et al., 1972). It is apparent 
from the results of various workers that one has to solve a nonlinear estimation 
problem for obtaining optimum signal or state estimates. Thus the con- 
strained linear estimator proposed by Nahi (1969) has been shown to be 
inferior to the approximate nonlinear estimator of Sawaragi et al. (1972). 
In this note the possibility of obtaining further improvement in the per- 
formance of the estimator by introducing a delay between the instants of 
estimation and observation is explored. It is suggested that the recursive 
algorithm for the delayed estimate be developed by making use of the state 
augmentation approach (Biswas and Mahalanabis, 1973). The results of 
this new recursive algorithm are compared with those of Sarawagi et al. 
for a numerical case. It is shown that there is significant improvement in
the accuracy of estimation even with a relatively small time delay. 
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2. PROBLEM STATEMENT 
The system is a Gauss-Markov sequence described by the difference 
equation 
~(k + 1) = F(k) x(x) + w(k), (1) 
y(k) = y(k) H(k) x(k) + v(k), (2) 
where x(k) is the (n × 1) signal or state vector of the system at the kth 
sampling instant, y(h) is the (p × 1) observation vector, w(k) is an (n × 1) 
white Gaussian driving noise, and v(k) is a (p × 1) white Gaussian measure- 
ment noise. F(k) is an (n × n) state transition matrix; H(k) is a (p × n) 
observation matrix; and 7(k), which characterizes the interrupted observation 
mechanism, is a scalar random variable that takes on value 0 or 1. The 
noise sequences w(k) and v(k) are assumed to have zero mean and covariance 
matrices Q(k) and R(k), respectively. The initial state x(0) is taken to be 
Gaussian with mean £(0) and covariance matrix P(0). It is further assumed 
that variables w(k), v(k), and y(k) are mutually independent. The binary 
sequence y(k), k = 0, 1, 2,..., is assumed to be mutually uncorrelated, with 
Pr{y(k)} = 1 = p(k), 
Pr{r(k)} = 0 = 1 - p(k) .  (3) 
Here, Pr{'} denotes the probability and p(k) is the probability that the kth 
observation contains the information regarding the state. 
The objective of this study has been to show that a seqaential estimator 
that produces the minimum variance estimate ~(k]k +L)  of the state 
x(k) for some positive L, by processing the data {yk+L :y(0) ""y(k 4-L)} 
has a better accuracy than the estimator that produces ~(k 1 k) proposed by 
Sawaragi et al. (1972). 
3. FIXED LAG SMOOTHING WITH INTERRUPTED OBSERVATIONS 
The first step involved in the state augmentation approach to the problem 
of obtaining N(k]k 4-L) is to form an augmented state vector xa(k) as 
follows. 
x,,'(k + 1) = [x'(k +L) :  x ' (k  +L  - -  1) i "" : x ' (k)] ,  
= [x0'(k 4-L)~ xl'(k 4-L) :  .-.: Xz'(k +L)] .  (3.1) 
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Defining j = k q-L,  the augmented system can now be described as 
where 
X~( j4 -  1) =F~( j )Xa( j )  ÷ G~(j) W(j),  
y( j )  =y( j )H~( j )X~( j )  ÷v( j ) ,  
(3.2) 
(3.3) 
i 0 0 0 
Fa( j )  = I 0 
(nL × nL) 
0 "" I 
[il H~(j) = [H(j)  : 0 ... 0], G~(k) = . 
Proceeding as in Sawaragi et al. (1972), one can obtain the recursive algorithm 
for the estimates _g~(j I j). The  relevant equations are 
Z~(j) z~ E{X, ( j ) [y ( j )  = i, Y~}, i = O, 1 
= Y?a(j l J -- 1) q- iA( j )[y( j )  --  Ha(j) Ra( j  [j --  1)], 
= Y?a(j ] j  - -  1) + iA( j )[y( j )  --  H( j )  ~(j ]j --  1)]; 
(3.4) 
then 
)~-a(j I j )  = er(y( j )  = 0 I YJ) Zo(j) q- Pr(y( j )  = 1 [ YO Z,( j )  
= 2a( j  I J - -  1) + p(1 I J) A ( j ) [y ( j )  - -  H ( j )  ~( J l J  - -  1)], 
(3.5) 
where the (nL × p) matrix A( j )  is the Kalman gain matrix and is given by 
A( j )  = Po.(j [J --  1) Hd(j)[Ha(j) Pa(j IJ -- 1) H~'(j) q- R(j)]-* (3.6) 
where 
Pa( j  IJ - -  1) = E{[Xa( j )  - -  Ra( j  lJ - -  1)][Xo(j) - -  Ro( j  IJ - -  1)]'} 
and 
p(i[ j )  = Pr(y(j)  = i[ Y~) i = 0, 1, 
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is given by 
p(y( j )  [ y( j )  = i, Y ' - I )  Pr(y(j)  = i] yj-1) 
p(i I J) = ~ y " ]z,--1) y,-1) (3.7) 
X~=0P( ( J ) l y ( j )  = m, P(r( j )  = m I " 
Since y(j) is independent of yj-1 we can write that 
er(r(j) i y; -1)  = p(j). (3.8) 
At this stage it is convenient to make the assumption (Jazwinski, 1970), 
that p(X,~(j) [ yj-1) is Gaussian for all j with 
mean = :~=(j Ij - 1), 
cov= Pa(J ]J - -  1). 
Then the conditional density function, p(y( j )  ]y(j) = i, yj-1) is Gaussian 
with 
mean ~ i l ia( j)  f(~(j  ] j  - -  1) = i l l ( j )  fC(j I i - -  1) (3.9) 
coy = i l l ( j )  P~(j  l J - -  1) H~'(j) + R( j )  
= i l l ( j )  P ( j  I J - -  1) H' ( j )  + R( j ) .  (3.10) 
Using Eqs. (3.9) and (3.10) in (3.7) will then yield p(1 ]j) and p(0 l J). 
In the same way one can write the equations for the coy matrices, 
P~(j [j) = E{[Xa(j)  - ff~,(j [ j ) ] [Xa( j ) -  X~(j [j)]'} 
1 
= ~ p( i]  YJ) E{[X~,(j) - -  f f~(j  [ j)][Xa(j) - -  fif~(j [J)]' 1 
i=0 
r(J) = i, Y,} 
= p(0 [j) So(j) +p(1 I j )  S~(j), (3.11) 
where 
&( j )  z~ E{[X~(j) - -  f;~(j [j)][Xa(j) - -  fCa(j [J)]' [Y(j) = i, Y'}, 
which gives 
So(j) = Pa(J IJ - -  1) +p~(1 [ Y~) A( j )  T( j )  A ' ( j )  
SI( j )  = Pa(j  [j - -  1) -- A( j )  Ha(j) P~(j [j - -  1) 
i '  " + p2(O ] Y~) A( j )  T( j )  (j), 
i =0 ,  1, 
(3.12) 
(3.13) 
(3.14) 
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where 
T(j) = [y(j) -- H(j)  ~(j IJ -- 1)][y(j) -- H(j)  k( j  [j -- 1)]'. (3.15) 
Substituting Eqs. (3.13)-(3.15) into Eq. (3.11) gives 
P,(J I J) = P,( j  [J -- 1) --p(1 [ P)  A ( j )H , ( j )Pa( j  IJ -- 1) 
+ p(O[Y J )p (1]Y  :) A ( j )T ( j )A ' ( j ) .  (3.16) 
The one-step prediction estimates 3~-(j [ j -  1) and Pa(j [ J -  1) are given 
by the usual Kalman filter as they involve no new observations, 
2 , ( j  l J - -  1) =F, ( j  -- 1)Xo(j - -  l i j - -  1), (3.17) 
Pa( j l J - -  1) =F~( j - -  1)P~(j--  1 I j - -  1)Fd( j - -  1) 
+ G~(j -- 1) Q(j - 1) G~'(j -- 1). (3.18) 
Equations (3.5) and (3.6) together with (3.17) and (3.18) then provide the 
complete algorithm. 
It is now possible to obtain the desired algorithm for ~(k I j) by noting 
the partitioning of Xa(j) and by introducing the appropriate partitioning 
of the P~(j [ j -  1) and A( j -  1) (Biswas and Mahalanabis, 1973). The 
resulting algorithm is 
R, ( j  I J) = • = : , A( j )  = 
I LRL(} j j)J L ~(k'l i) 
Then 
:~(j]j) ] I i j )  0 ... 0 
~(j_llj)[. = : 0:: .-. 0:: 
L ~(k I j) _1 0 I 
-~ p(1 [ YS) 
A0(j) AI(j): 
LA[(j) 
I 
A0(j)] 
AI(J)] 
LAL(j)j 
:~(j-- 21 j - -  1) 
L~(k- 11 j -  1) 
[(y(j) -- H( j )  ~( j l j -  1))]. 
(3.19) 
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The error cov P . (k lk  ) and Pa(k lk -  1) can each be partitioned into 
(L + 1) 2 submatrices each of dimension (n × n). Considering the filtering 
error coy, its partitioned form would be 
P~(J l J) = 
P(J,J l J) P( j , j -  1 [j) "'" P(j, k l j) -] 
P( j - -  I,: j l j )  P ( j - -  1, : j - -1  [j) .-- P( j - - : l ,  k l j )  ] 
L P (k , j  l J) . . . . . .  P(k, k I J) 
(3.20) 
The submatrix P( j -  i , j -  m lj  ) stands for the expectation 
E{[x(j -- i) -- ~c(j -- i ij)][x(j -- m) -- ~c(j -- m ] J)]'}. 
Apparently the last entry gives the desired error coy of the smoothed 
estimate k(k 'l J). Similar partitioning is carried for the prediction coy matrix 
P~(J l J -  1). It should be noted here, as also pointed out by Biswas and 
Mahalanabis (1972), that it is not essential to solve the cov equations for 
all (L ~- 1)(L -~ 1)/2 independent submatriees. The following set of equations 
is sufficient o get the desired estimates of ~(k l j) and P(k, k l j). 
~(j -- 1 ]j) = ~(j -- i [j) ÷p(1  [ y3)A~(j)(y(j) -- H( j )~( j  IJ -- 1)) 
for i = 0, 1, 2,...,L, (3.21) 
~( j - - i l j - -1 )  =~( j - - i - - l l j - -1 )  for i~  1,2,...,L, (3.22) 
"~(J I j - -  1) =F(] - -  1)~( j - -  l [ j - -  1), (3.23) 
A,(j) = P( j  -- i , j  ]j -- 1) H'(j)[H(j) P ( j , j  [j -- 1) H'(j) + R(j)] -1 
for i=0 ,1 ,2  ..... L, (3.24) 
P( j  -- i , j  [j) = P( j  -- i , j  ]j -- 1) - -p(1 ] YJ) Ad j  ) P ( j , j  ]J -- 1) 
+ p(O I YS)p(l l YO A~(j) T(j) A / ( j )  
for i = 1, 2,...,L, (3.26) 
P( j - -  2 , j l j - -  1) = P( j - -  l , j - -  1 [ j - -  1 )F ' ( j - -  1) 
for i = 1, 2,...,L, (3.27) 
P(J, J l j - -  1) =F( j - -  1)P( j - -  1 , j - -  1E j -  1 )F ' ( j - -  1) 
÷ G(j -- 1) Q(j - 1) G'(j -- 1). (3.28) 
It can be checked here that with L -- 0, we get the result for the case of 
filtering with interrupted observations. 
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4. EXAMPLE 
We shall show an example illustrating the present estimator with delay 
algorithm and compare its performance with that of the nonlinear estimator 
proposed by Sarawagi et al. (1972). 
Consider the scalar system, 
x(k + 1) = ax(k) + w(k), (4.1) 
y(k)  = ~,(k) x(k) + v(k), (4.2) 
where l a] < 1, and let Q(k) = Q, R(k) = R and p(k) = q. For L = 2 
using Eqs. (3.19) and (3.20) we can write 
N(k lk  ) = N(k l k -- 1) +p(1  i Y~) Ao(k)(y(k) - -  fc(k l k -- 1)), (4.3) 
~(k - -  1 [ k) = k(k --  1 I k --  1) + p(1 I yk)  A~(k)(y(k) - -  ~(k [ k - -  1)), (4.4) 
k(k --  2 I k) = :~(k --  2 ik  --  1) +p(1  i Y'~)A2(k)(y(k) - -  k (k lk  -- 1)), (4.5) 
k(k lk  -- 1) = a~(k - -  1 ]k --  1), (4.6) 
Ai(k) = P(k  --  i, k - -  i l k - -1 ) / (P (k  --  i, k - -  i I k -1 )  + R) 
for i = 0, 1, 2, (4.7) 
P(k, k lk )  = P(k, k ik - -1 ) - -p ( l  l Yk )Ao(k  )P (k ,k lk_  l) 
+ p(1 I yk)p(OI  yk)Ao2(k)(y(k)  _ k (k [k  --  1)) 2, (4.8) 
P(k - 1, k I k) 
= P(k - -  l, k lk - -1 ) - -p ( l  l Yk )A l (k  )P (k ,k lk_ l )  
+ p(1 [ yr.) p(O I Y~) Ao(k) A l (k) (y(k)  - -  ~(k [ k - -  1)) 2, (4.9) 
P(k  --  2, k I k) 
= P (k - -  2, k i k - -  1) - -p (1  I yk)  A~(k) P(k, k [ k - -  1) 
+ p(1 ] yk)p(O ] Y~) Ao(k) A~(k)(y(k) - -  k(k I k - -  1)) 2, (4.10) 
P(k  - -  1, k - -  1 [k) 
= P(k  --  1, k --  1 
+ p(I  I Y~) p(O 
P(k  - 2, k - 2 I k) 
= P(k  - -  2, k - -  2 
+ p( l  l Yk) P(O 
P (k ,k ]k - -1 )  =a2P(k - - l , k - - l l k - -1 ) -} -Q,  
P(k - - l ,  k lk )  =aP(k - - l , k - - l l k - -1 ) ,  
P (k - -2 ,  k lk )  =aP(k - -2 ,  k - -  l l k- l ) .  
k --  1) - -p ( l l Yk )Ax(k )P (k ,  k - -  l lk  --  1) 
Y~) Al~(k)(y(k) - -  ~(k 1 k --  1)) 2, (4.11) 
k - -  1) - -  p(1 I Y~) A2(k) P(k ,  k - -  2 I k - -  1) 
yk) A?(k)(y(k) -- k(k I k - -  1)) 3, (4.12) 
(4.13) 
(4.14) 
(4.15) 
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Not ice heret hat P,(k[  k - -  1) = P(k, k [k  - -  1), P~(k - -  2 ]k )  = P(k - -  2, 
k - -  2 ] k), and P,(k [ k) ~ P(k, k ] k). Also from Eq. (3.7) along with (3.9) 
and (3.10), 
Iq(R 4- P(k I k - -  1)) -1/2 t 
i exp[--(y(k) - -  ?c(k I k - -  1 ) )~/2(P (k  I h - -  1) 4- R)]t 
p(1 I Y~)= l q (R4-P(k lk_  1))-]/2 - -  
4- (1 - -  q) R-a/2 exp[--y~(k)/2R]. 
Simulat ion studies are carried out using the set of numerical values 
a = 0.96, Q = 0.64, R = 1.69, q = 0.8, 
~(0/0) = 10.0 P(O/O) = 2.69. 
exp[--(y(k) - -  fc(k I k - -  1 ) )2 /2 (P (k  I k - 1) 4- R)]t 
(4.16) 
30 
25  
20  
I5 
I0  
~IG. ] .  
= = , xck)  q=o.8  
- - - ~CklK) 0 .=0.95  
~ ~ Q: 0.64 
i 
i ~ ~Colo)=[o.o 
~,~._ PCo~O) :2 .69  
% 
7 
. . . .  i , [ . , I . . . .  i , , i . i . . . .  i . ,  i ,  i - -  
5 I0 15 20  25  30 
DISCRETE TIME 
"~ ('~) I i o101  t IO I01O011 I I I i 01  I101  i i  ] I 
Sample trajectories x(k), ~(k [ k) and ~(k r k + 2). 
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Figure 1 displays the values of the estimate ~(k I k) as obtained by the 
filtering algorithm together with ¢~(klk-~ 2) and the actual state x(k). 
Corresponding error covariance is displayed in Fig. 2. The large peaks 
in the covariance of filtered estimates at the sampling instants where y(k) = 0 
are greatly reduced in the error covariance of the smoothed estimates at 
these instants. 
3.0 
2.5 
2.0 
1.5 
I.O 
0.5 
. . . .  g . . . .  I "  o . . . . . . . . . . . . . . .  " . . . .  go  15 20 25 
DISCRETE TIME 
~(~)11OIO I I IO  IO lOOI I  I I I I O I I  I OOI I  I I 
FIO. 2. Sample  f i l ter ing and smooth ing  error  covar iances P(k ] k) and P(k [ k ~, 2). 
To calculate the performance of the estimator, it will be necessary to 
calculate the actual value of the error covariance and since this is a nonlinear 
estimator, the covariances calculated in Eqs. (4.8) and (4.10) are necessarily 
coupled with the observations. It is, therefore, in general not possible to 
compute the estimator performance a priori. The estimator performance 
is therefore calculated on the basis of actual root-mean-square error averaged 
over a number of independent runs. The average root-mean-square error 
CL(h ) can be written as (the L = 0 case corresponds to the estimator due 
to Sawaragi et al. (1972)) 
Co(k) = ( l /N)  [x~(k) - -  ~(klk)] 2\1/~, (4.17) 
( CL(k) = ( l /N)  y '  [x~(k) - -  ~(klk q-L)] 2\*/~. (4.18) 
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In the Monte Carlo simulations, a total of 30 runs are made (N = 30); 
each run has a different noise sample. In Fig. 3, the interruption sequence 
7(h), h ~- 1, 2, 3,..., is fixed throughout the 30 runs. However, in Fig. 4, 
the interruption sequence is made to vary from one run to another. We can 
observe clearly the significant improvement achieved by introduction of lag 
between the instant of estimation and the observation i stant. The improve- 
ment is fairly pronounced in the earlier stages of estimation. Another point 
that needs attention in Fig. 3 is that the present estimator will not offer 
any improvement in situations where the observations are interrupted 
continuously for instants longer than the delay incorporated. This is explained 
by the fact that during the interruption, no new information about the 
state is coming through, and any attempt o modify the already optimum 
filtered estimate will not result in any improvement. In Fig. 4, we see that 
the present estimator has better performance all through because it is averaged 
over different interruption sequences. 
9 
8 
7 
6 
5 
4 
3 -  
2 
1 
, - CoCk) 
. . . . . .  C2(k ) 
. . . .  ; . . . .  tb  . . . .  ' . . . . . . . . .  ' . . . . .  15 20  25  30  
D ISCRETE T IME 
~(~ i I O lO I  I lO lO lO011 I [ I lO I  I IOOI I  I [ 
FIG. 3. Actual filtering and smoothing error covariances Co(h) and C2(k) (fixed 
interruption process equence). 
643/32/2-5 
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FtG. 4. 
I0 
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_ . . Co(k) 
I0 15 20 25 30 
DISCRETE TIME 
Actual filtering and smoothing error covariances Co(k) and C~(k). 
5. CONCLUSION 
The possibil ity of improving the accuracy of state estimation of a dynamic 
system from interrupted observations has been demonstrated. The  specific 
case studied corresponds to the situation where the a priori probabil ity 
of interruption is known. It  should be possible to develop an appropriate 
algorithm for the case where one does not have any a priori knowledge 
of probabil ity of interruption. In  such a situation one can make use of the 
adaptive algorithm of Sarawagi et al. along with the state augmentation 
technique discussed here. 
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