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1. Introduction
Le but de cet article est l’e´tude, dans le cadre de la ge´ome´trie d’Arakelov, des
varie´te´s toriques projectives et lisses. Chemin faisant, nous e´tendons sur certains
points la the´orie de´veloppe´e dans [GS1].
Graˆce a` Demazure (cf. [Dema]), on sait associer a` tout e´ventail ∆ de Zd un
sche´ma π : P(∆) → SpecZ que l’on appelle varie´te´ torique associe´e a` ∆. On
trouve dans la litte´rature (cf. [Da], [Oda] et [Fu2] pour des re´fe´rences pre´cises) une
description explicite de la varie´te´ complexe P(∆)C en terme des proprie´te´s com-
binatoires de ∆. Revenant au point de vue originel de Demazure, nous montrons
que cette description s’e´tend sans difficulte´ a` la situation sur Z. En particulier,
on dispose lorsque P(∆) est projective et lisse, d’une description agre´able base´e
sur un the´ore`me de Jurkiewicz et Danilov, de l’anneau de Chow CH∗(P(∆)) en
terme de ge´ne´rateurs et relations (the´ore`me 2.5.7). Plus pre´cise´ment, nous mon-
trons que CH∗(P(∆)) est engendre´ en tant qu’anneau par la premie`re classe de
Chern c1(L) ∈ CH
1(P(∆)) des fibre´s en droites L sur P(∆).
Afin de donner une description analogue de l’anneau de Chow arithme´tique
ĈH
∗
(P(∆)), il nous est ne´cessaire de munir tout fibre´ en droites L sur P(∆) d’une
me´trique ‖.‖L,∞ “canonique” permettant entre autre chose le calcul explicite du
produit :
cˆ1(L, ‖.‖L,∞)
p ∈ ĈH
p
(P(∆)),
ou` cˆ1(L, ‖.‖L,∞) de´signe la premie`re classe de Chern arithme´tique de (L, ‖.‖L,∞)
(comparer avec [Ma1] ou` un point de vue analogue est de´veloppe´ pour les grass-
manniennes).
Nous donnons plusieurs constructions d’une me´trique ‖.‖L,∞ qui est canon-
ique dans le sens ou` l’application L 7→ ‖.‖L,∞ posse`de des proprie´te´s fonctorielles
(proposition 3.3.2) qui permettent de la caracte´riser entie`rement. Malheureuse-
ment, la me´trique ainsi construite n’est pas C∞ en ge´ne´ral. La premie`re “forme”
de Chern c1(L, ‖.‖L,∞) est un courant re´el de bidegre´ (1,1), et donc le produit
c1(L, ‖.‖L,∞)
p, et a fortiori le produit cˆ1(L, ‖.‖L,∞)
p, ne sont pas de´finis.
Nous sommes donc amene´s dans un premier temps a` e´tendre sur certains
points la the´orie de´veloppe´e dans [GS1], afin de pouvoir conside´rer en ge´ome´trie
d’Arakelov des fibre´s en droites munis de me´triques non-ne´cessairement C∞.
Comme, pour autant qu’il nous soit permis d’en juger, ces de´veloppements posse`dent
un inte´reˆt propre, nous avons choisi d’en donner une exposition valable en toute
ge´ne´ralite´.
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Quittons donc pour quelques temps l’univers torique, et conside´rons X une
varie´te´ arithme´tique quelconque de dimension absolue d+ 1. Reprenant une ter-
minologie introduite par Zhang [Zha], nous dirons d’un couple (L, ‖.‖) forme´ d’un
fibre´ en droites L sur X et d’une me´trique hermitienne continue ‖.‖ sur L(C) qu’il
est admissible si L est engendre´ par ses sections globales, ‖.‖ est positive et peut
eˆtre approche´e uniforme´ment sur X(C) par des me´triques positives C∞. Plus
ge´ne´ralement, un fibre´ en droites sur X sera dit inte´grable s’il est diffe´rence de
deux fibre´s en droites admissibles. Tout fibre´ en droites L sur P(∆) muni de sa
me´trique canonique ‖.‖L,∞ est inte´grable (exemple 4.7.2).
Nous de´veloppons alors surX(C) un formalisme de formes diffe´rentielles ge´ne´ralise´es ;
en particulier la premie`re “forme” de Chern c1(L) d’un fibre´ en droites inte´grable
L est une forme diffe´rentielle ge´ne´ralise´e a` notre sens. En nous appuyant sur une
the´orie de´veloppe´e par Bedford-Taylor [BeT] puis Demailly [De2], nous montrons
comment l’on peut donner un sens au produit de deux telles formes (proposition
4.3.7).
Nous construisons ensuite un groupe gradue´ ĈH
∗
int(X) contenant l’anneau de
Chow arithme´tique usuel ĈH
∗
(X), de telle sorte que pour tout fibre´ en droites
inte´grable L sur X , on ait cˆ1(L) ∈ ĈH
1
int(X). Nous e´tendons alors partiellement
le formalisme de´veloppe´ dans [GS1] au groupe ĈH
∗
int(X), ce qui nous permet
de retrouver certains re´sultats de Zhang [Zha] concernant les fibre´s inte´grables.
Notre principal re´sultat dans cette direction est le suivant (the´ore`me 5.4.1). Il
existe un accouplement :
ĈH
p
int(X)⊗ ĈH
q
int(X) −→ ĈH
p+q
int (X)Q,
qui prolonge celui de´fini par Gillet-Soule´ sur ĈH
∗
(X) et qui munit ĈH
∗
int(X)
d’une structure d’anneau commutatif, associatif et unife`re. De plus, on dispose
d’un morphisme d̂eg : ĈH
d+1
int (X) → R qui prolonge celui de´fini dans [GS1],
et tel que (the´ore`me 5.5.6) si L1, . . . , Ld+1 sont des fibre´s inte´grables sur X et
hL1,...,Ld+1(X) est la hauteur de X relativement a` L1, . . . , Ld+1 telle qu’elle est
de´finie dans [Zha], alors :
hL1,...,Ld+1(X) = d̂eg(cˆ1(L1) · · · cˆ1(Ld+1)).
Revenons au cas particulier des varie´te´s toriques : Soient L1, . . . , Lq des fibre´s
en droites sur P(∆) munis de leur me´trique canonique ; nous donnons une formule
explicite pour le produit ge´ne´ralise´ c1(L1) · · · c1(Lq) en terme de la combinatoire
de ∆ (the´ore`me 6.3.1). Nous montrons que cette formule conduit a` un algorithme
particulie`rement simple pour le calcul du volume mixte de polytopes convexes
(remarque 6.3.7).
Lorsque q = d + 1, nous montrons que la hauteur canonique hL1,...,Ld+1(P(∆))
est nulle (proposition 7.1.1), puis nous approfondissons ce re´sultat en montrant
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(the´ore`me 7.4.1) que le sous-anneau de ĈH
∗
int(P(∆)) engendre´ par les premie`res
classes de Chern arithme´tiques cˆ1(L, ‖.‖L,∞) des fibre´s en droites L sur P(∆) est
isomorphe canoniquement a` CH∗(P(∆)). Ce re´sultat est l’analogue arithme´tique
du the´ore`me de Jurkiewicz et Danilov. Nous en de´duisons que la hauteur canon-
ique d’une hypersurface dans P(∆) (i.e. sa hauteur relativement a` des fibre´s en
droites sur P(∆) munis de leur me´trique canonique) est donne´e essentiellement
par la mesure de Mahler du polynoˆme qui la de´finit (proposition 7.2.1).
En nous appuyant sur les re´sultats pre´ce´dents, nous concluons cet article par la
de´monstration d’un analogue arithme´tique du the´ore`me de Bernstein-Koushniren-
ko (the´ore`me 8.2.1 et corollaire 8.2.3) donnant une majoration de la hauteur des
points d’intersections de d hypersurfaces de P(∆) en fonction de leur hauteur
canonique et de leur polyhe`dre de Newton.
Passons maintenant en revue l’organisation de cet article.
Le chapitre 2 est consacre´ aux varie´te´s toriques sur SpecZ. Nous rappelons au
2.1 quelques proprie´te´s simples des coˆnes et des e´ventails, et au 2.2 la construc-
tion d’apre`s Demazure des varie´te´s toriques et de leurs morphismes canoniques.
Nous introduisons au 2.3 la notion de diviseur invariant et de fonction support
associe´e. Nous rappelons en les adaptant a` la situation sur Z certains crite`res
pour l’amplitude d’un diviseur invariant. Au 2.4 nous montrons comment l’on
peut construire de manie`re canonique une varie´te´ torique projective a` partir d’un
polytope convexe entier. Enfin le 2.5 est consacre´ a` la structure de l’anneau de
Chow d’une varie´te´ torique projective lisse. En utilisant une de´composition cel-
lulaire sur Z d’une telle varie´te´, nous montrons comment la plupart des re´sultats
classiques (sur C) s’e´tendent a` la situation sur Z ; nous en profitons pour prou-
ver un the´ore`me d’annulation des groupes CHp,p−1(P(∆)). C’est la` le seul point
vraiment nouveau de ce chapitre.
Au chapitre 3 nous nous inte´ressons plus particulie`rement aux varie´te´s toriques
complexes. La varie´te´ torique a` coin P(∆)> est de´finie au 3.1. Nous pre´sentons au
3.2 un recouvrement canonique de P(∆)(C) introduit par Batyrev et Tschinkel
[BaT] puis e´tudions certaines de ses proprie´te´s. Nous utilisons ce recouvrement
pour construire au 3.3 la me´trique canonique ‖.‖L,∞. Nous montrons que cette
me´trique ve´rifie certaines proprie´te´s de multiplicativite´ et de fonctorialite´ (propo-
sition 3.3.2). Nous en donnons ensuite deux autres constructions, l’une base´e sur
un the´ore`me de Zhang (the´ore`me 3.3.3), l’autre par image inverse (proposition
3.3.8). Nous de´duisons de cette dernie`re construction un the´ore`me d’approxima-
tion globale pour ‖.‖L,∞ (proposition 3.3.12).
Le chapitre 4 est centre´ sur l’e´tude des formes diffe´rentielles ge´ne´ralise´es sur
une varie´te´ complexe arbitraire. Apre`s avoir rappele´ au 4.2 la the´orie de´veloppe´e
par Bedford-Taylor [BeT] puis Demailly [De2], nous de´finissons au 4.3 et au 4.4
plusieurs types remarquables de courants qui, graˆce a` cette the´orie, peuvent eˆtre
multiplie´s. Nous introduisons aux sections 4.5 et 4.7 les notions de fibre´s en droites
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admissibles et de fibre´s en droites inte´grables, et montrons au 4.6 que tout fibre´
en droites ample muni d’une me´trique positive sur une varie´te´ projective est
admissible.
Nous abordons au chapitre 5 le cœur de notre sujet, a` savoir la construction
de l’anneau ĈH
∗
int(X) pour toute varie´te´ arithme´tique X . Apre`s avoir rappele´ au
5.1 la the´orie classique de Gillet-Soule´ et introduit au 5.2 le groupe de Picard
arithme´tique ge´ne´ralise´ P̂icint(X), nous de´finissons au 5.3 les groupes de Chow
arithme´tiques ge´ne´ralise´s ĈH
p
int(X) (de´finition 5.3.11) puis nous construisons au
5.4 l’accouplement ĈH
p
int(X) ⊗ ĈH
q
int(X) → ĈH
p+q
int (X)Q. Finalement nous re-
lions au 5.5 cette construction a` celle de Zhang [Zha] (the´ore`me 5.5.6), puis nous
de´montrons un re´sultat ge´ne´ral de positivite´ (proposition 5.5.7) qui nous servira
au chapitre 8 lors de la de´monstration d’un analogue arithme´tique du the´ore`me
de Bernstein-Koushnirenko.
Nous retournons a` partir du chapitre 6 aux varie´te´s toriques. Apre`s avoir donne´
au 6.2 une expression explicite, pour tout fibre´ en droites L sur P(∆) muni de sa
me´trique canonique, du courant c1(L), nous ge´ne´ralisons ce re´sultat en donnant
au 6.3 une formule explicite pour le produit ge´ne´ralise´ de tels courants de Chern
(the´ore`me 6.3.1). Nous de´montrons enfin au 6.4 un re´sultat d’annulation pour un
tel produit (corollaire 6.4.2).
Le chapitre 7 est consacre´ a` l’e´tude de la ge´ome´trie d’Arakelov des varie´te´s
toriques. Nous de´montrons au 7.1 un the´ore`me d’annulation des multihauteurs
canoniques de P(∆) (proposition 7.1.1) et e´tablissons au 7.2 une formule reliant
la hauteur canonique d’une hypersurface dans P(∆) a` la hauteur de Mahler du
polynoˆme qui la de´finit (proposition 7.2.1). Le 7.3 pre´sente un exemple inte´ressant :
le calcul de la mesure de Mahler d’une droite dans P2. Nous exhibons au 7.4 une
section canonique du morphisme d’anneaux application cycle ζ : ĈH
∗
int(P(∆))→
CH∗(P(∆)).
Au 8.1, nous associons de manie`re fonctorielle une constante re´elle positive
L(∇) a` tout polytope convexe entier ∇ de Rd, puis nous en donnons une ma-
joration explicite dans le cas ou` ∇ est absolument simple (proposition 8.1.6).
Finalement nous de´montrons par re´currence au 8.2 un analogue arithme´tique
du the´ore`me de Bernstein-Koushnirenko faisant intervenir dans son e´nonce´ les
constantes L(∇) pre´ce´demment introduites (the´ore`me 8.2.1 et corollaire 8.2.3).
Une partie des re´sultats pre´sente´s ici avaient e´te´ annonce´s dans [Ma2].
L’auteur tient a` exprimer sa profonde gratitude a` J.-B. Bost sans l’aide duquel
ce travail n’aurait jamais vu le jour. Il lui est e´galement agre´able de remercier J.
Cassaigne, A. Chambert-Loir, D. Harari, M. Laurent, E. Leichtnam, J. Pfeiffer,
C. Soule´ et B. Teissier pour des discussions inte´ressantes.
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2. Varie´te´s toriques sur SpecZ
2.1. Coˆnes et e´ventails.
Pour plus de de´tails sur les de´finitions et les de´monstrations des propositions
e´nonce´es ici, on peut consulter ([Oda], §1.1) et aussi ([Fu2], §1.1 et 1.2).
Soit N ≃ Zd un Z-module libre de rang d dans lequel on a choisi une base
e1, . . . , ed. On note M = HomZ(N,Z) son Z-module dual. On obtient un accou-
plement non de´ge´ne´re´ :
< , > : M ×N −→ Z.
On pose NR = N ⊗Z R et MR = M ⊗Z R. Ce sont des R-espaces vectoriels
de dimension d. L’accouplement ci-dessus s’e´tend en une forme biline´aire non-
de´ge´ne´re´e :
< , > : MR ×NR −→ R.
De´finition 2.1.1. On appelle coˆne polyhe´dral rationnel dans N ou plus simple-
ment coˆne tout ensemble σ ⊆ NR de la forme :
σ =
∑
i∈I
R+ni,
ou` (ni)i∈I est une famille finie d’e´le´ments de N . La dimension de σ est de´finie
comme la dimension de l’espace vectoriel re´el engendre´ par les points du coˆne σ :
dim σ = dimR(Vect(σ)) = dimR(σ + (−σ)).
Remarque 2.1.2. On de´finit de la meˆme fac¸on les coˆnes polyhe´draux rationnels
dans M .
On de´finit le dual σ∗ (resp. l’orthogonal σ⊥) du coˆne σ de la fac¸on suivante :
σ∗ ={v ∈MR : < v, x > > 0, ∀x ∈ σ} ⊆MR,
σ⊥ ={v ∈MR : < v, x > = 0, ∀x ∈ σ} ⊆MR.
De´finition 2.1.3. On dit que τ ⊆ σ est une face de σ, et on note τ < σ, si l’on
peut trouver v ∈ σ∗ tel que :
τ = σ ∩ {v}⊥
Remarque 2.1.4. Dans un tel cas, on peut toujours choisir v ∈ σ∗ ∩M (voir
par exemple [Oda], prop. 1.3 ou [Fu2], p. 13).
De´finition 2.1.5. Un coˆne σ est dit strict s’il ne contient aucune droite re´elle.
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Les assertions suivantes de´coulent aise´ment des de´finitions :
Proposition 2.1.6.
– Toute face d’un coˆne est un coˆne.
– Le dual d’un coˆne σ est un coˆne, et de plus (σ∗)∗ = σ.
– Pour tout coˆne strict σ, dim σ∗ = n.
– On a dim σ + dim σ⊥ = n pour tout coˆne σ.
De´finition 2.1.7. Un e´ventail de NR est une famille finie ∆ = {σ} de coˆnes
stricts de NR tels que :
– Si σ ∈ ∆, alors toute face τ de σ appartient a` ∆.
– Si σ, σ′ ∈ ∆, alors σ ∩ σ′ est une face a` la fois de σ et de σ′.
La re´union |∆| =
⋃
σ∈∆ σ est appele´e support de ∆. On note :
∆(j) = {σ} σ∈∆
dimσ=j
le j-squelette de ∆. On notera e´galement ∆max = ∆(d).
De´finition 2.1.8. Soit σ un coˆne strict de NR, on note Sσ = M ∩ σ
∗.
La proposition suivante donne une caracte´risation alge´brique des ensembles
Sσ.
Proposition 2.1.9. Soit σ un coˆne strict de NR. L’ensemble Sσ est un semi-
groupe (additif), sature´, de type fini. De plus, Sσ engendre M en tant que groupe.
Re´ciproquement, si S ⊂M est un tel semi-groupe, alors il existe σ un coˆne strict
de NR tel que S = Sσ.
Dans toute la suite du texte, N est un Z-module libre de rang d
fixe´ une fois pour toute.
2.2. Construction des varie´te´s toriques sur Spec Z.
On suit ici essentiellement ([Dema], §4). Demazure s’inte´resse aux varie´te´s
toriques lisses, mais les de´monstrations des propositions donne´es ici s’e´tendent
imme´diatement au cas ge´ne´ral. On peut e´galement consulter ([Oda], §1) et ([Fu2],
§1 et §2) pour les de´monstrations de ces propositions dans le cas ou` le corps de
base est C.
De´finition 2.2.1. (Varie´te´s toriques affines associe´e a` un coˆne σ). Soit σ un coˆne
strict de NR, on note Uσ le Z-sche´ma :
Uσ = Spec (Z [Sσ])
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Proposition 2.2.2. Le Z-sche´ma Uσ est affine, normal, plat sur SpecZ, a` fibres
ge´ome´triquement inte`gres.
Proposition 2.2.3. Soit τ < σ, l’inclusion Sσ ⊆ Sτ induit un morphisme
canonique Uτ → Uσ ; c’est une immersion ouverte de Z-sche´mas.
De´monstration. Voir ([Dema], §4, lemme 1), et aussi ([Oda], th. 1.4).
Exemple 2.2.4. Prenons σ = {0}, on obtient U{0} = T , le Z-tore dual de N .
Soient σ et σ′ deux coˆnes d’un meˆme e´ventail ∆. On a le diagramme suivant :
Uσ
Uσ∩σ′
-

;;xxxxxxxx
 q
##F
FF
FF
FF
F
Uσ′
La proposition pre´ce´dente permet de recoller Uσ et Uσ′ le long de Uσ∩σ′ . Plus
ge´ne´ralement on pose la de´finition suivante :
De´finition 2.2.5. Soit ∆ un e´ventail. On appelle varie´te´ torique associe´e a` l’e´-
ventail ∆ et on note P(∆) le sche´ma obtenu par recollement des Uσ, σ parcourant
∆, a` l’aide des immersions ouvertes Uσ∩σ′ →֒ Uσ et Uσ∩σ′ →֒ Uσ′ , pour σ, σ
′ ∈ ∆.
Proposition 2.2.6. Le Z-sche´ma P(∆) est plat sur SpecZ, normal, se´pare´, inte`gre,
de dimension absolue d+ 1, a` fibres ge´ome´triquement inte`gres.
De´monstration. Voir ([Dema], §4, prop. 1), et aussi ([Oda], th. 1.4) ; on peut
e´galement consulter ([Fu2], §1.4) pour certains aspects.
La proposition suivante justifie le nom de varie´te´ torique pour un Z-sche´ma de
la forme P(∆) :
Proposition 2.2.7. Notons T le Z-tore dual de N ; l’action :
T ⊗SpecZ U{0} ≃ T ⊗Spec Z T −→ T
de T sur U{0}, de´finie par la structure de sche´ma en groupe de T , se prolonge en
une action :
T ⊗SpecZ P(∆) −→ P(∆)
de T sur P(∆).
De´monstration. Voir ([Dema], p. 559). On peut e´galement consulter ([Oda], p.
9).
Comme T = U{0} est un ouvert dense de P(∆), tout monoˆme x
m pour m ∈ M
s’e´tend en une fonction rationnelle sur P(∆). On note χm cette fonction que
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l’on appelle caracte`re associe´ a` m. La proposition suivante est une conse´quence
imme´diate de la de´finition de P(∆) :
Proposition 2.2.8. Soit σ ∈ ∆ et m ∈ M ∩σ∗ = Sσ, alors χ
m est re´gulie`re sur
Uσ. De plus si m
′, m′′ ∈ Sσ alors χ
m′+m′′ = χm
′
χm
′′
sur Uσ.
De´finition 2.2.9. On notera ǫ : SpecZ→ P(∆) la section nulle de T vue comme
section de P(∆) :
T ⊆ P(∆)
SpecZ
ǫ
JJ
Les deux propositions suivantes donnent des crite`res simples sur ∆ pour que
P(∆) soit propre (resp. lisse) :
Proposition 2.2.10. La varie´te´ torique P(∆) est propre sur SpecZ si et seule-
ment si ∆ est complet (i.e. |∆| = NR).
Proposition 2.2.11. La varie´te´ torique P(∆) est lisse sur SpecZ si et seulement
si tout coˆne σ ∈ ∆ est engendre´ par une partie d’une base de N . Dans ce cas, ∆
est dit re´gulier.
De´monstration. Voir ([Dema], §4, prop. 4) et ([Dema], §4, def. 1 et prop. 1).
On peut e´galement consulter ([Oda], th. 1.10) et ([Fu2], §2.1 et 2.4).
Remarque 2.2.12. Soit k un corps quelconque et notons P(∆)k = P(∆)⊗SpecZ
Spec k la varie´te´ torique sur k associe´e a` ∆ comme dans [Da]. Les trois assertions
suivantes sont e´quivalentes :
– Le sche´ma P(∆) est lisse sur SpecZ.
– Le sche´ma P(∆) est re´gulier.
– Le sche´ma P(∆)k est lisse sur k.
Exemple 2.2.13. On prend N = Z2. On note e0 = −e1 − e2 et on pose σ1 =
R+e1 + R
+e2, σ2 = R
+e0 + R
+e2 et σ3 = R
+e0 + R
+e1.
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e0
σ1
e1
σ3
σ2
e2
En prenant σ1, σ2, σ3 ainsi que leurs faces R
+e0, R
+e1, R
+e2 et {0}, on obtient
un e´ventail complet et re´gulier ∆2. Dans M , les coˆnes duaux sont donne´s par :
σ∗3
σ∗2 σ
∗
1
Les ouverts Uσ1 , Uσ2 et Uσ3 sont des plans affines que l’on recolle par les applica-
tions :
Θ1,2 : Uσ1 → Uσ2 Θ1,3 : Uσ1 → Uσ3 Θ2,3 : Uσ2 → Uσ3
(x, y) 7→
(
y
x
,
1
x
)
(x, y) 7→
(
x
y
,
1
y
)
(x, y) 7→
(
1
x
,
y
x
)
On en de´duit que P(∆2) s’identifie au plan projectif P
2
Z.
La proposition suivante donne une de´composition de X sous forme d’une re´u-
nion disjointe de tores :
Proposition 2.2.14. Soit ∆ un e´ventail de NR et P(∆) la varie´te´ torique as-
socie´e. Pour tout σ ∈ ∆ on conside`re le tore :
O(σ) = Spec
(
Z
[
M ∩ σ⊥
])
.
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Le tore O(σ) se plonge de manie`re canonique dans l’ouvert Uσ (et donc dans
P(∆)) par le morphisme :
iσ : O(σ) = Spec
(
Z
[
M ∩ σ⊥
])
−֒→ Spec (Z [M ∩ σ∗]) = Uσ,
obtenu par prolongement par ze´ro (i.e. induit par le morphisme iσ : Z [M ∩ σ
∗]→
Z
[
M ∩ σ⊥
]
de´fini par iσ(χ
m) = χm si m ∈ σ⊥ et iσ(χ
m) = 0 sinon). De plus :
1. Soit k un corps alge´briquement clos, toute T (k)-orbite de P(∆)(k) est de la
forme O(σ)(k) avec σ ∈ P(∆).
2. Le sche´ma P(∆) est re´union disjointe des sous-sche´mas O(σ) pour σ par-
courant ∆ et cette de´composition est respecte´e par l’action de T .
3. On a :
– O ({O}) = U{O} = T.
– τ < σ ⇔ O(σ) ⊂ O(τ).
– Uσ =
⋃
τ<σ O(τ).
4. Pour tout σ ∈ ∆, notons V (σ) = O(σ) ; c’est une varie´te´ torique et l’on a :
V (σ) =
⋃
σ<τ
O(τ).
De´monstration. Voir ([Dema], §4, prop. 2). On pourra e´galement consulter
([Oda], prop. 1.6) et ([Fu2], §3.1).
Remarque 2.2.15. Soient σ ∈ ∆ et Nσ ⊂ N le Z-module engendre´ par σ ∩ N .
On note N(σ) le Z-module quotient N/Nσ et M(σ) = σ
⊥ ∩M son dual.
On appelle e´toile du coˆne σ l’ensemble des coˆnes τ ∈ ∆ contenant σ. Soit τ un
tel coˆne ; on note τ son image dans N(σ)R, c’est-a`-dire :
τ = (τ + (Nσ)R) /(Nσ)R ⊂ N(σ)R .
L’ensemble {τ : τ ∈ ∆, σ < τ} forme un e´ventail de N(σ) que l’on note ∆(σ).
On dispose de l’inclusion canonique O(σ) ⊂ P(∆(σ)) correspondant au coˆne
{0} ∈ ∆(σ).
On peut montrer (voir [Fu2], §3.1 ; ou [Oda], cor. 1.7) que le morphisme iσ :
O(σ) →֒ Uσ introduit a` la proposition (2.2.14) s’e´tend de manie`re canonique en
une immersion ferme´e iσ : P(∆(σ)) →֒ P(∆) qui a pour image V (σ). Dans toute
la suite, on identifie P(∆(σ)) a` V (σ) par cet isomorphisme canonique.
La de´finition et la proposition suivantes de´crivent les morphismes naturels entre
varie´te´s toriques :
De´finition 2.2.16. Soient (N,∆) et (N ′,∆′) deux e´ventails, avec N ≃ Zd et
N ′ ≃ Zd
′
; un morphisme d’e´ventails ϕ : (N ′,∆′)→ (N,∆) est un morphisme de
Z-module ϕ : N ′ → N telle que l’application induite : ϕR : N
′
R → NR, de´finie par
extension des scalaires a` partir de ϕ, ve´rifie : pour tout σ′ ∈ ∆′, il existe σ ∈ ∆
tel que ϕ(σ′) ⊂ σ.
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Soit ϕ : (N ′,∆′)→ (N,∆) un tel morphisme d’e´ventails. On construit a` partir
de ϕ un morphisme e´quivariant ϕ∗ : P(∆
′) → P(∆) de la fac¸on suivante : On
note tϕ :M →M ′ la transpose´e de ϕ et tϕR : MR →M
′
R l’application de´finie par
extension des scalaires a` partir de tϕ. Soient σ′ ∈ ∆′ et σ ∈ ∆ tels que ϕR(σ
′) ⊂ σ.
De l’inclusion tϕR(σ
∗) ⊂ (σ′)∗, on tire que tϕ(Sσ) ⊂ Sσ′ . On dispose donc d’une
application tϕ : Sσ → Sσ′ qui induit un morphisme e´quivariant ϕ∗ : Uσ′ → Uσ.
En particulier, si l’on prend σ′ = {0′} et σ = {0}, on obtient le morphisme de
tore :
ϕ∗ : T
′ = Spec(Z[M ′]) −→ Spec(Z[M ]) = T
induit par l’application tϕ :M →M ′. La proposition suivante affirme qu’on peut
recoller ces constructions locales pour obtenir un morphisme global e´quivariant
ϕ∗ et donne une condition ne´cessaire et suffisante sur ϕ pour que ϕ∗ soit propre :
Proposition 2.2.17. Soit un morphisme d’e´ventails ϕ : (N ′,∆′) → (N,∆). Le
morphisme de tore alge´brique :
ϕ∗ : T
′ = Spec (Z[M ′]) −→ Spec (Z[M ]) = T,
induit par l’application duale tϕ : M →M ′, se prolonge en un morphisme :
ϕ∗ : P(∆
′) −→ P(∆).
Le morphisme ϕ∗ est e´quivariant sous l’action de T
′ et T . De plus, ϕ∗ est propre
si et seulement si :
ϕ−1R (|∆|) = |∆
′|.
De´monstration. On peut consulter ([Oda], prop. 1.13 et 1.15) et aussi ([Fu2],
§1.4 et 2.4).
Exemple 2.2.18. Soit p un entier supe´rieur ou e´gal a` un et prenons N ′ = N et
∆′ = ∆, et soit :
[p] :N −→N
n 7−→p n.
On note encore [p] l’endomorphisme de P(∆) induit par [p]. D’apre`s la proposition
pre´ce´dente, le morphisme [p] est propre. Sa restriction a` chacun des tores O(σ)
est le morphisme puissance p-ie`me :
[p] : O(σ) −→O(σ)
x 7−→ xp.
On en de´duit que pour tout corps k, le morphisme [p]k : P(∆)k → P(∆)k obtenu
par extension des scalaires est fini de degre´ pd.
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De´finition 2.2.19. Soient ∆ et ∆′ deux e´ventails de N . On dit que ∆′ est plus
fin que ∆ ou encore que ∆′ est un raffinement de ∆ si pour tout σ′ ∈ ∆′ il existe
σ ∈ ∆ tel que σ′ ⊂ σ, et si de plus |∆′| = |∆|. L’inclusion induit un morphisme
e´quivariant propre canonique i∗ : P(∆
′)→ P(∆).
2.3. Diviseurs invariants sur P(∆).
On conside`re ∆ un e´ventail complet, de sorte que la varie´te´ torique associe´e
P(∆) est propre. On note τ1, . . . , τr les e´le´ments de ∆(1), c’est-a`-dire les demi-
droites de ∆ et u1, . . . , ur leur ge´ne´rateur dans N , c’est-a`-dire les e´le´ments de N
tels que τi ∩ N = Nui. A tout τi on a associe´ pre´ce´demment V (τi) = O(τi) un
sche´ma irre´ductible de codimension 1 invariant sous l’action de T .
De´finition 2.3.1. On appelle diviseur invariant e´le´mentaire ou plus simplement
diviseur e´le´mentaire et on note Di le cycle donne´ par V (τi).
Proposition 2.3.2. Tout diviseur de Weil D sur P(∆) horizontal invariant par
T (i.e. dont la restriction a` la fibre ge´ne´rique est laisse´e invariante par TQ) est
de la forme :
D =
r∑
i=1
aiDi (ai ∈ Z).
De´monstration. Cela de´coule directement de la de´composition donne´e dans la
proposition (2.2.14).
Proposition 2.3.3. Soit m ∈M et χm le caracte`re associe´ ; l’ordre de χm en Di
est donne´ par :
ordDi(χ
m) =< m, ui > .
De´monstration. Voir par exemple ([Fu2], lemme p. 61).
De´finition 2.3.4. On dit qu’une fonction ψ : NR → R est line´aire par morceaux
sur ∆ (ou plus simplement line´aire par morceaux) si la restriction de ψ a` chacun
des coˆnes de ∆ est de´finie par une forme line´aire mψ,σ ∈M .
Proposition 2.3.5. Un diviseur de Weil horizontal T -invariant D =
∑r
i=1 aiDi
sur P(∆) provient d’un diviseur de Cartier si et seulement si il existe une fonction
ψ : NR → R continue et line´aire par morceaux sur ∆ telle que ψ(ui) = −ai pour
(1 6 i 6 r). Si elle existe, une telle fonction ψ est unique.
De´monstration. Voir ([Oda], prop. 2.1) et ([Fu2], p. 66).
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De´finition 2.3.6. Soit D un diviseur de Cartier sur P(∆) horizontal et T -inva-
riant, on appelle fonction support associe´e a` D et on notera ψD la fonction de´finie
par la proposition ci-dessus. On notera mD,σ la forme line´aire de´finissant ψD sur
σ ∈ ∆.
Remarque 2.3.7. Lorsque P(∆) est lisse, tout diviseur de Weil est un diviseur
de Cartier. On remarquera que sous cette hypothe`se, l’existence d’une fonction
support de´coule du crite`re de lissite´ (2.2.11).
Proposition 2.3.8. Si ϕ : (N ′,∆′) → (N,∆) est un morphisme d’e´ventails et
D un diviseur de Cartier T -invariant sur P(∆) de fonction support ψD, alors le
diviseur de Cartier T -invariant (ϕ∗)
∗(D) sur P(∆′) admet ψd ◦ϕ comme fonction
support.
De´monstration. Soient σ′ ∈ ∆′ et σ ∈ ∆ tels que ϕ(σ′) ⊂ σ. On pose D′ =
(ϕ∗)
∗(D) et on note mD,σ (resp. mD′,σ′) la forme line´aire de´finissant ψD sur σ
(resp. ψD ◦ ϕ sur σ
′). D’apre`s la proposition (2.3.3) le diviseur D est de la forme
div(χmD,σ) sur Uσ, et donc D
′ est de la forme div(χmD,σ ◦ ϕ∗) sur Uσ′ . Il suffit
alors de remarquer que :
χmD,σ ◦ ϕ∗ = χ
tϕ(mD,σ) = χmD′,σ′ ,
et d’appliquer une nouvelle fois la proposition (2.3.3) pour conclure.
Le lemme suivant est une simple conse´quence de la proposition (2.3.3).
Lemme 2.3.9. Soit D =
∑r
i=1 aiDi un diviseur de Cartier horizontal T -invariant
et O(D) le faisceau inversible associe´ a` D. Pour tout σ ∈ ∆, on pose :
PD(σ) = {v ∈MR : < v, u >> ψD(u), ∀u ∈ σ} = σ
∗ +mD,σ.
Le Z-module des sections de O(D) sur Uσ est donne´ par :
Γ(Uσ,O(D)) =
⊕
m∈PD(σ)∩M
Zχm.
La proposition suivante, qui de´crit les sections globales d’un diviseur de Cartier
T -invariant, de´coule directement du lemme pre´ce´dent :
Proposition 2.3.10. Soit D =
∑r
i=1 aiDi un diviseur de Cartier horizontal T -
invariant et O(D) le faisceau inversible associe´ a` D. On note KD le polytope
convexe de MR de´fini par les ine´quations suivantes :
KD ={v ∈MR, < v, ui >> −ai, 0 6 i 6 r}
={v ∈MR, < v, u >> ψD(u), ∀u ∈ NR}.
Le Z-module des sections globales de O(D) est donne´ par :
Γ (P(∆),O(D)) =
⊕
m∈KD∩M
Zχm.
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Pour plus de de´tails, on peut consulter ([Oda], lemme 2.3 et [Fu2], p. 66), les
arguments donne´s s’e´tendant imme´diatement a` la situation sur SpecZ.
De´finition 2.3.11. Une fonction ψ : NR → R est dite concave si :
ψ(tx+ (1− t)y) > tψ(x) + (1− t)ψ(y), ∀t ∈ [0, 1]
pour tout x, y ∈ NR.
De´finition 2.3.12. (Minkowski). Soit K un compact convexe non vide deMR.
On appelle fonction d’appui associe´e a` K et on note ψK la fonction ψK : NR → R
de´finie par :
ψK(u) = inf{< v, u >, v ∈ K}
pour tout u ∈ NR.
On a alors le re´sultat suivant (voir par exemple [Oda], th. A. 18) :
The´ore`me 2.3.13. Soit C(MR) l’ensemble des compacts convexes non vides de
M|R et notons S(NR) l’ensemble des fonctions ψ : NR → R positivement ho-
moge`nes (i.e. telles que ψ(cu) = cψ(u) pour tout c ∈ R+ et u ∈ NR) et concaves.
Pour tout ψ ∈ S(NR), on de´finit Kψ le compact connexe associe´ a` ψ par les
ine´galite´s suivantes :
Kψ = {v ∈MR : < v, u >> ψ(u), ∀u ∈ NR}.
On a alors :
– Les applications C(MR) → S(NR) et S(NR) → C(MR) qui envoient respec-
tivement K sur ψK et ψ sur Kψ sont re´ciproques l’une de l’autre.
– Par la correspondance biunivoque de´crite ci-dessus, la somme de Minkowski
K + K ′ de deux compacts convexes K,K ′ ∈ C(MR) (resp. le dilate´ cK,
c ∈ R+) est associe´e a` la somme ψK + ψK ′ (resp. a` cψK).
On peut alors e´noncer :
The´ore`me 2.3.14. Soit D un diviseur de Cartier horizontal T -invariant sur
P(∆). Le faisceau inversible O(D) est engendre´ par ses sections globales si et
seulement si ψD la fonction support de D est concave. De plus, si pour tout coˆne
σ ∈ ∆ on note mD,σ l’e´le´ment de M de´finissant la restriction de ψD a` σ, le
polytope convexe KD associe´ a` D est alors l’enveloppe convexe des mD,σ dans MR
pour σ parcourant ∆max. En particulier, KD est a` sommets entiers. Enfin KD
et ψD sont images l’un de l’autre par la correspondance de´finie a` la proposition
(2.3.13).
De´monstration. Voir ([Oda], th 2.7) ou ([Fu2], p. 68).
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Proposition 2.3.15. Soient D et D′ deux diviseurs horizontaux T -invariants et
engendre´s par leurs sections globales. Soit D′′ = D +D′, on a :
ψD′′ = ψD + ψD′
KD′′ = KD +KD′ .
De´monstration. C’est une conse´quence des e´nonce´s pre´ce´dents. On peut con-
sulter ([Fu2], p. 69) pour plus de de´tails.
Remarque 2.3.16. On remarquera que l’on a pas ne´cessairement :
KD′′ ∩M = (KD ∩M) + (KD′ ∩M) .
De´finition 2.3.17. Soit ψ une fonction concave line´aire par morceaux sur un
e´ventail ∆ complet. On dit que ψ est strictement concave relativement a` ∆ (ou
plus simplement strictement concave lorsque aucune confusion n’est a` craindre)
si et seulement si ∆ est l’e´ventail complet le plus grossier dans N tel que ψ|σ soit
line´aire pour tout σ ∈ ∆.
The´ore`me 2.3.18. Soit D un diviseur de Cartier horizontal T -invariant sur
P(∆) et ψD la fonction support associe´e. Les trois assertions suivantes sont
e´quivalentes :
1. Le diviseur D est ample.
2. La fonction support ψD est strictement concave relativement a` ∆.
3. Le polytope KD est de dimension d, et si pour tout σ ∈ ∆, on note mD,σ
l’e´le´ment de M donnant la restriction de ψD a` σ, alors les sommets de KD
sont donne´ par {mD,σ, σ ∈ ∆max}. De plus mD,σ 6= mD,τ pour σ, τ ∈ ∆max
de`s que σ 6= τ .
De´monstration. Comme SpecZ est un sche´ma affine, le diviseur D est ample
sur P(∆) si et seulement s’il est ample relativement a` SpecZ d’apre`s ([EGA2],
cor. 4.6.6).
Par ailleurs, d’apre`s ([EGA2], cor. 4.6.4) et le crite`re d’amplitude donne´ dans
([EGA3], th. 4.7.1), l’amplitude deD sur P(∆) relativement a` SpecZ est e´quivalente
a` l’amplitude de D sur P(∆)Fp pour tout nombre premier p.
Enfin pour tout corps k, ([Oda], cor. 2.14) ou ([Fu2], p. 70) modifie´s de fac¸on
e´vidente montrent que les trois assertions du the´ore`me sont e´quivalentes sur
P(∆)k.
On remarque en particulier que sur une varie´te´ torique propre, tout diviseur
de Cartier horizontal T -invariant ample est engendre´ par ses sections globales.
Concernant les fibre´s tre`s amples, on a :
The´ore`me 2.3.19. Soit D un diviseur de Cartier horizontal T -invariant sur
P(∆) et ψD sa fonction support associe´e. Les trois assertions suivantes sont
e´quivalentes :
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1. Le diviseur D est tre`s ample (relativement a` SpecZ).
2. La fonction ψD est strictement concave relativement a` ∆. De plus, pour tout
σ ∈ ∆max, l’ensemble (M ∩KD)−mD,σ engendre le semi-groupe M ∩ σ
∗ =
Sσ.
3. Le polytope KD est de dimension d, l’ensemble de ses sommets est donne´
par {mD,σ, σ ∈ ∆max}. De plus, (M ∩KD)−mD,σ engendre le semi-groupe
M ∩ σ∗ = Sσ pour tout σ ∈ ∆max.
De´monstration. Il suffit de modifier de fac¸on e´vidente la preuve de ([Oda], th
2.13).
On a enfin le the´ore`me suivant :
The´ore`me 2.3.20. (Demazure). Soit P(∆) une varie´te´ torique propre et lisse
de dimension relative d. Soit D un diviseur horizontal T -invariant sur P(∆) et ψD
sa fonction support associe´e. Les quatre assertions suivantes sont e´quivalentes :
1. Le diviseur D est ample.
2. Le diviseur D est tre`s ample.
3. La fonction ψD est strictement concave relativement a` ∆.
4. Le polytope KD est de dimension d, et si pour tout σ ∈ ∆, on note mD,σ
l’e´le´ment de M donnant la restriction de ψD a` σ, alors les sommets de KD
sont donne´s par {mD,σ, σ ∈ ∆max}. De plus mD,σ 6= mD,τ pour σ, τ ∈ ∆max
de`s que σ 6= τ .
Lorsque ces conditions sont satisfaites, le polytope KD est absolument simple
dans le sens ou` chaque sommet mD,σ rencontre exactement d areˆtes et ou`, si
m1,σ, . . . , md,σ sont les points de M les plus proches de mD,σ sur chacune de ces
diffe´rentes areˆtes, alors {m1,σ −mD,σ, . . . , md,σ −mD,σ} est une base de M .
De´monstration. Voir ([Dema], §4, th. 2 et cor. 1) et aussi ([Oda], cor. 2.15).
2.4. Varie´te´ torique et fibre´ en droites associe´ a` un polytope.
Dans ce paragraphe, on suit [Lau] ; on peut e´galement consulter ([Oda], th.
2.22, et [Fu2], §5.5).
On a vu comment associer a` tout diviseur de Cartier horizontal T -invariant D
sur une varie´te´ torique propre P(∆) un polytope convexe KD ⊂MR. Inversement
le proble`me suivant se pose : e´tant donne´ un polytope convexe a` sommets entiers
K ⊂ MR, peut-on construire une varie´te´ torique propre P(∆K) et un diviseur
horizontal T -invariant E sur P(∆K) tels que le polytope KE soit e´gal a` K ? La
re´ponse est donne´e par le the´ore`me suivant :
The´ore`me 2.4.1. Soit K ⊂ MR un polytope convexe d’inte´rieur non vide dont
les sommets sont dans M . Il existe un unique e´ventail complet ∆ dans NR et un
unique diviseur de Cartier E horizontal T -invariant sur P(∆) tels que :
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1. KE = K.
2. Le diviseur E est ample.
L’e´ventail ∆ est le plus petit e´ventail complet tel que la fonction d’appui ψK est
line´aire par morceau relativement a` ∆. De plus, P(∆) est lisse si et seulement si
le polytope K est absolument simple ; dans ce cas, le diviseur E est tre`s ample.
De´monstration. On suit ici ([Oda], th. 2.22) et ([Lau], §3, th. 1). On de´finit
l’e´ventail ∆ comme dans le dernier aline´a de l’e´nonce´. La fonction d’appui ψK
est continue et concave. Soient u1, . . . , ur les ge´ne´rateurs dans N des demi-droites
τ1, . . . , τr de ∆(1) ; le diviseur :
E = −
r∑
i=1
ψK(ui)V (τi)
est un diviseur de Cartier horizontal T -invariant engendre´ par ses sections globales
d’apre`s (2.3.14). De plus, par construction, ψK est strictement concave relative-
ment a` ∆, donc E est ample et ∆ est l’unique e´ventail a` satisfaire cette condition.
On a KE = KψK = K. Enfin, P(∆) est lisse si et seulement si K est absolument
simple d’apre`s (2.2.11) et (2.3.20).
Exemple 2.4.2. Lorsque d = 2, conside´rons K2 ⊂MR = R
2 le polytope convexe
absolument simple de´fini par les ine´quations :
x1 > 0, x2 > 0 et x1 + x2 6 1.
K2
e∗2
0 e∗1
L’e´ventail complet de NR associe´ a` K2 est l’e´ventail ∆2 de´ja` conside´re´ a` l’exemple
(2.2.13) dont la varie´te´ torique associe´e est le plan projectif P2Z. La fonction ψK2 est
de´finie sur σ1, σ2 et σ3 par respectivement m1 = (0, 0), m2 = (1, 0) et m3 = (0, 1).
En particulier ψK2(e1) = ψK2(e2) = 0 et ψK2(e0) = −1. On en de´duit que le
diviseur E sur P2Z associe´ a`K2 par le the´ore`me (2.4.1) est un hyperplan coordonne´.
On a notamment O(E) ≃ O(1).
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Plus ge´ne´ralement, conside´rons Kd ⊂ MR = R
d le simplexe standard de´fini par
les ine´quations :
x1 > 0, . . . , xd > 0 et x1 + · · ·+ xd 6 1.
C’est un polytope convexe absolument simple. La varie´te´ torique associe´e P(Kd)
s’identifie avec l’espace projectif PdZ. Le diviseur E sur P
d
Z associe´ a` Kd par le
the´ore`me (2.4.1) est un hyperplan coordonne´. On a donc O(E) ≃ O(1) (cf. [Oda],
§2.4 et aussi [Fu2], §1.4 et 1.5).
Si l’on conside`re plusieurs polytopes convexes, on a le re´sultat suivant :
The´ore`me 2.4.3. Soient K1, . . . , Km des polytopes convexes de MR a` sommets
dans M . Posons K = K1 + · · · +Km. On suppose que l’inte´rieur de K est non
vide. Soient ∆ l’e´ventail de NR et E le diviseur de Cartier horizontal T -invariant
sur P(∆) associe´s a` K. Il existe des diviseurs de Cartier horizontaux T -invariants
Ej pour (1 6 j 6 m) tels que KEj = Kj et les faisceaux inversibles O(Ej) soient
engendre´s par leurs sections globales. On a de plus E = E1 + · · ·+ Em.
De´monstration. Il suffit de remarquer que les fonctions ψKj sont line´aires par
morceaux sur ∆. On pose alors :
Ej = −
r∑
i=1
ψKj (ui)V (τi) (1 6 j 6 m).
Comme les fonctions ψKj sont concaves, Ej est un diviseur de Cartier horizontal
T -invariant et engendre´ par ses sections globales ; de plus, KψKj = Kj . Enfin, on
a ψK = ψK1 + · · ·+ ψKm, et donc E = E1 + · · ·+ Em d’apre`s (2.3.15).
Remarque 2.4.4. Reprenons les hypothe`ses et les notations du the´ore`me (2.4.3).
D’apre`s la re´solution torique des singularite´s (cf. [KKMS], th. 11, p. 94 ; voir aussi
[Br], th. 11, p. 273) il existe un raffinement ∆′ de ∆ tel que P(∆′) est projec-
tive et lisse. Si l’on note i∗ : P(∆
′) → P(∆) le morphisme propre e´quivariant
induit par l’inclusion i : ∆′ →֒ ∆ comme a` la de´finition (2.2.19) alors les diviseurs
E ′ = (i∗)
∗(E), E ′1 = (i∗)
∗(E1), . . . , E
′
m = (i∗)
∗(Em) sont tels que KE′ = K,
KE′1 = K1, . . . , KE′m = Km d’apre`s (2.3.8), et les faisceaux inversibles O(E
′),
O(E ′1), . . . ,O(E
′
m) sont engendre´s par leurs sections globales (mais E
′ n’est pas
ne´cessairement ample). De plus E ′ = E ′1 + · · ·+ E
′
m.
2.5. Groupe de Picard et anneau de Chow d’une varie´te´ torique pro-
jective lisse.
GE´OME´TRIE D’ARAKELOV DES VARIE´TE´S TORIQUES 21
2.5.1. Pre´liminaires.
On de´montre une le´ge`re ge´ne´ralisation d’un the´ore`me duˆ a` Gillet et Soule´
([GS2], prop. 3.1.4).
The´ore`me 2.5.1. Soit X un sche´ma quasi-projectif sur SpecZ admettant une
de´composition cellulaire, c’est-a`-dire tel qu’il existe une suite :
X = Xn ⊃ Xn−1 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅
de sous-sche´ma ferme´s tels que (Xi−Xi−1) soit re´union finie disjointe d’ouverts
affines Ui,j isomorphes a` A
i
Z.
1. Pour tout l entier positif, on a des isomorphismes de groupes :
CH l(X)
b
≃ CH l(XQ)
b′
≃ CH l(XC)
cl
≃ H2n−2l(X(C),Z),
ou` les isomorphismes b et b′ sont de´duits des morphismes de changement de
base XQ → X et XC → XQ et ou` cl est l’application cycle. De plus, CH
l(X)
est un Z-module libre de type fini, et Himpair(X(C),Z) = 0.
2. Pour tout couple (r, s) d’entiers positifs tels que r > s, on a CHr,s(X) = 0,
les groupes CHr,s(X) e´tant ceux de´finis dans ([Gi],§8).
De´monstration. On commence par de´montrer l’assertion 2. Du fait de l’invari-
ance des groupes CHr,s par homotopie (cf. [Gi], th. 8.3), on a pour tout r > s > 0 :
CHr,s(AiZ) = CH
r,s(A0Z) = 0,
et donc pour tout i ∈ {1, . . . , n},
CHr,s(Xi −Xi−1) =
⊕
j
CHr,s(Ui,j) = 0.(2.1)
Par ailleurs, d’apre`s la longue suite exacte d’excision ([Gi], th. 8.1), on a :
· · · −→ CHr+1,s(Xi+1 −Xi)
∂
−→ CHr,s(Xi) −→
CHr,s(Xi+1) −→ CH
r,s(Xi+1 −Xi)
∂
−→ CHr−1,s(Xi) −→ · · ·
On tire de (2.1) que pour tout r > s > 0,
CHr,s(Xi+1) ≃ CH
r,s(Xi).
Par re´currence, on est donc ramene´ a` montrer le re´sultat pour X0, ce qui est
imme´diat car X0 est re´union finie disjointe de A
0
Z = SpecZ.
On montre maintenant que b est un isomorphisme. Pour cela, on suit ([GS2],
prop. 3.1.4) et on effectue une re´currence sur la dimension. On remarque que
le meˆme raisonnement que pre´ce´demment applique´ a` XQ et a` sa de´composition
cellulaire montre que CH l+1,l((Xn−Xn−1)Q) = 0 pour tout entier positif l. On a
le diagramme commutatif suivant, forme´ de deux suites exactes :
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CH(Xn−1)

// CH(Xn)

// CH(Xn −Xn−1) //

0
(∗) 0 // CH((Xn−1)Q) // CH((Xn)Q) // CH((Xn −Xn−1)Q) // 0
ou` les fle`ches verticales sont induites par le morphisme XQ → X et ses restrictions
et ou` la ligne (∗) est une suite exacte du fait de la longue suite exacte d’excision
([Gi], th. 8.1) et de la nullite´ du groupe CH l+1,l((Xn−Xn−1)Q). Puisque Xn−1 est
encore un sche´ma sur SpecZ admettant une de´composition cellulaire, la fle`che
CH(Xn−1) → CH((Xn−1)Q) est un isomorphisme par hypothe`se de re´currence.
Comme les groupes CH sont invariants par homotopie ([Gi], th. 8.1), la fle`che
CH(Xn −Xn−1)→ CH((Xn −Xn−1)Q) est e´galement un isomorphisme, et donc
CH(Xn) → CH((Xn)Q) est un isomorphisme. De la suite exacte (∗), on tire
imme´diatement que CH(XQ), et donc CH(X), est un Z-module libre de type fini.
Enfin b′ et cl sont des isomorphismes d’apre`s ([Fu1], §1.9.1 et §19.1.11), ce re´sultat
pouvant par ailleurs se montrer par le meˆme argument que pre´ce´demment.
Le re´sultat suivant (voir [Eh], p. 144, ou encore [Fu2], §5.2, la de´monstration sur
C s’e´tendant imme´diatement a` la situation sur SpecZ) nous permet d’appliquer
ce qui pre´ce`de aux varie´te´s toriques projectives lisses :
The´ore`me 2.5.2. Toute varie´te´ torique projective lisse P(∆) sur SpecZ admet
une de´composition cellulaire.
On de´duit imme´diatement des deux the´ore`mes pre´ce´dents le corollaire suivant :
Corollaire 2.5.3. Soit P(∆) une varie´te´ torique projective lisse.
1. Pour tout entier l positif, CH l(P(∆)) est un Z-module libre de type fini et
on a les isomorphismes de groupes suivants :
CH l(P(∆))
b
≃ CH l(P(∆)Q)
b′
≃ CH l(P(∆)C)
cl
≃ H2l(P(∆)(C),Z),
ou` b et b′ sont donne´s par changement de base de Z a` Q et de Q a` C, et ou`
cl est l’application cycle.
2. Pour tout r entier strictement positif, on a :
CHr,r−1(P(∆)) = 0.
Remarque 2.5.4. Tous les isomorphismes de groupes introduits au corollaire
(2.5.3) sont compatibles avec l’intersection ; ce sont donc des isomorphismes pour
les anneaux gradue´s associe´s aux groupes conside´re´s.
GE´OME´TRIE D’ARAKELOV DES VARIE´TE´S TORIQUES 23
2.5.2. Groupe de Picard.
La proposition suivante caracte´rise les diviseurs de Cartier horizontaux T -
invariants principaux sur une varie´te´ torique comple`te :
Proposition 2.5.5. Soit P(∆) une varie´te´ torique comple`te et soit D un diviseur
de Cartier horizontal T -invariant sur P(∆). Le diviseur D est principal si et
seulement si ψD est line´aire sur tout NR.
De´monstration. En reprenant les notations de (2.3.2), on e´crit D sous la forme
D =
∑r
i=1 aiDi. Si D est principal sur P(∆), alors DC =
∑r
i=1 ai(Di)C est prin-
cipal sur P(∆)C et d’apre`s ([Oda], prop. 2.4) il existe donc m ∈ M tel que
m(ui) = −ai pour tout 1 6 i 6 r. On en de´duit que D = div(χ
m). La re´ciproque
est imme´diate.
Proposition 2.5.6. Soit P(∆) une varie´te´ torique lisse projective. On note τ1, . . . ,
τr les e´le´ments de ∆(1) et u1, . . . , ur leur ge´ne´rateur dans N . On a la suite exacte :
0 −→M
ι
−→
r⊕
i=1
ZV (τi)
s
−→ Pic(P(∆)) −→ 0,
la fle`che ι e´tant donne´e par ι : m→
∑r
i=1 < m, ui > V (τi) et la fle`che s de´signant
la surjection canonique sur Pic(P(∆)) vu comme groupe quotient par l’e´quivalence
line´aire. Donc Pic(P(∆)) est un Z-module libre de rang (#∆(1)− d).
De´monstration. C’est une conse´quence directe de ([Oda], cor. 2.5) et et de
l’isomorphisme b : CH1(P(∆)) ≃ CH1(P(∆)Q) donne´ par le corollaire (2.5.3). On
peut e´galement consulter ([Fu2], §3.4).
2.5.3. Anneau de Chow.
On de´crit maintenant un the´ore`me de Jurkiewicz et Danilov ([Da], th. 10.8
et rem. 10.9) donnant la structure de l’anneau de Chow (et donc de l’anneau
d’homologie) d’une varie´te´ torique projective lisse :
The´ore`me 2.5.7. Soient P(∆) une varie´te´ torique projective lisse, τ1, . . . , τr les
e´le´ments de ∆(1) et u1, . . . , ur leurs ge´ne´rateurs respectifs dans N . Conside´rons
l’anneau de polynoˆmes en r inde´termine´es :
S = Z [tτi ]16i6r .
Soient I l’ide´al de S engendre´ par l’ensemble :
{tρ1tρ2 . . . tρs : ρ1, . . . , ρs ∈ ∆(1) deux a` deux distincts et ρ1 + · · ·+ ρs /∈ ∆}
et J l’ide´al de S engendre´ par :{
r∑
i=1
< m, ui > tτi , m ∈M
}
.
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Soit [ ] : S → CH∗(P(∆)) le morphisme d’anneau de´fini par :
[tτ ] := [V (τ)] ∈ CH
∗(P(∆)),
pour tout τ ∈ ∆(1). On a Ker[ ] = (I + J ) et le morphisme :
S/(I + J )
[ ]
−→ CH∗(P(∆)),
est un isomorphisme d’anneaux gradue´s.
De´monstration. C’est une conse´quence de ([Da], th. 10.8) ou encore ([Oda], p.
134). On peut e´galement consulter ([Fu2], p. 106).
3. Varie´te´s toriques complexes
3.1. Varie´te´ a` coin associe´e a` une varie´te´ torique.
Dans ce paragraphe, on suit essentiellement ([Fu2], §4). On peut e´galement
consulter ([Oda], prop. 1.8).
Soit ∆ un e´ventail de N . Pour tout coˆne σ de ∆ on note :
(Uσ)> = Homsg(σ
∗ ∩M,R+)
l’ensemble des morphismes de semi-groupe avec e´le´ment neutre de σ∗ ∩M vers
(R+,×). Du fait de l’inclusion R+ ⊂ C, l’ensemble (Uσ)> peut eˆtre vu comme
sous-ensemble ferme´ de Uσ(C). En effet, on a :
(Uσ)> = Homsg(σ
∗ ∩M,R+)
⊂ Homsg(σ
∗ ∩M,C) = HomC-alge`bre (C[σ
∗ ∩M ],C) = Uσ(C).
L’application module | | : C→ R+ induit par composition une re´traction :
Uσ(C) = Homsg(σ
∗ ∩M,C) −→ Homsg(σ
∗ ∩M,R+) = (Uσ)>
que l’on note encore | |. Si σ et σ′ sont deux e´le´ments de ∆, alors (Uσ)>∩(Uσ′)> =
(Uσ∩σ′)>. Il existe donc une partie ferme´e P(∆)> de P(∆)(C) telle que pour tout
σ ∈ ∆ on ait P(∆)> ∩ Uσ(C) = (Uσ)>.
L’application | | s’e´tend en une re´traction continue :
| | : P(∆)(C) −→ P(∆)>
Proposition 3.1.1. Si ∆ est re´gulier, P(∆)> est une sous-varie´te´ a` coins ana-
lytique re´elle de P(∆)(C), de dimension re´elle d.
De´monstration. C’est une conse´quence directe des de´finitions (voir par exemple
[Oda], prop. 1.8).
Exemple 3.1.2. On note T> = (U{0})> = Homsg(M,R
+). On ve´rifie que T> est
dense dans P(∆)>.
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Soient T (C) le tore analytique complexe associe´ a` T et SN le tore compact :
SN = Hom(M,S1) ⊂ Hom(M,C
∗) = T (C),
ou` S1 ⊂ C est le cercle unite´. C’est le sous-groupe compact maximal de T (C) ;
en fait on a :
SN = Hom(M,S1) = N ⊗Z S1 ∼= S1
d ⊂ T (C) = Hom(M,C∗) = N ⊗Z C
∗ ∼= (C∗)d.
L’action naturelle de T (C) sur P(∆)(C) induit une action de SN sur P(∆)(C). La
de´composition polaire C∗ = S1×R
+∗ et l’isomorphisme log : R+ → R de´terminent
un isomorphisme SN -e´quivariant :
log : T (C) = SN ×Homsg(M,R
+) −→ SN × Hom(M,R) = SN ×NR.
On note pr2 : SN × NR → NR la seconde projection. Le diagramme suivant
commute :
T (C)
log //
| |

SN ×NR
pr2

T>
log // NR
et les fle`ches horizontales sont des isomorphismes de groupes de Lie re´els.
On note orb la surjection canonique :
orb : P(∆)(C) −→ P(∆)(C)/SN .
On remarque qu’on peut identifier :
T> = Homsg(M,R
+) = T (C)/SN .
Plus ge´ne´ralement, on a le re´sultat suivant :
The´ore`me 3.1.3. Il existe un unique home´omorphisme κ : P(∆)> → P(∆)(C)/SN
tel que le diagramme suivant commute :
P(∆)(C)
| |
yysss
ss
ss
ss
s
orb
''OO
OO
OO
OO
OO
O
P(∆)>
κ // P(∆)(C)/SN
De plus, la restriction de κ a` T> co¨ıncide avec l’identification ci-dessus.
De´monstration. Voir ([Fu2], p. 79) et ([Oda], prop. 1.8).
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3.2. Un recouvrement canonique de P(∆)(C).
De´finition 3.2.1. (Batyrev et Tschinkel). Pour tout σ ∈ ∆, on de´finit Cσ ⊂
P(∆)(C) de la fac¸on suivante :
Cσ = {x ∈ P(∆)(C) : ∀m ∈ Sσ = σ
∗ ∩M, χm est re´gulier en x et |χm(x)| 6 1}.
Proposition 3.2.2. Pour tout σ ∈ ∆, on a Cσ ⊂ Uσ(C) et Cσ est compact. De
plus, si τ, τ ′ ∈ ∆, alors :
Cτ ∩ Cτ ′ = Cτ∩τ ′
De´monstration. Soit x ∈ Cσ, la fonction χ
m est de´finie en x pour tout m ∈
Sσ = σ
∗ ∩M , et donc x ∈ Uσ(C).
Soit {m1, . . . , mq} une famille ge´ne´ratrice du semi-groupe Sσ. On dispose de
l’immersion ferme´e :
ϕ : Uσ(C) −→ C
q
x 7−→ (χm1(x), . . . , χmq(x)).
On remarque que ϕ(Cσ) = ϕ(Uσ(C)) ∩ B(0, 1)
q. Comme ϕ(Uσ(C)) est un ferme´
analytique, on conclut que ϕ(Cσ), et donc Cσ, sont compacts.
Enfin la dernie`re assertion re´sulte de l’identite´ τ ∗+ τ ′∗ = (τ ∩ τ ′)∗ (Voir [Oda],
th. A.1).
Proposition 3.2.3. Si ∆ est complet, alors les compacts Cσ forment un recou-
vrement de P(∆)(C) lorsque σ parcoure ∆max.
De´monstration. On suit ici [BaT]. Puisque T (C) est dense dans P(∆)(C), il
suffit de de´montrer que les Cσ, lorsque σ parcourt ∆max, recouvrent T (C). Soit
x ∈ T (C) ; puisque ∆ est complet, il existe σ ∈ ∆max tel que − log |x| ∈ σ. Pour
tout m ∈ Sσ, on a :
< m,− log |x| >= − log |χm(x)| > 0.
On en conclut que |χm(x)| 6 1 pour tout m ∈ Sσ, c’est-a`-dire que x ∈ Cσ.
Les compacts de la forme Cσ sont globalement invariants sous l’action de SN .
Pour mieux comprendre la structure des Cσ, on peut e´tudier l’image de Cσ∩T (C)
dans NR par l’application log |.|. C’est l’objet de la proposition suivante :
Proposition 3.2.4. Pour tout σ ∈ ∆, on note
◦
Cσ= Cσ ∩ T (C). On a alors :
− log |
◦
Cσ | = σ.
De´monstration. Soit x ∈ T (C). Pour tout m ∈ M , on a < m,− log |x| >=
− log |χm(x)|, et donc x ∈
◦
Cσ si et seulement si :
< m,− log |x| >> 0, ∀m ∈ Sσ,
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ce qui est e´quivalent a` :
− log |x| ∈ (σ∗)∗ = σ.
L’e´tude des Cσ est donc ramene´e a` l’e´tude de ∆ “plonge´” dans P(∆)>.
Exemple 3.2.5. On a repre´sente´ ici P2(C)/SN :
Cσ1
Cσ2∩σ3
Cσ3
Cσ2
Cσ1∩σ2
Cσ1∩σ3
Proposition 3.2.6. Soit p un entier strictement positif. Le morphisme [p] :
P(∆)(C)→ P(∆)(C) envoie P(∆)> dans lui-meˆme. Pour tout σ ∈ D, le compact
Cσ est laisse´ stable par [p]. Enfin le diagramme suivant commute :
T (C)
[p]
//
− log | |

i
%%J
JJ
JJ
JJ
JJ
T (C)
− log | |

i
%%J
JJ
JJ
JJ
JJ
P(∆)(C)
orb

[p]
// P(∆)(C)
orb

NR
[p]
//
exp
%%KK
KK
KK
KK
KK
NR
exp
%%KK
KK
KK
KK
KK
P(∆)>
[p]
// P(∆)>
ou` exp est l’inverse du morphisme log : T> → NR, et [p] : NR → NR de´signe la
multiplication par p.
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De´monstration. La premie`re partie de la proposition est une conse´quence de
l’e´galite´ [p](x) = xp pour tout x ∈ T (C) (on peut e´galement consulter [Fu2], p.
80).
Soient σ ∈ ∆ et x ∈ Cσ, pour tout m ∈ Sσ, on a |χ
m([p](x))| = |χm(x)|p 6 1,
c’est-a`-dire [p](x) ∈ Cσ ; et donc Cσ est laisse´ stable par [p].
Enfin la commutativite´ du diagramme re´sulte des propositions e´nonce´es au para-
graphe pre´ce´dent.
De´finition 3.2.7. Pour tout σ ∈ ∆, on pose :
C intσ = {x ∈ Cσ : |χ
m(x)| < 1, ∀m ∈ (σ∗ − σ⊥) ∩M}.
La proposition suivante rassemble diverses proprie´te´s des ensembles Cσ et C
int
σ
Proposition 3.2.8.
1. Pour tout σ ∈ ∆, on a − log |C intσ ∩ T (C)| =
◦
σ, ou`
◦
σ est l’inte´rieur relatif du
coˆne σ.
2. Les ensembles C intτ sont deux a` deux disjoints. Pour tout σ ∈ ∆, on a :
Cσ =
⋃
τ<σ
C intσ .(3.2)
3. Si l’e´ventail ∆ est complet, alors les C intτ pour τ parcourant ∆ forment une
partition de P(∆)(C).
De´monstration. De´montrons tout d’abord l’assertion (1). Soit x ∈ T (C)∩C intσ .
Pour tout m ∈ (σ∗−σ⊥)∩M , on a < m,− log |x| > > 0, ce qui e´quivaut a` e´crire
que − log |x| ∈
◦
σ. On en de´duit que − log |C intσ ∩ T (C)| =
◦
σ.
On s’inte´resse maintenant a` l’assertion (2). On reprend ici les notations de la
remarque (2.2.15). Soient τ et τ ′ deux coˆnes distincts de ∆. D’apre`s l’assertion
(1), on a − log |C intτ ∩C
int
τ ′ ∩T (C)| =
◦
τ ∩
◦
τ ′= ∅, ce dont on de´duit que les ensembles
C intτ et C
int
τ ′ sont disjoints sur T (C). En remarquant que pour tout σ ∈ ∆, on a :
C intτ ∩ V (σ)(C) = C
int
τ , (resp. C
int
τ ′ ∩ V (σ)(C) = C
int
τ ′ )
ou` τ ∈ ∆(σ) (resp. τ ′ ∈ ∆(σ)) et ou` C intτ ⊂ P(∆)(∆(σ))(C) = V (σ)(C) (resp.
C intτ ′ ⊂ V (σ)(C)), on obtient la relation :
C intτ ∩ C
int
τ ′ ∩ V (σ)(C) = C
int
τ ∩ C
int
τ ′ .
Pa re´currence, on de´duit de cela, de la de´composition en tores disjoints donne´e a`
la proposition (2.2.14) et de la remarque (2.2.15) que C intτ et C
int
τ ′ sont disjoints
sur P(∆)(C). La de´composition (3.2) se montre par re´currence de fac¸on similaire
en utilisant la relation σ =
⋃
τ<σ
◦
τ et la proposition (3.2.4).
Il reste a` prouver l’assertion (3). D’apre`s ce qui pre´ce`de, il suffit de montrer
que les C intτ pour τ ∈ ∆ forment un recouvrement de P(∆)(C) ; or ceci se de´duit
directement de la de´composition (3.2) et de la proposition (3.2.3).
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Dans le cas ou` ∆ est complet et re´gulier, on peut pre´ciser la structure des
ensembles Cσ et C
int
σ :
Proposition 3.2.9. Soient ∆ un e´ventail complet et re´gulier et σ un e´le´ment de
∆.
1. L’ensemble C intσ est une sous-varie´te´ analytique re´elle lisse de dimension
re´elle d+ dim σ de P(∆)(C).
2. le compact Cσ est une sous-varie´te´ re´elle a` coins de dimension re´elle d +
dim σ de P(∆)(C), et son bord ∂Cσ est une varie´te´ a` coins ve´rifiant la rela-
tion :
∂Cσ = Cσ − C
int
σ =
⋃
τ<σ
τ 6=σ
C intσ .
De´monstration. On pose q = dim σ. Soit τ ∈ ∆max tel que σ < τ . D’apre`s
la proposition (2.2.11), on peut trouver {m1, . . . , md} une base de M telle que
{m1, . . . , mq} (resp. {m1, . . . , md}) soit une famille ge´ne´ratrice du semi-groupe
Sσ (resp. Sτ ).
Dans la carte affine ϕ : Uτ (C) → C
d donne´e par ϕ(x) = (χm1(x), . . . , χmd(x)),
les ensembles Cσ et C
int
σ sont de´finis par les conditions :
Cσ = {x ∈ C
d : |x1| 6 1, . . . , |xd−q| 6 1, |xd−q+1| = 1, . . . , |xd| = 1}
et
C intσ = {x ∈ C
d : |x1| < 1, . . . , |xd−q| < 1, |xd−q+1| = 1, . . . , |xd| = 1}.
On en de´duit directement les assertions e´nonce´es.
3.3. Me´triques canoniques sur les faisceaux inversibles e´quivariants au-
dessus de P(∆)(C).
Dans toute cette section, ∆ de´signe un e´ventail complet de N . Pour tout di-
viseur de Cartier D horizontal et T -invariant sur P(∆), on construit de manie`re
canonique une me´trique sur le faisceau inversible O(D)(C).
Plusieurs constructions e´quivalentes sont indique´es.
3.3.1. Construction de Batyrev et Tschinkel.
On pre´sente ici, sous une forme le´ge`rement diffe´rente de ([BaT], §2.1), une
construction due a` Batyrev et Tschinkel.
Proposition-de´finition 3.3.1. Soit s une section holomorphe de O(D)(C) au-
dessus d’un ouvert Ω ⊂ P(∆)(C). Pour tout x ∈ Ω, soit σ ∈ ∆ tel que x ∈ Cσ ⊂
Uσ(C), et mD,σ ∈M la restriction de ψD a` σ. Le quotient :
‖s(x)‖BT =
∣∣∣∣ sχmD,σ (x)
∣∣∣∣(3.3)
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est bien de´fini et est appele´ norme de s au point x au sens de Batyrev-Tschinkel .
Cette norme de´finit une me´trique continue SN -invariante sur O(D)(C), que l’on
note ‖.‖BT.
De´monstration. L’existence du quotient est une conse´quence directe du lemme
(2.3.9). Enfin, le second membre de (3.3) est inde´pendant du choix de σ car :
|χmD,σ(x)| = |χmD,σ′ (x)|
pour tout x ∈ Cσ ∩Cσ′ du fait de la continuite´ de la fonction support ψD sur NR,
et le meˆme argument montre que ‖.‖BT est bien continue sur P(∆)(C).
On donne dans la proposition suivante quelques proprie´te´s de la construction
de Batyrev-Tschinkel :
Proposition 3.3.2.
1. (Multiplicativite´). Soient ∆ un e´ventail complet dans NR et D1, D2 deux
diviseurs de Cartier horizontaux et T -invariants sur P(∆). L’isomorphisme :
O(D1)⊗O(D2) ≃ O(D1 +D2),
est compatible aux me´triques de Batyrev-Tschinkel.
2. (Fonctorialite´). Soient ϕ : ∆1 → ∆2 un morphisme d’e´ventails complets
et ϕ∗ : P(∆1) → P(∆2) le morphisme de varie´te´s toriques associe´. Soient
e´galement D2 un diviseur de Cartier horizontal T -invariant sur P(∆2) et
ψ2 sa fonction support, et notons D1 = (ϕ∗)
∗D2 le diviseur de Cartier T -
invariant sur P(∆1) dont la fonction support est donne´e par ψ1 = ψ2 ◦ ϕ.
L’isomorphisme :
O(D1) ≃ (ϕ∗)
∗O(D2),
est une isome´trie lorsque O(D1) et O(D2) sont munis de leur me´trique de
Batyrev-Tschinkel.
De´monstration. On de´montre tout d’abord l’assertion (1). Soient s1 et s2 des
sections holomorphes, sur un ouvert Ω ⊂ P(∆)(C), des faisceaux O(D1) et O(D2)
respectivement. Pour tout x ∈ Ω, soit σ ∈ ∆ tel que x ∈ Cσ. On a :
‖s1(x)‖BT · ‖s2(x)‖BT =
∣∣∣∣ s1 ⊗ s2(x)χmD1,σ+mD2,σ(x)
∣∣∣∣ = ∣∣∣∣ s1 ⊗ s2(x)χmD1+D2 ,σ(x)
∣∣∣∣ = ‖s1 ⊗ s2(x)‖BT,
ce qui e´tablit l’e´nonce´ recherche´.
On s’inte´resse maintenant a` l’assertion (2). Soit s2 une section holomorphe du
faisceau O(D2) sur un ouvert Ω ⊂ P(∆2)(C) et notons s1 = s2 ◦ ϕ∗ la section
holomorphe de O(D1) au-dessus de (ϕ∗)
−1(Ω) obtenue par image re´ciproque de
s2 par (ϕ∗)
∗.
Pour tout x ∈ (ϕ∗)
−1(Ω), soit σ1 ∈ ∆1 tel que x ∈ Cσ1 et choisissons σ2 ∈ ∆2
tel que ϕ(σ1) ⊂ σ2. D’apre`s la proposition (2.3.8), on sait que ψD1 = ψD2 ◦ ϕ, et
donc que mD1,σ =
tϕ(mD2,σ).
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On de´duit de la proposition (3.2.4) et du fait que ϕ∗ est T -e´quivariant, l’inclu-
sion :
ϕ∗(T1(C) ∩ Cσ1) ⊂ T2(C) ∩ Cσ2 ,
ce qui, comme ϕ∗ est continue, montre que :
ϕ∗(Cσ1) ⊂ Cσ2 .
On peut donc e´crire :
‖s1(x)‖BT =
∣∣∣∣ s1(x)χmD1,σ(x)
∣∣∣∣ = ∣∣∣∣ s2 ◦ ϕ∗(x)χtϕ(mD2,σ)(x)
∣∣∣∣ = ∣∣∣∣ s2 ◦ ϕ∗(x)χmD2,σ ◦ ϕ∗(x)
∣∣∣∣ = ‖s2(ϕ∗(x))‖BT,
ce qui termine la de´monstration.
3.3.2. Construction d’apre`s Zhang.
On suit dans ce paragraphe ([Zha], th. 2.2). Soient p un entier supe´rieur ou
e´gal a` 2 et D un diviseur de Cartier horizontal T -invariant sur P(∆). Comme [p]
est l’endomorphisme e´quivariant de P(∆) associe´ a` l’endomorphisme de ∆ de´fini
par la multiplication par p, on a d’apre`s (2.3.8) l’e´galite´ des diviseurs de Cartier :
[p]∗D = pD,
et donc un isomorphisme de faisceaux sur P(∆) :
ΦD,p : O(D)
⊗p ≃ [p]∗O(D).
Comme P(∆)(C) est compacte, on peut munir O(D)(C) d’une me´trique con-
tinue que l’on notera ‖.‖0. On de´finit alors par re´currence une suite de me´triques
(‖.‖n)n∈N sur O(D)(C) de la fac¸on suivante (n > 1) :
‖.‖n =
(
Φ∗D,p [p]
∗ ‖.‖n−1
)1/p
.
On a alors le the´ore`me suivant :
The´ore`me 3.3.3.
1. Les me´triques ‖.‖n convergent uniforme´ment vers une me´trique ‖.‖Zh,p sur
P(∆)(C) (i.e log ‖.‖n
‖.‖0
converge uniforme´ment sur P(∆)(C) vers log
‖.‖Zh,p
‖.‖0
).
2. La me´trique ‖.‖Zh,p est l’unique me´trique continue sur O(D)(C) telle que :
‖.‖Zh,p =
(
Φ∗D,p [p]
∗ ‖.‖Zh,p
)1/p
.
De´monstration. C’est une conse´quence directe de ([Zha], th. 2.2).
Remarque 3.3.4. Zhang raisonne pour des varie´te´s projectives, mais son argu-
ment ne ne´cessite en fait que la compacite´.
Le the´ore`me suivant nous permet d’identifier les deux me´triques introduites
pre´ce´demment :
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The´ore`me 3.3.5. Soit D un diviseur de Cartier horizontal et T -invariant sur
P(∆). Pour tout entier p > 2, on a l’e´galite´ des me´triques :
‖.‖BT = ‖.‖Zh,p
sur le faisceau inversible O(D)(C).
De´monstration. Il suffit de ve´rifier que ‖.‖BT satisfait a` la condition donne´e
au (2) du the´ore`me (3.3.3). Cela de´coule des proprie´te´s de multiplicativite´ et de
fonctorialite´ e´nonce´es a` la proposition (3.3.2).
3.3.3. Construction par image inverse.
Dans ce paragraphe, ∆ de´signe un e´ventail posse´dant une fonction support
strictement concave relativement a` ∆. Par conse´quent la varie´te´ torique P(∆) est
projective.
Soit D un diviseur de Cartier T -invariant sur P(∆) et O(D) le faisceau in-
versible associe´. On suppose dans un premier temps que O(D) est engendre´ par
ses sections globales. Le choix d’un ordre sur les e´le´ments de KD ∩M permet de
de´finir un morphisme T -e´quivariant associe´ a` D, que l’on note φD, de la fac¸on
suivante :
φD : P(∆) −→ P
kD
Z
x −→(χm(x))m∈KD∩M
ou` kD est un entier positif de´fini par kD = #(KD ∩M) − 1. On note O(1) le
fibre´ de Serre sur PkDZ et on le munit de la me´trique de´finie pour toute section
me´romorphe de O(1)(C) par :
‖s(x)‖∞ =
|s(x)|
sup16i6kD+1 |xi|
.(3.4)
Cette me´trique est la me´trique de Batyrev-Tschinkel ou de Zhang pour le faisceau
O(1) sur PkDZ conside´re´e comme varie´te´ torique comme dans l’exemple (2.4.2). On
note O(1)∞ le faisceau O(1) muni de cette me´trique. Comme ‖.‖∞ est invariante
si l’on permute les e´le´ments de KD ∩M , la me´trique sur O(D) de´finie par :
‖.‖D,∞ = φ
∗
D ‖.‖∞
est inde´pendante du choix effectue´ pour de´finir φD. On note O(D)∞ le faisceau
O(D) muni de la me´trique ‖.‖D,∞. On a alors la proposition suivante :
Proposition 3.3.6. Soient D et E deux diviseurs T -invariants sur P(∆) dont
les faisceaux associe´s sont engendre´s par leurs sections globales, on a :
O(D)∞ ⊗O(E)∞ = O(D + E)∞.
De´monstration. On de´montre tout d’abord le lemme suivant :
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Lemme 3.3.7. Soit D un diviseur T -invariant sur P(∆). On notera KD(0) les
points entiers extre´maux du polytope KD. Pour tout x ∈ P(∆)(C), on a :
sup
m∈KD∩M
|χm(x)| = sup
m∈KD(0)
|χm(x)|.
De´monstration. Soient m0, . . . , mq les e´le´ments de KD(0) et m un e´le´ment
quelconque de KD∩M . Comme KD est convexe, on peut trouver des re´els positifs
α0, . . . , αq tels que : {
m = α0m0 + · · ·+ αqmq
1 = α0 + · · ·+ αq.
On en de´duit l’ine´galite´ :
|χm(x)| 6 sup
06i6q
|χmi(x)|,
ce qui joint a` l’inclusion KD(0) ⊂ KD ∩M donne le re´sultat annonce´.
On passe maintenant a` la de´monstration de la proposition. Soit s (resp. r) une
section holomorphe de O(D)(C) (resp. de O(E)(C)) au-dessus d’un ouvert Ω de
P(∆)(C). Pour tout x ∈ Ω, on a :
‖s(x)‖D,∞ =
|s(x)|
supm∈KD∩M |χ
m(x)|
(
resp. ‖r(x)‖E,∞ =
|r(x)|
supm∈KE∩M |χ
m(x)|
)
.
En utilisant le lemme (3.3.7) et le fait que :
KD+E(0) = (KD +KE)(0) ⊆ KD(0) +KE(0) ⊆ KD +KE = KD+E,
on obtient l’e´galite´ :
sup
m∈KD+E
|χm(x)| =
(
sup
m∈KD
|χm(x)|
)(
sup
m∈KE
|χm(x)|
)
et la proposition est de´montre´e.
Proposition-de´finition 3.3.8. Soit D un diviseur de Cartier horizontal et T -
invariant sur P(∆). Il existe E et F des diviseurs de Cartier horizontaux et
T -invariants sur P(∆), dont le faisceau associe´ est engendre´ par ses sections
globales, et tels que :
D = E − F.
La me´trique ‖.‖E,∞ . ‖.‖
−1
F,∞ induite sur O(D) = O(E)⊗O(F )
−1 par les me´triques
canoniques ‖.‖E,∞ et ‖.‖F,∞ est inde´pendante de E et de F . On note ‖.‖D,∞ cette
me´trique et on note O(D)∞ le faisceau O(D) muni de la me´trique ‖.‖D,∞.
De´monstration. La premie`re partie de l’e´nonce´ est classique (Serre) et est tre`s
facile a` ge´ne´raliser dans le cadre e´quivariant (prendre H diviseur de Cartier T -
invariant tel que O(H) est engendre´ par ses sections globales et conside´rer E =
nH et F = −D+nH pour n assez grand). Soient E, F , E ′ et F ′ des diviseurs de
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Cartier T -invariants dont les faisceaux associe´s sont engendre´s par leurs sections
globales et tels que :
D = E − F = E ′ − F ′.
On tire E + F ′ = E ′ + F , et donc des isomorphismes isome´triques :
O(E)∞ ⊗O(F
′)∞ = O(E)⊗O(F
′)∞ = O(E
′)⊗O(F )∞ = O(E
′)∞ ⊗O(F )∞,
on conclut que :
O(E)∞ ⊗ (O(F )∞)
−1 ≃ O(E ′)∞ ⊗ (O(F
′)∞)
−1,
ce qui termine la de´monstration.
Proposition 3.3.9. Soient E et F deux diviseurs de Cartier horizontaux et T -
invariants sur P(∆). On a un isomorphisme isome´trique :
O(E)∞ ⊗O(F )∞ ≃ O(E + F )∞.
De´monstration. La proposition est vraie dans le cas ou` O(E) et O(F ) sont
engendre´s par leurs sections globales. Le cas ge´ne´ral s’obtient par diffe´rence a`
partir des propositions (3.3.6) et (3.3.8).
La construction qui vient d’eˆtre donne´e co¨ıncide avec les deux autres pre´sente´es
pre´ce´demment :
The´ore`me 3.3.10. Pour tout diviseur de Cartier horizontal T -invariant D sur
P(∆), les me´triques ‖.‖BT, ‖.‖Zh et ‖.‖D,∞ sur O(D) co¨ıncident.
De´monstration. Cela de´coule directement des proprie´te´s de multiplicativite´ et
de fonctorialite´ de la me´trique ‖.‖BT e´nonce´es a` la proposition (3.3.2), ajoute´ au
fait que ‖.‖BT et ‖.‖D,∞ co¨ıncident par construction lorsque P(∆) est l’espace
projectif PnZ et que O(D) = O(1).
Dans toute la suite de ce paragraphe, P(∆) de´signe une varie´te´ torique projec-
tive et lisse.
On constate que les me´triques canoniques de´finies pre´ce´demment ne sont pas
C∞ en ge´ne´ral (conside´rer par exemple P(∆) = PnZ et O(D)∞ = O(1)∞). On a
ne´anmoins le re´sultat suivant :
Proposition 3.3.11. Soient P(∆) une varie´te´ torique projective et lisse, et D
un diviseur de Cartier horizontal T -invariant sur P(∆) tel que O(D) soit en-
gendre´ par ses sections globales. Pour tout ouvert Ω ⊂ P(∆)(C) et pour toute
section holomorphe s de O(D)(C) sur Ω ne s’annulant pas, la fonction x 7→
− log ‖s(x)‖2D,∞ est continue et plurisousharmonique sur Ω.
De´monstration. La continuite´ de´coule des de´finitions. Comme la condition de
plurisousharmonicite´ est pre´serve´e par changement de variable holomorphe (voir
par exemple [De3], th. 1.5.9), il suffit de de´montrer le re´sultat pour le faisceau
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O(1)∞ sur P
n
Z ; et d’apre`s la formule (3.4) cela re´sulte de ([De3], th. 1.5.6 et
exemple 1.5.10). On peut e´galement consulter ([De1], §3).
On montre maintenant un the´ore`me d’approximation des me´triques canoniques
par des me´triques C∞ sur P(∆)(C) :
Proposition 3.3.12. Soient P(∆) une varie´te´ torique projective et lisse, et D un
diviseur de Cartier horizontal T -invariant sur P(∆) tel que O(D) soit engendre´
par ses sections globales. Il existe une suite de me´triques (‖.‖n)n∈N sur O(D)(C)
convergeant uniforme´ment vers ‖.‖D,∞ sur P(∆)(C) et ve´rifiant les conditions
suivantes :
– Les me´triques ‖.‖n sont C
∞.
– Si Ω ⊂ P(∆)(C) est un ouvert et s une section holomorphe de O(D)(C) sur
Ω ne s’annulant pas, la fonction x 7→ log ‖s(x)‖2n est continue et plurisous-
harmonique sur Ω ; en particulier le courant :
c1(O(D)(C), ‖.‖n) = −dd
c log ‖s(x)‖2n,
est positif.
– Pour tout x ∈ Ω, la suite (− log ‖s(x)‖2n)n∈N est de´croissante et converge
vers − log ‖s(x)‖2D,∞.
De´monstration. La condition de plurisousharmonicite´ e´tant pre´serve´e par change-
ment de variable holomorphe, il suffit d’apre`s la construction par image inverse
de de´montrer la proposition pour O(1)∞ sur P
m
Z . On conside`re alors la famille de
me´triques ‖.‖n de´finies par :
‖s(x)‖n =
|s(x)|
(
∑m
i=0 |xi|
n)
1/n
,
pour toute section locale holomorphe s de O(1)(C). Les me´triques ‖.‖n sont C
∞
sur P(∆)(C). De plus, la fonction :
(x0, . . . , xm) 7−→ log(e
x0 + · · ·+ exm)
e´tant convexe et croissante en chacun des xi et la fonction t 7→ log |t| e´tant
sousharmonique, la fonction log (
∑m
i=0 |xi|
n)
1/n
est plurisousharmonique (voir par
exemple [De3], th. 1.5.6 et [De1], §3). Enfin la suite (
∑m
i=0 |xi|
n)
1/n
, (n ∈ N), est
de´croissante et converge vers sup06i6m |xi|, et la positivite´ de c1(O(1)(C), ‖.‖n)
de´coule directement de ([De3], exemple 3.1.18).
3.4. Me´triques canoniques sur les fibre´s en droites sur P(∆).
Dans cette section, ∆ de´signe un e´ventail complet et re´gulier de N posse´dant
une fonction support strictement concave. En d’autres termes, on suppose que
P(∆) est une varie´te´ torique projective lisse.
Pour tout fibre´ en droites L sur P(∆), on construit de manie`re canonique une
me´trique sur L(C).
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Proposition-de´finition 3.4.1. Soit L un fibre´ en droites sur P(∆). Il existe un
diviseur horizontal T -invariant D sur P(∆) et un isomorphisme :
Φ : L −→ O(D).
La me´trique Φ∗‖.‖D,∞ sur L est inde´pendante des choix de D et Φ. On l’ap-
pelle me´trique canonique sur L et on la note ‖.‖L,∞, ou plus simplement ‖.‖∞
lorsqu’aucune confusion n’est a` craindre. On note L∞ = (L, ‖.‖L,∞) le fibre´ L
muni de sa me´trique canonique.
De´monstration. L’existence de D et Φ est une reformulation de la surjectivite´
de s dans la proposition (2.5.6). Soit maintenant D′ un second diviseur horizontal
T -invariant de P(∆) tel qu’il existe un isomorphisme Φ′ : L ≃ O(D′). Le diviseur
D−D′ est principal, et il existe un unique e´le´mentm ∈M tel queD−D′ = div χm
d’apre`s la proposition (2.5.6).
Comme les unite´s globales sur P(∆) sont {1,−1}, les isomorphismes Φ et Φ′
sont uniques au signe pre`s. Pour montrer que :
Φ∗‖.‖D,∞ = Φ
′∗‖.‖D′,∞
il suffit donc de ve´rifier que l’isomorphisme :
O(D′) ≃ O(D)
de´fini par la multiplication par χm transporte ‖.‖D′,∞ sur ‖.‖D,∞. Cela de´coule
de l’expression (3.3) de Batyrev et Tschinkel pour ces me´triques.
La proposition suivante est une conse´quence imme´diate du the´ore`me (3.3.3).
Proposition 3.4.2. Soit p un entier supe´rieur ou e´gal a` 2. Pour tout fibre´ en
droites L sur P(∆), on a un isomorphisme isome´trique :
[p]∗(L∞) ≃ (L∞)
⊗p,
et ‖.‖L,∞ est l’unique me´trique continue telle que L∞ = (L, ‖.‖L,∞) ve´rifie cette
proprie´te´.
4. Produits de courants
4.1. Motivation.
Soient P(∆) une varie´te´ torique projective lisse et L∞ un fibre´ en droites en-
gendre´ par ses sections globales sur P(∆) et muni de sa me´trique canonique. Soit s
une section holomorphe de L sur un ouvert U ⊂ P(∆)(C). En ge´ne´ral la fonction
x 7→ − log ‖s(x)‖2L,∞ n’est pas de classe C
∞ mais seulement plurisousharmonique
sur U (cf. prop. (3.3.11)) ; la premie`re “forme” de Chern c1(L∞) = −dd
c log ‖s‖2L,∞
n’est alors de´finie qu’au sens des distributions (c’est un courant de bidegre´ (1,1)).
On ne peut espe´rer de´finir en toute ge´ne´ralite´ le produit de deux courants ; ici
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ne´anmoins, c1(L∞) est un courant positif (voir [De3], prop. 3.1.18 et 3.1.14). Une
construction due a` Bedford et Taylor (cf. [BeT]) permet d’associer a` des fibre´s en
droites L1,∞, . . . , Lp,∞ engendre´s par leurs sections globales sur P(∆) et munis de
leur me´trique canonique, un produit :
c1(L1,∞) · · · c1(Lp,∞)
posse´dant des proprie´te´s satisfaisantes.
La construction pre´sente´e dans ce qui suit e´tant en fait tout a` fait ge´ne´rale, on
abandonne dans cette partie et la suivante le point de vue particulier des varie´te´s
toriques.
4.2. The´orie de Bedford-Taylor-Demailly.
On suit l’expose´ donne´ dans ([De1], §3 ; [De2], §1 et §2 ; et [De3], §3.3). Tous
les re´sultats pre´sente´s ici sont dus a` Bedford et Taylor (cf. [BeT]) et Demailly (cf.
[De1], [De2] et [De3]).
On rappelle tout d’abord quelques de´finitions et notations.
Dans toute cette partie, X de´signe une varie´te´ analytique complexe de dimen-
sion complexe d. On note Ap,q(X) (resp. Dp,q(X)) l’espace vectoriel des formes
diffe´rentiables C∞ complexes (resp. l’espace vectoriel des courants complexes)
de type (p, q) sur X . Soit Y ⊂ X un cycle analytique irre´ductible de codimen-
sion p, on note δY ∈ D
p,p(X) le courant d’inte´gration sur Y . Pour tout e´le´ment
T ∈ Dp,p(X), on note SuppT ⊂ X le support de T . Enfin pour tout ouvert
U ⊂ X , on notera Psh(U) l’ensemble des fonctions plurisousharmoniques de U
vers [−∞,+∞[ semi-continues supe´rieurement.
De´finition 4.2.1. (Lelong). Soit p un entier positif et U un ouvert de X . Un
courant T ∈ Dp,p(U) est dit positif (ou faiblement positif ) et on note T > 0, si et
seulement si pour tout choix de (1, 0) formes α1, . . . , αd−p de classe C
∞ a` support
compact sur U , la distribution :
T ∧ (iα1 ∧ α1) ∧ · · · ∧ (iαd−p ∧ αd−p)
est une mesure positive sur U . On noteDp,p+ (U) ⊂ D
p,p(U) l’ensemble des courants
positifs de type (p, p) sur U .
On pose alors :
De´finition 4.2.2. (Bedford-Taylor). Soit T ∈ Dp,p+ (U) un courant positif fer-
me´ de type (p, p) et u ∈ Psh(U) une fonction plurisousharmonique localement
borne´e sur U un ouvert de X . Le produit (ddcu) ∧ T est de´fini par la formule :
(ddcu) ∧ T = ddc(uT )
Remarque 4.2.3. Le produit uT est bien de´fini puisque u est localement borne´e
et T est d’ordre 0, i.e. a` coefficients mesures (pour une de´monstration de ce fait,
voir par exemple [De3], 3.1.14).
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Proposition 4.2.4. Le produit (ddcu)∧ T de´fini ci-dessus est un courant positif
ferme´ de bidegre´ (p+1, p+1). Il e´tend la de´finition usuelle du produit (ddcu)∧T
dans le cas ou` u est une fonction C∞ sur U .
De´monstration. Voir par exemple ([De1], prop. 5.1 ; [De2], prop. 3.3.2 ou [De3],
prop. 1.2).
De manie`re plus ge´ne´rale, e´tant donne´es T ∈ Dp,p+ (U) et u1, . . . , uq des fonctions
plurisousharmoniques localement borne´es sur U , on peut de´finir par re´currence
sur q le courant :
(ddcu1) ∧ · · · ∧ (dd
cuq) ∧ T = dd
c(u1(dd
cu2) ∧ · · · ∧ (dd
cuq) ∧ T ).
C’est encore un courant positif ferme´, de bidegre´ (p+ q, p+ q).
Le produit ainsi de´fini a un comportement agre´able vis-a`-vis de la limite uni-
forme :
The´ore`me 4.2.5. Soient u1, . . . , uq des fonctions plurisousharmoniques contin-
ues sur U . Soient (u
(k)
1 )k∈N, . . . , (u
(k)
q )k∈N, q suites de fonctions plurisousharmo-
niques localement borne´es sur U convergeant uniforme´ment sur tout compact de
U vers u1, . . . , uq respectivement, et (Tk)k∈N une suite de courants positifs ferme´s
convergeant faiblement vers T sur U . Alors :
u
(k)
1 (dd
cu
(k)
2 ) ∧ · · · ∧ (dd
cu(k)q )∧Tk tend vers u1(dd
cu2) ∧ · · · ∧ (dd
cuq) ∧ T
et (ddcu
(k)
1 ) ∧ · · · ∧ (dd
cu(k)q )∧Tk vers (dd
cu1) ∧ · · · ∧ (dd
cuq) ∧ T,
au sens de la convergence faible des courants.
De´monstration. Voir ([De2], cor. 1.6) ou ([De3], cor. 3.3.6).
Au vue de la prop. (3.3.12), on souhaite affaiblir les hypothe`ses du the´ore`me
pre´ce´dent et remplacer la convergence uniforme par la convergence simple de´croissante ;
c’est l’objet du the´ore`me suivant :
The´ore`me 4.2.6. (Bedford-Taylor). Soient u1, . . . , uq appartenant a` Psh(U)
et localement borne´es sur U , et u
(k)
1 , . . . , u
(k)
q , q suites de´croissantes de fonctions
dans Psh(U) localement borne´es sur U et convergeant simplement sur U vers
u1, . . . , uq respectivement. On a :
u
(k)
1 (dd
cu
(k)
2 ) ∧ · · · ∧ (dd
cu(k)q )∧T tend vers u1(dd
cu2) ∧ · · · ∧ (dd
cuq) ∧ T
et (ddcu
(k)
1 ) ∧ · · · ∧ (dd
cu(k)q )∧T vers (dd
cu1) ∧ · · · ∧ (dd
cuq) ∧ T,
au sens de la convergence faible des courants.
De´monstration. Voir par exemple ([De2], §1.7 ou [De3], th. 3.3.7).
Par re´gularisation (voir par exemple [De3], th. 1.5.5), on de´duit imme´diatement
de ce the´ore`me le corollaire :
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Corollaire 4.2.7. Soient u1, . . . , uq des fonctions plurisousharmoniques locale-
ment borne´es sur U et T ∈ Dp,p+ (U) un courant positif ferme´ ; le produit u1(dd
cu2)∧
· · · ∧ (ddcuq)∧ T (resp. le produit (dd
cu1)∧ · · · ∧ (dd
cuq) ∧ T ) est inde´pendant de
l’ordre des u2, . . . , uq (resp. de l’ordre des u1, . . . , uq).
De´finition 4.2.8. Soit U un ouvert de X et u ∈ Psh(U). On appelle lieu non
borne´ de u dans U et on note L(u) l’ensemble des points x ∈ U tels que u n’est
borne´e sur aucun voisinage de x dans U .
Le re´sultat suivant, duˆ a` Demailly, montre que sous certaines conditions, on
peut abandonner l’hypothe`se selon laquelle les fonctions plurisousharmoniques
u1, . . . , uq dans les e´nonce´s (4.2.6) et (4.2.7) doivent eˆtre choisies localement
borne´es .
The´ore`me 4.2.9. (Demailly). Soit U un ouvert de X et soient T ∈ Dp,p+ (U)
ferme´ et u1, . . . , uq appartenant a` Psh(U). On suppose que q 6 d − p et que
pour tout choix d’indices j1 < · · · < jm dans {1, . . . , q} l’intersection L(uj1) ∩
· · · ∩ L(ujm) ∩ SuppT est contenue dans un ensemble analytique de dimension
complexe infe´rieure ou e´gale a` (d − p − m). On peut construire des courants
u1(dd
cu2) ∧ · · · ∧ (dd
cuq) ∧ T et (dd
cu1) ∧ · · · ∧ (dd
cuq) ∧ T de masse localement
finie sur U et caracte´rise´s de manie`re unique par la proprie´te´ suivante : Pour
toutes suites de´croissantes (u
(k)
1 )k∈N, . . . , (u
(k)
q )k∈N de fonctions plurisousharmo-
niques convergeant simplement vers u1, . . . , uq respectivement, on a :
u
(k)
1 (dd
cu
(k)
2 ) ∧ · · · ∧ (dd
cu(k)q )∧T tend vers u1(dd
cu2) ∧ · · · ∧ (dd
cuq) ∧ T
et (ddcu
(k)
1 ) ∧ · · · ∧ (dd
cu(k)q )∧T vers (dd
cu1) ∧ · · · ∧ (dd
cuq) ∧ T,
au sens de la convergence faible des courants sur U .
De´monstration. Voir ([De2], th. 2.5 et prop. 2.9 et [De3], th. 3.4.5 et prop.
3.4.9). On peut aussi consulter ([De1], th. 5.4).
On de´duit imme´diatement du the´ore`me pre´ce´dent les corollaires suivants :
Corollaire 4.2.10. Soient u1, . . . , uq et T comme au the´ore`me (4.2.9) ; le produit
u1(dd
cu2)∧· · ·∧(dd
cuq)∧T (resp. le produit (dd
cu1)∧· · ·∧(dd
cuq)∧T ) ne de´pend
pas de l’ordre de u2, . . . , uq (resp. de l’ordre de u1, . . . uq).
Corollaire 4.2.11. Soient u1, . . . , uq plurisousharmoniques sur U et telles que
pour tout 1 6 i 6 q, L(ui) est contenu dans un ensemble analytique Ai ⊂ U . Si
pour tout choix d’indices j1 < . . . jm dans {1, . . . , q}, on a :
codimAj1 ∩ · · · ∩ Ajm > m,
alors les courants u1(dd
cu2) ∧ · · · ∧ (dd
cuq) et (dd
cu1) ∧ · · · ∧ (dd
cuq) sont bien
de´finis et ve´rifient les proprie´te´s d’approximation e´nonce´es au the´ore`me (4.2.9).
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On expose enfin une construction due a` Gillet-Soule´ (cf. [GS1], §2.1.5) :
Soient X une varie´te´ projective complexe, Z un cycle de codimension q de X et
gZ un courant de Green localement L
1 pour Z (i.e. un e´le´ment de Dp−1,p−1(X),
localement L1 sur X , C∞ sur X −|Z| et tel que ddcgZ + δZ = ωZ est C
∞ sur X).
Choisissons une me´trique sur X et notons pour tout ε ∈ R+∗ :
Nε(Z) = {x ∈ X : d(x, Z) < ε}.
Pour tout ε ∈ R+∗, soit ρε : X → R une fonction C
∞ telle que :
– 0 6 ρε 6 1 sur X ,
– ρε = 1 en dehors de Nε(Z),
– ρε = 0 sur Nε/2(Z),
et posons g
(ε)
Z = ρεgZ .
Proposition 4.2.12. Pour tout ε ∈ R+∗, les assertions suivantes sont ve´rifie´es :
– g
(ε)
Z est une forme C
∞ sur X.
– On a : ddcg
(ε)
Z + δ
(ε)
Z = ωZ, ou` δ
(ε)
Z est une forme ferme´e C
∞ dont le support
est contenu dans Nε(Z).
De plus, on a les limites suivantes :
– limε→0 g
(ε)
Z = gZ,
– limε→0 δ
(ε)
Z = δZ,
au sens de la topologie faible des courants.
De´monstration. Voir [GS1], §2.1.5.
4.3. Formes diffe´rentielles ge´ne´ralise´es.
Les re´sultats e´nonce´s dans la section pre´ce´dente motivent la de´finition suivante :
De´finition 4.3.1. Soit U un ouvert de X et u1, . . . , uq des fonctions de U →
[−∞,+∞[. Le q-uplet (u1, . . . , uq) est dit admissible sur U si et seulement si :
1. Les fonctions u1, . . . , uq sont des e´le´ments de Psh(U).
2. Pour tout 1 6 i 6 q, l’ensemble L(ui) est contenu dans un ensemble analy-
tique Ai ⊂ U .
3. Pour tout choix d’indices j1 < · · · < jm dans {1, . . . , q}, on a :
codimAj1 ∩ · · · ∩ Ajm > m.
Pour tout q-uplet (u1, . . . , uq) admissible sur un ouvert U ⊂ X , le corollaire
(4.2.11) nous permet de de´finir sur U les courants u1(dd
cu2) ∧ · · · ∧ (dd
cuq) et
(ddcu1) ∧ · · · ∧ (dd
cuq).
On pose :
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De´finition 4.3.2. Soit p un entier positif. On note A
p,p
(X) ⊂ Dp,p(X) (resp.
A
p,p
log(X) ⊂ D
p,p(X)) l’espace vectoriel complexe forme´ des e´le´ments de Dp,p(X)
qui, sur tout ouvert U d’un recouvrement suffisamment fin de X , peuvent s’e´crire
sous la forme :
n∑
i=1
ωi(dd
cui,1) ∧ · · · ∧ (dd
cui,qi)
(
resp.
n∑
i=1
ωiui,1(dd
cui,2) ∧ · · · ∧ (dd
cui,qi)
)
,
ou` pour tout 1 6 i 6 n, on a ωi ∈ A
p−qi,p−qi(U) (resp. ωi ∈ A
p−qi+1,p−qi+1(U)) et
le qi-uplet (ui,1, . . . , ui,qi) est admissible sur l’ouvert U conside´re´.
On pose aussi la de´finition suivante :
De´finition 4.3.3. Soit p un entier positif. On dit que α ∈ A
p,p
(X) est une forme
diffe´rentielle ge´ne´ralise´e de type (p, p) si et seulement si sur tout ouvert U d’un
recouvrement suffisamment fin de X , on peut e´crire la restriction de α a` U sous
la forme :
α/U =
n∑
i=1
ωi(dd
cui,1) ∧ · · · ∧ (dd
cui,qi),
ou` pour tout 1 6 i 6 n, on a ωi ∈ A
p−qi,p−qi(U) et ui,1, . . . , ui,qi sont pluri-
sousharmoniques et localement borne´es sur U . On note A
p,p
(X) l’espace vectoriel
complexe des formes diffe´rentielles ge´ne´ralise´es de type (p, p) sur X .
On pose e´galement :
A
∗
(X) =
⊕
p>0
A
p,p
(X), A
∗
(X) =
⊕
p>0
A
p,p
(X), et A
∗
log(X) =
⊕
p>0
A
p,p
log(X).
Remarque 4.3.4. On a imme´diatement les inclusions suivantes :
A
∗
(X) ⊂ A
∗
(X) ⊂ A
∗
log(X) ⊂ D
∗(X).
Remarque 4.3.5. L’ope´rateur ddc : Dp,p(X) → Dp+1,p+1(X) induit par restric-
tion une application ddc : A
p,p
log(X)→ A
p+1,p+1
log (X).
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Soient x ∈ A
p,p
(X) et y ∈ A
q,q
log(X). Sur tout ouvert U ⊂ X assez petit, on peut
e´crire :
x =
n∑
i=1
ωi(dd
cui,1) ∧ · · · ∧ (dd
cui,ri)
et y =
m∑
j=1
ηjvj,1(dd
cvj,2) ∧ · · · ∧ (dd
cvj,sj),
ou` pour tout 1 6 i 6 n, on a ωi ∈ A
p−ri,p−ri(U) et ui,1, . . . , ui,ri sont des fonctions
plurisousharmoniques localement borne´es sur U ; et ou` pour tout 1 6 j 6 m, on
a ηj ∈ A
q−sj+1,q−sj+1(U) et le multiplet (vj,1, . . . , vj,sj) est admissible sur U .
D’apre`s le the´ore`me (4.2.9), l’expression :
n∑
i=1
m∑
j=1
ωiηjvj,1(dd
cui,1) ∧ · · · ∧ (dd
cui,ri) ∧ (dd
cvj,2) ∧ · · · ∧ (dd
cvj,sj),
a bien un sens et de´finit sur U un courant de type (p + q, p + q) que l’on note
provisoirement [x · y](U).
Proposition 4.3.6. Le courant [x · y](U) de´fini ci-dessus ne de´pend que de x et
de y.
De´monstration. Soient x′ et y′ deux courants sur U tels que x′ = x/U et y
′ = y/U ,
et tels qu’on puisse e´crire :
x′ =
n′∑
i=1
ω′i(dd
cu′i,1) ∧ · · · ∧ (dd
cu′i,r′i)
et y′ =
m′∑
j=1
η′jv
′
j,1(dd
cv′j,2) ∧ · · · ∧ (dd
cv′j,s′j),
ou` pour tout 1 6 i 6 n′, on a ω′i ∈ A
p−r′i,p−r
′
i(U) et u′i,1, . . . , u
′
i,r′
i
sont des fonctions
plurisousharmoniques localement borne´es sur U ; et ou` pour tout 1 6 j 6 m′, on
a η′j ∈ A
q−s′j ,q−s
′
j(U) et le multiplet (v′j,1, . . . , v
′
j,s′j
) est admissible sur U .
On de´finit les courants :
[x′ · y](U) =
n′∑
i=1
m∑
j=1
ω′iηjvj,1(dd
cu′i,1) ∧ · · · ∧ (dd
cu′i,r′i) ∧ (dd
cvj,2) ∧ · · · ∧ (dd
cvj,sj)
et
[x′ · y′](U) =
n′∑
i=1
m′∑
j=1
ω′iη
′
jv
′
j,1(dd
cu′i,1) ∧ · · · ∧ (dd
cu′i,r′i) ∧ (dd
cv′j,2) ∧ · · · ∧ (dd
cv′j,s′j).
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On veut de´montrer que le courant δ de´fini sur U par l’e´galite´ :
δ = [x′ · y′](U)− [x · y](U) = ([x′ · y′](U)− [x′ · y](U)) + ([x′ · y](U)− [x · y](U)),
est nul. On va prouver pour cela que [x′ · y](U)− [x · y](U) = 0. On de´montrerait
de meˆme que [x′ · y′](U)− [x′ · y](U) = 0.
Par re´gularisation, on peut trouver pour tout 1 6 j 6 m et 1 6 k 6 sj , une
suite de´croissante (v
(n)
j,k )n∈N d’e´le´ments de Psh(U) ∩ C
∞(U) convergeant simple-
ment sur U vers vj,k. Pour tout n ∈ N, on note y
(n) la forme diffe´rentielle C∞ de
type (q, q) sur U de´finie par :
y(n) =
m∑
j=1
ηjv
(n)
j,1 (dd
cv
(n)
j,2 ) ∧ · · · ∧ (dd
cv
(n)
j,sj
).
De l’e´galite´ x = x′, on de´duit que x · y(n) = x′ · y(n) pour tout n ∈ N, le produit
e´tant le produit habituel d’un courant par une forme diffe´rentielle. Or, d’apre`s
(4.2.9), on a :
x · y(n) tend vers [x · y](U)
et x′ · y(n) tend vers [x′ · y](U),
au sens de la topologie faible. On en conclut que [x′ · y](U)− [x · y](U) = 0 et la
proposition est de´montre´e.
L’assertion suivante est une conse´quence directe de ce qui pre´ce`de.
Proposition 4.3.7. Soient x ∈ A
p,p
(X) et y ∈ A
q,q
log(X). Il existe un (unique)
e´le´ment de A
p+q,p+q
log (X) que l’on notera x · y et dont la restriction a` tout ouvert
U ⊂ X assez petit co¨ıncide avec le courant [x·y](U) de´fini a` la proposition (4.3.6).
De´finition 4.3.8. Soient x ∈ A
p,p
(X) et y ∈ A
q,q
log(X). On appelle produit de x
et de y le courant x · y ∈ A
p+q,p+q
log (X) de´fini a` la proposition pre´ce´dente.
Plus ge´ne´ralement, soient x ∈ A
∗
(X) et y ∈ A
∗
log(X), on appelle produit de x
et de y et l’on note encore x · y le produit gradue´ de x et de y.
Les propositions suivantes sont des conse´quences imme´diates des de´finitions :
Proposition 4.3.9. Soient x1 ∈ A
p,p
(X) et x2 ∈ A
q,q
(X) ⊂ A
q,q
log(X) ; on a :
x1 · x2 ∈ A
p+q,p+q
(X).
Proposition 4.3.10. Soient x1 et x2 des e´le´ments de A
∗
(X) et y ∈ A
∗
log(X) ; on
a les relations suivantes :
1. x1 · (x2 · y) = (x1 · x2) · y (associativite´).
2. x1 · x2 = x2 · x1 (commutativite´).
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Proposition 4.3.11. Le produit de´fini a` la proposition (4.3.9) munit A
∗
(X) d’u-
ne structure d’alge`bre associative commutative unife`re et gradue´e et A
∗
log(X) d’une
structure de A
∗
(X)-module, qui e´tend sa structure usuelle de A∗(X)-module. La
restriction a` A∗(X) de la structure d’alge`bre sur A
∗
(X) co¨ıncide avec la structure
d’alge`bre usuelle sur A∗(X).
Soient X et Y deux varie´te´s complexes et f : Y → X un morphisme lisse de
varie´te´s analytiques (i.e. une submersion holomorphe). On conside`re U ⊂ X et
V ⊂ Y deux ouverts tels que f(V ) ⊂ U .
Un re´sultat classique (voir par exemple [De3], th. 1.5.9), affirme que si u ∈ Psh(U)
alors f ∗(u) = u ◦ f ∈ Psh(V ). Plus ge´ne´ralement, on a le re´sultat suivant :
Proposition 4.3.12. Soit (u1, . . . , uq) un q-uplet admissible de fonctions re´elles
sur U ; le q-uplet (u1 ◦ f, . . . , uq ◦ f) est admissible sur V .
De´monstration. D’apre`s la remarque ci-dessus, on sait que les fonctions u1 ◦
f, . . . , uq ◦ f sont plurisousharmoniques sur V . Pour tout 1 6 i 6 q, on a :
L(ui ◦ f) = f
−1(L(ui)) ⊂ f
−1(Ai). Enfin, du fait de la lissite´ de f , les ensembles
f−1(Ai) sont analytiques et on a pour tout choix d’indices j1 < · · · < jm dans
{1, . . . , q} :
codim f−1(Aj1) ∩ · · · ∩ f
−1(Ajm) = codimAj1 ∩ · · · ∩ Ajm > m,
de`s que les intersections conside´re´es sont non vides.
La proposition suivante montre que l’image inverse du courant u1dd
cu2 ∧ · · · ∧
ddcuq s’exprime simplement :
Proposition 4.3.13. Soit (u1, . . . , uq) un q-uplet admissible de fonctions re´elles
sur U ; on a sur V l’e´galite´ :
f ∗(u1dd
cu2 ∧ · · · ∧ dd
cuq) = (u1 ◦ f)(dd
cu2 ◦ f) ∧ · · · ∧ (dd
cuq ◦ f).
De´monstration. Par re´gularisation, on peut trouver pour tout 1 6 i 6 q une
suite de´croissante
(
u
(n)
i
)
n∈N
d’e´le´ments de Psh(U) ∩C∞(U) convergeant simple-
ment sur U vers ui. Pour tout n ∈ N on note x
(n) la forme diffe´rentielle C∞ de
type (q − 1, q − 1) sur U de´finie par :
x(n) = u
(n)
1 dd
cu
(n)
2 ∧ · · · ∧ dd
cu(n)q .
D’apre`s (4.2.9) la suite x(n) (resp. la suite f ∗(x(n))) tend vers u1dd
cu2∧· · ·∧dd
cuq
(resp. vers (u1 ◦ f)(dd
cu2 ◦ f)∧ · · · ∧ (dd
cuq ◦ f)) au sens de la convergence faible
des courants quand n tend vers +∞. Le re´sultat de´coule alors de la continuite´
faible de f ∗.
On de´duit de ce re´sultat que toute application analytique lisse f : Y → X in-
duit un morphisme de groupes f ∗ : A
p,p
log(X)→ A
p,p
log(Y ), qui induit un morphisme
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gradue´ f ∗ : A
∗
log(X)→ A
∗
log(Y ).
Les deux propositions suivantes sont des conse´quences directes de (4.3.13) :
Proposition 4.3.14. On a : f ∗
(
A
∗
(X)
)
⊂ A
∗
(Y ) et f ∗
(
A
∗
(X)
)
⊂ A
∗
(Y ).
Proposition 4.3.15. Soient x ∈ A
∗
(X) et y ∈ A
∗
log(X), on a :
f ∗(x · y) = f ∗(x) · f ∗(y).
En particulier, le morphisme f ∗ : A
∗
(X)→ A
∗
(Y ) est un morphisme d’alge`bres.
Enfin les deux propositions suivantes sont valables en toute ge´ne´ralite´ :
Proposition 4.3.16. Soient g : Z → Y et f : Y → X deux morphismes lisses
de varie´te´s complexes, on a l’identite´ : (f ◦ g)∗ = g∗ ◦ f ∗.
Proposition 4.3.17. Soient α ∈ A∗c(Y ) et x ∈ A
∗
log(X), on a :
f∗ (α · f
∗(x)) = f∗(α) · x,
l’image directe f∗ (α · f
∗(x)) e´tant prise au sens des courants.
4.4. Convergence au sens de Bedford-Taylor et image inverse.
On introduit dans ce paragraphe de nouvelles classes remarquables de courants.
De´finition 4.4.1. Soit p un entier positif et Z un cycle de codimension q de X .
On note Bp,p(X) (resp. Bp,plog(X), resp. B
p,p
Z (X), resp. B
p,p
Z,log(X)) l’espace vectoriel
complexe forme´ des e´le´ments de Dp,p(X), qui, sur tout ouvert U d’un recouvre-
ment suffisamment fin de X , peuvent s’e´crire sous la forme :
n∑
i=1
ωi(dd
cui,1) ∧ · · · ∧ (dd
cui,qi),(
resp.
n∑
i=1
ωiui,1(dd
cui,2) ∧ · · · ∧ (dd
cui,qi)
)
,(
resp.
n∑
i=1
ωi(dd
cui,1) ∧ · · · ∧ (dd
cui,qi) ∧ δZ ,
)
,
(
resp.
n∑
i=1
ωiui,1(dd
cui,2) ∧ · · · ∧ (dd
cui,qi) ∧ δZ ,
)
,
ou` pour tout 1 6 i 6 n, on a ωi ∈ A
p−qi,p−qi(U) (resp. ωi ∈ A
p−qi+1,p−qi+1(U),
resp. ωi ∈ A
p−q−qi,p−q−qi(U), resp. ωi ∈ A
p−q−qi+1,p−q−qi+1(U)) et ui,1, . . . , ui,qi
sont des fonctions plurisousharmoniques continues sur U .
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Remarque 4.4.2. On a imme´diatement les inclusions Bp,p(X) ⊂ Bp,plog(X),
Bp,pZ (X) ⊂ B
p,p
Z,log(X) et l’e´galite´ B
p,p
log(X) = B
p,p
X,log(X).
En reprenant les hypothe`ses et les notations de la de´finition pre´ce´dente, on
pose e´galement :
De´finition 4.4.3. On note Bp,p0 (X) (resp. B
p,p
log,0(X), resp. B
p,p
Z,0(X),
resp. Bp,pZ,log,0(X)) le sous-espace vectoriel complexe de B
p,p(X) (resp. de Bp,plog(X),
resp. de Bp,pZ (X), resp. de B
p,p
Z,log(X)) forme´ des e´le´ments qui, sur tout ouvert U
d’un recouvrement suffisamment fin de X , peuvent s’e´crire sous la forme :
n∑
i=1
ωi(dd
cui,1) ∧ · · · ∧ (dd
cui,qi),(
resp.
n∑
i=1
ωiui,1(dd
cui,2) ∧ · · · ∧ (dd
cui,qi)
)
,(
resp.
n∑
i=1
ωi(dd
cui,1) ∧ · · · ∧ (dd
cui,qi) ∧ δZ ,
)
,(
resp.
n∑
i=1
ωiui,1(dd
cui,2) ∧ · · · ∧ (dd
cui,qi) ∧ δZ ,
)
,
ou` les ui,j et les ωi sont comme a` la de´finition (4.4.1) et ou` de plus, pour tout
1 6 i 6 n, la forme ωi est ferme´e.
Remarque 4.4.4. On a les inclusions Bp,p0 (X) ⊂ B
p,p
log,0(X) = B
p,p
X,log,0(X) et
Bp,pZ,0(X) ⊂ B
p,p
Z,log,0(X).
De´finition 4.4.5. Soit (x(k))k∈N une suite d’e´le´ments de B
p,p
Z,log(X). On dit que
(x(k))k∈N converge vers x ∈ B
p,p
Z,log(X) au sens de Bedford-Taylor (en abre´ge´ au
sens BT ) si pour tout ouvert U d’un recouvrement suffisamment fin de X , on
peut e´crire :
x(k) =
n∑
i=1
ω(k)u
(k)
i,1 (dd
cu
(k)
i,2 ) ∧ · · · ∧ (dd
cu
(k)
i,qi
) ∧ δZ
et x =
n∑
i=1
ωui,1(dd
cui,2) ∧ · · · ∧ (dd
cui,qi) ∧ δZ ,
ou` n est inde´pendant de k et ou`, pour tout 1 6 i 6 n et tout k ∈ N, on a ω(k)i ∈
Ap−q−qi+1,p−q−qi+1(U), ωi ∈ A
p−q−qi+1,p−q−qi+1(U) et u
(k)
i,1 , . . . , u
(k)
i,qi
, ui,1, . . . , ui,qi
sont des fonctions plurisousharmoniques continues sur U ; que ω
(k)
i tend vers ωi au
sens des formes C∞ quand k tend vers +∞ et que de plus (u
(k)
i,1 )k∈N, . . . , (u
(k)
i,qi
)k∈N
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convergent uniforme´ment sur U vers ui,1, . . . , ui,qi respectivement quand k tend
vers +∞.
De´finition 4.4.6. Soit (x(k))k∈N une suite d’e´le´ments de B
p,p
Z (X). On dit que
(x(k))k∈N converge vers x ∈ B
p,p
Z (X) au sens BTR, si pour tout ouvert U d’un
recouvrement suffisamment fin de X , on peut e´crire :
x(k) =
n∑
i=1
ω(k)(ddcu
(k)
i,1 ) ∧ · · · ∧ (dd
cu
(k)
i,qi
) ∧ δZ
et x =
n∑
i=1
ω(ddcui,1) ∧ · · · ∧ (dd
cui,qi) ∧ δZ ,
ou` n est inde´pendant de k et ou`, pour tout 1 6 i 6 n et tout k ∈ N, on
a ω
(k)
i ∈ A
p−q−qi,p−q−qi(U), ωi ∈ A
p−q−qi,p−q−qi(U) et u
(k)
i,1 , . . . , u
(k)
i,qi
, ui,1, . . . , ui,qi
sont des fonctions plurisousharmoniques continues sur U ; que ω
(k)
i tend vers ωi au
sens des formes C∞ quand k tend vers +∞ et que de plus (u
(k)
i,1 )k∈N, . . . , (u
(k)
i,qi
)k∈N
convergent uniforme´ment sur U vers ui,1, . . . , ui,qi respectivement quand k tend
vers +∞.
En reprenant les hypothe`ses et les notations de la de´finition pre´ce´dente, on
pose e´galement :
De´finition 4.4.7. Soit (x(k))k∈N une suite d’e´le´ments de B
p,p
Z,log,0(X). On dit que
(x(k))k∈N converge vers x ∈ B
p,p
Z,log,0(X) fortement au sens BT si pour tout ouvert
U d’un recouvrement suffisamment fin de X , il existe n ∈ N∗ tel que pour tout
k ∈ N on puisse e´crire :
x(k) =
n∑
i=1
ω(k)u
(k)
i,1 (dd
cu
(k)
i,2 ) ∧ · · · ∧ (dd
cu
(k)
i,qi
) ∧ δZ
et x =
n∑
i=1
ωui,1(dd
cui,2) ∧ · · · ∧ (dd
cui,qi) ∧ δZ ,
ou` pour tout 1 6 i 6 n, ω
(k)
i tend vers ωi dans A
∗(U) quand k tend vers +∞
et u
(k)
i,1 , . . . , u
(k)
i,qi
converge uniforme´ment sur U vers ui,1, . . . , ui,qi respectivement
quand k tend vers +∞, et ou` pour tout 1 6 i 6 n et tout k ∈ N les formes ω
(k)
i
et ωi sont ferme´es.
De´finition 4.4.8. Soit (x(k))k∈N une suite d’e´le´ments de B
p,p
Z,0(X). On dit que
(x(k))k∈N converge vers x ∈ B
p,p
Z,0(X) fortement au sens BTR si pour tout ouvert
U d’un recouvrement suffisamment fin de X , il existe n ∈ N∗ tel que pour tout
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k ∈ N on puisse e´crire :
x(k) =
n∑
i=1
ω(k)(ddcu
(k)
i,1 ) ∧ · · · ∧ (dd
cu
(k)
i,qi
) ∧ δZ
et x =
n∑
i=1
ω(ddcui,1) ∧ · · · ∧ (dd
cui,qi) ∧ δZ ,
ou` pour tout 1 6 i 6 n, ω
(k)
i tend vers ωi dans A
∗(U) quand k tend vers +∞
et u
(k)
i,1 , . . . , u
(k)
i,qi
converge uniforme´ment sur U vers ui,1, . . . , ui,qi respectivement
quand k tend vers +∞, et ou` pour tout 1 6 i 6 n et tout k ∈ N les formes ω
(k)
i
et ωi sont ferme´es.
Remarque 4.4.9. D’apre`s le the´ore`me (4.2.5) les quatre notions de convergence
introduites aux de´finitions (4.4.5), (4.4.6), (4.4.7) et (4.4.8) sont plus fortes que
la convergence faible au sens des courants.
Remarque 4.4.10. L’application ddc : Bp,plog,0(X)→ B
p+1,p+1
0 (X) envoie l’ensem-
ble des suites convergeant fortement au sens BT dans l’ensemble des suites con-
vergeant fortement au sens BTR.
Remarque 4.4.11. L’application ddc : Bp,p(X) → Bp+1,p+10 (X) envoie l’ensem-
ble des suites convergeant au sens BTR dans l’ensemble des suites convergeant
fortement au sens BTR.
De´finition 4.4.12. On note Cp,p(X) (resp. Cp,plog(X)) l’ensemble des limites des
suites de Ap,p(X) convergeant dans Bp,p(X) (resp. dans Bp,plog(X)) au sens BTR
(resp. au sens BT).
On note Cp,p0 (X) (resp. C
p,p
log,0(X))l’ensemble des limites des suites de A
p,p(X)
convergeant fortement dans Bp,p0 (X) (resp. dans B
p,p
log,0(X)) au sens BTR (resp.
au sens BT).
Soient x ∈ Bp,p(X) et y ∈ Br,rZ,log(X). Sur un ouvert U ⊂ X assez petit, on peut
e´crire :
x =
n∑
i=1
ωi(dd
cui,1) ∧ · · · ∧ (dd
cui,qi)
et y =
m∑
j=1
ηjvj,1(dd
cvj,2) ∧ · · · ∧ (dd
cvj,rj) ∧ δZ ,
ou` pour tout 1 6 i 6 n, ωi ∈ A
p−qi,p−qi(U) et ui,1, . . . , ui,qi sont des fonc-
tions plurisousharmoniques continues sur U ; et ou` pour tout 1 6 j 6 n, on
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a ηj ∈ A
p−q−rj+1,p−q−rj+1(U) et vj,1, . . . , vj,rj sont des fonctions plurisoushar-
moniques continues sur U . A partir de ces donne´es, on de´finit un courant de
Bp+r,p+rZ,log (U) que l’on note provisoirement [x · y](U), par la formule :
[x · y](U) =
n∑
i=1
m∑
j=1
ωiηjvj,1(dd
cui,1) ∧ · · · ∧ (dd
cui,qi) ∧ (dd
cvj,2) ∧ · · · ∧ (dd
cvj,rj) ∧ δZ .
Proposition 4.4.13. Le courant [x · y](U) ainsi de´fini ne de´pend que de x et de
y.
De´monstration. Par line´arite´, on se rame`ne au cas ou` Z est effectif. Le proble`me
e´tant local, on se restreint a` un ouvert U ′ ⊂ U tel qu’il existe une suite (δ(n)Z )n∈N de
formes C∞ ferme´es et positives sur U ′ convergeant faiblement au sens des courants
vers δZ . On suit alors mutatis mutandis la de´monstration de la proposition (4.3.6)
en utilisant le the´ore`me (4.2.5).
On de´duit imme´diatement de ce qui pre´ce`de :
Proposition-de´finition 4.4.14. Soient x ∈ Bp,p(X) et y ∈ Br,rZ,log(X). Il existe
un unique e´le´ment de Bp+r,p+rZ,log (X) que l’on note x · y et qu’on appelle produit de
x et de y, dont la restriction a` tout ouvert U ⊂ X assez petit co¨ıncide avec le
courant [x · y](U) de´fini a` la proposition (4.4.13).
Plus ge´ne´ralement, soient x ∈ B∗(X) et y ∈ B∗Z,log(X), on appelle produit de x
et de y et on note encore x · y le produit gradue´ de x et de y.
Remarque 4.4.15. On de´finit de fac¸on similaire un produit :
( · ) : B∗log(X)× B
∗
Z(X) −→ B
∗
Z,log(X).
Remarque 4.4.16. Du fait de l’inclusion B∗(X) ⊂ B∗log(X) = B
∗
X,log(X), on
dispose d’un produit ( · ) : B∗(X) × B∗log(X) → B
∗
log(X). Ce produit co¨ıncide
avec le produit de´fini a` la proposition (4.3.7).
La proposition suivante est une conse´quence directe des de´finitions :
Proposition 4.4.17. Le produit de´fini a` la proposition (4.4.14) munit B∗(X)
d’une structure d’alge`bre associative commutative unife`re et gradue´e et B∗Z,log(X)
d’une structure de B∗(X)-module qui e´tend sa structure usuelle de A∗(X)-module.
La proposition suivante montre que le produit de´fini a` la proposition (4.4.14)
se comporte bien vis-a`-vis des convergences ordinaires ou fortes au sens BT et
BTR :
Proposition 4.4.18. Le produit :
( · ) : B∗(X)×B∗Z,log(X) −→ B
∗
Z,log(X),
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est compatible avec les convergences au sens BTR et BT sur B∗(X) et B∗Z,log(X)
respectivement. Sa restriction :
( · ) : B∗0(X)×B
∗
Z,log,0(X) −→ B
∗
Z,log,0(X),
est compatible avec les convergences fortes au sens BTR et BT sur B∗0(X) et
B∗Z,log,0(X) respectivement.
De´monstration. C’est une conse´quence imme´diate des de´finitions.
Remarque 4.4.19. Soient ϕ ∈ Cp,plog,0(X), ϕ
′ ∈ Cq,qlog,0(X) et ϕ
′′ ∈ Cr,r0 (X), on a
ϕddcϕ′ ∈ Cp+q+1,p+q+1log,0 (X) et ϕϕ
′′ ∈ Cp+r,p+rlog,0 (X).
The´ore`me 4.4.20. Soit f : X → Y un morphisme de varie´te´s projectives com-
plexes. Il existe un unique morphisme de groupes gradue´s :
f ∗ : B∗log(Y ) −→ B
∗
log(X),
tel que les assertions suivantes soient ve´rifie´es :
1. f ∗ restreint a` A∗(Y ) co¨ıncide avec l’application image inverse usuelle.
2. f ∗ respecte la convergence au sens BT.
3. On a f ∗(B∗(Y )) ⊂ B∗(X), f ∗(B∗0(Y )) ⊂ B
∗
0(X) et f
∗(B∗log,0(Y )) ⊂ B
∗
log,0(Y ).
4. f ∗ restreint a` B∗(Y ) (resp. a` B∗0(Y ), resp. a` B
∗
log,0(Y )) respecte la con-
vergence au sens BTR (resp. la convergence forte au sens BTR, resp. la
convergence forte au sens BT).
5. Si x ∈ B∗(Y ) et y ∈ B∗log(Y ), alors on a :
f ∗(x · y) = f ∗(x) · f ∗(y).
6. Soit g : V → X un autre morphisme de varie´te´s projectives complexes. On
a : (f ◦ g)∗ = g∗ ◦ f ∗.
De´monstration. Le morphisme f : X → Y peut se factoriser comme la composi-
tion d’une immersion ferme´e i : X →֒ PnY pour n assez grand, et de la projection
π : PnY → Y qui est un morphisme lisse. On va de´finir π
∗ et i∗, puis poser
f ∗ = i∗ ◦ π∗.
Comme π est lisse, π∗ : D∗(Y ) → D∗(X) est de´fini en toute ge´ne´ralite´ et
sa restriction a` B∗log(Y ) ve´rifie les assertions (1) a` (6) d’apre`s les propositions
(4.3.13), (4.3.15), (4.3.16) et (4.3.17).
On donne a` pre´sent une construction de i∗. Soit x ∈ B∗log(Y ) ; sur tout ouvert
U d’un recouvrement suffisamment fin de Y , on peut e´crire :
x =
n∑
j=1
ωjuj,1(dd
cuj,2) ∧ · · · ∧ (dd
cuj,qj),
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ou` pour tout 1 6 j 6 n, ωj ∈ A
∗(U) et uj,1, . . . , uj,qj sont des fonctions plurisous-
harmoniques continues sur U . On pose :
i∗(x)(i−1(U)) =
n∑
i=1
i∗(ωj)(uj,1 ◦ i)(dd
cuj,2 ◦ i) ∧ · · · ∧ (dd
cuj,qj ◦ i) ∈ B
∗
log(i
−1(U)).
Le morphisme image directe i∗ : D
∗(X)→ D∗(Y ) e´tant injectif, le courant i∗(x)
est l’unique courant tel que :
i∗(i
∗(x)) = x · δi(X),
ce qui montre que le morphisme i∗ est bien de´fini. On de´duit aise´ment des
de´finitions que i∗ ve´rifie les assertions (1) a` (6).
Les morphismes π∗ et i∗ e´tant de´finis, on pose f ∗ = i∗ ◦ π∗. Par composition,
f ∗ ve´rifie les assertions (1) a` (5). Il faut montrer que f ∗ ne de´pend pas de la
de´composition f = π ◦ i utilise´e pour le de´finir. Pour cela, on montre que les
assertions (1) et (2) caracte´risent f ∗ de manie`re unique.
Soit x ∈ B∗log(X). En utilisant une partition de l’unite´ associe´e a` un recouvre-
ment suffisamment fin de Y , on peut supposer que le support de x est contenu
dans un ouvert U ⊂ X tel que l’on puisse e´crire :
x =
n∑
j=1
ωjuj,1(dd
cuj,2) ∧ · · · ∧ (dd
cuj,qj),
ou` pour tout 1 6 j 6 n, ωj est une forme C
∞ dont le support est contenu dans
U et uj,1, . . . , uj,qj sont des fonctions plurisousharmoniques continues sur U . Par
re´gularisation, on peut trouver pour tout 1 6 j 6 n des suites (u
(k)
j,1 )k∈N, . . . ,(u
(k)
j,qj
)k∈N
de fonctions plurisousharmoniques C∞ convergeant uniforme´ment vers uj,1, . . . ,uj,qj
respectivement sur U .
Posons, pour tout k ∈ N,
x(k) =
n∑
j=1
ωju
(k)
j,1 (dd
cu
(k)
j,2 ) ∧ · · · ∧ (dd
cu
(k)
j,qj
).
On de´duit de l’assertion (2) que la suite (f ∗(x(k)))k∈N converge faiblement vers
f ∗(x). Comme d’autre part les formes images inverses f ∗(x(k)) pour k ∈ N ne
de´pendent pas, d’apre`s l’assertion (1), de la de´composition choisie, il en est de
meˆme pour f ∗(x).
L’assertion (6) se montre de fac¸on similaire.
Remarque 4.4.21. Les ope´rateurs f ∗ et ddc commutent.
Remarque 4.4.22. Si ϕ ∈ B0log,0(X), alors f
∗(ϕ) = ϕ ◦ f .
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Remarque 4.4.23. Si i : X →֒ Y est une immersion ferme´e et ϕ ∈ B∗log(Y ), on
de´duit de la construction donne´e au the´ore`me (4.4.20) que :
i∗(i
∗(ϕ)) = ϕ · δi(X).
4.5. Me´triques admissibles.
Dans cet article, on appellera fibre´ en droites hermitien sur X tout couple
L = (L, ‖.‖) forme´ d’un fibre´ en droites holomorphe L sur X et d’une me´trique
hermitienne continue sur L.
On conside`re U ⊂ X un ouvert et s1 et s2 deux sections holomorphes de L ne
s’annulant pas sur U . Il existe alors une fonction h holomorphe et ne s’annulant
pas sur U telle que s2 = h · s1. On en de´duit que :
ddc(− log ‖s2‖
2) = −ddc log |h|2 + ddc(− log ‖s1‖
2) = ddc(− log ‖s1‖
2).
Cette remarque justifie la de´finition suivante :
De´finition 4.5.1. Soit L = (L, ‖.‖) un fibre´ en droites hermitien sur X . On
appelle premier courant de Chern de L et on note c1(L) ∈ D
1,1(X) le courant
de´fini localement par l’e´galite´ :
c1(L) = dd
c(− log ‖s‖2),
ou` s est une section locale holomorphe et ne s’annulant pas du fibre´ L.
Proposition 4.5.2. Soient L1 et L2 des fibre´s en droites hermitiens sur X. On
a la relation :
c1(L1 ⊗ L2) = c1(L1) + c1(L2).
De´monstration. C’est une conse´quence imme´diate de la de´finition (4.5.1).
L’e´nonce´ suivant est une extension imme´diate de la formule de Poincare´-Lelong
classique au cas des fibre´s hermitiens quelconques :
The´ore`me 4.5.3. (formule de Poincare´-Lelong ge´ne´ralise´e). Soit L = (L, ‖.‖)
un fibre´ en droites hermitien sur X et s une section me´romorphe de L sur X non
identiquement nulle sur chaque composante connexe de X. On a l’e´galite´ entre
courants :
ddc(− log ‖s‖2) + δdiv s = c1(L).
De´finition 4.5.4. Soit L = (L, ‖.‖) un fibre´ en droites hermitien. La me´trique
‖.‖ est dite positive (resp. strictement positive) si et seulement si c1(L, ‖.‖) > 0 sur
X (resp. pour toute forme de Ka¨hler α sur X et tout ouvert U d’un recouvrement
suffisamment fin de X , il existe ε ∈ R+∗ tel que c1(L, ‖.‖) > εα sur U).
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De´finition 4.5.5. Soit L un fibre´ en droites holomorphe sur X . Une me´trique
‖.‖ continue et positive sur L est dite admissible s’il existe une suite (‖.‖n)n∈N de
me´triques positives de classe C∞ sur L, convergeant uniforme´ment vers ‖.‖ sur
X .
On appelle fibre´ admissible sur X un fibre´ en droites holomorphe muni d’une
me´trique admissible sur X .
Proposition 4.5.6. Soient L1 = (L1, ‖.‖1), . . . , Lq = (Lq, ‖.‖q) des fibre´s en
droites admissibles sur X et s1, . . . , sq des sections me´romorphes non identique-
ment nulles, sur chaque composante connexe de X, de L1, . . . , Lq respectivement,
et telles que les cycles div s1, . . . , div sq soient d’intersection propre (i.e. tels que
codim(div sj1 ∩ · · · ∩ div sjm) > m pour tout choix d’indices j1 < · · · < jm dans
{1, . . . , q}). Pour tout 1 6 i 6 q, le courant :
(− log ‖si‖
2
i )c1(L1) · · · c1(Li−1) · δdiv si+1 · · · δdiv sq ,
est bien de´fini et est un e´le´ment de A
q−1,q−1
log (X).
De´monstration. Le proble`me e´tant local, on se rame`ne par line´arite´ au cas ou`
s1, . . . , sq sont holomorphes au-dessus d’un ouvert U . La proposition est alors une
conse´quence directe de la formule de Poincare´-Lelong ge´ne´ralise´e (4.5.3), du fait
que pour tout 1 6 i 6 q, c1(Li) ∈ A
1,1
(X), et des de´finitions.
Proposition 4.5.7. Soit L = (L, ‖.‖) un fibre´ admissible sur X compacte. Il
existe une suite croissante de me´triques C∞ positives convergeant uniforme´ment
vers ‖.‖.
De´monstration. Soit (‖.‖n)n∈N une suite de me´triques C
∞ positives sur L con-
vergeant uniforme´ment vers ‖.‖. Pour tout n ∈ N, on note ϕ(n) le plus petit
entier positif tel que : ∣∣∣∣ ‖.‖ϕ(n)‖.‖ − 1
∣∣∣∣ < 12n+2 .
On choisit alors un re´el λn dans ]0, 1[ tel que :(
1−
1
2n
)
< λn
‖.‖ϕ(n)
‖.‖
<
(
1−
1
2n+1
)
.
On a donc construit une application croissante ϕ : N → N et une suite de re´els
(λn)n∈N dans ]0, 1[ tendant vers 1 tels que la suite des me´triques ‖.‖
′
n = λn‖.‖ϕ(n)
pour n ∈ N soit croissante sur X . Comme c1(L, ‖.‖
′
n) = c1(L, ‖.‖ϕ(n)) > 0 pour
tout n ∈ N et que (‖.‖′n)n∈N converge uniforme´ment vers ‖.‖ sur X , la proposition
est de´montre´e.
Exemple 4.5.8.
– Toute me´trique positive C∞ est admissible (prendre ‖.‖n = ‖.‖).
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– Soient P(∆) une varie´te´ torique projective lisse et L un fibre´ en droites
engendre´ par ses sections globales au-dessus de P(∆) ; la me´trique canonique
‖.‖L,∞ introduite a` la proposition (3.4.1) est admissible (voir prop. 3.3.12).
– Plus ge´ne´ralement, soit L un fibre´ en droites holomorphe engendre´ par ses
sections globales holomorphes au-dessus d’une varie´te´ X que l’on suppose
compacte. Soit ϕ : X → X un morphisme surjectif tel que ϕ∗(L)
ΦL
≃ Lk, avec
k un entier > 1 ; on munit L d’une me´trique de Zhang ‖.‖Zh pour ϕ (i.e. une
me´trique continue telle que ϕ∗ (L, ‖.‖Zh)
ΦL
≃ (L, ‖.‖Zh)
k). Le fibre´ hermitien
(L, ‖.‖Zh) est admissible. (Prendre sur L une me´trique ‖.‖0 positive C
∞, puis
conside´rer la suite de me´triques (‖.‖n)n∈N de´finie par la re´currence :
‖.‖n = (Φ
∗
L ϕ
∗ ‖.‖n−1)
1/k .
Les me´triques ‖.‖n sont positives et C
∞, et la suite (‖.‖n)n∈N converge uni-
forme´ment vers ‖.‖Zh sur X d’apre`s ([Zha], th. 2.2)).
4.6. Un the´ore`me d’approximation globale.
Le the´ore`me suivant montre que pour un fibre´ ample, les notions de me´triques
positives et de me´triques admissibles sont e´quivalentes :
The´ore`me 4.6.1. Soit X une varie´te´ complexe projective et L un fibre´ en droites
ample sur X. Toute me´trique positive sur L est admissible.
Pour de´montrer le the´ore`me (4.6.1) on utilise une me´thode de re´gularisation
et de recollement essentiellement due a` Richberg (cf. [Ri]). On s’inspire ici de la
pre´sentation donne´e dans ([De3], §1.5.C).
Soit θ : R → R+ une fonction C∞ dont le support est inclus dans [−1, 1] et
telle que
∫
R
θ(t) dt = 1 et
∫
R
tθ(t) dt = 0.
Lemme 4.6.2. Pour tout η = (η1, . . . , ηp) ∈]0,+∞[
p, la fonction :
Mη(t1, . . . , tp) =
∫
Rp
max{t1 + h1, . . . , tp + hp}
∏
16j6p
θ (hj/ηj) dh1 . . . dhp,
ve´rifie les proprie´te´s suivantes :
1. Mη(t1, . . . , tp) est croissante en chacune des variables et est convexe et C
∞
sur Rp.
2. On a : max{t1, . . . , tp} 6 Mη(t1, . . . , tp) 6 max{t1 + η1, . . . , tp + ηp}.
3. On a : Mη(t1, . . . , tp) = M(η1,...,η̂j ,...,tp)(t1, . . . , t̂j , . . . , tp) de`s que tj + ηj 6
maxk 6=j{tk − ηk}.
4. Mη(t1 + a, . . . , tp + a) =Mη(t1, . . . , tp) + a pour tout a ∈ R.
5. Si u1, . . . , up sont plurisousharmoniques sur X et ve´rifient dd
cuj > α, ou`
α ∈ A1,1(X), alors u = Mη(u1, . . . , up) est plurisousharmonique et satisfait
a` l’ine´galite´ ddcu > α.
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De´monstration. Voir ([De3], Lemme 1.5.16).
On peut passer a` la de´monstration du the´ore`me :
On note ‖.‖ la me´trique positive conside´re´e. Quitte a` conside´rer une puissance
tensorielle assez grande de L, on peut supposer L tre`s ample.
On suppose dans un premier temps que la me´trique ‖.‖ est strictement positive.
On note α une forme de Ka¨hler sur X telle que c1(L, ‖.‖) > α. On choisit S =
{s1, . . . , sN} une Z-base des sections holomorphes de L au-dessus de X . Pour
tout i ∈ {1, . . . , N} on note ui = − log ‖si‖
2 ∈ Psh(X). Pour i et j e´le´ments de
{1, . . . , N}, on note fi,j la fonction me´romorphe de´finie par si = fi,jsj. Pour tout
couple (Ω, x) forme´ d’un point x ∈ X et d’un ouvert Ω ⊂ X le contenant, on
dit que Ω est une boule centre´e en x de rayon r s’il existe une carte (V, ϕ) de X
contenant Ω telle que ϕ(x) = 0 et que ϕ(Ω) soit une boule centre´e en 0 de rayon
r dans CdimX .
On choisit (Ωα)α∈A un recouvrement ouvert fini de X ve´rifiant les proprie´te´s
suivantes :
1. Pour tout α ∈ A, l’ouvert Ωα est une boule centre´e en un point 0α ∈ Ωα de
rayon rα dans une carte (Vα, ϕα) de X .
2. Pour tout α ∈ A, il existe siα ∈ S qui ne s’annule pas sur un voisinage Uα
de Ωα.
Comme L est tre`s ample et donc engendre´ par ses sections globales, un tel recou-
vrement existe toujours.
On choisit λ un e´le´ment de ]0, 1[. Pour tout α ∈ A, on peut construire par
re´gularisation (voir par exemple [De3], th. 1.5.5) une famille
(
u
(ε)
α
)
ε∈R+∗
d’e´le´ments
de Psh(Ωα) ∩ C
∞(Ωα) telle que u
(ε)
α soit une fonction croissante de ε et que :
∀ε ∈ R+∗, ‖uiα − u
(ε)
α ‖Ωα,∞ < ε.
Pour tout α ∈ A, on choisit Ω′′α ⊂ Ω
′
α ⊂ Ωα des boules concentriques de rayon
respectif r′′α < r
′
α < rα dans la carte Vα, et telles que la famille (Ω
′′
α)α∈A forme
encore un recouvrement de X .
Soient εα et γα deux nombres re´els strictement positifs que l’on fixera par la
suite. Pour tout z ∈ Ωα, on pose (dans le syste`me de coordonne´es relatif a` la
carte (Vα, ϕα)),
v(εα,γα)α (z) = u
(εα)
α (z) + γα(r
′2
α − |z|
2).
Pour εα < εα,0 et γα < γα,0 assez petits, on a v
(εα,γα)
α 6 uiα + λ/2 et dd
cv
(εα,γα)
α >
(1− λ)α sur Ωα. On pose :
ηα = γαmin
{
r′
2
α − r
′′2
α, (r
2
α − r
′2
α)
/
2
}
.
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On choisit tout d’abord γα < γα,0 tel que ηα < λ/2, puis on choisit εα < εα,0
suffisamment petit pour que l’on ait :
uiα 6 u
(εα)
α < uiα + ηα
sur Ωα. Comme γα
(
r′2α − |z|
2
)
est infe´rieur a`−2ηα sur ∂Ωα et strictement supe´rieur
a` ηα sur Ω
′′
α, on a : v
(εα,γα)
α < uiα − ηα sur ∂Ωα et v
(εα,γα)
α > uiα + ηα sur Ω
′′
α.
Pour tout i ∈ {1, . . . , N}, on de´finit maintenant sur Ωα la fonction :
u˜i,α = v
(εα,γα)
α +
(
− log |fi,iα|
2
)
.
D’apre`s ce qui pre´ce`de, les fonctions u˜i,α ve´rifient les assertions suivantes :
1. u˜i,α 6 ui + λ/2 sur Ωα.
2. u˜i,α < ui − ηα sur ∂Ωα.
3. u˜i,α > ui + ηα sur Ω
′′
α.
4. u˜i,α est C
∞ sur Ωα − div si, et on a : dd
cu˜i,α > (1− λ)α.
Graˆce aux (2) et (3) ci-dessus et au (3) du lemme (4.6.2), on peut de´finir pour
tout i ∈ {1, . . . , N} la fonction :
u˜i : X− div si −→R
z −→M(ηα) (u˜i,α(z)) .
La fonction u˜i est C
∞ d’apre`s le (1) du lemme (4.6.2), et plurisousharmonique
d’apre`s le (5) de (4.6.2). De plus, elle ve´rifie l’encadrement :
ui < ui +min
α∈A
ηα < u˜i 6 ui + λ.(4.5)
Enfin, pour tout i et j e´le´ments de {1, . . . , N}, on a :
u˜j = u˜i +
(
− log |fj,i|
2
)
,(4.6)
d’apre`s le (4) du lemme (4.6.2).
Soit U un ouvert de X suffisamment petit pour qu’il existe si ∈ S ne s’annulant
pas sur U . Soit s une section re´gulie`re de L au-dessus de U . On pose :
‖s‖λ =
∣∣∣∣ ssi
∣∣∣∣ e−u˜i/2.
Graˆce a` l’e´galite´ (4.6), la de´finition ci-dessus ne de´pend pas du choix de si
et de´finit par recollement une norme C∞ positive sur L. De plus, on tire des
de´finitions l’e´galite´ :
‖s‖λ
‖s‖
= e
ui−u˜i
2 ,
ce qui donne l’encadrement :
e−λ/2 6
‖s‖λ
‖s‖
6 1,
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d’apre`s l’encadrement (4.5).
En faisant tendre λ vers 0, on extrait de la famille (‖.‖λ)λ∈]0,1[ une suite crois-
sante de me´triques C∞ positives convergeant uniforme´ment vers ‖.‖ sur X . Le
the´ore`me est donc de´montre´ dans le cas ou` ‖.‖ est strictement positive sur X .
On s’inte´resse de´sormais au cas ou` ‖.‖ est suppose´e simplement positive. Comme
L est tre`s ample, il existe sur L une me´trique ‖.‖′ qui est C∞ et strictement pos-
itive. Pour tout n ∈ N, la me´trique ‖.‖n = (‖.‖)
1−1/n · (‖.‖′)1/n est strictement
positive. D’apre`s le re´sultat que l’on vient de de´montrer, elle est donc approchable
uniforme´ment par des me´triques C∞ positives sur X . Comme ‖.‖n tend uni-
forme´ment vers ‖.‖ quand n tend vers +∞, on en de´duit que ‖.‖ est approchable
uniforme´ment par des me´triques C∞ positives.
4.7. Fibre´s en droites inte´grables.
Suivant Zhang, on introduit a` pre´sent une nouvelle classe de fibre´s en droites
plus ge´ne´rale que celle des fibre´s admissibles. On conserve ici la terminologie de
Zhang (cf. [Zha], §1.5) :
De´finition 4.7.1. Soit L = (L, ‖.‖) un fibre´ en droites hermitien sur X . Le fibre´
L est dit inte´grable sur X ou plus simplement inte´grable si et seulement s’il existe
E1 et E2 deux fibre´s admissibles sur X tels que :
L = E1 ⊗ (E2)
−1.
Exemple 4.7.2.
– Supposons X projective ; tout fibre´ en droites L = (L, ‖.‖) muni d’une
me´trique C∞ est inte´grable (conside´rer L ⊗ H
n
, ou` H est un fibre´ ample
muni d’une me´trique C∞ strictement positive sur X).
– Soient P(∆) une varie´te´ torique projective lisse et L∞ = (L, ‖.‖L,∞) un
fibre´ en droites sur P(∆) muni de sa me´trique canonique, (L(C), ‖.‖L,∞) est
inte´grable sur P(∆)(C) (cf. prop. (3.3.8) et (3.3.12)).
Proposition 4.7.3. Soient E et F deux fibre´s admissibles (resp. inte´grables) sur
X ; leur produit tensoriel E ⊗ F est admissible (resp. inte´grable) sur X.
De´monstration. On suppose tout d’abord que E = (E, ‖.‖E) et F = (F, ‖.‖F )
sont admissibles. On a c1(E ⊗ F ) = c1(E) + c1(F ) > 0 d’apre`s (4.5.2). De plus,
si
(
‖.‖
(n)
E
)
n∈N
et
(
‖.‖
(n)
F
)
n∈N
sont deux suites de me´triques C∞ positives con-
vergeant uniforme´ment sur X vers ‖.‖E et ‖.‖F respectivement, alors la suite
donne´e par
(
‖.‖
(n)
E ⊗ ‖.‖
(n)
F
)
n∈N
est une suite de me´triques positives C∞ con-
vergeant uniforme´ment sur X vers ‖.‖E ⊗ ‖.‖F ; on en de´duit que E ⊗ F est
admissible sur X .
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On suppose maintenant que E et F sont inte´grables sur X . On peut donc
trouver E1, E2, F 1 et F 2 des fibre´s admissibles sur X tels que E = E1 ⊗ (E2)
−1
et F = F 1 ⊗ (F 2)
−1. On tire :
E ⊗ F =
(
E1 ⊗ F 1
)
⊗
(
E2 ⊗ F 2
)−1
,
et comme E1 ⊗ F 1 et E2 ⊗ F 2 sont admissibles d’apre`s ce qui pre´ce`de, on en
de´duit que E ⊗ F est inte´grable.
Proposition 4.7.4. Soient X et Y deux varie´te´s complexes et f : Y → X une
application holomorphe. Si L est un fibre´ en droites admissible (resp. inte´grable)
sur X, alors f ∗(L) est admissible (resp. inte´grable) sur Y .
De´monstration. C’est une conse´quence directe des de´finitions.
Proposition 4.7.5. Soit L un fibre´ en droites hermitien inte´grable sur X ; on
a :
c1(L) ∈ C
1,1
0 (X) ⊂ A
1,1
(X).
De´monstration. C’est une conse´quence directe des de´finitions (4.3.3), (4.4.12)
et (4.7.1).
The´ore`me 4.7.6. Supposons X projective. Soient L1, . . . , Lp des fibre´s en droi-
tes hermitiens inte´grables sur X et α ∈ A
∗
log(X) un courant ferme´ ; on a l’e´galite´
des classes :
[c1(L1) · · · c1(Lp) · α] = c1(L1) · · · c1(Lp) · [α],
en cohomologie de de Rham des courants, ou` l’on a note´ [c1(L1) · · · c1(Lp) · α]
et [α] les classes des courants c1(L1) · · · c1(Lp) · α et α, et ou` c1(L1), . . . , c1(Lp)
de´signent les premie`res classes de Chern des fibre´s L1, . . . , Lq respectivement.
De´monstration. Par polarisation, il suffit de de´montrer le re´sultat pour (L1, ‖.‖1),
. . . , (Lp, ‖.‖p) des fibre´s en droites admissibles. Soient
(
‖.‖
(n)
1
)
n∈N
, . . . ,
(
‖.‖
(n)
p
)
n∈N
des suites croissantes de me´triques C∞ positives sur L1, . . . , Lp convergeant vers
les me´triques ‖.‖1, . . . , ‖.‖p respectivement. On a :
c1
(
L1, ‖.‖
(n)
1
)
· · · c1
(
Lp, ‖.‖
(n)
p
)
· α tend vers c1(L1) · · · c1(Lp) · α
au sens de la topologie faible des courants, et donc :
[c1
(
L1, ‖.‖
(n)
1
)
· · · c1
(
Lp, ‖.‖
(n)
p
)
· α] tend vers [c1(L1) · · · c1(Lp) · α]
pour la topologie naturelle sur H∗DR(X). On de´duit le re´sultat de l’e´galite´ :
[c1
(
L1, ‖.‖
(n)
1
)
· · · c1
(
Lp, ‖.‖
(n)
p
)
· α] = c1(L1) · · · c1(Lp) · [α]
valable pour tout n ∈ N.
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5. Groupes de Chow arithme´tiques ge´ne´ralise´s
5.1. The´orie classique de Gillet-Soule´.
On suit ici ([GS1] et [BGS], §2.1). Soit K un corps de nombre, OK son anneau
d’entier et S = Spec(OK) le sche´ma associe´. Pour tout plongement σ : K → C et
pour tout sche´ma X sur SpecK ou sur S, on note Xσ le sche´ma sur C de´duit de
X par le changements de base SpecC→ SpecK. De meˆme, si f : X → Y est un
morphisme de sche´mas sur K, on note fσ : Xσ → Yσ le morphisme de sche´mas
sur C induit par changement de base.
Une varie´te´ arithme´tique est par de´finition un sche´ma π : X → S, plat, projec-
tif, inte`gre et re´gulier sur S. En particulier la fibre ge´ne´rique XK = X×S SpecK
est lisse. On note d = dimK XK .
Pour toute varie´te´ arithme´tique X et tout entier p positif, on note Zp(X) (resp.
Zp(X)) le groupe des cycles sur X de dimension p (resp. codimension p). Pour
un tel cycle Z, on note |Z| ⊂ X le support de Z.
On note X(C) les points complexes du sche´ma X ; c’est la re´union disjointe∐
σ:K →֒CXσ(C). Soit F∞ : X(C)→ X(C) l’involution antiholomorphe provenant
de l’action de la conjugaison complexe sur les coordonne´es des points complexes
de X . On note Ap,p(XR) (resp. D
p,p(XR)) l’ensemble des formes re´elles α ∈
Ap,p(X(C)) (resp. des courants re´els α ∈ Dp,p(X(C))) tels que F ∗∞(α) = (−1)
pα.
On note A˜p,p(XR) (resp. D˜
p,p(XR)) le quotient A
p,p(XR)/ (Im ∂ + Im ∂) (resp.
le quotient Dp,p(XR)/ (Im ∂ + Im ∂)). On note e´galement Z
p,p(XR) = Ker{d :
Ap,p(XR)→ A
2p+1(X(C))} ⊂ Ap,p(XR).
Tout cycle irre´ductible Z ∈ Zp(X) de´finit un courant δZ ∈ D
p,p(XR) par
inte´gration sur l’ensemble de ses points complexes. Si Z =
∑
i∈I niZi ou` Zi est
irre´ductible, on pose :
δZ =
∑
i∈I
niδZi(C).
Un courant de Green pour Z est un courant g ∈ Dp−1,p−1(XR) tel que dd
cg + δZ
est une forme C∞.
Soit X une varie´te´ arithme´tique. On note Ẑp(X) le groupe forme´ des couples
de la forme (Z, g), ou` Z ∈ Zp(X) et g est un courant de Green pour Z, muni
de la loi d’addition composante par composante. Soit R̂p(X) ⊂ Ẑp(X) le sous-
groupe engendre´ par les paires de la forme (0, ∂u + ∂v) et (div(f),− log |f |2),
ou` f ∈ k(Y )∗ est une fonction rationnelle non identiquement nulle sur un sous
sche´ma inte`gre Y ⊂ X de codimension p−1, et ou` pour simplifier les notations on
a e´crit − log |f |2 pour de´signer [− log |f |2]Y (C), le courant sur X(C) dont l’action
sur les formes diffe´rentielles est obtenue par restriction a` la partie lisse de Y (C)
puis l’inte´gration contre la fonction − log |f |2.
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Le groupe de Chow arithme´tique de codimension p de X est de´fini par :
ĈH
p
(X) = Ẑp(X)
/
R̂p(X).
On note Rpfin(X)Q l’espace des Q-cycles de la forme
∑
i qi div(fi), ou` qi ∈ Q et
fi ∈ k(Yi)
∗ est une fonction rationnelle non identiquement nulle sur Yi un sous-
sche´ma inte`gre de codimension p−1 contenu dans une fibre ferme´e du morphisme
π : X → S. On remarque que pour tout R ∈ Rpfin(X)Q, la classe de (R, 0) dans
ĈH
p
(X)Q est nulle.
Une K1-chaine de codimension p dans X est un e´le´ment du groupe⊕
x∈X(p−1) k(x)
∗, ou` X(p−1) de´signe l’ensemble des sous-sche´mas ferme´s inte`gres
de codimension p−1 dans X . Si f =
∑
i∈I [fWi ], ou` Wi ∈ X
(p−1) et fWi ∈ k(Wi)
∗,
est une K1-chaine de codimension p, on pose :
div f =
∑
i∈I
div(fWi) ∈ Z
p(X),
− log |f |2 =
∑
i∈I
[− log |fWi|
2]Wi(C) ∈ D
p−1,p−1(XR),
d̂iv f = (div f,− log |f |2) ∈ Ẑp(X);
et on appelle support de f la fermeture de la re´union desWi. Si Z = {Z1, . . . , Zn}
est une famille de sous-sche´mas ferme´s inte`gres de X , on dit que la K1-chaine
f =
∑
i∈I [fWi] et la famille Z s’intersectent presque proprement si pour tout Wi
et tout Zj ∈ Z , les cycles div(Wi) et Zj s’intersectent proprement.
On dispose de trois morphismes de groupes de´finis comme suit :
ζ : ĈH
p
(X) −→CHp(X)
[(Z, g)] 7−→[Z],
ω : ĈH
p
(X) −→Ap,p(XR)
[(Z, g)] 7−→ddcg + δZ ,
et
a : A˜p−1,p−1(XR) −→ĈH
p
(X)
η 7−→[(0, η)].
Ces morphismes donnent lieu a` deux suites exactes :
CHp,p−1(X)
ρ
−→ A˜p−1,p−1(XR)
a
−→ ĈH
p
(X)
ζ
−→ CHp(X) −→ 0,(5.7)
CHp,p−1(X)
ρ
−→ Hp−1,p−1(XR)
a
−→ ĈH
p
(X)(5.8)
(ζ,−ω)
−→ CHp(X)⊕ Zp,p(XR)
cl+[.]
−→ Hp,p(XR) −→ 0,
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ou` CHp,p−1(X) est un groupe de´fini dans ([Gi], §8), ou` ρ est −2 fois le re´gulateur
de Beilinson (cf. [GS1], §3.3.5 et 3.5), ou` [.] est le morphisme “classe en coho-
mologie de De Rham” et ou` cl est l’application cycle.
Tout morphisme de sche´mas f : X → Y entre varie´te´s arithme´tiques induit un
morphisme de groupes :
f ∗ : ĈH
p
(Y ) −→ ĈH
p
(X).
De plus, on dispose d’un produit :
ĈH
p
(X)⊗ ĈH
q
(X) −→ ĈH
p+q
(X)Q,
que l’on peut en fait de´finir a` valeur dans ĈH
p+q
(X) quand X est lisse sur S.
Les morphismes ζ et ω de´finis ci-dessus sont des morphismes d’anneaux. On a
e´galement f ∗(x · y) = f ∗(x) · f ∗(y).
Enfin la formule suivante est utile dans la pratique. Soient η ∈ A˜∗(XR) et
x ∈ ĈH
∗
(X), on a :
a(η) · x = a(η ω(x)).
Pour plus de de´tails sur ces de´finitions et cette the´orie, voir [GS1].
5.2. Fibre´s en droites inte´grables sur une varie´te´ arithme´tique.
Soit π : X → SpecOK une varie´te´ arithme´tique de dimension relative d et
p un entier positif. On note A
p,p
(XR) (resp. A
p,p
(XR), resp. A
p,p
log(XR)) l’inter-
section A
p,p
(X(C)) ∩Dp,p(XR) (resp. l’intersection A
p,p
(X(C)) ∩Dp,p(XR), resp.
l’intersection A
p,p
log(X(C)) ∩D
p,p(XR)).
Un fibre´ en droites hermitiens sur X est un couple E = (E, ‖.‖) forme´ d’un fibre´
en droites E surX et d’une me´trique continue ‖.‖ sur E invariante sous l’action de
F∞. Un tel fibre´ est dit admissible lorsque le fibre´ holomorphe hermitien (EC, ‖.‖)
est admissible au sens de (4.5.5).
Un fibre´ en droites hermitien L est dit inte´grable si et seulement si il existe E1
et E2 deux fibre´s en droites hermitiens admissibles sur X tels que :
L = E1 ⊗
(
E2
)−1
.
Remarque 5.2.1. Si L = (L, ‖.‖) est un fibre´ en droites hermitiens inte´grable
sur X , alors le fibre´ holomorphe hermitien (L(C), ‖.‖) est inte´grable sur X(C) au
sens de (4.7.1).
Exemple 5.2.2.
1. Soit L = (L, ‖.‖) un fibre´ en droites hermitien sur X ; si ‖.‖ est C∞ sur
X(C), alors L est inte´grable sur X . (E´crire L ≃ (L⊗H
n
)⊗ (H
n
)∗, avec H
ample muni d’une me´trique C∞ strictement positive sur X(C) et n≫ 0).
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2. Soit L un fibre´ en droites ample muni d’une me´trique ‖.‖ continue et posi-
tive ; le fibre´ hermitien (L, ‖.‖) est admissible sur X d’apre`s (4.6.1).
3. Soient P(∆) une varie´te´ torique projective lisse et L∞ un fibre´ en droites sur
P(∆) muni de sa me´trique canonique ; L∞ est inte´grable sur P(∆) d’apre`s
(4.7.2).
On appelle forme diffe´rentielle ge´ne´ralise´e globale de type (p, p) tout e´le´ment
α ∈ A
p,p
(XR) pouvant s’e´crire sur X(C) sous la forme :
α =
n∑
i=1
ωic1(Li,1) . . . c1(Li,qi)
ou` pour tout 1 6 i 6 n, ωi ∈ A
∗(XR) et Li,1, . . . , Li,qi sont des fibre´s en
droites inte´grables sur X . On note A
p,p
g (XR) ⊂ A
p,p
(XR) l’ensemble des formes
diffe´rentielles ge´ne´ralise´es globales de type (p, p) sur X . C’est une R-alge`bre.
On note A˜
p,p
g (XR) l’image de A
p,p
g (XR) dans D˜
p,p(XR). On note e´galement
A
∗
g(XR) = ⊕p>0A
p,p
g (XR) et A˜
∗
g(XR) = ⊕p>0A˜
p,p
g (XR).
Remarque 5.2.3. L’espace A
∗
g(XR) est stable pour le produit de´fini au (4.3.6).
La structure d’alge`bre sur A
∗
(X(C)) induit donc une structure d’alge`bre associa-
tive commutative unife`re et gradue´e sur A
∗
g(XR).
Proposition 5.2.4. Si E est un fibre´ en droites inte´grable, alors (E)−1 est inte´grable.
De´monstration. C’est une conse´quence imme´diate des de´finitions.
Proposition 5.2.5. Soient E et F deux fibre´s en droites admissibles (resp. inte´grables) ;
leur produit tensoriel E ⊗ F est admissible (resp. inte´grable).
De´monstration. On suppose tout d’abord que E = (E, ‖.‖E) et F = (F, ‖.‖F )
sont admissibles. Le fibre´ holomorphe hermitien ((E ⊗ F )(C), ‖.‖E ⊗ ‖.‖F ) est
admissible sur X(C) d’apre`s (4.7.3), et donc E ⊗ F est admissible.
On suppose maintenant que E et F sont inte´grables. On peut donc trouver
E1, E2, F 1 et F 2 des fibre´s admissibles sur X tels que E ≃ E1 ⊗ (E2)
−1 et
F ≃ F 1⊗ (F 2)
−1 ; et donc E⊗F ≃ (E1⊗F 1)⊗ (E2⊗F 2)
−1, et comme E1⊗F 1
et E2 ⊗ F 2 sont admissibles d’apre`s ce qui pre´ce`de, on en de´duit que E ⊗ F est
inte´grable.
Les deux propositions pre´ce´dentes nous autorisent a` poser la de´finition suiv-
ante :
De´finition 5.2.6. Soit X une varie´te´ arithme´tique. On note P̂ic int(X) le groupe
forme´ des classes d’isomorphie isome´trique des fibre´s hermitiens inte´grables sur
X , et dont la structure de groupe est donne´e par le produit tensoriel.
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Proposition 5.2.7. Soient X et Y deux varie´te´s arithme´tiques et f : Y → X
un morphisme. Si L est un fibre´ en droites admissible (resp. inte´grable) sur X,
alors f ∗(L) est admissible (resp. inte´grable) sur Y .
L’application f ∗ : L 7→ f ∗(L) de´finit un morphisme de groupes :
f ∗ : P̂ic int(X) −→ P̂ic int(Y ).
De´monstration. C’est une conse´quence directe de (4.7.4) et des de´finitions.
5.3. Groupes de Chow arithme´tiques ge´ne´ralise´s.
Pour tout entier p > 0, on pose Ẑpgen(X) = Z
p(X)⊕Dp−1,p−1(XR) ; du fait de
l’inclusion R̂p(X) ⊂ Ẑpgen(X), on peut de´finir le groupe quotient :
C˜H
p
(X) = Ẑpgen(X)
/
R̂p(X).
On a imme´diatement l’inclusion ĈH
p
(X) ⊂ C˜H
p
(X). On dispose des morphismes
suivants :
ζ : C˜H
p
(X) −→CHp(X)
[(Z, g)] 7−→[Z],
ω : C˜H
p
(X) −→Dp,p(XR)
[(Z, g)] 7−→ddcg + δZ ,
et
a : A˜
p−1,p−1
(XR) −→C˜H
p
(X)
η 7−→[(0, η)],
dont les restrictions a` ĈH
p
(X) et A˜p−1,p−1(XR) respectivement co¨ıncident avec
ceux de´finis au (5.1).
De´finition 5.3.1. Soit L = (L, ‖.‖) un fibre´ en droites hermitien inte´grable sur
X . On appelle premie`re classe de Chern arithme´tique de L et on note cˆ1(L) la
classe dans C˜H
1
(X) de :
d̂iv s := (div s,− log ‖s‖2),
ou` s est une section rationnelle non nulle de L au-dessus de X .
Remarque 5.3.2. La classe cˆ1(L) est bien de´finie et ne de´pend pas du choix de
s. En effet, si s′ est une section rationnelle de L au-dessus de X , il existe f une
fonction rationnelle sur X telle que s′ = f · s, et l’on a :
d̂iv s′ = (f,− log |f |2) + d̂iv s.
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Proposition 5.3.3. Soit L = (L, ‖.‖) un fibre´ en droites inte´grable sur X, on
a :
ω(cˆ1(L)) = c1(L) ∈ A
1,1
g (XR) ∩ C
1,1
0 (XR)
et ζ(cˆ1(L)) = c1(L) ∈ CH
1(X).
De´monstration. La premie`re e´galite´ est une conse´quence directe de la formule
de Poincare´-Lelong ge´ne´ralise´e (4.5.3) ; la seconde e´galite´ re´sulte imme´diatement
des de´finitions.
Soient p et q deux entiers positifs (e´ventuellement nuls), et soient Z ∈ Zp(X)
un cycle de codimension p, g ∈ Dp−1,p−1(XR) un courant de Green pour Z et L1 =
(L1, ‖.‖1), . . . , Lq = (Lq, ‖.‖q) des fibre´s en droites admissibles sur X . On choisit
s1, . . . , sq des sections rationnelles non identiquement nulles sur X de L1, . . . , Lq
respectivement, telles que les cycles Y0 = Z, Y1 = div s1, . . . , Yq = div sq soient
d’intersection propre (i.e. tels que codim(Yj1 ∩ · · · ∩ Yjm) >
∑m
i=1 codimYji pour
tout choix d’indices j1 < · · · < jm dans {0, . . . , q}). On pose ω˜ = dd
cg + δZ .
Pour tout 1 6 i 6 q, on note e´galement δi = δdiv si ∈ A
1,1
(XR), gi = − log ‖si‖
2
i
et ωi = c1(Li) ∈ A
1,1
(XR). On de´finit a` partir de ces donne´es un e´le´ment de
Dp+q−1,p+q−1(XR) que l’on notera {g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)}, par l’e´galite´ :
{g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)} = g · δdiv s1∩···∩div sq + g1 · ω˜δ2 . . . δq + . . .
+ gi · ω˜ω1 . . . ωi−1δi+1 . . . δq + · · ·+ gq−1 · ω˜ω1 . . . ωq−2δq + gq · ω˜ω1 . . . ωq−1.
On remarque que cette expression a bien un sens ; en effet le premier terme
g · δdiv s1∩···∩div sq est bien de´fini (cf. [GS1], 2.1.3.2), et les autres le sont graˆce a` la
proposition (4.5.6).
Proposition 5.3.4. Soient
(
‖.‖
(n)
1
)
n∈N
, . . . ,
(
‖.‖
(n)
q
)
n∈N
des suites croissantes
de me´triques positives C∞ sur L1, . . . , Lq convergeant vers ‖.‖1, . . . , ‖.‖q respec-
tivement. Si l’on note g
(n)
1 = − log
(
‖s1‖
(n)
1
)2
, . . . , g
(n)
q = − log
(
‖sq‖
(n)
q
)2
, alors
{g∗(g
(n)
1 , s1)∗· · ·∗(g
(n)
q , sq)} tend vers {g∗(g1, s1)∗· · ·∗(gq, sq)} dansD
p+q−1,p+q−1(XR),
au sens de la topologie faible, quand n tend vers +∞.
De´monstration. C’est une conse´quence directe de (4.2.9).
Proposition 5.3.5. Supposons que, pour un certain k ∈ {1, . . . , q}, les me´triques
‖.‖1, . . . , ‖.‖k soient C
∞ sur X(C). Les courants g1, . . . , gk sont alors des courants
de Green pour les cycles div s1, . . . , div sk et on peut former le produit :
(g ∗ g1 ∗ · · · ∗ gk) := g ∗ (g1 ∗ (g2 ∗ (· · · ∗ (gk) · · · ))),
pris au sens de Gillet-Soule´ (cf. [GS1], §2.1), qui est un courant de Green pour
le cycle intersection Y0∩Y1∩ · · ·∩Yq. On a alors l’e´galite´ dans D˜
p+q−1,p+q−1(XR)
{(g ∗ g1 ∗ · · · ∗ gk) ∗ (gk+1, sk+1) ∗ · · · ∗ (gq, sq)} = {g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)}.
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De´monstration. On montre tout d’abord le re´sultat quand k = q. Pour tout
1 6 i 6 q, le produit gi ∗ · · · ∗ gq est un courant de Green pour div si ∩ · · · ∩ div sq
et on a ω(div si∩· · ·∩div sq, gi∗· · ·∗gq) = ωi . . . ωq. On a dans D˜
p+q−1,p+q−1(XR) :
g ∗ g1 ∗ · · · ∗ gq = g ∗ (g1 ∗ (· · · ∗ (gq−1 ∗ gq) . . . ))
= g · δdiv s1∩···∩div sq + ω˜(g1 ∗ (· · · ∗ (gq−1 ∗ gq) . . . ))
= g · δdiv s1∩···∩div sq
+ω˜(g1·δdiv s2∩···∩div sq + ω1g2 · δdiv s3∩···∩div sq + · · ·+ ω1 . . . ωq−1gq).
Il suffit alors de prouver que pour tout 1 6 i 6 (q − 1), on a dans Dq−i,q−i(XR)
l’e´galite´ :
gi · δi+1 . . . δq = gi · δdiv si+1∩···∩div sq ,(5.9)
ou` le premier produit est pris au sens de (4.3.7) et le second au sens de Gillet-
Soule´ (cf. [GS1], 2.1.3.2). Le proble`me e´tant local, on peut supposer que le diviseur
div si est effectif. D’apre`s ([De3], prop. 3.4.12), on a :
δi+1 . . . δq = δdiv si+1∩···∩div sq .
Pour tout t ∈ R, on pose g(t)i = max(gi, t). Pour tout t ∈ R fixe´, la fonction
x 7→ g
(t)
i (x) est plurisousharmonique et borne´e sur X(C) ; on a donc :
g
(t)
i · δi+1 . . . δq = g
(t)
i · δdiv si+1∩···∩div sq .
D’apre`s (4.2.9), le courant g
(t)
i · δi+1 . . . δq tend vers gi · δi+1 . . . δq au sens de la
topologie faible quand t tend vers −∞.
Pour finir de montrer (5.9), il suffit de prouver que g
(t)
i · δdiv si+1∩···∩div sq tend
faiblement vers gi · δdiv si+1∩···∩div sq quand t tend vers −∞. Pour cela e´crivons :
(div si+1)C ∩ · · · ∩ (div sq)C =
∑
k
nk Ck,
ou` les Ck sont les composantes irre´ductibles de (div si+1)C ∩ · · · ∩ (div sq)C.
Nous devons ve´rifier que pour chaque k, le courant g
(t)
i ·δCk tend faiblement vers
gi · δCk , ou` le produit gi · δCk est de´fini comme dans Gillet-Soule´ ([GS1], §2.1.3.2).
Soit π : C˜k → Ck une re´solution des singularite´s de Ck. Par de´finition, on a :
δCk = π∗ 1,
et donc :
g
(t)
i · δCk = π∗(π
∗ g
(t)
i ),
car δCk est un courant d’ordre 0 et g
(t)
i est borne´e. On a par ailleurs (cf. [GS1],
§2.1.3.2) :
gi · δCk = π∗(π
∗ gi).
Enfin π∗ gi est plurisousharmonique et π
∗ g
(t)
i = max(π
∗ gi, t) converge faiblement
vers π∗ gi quand t tend vers −∞, d’ou` le re´sultat par continuite´ faible de π∗.
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On s’inte´resse maintenant au cas ge´ne´ral : Soient
(
‖.‖
(n)
k+1
)
n∈N
, . . . ,
(
‖.‖
(n)
q
)
n∈N
des suites croissantes de me´triques positives C∞ convergent uniforme´ment sur
X(C) vers ‖.‖k+1, . . . , ‖.‖q respectivement. On note, pour tout n ∈ N, g
(n)
k+1, . . . , g
(n)
q
les courants − log
(
‖sk+1‖
(n)
k+1
)2
, . . . ,− log
(
‖sq‖
(n)
q
)2
. D’apre`s ce qui pre´ce`de, on
a dans D˜p+q−1,p+q−1(XR) les e´galite´s :
{(g ∗ g1 ∗ · · · ∗ gk) ∗ (g
(n)
k+1, sk) ∗ · · · ∗ (g
(n)
q , sq)}
= (g ∗ g1 ∗ . . . gk) ∗ g
(n)
k+1 ∗ · · · ∗ g
(n)
q
= g ∗ g1 ∗ . . . gk ∗ g
(n)
k+1 ∗ . . . g
(n)
q
= {g ∗ (g1, s1) ∗ · · · ∗ (gk, sk) ∗ (g
(n)
k+1, sk+1) ∗ · · · ∗ (g
(n)
q , sq)}.
Comme X(C) est projective, les sous-espaces Im ∂ et Im ∂ sont ferme´s (puisque
les morphismes ∂ et ∂ sont continues et que leurs groupes de cohomologie sont
de dimension finie). On en de´duit que D˜p+q−1,p+q−1(XR), muni de la topologie
quotient de la topologie faible sur Dp+q−1,p+q−1(XR), est se´pare´.
Pour e´tablir l’e´galite´ recherche´e :
{(g ∗ g1 ∗ · · · ∗ gk) ∗ (gk+1, sk+1) ∗ · · · ∗ (gq, sq)] = [g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)},
dans D˜p+q−1,p+q−1(XR), il suffit d’observer que d’apre`s la proposition (5.3.4) on
a, pour cette topologie, les limites :
lim
n→+∞
{(g ∗ g1 ∗ · · · ∗ gk) ∗ (g
(n)
k+1, sk+1) ∗ · · · ∗ (g
(n)
q , sq)}
= {(g ∗ g1 ∗ · · · ∗ gk) ∗ (gk+1, sk+1) ∗ · · · ∗ (gq, sq)}
et
lim
n→+∞
{g ∗ (g1, s1) ∗ · · · ∗ (gk, sk) ∗ (g
(n)
k+1, sk+1) ∗ · · · ∗ (g
(n)
q , sq)}
= {g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)}.
On en de´duit aussitoˆt la proposition suivante :
Proposition 5.3.6. La classe du courant {g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)} dans
D˜p+q−1,p+q−1(XR) est inde´pendante de l’ordre des L1, . . . , Lq.
De´monstration. Soit σ une permutation de {1, . . . , q}. Reprenant les notations
de la proposition (5.3.4), on sait que :
δn := {g ∗ (g
(n)
1 , s1) ∗ · · · ∗ (g
(n)
q , sq)}
− {g ∗ (g
(n)
σ(1), sσ(1)) ∗ · · · ∗ (g
(n)
σ(q), sσ(q))} ∈
(
Im ∂ + Im ∂
)
.
De plus, δn tend vers {g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)} − {g ∗ (gσ(1), sσ(1)) ∗ · · · ∗
(gσ(q), sσ(q))} au sens de la topologie faible quand n tend vers +∞ d’apre`s (5.3.4).
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La proposition de´coule alors imme´diatement du fait que Im ∂ + Im ∂ est ferme´
dans Dp+q−1,p+q−1(XR) puisque X(C) est projective.
On de´finit un e´le´ment de C˜H
p+q
(X) que l’on note provisoirement
[(Z, g) · cˆ1(L1, s1) · · · cˆ1(Lq, sq)] par l’e´galite´ :
(5.10) [(Z, g) · cˆ1(L1, s1) · · · cˆ1(Lq, sq)]
= [(Z · div s1 · · ·div sq, {g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)})].
Proposition 5.3.7. La classe de [(Z, g)· cˆ1(L1, s1) · · · cˆ1(Lq, sq)] dans C˜H
p+q
(X)
ne de´pend que de la classe de (Z, g) dans ĈH
p
(X) et des classes d’isomorphie
isome´trique des fibre´s admissibles L1, . . . , Lq ; elle ne de´pend pas de l’ordre des
fibre´s L1, . . . , Lq.
De´monstration. Le fait que la classe de [(Z, g)·cˆ1(L1, s1) · · · cˆ1(Lq, sq)] ne de´pende
pas de l’ordre des fibre´s L1, . . . , Lq est une simple conse´quence de (5.3.6).
On s’inte´resse maintenant a` la premie`re partie de l’e´nonce´. Il suffit, pour prou-
ver le re´sultat recherche´, de montrer que pour toute section s′1 de L1 au-dessus
de X et tout repre´sentant (Z ′, g′) de [(Z, g)] dans ĈH
p
(X) tels que les cycles
Z ′, div s1, . . . , div sq et les cycles Z
′, div s′1, div s2, . . . , div sq soient d’intersection
propre, on a l’e´galite´ :
[(Z ′, g′) · cˆ1(L1, s
′
1) · cˆ1(L2, s2) · · · cˆ1(Lq, sq)] = [(Z, g) · cˆ1(L1, s1) · · · cˆ1(Lq, sq)].
On choisit
(
‖.‖
(n)
1
)
n∈N
, . . . ,
(
‖.‖
(n)
q
)
n∈N
, q-suites croissantes de me´triques posi-
tives C∞ sur L1, . . . , Lq convergeant uniforme´ment sur X(C) vers ‖.‖1, . . . , ‖.‖q
respectivement. On note f1 la fonction rationnelle sur X telle que s
′
1 = f1 · s1.
On note e´galement g′1 = − log ‖s
′
1‖
2
1 et pour tout 1 6 i 6 q et tout n ∈ N,
g
(n)
i = − log
(
‖si‖
(n)
i
)2
et g′1
(n) = − log
(
‖s′1‖
(n)
1
)2
.
On de´duit de l’e´galite´ [Z ′] = ζ(Z ′, g′) = ζ(Z, g) = [Z] qu’il existe uneK1-chaine
f telle que :
Z ′ = Z + div f.(5.11)
D’apre`s le lemme de de´placement pour les K1-chaines, (cf. [GS1], §4.2.6), on peut
de plus supposer que f rencontre div s1, . . . , div sq presque proprement sur XK .
Notons :
Y = Z ′ · div s′1 · div s2 · · ·div sq − Z · div s1 · · ·div sq.
Il vient :
Y = Z ′ · (div s′1 − div s1) · div s2 · · ·div sq + (Z
′ − Z) · div s1 · · ·div sq
= div f1 · Z
′ · div s2 · · ·div sq + div f · div s1 · · ·div sq,
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ce que, d’apre`s ([GS1], §4.2.5) on peut re´crire :
Y = div(f1 · (Z
′ · div s2 · · ·div sq)) + div(f · (div s1 · · ·div sq)) +R,(5.12)
ou` f1 · (Z
′ · div s2 · · ·div sq) (resp. f · (div s1 · · ·div sq)) de´signe une K1-chaine
repre´sentant l’intersection de la K1-chaine f1 et du cycle Z
′ ·div s2 · · ·div sq (resp.
de la K1-chaine f et du cycle div s1 · · ·div sq) et ou` R ∈ R
p+q
fin (X). Posons :
δ = {g′ ∗ (g′1, s
′
1) ∗ (g2, s2) ∗ · · · ∗ (gq, sq)} − {g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)},
et pour tout n ∈ N,
δn = {g
′ ∗ (g′1
(n)
, s′1) ∗ (g
(n)
2 , s2) ∗ · · · ∗ (g
(n)
q , sq)} − {g ∗ (g
(n)
1 , s1) ∗ · · · ∗ (g
(n)
q , sq)}.
D’apre`s la proposition (5.3.5), il vient :
δn = g
′ ∗ g′1
(n)
∗ g
(n)
2 ∗ · · · ∗ g
(n)
q − g ∗ g
(n)
1 ∗ · · · ∗ g
(n)
q
= (g′ ∗ g′1
(n)
− g ∗ g
(n)
1 ) ∗ g
(n)
2 ∗ · · · ∗ g
(n)
q .
Par ailleurs, on tire de l’e´galite´ [(Z ′, g′)] = [(Z, g)] et de la relation (5.11) qu’il
existe des courants u et v tels que :
(Z ′, g′) = (Z, g) + d̂iv f + (0, ∂u+ ∂v),
ce dont on de´duit que :
g′ = g + (− log |f |2),
dans D˜p−1,p−1(XR). Ceci combine´ a` la relation :
g′1
(n)
= g
(n)
1 + (− log |f1|
2),
et a` ([GS1], §4.2.5.1) montre que :
g′ ∗ g′1
(n)
− g ∗ g
(n)
1 = g
′ ∗ (g′1
(n)
− g
(n)
1 ) + (g
′ − g) ∗ g
(n)
1
= (− log |f1|
2) ∗ g′ + (− log |f |2) ∗ g
(n)
1
= (− log |f1|
2) ∧ δZ′ + (− log |f |
2) ∧ div s1
= (− log |f1 · Z
′|2) + (− log |f · div s1|
2);
et donc que :
δn = ((− log |f1 · Z
′|2) + (− log |f · div s1|
2) ∗ g
(n)
2 ∗ · · · ∗ g
(n)
q
= (− log |f1 · Z
′ · div s2 · · ·div sq|
2) + (− log |f · div s1 · · ·div sq|
2),
dans D˜p+q−1,p+q−1(XR). Comme δ = limn→+∞ δn, on a de meˆme :
δ = (− log |f1 · Z
′ · div s2 · · ·div sq|
2) + (− log |f · div s1 · · ·div sq|
2).(5.13)
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Finalement, on de´duit de la de´finition (5.10) et des relations (5.12) et (5.13) que :
[(Z ′, g′) · cˆ1(L1, s
′
1) · cˆ1(L2, s2) · · · cˆ1(Lq, sq)]− [(Z, g) · cˆ1(L1, s1) · · · cˆ1(Lq, sq)]
= [(Y, δ)] = [d̂iv(f1·Z
′·div s2 · · ·div sq)]+[d̂iv(f ·div s1 · · ·div sq)]+[(R, 0)] = 0.
La proposition pre´ce´dente nous autorise a` noter de´sormais [(Z, g)]·cˆ1(L1) · · · cˆ1(Lq)
la classe [(Z, g) · cˆ1(L1, s1) · · · cˆ1(Lq, sq)].
Proposition 5.3.8. Soient α ∈ ĈH
p
(X) et L0, L1, . . . , Lq des fibre´s en droites
admissibles sur X. Pour tout 1 6 i 6 q, on a dans C˜H
p+q
(X) la relation :
α · cˆ1(L1) · · · cˆ1(Li−1)cˆ1(Li ⊗ L0)cˆ1(Li+1) · · · cˆ1(Lq)
= α · cˆ1(L1) · · · cˆ1(Lq) + α · cˆ1(L1) · · · cˆ1(Li−1)cˆ1(L0)cˆ1(Li+1) · · · cˆ1(Lq).
De´monstration. D’apre`s (5.3.7), il suffit de de´montrer le cas i = 1. Soit (Z, g)
un repre´sentant de la classe α ∈ ĈH
p
(X). Soient e´galement s1, . . . , sq des sec-
tions rationnelles au-dessus de X de L1, . . . , Lq respectivement, telles que Z,
div s1, . . . , div sq s’intersectent proprement ; et s0 une section rationnelle de L0
au-dessus de X telle que Z, div s0, div s2, . . . , div sq s’intersectent proprement.
Pour tout 0 6 i 6 q, on note δi = δdiv si , gi = − log ‖si‖
2
i et ωi = c1(Li). On note
e´galement ω˜ = ω(Z, g). On a :
[g ∗ (g0 + g1, s0 + s1) ∗ (g2, s2) ∗ · · · ∗ (gq, sq)] = g · δ(div s0∪div s1)∩div s2∩···∩div sq
+ ω˜(g0 + g1) · δ2 . . . δq + ω˜(ω0 + ω1)g2 · δ3 . . . δq + · · ·+ ω˜(ω0 + ω1)ω2 . . . ωq−1gq
= [g ∗ (g1, s1) ∗ · · · ∗ (gk, sk)] + [g ∗ (g0, s0) ∗ (g2, s2) ∗ · · · ∗ (gq, sq)],
et comme :
Z · (div s0 + div s1) · div s2 · · ·div sq = Z · div s1 · div s2 · · ·div sq
+ Z · div s0 · div s2 · · ·div sq
dans Zp+q(X), on a bien le re´sultat cherche´.
Plus ge´ne´ralement, soient α ∈ ĈH
p
(X) et L1, . . . , Lq des fibre´s en droites
inte´grables sur X . On choisit E1, . . . , Eq et F 1, . . . , F q des fibre´s en droites ad-
missibles sur X tels que pour tout 1 6 i 6 q, on ait : Li = Ei ⊗
(
F i
)−1
.
Proposition-de´finition 5.3.9. La classe dans C˜H
p+q
(X) donne´e par :∑
S1,S2
S1∪S2={1,...,q}
(−1)#S2 α ·
∏
i∈S1
cˆ1(Ei) ·
∏
j∈S2
cˆ1(F j)
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ne de´pend que de la classe α ∈ ĈH
p
(X) et des classes d’isomorphie isome´trique
des fibre´s L1, . . . , Lq. On note α·cˆ1(L1) · · · cˆ1(Lq) cette classe. Si les fibre´s L1, . . . , Lq
sont admissibles, cet e´le´ment co¨ıncide avec celui de´fini en (5.10).
De´monstration. C’est une conse´quence directe de la proposition (5.3.8) et du
fait que toute application q-line´aire ϕ : A× · · · × A︸ ︷︷ ︸
q fois
→ B, ou`A est un semi-groupe
abe´lien et B un groupe abe´lien, s’e´tend de manie`re unique en une application q-
line´aire ϕs : As × · · · ×As︸ ︷︷ ︸
q fois
→ B, ou` As est le groupe syme´trise´ de A.
Diverses proprie´te´s de cette construction sont rassemble´es dans le the´ore`me
suivant :
The´ore`me 5.3.10. Soient α un e´le´ment de ĈH
p
(X) et L1, . . . , Lq des fibre´s en
droites inte´grables sur X. On a les proprie´te´s suivantes :
1. La classe α · cˆ1(L1) · · · cˆ1(Lq) ne de´pend pas de l’ordre de L1, . . . , Lq.
2. L’application qui a` α ∈ ĈH
p
(X) et L1, . . . , Lq des fibre´s en droites hermi-
tiens inte´grables sur X associe α · cˆ1(L1) · · · cˆ1(Lq), de´finit une application
multiline´aire :
ĈH
p
(X)× P̂ic int(X)× · · · × P̂ic int(X) −→ C˜H
p+q
(X).
3. Si les me´triques des fibre´s L1, . . . , Lk pour 1 6 k 6 q fixe´, sont C
∞ sur
X(C), alors on a :
α · cˆ1(L1) · · · cˆ1(Lq) = (α · cˆ1(L1) · · · cˆ1(Lk)) · cˆ1(Lk+1) · · · cˆ1(Lq),
ou` le produit (α · cˆ1(L1) · · · cˆ1(Lk)) ∈ ĈH
p+k
(X) dans le second membre est
pris au sens de Gillet-Soule´. (Voir [GS1], th. 4.2.3). En particulier si les
me´triques sur L1, . . . , Lq sont C
∞, le produit α · cˆ1(L1) · · · cˆ1(Lq) de´fini par
la proposition (5.3.9) co¨ıncide avec celui de´fini par Gillet-Soule´.
4. Soit 1 = [(X, 0)] ∈ ĈH
0
(X). On a :
1 · cˆ1(L1) = cˆ1(L1).
5. On a les relations :
ω(α · cˆ1(L1) · · · cˆ1(Lq))
= ω(α) · c1(L1) · · · c1(Lq) ∈ A
p+q,p+q
g (XR) ∩ C
p+q,p+q
0 (XR)
et
ζ(α · cˆ1(L1) · · · cˆ1(Lq)) = ζ(α) · c1(L1) · · · c1(Lq) ∈ CH
p+q(X).
6. Enfin, si α = (0, ϕ), avec ϕ ∈ Ap−1,p−1(XR), alors :
α · cˆ1(L1) · · · cˆ1(Lq) = [(0, ϕ · c1(L1) · · · c1(Lq))].
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De´monstration.
1. Cela de´coule de la proposition (5.3.7) et de la de´finition donne´e a` la propo-
sition (5.3.9).
2. Cela de´coule des propositions (5.3.8) et (5.3.9).
3. On se rame`ne graˆce au (2) au cas ou` L1, . . . , Lq sont des fibre´s en droites
admissibles, on applique alors (5.3.5).
4. Il suffit de le faire pour L1 admissible et c’est alors e´vident.
5. D’apre`s le (2), il suffit de de´montrer les relations pour L1, . . . , Lq admissibles.
L’e´galite´ ζ(α·cˆ1(L1) · · · cˆ1(Lq)) = ζ(α)·c1(L1) · · · c1(Lq) est une conse´quence
imme´diate de la de´finition (5.10).
Soient
(
‖.‖
(n)
1
)
n∈N
, . . . ,
(
‖.‖
(n)
q
)
n∈N
des suites croissantes de me´triques
positives C∞ convergeant uniforme´ment sur X(C) vers ‖.‖1, . . . , ‖.‖q respec-
tivement. D’apre`s le (3) et ([GS1], th. 4.2.9), on a :
ω(α · cˆ1(L1, ‖.‖
(n)
1 ) · · · cˆ1(Lq, ‖.‖
(n)
q ))
= ω(α) · c1(L1, ‖.‖
(n)
1 ) · · · c1(Lq, ‖.‖
(n)
q ).
(5.14)
Soient (Z, g) un repre´sentant de la classe α ∈ ĈH
p
(X) et s1, . . . , sq des
sections rationnelles non identiquement nulles sur X de L1, . . . , Lq respec-
tivement, telles que les cycles Z, div s1, . . . , div sq s’intersectent proprement.
Pour tout 1 6 i 6 q, on note gi = − log ‖si‖
2
i et pour tout 1 6 i 6 q et tout
n ∈ N, on note g
(n)
i = − log
(
‖si‖
(n)
i
)2
. On a, pour tout n ∈ N, l’e´galite´ de
courants :
ω(α · cˆ1(L1, ‖.‖
(n)
1 ) · · · cˆ1(Lq, ‖.‖
(n)
q )) =
ddc({g ∗ (g
(n)
1 , s1) ∗ · · · ∗ (g
(n)
q , sq)}) + δZ∩div s1∩···∩div sq .
Comme {g ∗ (g
(n)
1 , s1) ∗ · · · ∗ (g
(n)
q , sq)} tend vers {g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)}
quand n tend vers +∞ d’apre`s (5.3.4), on de´duit de la continuite´ faible de
l’ope´rateur ddc et de la relation :
ω(α · cˆ1(L1, ‖.‖1) · · · cˆ1(Lq, ‖.‖q)) =
ddc({g ∗ (g1, s1) ∗ · · · ∗ (gq, sq)}) + δZ∩div s1∩···∩div sq ,
que la forme diffe´rentielle ω(α · cˆ1(L1, ‖.‖
(n)
1 ) · · · cˆ1(Lq, ‖.‖
(n)
q )) tend vers
ω(α · cˆ1(L1, ‖.‖1) · · · cˆ1(Lq, ‖.‖q)) au sens de la convergence faible quand n
tend vers +∞. Enfin, d’apre`s (4.2.9), on a :
lim
n→+∞
ω(α) · c1(L1, ‖.‖
(n)
1 ) · · · c1(Lq, ‖.‖
(n)
q ) = ω(α) · c1(L1) · · · c1(Lq),
ce qui joint a` la relation (5.14) permet de conclure.
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6. D’apre`s le (2), il suffit de de´montrer l’e´galite´ recherche´e pour L1, . . . , Lq
des fibre´s en droites admissibles sur X . On reprend ici les notations de la
de´monstration du (5). En utilisant la de´finition (5.10), on obtient la relation :
[(0, ϕ)] · cˆ1(L1) · · · cˆ1(Lq) = [(0, {ϕ ∗ (g1, s1) ∗ · · · ∗ (gq, sq)})].(5.15)
D’apre`s la proposition (5.3.5) et la the´orie de´veloppe´e dans [GS1], on a
l’e´galite´ suivante, valable pour tout n ∈ N :
{ϕ ∗ (g
(n)
1 , s1) ∗ · · · ∗ (g
(n)
q , sq)} = ϕ ∗ (g
(n)
1 ∗ (· · · ∗ (g
(n)
q−1 ∗ g
(n)
q ) · · · ))
= (· · · ((ϕ ∗ g
(n)
1 ) ∗ g
(n)
2 ) ∗ · · · ) ∗ g
(n)
q .
Par ailleurs, on sait d’apre`s ([GS1], §2.2.9) que pour toute forme diffe´rentielle
ϕ′ ∈ A∗(XR) et tout 1 6 i 6 q :
ϕ′ ∗ g
(n)
i = g
(n)
i ∗ ϕ
′ = ϕ′ · c1(Li, ‖.‖
(n)
i ).
On de´duit alors par re´currence de ce qui pre´ce`de la relation :
{ϕ ∗ (g
(n)
1 , s1) ∗ · · · ∗ (g
(n)
q , sq)} = ϕ · c1(L1, ‖.‖
(n)
1 ) · · · c1(Lq, ‖.‖
(n)
q )
dans D˜p+q−1,p+q−1(XR).
En remarquant que d’une part, {ϕ ∗ (g
(n)
1 , s1) ∗ · · · ∗ (g
(n)
q , sq)} tend vers
{ϕ ∗ (g1, s1) ∗ · · · ∗ (gq, sq)} au sens de la convergence faible des courants
quand n tend vers +∞ d’apre`s (5.3.4), et que d’autre part :
lim
n→+∞
ϕ · c1(L1, ‖.‖
(n)
1 ) · · · c1(Lq, ‖.‖
(n)
q ) = ϕ · c1(L1) · · · c1(Lq),
e´galement au sens de la topologie faible des courants, on conclut de ce qui
pre´ce`de que :
{ϕ ∗ (g1, s1) ∗ · · · ∗ (gq, sq)} = ϕ · c1(L1) · · · c1(Lq)
dans D˜p+q−1,p+q−1(XR), ce qui joint a` la relation (5.15) prouve le re´sultat
e´nonce´.
De´finition 5.3.11. Soit p un entier positif. On appelle groupe de Chow arithme´tique
ge´ne´ralise´ de codimension p et on note ĈH
p
int(X) le Z sous-module de C˜H
p
(X)
engendre´ par les e´le´ments de la forme α · cˆ1(L1) · · · cˆ1(Lq), ou` α ∈ ĈH
p−q
(X) et
ou` L1, . . . , Lq sont des fibre´s en droites inte´grables sur X . On convient de noter
ĈH
∗
int(X) =
⊕
p>0 ĈH
p
int(X).
Remarque 5.3.12. Le groupe ĈH
p
int(X) contient ĈH
p
(X).
Remarque 5.3.13. Soit L un fibre´ inte´grable sur X ; la premie`re classe de Chern
cˆ1(L) de L appartient a` ĈH
1
int(X).
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Proposition 5.3.14. L’application qui a` tout fibre´ en droites hermitien inte´grable
L associe sa classe de Chern cˆ1(L) ∈ ĈH
1
int(X), de´finit un isomorphisme de
groupes :
cˆ1 : P̂ic int(X) −→ ĈH
1
int(X).
De´monstration. Il de´coule des de´finitions que cˆ1(·) est bien de´finie, surjective,
et pre´serve la structure de groupe. Il nous reste a` montrer que cˆ1(·) est injective.
Soit L = (L, ‖.‖) ∈ P̂ic int(X) tel que cˆ1(L) = 0. Comme c1(L) = ζ(cˆ1(L)) = 0, le
fibre´ L est isomorphe au fibre´ trivial ; on note s une section constante non nulle
de L au-dessus de X . La relation :
cˆ1(L) = [d̂iv s] = [(0,− log ‖s‖
2)] = 0,
jointe au fait que le groupe CH1,0(X) est toujours trivial, entraˆınent que ‖s‖ = 1
identiquement sur X(C), ce qui nous permet de conclure.
Soient α ∈ Ar−1,r−1(XR) et L1, . . . , Lq des fibre´s en droites inte´grables sur X ,
avec q et r deux entiers positifs tels que q + r = p. D’apre`s le the´ore`me (5.3.10),
on a :
[(0, αc1(L1) · · · c1(Lq))] = [(0, α)] · cˆ1(L1) · · · cˆ1(Lq) ∈ ĈH
p
int(X).
On en de´duit que a
(
A
p−1,p−1
g (XR)
)
⊂ ĈH
p
int(X). On dispose donc du morphisme
de groupes :
a : A
p−1,p−1
g (XR) −→ĈH
p
int(X)
β 7−→[(0, β)].
D’apre`s le the´ore`me (5.3.10), on obtient par restriction a` ĈH
p
int(X) des mor-
phismes ζ et ω, les morphismes de groupes suivants :
ζ : ĈH
p
int(X) −→CH
p(X)
[(Z, g)] 7−→Z,
et
ω : ĈH
p
int(X) −→A
p,p
g (XR)
[(Z, g)] 7−→ω(Z, g) = ddcg + δZ .
Proposition 5.3.15. Soit α ∈ ĈH
p
int(X) et choisissons (Z, g) un repre´sentant
de α dans ĈH
p
int(X). Il existe gZ ∈ D
p−1,p−1(XR) un courant de Green pour Z et
ϕ ∈ Cp−1,p−1log,0 (XR) tels que l’on ait :
g = gZ + ϕ dans D˜
p−1,p−1(XR).
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De´monstration. Par line´arite´, il suffit de de´montrer le re´sultat pour α = β ·
cˆ1(L1) · · · cˆ1(Lq), ou` β ∈ ĈH
p−q
(X) et L1 = (L1, ‖.‖1), . . . , Lq = (Lq, ‖.‖q) sont
des fibre´s admissibles sur X .
Soient (Z ′, g′) un repre´sentant de la classe β et s1, . . . , sq des sections ra-
tionnelles non identiquement nulles sur X de L1, . . . , Lq respectivement telles que
Z ′, div s1, . . . , div sq s’intersectent proprement. Soient e´galement ‖.‖
(0)
1 , . . . , ‖.‖
(0)
q
des me´triques positives C∞ sur L1, . . . , Lq respectivement.
On pose ω˜′ = ddcg′ + δZ′ . Pour tout 1 6 i 6 q, on note e´galement δi = δdiv si,
gi = − log ‖si‖
2
i , ωi = c1(Li), g
(0)
i = − log(‖si‖
(0)
i )
2 et ω
(0)
i = c1(Li, ‖.‖
(0)
i ).
En appliquant les de´finitions, il vient :
{g′ ∗ (g1, s1) ∗ · · · ∗ (gq,sq)} − {g
′ ∗ (g1, s1) ∗ · · · ∗ (gq−1, sq−1) ∗ (g
(0)
q , sq)}
= (gq − g
(0)
q ) ω˜
′ω1 · · ·ωq−1
= − log
(
‖.‖q
‖.‖
(0)
q
)2
ω˜′ω1 . . . ωq−1 ∈ C
p−1,p−1
log,0 (XR).
Or, d’apre`s la proposition (5.3.5), on a :
{g′ ∗ (g1, s1) ∗ · · · ∗ (gq−1, sq−1) ∗ (g
(0)
q , sq)}
= {(g′ ∗ g(0)q ) ∗ (g1, s1) ∗ · · · ∗ (gq−1, sq−1)},
dans D˜p−1,p−1(XR). En ite´rant q fois ce proce´de´, on trouve ϕ ∈ C
p−1,p−1
log,0 (X) tel
que :
{g′ ∗ (g1, s1) ∗ · · · ∗ (gq, sq)} = g
′ ∗ g(0)q ∗ · · · ∗ g
(0)
1 + ϕ,
dans D˜p−1,p−1(XR). Il suffit alors de remarquer que gZ = g
′ ∗ g
(0)
q ∗ · · · ∗ g
(0)
1 est
un courant de Green pour Z ′ · div s1 · · ·div sq et la proposition est de´montre´e.
la proposition (5.3.15) justifie la de´finition suivante :
De´finition 5.3.16. Soit p un entier positif. On note ĈH
p
gen(X) le Z sous-module
de C˜H
p
(X) engendre´ par les e´le´ments de ĈH
p
(X) et ceux de la forme a(ϕ) avec
ϕ ∈ Cp−1,p−1log,0 (XR). On convient de noter ĈH
∗
gen(X) =
⊕
p>0 ĈH
p
gen(X).
Remarque 5.3.17. D’apre`s la proposition (5.3.15) on a ĈH
p
int(X) ⊂ ĈH
p
gen(X).
Remarque 5.3.18. On dispose du morphisme de groupes :
ω : ĈH
p
gen(X) −→ C
p,p
0 (XR)
[(Z, g)] 7−→ ddcg + δZ .
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5.4. L’accouplement ĈH
p
int(X)⊗ ĈH
q
int(X)→ ĈH
p+q
int (X)Q.
Soit π : X → S = SpecOK une varie´te´ arithme´tique de dimension de Krull
d+ 1.
On de´finit dans cette section un accouplement ĈH
p
int(X) ⊗ ĈH
q
int(X) →
ĈH
p+q
int (X)Q qui e´tend l’accouplement ĈH
p
(X)⊗ ĈH
q
(X)→ ĈH
p+q
(X)Q de´fini
par Gillet-Soule´ (voir [GS1], §4.2 ; on peut e´galement consulter [BGS], §2.2).
Soient x ∈ ĈH
p
int(X) et y ∈ ĈH
q
int(X). On peut e´crire x et y sous la forme :
x =
n∑
i=1
αi · cˆ1(Ei,1) · · · cˆ1(Ei,ri)
et
y =
m∑
j=1
βj · cˆ1(F j,1) · · · cˆ1(F j,sj),
ou` pour tout 1 6 i 6 n (resp. tout 1 6 j 6 m), αi est un e´le´ment de ĈH
p−ri
(X)
et Ei,1, . . . Ei,ri sont des fibre´s en droites inte´grables sur X (resp. βj est un e´le´ment
de ĈH
q−sj
(X) et F j,1, . . . , F j,sj sont des fibre´s en droites inte´grables sur X).
On de´finit alors le produit (x · y) ∈ ĈH
p+q
int (X)Q par la formule :
(x · y) =
n∑
i=1
m∑
j=1
(αi · βj) · cˆ1(Ei,1) · · · cˆ1(Ei,ri) · cˆ1(F j,1) · · · cˆ1(F j,sj),
ou` pour tout 1 6 i 6 n et 1 6 j 6 m, on a note´ (αi · βj) ∈ ĈH
p+q−ri−sj
(X)Q le
produit de αi et βj au sens de Gillet-Soule´.
Bien entendu, il faut montrer que cette de´finition ne de´pend pas des choix
effectue´s pour repre´senter x et y. C’est l’objet du the´ore`me suivant :
The´ore`me 5.4.1. La de´finition ci-dessus ne de´pend pas des choix effectue´s. Elle
de´finit un accouplement :
ĈH
p
int(X)⊗ ĈH
q
int(X) −→ ĈH
p+q
int (X)Q,(5.16)
qui prolonge celui de´fini par Gillet-Soule´.
Cet accouplement munit ĈH
∗
int(X)Q d’une structure d’anneau commutatif, as-
sociatif et unife`re.
Remarque 5.4.2. Si p = 1 ou q = 1, on dispose d’un accouplement :
ĈH
p
int(X)⊗ ĈH
q
int(X) −→ ĈH
p+q
int (X)
qui induit l’accouplement (5.16) a` valeur dans ĈH
p+q
int (X)Q.
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Remarque 5.4.3. SiX est lisse sur SpecOK , on peut de´finir les produits (αi ·βj)
dans ĈH
p+q−ri−sj
(X). La construction pre´ce´dente donne donc un accouplement :
ĈH
p
int(X)⊗ ĈH
q
int(X) −→ ĈH
p+q
int (X)
qui induit par produit tensoriel avec Q l’accouplement (5.16) a` valeur dans
ĈH
p+q
int (X)Q.
De´monstration. On montre tout d’abord que le produit (x · y) introduit plus
haut est bien de´fini.
Soit x =
∑n
i=1 αi · cˆ1(Ei,1) · · · cˆ1(Ei,ri) un e´le´ment de ĈH
p
int(X). Il faut montrer
que si x = 0 dans ĈH
p
int(X), alors pour tout y ∈ ĈH
q
int(X), on a (x · y) = 0.
On montre dans ce qui suit un re´sultat plus ge´ne´ral : Si x = a(ϕ) avec ϕ ∈
Cp−1,p−1log,0 (XR), alors x · y = a(ϕω(y)).
Par line´arite´, il suffit de de´montrer cet e´nonce´ pour y = β · cˆ1(F 1) · · · cˆ1(F s),
ou` β est un e´le´ment de ĈH
q−s
(X) et F 1 = (F1, ‖.‖1), . . . , F s = (Fs, ‖.‖s) sont
des fibre´s en droites admissibles sur X . Remarquons e´galement que la proposi-
tion (5.3.9) et le the´ore`me (5.3.10) nous permettent de supposer que pour tout
1 6 i 6 n les fibre´s en droites Ei,1 = (Ei,1, ‖.‖i,1), . . . , Ei,ri = (Ei,ri , ‖.‖i,ri) sont
admissibles sur X .
Soient
(
‖.‖
(k)
1
)
k∈N
, . . . ,
(
‖.‖
(k)
s
)
k∈N
des suites croissantes de me´triques positives
C∞ sur F1, . . . , Fs convergeant vers ‖.‖1, . . . , ‖.‖s respectivement, et pour tout
1 6 i 6 n, soient
(
‖.‖
(k)
i,1
)
k∈N
, . . . ,
(
‖.‖
(k)
i,ri
)
k∈N
des suites croissantes de me´triques
positives C∞ sur Ei,1, . . . , Ei,ri convergeant vers ‖.‖i,1, . . . , ‖.‖i,ri respectivement.
On choisit (Z ′, g′), (Z1, g1), . . . , (Zn, gn) des repre´sentants des classes β, α1, . . . ,
αn respectivement, tels que Z
′
K soit d’intersection propre avec chacun des (Z1)K ,
. . . , (Zn)K , et tels que g
′, g1, . . . , gn soient des courants de type logarithmique.
Pour tout 1 6 i 6 n, on note Z ′ ·Zi un repre´sentant dans Z
p+q−ri(|Z ′| ∩ |Zi|)Q
du produit [Z ′] · [Zi] ∈ CH
p+q−ri
|Z′|∩|Zi|
(X)Q ; et on choisit si,1, . . . , si,ri des sections
rationnelles non identiquement nulles sur X de Ei,1, . . . , Ei,ri respectivement et
s1, . . . , ss des sections rationnelles non identiquement nulles sur X de F1, . . . , Fs
respectivement telles que les cycles Zi, div si,1, . . . , div si,ri, div s1, . . . , div ss ainsi
que les cycles (Z ′·Zi), div si,1, . . . , div si,ri, div s1, . . . , div ss et ZK , Z
′
K , (div si,1)K , . . . ,
(div si,ri)K , (div s1)K , . . . , (div ss)K s’intersectent proprement.
On convient de noter gi,1 = − log ‖si,1‖
2
i,1, . . . , gi,ri = − log ‖si,ri‖
2
i,ri
et g1 =
− log ‖s1‖
2
1, . . . , gs = − log ‖ss‖
2
s, et pour tout k ∈ N, g
(k)
i,1 = − log
(
‖si,1‖
(k)
i,1
)2
, . . .
, g
(k)
i,ri
= − log
(
‖si,ri‖
(k)
i,ri
)2
et g
(k)
1 = − log
(
‖s1‖
(k)
1
)2
, . . . , g
(k)
s = − log
(
‖ss‖
(k)
s
)2
.
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D’apre`s la de´finition (5.10) et ([GS1], §4.2.1 et 4.2.2), on a :
x =
n∑
i=1
[(Zi · div si,1 · · ·div si,ri, {gi ∗ (gi,1, si,1) ∗ · · · ∗ (gi,ri, si,ri)} )](5.17)
et
(5.18) x · y =
n∑
i=1
[( (Z ′ · Zi) · div si,1 · · ·div si,ri · div s1 · · ·div ss,
{(g′ ∗ gi) ∗ (gi,1, si,1) ∗ · · · ∗ (gi,ri, si,ri) ∗ (g1, s1) ∗ · · · ∗ (gs, ss)} )].
Puisque ζ(x) =
∑n
i=1[Zi · div si,1 · · ·div si,ri] = 0, on peut trouver une K1-chaine
f telle que :
n∑
i=1
Zi · div si,1 · · ·div si,ri = div f.(5.19)
D’apre`s le lemme de de´placement pour les K1-chaines (cf. [GS1], §4.2.6), on peut
de plus supposer que f rencontre Z ′ · div s1 · · ·div ss presque proprement dans
XK . Cela entraˆıne que d’une part :
(5.20)
n∑
i=1
(Zi · div si,1 · · ·div si,ri, {gi ∗ (gi,1, si,1) ∗ · · · ∗ (gi,ri, si,ri)})
= d̂iv f + (0, γ1 + γ2),
ou` l’on a note´ :
γ1 =
n∑
i=1
{gi ∗ (gi,1, si,1) ∗ · · · ∗ (gi,ri, si,ri)}, γ2 = log |f |
2;
et que d’autre part, d’apre`s ([GS1],§4.2.1 et 4.2.5),
(5.21)
n∑
i=1
( (Z ′ · Zi) · div si,1 · · ·div si,ri · div s1 · · ·div ss,
{(g′ ∗ gi) ∗ (gi,1, si,1) ∗ · · · ∗ (gi,ri, si,ri) ∗ (g1, s1) ∗ · · · ∗ (gs, ss)})
= d̂iv(f · (Z ′ · div s1 · · ·div ss)) + (0, γ
′) + (R, 0),
ou` l’on a note´ :
(5.22) γ′ =
n∑
i=1
{(g′ ∗ gi) ∗ (gi,1, si,1) ∗ · · · ∗ (gi,ri, si,ri) ∗ (g1, s1) ∗ · · · ∗ (gs, ss)}
+ log |f · (Z ′ · div s1 · · ·div ss)|
2,
ou` R ∈ Rp+qfin (X) et ou` f ·(Z
′ ·div s1 · · ·div ss) de´signe une K1-chaine repre´sentant
l’intersection de la K1-chaine f et du cycle Z
′ · div s1 · · ·div ss (bien que f · (Z
′ ·
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div s1 · · ·div ss) ne soit pas de´finie de manie`re univoque, les cycles div(f · (Z
′ ·
div s1 · · ·div ss)) et d̂iv(f · (Z
′ · div s1 · · ·div ss)) le sont, voir [GS1], §4.2.5).
D’apre`s (5.19) et ([GS1], §2.2.9 et 4.2.7), on a pour tout k ∈ N :
n∑
i=1
(g′ ∗ g
(k)
1 ∗ · · · ∗ g
(k)
s ) ∗ (gi ∗ g
(k)
i,1 ∗ · · · ∗ g
(k)
i,ri
) + log |f · (Z ′ · div s1 · · ·div ss)|
2
= (g′ ∗ g(k)1 ∗ · · · ∗ g
(k)
s ) · δdiv f
+ ω(β) c1
(
F1, ‖.‖
(k)
1
)
· · · c1
(
Fs, ‖.‖
(k)
s
)
·
(
n∑
i=1
gi ∗ g
(k)
i,1 ∗ · · · ∗ g
(k)
i,ri
)
+ log |f · (Z ′ · div s1 · · ·div ss)|
2
=
(
(g′ ∗ g
(k)
1 ∗ · · · ∗ g
(k)
s ) · δdiv f − ω(β) c1
(
F1, ‖.‖
(k)
1
)
· · · c1
(
Fs, ‖.‖
(k)
s
)
log |f |2
+ log |f · (Z ′ · div s1 · · ·div ss)|
2
)
+ ω(β) c1
(
F1, ‖.‖
(k)
1
)
· · · c1
(
Fs, ‖.‖
(k)
s
)( n∑
i=1
gi ∗ g
(k)
i,1 ∗ · · · ∗ g
(k)
i,ri
+ log |f |2
)
= ω(β) c1
(
F1, ‖.‖
(k)
1
)
· · · c1
(
Fs, ‖.‖
(k)
s
)( n∑
i=1
gi ∗ g
(k)
i,1 ∗ · · · ∗ g
(k)
i,ri
+ log |f |2
)
,
dans D˜p+q−1,p+q−1(XR), ce qui, en faisant tendre k vers +∞, entraˆıne que :
γ′ = γ1 ω(y) + γ2 ω(y),
dans D˜p+q−1,p+q−1(XR) (une telle expression a bien un sens car ω(y) ∈ C
q−1,q−1
0 (XR)).
De l’e´galite´ x = [(0, γ1+ γ2)] = [(0, ϕ)] obtenue en combinant (5.17) et (5.20), on
de´duit qu’il existe une K1-chaine g, que l’on choisit d’intersection presque propre
avec Z ′ · div s1 · · ·div ss dans XK , telle que div g = 0 et γ1 + γ2 − ϕ = − log |g|
2
dans D˜p−1,p−1(XR).
On tire de ce qui pre´ce`de et de ([GS1], §4.2.5 et 4.2.7) la relation :
− log |g · (Z ′ · div s1 · · ·div ss)|
2
= (γ1 + γ2 − ϕ)ω(β) c1
(
F1, ‖.‖
(k)
1
)
· · · c1
(
Fs, ‖.‖
(k)
s
)
,
valable pour tout k ∈ N ; ce qui montre, en faisant tendre k vers +∞, que :
γ1 ω(y) + γ2 ω(y)− ϕω(y) = − log |g · (Z
′ · div s1 · · ·div ss)|
2,
dans D˜p+q−1,p+q−1(XR). Comme de plus div(g ·(Z
′ ·div s1 · · ·div ss))K = (div g)K ·
(Z ′·div s1 · · ·div ss)K = 0, on peut affirmer que [(0, γ
′)] = [(0, γ1 ω(y)+γ2 ω(y))] =
[(0, ϕ ω(y))], ce qui combine´ a` (5.18) et (5.21) montre que x · y = a(ϕω(y)).
GE´OME´TRIE D’ARAKELOV DES VARIE´TE´S TORIQUES 79
On a donc de´montre´ que l’accouplement (5.16) est bien de´fini. Les autres pro-
prie´te´s e´nonce´es se de´duisent aise´ment du the´ore`me (5.3.10) et des proprie´te´s
analogues pour ĈH
∗
(X).
Au cours de la de´monstration pre´ce´dente, on a de plus prouve´ le re´sultat suiv-
ant :
Proposition 5.4.4. Soient x ∈ ĈH
∗
int(X) et ϕ ∈ C
∗
log,0(XR) tel que a(ϕ) ∈
ĈH
∗
int(X), on a :
a(ϕ) · x = a(ϕω(x)).
Remarque 5.4.5. Soient x et y deux e´le´ments de ĈH
∗
gen(X), et soient α, α
′ ∈
ĈH
∗
(X) et ϕ, ϕ′ ∈ C∗log,0(XR) tels que x = α+ a(ϕ) et y = α
′+ a(ϕ′). On de´finit
le produit de x et de y par la formule :
x · y = α · α′ + a(ϕω(α′) + ϕ′ ω(α) + ϕddcϕ′) ∈ ĈH
∗
gen(X)Q.
On peut montrer que ce produit est bien de´fini et qu’il munit ĈH
∗
gen(X)Q d’une
structure d’anneau commutatif, associatif et unife`re. D’apre`s la proposition (5.4.4),
il co¨ıncide sur ĈH
∗
int(X)Q avec le produit de´fini au the´ore`me (5.4.1).
The´ore`me 5.4.6. Soit π : X → SpecOK une varie´te´ arithme´tique. Les mor-
phismes :
ζ : ĈH
∗
int(X)Q −→ CH
∗
Q(X)
et
ω : ĈH
∗
int(X)Q −→ A
∗
g(XR),
de´finis a` la section (5.3) sont des morphismes d’anneaux. De plus, le produit de´fini
a` la remarque (5.4.2) et (dans le cas ou` π : X → SpecOK est lisse) celui de´fini
a` la remarque (5.4.3) sont compatibles avec les morphismes ζ et ω.
De´monstration. C’est une simple conse´quence du the´ore`me (5.3.10), aline´a (5)
et des proprie´te´s analogues pour ĈH
∗
(X).
Remarque 5.4.7. Soient ϕ ∈ A
∗
g(XR) et x ∈ ĈH
∗
int(X). On de´duit aise´ment de
la de´finition de A
∗
g(XR) et des aline´as (5) et (6) du the´ore`me (5.3.10) la formule
utile suivante :
a(ϕ) · x = a(ϕω(x)).
5.5. Degre´ arithme´tique et hauteurs.
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5.5.1. Degre´ arithme´tique.
Soit π : X → SpecOK = S une varie´te´ arithme´tique (projective) de dimension
relative d. On rappelle (voir par exemple [BGS], §2.1.3) que l’on dispose des deux
morphismes :
degK : ĈH
0
(S) = CH0(S) −→ Z
et
d̂eg : ĈH
1
(S) −→ R,
qui induisent par composition avec π∗ : ĈH
∗
(X)→ ĈH
∗−d
(S) les morphismes :
degK : ĈH
d
(X) −→ Z (degre´ ge´ome´trique)
et
d̂eg : ĈH
d+1
(X) −→ R (degre´ arithme´tique).
Soit i ∈ {0, 1}. Pour toute classe α ∈ ĈH
d+i
int (X), choisissons (Z, g) un repre´sentant
de α ; on de´duit de ([GS1], §3.6) que la classe [(π∗(Z), π∗(g))] ne de´pend que de
α. On dispose donc d’un morphisme, encore note´ π∗, qui est de´fini comme suit :
π∗ : ĈH
d+i
int (X) −→ ĈH
i
(S)
[(Z, g)] 7−→[(π∗(Z), π∗(g))],
et qui prolonge a` ĈH
d+i
int (X) le morphisme image directe usuel π∗ : ĈH
d+i
(X)→
ĈH
i
(S).
En composant degK et d̂eg avec π∗, on obtient deux nouveaux morphismes :
degK : ĈH
d
int(X) −→ Z
et
d̂eg : ĈH
d+1
int (X) −→ R,
qui prolongent ceux de´finis pre´ce´demment.
5.5.2. Hauteurs.
Soient Z ∈ Zq(X) un cycle de dimension q et L1 = (L1, ‖.‖1), . . . , Lq =
(Lq, ‖.‖q) des fibre´s en droites admissibles sur X . Choisissons s1, . . . , sq des sec-
tions rationnelles non identiquement nulles sur X de L1, . . . , Lq respectivement,
telles que les cycles Z, div s1, . . . , div sq soient d’intersection propre. Pour tout
1 6 i 6 q, on note gi = − log ‖si‖
2
i et ωi = c1(Li). On de´finit a` partir de ces
donne´es un e´le´ment de Dp,p(XR) que l’on note {(g1, s1) ∗ · · · ∗ (gq, sq)|δZ} par la
formule suivante :
(5.23) {(g1, s1) ∗ · · · ∗ (gq, sq)|δZ} = g1 · δdiv s2∩···∩div sq∩Z + ω1g2 · δdiv s3∩···∩div sq∩Z
+ · · ·+ ω1 · · ·ωi−1gi · δdiv si+1∩···∩div sq∩Z + · · ·+ ω1 · · ·ωq−1gq · δZ .
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On ve´rifie que chacun des termes de la relation (5.23) est bien de´fini. En effet
ω1 · · ·ωi−1 · δdiv si+1∩···∩div sq∩Z est bien de´fini comme le produit de ω1 · · ·ωi−1 ∈
Bi−1,i−1(XR) et de δdiv si+1∩···∩div sq∩Z ∈ B
d−i+1,d−i+1
div si+1∩···∩div sq∩Z
(XR) d’apre`s les propo-
sitions (4.4.13) et (4.4.14). Par ailleurs le produit :
γi = gi ω1 · · ·ωi−1 · δdiv si+1∩···∩div sq∩Z ,
a bien un sens d’apre`s le the´ore`me (4.2.9) ; et si l’on pose g
(t)
i = max(gi, t) pour
tout t ∈ R, la limite :
lim
t→−∞
g
(t)
i ω1 · · ·ωi−1 · δdiv si+1∩···∩div sq∩Z = gi ω1 · · ·ωi−1 · δdiv si+1∩···∩div sq∩Z ,
montre que le courant γi ne de´pend pas des choix effectue´s pour le de´finir.
Ceci e´tant e´tabli, on pose :
hL1,...,Lq(Z) := d̂eg(π∗(Z · div s1 · · ·div sq), π∗({(g1, s1) ∗ · · · ∗ (gq, sq)|δZ})) ∈ R.
Proposition-de´finition 5.5.1. Le nombre re´el hL1,...,Lq(Z) de´fini ci-dessus ne
de´pend pas du choix des sections s1, . . . , sq ; on l’appelle hauteur de Z relativement
a` L1, . . . , Lq.
Proposition 5.5.2. Soient Z ∈ Zq(X) et L0, L1 = (L1, ‖.‖1), . . . , Lq = (Lq, ‖.‖q)
des fibre´s admissibles sur X. Les assertions suivantes sont ve´rifie´es :
1. La hauteur hL1,...,Lq(Z) ne de´pend que du cycle Z et des classes d’isomorphie
isome´trique des fibre´s admissibles L1, . . . , Lq ; elle ne de´pend pas de l’ordre
des fibre´s L1, . . . , Lq.
2. Soient
(
‖.‖
(k)
1
)
k∈N
, . . . ,
(
‖.‖
(k)
q
)
k∈N
des suites croissantes de me´triques pos-
itives convergeant vers ‖.‖1, . . . , ‖.‖q sur L1, . . . , Lq respectivement, on a :
lim
k→+∞
h(
L1,‖.‖
(k)
1
)
,...,
(
Lq ,‖.‖
(k)
q
)(Z) = hL1,...,Lq(Z).
3. Si les me´triques ‖.‖1, . . . , ‖.‖q sont C
∞, alors on a :
hL1,...,Lq(Z) = d̂eg(cˆ1(L1) · · · cˆ1(Lq)|Z),
ou` (·|·) de´signe l’accouplement de´fini dans ([BGS], §2.3).
4. Pour tout 1 6 i 6 q, on a :
hL1,...,Li−1,Li⊗L0,Li+1,...,Lq(Z) = hL1,...,Lq(Z) + hL1,...,Li−1,L0,Li+1,...,Lq(Z).
De´monstration des propositions (5.5.1) et (5.5.2). La proposition (5.5.1)
et les assertions (1) et (4) de la proposition (5.5.2) se de´duisent imme´diatement
des assertions (2) et (3) de la proposition (5.5.2) et des proprie´te´s analogues
dans le cas classique (cf. [BGS], §2.3). L’assertion (2) e´tant une conse´quence du
the´ore`me (4.2.9), il suffit de prouver l’assertion (3).
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En remarquant que g1 ∗ (g2 ∗ (· · · ∗ (gq))) est un courant de Green pour le cycle
div s1 · · ·div sq, on de´duit de ([GS1], §1.2.4 et 1.3.5) qu’il existe g un courant de
Green de type logarithmique pour div s1 · · ·div sq tel que :
g = g1 ∗ (g2 ∗ (· · · ∗ (gq))) + ∂u + ∂v.(5.24)
Pour tout ε ∈ R+∗, soit δ
(ε)
Z une re´gularisation de δZ comme a` la proposition
(4.2.12). En multipliant les deux membres de l’e´galite´ (5.24) par δ
(ε)
Z , il vient :
g ∧ δ
(ε)
Z = g1 ∗ (g2 ∗ (· · · ∗ (gq))) ∧ δ
(ε)
Z + ∂(uδ
(ε)
Z ) + ∂(vδ
(ε)
Z ).(5.25)
Comme d’une part :
g1 ∗ (g2 ∗ (· · · ∗ (gq)))
= g1 · δdiv s2∩···∩div sq + ω1g2 · δdiv s3∩···∩div sq + · · ·+ ω1 · · ·ωq−1gq,
et que d’autre part, d’apre`s ([GS1], §2.2.12), on a les limites :
lim
ε→0
g ∧ δ
(ε)
Z = g ∧ δZ ,
et pour tout 1 6 i 6 q,
lim
ε→0
(ω1 · · ·ωi−1)gi · δdiv si+1∩···∩div sq ∧ δ
(ε)
Z = (ω1 · · ·ωi−1)gi · δdiv si+1∩···∩div sq ∧ δZ ,
au sens de la convergence faible des courants, on tire de (5.25) l’e´galite´ :
g ∧ δZ =
g1 · δdiv s2∩···∩div sq∩Z + ω1g2 · δdiv s3∩···∩div sq∩Z + · · ·+ ω1 · · ·ωq−1gqδZ
= {(g1, s1) ∗ · · · ∗ (gq, sq)|δZ},
dans D˜d,d(XR), ce qui termine la de´monstration.
Plus ge´ne´ralement, soient Z ∈ Zq(X) et L1, . . . , Lq des fibre´s inte´grables sur
X . Choisissons E1, . . . , Eq et F 1, . . . , F q des fibre´s en droites admissibles sur X
tels que pour tout 1 6 i 6 q, on ait : Li = Ei ⊗ (F i)
−1.
Proposition-de´finition 5.5.3. On appelle hauteur de Z relativement a` L1, . . . , Lq
et on note hL1,...,Lq(Z) le nombre re´el de´fini par la formule :
hL1,...,Lq(Z) =
∑
S1,S2
S1∪S2={1,...,q}
(−1)#S2h{Ei}i∈S1 ,{F j}j∈S2
(Z).
La hauteur hL1,...,Lq(Z) ainsi de´finie ne de´pend que de Z et des classes d’isomor-
phie isome´trique des fibre´s L1, . . . , Lq. Si les fibre´s L1, . . . , Lq sont admissibles,
elle co¨ıncide avec la hauteur de´finie a` la proposition (5.5.1).
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De´monstration. On suit mutatis mutandis la de´monstration de la proposition
(5.3.9) en utilisant la proposition (5.5.2).
Lorsque L := L1 = · · · = Lq, on convient de noter hL(Z) le nombre hL1,...,Lq(Z)
que l’on appelle alors hauteur de Z relativement a` L.
Remarque 5.5.4. Si q = 0, la hauteur hL(Z) n’est autre que h(Z) = d̂eg[(Z, 0)].
Dans ce cas, la fonction h : Z0(X)→ R est de´finie par h(P ) = log#k(P ).
Remarque 5.5.5. Ces de´finitions ont e´te´ introduites pour la premie`re fois dans
cette ge´ne´ralite´ par Zhang (cf. [Zha], th. 1.4) sous une forme diffe´rente.
Le the´ore`me suivant rassemble diverses proprie´te´s de la hauteur introduite a`
la proposition (5.5.3) :
The´ore`me 5.5.6. Soient Z ∈ Zq(X) et L1, . . . , Lq−1, Lq = (Lq, ‖.‖q) des fibre´s
en droites inte´grables sur X. On a les proprie´te´s suivantes :
1. La hauteur hL1,...,Lq(Z) ne de´pend pas de l’ordre de L1, . . . , Lq.
2. L’application qui a` Z ∈ Zq(X) et L1, . . . , Lq des fibre´s en droites inte´grables
sur X associe hL1,...,Lq(Z) ∈ R de´finit une forme multiline´aire :
Zq(X)× P̂icint(X)× · · · × P̂icint(X) −→ R.
3. Si les me´triques des fibre´s L1, . . . , Lq sont C
∞, alors on a :
hL1,...,Lq(Z) = d̂eg(cˆ1(L1) · · · cˆ1(Lq)|Z),
ou` (·|·) de´signe l’accouplement de´fini dans ([BGS], §2.3).
4. Si Z est le diviseur d’une fonction rationnelle sur un sous-sche´ma inte`gre
contenu dans une fibre ferme´e de X, alors hL1,...,Lq(Z) = 0.
5. Pour tout morphisme f : X → X ′ de varie´te´s arithme´tiques, on a :
hf∗(L1),...,f∗(Lq)(Z) = hL1,...,Lq(f∗(Z)).
6. Soit sq une section rationnelle de Lq au-dessus de Z qui n’est identiquement
nulle sur aucune des composantes irre´ductibles de Z. On a la relation :
hL1,...,Lq−1(Z · div sq) = hL1,...,Lq(Z) +
∫
X(C)
log ‖sq‖q c1(L1) · · · c1(Lq−1) · δZ .
7. On suppose que Z = X, et donc que q = d+ 1. On a :
hL1,...,Ld+1(X) = d̂eg(cˆ1(L1) · · · cˆ1(Ld+1)),
ou` d̂eg de´signe le degre´ arithme´tique sur ĈH
d+1
int (X) introduit au §5.5.1.
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De´monstration. Par (multi)line´arite´ on se rame`ne au cas ou` L1, . . . , Lq sont des
fibre´s en droites admissibles. Les assertions (1) a` (3) sont alors une conse´quence
imme´diate de la proposition (5.5.2), et les assertions (4) a` (6) se de´duisent di-
rectement de (5.5.2) aline´a (2) et des assertions analogues dans le cas classique
(cf. [BGS], prop. 2.3.1 et 3.2.1). Enfin l’assertion (7) est une conse´quence des
propositions (5.3.4) et (5.3.5), et des de´finitions.
La proposition suivante e´tend a` notre cadre un e´nonce´ de Faltings (cf. [Fa],
prop. 2.6) ge´ne´ralise´ dans ([BGS], §3.2.3) :
Proposition 5.5.7. (Positivite´). Soient L1, . . . , Lq des fibre´s en droites admis-
sibles sur X tels que pour tout 1 6 i 6 q, il existe une puissance tensorielle
positive L
ni
i de Li engendre´e par ses sections globales de norme sup infe´rieure ou
e´gale a` 1. Pour tout cycle effectif Z ∈ Zq(X), on a :
hL1,...,Lq(Z) > 0.(5.26)
De´monstration. On raisonne par re´currence sur la dimension de Z.
Si dimZ = 0, le calcul se fait aux places finies et il n’y a pas de changement
avec la situation classique (voir par exemple [BGS], prop. 3.2.4).
On se place de´sormais dans le cas ou` dimZ > 0.
On peut supposer que Z est irre´ductible et choisir une section sq de L
nq
q de
norme sup infe´rieure ou e´gale a` 1 qui ne s’annule pas identiquement sur Z. On
de´duit alors de l’aline´a (6) du the´ore`me (5.5.6) applique´ aux fibre´s L1, . . . , Lq−1, L
nq
q
que :
hL1,...,Lq−1(Z · div sq) 6 nq hL1,...,Lq(Z) si q > 2
et h(Z · div s1) 6 n1 hL1(Z) si q = 1.
Comme Z · div sq est effectif de dimension dimZ − 1 et que h prend des valeurs
positives ou nulles sur les cycles effectifs dans Z0(X), cela implique l’ine´galite´
(5.26) par re´currence sur dimZ.
Exemple 5.5.8. Soient P(∆) une varie´te´ torique projective lisse et E1, . . . , Eq
des fibre´s en droites sur P(∆) engendre´s par leurs sections globales et munis de
leur me´trique canonique. D’apre`s (4.5.8) les fibre´s E1, . . . , Eq sont admissibles et
d’apre`s la proposition (2.3.10) et l’e´galite´ (3.4) ils sont engendre´s par leurs sections
globales de norme sup infe´rieure ou e´gale a` 1. On de´duit de la proposition (5.5.7)
que pour tout cycle effectif Z ∈ Zq(P(∆)), on a :
hE1,...,Eq(Z) > 0.
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6. Courants de Chern canoniques sur les varie´te´s toriques
Dans cette partie et les suivantes, nous revenons a` l’e´tude des varie´te´s toriques
projectives lisses sur SpecZ.
Soit ∆ un e´ventail re´gulier complet admettant une fonction support strictement
concave et soient L1, . . . , Lq des fibre´s en droites sur P(∆) munis a` l’infini de
leur me´trique canonique. On donne dans cette partie une expression explicite du
courant :
c1(L1) · · · c1(Lq).
On en de´duit un premier re´sultat de trivialite´ : Si l’on note :
A
∗
f (P(∆)R) = Ker{d : A
∗
g(P(∆)R) −→ A
∗
g(P(∆)R)}
et
[·] : A
∗
f (P(∆)R) −→ H
2∗(P(∆)(C),R)
la surjection canonique induite par l’application classe en cohomologie des courants,
alors on peut construire de manie`re canonique une section (d’anneaux) du mor-
phisme d’anneaux [·].
6.1. Pre´liminaires.
Soit Arg : C∗ → R/2πZ la fonction argument de´finie pour tout z = ρeiα ∈ C∗
avec ρ ∈ R+∗ et α ∈ R par :
Arg(z) = [α] ∈ R/2πZ.
Pour tout m ∈ M , on note Arg(χm) la fonction multiforme sur T (C) de´finie
comme l’argument du caracte`re χm. La diffe´rentielle dArg(χm) a bien un sens
sur T (C) et de´finit un e´le´ment de A1,0(T (C))⊕A0,1(T (C)). On dispose donc d’un
morphisme injectif de Z-module :
Θ : M −→A1,0(T (C))⊕A0,1(T (C))
m 7−→
dArg(χm)
2π
.
Ce morphisme s’e´tend en un morphisme d’anneaux (encore note´ Θ) :
Θ :
∧∗
ZM −→ ⊕p,qA
p,q(T (C)),
ou`
∧∗
ZM de´signe l’alge`bre exte´rieure sur Z de M et ou` la structure d’anneau sur
⊕p,qA
p,q(T (C)) est celle induite par le produit exte´rieur. Le morphisme d’anneaux
Θ est injectif.
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Remarque 6.1.1. Soit f1, . . . , fd une base de N et f
∗
1 , . . . , f
∗
d la base duale. Pour
tout m ∈ M , on a :
Θ(m) =
d∑
i=1
fi(m)
dArg(χf
∗
i )
2π
.
Remarque 6.1.2. Soit m ∈M . On a :
dc log |χm|2 = Θ(m) sur T (C).
Pour tout τ e´le´ment de ∆, le Z-module
∧max
Z (τ
⊥ ∩M) est un Z-module libre
de rang 1. On choisit un ge´ne´rateur de
∧max
Z (τ
⊥ ∩M) que l’on notera dans toute
la suite Mτ . Le choix de Mτ de´finit une orientation sur la varie´te´ re´elle C
int
τ de
la manie`re suivante :
On note h = dim τ . Soient u1, . . . , uh un syste`me de ge´ne´rateurs du semi-groupe
(τ ∩ N) que l’on comple`te en une base u1, . . . , ud de N , et vh+1, . . . , vd une base
du Z-module (τ⊥ ∩M) telle que vh+1 ∧ · · · ∧ vd =Mτ . On note u
∗
1, . . . , u
∗
d la base
duale de u1, . . . , ud. On note enfin B(0, 1) ⊂ C la boule ouverte de centre 0 et de
rayon 1 et S1 ⊂ C le cercle unite´. On dispose alors du diffe´omorphisme :
ητ : C
int
τ −→B(0, 1)
h × Sd−h1
x 7−→(χu
∗
1(x), . . . , χu
∗
h(x), χvh+1(x), . . . , χvd(x))
On notera C int,+τ la varie´te´ re´elle C
int
τ munie de l’orientation produit des orienta-
tions naturelles sur B(0, 1)h et Sd−h1 . Cette orientation ne de´pend que du choix de
Mτ . On peut remarquer que pour tout σ ∈ ∆max, l’orientation de C
int,+
σ co¨ıncide
avec celle induite par sa structure complexe. Par ailleurs, on a pour tout τ ∈ ∆
l’e´galite´ |χvh+1 | = · · · = |χvd | = 1 sur C intτ , ce qui entraˆıne que la forme Θ(Mτ)
est de classe C∞ sur un voisinage de C intτ ; on dispose donc du courant re´el :
ω 7−→
∫
Cint,+τ
Θ(Mτ) ∧ ω.
6.2. Calcul de c1(L).
Soit L un fibre´ en droites sur P(∆) muni de sa me´trique canonique. On donne,
dans cette section, une expression du courant c1(L).
On rappelle tout d’abord un re´sultat bien connu (voir par exemple [De3], §3.3).
Proposition 6.2.1. (Formule de Green). Soit X une varie´te´ complexe de dimen-
sion d et Ω ⊂ X un ouvert relativement compact tel que Ω soit une sous-varie´te´
re´elle a` coins de X. Soient f et g des formes diffe´rentielles de classe C2 sur un
voisinage de Ω et de bidegre´s (p, p) et (q, q) avec p+ q = d− 1. On a :∫
Ω
(f ∧ ddcg − ddcf ∧ g) =
∫
∂Ω
(f ∧ dcg − dcf ∧ g) .
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Soit D un diviseur (horizontal) T -invariant sur P(∆) tel que L = O(D)∞. On
rappelle que pour tout σ ∈ ∆, on note mD,σ l’e´le´ment deM donnant la restriction
a` σ de la fonction support ΨD de D. On a alors le the´ore`me suivant :
The´ore`me 6.2.2. Pour toute forme test ω ∈ Ad−1,d−1(P(∆)(C)), on a :∫
P(∆)(C)
c1(L) ∧ ω = −
∑
σ∈∆max
∫
∂Cint,+σ
Θ(mD,σ) ∧ ω.
De´monstration. On montre tout d’abord que les termes intervenant dans le
second membre sont bien de´finis. Pour tout σ ∈ ∆max, la forme Θ(mD,σ) ∧ ω est
L1 sur ∂C intσ (cela provient du fait que la forme dθ = dArg(z) est localement L
1
sur C). La diffe´rence ∂C intσ \(∂C
int
σ ∩T (C)) e´tant de codimension re´elle supe´rieure
ou e´gale a` 2, elle est ne´gligeable au sens de la the´orie de la mesure, ce qui entraˆıne
que l’inte´grale
∫
∂Cint,+σ
Θ(mD,σ) ∧ ω est bien de´finie.
Soit maintenant 1 la section (rationnelle) canonique de O(D). On a, d’apre`s la
formule de Poincare´-Lelong ge´ne´ralise´e (4.5.3) l’e´galite´ des courants :
c1(L) = c1(O(D)∞) = δD + (dd
c(− log ‖1‖2D,∞)).
On en de´duit que :∫
P(∆)(C)
c1(L) ∧ ω =
∫
P(∆)(C)
δD ∧ ω +
∫
P(∆)(C)
(− log ‖1‖2D,∞) ∧ dd
cω.(6.27)
Comme de plus, d’apre`s (3.3.1), on a pour tout σ ∈ ∆max et x ∈ Cσ l’e´galite´ :
− log ‖1(x)‖2D,∞ = log |χ
mD,σ(x)|2,
on tire de (6.27) et de (3.2.9) la relation :
∫
P(∆)(C)
c1(L) ∧ ω =
∫
P(∆)(C)
δD ∧ ω +
∑
σ∈∆max
∫
Cint,+σ
log |χmD,σ(x)|2 ∧ ddcω.
(6.28)
On fixe provisoirement σ ∈ ∆max. Soit f1, . . . , fd une famille ge´ne´ratrice de σ (et
donc une Z-base de N d’apre`s (2.2.11)) ; on note f ∗1 , . . . , f
∗
d la base duale de M .
On a mD,σ =
∑d
i=1 fi(mD,σ)f
∗
i , ce dont on tire :
log |χmD,σ(x)|2 =
d∑
i=1
fi(mD,σ) log |χ
f∗i (x)|2.
Par line´arite´, on rame`ne ainsi le calcul de l’inte´grale
∫
Cint,+σ
log |χmD,σ(x)|2 ∧ ddcω
a` celui des inte´grales
∫
Cint,+σ
log |χf
∗
i (x)|2 ∧ ddcω. On ne perd rien en ge´ne´ralite´
en posant i = 1. Dans la carte affine ϕ : Uσ(C) → C
d donne´e par ϕ(x) =
(χf
∗
1 (x), . . . , χf
∗
d (x)), les ensembles Cσ et C
int
σ sont de´finis par les conditions :
Cσ = {x ∈ C
d : |x1| 6 1, . . . , |xd| 6 1},
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et
C intσ = {x ∈ C
d : |x1| < 1, . . . , |xd| < 1}.
On remarque que :
∂Cσ = ∂C
int
σ = {x ∈ Cσ : ∃i ∈ {1, . . . , d} : |xi| = 1}.
Pour tout ε ∈ R+∗, on pose :
Cεσ = {x ∈ C
int
σ : ε < |x1| < 1},
Dεσ = {x ∈ ∂Cσ : ε < |x1| 6 1}
et
Eεσ = {x ∈ Cσ : |x1| = ε}.
Cεσ
EεσD
ε
σ
On a :
(6.29)
∫
Cint,+σ
log |χf
∗
1 (x)|2 ∧ ddcω
=
∫
Cεσ
log |χf
∗
1 (x)|2 ∧ ddcω +
∫
Cintσ \C
ε
σ
log |χf
∗
1 (x)|2 ∧ ddcω.
Comme log |χf
∗
1 (x)|2 = log |x1|
2 est localement L1 sur Uσ(C), on a :
lim
ε→0
∫
Cintσ \C
ε
σ
log |χf
∗
1 (x)|2 ∧ ddcω = 0.(6.30)
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L’application x 7→ log |χf
∗
1 (x)|2 est C∞ sur un voisinage de Cεσ ; il vient donc,
d’apre`s la formule de Green (6.2.1) :
(6.31)
∫
Cεσ
log |χf
∗
1 (x)|2 ∧ ddcω =
∫
Cεσ
ddc log |χf
∗
1 (x)|2 ∧ ω
+
∫
∂Cεσ
(
log |χf
∗
1 (x)|2 ∧ dcω − dc log |χf
∗
1 (x)|2 ∧ ω
)
.
On a sur Cεσ l’e´galite´ dd
c log |χf
∗
1 (x)|2 = ddc log |x1|
2 = 0. De plus, d’apre`s la
remarque (6.1.2), on a :
dc log |χf
∗
1 (x)|2 = dc log |x1|
2 = Θ(f ∗1 ).
On tire des de´finitions l’e´galite´ des courants :∫
∂Cεσ
=
∫
Dεσ
+
∫
Eεσ
Comme log |χf
∗
1 (x)|2 = log |x1|
2 est localement L1 sur ∂Cσ, il vient :
lim
ε→0
∫
Dεσ
log |χf
∗
1 (x)|2 ∧ dcω =
∫
∂Cint,+σ
log |χf
∗
1 (x)|2 ∧ dcω.
De plus log |χf
∗
1 (x)|2 = 2 log ε sur Eεσ, et pour toute forme η ∈ A
2d−1(P(∆)(C))
on a
∫
Eεσ
η = O(ε) quand ε tend vers 0 ; on en de´duit que :
lim
ε→0
∫
Eεσ
log |χf
∗
1 (x)|2 ∧ dcω = 0.
Enfin, on a les limites :
lim
ε→0
∫
Dεσ
dc log |χf
∗
1 (x)|2 ∧ ω = lim
ε→0
∫
Dεσ
Θ(f ∗1 ) ∧ ω =
∫
∂Cint,+σ
Θ(f ∗1 ) ∧ ω,
et
lim
ε→0
∫
Eεσ
dc log |χf
∗
1 (x)|2 ∧ ω = lim
ε→0
∫
Eεσ
dArg(x1)
2π
∧ ω =
∫
Cint,+σ
δH1 ∧ ω,
ou` H1 de´signe le diviseur d’e´quation χ
f∗1 (x) = 0.
En revenant au cas ge´ne´ral (mD,σ quelconque), on de´duit de (6.29), (6.30),
(6.31) et des calculs de limites ci-dessus que :∫
Cint,+σ
log |χmD,σ(x)|2 ∧ ddcω
=
∫
∂Cint,+σ
log |χmD,σ(x)|2 ∧ dcω −
∫
∂Cint,+σ
Θ(mD,σ) ∧ ω −
∫
Cint,+σ
δD ∧ ω.
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D’apre`s (6.28), il vient :∫
P(∆)(C)
c1(L) ∧ ω =
∑
σ∈∆max
∫
∂Cint,+σ
log |χmD,σ(x)|2 ∧ dcω
−
∑
σ∈∆max
∫
∂Cint,+σ
Θ(mD,σ) ∧ ω −
∑
σ∈∆max
∫
Cint,+σ
δD ∧ ω +
∫
P(∆)(C)
δD ∧ ω.
Soient σ1 et σ2 deux e´le´ments de ∆max et τ ∈ ∆(d − 1) une face commune de
σ1 et σ2 (i.e. telle que τ < σ1 et τ < σ2). Du fait de la continuite´ de la fonction
support ΨD, on a :
log |χmD,σ1 (x)|2 = log |χmD,σ2 (x)|2, (∀x ∈ Cτ ).(6.32)
Puisque ∆ est complet, on a par ailleurs :∑
σ∈∆max
∫
∂Cint,+σ
log |χmD,σ(x)|2∧dcω =
∑
σ∈∆max
τ∈∆(d−1)
τ<σ
∫
Cint,+τ
ετ(σ) log |χ
mD,σ(x)|2∧dcω =
∑
{σ1,σ2}⊂∆max
τ=σ1∩σ2∈∆(d−1)
ετ (σ1)
(∫
Cint,+τ
log |χmD,σ1 (x)|2 ∧ dcω −
∫
Cint,+τ
log |χmD,σ2 (x)|2 ∧ dcω
)
ou` pour tout σ ∈ ∆max et tout τ ∈ ∆(d − 1) tels que τ < σ on a pose´ ετ (σ) = 1
si les orientations de ∂C int,+σ et de C
int,+
τ sont compatibles et ετ (σ) = −1 sinon.
On de´duit de cela et de (6.32) que :∑
σ∈∆max
∫
∂Cint,+σ
log |χmD,σ(x)|2 ∧ dcω = 0.
Enfin, comme codimR(D ∩ ∂Cσ) > 3, pour tout σ ∈ ∆max, on a :∑
σ∈∆max
∫
Cint,+σ
δD ∧ ω =
∫
P(∆)(C)
δD ∧ ω,
et le the´ore`me est de´montre´.
Soient σ1, . . . , σs les e´le´ments de ∆max. Comme ∆ est complet, on peut associer
a` tout e´le´ment τ de ∆(d − 1) deux entiers iτ < jτ dans {1, . . . , s} tels que τ soit
la face commune de σiτ et σjτ . On munit C
int
τ de l’orientation compatible avec
celle de ∂C intσiτ et on note C
int,++
τ la varie´te´ re´elle C
int
τ munie de cette orientation.
On peut reformuler le the´ore`me (6.2.2) de la fac¸on suivante :
The´ore`me 6.2.3. Pour toute forme test ω ∈ Ad−1,d−1(P(∆)(C)), on a :∫
P(∆)(C)
c1(L) ∧ ω =
∑
τ∈∆(d−1)
∫
Cint,++τ
Θ(mD,σjτ −mD,σiτ ) ∧ ω.
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6.3. Calcul de c1(L1) · · · c1(Lq).
Soient L1, . . . , Lq des fibre´s en droites au-dessus de P(∆) et munis sur P(∆)(C)
de leur me´trique canonique. Le the´ore`me suivant donne une expression du produit
c1(L1) · · · c1(Lq).
The´ore`me 6.3.1. Soient L1, . . . , Lq des fibre´s en droites au-dessus de P(∆) mu-
nis de leur me´trique canonique.
1. Il existe une famille d’entiers (aτ (L1, . . . , Lq))τ∈∆(d−q) telle que, pour toute
forme test ω ∈ Ad−q,d−q(P(∆)(C)), on ait :∫
P(∆)(C)
c1(L1) ∧ · · · ∧ c1(Lq) ∧ ω =
∑
τ∈∆(d−q)
aτ (L1, . . . , Lq)
∫
Cint,+τ
Θ(Mτ ) ∧ ω.
Les entiers aτ (L1, . . . , Lq) sont de´finis de manie`re unique par cette e´galite´.
2. Les entiers aτ (L1, . . . , Lq) ve´rifient les relations suivantes : Pour tout σ ∈
∆(d− q − 1), on a :∑
τ>σ
τ∈∆(d−q)
εσ(τ)aτ (L1, . . . , Lq)Mτ = 0;
ou` εσ(τ) = 1 si les orientations de ∂C
int,+
τ et de C
int,+
σ sont compatibles, et
εσ(τ) = −1 sinon.
3. On suppose que d < q et que L est un fibre´ en droites au-dessus de P(∆) muni
de sa me´trique canonique. On note D un diviseur horizontal T -invariant sur
P(∆) tel que L = O(D)∞. On a :
aσ(L, L1, . . . , Lq)Mσ = −
∑
τ>σ
τ∈∆(d−q)
εσ(τ)aτ (L1, . . . , Lq) mD,τ ∧Mτ .
De´monstration. On remarque tout de suite que l’unicite´ des entiers aτ (L1, . . . , Lq)
est une conse´quence directe de la proposition (3.2.9) et du fait que le support du
courant re´el ω 7→
∫
Cint,+τ
Θ(Mτ) ∧ ω est Cτ .
D’apre`s le the´ore`me (6.2.3), les assertions (1) et (2) sont vraies pour q = 1.
On va montrer que si (1) et (2) sont vraies au rang q, alors (1) est vraie au rang
q + 1, (3) est vraie au rang q, et enfin (2) est vraie au rang q + 1.
D’apre`s le (1), on peut trouver une famille d’entiers (aτ (L1, . . . , Lq))τ∈∆(d−q)
telle que :∫
P(∆)(C)
c1(L1) ∧ · · · ∧ c1(Lq) ∧ ω =
∑
τ∈∆(d−q)
aτ (L1, . . . , Lq)
∫
Cint,+τ
Θ(Mτ ) ∧ ω.
Comme d’apre`s (3.3.1), on a pour tout σ ∈ D :
− log ‖1(x)‖2D,∞ = log |χ
mD,σ(x)|2, (∀x ∈ Cσ).
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On de´duit de la formule de Poincare´-Lelong ge´ne´ralise´e (4.5.3) et de la formule
de Green l’e´galite´ :
(6.33)
∫
P(∆)(C)
c1(L) ∧ c1(L1) ∧ · · · ∧ c1(Lq) ∧ ω
=
∫
P(∆)(C)
(ddc(− log ‖1(x)‖2D,∞) + δD) ∧ c1(L1) ∧ · · · ∧ c1(Lq) ∧ ω
=
∫
P(∆)(C)
(− log ‖1(x)‖2D,∞) c1(L1) ∧ · · · ∧ c1(Lq) ∧ dd
cω
+
∫
P(∆)(C)
δD ∧ c1(L1) ∧ · · · ∧ c1(Lq) ∧ ω
=
∑
τ∈∆(d−q)
aτ (L1, . . . , Lq)
∫
Cint,+τ
log |χmD,τ (x)|2 Θ(Mτ) ∧ dd
cω
+
∑
τ∈∆(d−q)
aτ (L1, . . . , Lq)
∫
Cint,+τ
δD∩Cintτ ∧Θ(Mτ) ∧ ω.
(Dans le dernier terme, on a utilise´ le fait que D et C intτ s’intersectent de manie`re
transverse).
Nous allons calculer les inte´grales du type :
Iτ (mD,τ ) =
∫
Cint,+τ
log |χmD,τ (x)|2 Θ(Mτ) ∧ dd
cω.
Fixons momentane´ment τ ∈ ∆(d − q) et conside´rons σ ∈ ∆max tel que τ < σ.
Soient f1, . . . , fd un syste`me de ge´ne´rateurs du semi-groupe (σ ∩ N) tels que
f1, . . . , fd−q engendrent le semi-groupe (τ ∩N) et tels que f
∗
d−q+1∧· · ·∧f
∗
d =Mτ .
Comme ∆ est re´gulier, la famille f ∗1 , . . . , f
∗
d forme une Z-base de M .
Par line´arite´, il suffit de calculer Iτ (mD,τ ) pour mD,τ = f
∗
i avec i ∈ {1, . . . , d}.
Pour i ∈ {d − q + 1, . . . , d}, on a |χf
∗
i (x)| = 1 pour tout x ∈ Cτ , et donc
Iτ (f
∗
i ) = 0.
On choisit maintenant i ∈ {1, . . . , d − q}. On ne perd rien en ge´ne´ralite´ en
supposant i = 1.
Dans la carte affine ϕ : Uσ(C) → C
d donne´e par ϕ(x) = (χf
∗
1 (x), . . . , χf
∗
d (x)),
les ensembles Cτ et C
int
τ sont de´finis par les conditions :
Cτ = {x ∈ C
d : |x1| 6 1, . . . , |xd−q| 6 1, |xd−q+1| = 1, . . . , |xd| = 1}
et
C intτ = {x ∈ C
d : |x1| < 1, . . . , |xd−q| < 1, |xd−q+1| = 1, . . . , |xd| = 1}.
On remarque que :
∂Cτ = ∂C
int
τ = {x ∈ Cτ : ∃i ∈ {1, . . . , d− q} : |xi| = 1}.
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Pour tout ε ∈ R+∗, on pose :
Cετ = {x ∈ C
int
τ : ε < |x1| < 1},
Dετ = {x ∈ ∂Cτ : ε < |x1| 6 1}
et
Eετ = {x ∈ Cτ : |x1| = ε}.
On a :
(6.34) Iτ (f
∗
1 ) =
∫
Cετ
log |χf
∗
1 (x)|2 Θ(Mτ ) ∧ dd
cω
+
∫
Cint,+τ \Cετ
log |χf
∗
1 (x)|2 Θ(Mτ) ∧ dd
cω.
Comme log |χf
∗
1 (x)|2Θ(Mτ) = log |x1|
2Θ(Mτ ) est localement L
1 sur Cτ , on a :
lim
ε→0
∫
Cint,+τ \Cετ
log |χf
∗
1 (x)|2 Θ(Mτ) ∧ dd
cω = 0.(6.35)
Puisque |χf
∗
d−q+1(x)| = · · · = |χf
∗
d (x)| = 1 pour tout x ∈ Cτ et que Mτ ∈∧max
Z (τ
⊥ ∩M), la forme Θ(Mτ ), et donc l’application x 7→ log |χ
f∗1 (x)|2Θ(Mτ),
sont C∞ sur un voisinage de Cετ . On peut donc appliquer la formule de Green
(6.2.1) et en de´duire l’e´galite´ :
(6.36)
∫
Cετ
log |χf
∗
1 (x)|2 Θ(Mτ ) ∧ dd
cω =
∫
Cετ
ddc
(
log |χf
∗
1 (x)|2 Θ(Mτ)
)
∧ ω
+
∫
∂Cετ
(
log |χf
∗
1 (x)|2 Θ(Mτ) ∧ d
cω − dc(log |χf
∗
1 (x)|2 Θ(Mτ )) ∧ ω
)
.
En remarquant que dΘ(Mτ ) = d
cΘ(Mτ ) = 0, on a sur C
ε
τ :
ddc(log |χf
∗
1 (x)|2 ∧Θ(Mτ )) = dd
c(log |χf
∗
1 (x)|2)Θ(Mτ ) = 0
et
dc(log |χf
∗
1 (x)|2 Θ(Mτ )) = d
c(log |χf
∗
1 (x)|2) ∧Θ(Mτ )
= Θ(f ∗1 ) ∧Θ(Mτ) = Θ(f
∗
1 ∧Mτ ).
On tire des de´finitions l’e´galite´ des courants :∫
∂Cετ
=
∫
Dετ
+
∫
Eετ
(6.37)
Comme log |χf
∗
1 (x)|2Θ(Mτ) est localement L
1 sur ∂Cτ , il vient :
lim
ε→0
∫
Dετ
log |χf
∗
1 (x)|2 Θ(Mτ) ∧ d
cω =
∫
∂Cint,+τ
log |χf
∗
1 (x)|2 Θ(Mτ ) ∧ d
cω.
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De plus, log |χf
∗
1 (x)|2 = 2 log ε sur Eετ , la forme Θ(Mτ ) est C
∞ sur un voisinage
de Cτ , et pour toute forme η ∈ A
2d−q−1(P(∆)(C)) on a
∫
Eετ
η = O(ε) quand ε
tend vers 0 ; on en de´duit que :
lim
ε→0
∫
Eετ
log |χf
∗
1 (x)|2 Θ(Mτ ) ∧ d
cω = 0.
Enfin, puisque Θ(f ∗1 ) = dArg(x1)/2π et la forme Θ(Mτ ) est C
∞ sur un voisinage
de Cτ , on a les limites :
lim
ε→0
∫
Dετ
Θ(f ∗1 ∧Mτ ) ∧ ω =
∫
∂Cint,+τ
Θ(f ∗1 ∧Mτ ) ∧ ω
et
lim
ε→0
∫
Eετ
Θ(f ∗1 ∧Mτ ) ∧ ω =
∫
Cint,+τ
δH1∩Cintτ ∧Θ(Mτ) ∧ ω,
ou` H1 de´signe le diviseur d’e´quation χ
f∗1 (x) = 0.
En revenant au cas ge´ne´ral (i.e. mD,τ quelconque), on de´duit de (6.34), (6.35),
(6.37) et des calculs de limites ci-dessus que :
Iτ (mD,τ ) =
∫
∂Cint,+τ
log |χmD,τ (x)|2 Θ(Mτ ) ∧ d
cω
−
∫
∂Cint,+τ
Θ(mD,τ ∧Mτ ) ∧ ω −
∫
Cint,+τ
δD∩Cintτ ∧Θ(Mτ) ∧ ω.
(On a utilise´ ici le fait que pour tout i ∈ {d− q + 1, . . . , d}, on a f ∗i ∧Mτ = 0).
En utilisant (6.33) il vient :∫
P(∆)(C)
c1(L) ∧ c1(L1) ∧ · · · ∧ c1(Lq) ∧ ω
=
∑
τ∈∆(d−q)
aτ (L1, . . . , L1)
∫
∂Cint,+τ
log |χmD,τ (x)|2 Θ(Mτ ) ∧ d
cω
−
∑
τ∈∆(d−q)
aτ (L1, . . . , L1)
∫
∂Cint,+τ
Θ(mD,τ ∧Mτ ) ∧ ω.
Enfin, on a :∑
τ∈∆(d−q)
aτ (L1, . . . , L1)
∫
∂Cint,+τ
log |χmD,τ (x)|2 Θ(Mτ) ∧ d
cω
=
∑
σ∈∆(d−q−1)
∫
Cint,+σ
Θ
 ∑
τ>σ
τ∈∆(d−q)
εσ(τ)aτ (L1, . . . , Lq)Mτ
∧(log |χmD,σ(x)|2dcω) = 0
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d’apre`s l’assertion (2). On a donc :∫
P(∆)(C)
c1(L) ∧ c1(L1) ∧ · · · ∧ c1(Lq) ∧ ω
=
∑
σ∈∆(d−q−1)
∫
Cint,+σ
Θ
− ∑
τ>σ
τ∈∆(d−q)
εσ(τ)aτ (L1, . . . , Lq) mD,τ ∧Mτ
 ∧ ω.
Pour e´tablir (1) au rang q + 1 et (3) au rang q, il suffit maintenant de prouver
que pour tout σ ∈ ∆(d− q − 1) il existe un entier aσ(L, L1, . . . , Lq) tel que :
aσ(L, L1, . . . , Lq)Mσ = −
∑
τ>σ
τ∈∆(d−q)
εσ(τ)aτ (L1, . . . , Lq) mD,τ ∧Mτ .
Soit σ ∈ ∆(d − q − 1) et τ0 ∈ ∆(d − q) tel que σ < τ0. On de´duit de l’assertion
(2) au rang q que l’on a :∑
τ>σ
τ∈∆(d−q)
εσ(τ)aτ (L1, . . . , Lq) mD,τ0 ∧Mτ = 0.
On a donc :∑
τ>σ
τ∈∆(d−q)
εσ(τ)aτ (L1, . . . , Lq) mD,τ ∧Mτ
=
∑
τ>σ
τ∈∆(d−q)
εσ(τ)aτ (L1, . . . , Lq) (mD,τ −mD,τ0) ∧Mτ .
Or, comme la fonction support ΨD est continue en σ, on a (mD,τ−mD,τ0) ∈ σ
⊥∩M
pour tout τ ∈ ∆(d− q) tel que τ > σ, et donc (mD,τ −mD,τ0) ∧Mτ ∈ ZMσ.
Montrons enfin que (2) est vraie au rang q + 1.
Soit σ′ ∈ ∆(d− q − 2). D’apre`s le (3), on a :∑
σ>σ′
σ∈∆(d−q−1)
εσ′(σ)aσ(L, L1, . . . , Lq)Mσ
= −
∑
σ>σ′
σ∈∆(d−q−1)
∑
τ>σ
τ∈∆(d−q)
εσ′(σ)εσ(τ)aτ (L, L1, . . . , Lq) mD,τ ∧Mτ
= −
∑
τ>σ′
τ∈∆(d−q)
aτ (L, L1, . . . , Lq)
 ∑
σ∈∆(d−q−1)
τ>σ>σ′
εσ′(σ)εσ(τ)
 mD,τ ∧Mτ .
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Or pour tout τ ∈ ∆(d− q) tel que τ > σ′, on a :∑
σ∈∆(d−q−1)
τ>σ>σ′
εσ′(σ)εσ(τ) = 0,
du fait de la relation ∂◦∂ = 0 dans le complexe simplicial associe´ a` la triangulation
de Sd−1 induite par ∆\{0}.
Le the´ore`me est donc de´montre´.
Remarque 6.3.2. Pour tout couple d’entiers positifs (p, q), on introduit le Z-
module :
Cq(∆, p) =
⊕
τ∈∆(d−q)
∧p(τ⊥).
On de´finit e´galement un cobord d : Cq(∆, p)→ Cq+1(∆, p) de la fac¸on suivante :
d : Cq(∆, p) −→ Cq+1(∆, p)
⊕
τ∈∆(d−q)
xτ 7−→
⊕
σ∈∆(d−q−1)
 ∑
τ>σ
τ∈∆(d−q)
εσ(τ)xτ
 .
Danilov a de´montre´ (cf. [Da], 12.4.1) que le qe`me groupe de cohomologie du com-
plexe (C∗(∆, p)⊗C, d) est isomorphe a` Hp,q(P(∆)(C)). En reprenant les notations
du the´ore`me (6.3.1), on peut associer au courant c1(L1) · · · c1(Lq) un e´le´ment
C(L1, . . . , Lq) de C
q(∆, q) de´fini par :
C(L1, . . . , Lq) =
⊕
τ∈∆(d−q)
aτ (L1, . . . , Lq)Mτ .
D’apre`s l’aline´a (2) de (6.3.1), on a dC(L1, . . . , Lq) = 0 ; et donc C(L1, . . . , Lq)
de´finit un e´le´ment de Hq,q(P(∆)(C)) dont on peut montrer qu’il co¨ıncide avec
la classe c1(L1) · · · c1(Lq) par l’isomorphisme e´voque´ pre´ce´demment. On retrouve
ainsi graˆce au (3) du the´ore`me (6.3.1) la structure multiplicative deH2∗(P(∆)(C)).
Remarque 6.3.3. Comme l’e´ventail ∆ est re´gulier, la famille d’entiers
(aτ (L1, . . . , Lq))τ∈∆(d−q) est un poids de Minkowski de codimension q de ∆ au
sens de [FS].
On de´duit imme´diatement du the´ore`me (6.3.1) le corollaire :
Corollaire 6.3.4. Soient L1, . . . , Lq des fibre´s en droites au-dessus de P(∆) mu-
nis a` l’infini de leur me´trique canonique ; on a :
Supp(c1(L1) · · · c1(Lq)) ⊂
⋃
τ∈∆(d−q)
Cτ .
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On note S+N = C
int,+
{0} le tore compact SN muni de l’orientation canonique
induite par le choix de M{0}, et dµ
+ la forme volume canonique Θ(M{0}). On
peut alors e´noncer un second corollaire :
Corollaire 6.3.5. Soient L1, . . . , Ld des fibre´s en droites au-dessus de P(∆) mu-
nis a` l’infini de leur me´trique canonique ; pour toute fonction f de classe C∞ sur
P(∆)(C), on a :∫
P(∆)(C)
f c1(L1) ∧ · · · ∧ c1(Ld) = deg(c1(L1) · · · c1(Ld))
∫
S+
N
f dµ+.
De´monstration. D’apre`s le the´ore`me (6.3.1), il existe une constante
a{0}(L1, . . . , Ld) ∈ Z telle que :∫
P(∆)(C)
f c1(L1) ∧ · · · ∧ c1(Ld) = a{0}(L1, . . . , Ld)
∫
S+
N
f dµ+.
On prend f = 1 et le re´sultat de´coule alors directement de (4.7.6).
Remarque 6.3.6. En prenant L = L1 = · · · = Ld dans le corollaire (6.3.5), on
constate que la me´trique canonique ‖.‖L,∞ est une solution au premier proble`me
de Calabi pour la forme volume singulie`re δS+
N
∧ dµ+ sur P(∆)(C).
Remarque 6.3.7. Soient K1, . . . , Kd des polytopes convexes de MR a` sommets
dans M tels que K = K1 + · · · + Kd soit d’inte´rieur non vide. Soient ∆
′ un
raffinement re´gulier de ∆ l’e´ventail associe´ a` K comme au the´ore`me (2.4.1) et a`
la remarque (2.4.4), et E ′1, . . . , E
′
d les diviseurs horizontaux invariants sur P(∆
′)
associe´s a`K1, . . . , Kd respectivement comme au (2.4.4). En remarquant que le cal-
cul de c1(E
′
1,∞) · · · c1(E
′
d,∞) ne ne´cessite pas de connaˆıtre ∆
′ mais seulement ∆ et
les fonctions supports ψK1, . . . , ψKd, on de´duit du the´ore`me (6.3.1) un algorithme
efficace pour le calcul du volume mixte :
V (K1, . . . , Kd) =
1
d!
deg(c1(E
′
1,∞) · · · c1(E
′
d,∞)).
6.4. Diviseurs e´le´mentaires.
Dans ce paragraphe on e´tablit un raffinement de (6.3.4) dans le cas ou` les
fibre´s en droites conside´re´s sont des faisceaux associe´s a` des diviseurs invariants
e´le´mentaires. Cela nous permet de construire de manie`re canonique une section
du morphisme d’anneaux : [·] : A
∗
f (P(∆)R)→ H
2∗(P(∆)(C),R).
The´ore`me 6.4.1. Soient D1 = V (τ1), . . . , Dq = V (τq) pour q 6 d des diviseurs
invariants e´le´mentaires ; on a :
Supp(c1(O(D1)∞) · · · c1(O(Dq)∞)) ⊂
⋃
τ∈∆(d−q)
τ<σ∈∆max
σ>τ1,...,τq
Cτ .
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De´monstration. On suppose dans un premier temps que q = 1. Par de´finition,
la fonction support ΨD1 de D1 est nulle sur tout coˆne maximal σ ∈ ∆max ne
contenant pas τ1. L’e´nonce´ pour q = 1 est alors une simple conse´quence du
the´ore`me (6.2.3).
On suppose maintenant que q > 1. Le support du courant c1(O(D1)∞) · · ·
c1(O(Dq)∞) est inclus dans celui de c1(O(D1)∞) (on peut voir cela en approchant
la me´trique canonique sur O(D1) par une me´trique C
∞). On de´duit de ce qui
pre´ce`de et du the´ore`me (6.3.1) que :
Supp(c1(O(D1)∞) · · · c1(O(Dq)∞)) ⊂
⋃
τ∈∆(d−q)
τ<σ∈∆max
σ>τ1
Cτ .
Le courant c1(O(D1)∞) · · · c1(O(Dq)∞) e´tant inde´pendant de l’ordre des diviseurs
D1, . . . , Dq, il vient :
Supp(c1(O(D1)∞) · · · c1(O(Dq)∞)) ⊂
⋃
τ∈∆(d−q)
τ<σ∈∆max
σ>τ1,...,τq
Cτ .
On a alors le corollaire suivant :
Corollaire 6.4.2. Soient D1 = V (τ1), . . . , Dq = V (τq) pour q 6 d, des diviseurs
invariants e´le´mentaires tels que D1 · · ·Dq = 0 dans CH
∗(P(∆)) (i.e. tels que le
coˆne τ = R+τ1 + · · ·+ R
+τq ne soit pas un e´le´ment de ∆). On a :
c1(O(D1)∞) · · · c1(O(Dq)∞) = 0.
De´monstration. Comme τ /∈ ∆, on ne peut pas trouver σ ∈ ∆max tel que
τ1, . . . , τq soient des faces de σ (sinon τ serait une face de σ, et donc un e´le´ment
de ∆). On de´duit de (6.4.1) que Supp(c1(O(D1)∞) · · · c1(O(Dq)∞)) = ∅, et donc
que c1(O(D1)∞) · · · c1(O(Dq)∞) = 0.
On de´duit de (6.4.2) et des the´ore`mes (2.5.7) et (6.2.3) qu’il existe un mor-
phisme d’anneaux :
ς : H2∗(P(∆)(C),R) −→ A
∗
f (P(∆)R)
tel que pour tout q-uplet (D1, . . . , Dq) de diviseurs T -invariants sur P(∆), on ait :
ς(c1(O(D1)) · · · c1(O(Dq))) = c1(O(D1)∞) · · · c1(O(Dq)∞).
D’apre`s (4.7.6), ς est une section du morphisme classe [·].
Remarque 6.4.3. Soit Aq(∆) le groupe des poids de Minkowski de codimension
q pour ∆ tel qu’il est de´fini dans [FS]. On note ξ : Aq(∆) → A
q
f (P(∆)R) le
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morphisme de groupes de´fini par l’identite´ :
ξ(⊕τ∈∆(d−q)aτ ) =
∑
τ∈∆(d−q)
aτ
∫
Cint,+τ
Θ(Mτ ) ∧ ·
On note e´galement ξ le morphisme Aq(∆)⊗R→ A
q
f (P(∆)R) obtenu par extension
des scalaires a` partir de ξ. On peut alors factoriser l’application ς de la fac¸on
suivante :
Aq(∆)⊗ R
ξ // A
q
f (P(∆)R)
H2∗(P(∆)(C),R)
ς˜
OO
ς
66mmmmmmmmmmmmm
D’apre`s la remarque (6.3.2), le morphisme ς˜ est un isomorphisme ; de plus il induit
par restriction un isomorphisme d’anneaux gradue´s :
ς˜ : H2∗(P(∆)(C),Z) −→ A∗(∆).
L’aline´a (3) du the´ore`me (6.3.1) redonne la structure multiplicative de A∗(∆)
induite comme dans [FS] par la structure d’anneau naturelle de l’anneau de
Chow ope´ratoriel de P(∆). On retrouve ainsi , sous une forme diffe´rente, cer-
tains re´sultats de [FS].
7. Ge´ome´trie d’Arakelov des varie´te´s toriques
Dans toute cette partie, P(∆) de´signe une varie´te´ torique projective lisse de
dimension absolue d+ 1.
On montre tout d’abord que les multihauteurs “canoniques” de P(∆) (c’est-a`-
dire celles relatives a` des fibre´s en droites munis de leur me´trique canonique) sont
nulles. On en de´duit un re´sultat remarquable : La hauteur d’une hypersurface
dans P(∆) relativement a` un fibre´ en droites muni de sa me´trique canonique est
essentiellement donne´e par la mesure de Mahler du polynoˆme qui la de´finit.
On construit enfin de manie`re canonique une section du morphisme d’anneaux :
ζ : ĈH
∗
int(X) −→ CH
∗(X).
L’existence d’une section canonique pour ζ e´tend les e´nonce´s d’annulations de
nombres arithme´tiques obtenus dans un premier temps et conduit a` une descrip-
tion de la structure de l’anneau ĈH
∗
int(X).
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7.1. Annulation des multihauteurs.
L’e´nonce´ suivant est un cas particulier de ([Zha], th. 2.4). On peut e´galement
consulter ([Zha], conj. 2.5, 2.6 et th. 2.9) pour des e´nonce´s proches de celui-ci.
Proposition 7.1.1. Soient L1,∞, . . . , Ld+1,∞ des fibre´s en droites sur P(∆) mu-
nis de leur me´trique canonique. On a :
hL1,∞,...,Ld+1,∞(P(∆)) = 0.
En particulier, pour tout fibre´ en droites sur P(∆) muni de sa me´trique canonique
L∞, on a :
hL∞(P(∆)) = 0.
De´monstration. Soit p un entier strictement supe´rieur a` 1 et conside´rons l’en-
domorphisme [p] : P(∆)→ P(∆) de´fini au (2.2.18). D’apre`s la proposition (3.4.2),
on a pour tout 1 6 i 6 d+ 1 :
[p]∗(Li,∞) ≃ (Li,∞)
p.
On tire de cela que pour tout 1 6 i 6 d+ 1,
cˆ1([p]
∗(Li,∞)) = cˆ1((Li,∞)
p) = p cˆ1(Li,∞).
On obtient donc :
(7.38) d̂eg(cˆ1([p]
∗(L1,∞)) · · · cˆ1([p]
∗(Ld+1,∞)))
= pd+1 d̂eg(cˆ1(L1,∞) · · · cˆ1(Ld+1,∞)).
D’autre part, on a d’apre`s les aline´as (5) et (7) du the´ore`me (5.5.6) :
d̂eg(cˆ1([p]
∗(L1,∞)) · · · cˆ1([p]
∗(Ld+1,∞)))
= h[p]∗(L1,∞),...,[p]∗(Ld+1,∞)(P(∆))
= hL1,∞,...,Ld+1,∞([p]∗P(∆))
= pdhL1,∞,...,Ld+1,∞(P(∆))
= pd d̂eg(cˆ1(L1,∞) · · · cˆ1(Ld+1,∞)).
(7.39)
Comme p > 1, la conjonction de (7.38) et de (7.39) implique que :
hL1,∞,...,Ld+1,∞(P(∆)) = d̂eg(cˆ1(L1,∞) · · · cˆ1(Ld+1,∞)) = 0.
GE´OME´TRIE D’ARAKELOV DES VARIE´TE´S TORIQUES 101
7.2. Hauteurs canoniques des hypersurfaces de P(∆).
Proposition 7.2.1. Soient L1,∞, . . . , Ld,∞ des fibre´s en droites sur P(∆) munis
de leur me´trique canonique et soit s une section rationnelle non nulle d’un fibre´
en droites L sur P(∆). Soit alors D un diviseur T -invariant sur P(∆) tel que
L ≃ O(D) et notons sD la fonction rationnelle sur P(∆) correspondant a` s par
cet isomorphisme. On a :
hL1,∞,...,Ld,∞(div s) = deg(c1(L1) · · · c1(Ld))
∫
S+
N
log |sD| dµ
+.
De´monstration. Soit ‖.‖∞ la me´trique canonique de L et notons L∞ = (L, ‖.‖∞).
Suivant l’aline´a (6) du the´ore`me (5.5.6) il vient :
hL1,∞,...,Ld,∞(div s)
= hL1,∞,...,Ld,∞,L∞(P(∆)) +
∫
P(∆)(C)
log ‖s‖∞ c1(L1,∞) · · · c1(Ld,∞);
d’autre part on sait que hL1,∞,...,Ld,∞,L∞(P(∆)) = 0 du fait de la proposition
(7.1.1). On termine alors la de´monstration en utilisant le corollaire (6.3.5) et en
remarquant que ‖s‖∞ = |sD| sur SN .
De´finition 7.2.2. Soit s une fonction rationnelle non nulle sur P(∆). On appelle
mesure de Mahler de s et on note M(s) le nombre re´el :
M(s) =
∫
S+
N
log |s| dµ+.
La proposition suivante est une conse´quence imme´diate de la de´monstration de
([BGS], prop. 1.5.1).
Proposition 7.2.3. Soient n un entier positif et U un ouvert de Cn. Si F est
une fonction me´romorphe sur U × P(∆)(C) dont le diviseur divF est plat sur
U (relativement a` la premie`re projection), alors la mesure de Mahler M(F (u, ·))
de´pend continuˆment de u.
7.3. Un exemple.
Plac¸ons nous sur PnZ vu comme varie´te´ torique de fac¸on standard, et soit P ∈
Z[X0, . . . , Xn] un polynoˆme homoge`ne de degre´ k ∈ N
∗. Le polynoˆme P de´finit
une section globale (encore note´e P ) de O(k) et la hauteur de l’hypersurface divP
est donne´e d’apre`s la proposition (7.2.1) par :
hO(1)
∞
(divP ) = M(P ) =
1
(2π)n+1
∫ 2π
0
· · ·
∫ 2π
0
log |P (eiθ0, . . . , eiθn)| dθ0 · · · dθn.
On peut trouver dans certains cas une formule explicite pour M(P ).
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Soit par exemple la forme line´aire P (X0, . . . , Xn) = a0X0 + · · · + anXn avec
(a0, . . . , an) ∈ C
n+1 − {0} et notons I(a0, . . . , an) = M(a0X0 + · · · + anXn) sa
mesure de Mahler.
On de´duit de la formule de Jensen l’e´galite´ :
I(a0, a1) = log Sup(|a0|, |a1|).
Le calcul de I(a0, a1, a2) est plus de´licat et fait l’objet de l’e´nonce´ suivant, obtenu
en collaboration avec J. Cassaigne :
Proposition 7.3.1.
1. Si |a0|, |a1| et |a2| sont les longueurs des coˆte´s d’un triangle du plan (i.e.
ve´rifient les ine´galite´s |ai| 6 |aj |+ |ak| avec {i, j, k} = {0, 1, 2}) alors :
I(a0, a1, a2) =
α0
π
log |a0|+
α1
π
log |a1|+
α2
π
log |a2|+
1
π
D
(∣∣∣∣a1a0
∣∣∣∣ eiα2) ,
ou` D(·) de´signe le dilogarithme de Bloch-Wigner de´fini par :
D(z) = ℑ(li2(z) + log |z| log(1− z)) pour z ∈ C\{0, 1},
et ou` α0, α1 et α2 sont les mesures principales non oriente´es des angles
aux sommets A0, A1 et A2 d’un triangle du plan T = (A0, A1, A2) tel que
|a0| = A1A2, |a1| = A0A2 et |a2| = A0A1.
2. Sinon,
I(a0, a1, a2) = log Sup(|a0|, |a1|, |a2|).
De´monstration. De´montrons tout d’abord l’assertion (1). Les expressions con-
side´re´es e´tant syme´triques du fait de l’e´quation fonctionnelle ve´rifie´e par D(·), on
peut supposer que |a0| > |a1| > |a2|. On a, en toute ge´ne´ralite´, les relations :
I(a0, a1, a2) =
1
(2π)3
∫ 2π
0
∫ 2π
0
∫ 2π
0
log
∣∣a0eiθ0 + a1eiθ1 + a2eiθ2∣∣ dθ0dθ1dθ2
=
1
(2π)2
∫ 2π
0
∫ 2π
0
log
∣∣|a0|+ |a1|eiθ1 + |a2|eiθ2∣∣ dθ1dθ2
=
1
2π
∫ 2π
0
log Sup
(∣∣|a0|+ |a1|eiθ1∣∣ , |a2|) dθ1,(7.40)
la dernie`re e´galite´ e´tant obtenue par application de la formule de Jensen. On pose
alors α = π − α2 et on ve´rifie que | |a0|+ |a1|e
iα| = |a2|. On de´duit de cela et de
(7.40) la relation :
I(a0, a1, a2) =
α2
π
log |a2|+
1
2π
∫ α
−α
log
∣∣|a0|+ |a1|eiθ1∣∣ dθ1,
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ce dont on tire :
I(a0, a1, a2) =
α2
π
log |a2|+
α0
π
log |a0|+
α1
π
log |a0|
+
1
2π
∫ α
−α
log
∣∣∣∣1 + ∣∣∣∣a1a0
∣∣∣∣ eiθ1∣∣∣∣ dθ1,(7.41)
puisque α = α0 + α1.
|a2||a1|
A2
A1
α2
A0
α0
α1
|a0|
α
Enfin,
1
2π
∫ α
−α
log
∣∣∣∣1 + ∣∣∣∣a1a0
∣∣∣∣ eiθ1∣∣∣∣ dθ1 = 12πℜ
(∫ α
−α
log
(
1 +
∣∣∣∣a1a0
∣∣∣∣ eiθ1) dθ1)
=
1
2π
ℑ
(∫
L
log(1− z)
z
dz
)
,
ou` L est un chemin allant de (−|a1/a0|e
−iα) a` (−|a1/a0|e
iα) d’indice ze´ro par
rapport a` 0 et 1.
104 VINCENT MAILLOT
On en de´duit que :
1
2π
∫ α
−α
log
∣∣∣∣1 + ∣∣∣∣a1a0
∣∣∣∣ eiθ1∣∣∣∣ dθ1
=
1
2π
ℑ
(
li2
(
−
∣∣∣∣a1a0
∣∣∣∣ e−iα)− li2(− ∣∣∣∣a1a0
∣∣∣∣ eiα))
=
1
2π
ℑ
(
li2
(∣∣∣∣a1a0
∣∣∣∣ eiα2))− 12πℑ
(
li2
(∣∣∣∣a1a0
∣∣∣∣ e−iα2))
=
1
π
ℑ
(
li2
(∣∣∣∣a1a0
∣∣∣∣ eiα2))
=
1
π
D
(∣∣∣∣a1a0
∣∣∣∣ eiα2)− 1π log
∣∣∣∣a1a0
∣∣∣∣ℑ(log(1− ∣∣∣∣a1a0
∣∣∣∣ eiα2))
=
1
π
D
(∣∣∣∣a1a0
∣∣∣∣ eiα2)+ α1π log
∣∣∣∣a1a0
∣∣∣∣ ,
ce qui ajoute´ a` (7.41) donne le re´sultat annonce´.
Plac¸ons nous maintenant sous les hypothe`ses de l’assertion (2). Les expressions
conside´re´es e´tant syme´triques, on peut supposer que |a0|+ |a1| < |a2|. Le re´sultat
se de´duit alors directement de la relation (7.40).
Remarque 7.3.2. La proposition (7.3.1) ge´ne´ralise certains re´sultats partiels
dus a` Smyth (cf. [Sm], voir e´galement [Bo]). Pour un point de vue moderne sur
la mesure de Mahler, on peut consulter [Den]. On peut s’inspirer de l’approche
de ([Den], §3) pour donner une interpre´tation de la proposition (7.3.1) dans le
langage de la K-the´orie et des structures de Hodge-Tate mixtes.
Remarque 7.3.3. Si l’on conside`re le plan euclidien comme le bord du demi-
espace de Poincare´ H3 muni de la me´trique hyperbolique usuelle, le nombre
D
(∣∣∣a1a0 ∣∣∣ eiα2) intervenant dans la proposition (7.3.1) est le volume du te´trae`dre
hyperbolique ide´al dans H3 de sommets (A0, A1, A2,∞).
7.4. L’anneau de Chow arithme´tique ge´ne´ralise´ d’une varie´te´ torique.
L’objet de cette section est de prouver le re´sultat suivant :
The´ore`me 7.4.1. Soit P(∆) une varie´te´ torique projective lisse de dimension
relative d sur SpecZ. Il existe une unique section ςˆ du morphisme ζ : ĈH
∗
int(P(∆))→
CH∗(P(∆)) telle que :
– ςˆ soit un morphisme d’anneaux ;
– pour tout fibre´ en droites L sur P(∆), on ait ςˆ(c1(L)) = cˆ1(L∞).
On montre tout d’abord le lemme suivant :
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Lemme 7.4.2. Si D1, . . . , Dq (q 6 d) sont des diviseurs T -invariants e´le´mentaires
tels que D1 · · ·Dq = 0 dans CH
∗(P(∆)), alors :
cˆ1(O(D1)∞) · · · cˆ1(O(Dq)∞) = 0 dans ĈH
q
int(P(∆)).
De´monstration. On a :
ζ(cˆ1(O(D1)∞) · · · cˆ1(O(Dq)∞)) = c1(O(D1)) . . . c1(O(Dq)) = 0.
De plus,
ω(cˆ1(O(D1)∞) · · · cˆ1(O(Dq)∞)) = c1(O(D1)∞) . . . c1(O(Dq)∞) = 0
d’apre`s le corollaire (6.4.2). Il existe donc α ∈ Dq−1,q−1(P(∆)R) tel que :
cˆ1(O(D1)∞) · · · cˆ1(O(Dq)∞) = [(0, α)] dans ĈH int(P(∆)),(7.42)
et comme ddcα = 0, on peut choisir α dans Zq−1,q−1(P(∆)R).
Soient maintenant Lq+1,∞, . . . , Ld+1,∞ des fibre´s en droites sur P(∆) munis de
leur me´trique canonique. On de´duit de (7.42) la relation :
d̂eg(cˆ1(O(D1)∞) · · · cˆ1(O(Dq)∞) · cˆ1(Lq+1,∞) . . . cˆ1(Ld+1,∞))
=
1
2
∫
P(∆)(C)
α c1(Lq+1,∞) · · · c1(Ld+1,∞),
ce qui entraˆıne, d’apre`s la proposition (7.1.1) que :∫
P(∆)(C)
α c1(Lq+1,∞) · · · c1(Ld+1,∞) = 0,(7.43)
quels que soient les fibre´s en droites Lq+1, . . . , Ld+1 choisis.
Comme l’anneau de cohomologie de De Rham de P(∆) est engendre´ par les
classes des diviseurs dans P(∆) (cf. the´ore`me 2.5.7), on de´duit de (7.43) et de
(4.7.6) que : ∫
P(∆)(C)
α ∧ β = 0,
quel que soit β ∈ Hd−q,d−q(P(∆)(C)R) et ceci implique par dualite´ de Poincare´
que α = 0 dans D˜q−1,q−1(P(∆)(C)R).
On passe maintenant a` la de´monstration du the´ore`me (7.4.1). En reprenant les
notations du the´ore`me (2.5.7), soit ςˆ : S → ĈH
∗
int(P(∆)) le morphisme d’anneaux
de´fini par ςˆ(tτ ) = cˆ1(O(V (τ))∞) pour tout τ ∈ ∆(1). On de´duit de la proposition
(3.4.1) et du lemme (7.4.2) respectivement les inclusions J ⊂ Ker ςˆ et I ⊂ Ker ςˆ.
On conclut la de´monstration en utilisant le the´ore`me (2.5.7).
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8. Un the´ore`me de Bernstein-Koushnirenko arithme´tique
Ce chapitre est consacre´ a` e´tablir, comme application des re´sultats des pages
qui pre´ce`dent, un analogue arithme´tique du the´ore`me de Bernstein-Koushnirenko.
Rappelons que ce the´ore`me fournit une borne du nombre de ze´ros communs dans
(C∗)n a` n polynoˆmes de Laurent P1, . . . , Pn dans C[X1, X
−1
1 , . . . , Xn, X
−1
n ] en
terme de volumes mixtes associe´s aux polyhe`dres de Newton de P1, . . . , Pn.
Lorsque P1, . . . , Pn appartiennent a` Z[X1, X
−1
1 , . . . , Xn, X
−1
n ] nous de´montrons
une majoration sur la hauteur de leurs ze´ros communs (cf. corollaire (8.2.3)).
Cette majoration fait intervenir un certain invariant re´el L(∇), associe´ a` un poly-
tope convexe ∇ dans M , que nous de´finissons et e´tudions dans la section (8.1).
8.1. A propos d’une constante associe´e a` un polytope convexe.
8.1.1. De´finitions et proprie´te´s. Soit ∇ un polytope convexe dans MR a` sommet
dansM que l’on suppose d’inte´rieur non vide (si tel n’est pas le cas, on s’y rame`ne
en se plac¸ant dans M ′ =M ∩ (R∇+ R(−∇)).
On note ∆ l’e´ventail dans N associe´ a` ∇ par le the´ore`me (2.4.1) et P(∇) la
varie´te´ torique P(∆). On note e´galement E l’unique diviseur de Cartier horizontal
T -invariant sur P(∇) tel que KE = ∇. D’apre`s (2.4.1), on sait que le faisceau
O(E) est ample.
On associe alors a` ∇ la constante re´elle L(∇) de´finie de la manie`re suivante :
L(∇) = Sup
s∈Γ(P(∇)(C),O(E))
(
Sup
x∈P(∇)(C)
log ‖s(x)‖E,∞ −M(s)
)
.
Proposition 8.1.1. La constante L(∇) est bien de´finie et est positive.
De´monstration. La diffe´rence :
Sup
x∈P(∇)(C)
log ‖s(x)‖E,∞ −
∫
S+
N
log |s(x)| dµ+
ne change pas lorsque s est multiplie´e par une constante λ ∈ C∗. On a donc :
L(∇) = Sup
s∈P(Γ(P(∇)(C),O(E)))
(
Sup
x∈P(∇)(C)
log ‖s(x)‖E,∞ −M(s)
)
.
Comme dimC Γ(P(∇)(C),O(E)) est finie, P(Γ(P(∇)(C),O(E))) est compact et
l’on de´duit de la proposition (7.2.3) que |L(∇)| < +∞. Enfin pour toute section
s ∈ Γ(P(∇)(C),O(E)), on a :∫
S+
N
log |s(x)| dµ+ 6 Sup
x∈P(∇)(C)
log ‖s(x)‖E,∞
∫
S+
N
dµ+ = Sup
x∈P(∇)(C)
log ‖s(x)‖E,∞,
et donc L(∇) > 0.
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Proposition 8.1.2. Soient ∆′ un e´ventail complet dans NR et E1 un diviseur
de Cartier T -invariant sur P(∆′) tel que O(E1) soit engendre´ par ses sections
globales. Si l’on note ∇1 = KE1 ⊂ MR le polytope convexe a` sommets dans M
associe´ a` E1, alors on a :
L(∇1) = Sup
s∈Γ(P(∆′)(C),O(E1))
(
Sup
x∈P(∆′)(C)
log ‖s(x)‖E1,∞ −
∫
S+
N
log |s(x)| dµ+
)
.
De´monstration. On pose V ′ = R∇1 + R(−∇1) et on note M
′ = M ∩ V ′. Soit
M ′′ un sous-groupe de M tel que l’on ait : M =M ′ ⊕M ′′ ; on tire :
T (C) = Spec(C[M ′])× Spec(C[M ′′]) = GrgM
′
m (C)×G
rgM ′′
m (C).
Notons pr1 la premie`re projection et soit m ∈ M
′. Par construction, m induit
un caracte`re χm∇1 sur G
rgM ′
m (C) ⊂ P(∇1)(C). Du fait de l’inclusion M
′ ⊂ M , m
induit e´galement un caracte`re χm∆′ sur T (C) ⊂ P(∆
′)(C) et les deux caracte`res
sont lie´s par la relation :
χm∆′ = χ
m
∇1
◦ pr1 = pr
∗
1(χ
m
∇1
).
On note E ′1 le diviseur de Cartier T -invariant sur P(∇1), dont l’existence est
assure´e par le the´ore`me (2.4.1), tel que KE′1 = ∇1 et E
′
1 est ample. D’apre`s la
proposition (2.3.10), on dispose d’un isomorphisme canonique :
pr∗1 : Γ(P(∇1)(C),O(E
′
1)) −→ Γ(P(∆
′)(C),O(E1)).
Pour tout s ∈ Γ(P(∇1)(C),O(E
′
1)) et x ∈ T (C), on a :
‖pr∗1(s)(x)‖E1,∞ = ‖s(pr1(x))‖E′1,∞,
et comme GrgM
′
m (C) (resp. T (C)) est dense dans P(∇1)(C) (resp. dans P(∆
′)(C)),
on a :
Sup
x∈P(∆′)(C)
‖pr∗1(s)(x)‖E1,∞ = Sup
x′∈P(∇1)(C)
‖s(x′)‖E′1,∞.
De plus, pour tout s ∈ Γ(P(∇1)(C),O(E
′
1)), on a :∫
S+
N
log |pr∗1(s)(x)| dµ
+ =
∫
S+
N′
log |s(x′)| dµ+.
On en de´duit que :
L(∇1) = Sup
s∈Γ(P(∇1)(C),O(E′1))
(
Sup
x′∈P(∇1)(C)
log ‖s(x′)‖E′1,∞ −
∫
S+
N′
log |s(x′)| dµ+
)
= Sup
s∈Γ(P(∆′)(C),O(E1))
(
Sup
x∈P(∆′)(C)
log ‖s(x)‖E1,∞ −
∫
S+
N
log |s(x)| dµ+
)
.
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Proposition 8.1.3. (Fonctorialite´). Soient ∇1 et ∇2 deux polytopes convexes
dans M et soit ∇ = ∇1 +∇2. Pour i ∈ {1, 2}, on a :
L(∇i) 6 L(∇).
De´monstration. Il suffit de de´montrer le re´sultat pour i = 1.
On suppose que ∇ est d’inte´rieur non vide (si tel n’est pas le cas, on s’y rame`ne
en se plac¸ant dansM ′ = M∩(R∇+R(−∇)). D’apre`s le the´ore`me (2.4.3), il existe
des diviseurs de Cartier T -invariants E1, E2 sur P(∇) tels que l’on ait KEi = ∇i
pour i ∈ {1, 2}. Les faisceaux inversibles O(E1) et O(E2) sont engendre´s par leurs
sections globales et l’on a E = E1 + E2.
Soit s1 ∈ Γ(P(∇)(C),O(E1)) et soit x0 ∈ P(∇)(C) tel que :
‖s1(x0)‖E1,∞ = Sup
x∈P(∇)(C)
‖s1(x)‖E1,∞.
On peut trouver σ ∈ ∆max tel que x0 ∈ Cσ.
On de´duit de l’e´galite´ E = E1 + E2 que m∇,σ = m∇1,σ + m∇2,σ. D’apre`s le
the´ore`me (2.3.14) on a m∇2,σ ∈ ∇2, et donc s1⊗χ
m∇2,σ ∈ Γ(P(∇)(C),O(E)). De
plus graˆce a` la proposition (3.3.1) on peut affirmer que :
‖s1 ⊗ χ
m∇2,σ(x0)‖E,∞ = ‖s1(x0)‖E1,∞
et donc que :
Sup
x∈P(∇)(C)
‖s1 ⊗ χ
m∇2,σ(x)‖E,∞ > Sup
x∈P(∇)(C)
‖s1(x)‖E1,∞.
Comme
∫
S+
N
log |χm∇2,σ | dµ+ = 0, on de´duit finalement de la proposition (8.1.2)
la majoration :
L(∇1) = Sup
s1∈Γ(P(∇)(C),O(E1))
(
Sup
x∈P(∇)(C)
log ‖s1(x)‖E1,∞ −
∫
S+
N
log |s1(x)| dµ
+
)
6 Sup
s∈Γ(P(∇)(C),O(E))
(
Sup
x∈P(∇)(C)
log ‖s(x)‖E,∞ −
∫
S+
N
log |s(x)| dµ+
)
= L(∇).
8.1.2. Majoration de L(∇). Dans ce paragraphe, ∇ de´signe un polytope convexe
dans MR a` sommets dans M et suppose´ d’inte´rieur non vide (si tel n’est pas
le cas, on s’y rame`ne en se plac¸ant dans M ′ = M ∩ (R∇ + R(−∇))). On note
∇0 l’ensemble des sommets de ∇ et ∆ l’e´ventail complet associe´ a` ∇ par la
construction du the´ore`me (2.4.1). On note E le diviseur ample sur P(∆) associe´
a` ∇ par cette construction ; on sait que KE = ∇.
D’apre`s la remarque (2.4.4), il existe un raffinement ∆′ de ∆ tel que P(∆′) est
projective et lisse. On note i∗ : P(∆
′) → P(∆) le morphisme e´quivariant induit
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par l’inclusion i : ∆′ →֒ ∆ et on pose E ′ = (i∗)
∗(E). On sait alors que KE′ = ∇
et le faisceau inversible O(E ′) est engendre´ par ses sections globales.
Suivant Lelong (cf. [Le1]) on de´finit pour n un entier strictement positif les
constantes suivantes :
Cn =
1
2
n−1∑
i=1
1
i
et Cn = 0 pour n = 1,
C ′n =
2n−2∑
i=1
1
i
+
+∞∑
i=2n−1
1
i2i
.
La proposition suivante est une conse´quence directe des e´nonce´s donne´s dans
[Le1] :
Proposition 8.1.4. Soit P ∈ C[X1, . . . , Xn] un polynoˆme, on a :
Sup
|zi|61
16i6n
log |P (z1, . . . , zn)| −M(P ) 6 (Cn + C
′
n) degP.
De´monstration. Voir [Le1], th. 2, prop. 4 et e´quation (14). Voir aussi [Le2].
A tout σ ∈ ∆′max on attache un nombre re´el L(σ) que l’on de´finit de la fac¸on
suivante :
L(σ) = Sup
s∈Γ(P(∆′)(C),O(E′))
(
Sup
x∈Cσ
log ‖s(x)‖E′,∞ −
∫
S+
N
log |s(x)| dµ+
)
.
L’e´ventail ∆′ e´tant complet, on de´duit des propositions (3.2.3) et (8.1.2) l’e´galite´ :
L(∇) = Sup
σ∈∆′max
L(σ).(8.44)
Pour tout σ ∈ ∆′max, on choisit f1, . . . , fd une famille ge´ne´ratrice de σ (qui est
donc une Z-base de N) et on note f ∗1 , . . . , f
∗
d la base duale de M .
Dans la carte affine ϕ : Uσ(C) → C
d donne´e par ϕ(x) = (χf
∗
1 (x), . . . , χf
∗
d (x)),
l’ensemble Cσ est de´fini par les conditions :
Cσ = {z ∈ C
d : |z1| 6 1, . . . , |zd| 6 1}.
Soit s ∈ Γ(P(∆′)(C),O(E ′)). Dans la carte affine Uσ(C), la fonction rationnelle
Q = s · χ−mE,σ est un polynoˆme. Comme∫
S+
N
log |Q| dµ+ =
∫
S+
N
log |s · χ−mE,σ | dµ+ =
∫
S+
N
log |s| dµ+,
et que pour tout x ∈ Cσ on a :
log ‖s(x)‖E,∞ = log |Q(x)|,
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on obtient d’apre`s la proposition (8.1.4) la majoration :
Sup
x∈Cσ
log ‖s(x)‖E,∞ −
∫
S+
N
log |s| dµ+ = Sup
|zi|61
16i6d
log |Q(z)| −M(Q)
6 (Cd + C
′
d) deg(Q).(8.45)
Au vu de la description des sections globales de O(E ′) que l’on de´duit de la
proposition (2.3.10), il vient :
degQ 6 Sup
m∈(∇−mE′,σ)
‖m‖1 = Sup
m∈(∇0−mE′,σ)
‖m‖1,
ou` l’on a pose´ ‖m‖1 =
∑d
i=1 |< fi, m >|. On de´duit de cela et de (8.45) la majo-
ration :
L(σ) 6 (Cd + C
′
d) Sup
m∈(∇0−mE′,σ)
‖m‖1.(8.46)
Les relations (8.44) et (8.46) fournissent un proce´de´ the´orique pour l’obten-
tion d’une majoration de l’invariant L(∇). Malheureusement, la de´termination
de l’e´ventail ∆′, et a fortiori de la base f1, . . . , fd, repose non seulement sur la
connaissance de la ge´ome´trie du polytope ∇ mais e´galement sur les proprie´te´s
arithme´tiques de l’e´ventail ∆. Il n’est donc pas possible, en ge´ne´ral, de trouver
une majoration de degQ en fonction de la ge´ome´trie du polytope ∇ uniquement.
On suppose de´sormais que ∇ est un polytope absolument simple, ce qui nous
autorise a` poser ∆′ = ∆. On donne, dans ce cas, une majoration totalement
explicite de l’invariant L(∇) en terme de la combinatoire du polytope ∇.
Pour tout S ∈ ∇0 on note l1(S), . . . , ld(S) la base de M associe´e au sommet S
comme a` la proposition (2.3.20).
Pour tout S ∈ ∇0 et tout P ∈ (∇ ∩M) on peut trouver a
(S)
1 (P ), . . . , a
(S)
d (P )
des entiers positifs tels que :
P − S =
d∑
i=1
a
(S)
i (P )li(S).
On pose alors :
NS(P ) =
d∑
i=1
a
(S)
i (P ) ∈ N.
De´finition 8.1.5. On appelle norme du polytope convexe absolument simple ∇
et on note N(∇) l’entier strictement positif de´fini par :
N(∇) = Sup
S∈∇0
Sup
S′∈∇0\{S}
NS(S
′).
GE´OME´TRIE D’ARAKELOV DES VARIE´TE´S TORIQUES 111
Proposition 8.1.6. Soit ∇ un polytope convexe absolument simple dans M . On
a :
L(∇) 6 (Cd + C
′
d)N(∇).
De´monstration. On de´duit des de´finitions l’ine´galite´ :
Sup
m∈(∇0−mE,σ)
‖m‖1 = Sup
S∈∇0\{mE,σ}
NmE,σ(S) 6 N(∇),
valable pour tout σ ∈ ∆max, ce qui joint aux relations (8.44) et (8.46) donne le
re´sultat annonce´.
8.2. Un the´ore`me de Bernstein-Koushnirenko arithme´tique.
8.2.1. Rappels. Soient X ∈ Zp(P(∇)) et Y ∈ Zq(P(∇)) deux cycles effectifs tels
que p + q > d + 1. On note W1, . . . ,Wr les composantes irre´ductibles de l’inter-
section (ensembliste) |X| ∩ |Y |, ce qui nous permet d’e´crire :
|X| ∩ |Y | =
⋃
16i6r
Wi .
Pour tout 1 6 i 6 r, on a :
dimWi > p+ q − d− 1.(8.47)
On dit que Wi est propre si (8.47) est une e´galite´, et que Wi est impropre sinon.
On de´finit alors la partie propre (X · Y )pr de l’intersection de X avec Y par la
formule :
(X · Y )pr =
∑
Wi propre
miWi ∈ Zp+q−d−1(P(∇)),
ou` mi de´signe la multiplicite´ d’intersection de X avec Y le long de Wi donne´e
par la formule des “Tor” de Serre. En d’autres termes, (X · Y )pr est la somme
des composantes propres de l’intersection de X avec Y compte´es avec leur mul-
tiplicite´.
Si X , Y et Z sont trois cycles effectifs de P(∇), alors on a :
((X · Y )pr · Z)pr = (X · (Y · Z)pr)pr,
et dans toute la suite on e´crira (X · Y · Z)pr pour de´signer l’un ou l’autre de ces
cycles.
Pour plus de de´tails sur ces questions, on peut consulter ([BGS], §5.5) d’ou` est
extraite notre pre´sentation.
Ceci e´tant rappele´, nous e´nonc¸ons les re´sultats que nous avons en vue :
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8.2.2. Pre´sentation des re´sultats. On se place sur P(∆′) une varie´te´ torique pro-
jective lisse de dimension relative d, associe´e a` un e´ventail ∆′ ⊂ NR.
On conside`re E1, . . . , Ed des diviseurs de Cartier horizontaux T -invariants sur
P(∆′) tels que les faisceaux inversibles O(E1), . . . ,O(Ed) soient engendre´s par
leurs sections globales. On pose E = E1 + · · · + Ed et on note ∇ = KE , ∇1 =
KE1 , . . . ,∇d = KEd les polytopes convexes a` sommets dans M associe´s a` E,
E1, . . . , Ed respectivement ; on sait d’apre`s (2.3.15) que ∇ = ∇1 + · · ·+∇d. On
supposera ici que le polytope ∇ est d’inte´rieur non vide.
The´ore`me 8.2.1. Soient s1, . . . , sd des sections re´gulie`res non nulles sur P(∆
′)
des faisceaux O(E1), . . . ,O(Ed) ; et notons div s1, . . . , div sd respectivement le lieu
de leurs ze´ros. On a l’ine´galite´ :
hO(E)
∞
((div s1 · · ·div sd)pr)
6
d∑
i=1
deg(E · E1 · · · Êi · · ·Ed)
deg(Ed)
hO(E)
∞
(div si)
+
d∑
i=1
L(∇i) deg(E · E1 · · · Êi · · ·Ed),
ou` le symbole Êi signifie que l’on omet ce terme dans le produit d’intersection
conside´re´.
En utilisant le fait que :
deg(E · E1 · · · Êi · · ·Ed) = d!V (∇,∇1, . . . , ∇̂i, . . . ,∇d),
ou` V (∇,∇1, . . . , ∇̂i, . . . ,∇d) de´signe le volume mixte des polytopes∇,∇1, . . . , ∇̂i,
. . . ,∇d (voir par exemple [Oda], §A.4 et p. 78-79, et aussi [Fu2], §5.4) et l’e´galite´ :
hO(E)
∞
(div si) = deg(E
d)M(si),
valable pour tout 1 6 i 6 d d’apre`s la proposition (7.2.1), on peut re´e´crire la
majoration du the´ore`me (8.2.1) sous la forme :
(8.48) hO(E)
∞
((div s1 · · ·div sd)pr)
6 d!
d∑
i=1
V (∇,∇1, . . . , ∇̂i, . . . ,∇d)M(si)
+ d!
d∑
i=1
L(∇i)V (∇,∇1, . . . , ∇̂i, . . . ,∇d).
De´finition 8.2.2. Soit P ∈ Z[X1, 1/X1, . . . , Xd, 1/Xd] un polynoˆme de Laurent,
et notons (am)m∈Zd la famille presque nulle de ses coefficients (i.e. de´finie par
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l’e´galite´ P (X) =
∑
m∈Zd amX
m). On appelle support du polynoˆme P et on note
SuppP le sous-ensemble fini de Zd de´fini par :
SuppP = {m ∈ Zd : am 6= 0}.
Le polyhe`dre de Newton du polynoˆme P est l’enveloppe convexe de son support
SuppP . C’est un polytope convexe a` sommets dans Zd.
Pour tout corps de nombres K ⊂ Q, notons SK l’ensemble canonique des places
de K (voir par exemple [Lan], II §1). Pour tout ν ∈ SK , on note | · |ν la valeur
absolue normalise´e sur K en la place ν, celle-ci e´tant de´finie par : | · |ν = |σ(·)|
si ν est associe´e a` un plongement re´el σ : K →֒ R, | · |ν = |σ(·)|
2 si ν est associe´e
a` un plongement complexe σ : K →֒ C, et | · |ν = (Np)
−vp(·) si ν est une place
non-archime´dienne associe´e a` un ide´al premier p de OK .
On peut alors e´noncer le corollaire suivant, de forme plus e´le´mentaire :
Corollaire 8.2.3. Soient P1, . . . , Pd ∈ Z[X1, 1/X1, . . . , Xd, 1/Xd] des polynoˆmes
de Laurent a` coefficients entiers, et notons ∇1, . . . ,∇d respectivement leur polyhe`dre
de Newton. Notons ∇ = ∇1 + · · ·+∇d leur somme de Minkowski, que nous sup-
posons d’inte´rieur non vide. Notons Z1, . . . , Zd le lieu des ze´ros de P1, . . . , Pd
respectivement dans (Q
∗
)d et (Z1 ∩ · · · ∩ Zd)pr l’ensemble des points isole´s du
sche´ma Z1 ∩ · · · ∩ Zd, et pour chaque point x de cet ensemble notons l(x) sa
multiplicite´ et h∇(x) sa hauteur de´finie par l’e´galite´ :
h∇(x) =
∑
ν∈SK
log
(
max
m∈∇∩M
|χm(x)|ν
)
,
ou` K de´signe un corps de nombres contenant les coordonne´es de x. On a :
1
d!
∑
x∈(Z1∩···∩Zd)pr
l(x)h∇(x) 6
d∑
i=1
V (∇,∇1, . . . , ∇̂i, . . . ,∇d)(M(Pi) + L(∇i)).
De´monstration. Soit ∆ l’e´ventail dans N que l’on associe a`∇ graˆce au the´ore`me
(2.4.1) et soit E l’unique diviseur de Cartier horizontal T -invariant sur P(∆) tel
que KE = ∇ et E est ample. D’apre`s le the´ore`me (2.4.3) il existe des diviseurs de
Cartier horizontaux T -invariants E1, . . . , Ed sur P(∆) tels que pour tout 1 6 i 6
d, KEi = ∇i et le faisceau inversible O(Ei) est engendre´ par ses sections globales.
De plus on a E = E1 + · · ·+ Ed.
D’apre`s la remarque (2.4.4), il existe un raffinement ∆′ de ∆ tel que P(∆′) est
projective et lisse. On note i∗ : P(∆
′) → P(∆) le morphisme e´quivariant induit
par l’inclusion i : ∆′ →֒ ∆ et on pose E ′ = (i∗)
∗(E), E ′1 = (i∗)
∗(E1), . . . , E
′
d =
(i∗)
∗(Ed). On sait alors que KE′ = ∇, KE′1 = ∇1, . . . , KE′d = ∇d et que les
faisceaux inversibles O(E ′), O(E ′1), . . . ,O(E
′
d) sont engendre´s par leurs sections
globales.
Pour tout 1 6 i 6 d, on de´duit de l’inclusion SuppPi ⊂ ∇i que Pi s’e´tend
en une section re´gulie`re non nulle s′i de E
′
i sur P(∆
′). On peut donc appliquer
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l’ine´galite´ (8.48) sur P(∆′) et on trouve :
hO(E′)
∞
((div s′1 · · ·div s
′
d)pr)
6 d!
d∑
i=1
V (∇,∇1, . . . , ∇̂i, . . . ,∇d)M(s
′
i)
+ d!
d∑
i=1
L(∇i)V (∇,∇1, . . . , ∇̂i, . . . ,∇d).
On se rame`ne de P(∆′)(Q) a` T (Q) = (Q
∗
)d en utilisant la positivite´ de hO(E′)
∞
(cf.
exemple 5.5.8). Enfin l’e´galite´ hO(E′)
∞
(x) = h∇(x) pour tout x ∈ (Q
∗
)d est une
conse´quence directe de la construction par image inverse de ‖.‖E′,∞ (cf. §3.3.3).
8.2.3. De´monstration du the´ore`me.
On de´montre tout d’abord le lemme suivant :
Lemme 8.2.4. Soit k un entier compris entre 1 et d, et soit Z ∈ Zk(P(∆
′)) un
cycle effectif tel que la section sk de O(Ek) ne soit identiquement nulle sur aucune
des composantes irre´ductibles de Z. On a :
hO(E)
∞
,O(E1)∞,...,O(Ek−1)∞
(Z · div sk)
6 hO(E)
∞
,O(E1)∞,...,O(Ek)∞
(Z)
+ deg(E · E1 · · ·Ek−1 · Z)
(
L(∇k) +
hO(E)
∞
(div sk)
deg(Ed)
)
.
De´monstration. D’apre`s le the´ore`me (5.5.6) aline´a (6), on a :
hO(E)
∞
,O(E1)∞,...,O(Ek−1)∞
(Z · div sk) = hO(E)
∞
,O(E1)∞,...,O(Ek)∞
(Z)
+
∫
Z(C)
log ‖sk‖Ek,∞c1(O(E)∞)c1(O(E1)∞) · · · c1(O(Ek−1)∞).
On de´duit de la proposition (8.1.2) que :
Sup
x∈P(∆′)(C)
log ‖sk(x)‖Ek,∞ 6 M(sk) + L(∇k).
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De l’ine´galite´ pre´ce´dente et de la positivite´ des courants c1(O(E)∞), c1(O(E1)∞),
. . . , c1(O(Ek−1)∞) (cf. exemple 4.5.8) on tire que :∫
Z(C)
log ‖sk‖Ek,∞ c1(O(E)∞)c1(O(E1)∞) · · · c1(O(Ek−1)∞)
6
(∫
Z(C)
c1(O(E)∞)c1(O(E1)∞) · · · c1(O(Ek−1)∞)
)
(M(sk) + L(∇k))
= deg(E · E1 · · ·Ek−1)(M(sk) + L(∇k)).
Enfin, on a d’apre`s la proposition (7.2.1) l’e´galite´ :
M(sk) =
hO(E)
∞
(div sk)
deg(Ed)
,
ce qui suffit a` e´tablir le re´sultat.
On passe maintenant a` la de´monstration du the´ore`me :
On construit par re´currence une suite finie Z0, Z1, . . . , Zd de cycles effectifs dans
P(∆′) tels que Zi ∈ Z
i(P(∆′)) pour tout 0 6 i 6 d de la fac¸on suivante :
– On pose Z0 = P(∆
′).
– Pour i > 1, le cycle Zi est de´fini comme la somme avec multiplicite´s des
composantes de Zi−1 · div sd+1−i dont l’intersection avec div sd−i est propre.
Comme dans P(∆′) l’intersection d’un cycle de codimension k par une hypersur-
face est soit vide, soit un cycle de codimension k+ 1, toute composante non vide
de :
((|Zi−1| ∩ | div sd+1−i|)− |Zi|) ∩ | div sd−i| ∩ · · · ∩ | div s1|
est au moins de dimension 1. On est donc assure´ de l’e´galite´ :
Zd = (div s1 · · ·div sd)pr.
Pour tout 1 6 k 6 d, le cycle (Zd−k · div sk) − Zd−k+1 est effectif. On de´duit de
cela et de l’exemple (5.5.8) que :
hO(E)
∞
,O(E1)∞,...,O(Ek−1)∞
(Zd−k+1) 6 hO(E)
∞
,O(E1)∞,...,O(Ek−1)∞
(Zd−k · div sk).
Du fait de la positivite´ des fibre´s O(E),O(E1), . . . ,O(Ek−1) on a de meˆme :
deg(E ·E1 · · ·Ek−1 · Zd−k) 6 deg(E · E1 · · · Êk · · ·Ed).
En appliquant le lemme (8.2.4), on obtient pour tout 1 6 k 6 d l’ine´galite´ :
hO(E)
∞
,O(E1)∞,...,O(Ek−1)∞
(Zd−k+1)
6 hO(E)
∞
,O(E1)∞,...,O(Ek)∞
(Zd−k)
+ deg(E ·E1 · · · Êk · · ·Ed)
(
L(∇k) +
hO(E)
∞
(div sk)
deg(Ed)
)
.
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Une re´currence finie permet alors de conclure.
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