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Abstract 
While clouds conceptually facilitate very fine-grained resource provisioning, information systems 
that are able to fully leverage this potential remain an open research problem. This is due to 
factors such as significant reconfiguration lead-times and non-trivial dependencies between 
software and hardware resources. In this work we address these factors explicitly and introduce 
an accurate workload forecasting model, based on Fourier Transformation and stochastic 
processes, paired with an adaptive provisioning framework. By automatically identifying the key 
characteristics in the workload process and estimating the residual variation, our model forecasts 
the workload process in the near future with very high accuracy. Our preliminary experimental 
evaluation results show great promise. When evaluated empirically on a real Wikipedia trace our 
resource provisioning framework successfully utilizes the workload forecast module to achieve 
superior resource utilization efficiency under constant service level objective satisfaction. More 
generally, this work corroborates the potential of holistic cloud management approaches that fuse 
domain specific solutions from areas such as workload prediction, autonomic system 
management, and empirical analysis.  
Keywords:  Green IT, Performance Modeling, Workload Forecast, Adaptive Provisioning 
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Introduction 
Cloud computing provides the technological foundation for previously unmatched resource efficiency in information 
systems. Its implications for resource management are complex and significant. In fact, most classic management 
concepts are no longer directly applicable to cloud systems. Classic concepts for example dictate scaling the 
hardware to satisfy peak demands. Following this classic notion, since workload processes usually reveal high 
volatility over time, IT-managers would scale the hardware accordingly resulting in information systems, though 
capable of handling high workloads, remain weakly utilized on average. Given the exploding cost in IT system 
operation (Koomey 2007) as well as the new ecologic awareness in computing, i.e. Green IT, this classic design 
concept has become inappropriate, even economically unreasonable. In contrast, cloud computing allows to adapt 
the size of the infrastructure to the demand at any given point in time. Theoretically, this permits the operation of 
information systems with a very high efficiency. However, utilizing the full potential of this new paradigm requires 
a thorough understanding of the whole domain, including user behavior, the performance characteristics of the 
hardware, as well as the software design. Consequently, the evolution of traditional resource management 
approaches and the development of new customized methods constitute an important research challenge. 
Thorough resource management systems for dynamic infrastructures must address the following topics: Firstly, the 
reconfiguration of information systems usually requires a certain lead time. For example, a new virtual machine 
must be added to the system, the application must be started and synchronized with the rest of the system, etc. Hence 
any efficient resource management concept must trigger reconfiguration decisions in advance in order to guarantee 
that at any given point in time sufficient resources are available. Secondly, due to complex interactions and 
interdependencies between and within the different layers of an information system, the performance characteristics 
are non-trivial. Especially if the system configuration is adapted to demand, a detailed understanding of the 
performance characteristics is important (i.e. knowing the maximum workload level a certain configuration can 
handle). 
In this paper, we focus on the short-term resource management in information systems. In our previous work 
(Hedwig et al. 2009), we have introduced a novel approach to resource management with a focus on Green IT 
constraints such as energy efficiency. Through an adaptive provisioning methodology that combines a low-level 
technical perspective on distributed systems with a high-level treatment of workload processes, our approach allows 
flexible assessment of actually needed computing resources. We have shown that such demand-based powering of 
hardware may result in savings of up to a quarter of the total energy cost while guaranteeing stable quality of 
service. In our new work, we extend our work to resource provisioning in clouds. This enables a fundamental 
analysis of the total costs of operation. The presented work is a strong extension of our previous work. We revised 
our previous models significantly and now provide first field experiments. Based on the findings of the first model, 
we revised our approach and developed a novel workload forecast methodology based on Fourier Transformation 
and stochastic processes.  By automatically identifying the factors of influence in a workload process and estimating 
the residual process variation, this model is able to forecast the workload process in the near future.  
Most of the work in the field of workload based resource management is solely evaluated in simulations. In order to 
empirically verify our model we conducted extensive field experiments. We developed a new testbed environment 
in particular designed for the evaluation of dynamic infrastructures and resource management concepts. In summary 
this paper presents the first results of our ongoing research. Our main contributions are: 
• The introduction of our novel workload forecast concept paired with a revised provisioning model 
• The presentation of our new testbed implementation for the evaluation of resource management concepts.   
The remainder of this paper is structured as follows. In section two we provide a detailed overview of the theoretic 
background and related work. Following this overview we present our novel workload forecasting model together 
with the idea of our new provisioning model in section three. Afterwards we presented our testbed implementation 
and detail its design features. In the following section, we will present our first results of the workload forecast 
methodology during operation in the testbed. Finally the paper concludes with a summary and an outlook. 
Related Work and Theoretic Background 
The dynamic operation of information systems is broad topic and related to several active research fields. We intend 
to provide a broad overview over recent activities in this domain. In this paper, we focus on resource management of 
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systems with highly volatile workload processes over time. This implies that the optimal system configuration also 
differs. Figure 1 depicts the scope of short-term resource management. 
 
Figure 1: Pillars of the Quality of Service 
 
Three factors are determining the overall system performance. The first factor is the hardware characteristics, such 
as number of servers in a system or type of CPU. The second factor is the workload process, which defines the level 
of workload at any given point in time, and finally the software design itself. This overall system performance must 
be scaled to achieve the Quality of Service (QoS) of the Service Level Agreement (SLA).  In this paper we focus on 
the short-term perspective. This view on resource management has two major implications.  First, the infrastructure 
has to be considered as fixed, i.e. the hardware cannot be modified. Second, applications cannot be modified on 
short-notice and hence the software has to be considered as immutable.  
Various models have been developed in the field of dynamic resource management. In (Urgaonkar et al. 2008) the 
authors developed an agile dynamic provision model for multi tier applications. They derive a distribution of recent 
workload observations and predict the near future workload as a high percentile of this distribution. The system 
itself is model with a queuing network, whereby the single serves in the system are the nodes in the network. In 
(Powers et al. 2005) the authors present a resource management system based on machine learning for performance 
modeling and time series analysis as well as regression for the workload prediction. In contrast to the basic forecast 
model, our Fourier based forecast mechanism is able to capture multiple seasonal effects simultaneously. 
Furthermore, the performance analysis with the help of queuing networks, though very accurate, requires a detailed 
knowledge of the architecture. The use of machine learning techniques requires extensive monitoring of various low 
level system performance metrics. In contrast, our observation based methodology can be applied on any 
application. However, our methodology only determines the performance capabilities of the system. A similar 
approach is discussed by the authors of (Ardagna et al. 2009). They used queuing networks to model the 
performance of virtualized, service oriented architectures. Instead of forecasting the near future workload, they react 
online on demand changes of the single virtual machines and allocate the resource accordingly. Nevertheless, we 
have already developed strong performance analysis methods in our related research projects (Malkowski et al. 
2007; Malkowski et al. 2009) which will be included in the next development steps. Our model is designed for large 
systems and hence we assume that each server has only a single dedicated task. Next to this work on testbed 
environments, there are also several more, solely theoretically based approaches.  
The authors in (Gmach et al. 2009) developed a reactive migration controller for virtualized environments. They 
evaluated the capability of their model on workload traces. However, compared to our concept, their approach is 
only designed for single-tier systems. (Rolia et al. 2005) developed a management service for resource pools in 
datacenters. Nevertheless, their forecasting unit does not react to changes in the workload processes. Furthermore, 
their model is, as the previous, also only designed for single tier applications. In (Zhang et al. 2007) the authors 
propose an anomaly detection tool for enterprise services. Their model correlates the utilization of resource to recent 
observations. If the characteristics differ, there is an incident for an anomaly caused by the user behavior or changes 
in the software. In our model, we have a similar component. Our reactive controller also detects, if the system 
behaves differently than expected and triggers a reconfiguration.  
Workload Forecast Methodology 
Workload constitutes one of the three main factors of influence to the overall performance of an information system. 
In systems with large number of users and individual usage patterns, these processes often show a high volatility 
over time, which implies that the utilization of these systems varies accordingly. One option towards efficient 
resource usage is the adaption of the system size to the demand at any point in time. However, these systems usually 
cannot be reconfigured ad-hoc, but instead have a certain lead time between activation of additional resources and 
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their availability (Figure 2). This leads to the necessity of workload forecast methods. However, depending on the 
system domain, the characteristics and the behavior of the workload processes differ strongly and hence forecast 
methods have to be adapted to the domain requirements. The presented workload forecast model is designed for 
systems with a large number, e.g. Wikipedia. 
 =< , … ,  > ∈ ℕ (1) 
In our presented model, the workload process is aggregated into an ordered sequence of  data points (1), each 
containing the total number of requests during consecutive time periods of length Δ. This vector  is referred as the 
calibration dataset comprising historic workload data from a time period of length Δ. 
In our previous work (Hedwig et al. 2009), we used as modified 
time series model to forecast the near future of a workload 
process. In general, this approach performs well on data with 
strong seasonal effects. Nevertheless our further analysis of 
workload data revealed that time series analysis has certain 
limitations. For instance our previous methodology was not 
capable to capture all types of seasonal effects. More concretely, 
if the model has been calibrated to capture weekly effects, it was 
unable to detect other effects (e.g. a correlation to the first day of 
each month). To overcome these limitations, we designed a new 
workload forecast methodology based on Discrete Fourier 
Transformation (DFT). In general, Fourier Transformation 
exchanges the mathematical base of a process from the time domain into a frequency domain. The general definition 
of the DFT is given in equation (2). Various computational efficient algorithms are available to perform DFT on a 
sequence of data points. We used the Fast Fourier Transformation (FFT) implementation of (Matlab 2010).   
 =   ∗ 




, ∀ = 1, … ,  (2) 
 =< , … ,  ≥ fft ∈ ℂ  (3) 
 = %&' = %(cos(,- + / sin,- = 2 + /3 (4) 
2 + /3 = 24 − /34, ∀ = 2, … , 728 (5) 
The FFT returns a vector of complex numbers with  elements, which represent the spectra of the workload 
processes (3). Interpreting the middle representation of   in (4), the process is split into a set of frequencies each 
having amplitude % and a phase shift ,. Please also note the various, equivalent notations of complex numbers in 
equation (4). Throughout the discussion of the model, we will change to the notation of complex numbers.  
  
Figure 3: Workload process generation Figure 4: Fourier transformation 
 
 
Figure 2: Lead time 
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Furthermore, the DFT has a unique property if applied on a sequence of real numbers. The first element  of the 
vector   divided by length of the vector  is the process mean of . Furthermore, if  is an even number, the 
process is mirrored at element /2 + 1 according to equation (5). This property enables to reduce the computational 
complexity of the model later as only the first half of the dataset needs to be evaluated. By overlaying all frequencies 
of the spectra   (Inverse Fourier Transformation IFT), the original process  can be obtained. The advantage of 
Fourier Transformation is that it does not require any preconditions on the process and hence can be directly applied 
on any workload process. A similar approach has been used by (Gmach et al. 2008). In contrast to our model, they 
used Fourier Transformation to remove the seasonal effects of their input process in order to apply time series 
analysis. In contrast, we will use the result of the Fourier Transformation to identify the main factors of influence on 
the process, isolated them, and extrapolate their influence in the near future. Furthermore, our model is not based on 
absolute values but instead, we model the relative change of the process over time. This allows us to neglect long-
term trend effects, which have only an insignificant effect on the near future. 
: =< /, … , /; > ∈ <;, /= = argmax∈C,…,DEF\{I,…,JKI} % , ∀ M = 1, … , N with  = %
&'
 (6) 
O= =< P, … , P >∈ ℂ  , P = 0 ∀= 1, … ,   except PJ = J  and PJ4 = J4 (7) 
R= =< S, … , S >= ifftO= ∈ ℝ (8) 
Figure 3 shows a subset of a Wikipedia workload process with an hourly resolution (Mituzas 2010). As in our 
previous work, we use spline interpolants and assume a Poisson distributed arrival process of workload request in 
order to simulate the workload for our system. The generated resulting workload process has a resolution of 200ms 
and is aggregated into the average total number of arrivals per second during a time period of Δ = 15V/. With  =
8064, the calibration dataset comprises 12 weeks of historic workload data. The FFT is applied on the resulting 
vector . Figure 4 depicts the result. The blue line is the absolute value of the complex number and represents the 
amplitude of each frequency, whereas the real and imaginary component determines the phase shift of each 
frequency. Evidently the day of week has the strongest effect, followed by the daily effect. The next step in our new 
workload forecast methodology is to select a subset of the N most significant frequencies of the process. The details 
of the selection process are described at the end of this section, as the selection scheme is based on the following 
model methods. The frequencies, used in the forecast model, are selected according to equation (6). The parameter N 
determines the number of frequencies used in the forecast. The vector : contains the indicies /= of the frequencies  
with the highest amplitudes % in descending order. As   is mirrored at /2 + 1, we only use the first half of the 
spectra. 
 
The next step in the forecast process is to isolate each frequency pair. According to equation (5), we select the 
frequency J and its corresponding element J4 and set them in a zero-vector O= at their original position. 
Afterwards, the Inverse Fourier Transformation is applied on O= which provides a vector of length  representing 
the influence of this frequency component on the original process  (8). The procedure is repeated for all elements 
in :. Figure 5 shows the first three main frequencies as well as their overlay (black line). Evidently, already the 
overlay of the first three frequencies has a shape similar to the workload process in Figure 3. 
  
Figure 5: Main frequencies Figure 6: Forecast 
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After these prerequisite computations the actual forecast can be performed. The goal of this method is to forecast the 
near future of the process by extrapolating the single frequency components. As the single components are 
trigonometric functions and hence are periodically recurring, we can use the behavior of the frequency one period 
before or one wavelength back respectively. Recalling equation (2), the wavelength of the frequency at index /= 
is //=. The function Z=  returns the index of the data point which is one wavelength behind the last observation. 
This data point is used to extrapolate the process after the last observation. As our sequence is discrete, the 
aforementioned fraction might not be a natural number and hence do not point to a specific element in R=. Therefore 
the value is rounded implying that the used value of the vector R= in the forecast value might be up to ±0.5Δ of. 
However, as the Δ value is usually small the resulting inaccuracy can be regarded as insignificant.  Our workload 
forecast model aims to predict the dynamic of the process. Hence, we do not use the absolute value, but instead the 
difference to predecessor (9). 
\=] = S=,^J4_ − S=,^J4_  with Z= = n − ` J` , ] = 1, … ℎ (9) 
N] =  \= + b  ] = 1N] − 1 ] > 1c
;
=
, ] = 1, … , ℎ (10) 
m = max_,…,d N] (11) 
e = V + 1.96 ∗ √V (12) 
The function \=] provides the extrapolated relative behavior of its corresponding frequency. As the model is not 
only designed to forecast the next period Δ, but instead several periods ahead, the parameter ] determines the period 
to be forecasted relative to the last observed period  (] = 0 is the period of last observed value). Equation (10) 
shows the final forecast equation. Starting with the first period ] = 1, the influence of the  N strongest frequencies is 
overlayed. The resulting total sum is add to the last observed value . In the following iterations, instead of the last 
observed value, the forecast of the previous period is used to calculate the expected workload level in period ]. 
Our first evaluations on the Wikipedia data indicates that this methodology works well for forecast windows of up to 
several hours. Nevertheless, as information systems need to be configured to handle the maximum level of expected 
workload, we cannot base the provisioning decision on the average predicted workload level but instead have to 
determine the maximum expected level in the near future. Therefore, we use maximum predicted workload level of 
the forecast window (11). To account for the short-term variations, we calculate, according to our initial distribution 
assumption, the 97.5% confidence interval (12). The final provisioning decision is based on this expected maximum 
workload level e. 
Figure 6 shows the final results of the workload forecast 
mode. The blue line represents the average requests per 
second for the Δ inteval. The blue crosses represent a 
sample of observed data points. The black line shows 
the forecast of the model whereas the dashed black line 
shows the maximum predicted workload for the next 
hour. For a better presentation of the performance of the 
workload forecast model, the algorithm has only been 
executed at the beginning of each hour. The red line 
indicates the absolute error of the forecast. The results 
of the forecast are later reused in the testbed system. 
In the last part of this section, we go back to the 
determination of the forecast frequency set size. In order 
to determine the size of the frequency set :, we devised 
an iterative selection scheme. Similar to the equations 
(6) the frequencies are ordered descending according 
their amplitudes. As in equation (7), the frequency with the largest amplitude is added to a vector of zeros and 
afterwards the IFT is applied (similar to equation (8)). In the next step, the original process  is subtracted form the 
result of the IFT and the average absolute deviation of the two processes is calculated. Iteratively, we add to the 
aforementioned vector the next most significant frequency pair. In contrast to the forecast model, the frequencies, 
which have been set in earlier iterations, maintain in the vector. The IFT is applied again and the absolute average 
 
Figure 7: Spectra Selection 
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deviation is determined. After multiple iterations, we finally get a vector of the absolute average deviation 
depending on the number of frequencies included. By subtracting each element from its predecessor, we get a new 
vector which states the additionally explained variation of the process by an additional frequency. In the presented 
example of the forecast method, we decided to include all frequencies into the set forecast set which at least reduce 
the variation in process by one request per second. Hence the parameter is set to N = 11 (Figure 7). 
Adaptive Provisioning and Reactive System Controller 
Adaptive Provisioning system in environments with volatile workload processes should consists of two components. 
The predictive component was introduced in the previous section. The second main component is the reactive 
component. The predictive element forecast the near future of the workload processes based on past observation. 
However, these methods cannot react to unforeseen changes in the workload process. In fact, these abnormalities 
can only be detected in the moment they occur in the workload process. Our previous adaptive provision algorithm 
was based on the workload forecast and a feedback mechanism on the performance of the forecast algorithm. 
However, in order to react to all types of abnormalities in the system, we use a new reactive system performance 
monitoring approach. More concretely we developed a new view on SLO for information systems. By continually 
monitoring the system performance, the reactive component identifies performance shortcomings online and reacts 
immediately by reconfiguring the system. It hereby reduces the risk of SLO violations significantly  
 
Figure 8: Reactive Control Mechanism based on Service Level Objective Monitoring  
 
Figure 8 depicts the main idea of our reactive control mechanism. Based on the SLO, we define an optimal operation 
window. For instance, if the SLO is defined to achieve an average response time below one second for 90% of all 
request, the optimal operation window might be define an interval of 98% to 95% as the target value of the SLO 
satisfaction. The predictive controller aims to maintain the system performance in this operation window. However, 
if the SLO compliance exceeds the upper bound, the reactive controller immediately reconfigures the system. Both 
units together constitute the adaptive provision model. Currently this unit is under development.  
Testbed for the Evaluation of Resource Management Systems 
Testbeds are an important instrument in the performance analysis of information systems. In particular, they are 
often the only feasible way to proof the validity of resource management concepts. The interdependencies within 
and between the hardware, the software and the workload usually do not allow to proof the validity solely on data 
analysis. Instead, the validity must be proven empirically.  
 
Figure 9: Testbed Design 
We are currently developing a new testbed system, designed for the evaluation of resource management solutions in 
distributed systems. Our testbed consists of three layers depicted in Figure 9. The first is the application. Usually 
large, distributed information systems consist of multiple tiers whereby each tier can be replicated to adapt the 
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system performance to the user demand. The second layer is the resource management unit, which controls the 
number of nodes in each tier of the system. The last layer is the control layer of the system. Its main task is the 
generation of workload as well as the monitoring of the whole system. The controller units provide tools for 
monitoring low level system metrics, such as CPU utilization, as well as high level performance monitors to record 
the response time and evaluate the Service Level Objective (SLO) compliance. These monitors allow ex-post 
evaluations of the system. We further developed a Resource Allocation Manager Interface, which provides 
monitoring data to any resource management system and offers interface to reconfigure the system online. Our 
adaptive provisioning model utilizes these interfaces to control and adapt the infrastructure at runtime. 
  
Figure 10: Staging Phase - CPU Utilization Figure 11: Workload 
As mentioned, our design goal of the testbed is to provide an environment to evaluate the performance of resource 
management solutions. In order to enable fast development and deployment, we use virtual machines. All software 
components are integrated into one virtual machine image. During operation each virtual machine receives a 
dedicated task (e.g. VM is a database server). All other components in the machine are deactivated. This design 
feature allows us to dynamically reconfigure the system without the delay’s of starting a new virtual image. Hence 
this enables us to execute systems above real time without significant impacts on the results. Its build-in deployment 
client allows us to automatically update all clients in the system without replicating the whole image. Up to now, 
this hybrid concept has proven to be very powerful as it allows fast changes in the system without extensive efforts 
in the reconfiguration of the system. We plan to provide this testbed as Open Source in the near future.  
Currently, our development 
testbed consists of 9 nodes, 
whereby seven of the nodes are 
used as experiment nodes and two 
are control nodes. The experiment 
nodes are all identical AMD X2 
4600+ desktop computers with 
1024 MB of main memory. On each node we installed VM Ware Player 3 (VMWare 2010) and allocated 640 MB of 
memory to the guest system. The host operating system on each node is Windows XP SP3 and we used Windows 
Server 2003 as guest operation system. We selected Microsoft SQL Server 2005 as database, Microsoft Internet 
Information Server 6.0 as web server and application server. Our testbed applications use the .NET 3.5 Framework.    
Field Experiment and First Results 
This section presents our first results of the testbed system and the adaptive provision model. In our first 
experiments, we used a self-developed 3-tier application which consists of a web server, an application server and a 
database server. Each layer can be replicated to adapt the system to the current demand. Before the actual evaluation 
of our adaptive provision model, the performance characteristics of the system need to be evaluated. In this version 
of the testbed this done with a basic iterative staging strategy. The system starts with the smallest configuration, 
consisting of one server in each tier. Then the workload is continuously increased until the service level objective is 
 
Figure 12: Performance Model 
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significantly violated (Figure 11). The server with the highest CPU utilization is replicated and the experiment is 
repeated (Figure 10). By repeating the process several times, we get a vector of configurations and the maximum 
workload level the system is able to satisfy (Figure 12). 
Based on the Workload Forecast model and the aforementioned vector of configurations and their corresponding 
maximum workload level, we can now use our findings in an adaptive provisioning model. The workload was 
generated with a workload generator calibrated on generic Wikipedia workload data (Figure 6). The experiment run-
time of the presented data has been 14 hours. Figure 13 shows the CPU utilization of the first server in each tier. 
Evidently, none of the resources has been fully utilized. Figure 14 shows the SLO compliance during the experiment 
and the number servers in the system. Overall, the adaptive provision algorithm is able to maintain the average SLO 
compliance above 90%.  
 
 
Figure 13: Runtime Phase - CPU Utilization Figure 14: Configuration & SLO Compliance 
 
These first experiments are very promising. One the one hand they show that our new testbed is a powerful 
instrument for the evaluation of resource management system. One the other hand our first evaluations on our 
adaptive provisioning model achieves a resource saving potential of up to 33% percent while maintain a high 
Quality of Service. 
Conclusion 
This paper presented our current work on cost aware allocation of cloud resources. The contribution of this paper is 
twofold. First, we presented our ongoing research in the field of adaptive provision models including our new 
forecast methodology and our reactive controller mechanism. Our first evaluations on generic workload traces 
indicate a saving potential of up to 33% while maintaining the same QoS. Second, we introduced our new testbed 
system for the evaluation of dynamic resource management systems. In contrast to existing benchmark systems in 
this domain, it offers various interfaces for resource management system to monitor and control their infrastructure. 
Furthermore it provides several low level system monitors as well as high level SLO monitors for ex-post 
evaluations.  
The predictive workload forecast methodology and the reactive control mechanism are already very advanced. The 
next steps in their development are a sensitivity analysis to find optimal parameter sets as well as to show their 
robustness. In context of the testbed, our next planed steps are extensive test to ensure the run-time stability. 
Furthermore, we plan to run extensive experiments with different workload traces and different applications. In the 
second step, we plan to deploy our testbed system on various infrastructures, such as Amazon EC2 or high end 
servers. The performance behavior of our testbed system will provide new insights into the performance behavior of 
different infrastructures. It will further allow comparing the total costs of different types of infrastructure.  
  
IT Services 
10 Thirty First International Conference on Information Systems, St. Louis 2010  
References 
Ardagna, D., Mirandola, R., Trubian, M., and Zhang, L. 2009. Run-time resource management in SOA virtualized 
environments. Proceedings of the 1st international workshop on Quality of service-oriented software systems 
- QUASOSS '09: 39.  
Gmach, D., Rolia, J., Cherkasova, L., and Kemper, A. 2009. Resource pool management: Reactive versus proactive 
or let’s be friends. Computer Networks 53, no. 17: 2905-2922.  
Gmach, D., Krompass, S., Scholz, A., Wimmer, M., and Kemper, A. 2008. Adaptive quality of service management 
for enterprise services. ACM Transactions on the Web 2, no. 1: 1-46.  
Hedwig, M., Malkowski, S., and Neumann, D., 2009. Taming Energy Costs of Large Enterprise Systems Through 
Adaptive Provisioning. ICIS 2009 Proceedings. 
Koomey, J. G., 2007. ESTIMATING TOTAL POWER CONSUMPTION BY SERVERS IN THE U . S . AND 
THE WORLD. World. 
Malkowski, S., Hedwig, M., and Pu, C. 2009. Experimental evaluation of N-tier systems: Observation and analysis 
of multi-bottlenecks. 2009 IEEE International Symposium on Workload Characterization (IISWC).  
Matlab. 2010., Fourier Transforms (MATLAB®). http://www.mathworks.com/help/techdoc/math/brentm1-1.html. 
Mituzas, D. 2010. Wikistats. http://dammit.lt/wikistats/. 
Powers, R., Goldszmidt, M., and Cohen, I. 2005. Short term performance forecasting in enterprise systems. 
Proceeding of the eleventh ACM SIGKDD international conference on Knowledge discovery in data mining 
- KDD '05: 801. 
Rolia, J., Cherkasova, L., Arlitt, M., and Andrzejak, A. 2005. A capacity management service for resource pools. 
Workshop on Software and Performance.  
Urgaonkar, B., Shenoy, P., Chandra, A., Goyal, P., and Wood, T. 2008. Agile dynamic provisioning of multi-tier 
Internet applications. ACM Transactions on Autonomous and Adaptive Systems 3, no. 1: 1-39 
VMWare. 2010. VMware Player 3.0. http://downloads.vmware.com/d/info/desktop_downloads/vmware_player/3_0. 
Zhang, Q., Cherkasova, L., Mathews, G., Greene, W., and Smirni, E. 2007. R-Capriccio: a capacity planning and 
anomaly detection tool for enterprise services with live workloads. Middleware Conference.  
 
 
