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Abstract
Symmetry-inspired analysis of biological networks
by
Ian Leifer

Adviser: Professor Hernán A. Makse

The description of a complex system like gene regulation of a cell or a brain of an animal
in terms of the dynamics of each individual element is an insurmountable task due to the
complexity of interactions and the scores of associated parameters. Recent decades brought
about the description of these systems that employs network models. In such models the
entire system is represented by a graph encapsulating a set of independently functioning
objects and their interactions. This creates a level of abstraction that makes the analysis
of such large scale system possible. Common practice is to draw conclusions about the
functioning of the network by calculating the topological features like degree distribution,
clustering coefficient, community structure and others.
Symmetry is the foundation of many breakthroughs in physics ranging from Newton’s law
and Lagrangian mechanics to standard model and crystallography. In graph theory symmetries are usually associated with automorphisms – transformations of a graph that leave its
structure unchanged. Despite the prevalent existence of symmetry in physical systems, biological networks with rare exceptions are believed to not be rich in symmetries. We suspect
that the underlying reason for this disparity is the fact that the existence of an automorphism
imposes a rigid constraint on the network that can be easily violated. Biological networks
are constructed by compiling the experimentally obtained data, which has a natural cost
associated with it – these networks are imperfect. Among others imperfection comes from
two basic factors: (1) the observed network is a network that belongs to a particular spec-
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imen under investigation that has an individual structure developed due to mutations and
adaptations this specimen underwent and (2) the observed network is built on experimental
data that inevitably contains a degree of uncertainty and experimental errors. Therefore,
the real network that underlies the system under investigation might be symmetric, but due
to the mentioned imperfections this symmetry might be hard to detect.
The key contribution of this dissertation is the development and application of a novel,
symmetry-inspired , approach to the analysis of biological networks employing the fibration
symmetry that has never been observed in a real system before. Fibrations were first introduced in 1959 by Alexander Grothendieck in the framework of category theory and were
extended to graph theory by Boldi and Vigna in 2002. In the beginning of the 21st century
Golubitsky, Stewart and co-authors developed a theory of coupled-cell networks and discovered that the existence of the groupoid symmetry has a deep connection with the dynamics
of the underlying network. Namely, they saw that groupoid symmetry can lead to cluster
synchronization in a network. The equivalence between the fibration symmetry and groupoid
symmetry was discussed by DeVille and Lerman in their 2013 paper, which allowed them
to conclude that the existence of the fibration symmetry can lead to cluster synchronization in a network. Fibration symmetry constrains the network in a less rigid fashion than
automorphisms and is therefore harder to break and easier to observe in real networks. In
fact, all nodes that are symmetric under automorphisms are symmetric in terms of fibration
symmetry, but not vice versa.
Fibration symmetries allowed us to identify a novel type of building blocks of biological
networks, fiber building blocks, based on the symmetry and the underlying synchronization.
We were able to classify fiber building blocks into classes described with two numbers that
we call fiber numbers. Further by supplementing the fibration symmetry with the principle
of symmetry breaking we uncover another type of building blocks that we call symmetry
breaking building blocks. We find that these two types of building blocks perform core

vi
functions in biological networks – synchronization, clock and memory.
Considering the less rigid symmetry allows the symmetry-based analysis to be applied
to real networks, however even this weaker condition is not always perfectly satisfied. The
traditional approach to dealing with networks with errors is to refine them with network
reconstruction algorithms that are conventionally based on the local or global topological
features of the network, which leave network structure and dynamics out of the picture. An
additional contribution of this thesis is the design of a network reconstruction algorithm
aimed at detecting the imperfect fibration symmetries in the network and restoring network
topology to ”fix” them.
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Chapter 1
Introduction
In recent years network theory was used to study a variety of systems including neural
networks [Varshney et al. (2011); Bock et al. (2011)], epidemic spreading [Kiss et al. (2017);
Pastor-Satorras et al. (2015)], gene regulatory networks [Guelzim et al. (2002); Liu et al.
(2015)], protein contact maps [Newaz et al. (2020)], opinion dynamics [Galam (2002); Sood
and Redner (2005)], ecological networks [de Mendonça Santos et al. (2010)] and many others
[Newman (2003); Stewart (2004); Ward (2021)]. Networks are primarily used to model
dynamical systems consisting of the interacting parts, where each part is represented by a
node and each interaction by an edge. In general, networks can include different types of
objects and their interactions, for example a network can include genes and metabolites and
interactions between them. In this dissertation we are focused on the homogeneous networks
in which all nodes represent the same type of an object with the goal of exploring the link
between the symmetry in the topological structure of the network and the functioning of this
network. Many results described here can be easily extended to non-homogeneous networks,
however this work is out of the scope of this dissertation.
Conceptually, symmetries considered here are analogous to their colloquially used equivalent – a transformation of an object that leaves it unchanged. Symmetry is frequently used
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Figure 1.1: (a) Lotus Temple in Delhi. Photo by Jovyn Chamb on Unsplash [Chamb (2020)].
(b) Axises of symmetry of the Lotus Temple in Delhi. (c) Some symmetries of a square.
Rotation by 90 degrees and rotation by 180 degrees. (d) Some symmetries of a rectangle.
Reflection from left to right and reflection from top to bottom.
in the architecture and art, for example Lotus Temple in Delhi (Fig. 1.1a) is symmetric to
the reflection along the middle line. In fact, Lotus Temple consists of 9 identical parts and
can be reflected along any of the 9 symmetric lines as shown in Fig. 1.1b. More geometric
example is a square shown in Fig. 1.1c that can be rotated by 90 or 180 degrees without
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changing. Yet another example is the rectangle in Fig. 1.1d that can be mirrored from left
to right along the y axis and from top to bottom along the x axis.
Symmetry is widely used in physics [Jakob (2018); Hamermesh (1989); Gross (1996);
Rosen (2008); Stewart (2013)]. Indeed, special relativity is based on the fact that the speed
of light, c, is the same in any frame of reference, i.e., the speed of light is symmetric to the
change of the frame of reference. Lagrangian formalism derived from the minimization of
the action is based on symmetry as well: the action is a functional of a function describing
the time evolution of the system that has to be invariant under Lorentz transformations in
order to guarantee that the laws of nature are independent of the frame of reference. That
is, Lorentz transformations are symmetries of the action that guarantee the equivalence of
the laws of nature in all frames of reference. Noether’s Theorem, one of the fundamental
theorems in physics, exposes the connection between the existence of the conservation laws
and symmetries in the system. Namely, it states that every symmetry of the Lagrangian
has a corresponding invariant (conserved quantity). Symmetry and group theory also found
applications in electrodynamics, crystallography and quantum theory of atomic and nuclear
spectra [Hamermesh (1989); Gross (1996); Rosen (2008)]. Some authors go as far as to state
that science is not only based on symmetry, but science itself is symmetry [Rosen (2008)].
Despite the successful application of symmetry in physics, it didn’t find a wide application in biological networks. We believe that one of the core reasons is the fact that when
considering applications of symmetry in networks, it is common to think of graph automorphisms that are unstable to the small perturbations of the network. That is, even minor
changes in the network topology can break an automorphism. We formally introduce graph
automorphisms later, but for now it is sufficient to think of automorphisms as symmetries
of the networks, i.e., transformations of a network that leave its structure unchanged. For
example, Fig. 1.2a shows a graph with 8 nodes that is symmetric under the four mirror symmetries shown by the red lines. Transformations representing these mirror symmetries are
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automorphisms of the graph in Fig. 1.2a. The instability of automorphisms to perturbations
is demonstrated in Fig. 1.2b: the change of just one edge connecting nodes 1 and 4 of the
graph in Fig. 1.2a renders all of these automorphisms nonexistent.
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Figure 1.2: (a) A graph of 8 nodes with four automorphisms corresponding to the mirror
symmetries shown by red dotted lines. (b) The modification of the graph in (a) that breaks
all automorphisms shown in (a).
An intuitive approach to dealing with this instability is to consider a less rigid type of
symmetry – fibration symmetry. This symmetry is the symmetry of the local topology of
the graph as opposed to an automorphism, which is a symmetry in the global topology.
Chapter 2 is dedicated to formally introducing graph fibrations and reviewing all related
concepts. Here we give an example to demonstrate the difference between automorphisms
and fibration symmetries. Consider graph in Fig. 1.3. It is clear that left and right parts of
this graph are not symmetric, therefore this graph is not left-right symmetric. However, all
green nodes are connected to two red nodes and one blue node, all red nodes are connected
to two green nodes and one red node, and all blue nodes are connected to two green nodes.
Such coloring is called balanced coloring and nodes of the same color are symmetric in
terms of their local topology. This coloring represents a certain left-right symmetry through
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the conservation of color in a local neighbourhood of each node, i.e., the left-right mirror
transformation conserves the balanced coloring. We call this type of symmetry fibration
symmetry. As we can see, this symmetry is less strict than the automorphisms. That is,
the symmetry in local topology is less restrictive than in the global one. It turns out that
fibration symmetry is related to the symmetry in the information flow received by each node
[Boldi and Vigna (2002); Morone et al. (2020)] in that symmetric nodes receive the same
information from the network. Prior to the papers described in this thesis [Morone et al.
(2020); Leifer et al. (2020, 2021b)] fibrations have never been observed in real systems.

4

2

5

8

1

10
3

6

9

7

Figure 1.3: Example of a graph containing fibration symmetry and no automorphisms.
Early works in the network science showed that a magnitude of networks across different
fields have a set of common statistical features rooted in their global topology [Strogatz
(2001); Watts and Strogatz (1998); Barabási and Albert (1999)]. A natural next step is the
scrutiny of the local network topology with the goal of identifying the structural building
blocks of networks. First approach was presented by Milo, Alon, Shen-Orr and collaborators
[Milo et al. (2002); Shen-Orr et al. (2002)]. Authors identified graph topologies, called ”network motifs”, that appear in networks more often than by pure chance. That is, authors
identified subgraphs that are overrepresented in real graphs in comparison with synthetic
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graphs preserving certain characteristics of the original graph. Table 1.1 shows some examples of the network motifs. Introduction of network motifs had major impact on the systems
biology, however until present day there is no clear agreement on what functional role they
perform [Ingram et al. (2006); Payne and Wagner (2015); Macı́a et al. (2009); Ahnert and
Fink (2016)]. We believe that the main reason behind this discrepancy is the assumption
that overrepresentation in the network topology signifies the importance for the dynamical
processes in the network. By definition, each node in a network motif can be connected to
any other node in the graph, therefore dynamics of the network motif in isolation can be
considerably different from the dynamics of the network motif embedded in the network.
Furthermore, due to the exponential complexity of the network motif detection, functional
building blocks of the medium size (10 nodes and more), even if overrepresented, can be
impossible to detect. In our work, we propose an alternative route to finding the topological building blocks that have an intrinsic connection with the dynamical properties of the
network.
The existence of the fibration symmetry has important consequences for the dynamics of
the network [Stewart et al. (2003); Golubitsky et al. (2004, 2005); Golubitsky and Stewart
(2006); Stewart (2007); DeVille and Lerman (2013, 2015); Nijholt et al. (2016); Belykh
and Hasler (2011); Pecora et al. (2014); Abrams et al. (2016); Sorrentino et al. (2016);
Della Rossa et al. (2020)] (see also Section 2.5). Namely, existence of symmetry fibration
leads to cluster synchronization in the network. Synchronization here refers to the joint
dynamics in time, i.e., xi (t) = xj (t). Using this as a starting point, we introduce fiber
building blocks in Chapter 3. The basic feature of fiber building blocks differentiating
them from network motifs is that each building block has at least one predefined dynamical
function, synchronization, and that the functioning of each building block can be studied in
isolation providing a way to decompose the network into independent parts.
The functional role of fiber building blocks is further tackled in Chapter 4. We show
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Nodes

Edges

Gene regulatory
E. Coli
424
519
S. Cervisiae
685
1,052
Neural
C Elegans
252
509
Electronic circuits
s15860
10,383 14,240
s38584
20,717 34,204
s38417
23,843 33,661
s9234
5,844 8,197
s15860
8,651 11,831

7

Nreal

< Nrand ± SD >

Z-Score

Nreal

< Nrand ± SD >

Z-Score

40
70

7±3
11 ± 4

10
14

203
1812

47 ± 12
300 ± 40

13
41

125

90 ± 10

3.7

127

55 ± 13

424
413
612
211
403

2±2
10 ± 3
3±2
2±1
2±1

285
120
400
140
225

1040
1739
2404
754
4445

±
±
±
±
±

1
6
1
1
1

1
2
1
1
1

Nreal

< Nrand ± SD >

Z-Score

5.3

227

35 ± 10

20

1200
800
2550
1050
4950

480
711
431
209
264

±
±
±
±
±

335
320
340
200
200

2
9
2
1
2

1
2
2
1
1

Table 1.1: Examples of network motifs introduced in Refs. [Milo et al. (2002); Shen-Orr
et al. (2002)]. Nreal counts the number of motifs found in the real network. Nrand and SD
show the mean and standard deviation of the number of motifs found in random networks.
Zscore is a commonly used measure of statistical significance (see [Milo et al. (2002); Cramér
(1999)]). Zscore > 1.65 corresponds to p-value of 0.05 andis usually considered significant.
computationally that fibers synchronize and we study their dynamics in the context of a
fiber building block. We see that some fibers decay to a stable state corresponding to a
fixed point, while others produce oscillatory solutions. We take this as an evidence that
fiber building blocks can play the role of the clock in the network. Further, we reinforce the
concept of symmetry with the concept of symmetry breaking to identify another type of a
building block – symmetry breaking building block. In Chapter 4 we find that symmetry
breaking building blocks perform the role of the memory in the biological networks. This
shows that building blocks originated from the concepts of symmetry and symmetry breaking
perform the core logic computations in biological networks – clock and memory.
The main application of fibration theory studied in Chapter 3 is to Gene Regulatory
Networks (GRNs). In GRNs each node is a gene and interactions between genes envelop
multistep complex processes of transcription, translation, folding and binding to DNA that
are further complicated by sophisticated effects like RNA splicing in higher organisms. These
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complex interactions are reduced to just three types of interactions ignoring the interaction
strength: activation, repression and dual (can function as activation or repression). Additionally, in our studies we investigate the dynamics of each gene using only one variable –
gene expression. It may seem an oversimplication to assume that the framework of fibration
symmetries paired with such unsophisticated model can produce credible results in a real
system. Chapter 5 is dedicated to the experimental confirmation of the validity of the
application of fibration symmetries to genetic networks.
Hitherto we were able to take advantage of the fibration symmetry to produce valuable
insights about the functioning of the biological networks. These networks describe real
systems, which are inherently imperfect. Some imperfections are related to natural reasons
like the variability between specimens and some are related to the imperfections in the
experimental design and procedure. Reconstruction of the original network based on the
obtained experimental data is a classical problem in computer science called link prediction
problem. Common practice is to use the topological features of the obtained network to infer
the missing links in the network [Lü and Zhou (2011)]. Functional and dynamical features
of the incomplete networks, such as symmetry and synchronization, are rarely taken into
consideration. Chapter 6 proposes an approach to network reconstruction that is aimed at
”repairing” the symmetries (and therefore synchronization) of an investigated network using
the concept of pseubalanced coloring. Pseudobalanced coloring is a coloring of the network
that would have been balanced if the network topology was ”slightly” different. Chapter 6
describes the process of the network reconstruction by obtaining the pseudobalanced coloring
and finding minimal changes to the network topology that make this coloring balanced.
All the results described in this dissertation are data-driven and hence are obtained by
applying computational methods to real data. Applied methods and studied datasets are
described and summarised in the methods Chapter 7.

Chapter 2
Theoretical background
2.1

Basic definitions

Definition 2.1.1 A graph G = (N, E) is a pair of nodes (also referred to as vertices)
N = {1, 2 . . . , n} and edges (also referred to as links or arcs) E = {e1 , e2 , . . . , ek }, where
each edge e` = (i, j), ` ∈ [1, k] represents a connection between nodes i, j ∈ N .
Nodes represent a set of objects and edges are ordered (unordered) pairs of nodes representing a connection between them in a directed (undirected) graph. Edges of the form (i, i)
connecting a node with itself are called self-loops. We denote h(e` ) the head of e` = (i, j)
and t(e` ) the tail of e` such that h(e` ) = j and t(e` ) = i and denote |A| to be the size of set
A. Then, n = |N | and k = |E|.
Graphs can be weighted and unweighted. In an unweighted graph all interactions are
equivalent and all edges are considered to have the same weight equal to 1. In a weighted
graph each edge e` is associated with the weight ω` .
Definition 2.1.2 An adjacency matrix A of a graph is a n × n matrix representing the

9
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connectivity of this graph.

A=




aij = ω` , if ∃ e` ∈ E | e` = (i, j) with the associated weight ω` .


aij = 0,

(2.1)

otherwise.

In an unweighted case an adjacency matrix matrix takes the form

A=




aij = 1, if ∃ e` ∈ E | e` = (i, j).

(2.2)



aij = 0, otherwise.
For example, the adjacency matrix of an unweighted graph with 5 nodes and 6 edges
shown in Fig. 2.1a is


0 1 1 0 0



1


A=
1


0

0

0 1 1
1 0 0
1 0 0
0 1 1





0


1
.


1

0

(2.3)

Definition 2.1.3 [Harary (1993)]. A subgraph G0 = (N 0 , E 0 ) of a graph G = (N, E) is
a graph such that N 0 ∈ N and E 0 ∈ E. That is, subgraph of a graph is a graph with nodes
that are a subset of nodes of the graph and edges that are a subset of edges of the graph.
Definition 2.1.4 [Harary (1993)]. An induced subgraph (also referred to as a vertexinduced subgraph) G0 = (N 0 , E 0 ) of a graph G = (N, E) is a graph such that N 0 ∈ N and
E 0 = {(i, j) ∈ E ∀ i, j ∈ N 0 }. That is, an induced subgraph induced by the set of nodes
N 0 ∈ N is a subgraph of G that contains nodes N 0 and all the edges in E connecting nodes
N 0.
Fig. 2.1b shows an example of a subgraph and an induced subgraph of the graph in
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b

1

c
1

1
3

2

3

2

Subgraph G'
1

2

4

5

Graph G

2

3

3

Graph H

Induced subgraph G''

Figure 2.1: Simple examples of graph and graph symmetry. (a) Example of a graph G =
(N, E) with 5 nodes and 6 edges. (b) Example of a subgraph G0 of G in (a) and an induced
subgraph G00 of G in (a). (c) Symmetric graph H with 3 nodes. Automorphism group of
this graph consists of two elements: identity and mirror symmetry that exchanges nodes 2
and 3. Vertical dashed red line shows the line along which the mirror symmetry acts.
Fig. 2.1a. Nodes of both G0 and G00 are the same subset of nodes of G. Edges, however, are
slightly different. Since G00 is an induced subgraph of G, it needs to include all the edges
connecting the nodes 1, 2 and 3. Edges of G0 , on the other hand, just need to be a subset of
edges of G.
Next, let’s define a partition on the nodes of the graph and the corresponding graph
coloring.
Definition 2.1.5 P = {c1 , c2 , . . . , cd }, d ∈ N<|N | is a partition of nodes N if
1.

Sd

2. ci

i=1 ci

T

= N,

cj = ∅ for i 6= j.

That is, partition P breaks a set of nodes into non-intersecting sets. ci are called the cells of
the partition P. We call cells of size one trivial and cells of size larger than one non-trivial.
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Partition consisting of trivial cells is called discrete and partition consisting of only one cell
is called unit.
Definition 2.1.6 A colored graph with d colors is a pair G = (H, χ) of a graph H = (N, E)
and function χ : N → (χ1 , χ2 , . . . , χd ), d ∈ N<|N | that maps nodes of H to their colors.
Graph coloring is going to be used as a way of visualizing it’s partitioning. That is, whenever
partition is defined, it’s assumed that each cell corresponds to a color and all nodes of this
cell are assigned with this color. Color corresponding to the trivial cell is referred to as trivial
and non-trivial cell - non-trivial. Discrete partition corresponds to the discrete coloring.
Definition 2.1.7 [Harary (1993)]. A graph is said to be strongly connected if every node
is reachable from every other node by following the edges of the graph.
Definition 2.1.8 A strongly connected component (SCC) is an induced subgraph of a graph
that is strongly connected such that no more nodes can be added to it while keeping it strongly
connected.

2.2

Symmetry of graphs

2.2.1

Permutations of graphs

Consider a non-empty set Ω and a bijective map σ : Ω → Ω. σ is a one-to-one map called a
permutation of Ω. Set of all permutations of Ω together with the operation of composition
form a group called the symmetric group denoted SΩ . If Ω = {1, 2, . . . , n}, where n is a
positive integer, then the symmetric group has n! elements and is denoted Sn . A permutation
group is a subgroup of a symmetric group.
Definition 2.2.1 Permutation π of a graph G = (N, E) is a bijective map π : N → N that
represents the permutation of the node labels.
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In this dissertation we will use three sorts of notations to represent a permutation:
Cauchy’s two-line notation [Wussing (2007)], one-line notation and permutation matrix1 .
Cauchy’s two-line notation consists of two rows: first row lists the original labels of nodes
and second the permuted. Permutation in this notation is written as:




2
...
n 
 1
π=
.
π(1) π(2) . . . π(n)

(2.4)

Natural simplification is to omit the first row and rewrite the notation above as

π = (π(1), π(2), . . . , π(n)).

(2.5)

This is called a one-line notation.
Permutation matrix Pπ (often denoted P for simplicity) is an n × n matrix that can be
obtained from the identity matrix by permuting either rows or columns according to π. For
example, permutation applied to a graph with 5 nodes that permutes labels of nodes 1 and
2 in Cauchy’s two-line notation is written as:




1 2 3 4 5 
π=
,
2 1 3 4 5

(2.6)

in one-line notation us written as:

π = (2, 1, 3, 4, 5),
1

Another common notation is a cyclic notation, however we don’t use it here.

(2.7)
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and it’s permutation matrix is

0


1


Pπ = 
0


0

0

2.2.2

1 0 0 0
0 0 0
0 1 0
0 0 1
0 0 0





0


0
.


0

1

(2.8)

Automorphisms of graphs

Definition 2.2.2 Permutation π of a graph G = (N, E) is an automorphism (also referred
to as a symmetry) of G if for all nodes i, j ∈ N edge (π(i), π(j)) ∈ E exists if and only if
(i, j) ∈ E.
The automorphism group of a graph, denoted Aut(G), is the set of all automorphisms
of G along with the operation of composition [Harary (1993)]. One of the properties of an
automorphism is that it preserves the adjacency matrix of the graph. That is, if π is an
automorphism, then the corresponding permutation matrix Pπ has a property of:
A = Pπ APπ−1 .

(2.9)

Multiplying both sides by Pπ and collecting everything, we write:

[Pπ , A] = Pπ A − APπ = 0,

(2.10)

where 0 is the matrix of all zeros. As we see, permutation matrix of an automorphism
permutes with the adjacency matrix. We will omit index π of Pπ when possible without
confusion.
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For example, examine graph H in Fig. 2.1c. Adjacency matrix of H is equal to



0 1 1


.
A=
1
0
0




1 0 0

(2.11)

There are 3! = 6 possible permutations of nodes:
π1 : (1, 2, 3) → (1, 2, 3),
π2 : (1, 2, 3) → (1, 3, 2),
π3 : (1, 2, 3) → (2, 1, 3),

(2.12)

π4 : (1, 2, 3) → (2, 3, 1),
π5 : (1, 2, 3) → (3, 1, 2),
π6 : (1, 2, 3) → (3, 2, 1).
Corresponding permutation matrices are:

Pπ 1

Pπ 4

1

=
0

0

0

=
0

1

0
1
0
1
0
0



0
1


0
,
P
=
0
π
2




1
0


0
0


1
,
P
=
1
π
5




0
0

0
0
1
0
0
1




0
0 1 0



,

,
P
=
1
1
0
0
π
3






0
0 0 1



1
0 0 1



0 1 0 .
,
P
=
0
π
6






0
1 0 0

(2.13)

It’s easy to check that only Pπ1 and Pπ2 preserve the adjacency matrix and therefore
Aut(H) = {Pπ1 , Pπ2 }. Note, Pπ1 is the identity and Pπ2 exchanges nodes 2 and 3 and can be
thought of as a mirror symmetry along the vertical dashed red line in Fig. 2.1c. No other
permutation is a symmetry and there are no other symmetries of Fig. 2.1c.
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Figure 2.2: Example of the input set. (a) Graph G = (N, E). (b) Input sets corresponding
to G. Input set of 1 consists 1 itself and 2 nodes that have edges connecting them to 1: 1
and 3 and edges connecting these nodes.
Definition 2.2.3 An orbit of a node n ∈ N under group Aut(G) denoted nAut(G) is defined
as:
nAut(G) = {m ∈ N | ∃ g ∈ Aut(G) s.t. gn = m}.

(2.14)

It’s easy to see that orbits don’t intersect and that the union of all orbits is equal to N .
Therefore, orbits define a partition on N called orbital partition.

2.3

Fibration symmetry

As pointed out in the introduction, automorphisms represent a rigid type of symmetry
imposing strict conditions on the topology of the graph. Therefore, we introduce less strict
fibration symmetry. The definitions introduced in this section vary slightly between different
references. This happens due to the fact that a lot of these definitions were introduced
independently in different fields with different goals in mind. Here we define things in a
general and intuitive manner while maintaining the self-consistency and the rigorousness
where possible to serve our cross-disciplinary readers.
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Input sets and input trees

Definition 2.3.1 [Stewart et al. (2003); Aldis (2008)]. Given graph G = (N, E)
input set of node n ∈ N is a graph I(n) = (NI(n) , EI(n) ), where NI(n) is the node itself and
the set of nodes that have edges connecting to the node:

NI(n) = {n} ∪ {i ∈ N | (i, n) ∈ E};

(2.15)

and EI(n) is the set of edges terminating at n:

EI(n) = {e ∈ E | h(e) = n}.

(2.16)

Input set is a rooted tree of depth 1 that represents an in-neighbourhood of a node [Boldi
and Vigna (2002)]. Input set is exemplified in Fig. 2.2. Node 1 receives input from itself and
node 3 and therefore it’s input set consists of 3 nodes: 1, 1 and 3 and 2 edges: (1, 1) and
(3, 1).
We inductively define the input tree of depth ` I ` (n) following [Aldis (2008)] as a graph
that consists of input sets of inputs sets taken ` times. To be more specific, input tree
of depth 0 is the node itself, input tree of depth one is the input set of the node and the
induction step of finding I m+1 (n) using I m (n) is done by taking I m (n) and attaching input
sets of all the leaves of I m (n). The infinite input tree I ∞ (n) (referred to as the infinite depth
input tree in [Boldi and Vigna (2002)]) is a direct limit of I m (n) for m → ∞. Figures 2.3a,b
show the process of constructing an infinite depth input tree. I 0 (1) is the node 1 itself. I 1 (1)
is the input set of 1 that can also be seen in Fig. 2.2b. I 2 (1) is constructed by attaching the
input set of 1 to the leaf 1 and attaching the input set of 3 (consisting only of the node 3
itself) to the leaf 3. This procedure repeated infinite amount of times gives I ∞ (1). We note,
that for the finite graph input tree can be finite or infinite. For example, in Fig. 2.3b I ∞ (1)
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1
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3
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1
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Figure 2.3: Example of the input tree and permutations of graphs. (a) Graph G = (N, E).
(b) Input trees of various depth of nodes of graph G. I 0 (1) is the node 1 itself. I 1 (1) is
input set of node 1 equivalent to the one shown in Fig. 2.2b. Input set of node 1 consists of
nodes 1 and 3 and input set of node 3 is only the node itself, hence I 2 (1) has input set of 1
attached to node 1 in I 1 (1). I ∞ (1) represent this operation repeated infinite amount of times.
Red dotted arrow shows the bijection between input trees I ∞ (1) and I ∞ (2) illustrating the
definition 2.3.2 of graph isomorphism. (c) All possible permutations of nodes of graph G.
None of the permutations preserve the adjacency structure of the graph and therefore none
of them are symmetries.
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is infinite and I ∞ (3) is finite. It’s easy to see that all input trees of the finite graph with no
cycles and self-loops are finite [Aldis (2008)].
Definition 2.3.2 Two graphs G = (NG , EG ) and H = (NH , EH ) are isomorphic if there
exists a bijection (isomorphism) β : NG → NH such that for all n, m ∈ NG , edge (n, m) ∈ EG
exists if and only if (β(n), β(m)) ∈ EH .
That is, two graphs G and H are isomorphic with the isomorphism β if any two nodes
in G are connected if and only if their images in H (induced by β) are connected. An
automorphism of a graph is an isomorphism of a graph onto itself. If graphs corresponding
to two input trees are isomorphic, these input trees are said to be isomorphic.

2.3.2

Fibrations and fibers

Examine 3 possible permutations of the graph in Fig. 2.3a shown in Fig. 2.3c. None of these
permutations preserve the adjacency structure of the graph and therefore none of them are
automorphisms. Hence, graph Fig. 2.3a doesn’t have any symmetries as described in Section
2.2. Fig. 2.3b shows the input trees corresponding to the graph in Fig. 2.3a. It’s easy to see
that the map shown by red dotted arrows in Fig. 2.3b is a bijection between input trees of
nodes 1 and 2 that satisfies the property in definition 2.3.2, therefore input trees of nodes
1 and 2 are isomorphic. This equivalence is called the local in-isomorphism property [Boldi
and Vigna (2002)]. Local in-isomorphism is a consequence of a special type of symmetry
induced by the existence of the graph fibrations.
Consider two graphs G = (NG , EG ) and B = (NB , EB ) and let ϕ : G → B be a morphism
between them. Recall that h(a) denotes the head of a such that if a = (i, j) then h(a) = j.
Definition 2.3.3 [Boldi and Vigna (2002)]. Morphism ϕ is a graph fibration if for
any eb ∈ EB and any n ∈ NG such that ϕ(n) = h(eb ) there is a unique ea ∈ EG such that
ϕ(ea ) = eb and h(ea ) = n.
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Figure 2.4: Graph fibration ϕ : G → B. Blue dotted arrows show the action of ϕ on edges
of G and red dotted arrows show the action of ϕ on nodes of G. Nodes 1 and 2 are collapsed
forming a fiber {1, 2}. Since 1 and 2 are collapsed in the same node, edge (1, 2) ∈ G becomes
a self-loop edge (1, 1) ∈ B.
This condition is called lifting condition and ea is called the lifting of eb at n. G is called
the total graph and B is called the base. Dissertation only treats surjective (onto) fibrations, however injective fibrations also provide a helpful set of tools for the network analysis
[Álvarez-Garcia et al. (2022)].
Fig. 2.4 shows an example of the surjective fibration ϕ : G → B. ϕ sends nodes 1, 2 ∈ NG
to node 1 ∈ B, node 3 ∈ NG to node 3 ∈ B, edges {(1, 1), (1, 2)} ∈ EG to {(1, 1)} ∈ EB
and edges {(3, 1), (3, 2)} ∈ EG to {(3, 1)} ∈ EB . It’s easy to see that ϕ satisfies the lifting
condition. Indeed, for eb = (1, 1) and n = 2 (ϕ(2) = h((1, 1)) = 1) exists ea = (1, 2) such
that ϕ((1, 2)) = (1, 1) and h((1, 2)) = 2. ϕ ’collapses’ nodes 1 and 2 in the node 1. 1, 2 ∈ NG
are an example of a fiber. A fiber of a fibration is a set of nodes in G that is mapped to
the same node in B by this fibration [Morone et al. (2020)]. Ref. [Boldi and Vigna (2002)]
showed that all nodes that belong to a fiber have isomorphic input trees. Inverse is also true:
nodes that have isomorphic input trees can be collapsed by a fibration. Therefore, we can
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think of fibers as equivalence classes of nodes induced by the isomorphism between input
trees.
Similar to the partitions defined before, fiber is called trivial if it consists of only one node
and non-trivial otherwise. Fibrations that collapse all non-trivial fibers are called minimal
fibrations. Further, we refer to the partition of the nodes into fibers (input tree isomorphism)
as fibration symmetry to reflect its similarity to the symmetry of the nodes in the orbits of
the graph automorphism group. We further abuse the notation and sometimes say that
nodes in the same fiber are symmetric.

2.4
2.4.1

Balanced coloring, equitable partitions and fibers
Balanced coloring and equitable partitions

We saw that fibers of a minimal fibration consist of nodes with isomorphic input trees,
therefore an intuitive way to identify fibers is to check the isomorphism between input trees
of all nodes. Input trees can be infinite, but it was shown that it’s enough to consider the
first N − 1 layers of the tree [Norris (1995)] (N is the number of nodes). Using this approach
Theorem 31 in [Boldi and Vigna (2002)] proposes an algorithm that can identify fibers,
however the time complexity of this algorithm is O(N 2 dlogN ), where d is the maximum indegree in the network [Monteiro et al. (2022)]. Literature [Cardon and Crochemore (1982);
Kamei and Cock (2013); Monteiro et al. (2022); Morone et al. (2020)] provides an alternative
formulation of the problem of finding fibers of a minimal fibration that employs equivalence
relations on the input sets rather than the input trees. This formulation yields an algorithm
with the complexity of O(M logN ), where M is the number of edges. Recall that input trees
are input sets of input sets, therefore the information about the network that is contained
in the input set is contained in the input tree. On the other hand, input sets ”transmit”
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the information contained in the input tree from node to node. Therefore, the existence of
the alternative formulation based on input sets should not be surprising to a reader. In this
section we define the equivalence relation based on the input sets and in Section 2.4.2 we
elaborate on the equivalence between the two formulations.
We define the balanced equivalence relations (also referred to as balanced coloring) following [Kamei and Cock (2013)]. This definition is a slightly refined version of the definition
from [Stewart et al. (2003)] with a better visual interpretation. Let G = (N, E) be a graph
and ./ be an equivalence relation on the nodes N . Recall that t(a) is the tail of an edge
a = (i, j) equal to t(a) = t((i, j)) = i.
Definition 2.4.1 [Kamei and Cock (2013)]. ./ is balanced if for any n, m ∈ N for
which n ./ m exists a bijection β : I(n) → I(m) such that t(i) ./ t(β(i)) for any i ∈ EI(n) ,
where I(n) = (NI(n) , EI(n) ).
Let P = {c1 , c2 , . . . , cd }, d ∈ N<|N | reflect equivalence classes induced by ./. Then, any two
nodes n, m ∈ N belong to the same equivalence class if there is a cell ci ∈ P such that
n, m ∈ ci . Recall that partitioning can be also thought of as coloring. Therefore, a visual
way to think about the equivalence relations is to think of G as a colored graph in which
colors correspond to partition P. Then, any two nodes n and m that have the same color
if they have the same number of nodes of each color in their input set. That is, if n and
T
T
m have the same color, then |NI(n) \ {n} ci | = |NI(m) \ {m} ci | for any i ∈ [1, d]. Such
coloring of the graph is called balanced. The balanced coloring is said to be minimal when
T
T
all the nodes for which |NI(n) \ {n} ci | = |NI(m) \ {m} ci | for any i ∈ [1, d], have the same
color. Note, NI(n) includes the node n, however it is dropped from the count.
Fig. 2.5 shows a few examples of the balanced coloring and corresponding input sets.
Fig. 2.5a shows a graph with 6 nodes colored in 4 colors. Input sets of nodes 1 and 2 have
the same topology, but node 1 receives input from 2 red nodes and node 2 receives input
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Figure 2.5: Examples of balanced coloring. (a) Balanced coloring of a graph and input sets
of nodes of this graph. Node 1 receives the input from two red nodes, 2 receives input from
1 red and 1 orange, 3 receives from 1 red and 1 orange, 4 receives from 1 blue, 5 receives
from 1 blue and 6 doesn’t receive any input. Input sets of nodes 1 and 2 have the same
topology, but since input set of node 1 has two nodes of the red color and input set of node
2 has 1 node of the red color colors of 1 and 2 are different. (b-c) Two different colorings
of the same graph. (b) shows that all nodes receive input from 2 nodes, hence all nodes can
be colored green. (c) shows the alternative coloring with 3 colors. Coloring in (b) is the
minimal balanced coloring of the graph.

CHAPTER 2. THEORETICAL BACKGROUND

24

from red and orange nodes. Input set of node 3 is the same as node 2. We see that presented
coloring is balanced. Similarly Fig. 2.5b,c show two balanced colorings of a different graph.
However, coloring in Fig. 2.5b is minimal, while the one in Fig. 2.5c is balanced, but not
minimal. Existence of non-minimal balanced colorings has some interesting implications
on the dynamics of the network [Stewart et al. (2003)], however in this thesis we focus on
minimal balanced colorings only and omit the word minimal where it won’t create confusion.
In computer science a balanced coloring is referred to as an equitable partition. Let
P = {c1 , c2 , . . . , cd } be a partition on nodes N and deg(n, ci ) be the number of nodes in cell
ci adjacent to the node n ∈ N .
Definition 2.4.2 [McKay (1981)]. Partition P = {c1 , c2 , . . . , cd } is equitable if for any
u, v ∈ ci and i, j ∈ [1, d]
deg(u, cj ) = deg(v, cj ).

(2.17)

It’s easy to see that definitions 2.4.1 and 2.4.2 are equivalent. In the thesis a balanced
coloring, a balanced equivalence relation and an equitable partition are used interchangeably
and only the minimal balanced coloring and the coarsest equitable partition are considered.

2.4.2

Equivalence between minimal balanced coloring and fibers
of minimal surjective fibration

The formal proof of the equivalence between fibers of minimal surjective fibration and minimal balanced coloring involves some long derivations, therefore here we just give an idea
of this proof. For the rigorous derivation see Chapter 4 in [Aldis (2008)]. Used notations
are slightly different, since the author was not aware of the graph fibrations, however he
independently introduced input trees and showed in Theorem 4.7 the equivalence between
maximal balanced equivalence relations and equivalence relation induced by the input tree
isomorphism. In other words, Theorem 4.7 shows the equivalence between the minimal
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balanced coloring induced by the maximal equivalence relation and fibers induced by the
minimal surjective fibration.
Consider graph G, fibration ϕ with fibers f1 , f2 , . . . fd and balanced coloring P = {c1 , c2 , . . . cd }.
1. ([Aldis (2008)], Theorem 4.2) Let there be two nodes n ∈ fi and m ∈ fj that belong
to different fibers and have the same color ck . Since n and m belong to the same color,
input sets of n and m have the same topology and input sets of input sets have the same
topology. Hence, input trees of n and m are isomorphic. All nodes of fiber fi and fiber fj
have isomorphic input trees and input trees of n and m are isomorphic. Consequently, input
trees of all nodes in fi ∪ fj are isomorphic. Therefore, there exists a fibration ϕ that can
collapse fi and fj . Hence, ϕ is not minimal, which contradicts the assumption.
2. ([Aldis (2008)], Corollary 4.3) Let nodes in the input trees be colored according to
their minimal balanced coloring. Let there be two nodes that belong to the same fiber
n, m ∈ fi and to two different minimal balanced colors n ∈ cj and m ∈ ck . Since n and m
have different colors, first layer of input trees n and m will have different colors. Therefore,
input trees of n and m can’t be isomorphic (isomorphism preserves colors). Therefore, n and
m can’t belong to the same fiber, as required.
Therefore, any two nodes that belong to the same fiber have to have the same minimal
balanced color and inverse is also true. Ergo, fibers of the minimal surjective fibration are
equvalent to the minimal balanced coloring.
Fibration formalism and the balanced coloring provide two different ways of thinking
about the inputs of a node. So far, we haven’t colored the input trees to avoid confusion
and make a clear distinction between fibrations and the balanced coloring. All the concepts
pertaining to the fibration formalism don’t require coloring and are based purely on the
input tree topology, meanwhile balanced coloring is only concerned with the coloring of the
in-neighborhood. As was shown above, these two ways of thinking are equivalent and further
we use them interchangeably.
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Figure 2.6: Fibration between graphs G and B. Edges (2, 3) and (3, 2) are collapsed into
the self-loop (2, 2) and two edges (2, 1) and (3, 1) become a multi-edge (2, 1).

2.5

Symmetries and cluster synchronization

So far, the reader was introduced to a set of graph theoretical concepts that can give interesting insight on the symmetry of biological networks. Networks are often used to represent
dynamical systems. It turns out that the existence of symmetries of graphs has very important consequences for the network dynamics, namely, existence of symmetries can lead to
cluster synchronization. We first explain how a graph is connected to a dynamical system and
then outline an idea for the proof of the connection between symmetries and synchronization.

2.5.1

Admissible Differential Equations

A system described by dynamical equations can be represented as a network. A node is
associated with a variable describing it’s state and an edge represents a coupling term of
the equation. Theory described in this chapter was developed for ODEs and therefore will
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be discussed in terms of ODEs, however it can be extended to DDEs and other continuous
and discrete dynamical equations. Set of ODEs is said to be admissible if this set respects
the network structure, that is, if it respects the correspondence between nodes and state
variables and edges and coupling terms.
Consider graph G in Fig. 2.6 and let each node i ∈ G be associated with the state variable
xi (t). Then the set of admissible ODEs can be written as:
x˙1 = f (x1 , x2 , x3 ),
x˙2 = f (x2 , x3 , x4 ),
x˙3 = f (x3 , x2 , x5 ),

(2.18)

x˙4 = g(x4 , x6 ),
x˙5 = g(x5 , x6 ),
x˙6 = h(x6 ).
where f , g and h can be any functions. f is used for all three nodes 1, 2 and 3 because
all three of them have 2 inputs and it’s assumed that the network is homogeneous. Variables
are ordered in such manner that the node itself appears first and the rest of the variables
are sorted in the ascending order. Choosing an arbitrary order of the coupling variables is
possible due to an important assumption: in order for the symmetry to be conserved, input
function needs to be symmetric in the input variables, in our case, f (x, y, z) = f (x, z, y).
The asymmetry in the coupling terms of function f can create a symmetry breaking, which
will not allow the application of the theory below. Function f for example can be equal to
f (x, y, z) = −αx + y ∗ z. Note, in general xi doesn’t need to be 1-dimensional.
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Existence of a fibration leads to synchronization in fibers

Topic of cluster synchronization in graphs with symmetries is widely studied in the field
of dynamical systems [Stewart et al. (2003); Golubitsky et al. (2004, 2005); Golubitsky and
Stewart (2006); Stewart (2007); Belykh and Hasler (2011); DeVille and Lerman (2013, 2015);
Nijholt et al. (2016); Pecora et al. (2014); Abrams et al. (2016); Sorrentino et al. (2016)].
Formal proof of the connection between symmetry and synchronization requires a fairly
involved mathematical apparatus and is out of the scope of this dissertation, therefore we
only outline a logic of this proof following [DeVille and Lerman (2013)]. We invite more
mathematically advanced readers to refer to [DeVille and Lerman (2013)], in particular
Lemma 5.1.1, for further reading.
Consider two graphs G = (NG , EG ) and B = (NB , EB ) and let ϕ : G → B be a fibration.
Each node i ∈ NG has a dynamical state xi (t), which belongs to the phase space Pi and each
node i ∈ NB has a dynamical state yi (t), which belongs to the phase space Mi . Total phase
Q
space of the graph G can be obtained as the product P G = i∈NG Pi . Similarly, total phase
Q
space of B can be obtained as P B = i∈NG Mi . Proposition 2.1.12 in [DeVille and Lerman
(2013)] says that graph fibration ϕ defines a map Pϕ : P B → P G between phase spaces
of the graphs. Moreover, Theorem 4.3.1 and Lemma 5.1.1 in [DeVille and Lerman (2013)]
show that Pϕ is an embedding with the polydiagonal image:

∆Π = {x ∈ P G | xi = xj whenever ϕ(i) = ϕ(j)}.

(2.19)

Let’s give a more intuitive way to think about this. Let G be partitioned into d fibers
P = {c1 , c2 , . . . , cd }. Let ϕ be a minimal fibration, then d is equal to the number of nodes
in B. The dynamical state of B is described as (y1 , y2 , . . . , yd ). Pϕ then is a map between
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P B and P G of a form:

Pϕ(y1 , y2 , . . . , yd ) = (y1 , y1 , . . . , y1 , . . . , yi , yi , . . . , yi , . . . , yd , yd , . . . , yd ).
|
|
{z
}
{z
}
{z
}
|
|c1 |

|ci |

(2.20)

|cd |

That is, Pϕ defines a solution in which the dynamical states of nodes i, j ∈ NG mapped
to the same node in B (ϕ(i) = ϕ(j)) are equal (xi = xj ). Returning to the example in
Fig. 2.6. Graph G has 6 nodes and it’s dynamics follows the equation (2.18) and graph B
has 4 nodes and it’s dynamics follows the equation:
y˙1 = f (y1 , y2 , y2 ),
y˙2 = f (y2 , y2 , y3 ),

(2.21)

y˙3 = g(y3 , y4 ),
y˙4 = h(y4 ).
In this case map Pϕ : R4 → R6 and is written as:

Pϕ(y1 , y2 , y3 , y4 ) = ( y1 , y2 , y2 , y3 , y3 , y4 ).
|{z} | {z } | {z } |{z}
|c1 |

|c2 |

|c3 |

(2.22)

|c4 |

In other words, existence of fibration ϕ creates the solution (x1 = y1 , x2 = x3 = y2 , x4 =
x5 = y3 , y6 = y4 ) of the equation (2.18). By plugging it in we get:
y˙1 = f (y1 , y2 , y2 ),
y˙2 = f (y2 , y2 , y3 ),
y˙2 = f (y2 , y2 , y3 ),
y˙3 = g(y3 , y4 ),
y˙3 = g(y3 , y4 ),
y˙4 = h(y4 ).

(2.23)
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Which under close inspection is equivalent to (2.21). Therefore, existence of fibrations
leads to the existence of a synchronous solution.
Let us discuss the distinction between the existence of a synchronized solution and synchronization (which means that a synchronous solution is stable, at least locally) in more
detail. We saw that the dynamical system can assume a synchronous state defined by the
graph fibers and once this state is assumed, the system stays in it. In other words, fibers
define synchronous trap spaces. Consider graphs in Figures 2.5b, c. There are two different
solutions corresponding to two different colorings: (x1 = x2 = x3 = x4 = x5 = y1 ) and
(x1 = x3 = y1 , x2 = x4 = y2 , x5 = y3 ). Therefore, this network of 5 nodes has at least two
synchronous trap spaces. The local and global stability of these states can not be identified
analytically without specifying the dynamics of the network. Some theoretical work on this
problem has been done in references [Pecora et al. (2014); Sorrentino et al. (2016); Blaha
et al. (2019); Della Rossa et al. (2020)] and in our manuscript [Nazerian et al. (2022)]. In
our past work we saw that for a few computational models dynamical systems representing
genetic networks exhibit these synchronous solutions as stable and attractive [Leifer et al.
(2020)] and we saw in the experimental data that genes that belong to the same fiber have
a measurable gain in synchronization [Leifer et al. (2021b)].
We see that the existence of fibration symmetry can lead to the existence of synchronization. Is there a way to establish an inverse connection? This question is addressed in
Theorem 4.3 in Ref. [DeVille and Lerman (2013)], Theorem 1.1 in Ref. [Nijholt et al. (2016)]
and in Ref. [Nijholt et al. (2020)]. Detailed discussion is outside the scope of this dissertation, but we try to give a general idea here. Existence of fibration ϕ : G → B (surjective,
but not necessarily minimal) between graphs G and B creates a linear map Aϕ : PB → PG
between phase spaces PB and PG of these graphs. Nijholt et al. [Nijholt et al. (2016)] (see
Theorem 1.1) showed that all vector fields in PG that commute with Aϕ have common invariant subspaces, i.e. subspaces that are trap spaces for all vector fields. Moreover, these
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subspaces are precisely the synchrony spaces of G defined by ϕ. In this way, all synchrony
spaces of G are defined by all possible fibrations of G.

2.6

Symmetry fibration and symmetry fibers

In this section we formally define a symmetry fibration. A symmetry fibration was first
defined in [Morone et al. (2020)] as a surjective minimal graph fibration, however fibrations
considered in that paper were not minimal. Here, we attempt to correct this definition.
Section 2.5 shows that the existence of fibrations leads to the existence of the synchronized
solutions in fibers. Consider a sample graph of 3 nodes shown in Fig. 2.7. Nodes 1 and 3
have isomorphic input trees that consist of nodes themselves, therefore they belong to the
same fiber of a minimal fibration. However, in a real system two nodes that have no input
are not likely to synchronize with each other and stay synchronized. Even broader, in order
for any two nodes to synchronize in a real system, they need to have a common input on
some depth of the input tree. This consideration was used to obtain the coloring in [Morone
et al. (2020)], therefore the fibrations considered there were not minimal.

1

2

3

Figure 2.7: An example of the network in which fibrations considered in [Morone et al.
(2020)] are not minimal. Nodes 1 and 3 have no inputs and therefore belong to the same
fiber of the minimal fibration, however [Morone et al. (2020)] put them in separate fibers to
fiber partitions in which nodes with no common input are put in the same fiber, since they
are unlikely to synchronize in a real network.
We define symmetry fibration as follows:
Definition 2.6.1 Let ϕ : G → H be a fibration and let a set Φ = (f1 , f2 , . . . , fd ) be the set
of fibers induced by ϕ. ϕ is a symmetry fibration and Φ are symmetry fibers if:
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1. ϕ is surjective.
2. For all f ∈ Φ and for any u, v ∈ f , there is at least one node that is present in the
input trees of both u and v.
3. The cardinality of Φ i.e. |Φ| is the minimum of all sets of fibers that satisfy conditions
1 and 2. That is, fibration is as minimal as possible otherwise.
An example of the symmetry fibration and symmetry fibers is shown in Fig. 2.8. Nodes 3
and 11 have isomorphic input trees and can belong to the same fiber, but in order to satisfy
condition 2 above, they are separated.
2
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Figure 2.8: An example of the symmetry fibration and symmetry fibers. Nodes are colored
according to the symmetry fiber partition. White color is used to show the nodes in trivial
(consisting of only one node) fibers. Note that input trees of nodes 3 and 11 are isomorphic,
however they are separated into two different fibers in order to avoid a fiber partition in
which nodes without a common input are grouped together.

Chapter 3
Fiber building blocks of biological
networks
This chapter is a modification of the paper published April 14th, 2020, in PNAS, Volume
117, Article number: 15 ([Morone et al. (2020)]) done in collaboration with Dr. Flaviano
Morone and Prof. Hernán A Makse used in accordance with PNAS ”Rights and Permissions”
policy.
A central theme in systems science is to break down the system into its fundamental
building blocks to then uncover the principles by which complex collective behavior emerges
from their interactions [Hartwell et al. (1999); Alon (2019); Gell-Mann (1995)]. In number
theory, every natural number can be represented by a unique product of primes. Thus,
prime numbers are the building blocks of natural numbers. This mathematical notion of
building blocks is extended to the more abstract notion of group theory since finite groups
can also be factored into simple subgroups [Dixon and Mortimer (1996)]. The latter example,
entirely abstract as it may be, has important implications for natural systems due to the
fundamental relationship between group theory and the notion of symmetry, that has led to
the discovery of the fundamental building blocks of matter, such as quarks and leptons [Gell33
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Mann (1995); Weinberg (1995)]. Here we ask whether similar principles of symmetry can
uncover the fundamental building blocks of biological networks [Hartwell et al. (1999); Alon
(2019); Milo et al. (2002); Buchanan et al. (2010)]. Primary examples of these networks are
gene regulatory networks that control gene expression in cells [Alon (2019); Shen-Orr et al.
(2002); Karlebach and Shamir (2008); Klipp et al. (2016)], as well as metabolic networks,
cellular processes and pathways, neural networks and ecosystems and, beyond biology, to
other information-processing networks like social and infrastructure networks [Buchanan
et al. (2010)]. Previous studies have identified building blocks or ‘network motifs’ [Alon
(2019); Milo et al. (2002); Shen-Orr et al. (2002)] by looking for patterns in the network that
appear more often that they would by pure chance. The crux of the matter is to test whether
the building blocks of these networks obey a predictive design principle that explains how the
cell functions, and whether such a principle can be expressed in the language of symmetries.
In this chapter we introduce the use of symmetries in biological networks by analyzing the transcriptional regulatory network of bacterium Escherichia coli, since this is a
well-characterized network. The functioning of this network is described in more details in
Chapter 5 and the construction of this network is described in Section 7.3. We found that
this network exhibits fibration symmetries described in Section 2.6. Recall that symmetry
fibrations are morphisms between graphs that identify clusters of synchronized nodes (called
fibers) with isomorphic input trees. Nodes in a fiber are ”collapsed” by a symmetry fibration
into a single representative node. The fibers are then the synchronized building blocks of the
genetic network and symmetry fibrations are transformations that preserve the dynamics of
information flow in the network. We use this symmetry principle to identify the fiber building blocks and classify them into topological classes based on their input trees characterized
by integer branching ratios and complex topologies with golden ratios of Fibonacci sequences
representing cycles in the network. We then show that symmetry fibrations universally apply
to a range of complex networks across different species and domains beyond biology. Thus,
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symmetry fibrations describe how complex networks are built from the bottom up to process
information through the synchronization of their constitutive building blocks.

3.1

Strongly connected components of the E. coli network

We start our discussion of the results by presenting the strongly connected components
(SCCs) of the E. coli network. We found two types of strongly connected components:
single-gene components composed of autoregulator loops; i.e., one node and its self-loop, and
strongly connected components consisting of more than one gene that we call non-trivial. E.
coli network has three non-trivial strongly connected components that we consider here: (i)
a two-gene strongly connected component composed of master regulators crp-fis involved in
a myriad of functions like carbon utilization (Fig. 3.1), (ii) a five-gene strongly connected
component involved in the stress response system (Fig. 3.2), and (iii) the largest strongly
connected component at the core of the network which is composed of genes involved in the
pH-system that regulate hydrogen concentration (Fig. 3.3). Each of these three components
regulates a rich variety of fiber topologies which are collapsed into the base by the symmetry
fibration ψ : G → B, as shown in the figure. Most of the fibers regulated by these components
do not belong to the connected component. This is because they receive information but do
not send information back to the connected component. We note a considerable reduction
in the size of these systems created by symmetry fibrations. This reduction along with the
fact that most of the fibers don’t send information back to the SCC are the ideas behind the
network reduction technique presented in [Álvarez-Garcia et al. (2022)].
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Figure 3.1: Strongly connected components of the genetic network of E. coli. Two-gene
connected component of crp-fis. This component controls a rich set of fibers as shown. We
also show the symmetry fibration collapsing the graph to the base. We highlight the fiber
uxuR-lgoR which sends information to its regulator exuR and the double-layer composite
fiber |add − oxySi = |0, 1i ⊕ |1, 1i (this classification will be discussed later).
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Figure 3.2: Strongly connected components of the genetic network of E. coli. A five-gene
connected component of soxR, soxS, fnr, fur and arcA with its regulated fibers.
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Figure 3.3: Strongly connected components of the genetic network of E. coli. The core of
the E. coli network is the strongly connected component formed by genes involved in the pH
system as shown. Hollow colored circles indicate genes that are in fibers and also belong to
the pH component. This figure is reprinted Fig. 2b from Ref. [Morone et al. (2020)].
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Definition of a fiber building block

Definition 3.2.1 Fiber building block is an induced subgraph induced by the set of nodes
consisting of:
1. all the nodes in the fiber,
2. all regulators that send inputs to the fiber,
3. nodes belonging to the shortest loop including a node in a fiber if any node in a fiber is
a part of a loop.
For example, consider the network in Fig. 3.4 with a fiber in green. Building block corresponding to the fiber consists of 5 nodes: 1) nodes 1, 2, 3 belong to the fiber, 2) node 4
regulating this fiber, and 3) node 5 belonging to the shortest loop include a node in the fiber.
Note, despite the existance of the loop 3 − 5 − 6 − 4 − 3 node 6 is not included in the building
block because this loop is not the shortest.

1

2

3

1

2

3

Fiber
Regulator

Loop
5
4

6

7
8

9

4

5

Fiber building
block

Figure 3.4: Example of the fiber building block. Fiber building block corresponding to the
fiber in green consists of nodes 1, 2 and 3 belonging to the fiber, fiber regulator 4 and a node
in the shortest loop 5.
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Building block classification
Integer branching ratios

The dynamical state of a gene is encoded in the topology of the input tree. We found a
rich variety of topologies of the input trees. Despite this fact, we observed that the input
trees present common topological features that allowed us to classify all fibers into concise
classes of fiber building blocks. These topological features are encoded by a sequence, ai ,
defined as the number of nodes in each i−th layer of the input tree. The sequence ai
represents the number of paths of length i − 1 that reach the gene at the root. The most
basic input tree topologies and corresponding sequences ai can be classified by integer ’fiber
numbers’ |n, `i reflecting two features: (a) the branching ratio n of the input tree defined as
n = limi→∞

ai+1
,
ai

which represents the multiplicative growth of the number of paths across

the network reaching the gene at the root and (b) the number of finite pathways starting at
` external regulators of the fiber. It is agreed that for the finite input trees n is equal to 0.
For instance, consider the circuit in Fig. 3.5 taken from the network of E. coli. The
input trees of genes baeR-spy shown in red encode a sequence ai = 2 with branching ratio
n = 1 representing the single (n = 1) autoregulation loop inside the fiber and one external
regulator (` = 1), therefore this building block is classified as |n = 1, ` = 1i. On the other
hand, the input tree of genes ung, tsr and psd is finite and these genes have one external
regulator, therefore this building block is classified as |n = 0, ` = 1i.
We found that the transcriptional regulatory network of E. coli is organized in 91 different
fibers. The most basic fibers in E. coli have three values of n = 0, 1, 2 (Fig. 3.6): (i) fibers
with n = 0 loops, called Star Fibers (SF), (ii) fibers with n = 1 loop, called Chain Fibers
(CF), and (iii) fibers with n = 2 loops, called Binary-Tree Fibers (BTF). This classification
does not take into account the types of repressor or activator links in the building blocks,
which lead to further sub-classes of fibers that determine the type of synchronization (fixed

CHAPTER 3. FIBER BUILDING BLOCKS OF BIOLOGICAL NETWORKS

cpxR

spy

baeR

41

baeR

a1=2

spy

a2=2

ung
cpxR

a4=2

tsr

slt

ung

n=1

yebE

psd
tsr

psd

bacA

slt

|1,0>
yebE

|0,1>

a2=1

a1=1

a2=1

a3=1

a1=1

cpxR

|1,1>

a3=2

bacA

cpxR

a4=1
n=1

Figure 3.5: Example of the fiber building block decomposition and classification. Presented
network consists of three fibers and contains three corresponding building blocks. Fiber
building block corresponding to the nodes in green consists of nodes in the green fiber and
no other nodes due to the fact that this fiber is not regulated externally. Input tree of
this fiber is presented by an infinite chain with ai = 1. Therefore, this fiber building block
is classified as |n = 1, ` = 0i. Similarly, the input tree of the fiber in red consists of the
infinite chain with the addition of the external regulator rendering this block |n = 1, ` = 1i.
Fiber building block in red has a finite input tree and one external regulator and is therefore
classified as |n = 0, ` = 1i.
point, limit cycles, etc) and thus the functionality of the fibers.
Figure 3.6 shows a sample of dissimilar circuits that can be concisely classified by the integer |n, `i. For instance the n = 0 SF class includes dissimilar circuits like |arcZ-ydeAi = |0, 1i,
|dcuC-ackAi = |0, 2i which is a bi-fan network motif [Milo et al. (2002)], and generalizations
with ` = 3 regulators like |dcuR-aspAi = |0, 3i (Fig. 3.6, top). The main feature of these
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Figure 3.6: Classification of building blocks in E. coli. Basic fiber building blocks. These
building blocks are characterized by a fiber that does not send back information to its
regulator. They are characterized by two integer fiber numbers: |n, `i. We show selected
examples of circuits and input trees and bases. The statistical count of every class will be
discussed later. The last example shows a generic building block for a general n-ary tree
|n, `i with ` regulators. This figure is reprinted Fig. 3a from Ref. [Morone et al. (2020)].
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building blocks is that they do not contain loops and therefore the input trees are finite.
The CF class contains n = 1 loop in the fiber, and therefore an infinite chain in the input
tree, like the autoregulated loop in the fiber |ttdRi = |1, 0i. We note that while the input
tree is infinite, the topological class is characterized by a single number n = 1 concisely
represented in the base.
Adding one external regulator (` = 1) to this circuit, converts it to the purine fiber
|purRi = |1, 1i which is an example of a FFF, like the baeR circuit in Fig. 3.5. This
circuit resembles a feed-forward loop motif [Milo et al. (2002)], but it differs in the crucial
addition of the autoregulator loop at purR that allows genes purR and pyrC to synchronize.
When another external regulator is added, we find the idonate fiber |idnRi = |1, 2i. More
elaborated circuits contain two autoregulated loops and feed-back loops featuring trees with
branching ratio n = 2.

3.3.2

Fibonacci fibers

As we saw in the networks presented in Section 3.1 most of the fibers don’t send information
back to their regulators. It is easy to see that these fiber building blocks are characterized by
integer fiber numbers. We found, however, more interesting building blocks that also send
information back to their regulators. These circuits contain additional cycles in the building
blocks that transform the input trees into fractal trees characterized by non-integer fractal
branching ratios. We call this topology a Fibonacci fiber (FF).
Fibonacci fiber is also described using two numbers |ϕ, `i. First number, ϕ, represents
the branching ratio similar to the integer case above, but due to the structure of the input
tree ϕ is not integer. The name Fibonacci fiber originates from the fact that the sequence ai
created by the simplest Fibonacci circuit is a Fibonacci sequence: ai = 1, 3, 4, 7, 11, 18, 29, ...
characterized by the Fibonacci recurring relation: a1 = 1, a2 = 3, and ai = ai−1 + ai−2 for
i > 2. This sequence leads to the non-integer branching ratio known as the golden ratio
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5)/2 = 1.6180.... Second number, `, as before is equal to the

number of external regulators.
For example, the building block of the fiber uxuR-lgoR (Fig. 3.7, top) forms an input tree
where the number of paths of length i − 1 is encoded in a Fibonacci sequence. This topology
arises in the genetic network due to the combination of two cycles of information flow. First,
the autoregulation loop inside the fiber at uxuR creates a cycle of length 1 which contributes
to the input tree with an infinite chain. This sequence is reflected in the Fibonacci series
by the term ai = ai−1 . The important addition to the building block is a second cycle of
length 2 between uxuR in the fiber and its regulator exuR: uxuR → exuR → uxuR. This
cycle sends information from the fiber to the regulator and back to the fiber by traversing a
path of length d = 2 that creates a ’delay’ of d = 2 steps in the information that arrives back
to the fiber (see Fig. 3.7, top). This short-term ’memory’ effect is captured by the second
term ai = ai−2 in the Fibonacci sequence leading to ai = ai−1 + ai−2 and the golden ratio.
This argument implies that an autoregulated fiber that further regulates itself by connecting to its connected component via a cycle of length d encodes a generalized Fibonacci
sequence of order d defined as ai = ai−1 + ai−d with generalized golden ratio ϕd (Fig. 3.7,
fourth row). We find such a Fibonacci sequence in the evgA-nhaR fiber building block linked
to the pH strongly connected components shown in Fig. 3.3. This fiber contains an autoregulation cycle inside the fiber and also an external cycle of length d = 4 through the
pH strongly connected component: evgA → gad E → gadX → hns → evgA (Fig. 3.7, third
row). This topology forms a fractal input tree with sequence ai = ai−1 + ai−4 (sequence
A123456 in [Sloane et al. (2008)]) and branching golden ratio ϕ4 = 1.38028... We call this
topology 4-Fibonacci fiber, 4-FF. Generalized Fibonaccis appear inside strongly connected
components, like the rcsB-adiY 3-FF in the pH system (Fig. 3.7, second row). Likewise, if
the network contains many cycles of varying length up to a maximum d, the Fibonacci sequence generalizes to: ai = ai−1 + ai−2 + · · · + ai−1−d + ai−d , and the branching ratio satisfies:
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Figure 3.7: Classification of building blocks in E. coli. Fibonacci and multilayer building
blocks. These building blocks are more complex and characterized by an autoregulated fiber
that sends back information to its regulator. This creates a fractal input tree that encodes
a Fibonacci sequence with golden branching ratio in the number of paths ai . When the
information is sent to the connected component that includes the regulator, then a cycle of
length d is formed and the topology is a generalized Fibonacci block with golden ratio ϕd
as indicated. Last panel shows a multilayer composite fiber with a feed-forward structure.
This figure is reprinted Fig. 3b from Ref. [Morone et al. (2020)].
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d)
d = − log(2−ϕ
[Gardner (1967)].
log ϕd

3.3.3

Multi-layer composite fibers

Building blocks can also be combined to make composite fibers, like prime numbers or quarks
can be combined to form natural numbers or composite particles like protons and neutrons,
respectively. The ability to assemble fiber building blocks to make larger composites is
important in that it helps to understand systematically higher order functions of biological
systems composed of many genetic elements. We discover a particular type of composite
made up of two elementary building blocks, that we name multi-layer composite fiber. For
instance, the double layer add-oxyS fiber in the crp-fis connected component (see Figs. 3.1 and
3.7 bottom) is a composite |add − oxySi = |0, 1i ⊕ |1, 1i made of a series of genes composing
a single fiber add , dsbG, gor , grxA, hemH , oxyS , trxC with the input tree corresponding to
|0, 1i that is regulated by two different transcription factors rbsR and oxyR with input trees
of a shape |1, 1i. This composite is of importance since it allows for information to be shared
between two genes, for instance add and oxyS, which are not directly connected (in this case,
separated by a distant in the network of length two).
Composite fibers satisfy a simple engineering ’sum-rule’: elementary fibers are composed
in series of fibers in a predefined order where the first layer is represented by an entry fiber
(carrying transcription factors), and the last layer is formed by a terminator fiber of output
genes (encoding enzymes), as shown in Fig. 3.7, bottom. This multi-layer composite fiber is
biologically significant because genes in the output layer synchronize a genetic module that
implement the same function even though the genes in the module are not directly connected,
and, indeed, can be at far distances in the network. Such functionally related modules could
not be identified by modularity algorithms [Girvan and Newman (2002)] which cluster nodes
in modules of highly connected nodes.
We found that composite fibers are dominant in eukaryotes (yeast, mouse, human). They
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resemble the building blocks of multilayered deep neural networks where each subsequent
gene in the layer synchronizes despite the fact that nodes can be distant in the network.
More generally, composite fibers with multiple layers streamline the construction of larger
aggregates of fibration building blocks performing more complex function in a coordinated
fashion. These composite topologies complete the classification of input trees.
Detailed fibers statistics in E. coli is shown in Table 3.1.
Structure type
|n = 0, l = 1i
|n = 0, l = 2i
|n = 0, l = 3i
|n = 1, l = 0i
|n = 1, l = 1i
|n = 1, l = 2i
|n = 2, l = 0i
|n = 2, l = 1i
|ϕd = 1.3802.., l = 1i
|ϕd = 1.4655.., l = 1i
|ϕd = 1.6180.., l = 2i
Composite Fiber
Total number of building blocks

Amount in E-coli
45
13
3
13
8
3
1
1
1
1
1
1
91

Table 3.1: Building block statistics. We show the count of every building block defined by
the fiber numbers. This table is reprinted Table SI I from Ref. [Morone et al. (2020)].

3.4

Fibration landscape across biological networks, species
and system domains

To study the applicability of fibration symmetries across domains of complex networks we
have analyzed 373 publically available datasets [Morone et al. (2020)]. Full details of each network and results can be accessed at https://osf.io/pwe56/. The codes to reproduce this
analysis are at https://github.com/makselab/fibrationSymmetries and the full datasets
at https://osf.io/z793h/. We analyze biological networks spanning from transcriptional

CHAPTER 3. FIBER BUILDING BLOCKS OF BIOLOGICAL NETWORKS

48

regulatory networks, metabolic networks, cellular processes networks and signaling pathways,
disease networks, and neural networks. We span different species ranging from A. thaliana,
E. coli, B. subtilis, S. enterica (salmonella), M. tuberculosis, D. melanogaster, S. cerevisiae
(yeast), M. musculus (mouse) to H. sapiens (human). The topological fiber numbers |n, `i
allow us to systematically classify fibers across the different domains in a unifying way. We
find that fibration symmetries are found across all biological processes and domains. The
fiber distributions for each type of biological network calculated by summing over the studied
species are displayed in Fig. 3.8a and the fiber distributions for each species calculated over
the type of biological networks are shown in Fig. 3.8b. Our analysis allows to investigate
the specific attributes and commonalities of the fiber building blocks inside and across biological domains. We find a varied set of fibers that characterize the biological landscape.
Certain features of the fiber number distribution are visible in the transcriptional networks
in Fig. 3.8a. For instance, a tail with ` is seen in the n = 0 class as well as in the n = 1
class. Across species (Fig. 3.8b), bacteria like E. coli or B. subtilus display a majority of
n = 0 building blocks, while higher level organisms like yeast, mouse and human display a
majority of more complex building blocks like multi-layers and Fibonaccis.
To test the existence of symmetry fibrations across other domains we extend our studies
to complex networks beyond biology ranging from social, infrastructure, internet, software,
economic networks and ecosystems. Figure 3.8c shows the obtained fiber distributions for
each domain. A normalized comparison across domains is visualized in Fig. 3.8d showing
the cumulative number of fibers over all domains and species per network size of 104 nodes.
The results support the applicability of the concept of symmetry fibration beyond biology
to describe the building blocks of networks across all domains.
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Figure 3.8: Fibration landscape across domains and species. (a) Fibration landscape for
biological networks. Total number of fiber building blocks across 5 types of biological networks analyzed in the present work. The count includes the total number of fibers in the
networks of each biological type considering all species analyzed for each type. (b) Fibration
landscape across species. Count of fibers across each analyzed species. Each panel shows the
count over the different type of biological networks (E. coli contains only the transcriptional
network). This figure is reprinted Fig. 4a-b from Ref. [Morone et al. (2020)].
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Figure 3.9: Fibration landscape across domains and species. (c) Fibration landscape across
domains. Count of fibers across the major domains studied. The biological domain panel
is calculated over all networks and species in Fig. 3.8a, b. (d) Global fibration landscape.
Cumulative count of fibers in all domains in (c). The cumulative count represents the total
number of fibers per network of 104 nodes. Specifically, the quantity is calculated as the total
number of fibers divided by the total number of nodes in all networks per domain multiplied
by 104 . This figure is reprinted Fig. 4c-d from Ref. [Morone et al. (2020)].
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Discussion

Fibration symmetries make sure that genes are turned on and off at the right amount to assure the synchronization of expression levels in the fiber needed to execute cellular functions.
In the fibration framework, network function can be pictured as an orchestra in which each
instrument is a gene in the network. When the instruments play coherently, with structured
temporal patterns, the network is functional. Here we have concentrated on the simplest
temporal organization, one in which some units (instruments) act synchronously in time,
a ubiquitous pattern observed in all biological networks. Our findings identify the symmetries that predict this synchronization and give rise to functionally related genes from the
fibrations of the genetic network.
Unlike network motifs which are identified by statistical overrepresentation [Alon (2019)],
fibers in biology arise from principles of symmetries following the tradition of how the building blocks of elementary particles have being discovered in physics and geometry [Weinberg
(1995)]. Our first principle approach to identify building blocks is based on the circuit’s theoretical and practical (rather than statistical) significance to serve minimal forms of coherent
function and logic computation.
Thus, symmetries can be used to systematically organize biological diversity into building
blocks using invariances in the information flow encoded in the topologies of the input trees.
Genes related by symmetries are co-expressed, thus providing a functional rationale for the
biological existence of these symmetries.

Chapter 4
Fiber building blocks and symmetry
breaking building blocks perform core
logic computations in biological
networks
This chapter is a modification of the paper published on June 17, 2020, in PLOS Computational Biology, Volume 16, Article number: 6 ([Leifer et al. (2020)]) done in collaboration
with Dr. Flaviano Morone, Prof. Saulo D. S. Reis, Prof. José S. Andrade Jr, Prof. Mariano
Sigman and Prof. Hernán A Makse licensed under the Creative Commons Attribution 4.0
International License (CC BY 4.0) (https://creativecommons.org/licenses/by/4.0/).
In all biological networks [Hartwell et al. (1999)] some simple ‘network motifs’ appear
more often than they would by pure chance [Milo et al. (2002); Shen-Orr et al. (2002); Alon
(2019)]. This regularity has been interpreted as evidence that these motifs are basic building
blocks of biological machineries, a proposal that has had a major impact on systems biology
[Alon (2019); Klipp et al. (2016)]. However, mere statistical abundance by itself does not
52

CHAPTER 4. CORE LOGIC COMPUTATIONS IN BIOLOGICAL NETWORKS

53

imply that these circuits are core bricks of biological systems. In fact, whether these network
motifs may have a functional role in biological computation remains controversial [Ingram
et al. (2006); Payne and Wagner (2015); Macı́a et al. (2009); Ahnert and Fink (2016)].
Functional building blocks should offer computational repertoires drawing parallels between biological networks and electronic circuits [Tyson et al. (2003)]. Indeed, the idea
of using electronic circuitry and devices to mimic aspects of gene regulatory networks has
been in circulation almost since the inception of regulatory genetics itself [Monod and Jacob
(1961)]. This idea has been a driving force in synthetic biology [Teo et al. (2015)]; with several demonstrations showing that engineered biological circuits can perform computations
[Dalchau et al. (2018)], such as toggle switches [Atkinson et al. (2003); Gardner et al. (2000);
Kramer and Fussenegger (2005); Kramer et al. (2004)], logic [Guet et al. (2002)], memory
storage [Ajo-Franklin et al. (2007); Gardner et al. (2000); Ham et al. (2008)], pulse generators and oscillators [Elowitz and Leibler (2000); Atkinson et al. (2003); Stricker et al. (2008);
Tigges et al. (2009)].
Chapter 3 shows that the building blocks of gene regulatory networks can be identified by
the fibration symmetries of these networks. In this chapter, we first demonstrate the functionality of these symmetric building blocks in terms of synchronized biological clocks. We
then show that the breaking of the fibration symmetries of the network identifies additional
building blocks with core logic computational functions. We do so through a constructive
procedure based on symmetry breaking that naturally reveals a hierarchy of genetic building blocks widely present across biological networks and species. This hierarchy maps to a
progression of fundamental units of electronics, starting with the transistor, and progressing
to ring oscillators and current-mirror circuits and then to memory devices such as toggle
switches and flip-flops. We show that, while symmetric circuits work as synchronized oscillators, the breaking of these symmetries plays a fundamental role by switching the functionality
of circuits from synchronized clocks to memory units.
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Thus, results presented in these two chapters suggest a constructive theoretical framework
that 1) identifies building blocks of genetic networks in a unified way from fundamental
symmetry and broken symmetry principles, which 2) assure that they perform core logic
computations, 3) suggest a natural mapping onto the foundational circuits of solid state
electronics [Teo et al. (2015); Dalchau et al. (2018)], and 4) endow the mathematical notion
of symmetry fibration with biological significance.
Note, in this chapter we focus on gene regulatory networks and computational models
for genes, however these results can be extended to other systems represented with directed
networks.

4.1

Feed-forward loops don’t synchronize

We start our analysis by considering the dynamics of the most abundant network motif in
transcriptional regulatory networks, the so-called feed-forward loop (FFL) introduced by
Alon and collaborators [Shen-Orr et al. (2002); Alon (2019); Mangan and Alon (2003)]. A
cFFL motif consists of three genes (X, Y and Z; c refers to coherent where all regulators
are activators) where the transcription factor expressed by gene X positively regulates the
transcription of Y and Z, and, in turn Y regulates Z. Fig. 4.1a shows an example of cFFL
motif in E. coli with X=cpxR, Y=baeR, and Z=spy. Numerical and analytic solutions for
the expression levels of the genes in the cFFL (Fig. 4.1b) demonstrate that the FFL does
not reach synchronization (unless for very specific setting of parameters) nor oscillations
in expression levels. This is consistent with previous research which has interpreted the
functionality of the FFL as signal delay [Shen-Orr et al. (2002); Mangan and Alon (2003);
Mangan et al. (2003)].
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Figure 4.1: Feed-Forward Loop (FFL) and Feed-Forward Fiber (FFF). (a) FFL network representation. (b) Numerical solution of FFL dynamics. The expression levels of genes Y and Z do
not synchronize. The oscillation pattern presented is due to the square-wave behavior of gene X
expression levels. (c) Input trees of FFL. The input trees of genes X, Y, and Z are not isomorphic,
as a consequence, their expression levels do not synchronize. (d) Base representation of FFL. The
base is the same as the original circuits since there are no symmetries. (e) SAT-FFF network representation. The addition of the autoregulation leads to a symmetry between the expression levels
of genes Y and Z. (f ) The numerical solution of the SAT-FFF dynamics shows the synchronization
of the expression levels of genes Y and Z. Again, the oscillation is due to the wave-like pattern of
X. (g) Genes Y and Z have isomorphic input trees and synchronize. The input tree of the external
regulator X is not isomorphic, despite the fact that it directly regulates the fiber. (h) Since Y and
Z synchronize, gene Z can be collapsed into Y, resulting in a simpler base representation. This
figure is reprinted Fig. 1 from Ref. [Leifer et al. (2020)].
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Discrete time, continuous state model

We illustrate this result by presenting an analytical solution of the FFL [Milo et al. (2002);
Shen-Orr et al. (2002); Alon (2019)]. We use a discrete time, continuous state variable model
with a logic Boolean interaction function in the spirit of the Glass and Kauffman model of
biochemical networks [Glass and Kauffman (1973)]. The dynamics of the expression levels
yt and zt of genes Y and Z, respectively, as a function of time t in the cFFL is given by the
following difference equations [Alon (2019)]:
yt+1 = (1 − α)yt + γx θ(xt − kx ),
(4.1)
zt+1 = (1 − α)zt + γx θ(xt − kx ) × γy θ(yt − ky ),
where xt is the expression level of gene X, α is the degradation rate of the gene, γx and
γy are the strength of the interaction representing the maximum expression rate of genes X
and Y, respectively, and the thresholds kx and ky are the dissociation constant between the
transcription factor and biding site. The expression level is measured in terms of abundance
of gene product, e.g., mRNA concentration. The Heaviside step functions θ(xt − kx ) and
θ(yt − ky ) represent the activator regulation from gene X and Y, respectively. They represent
the Boolean logic approximation of Hill input functions in the limit of strong cooperativity
[Glass and Kauffman (1973); Alon (2019)]. We consider an AND gate for the combined
interaction of transcription factors of genes X and Y onto the binding sites of gene Z [Alon
(2019)] (analogous results can be obtained using OR gate as shown in [Leifer et al. (2020)]).
We define rescaled variables ψt = yt /ky and ζt = zt /ky , we rewrite Eq. (4.1) as
ψt+1 = βψt + αηθ(xt − kx ),
(4.2)
ζt+1 = βζt + αλθ(xt − kx )θ(ψt − 1),
where we set β = (1 − α), η = γx /αky , and λ = γx γy /αky . Equation (4.2) defines an
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iterative map ψt+1 = f (ψt ) which provides a solution
ψt = f (ψt−1 ) = f 2 (ψt−2 ) = . . . = f t (ψ0 ).

(4.3)

A closed form for ψt depends on the value of x. For the sake of simplicity, consider
xt = x constant in time. If x < kx , the solution is simple, and always decays as ψt = ψ0 e−t/τ ,
where we choose to write β t = e−t/τ such as τ −1 = − log(1 − α). On the other hand, if
x > kx , the iterative map is f (ψt ) = βψt + η, leading to a solution that converges to η as

ψt = ψ0 e−t/τ + η 1 − e−t/τ . Therefore, the solution to ψt is given by:
ψt = ψ0 e−t/τ + η(1 − e−t/τ )θ(xt − kx ).

(4.4)

Similarly, the solution for ζt depends on x, but it also depends on ψ0 and η. For x < kx ,
it always decays to zero as ζt = ζ0 e−t/τ . When x > kx , the variable ζt follows different
behaviors.
For ψ0 < 1, we also find a solution that decays as ζt = ζ0 e−t/τ . However, if η > 1,
this solution ceases to be valid at a given time t∗ such that ψt∗ > 1, which is given by
t∗ = dτ log((η − ψ0 )/(η − 1))e. Here, dxe denotes the smallest integer larger than x, e.g.,
d1.5e = 2. For t > t∗ , as ψt saturates to η, the rescaled variable ζt converges to λ as

∗
∗
ζt = ζ0 e−(t−t )/τ + λ 1 − e−(t−t )/τ .
Next, we consider the case ψ0 > 1. In this case, the solution for ζt is given by ζt =
ζ0 e−t/τ + λ(1 − e−t/τ ), for η > 1. In contrast, when η < 1, this solution is valid only up to
t∗ = dτ log((ψ0 − η)/(1 − η))e, such that ψt < 1. As ψt saturates to η, the rescaled variable
∗ )/τ

ζt exponentially decays as ζt = ζ0 e−(t−t

.
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To summarize, the possible solutions for ζt depending on ψ0 and η are:
ψ0 > 1, η > 1 → ζt = ζ0 e−t/τ + λ(1 − e−t/τ ),
n
l
ψ0 − η mo
ψ0 > 1, η < 1 → ζt = ζ0 e−t/τ + λ(1 − e−t/τ ) for t ∈ 0, 1, . . . , t1 = τ log
,
1−η
ζt = ζ1 e−(t−t1 )/τ

for t > t1 ,
n
l
η − ψ0 mo
−t/τ
,
ψ0 < 1, η > 1 → ζt = ζ0 e
for t ∈ 0, 1, . . . , t1 = τ log
η−1

ζt = ζ1 e−(t−t1 )/τ + λ 1 − e−(t−t1 )/τ
for t > t1 ,
ψ0 < 1, η < 1 → ζt = ζ0 e−t/τ .
(4.5)
Here, ζ1 = ζt=t1 .
From this discussion, we find that the rescaled variables ψt and ζt do not synchronize.
That is, they do not reach the same value at their fixed points: ψt 6= ζt when t → ∞, unless
we use a specific set of parameters. Moreover, ψt and ζt also do not reach oscillatory states.
The same conclusion is extended to the original variables yt and zt .
Therefore, the expression levels of the genes Y and Z do not synchronize, in other words,
yt 6= zt , ∀t. For example, Fig. 4.1b shows a particular set of parameters which results in a
non-synchronized state. Such state is obtained under initial condition y0 > ky and α < γx .
Specifically, we use the parameters: α = 0.2, γx = 0.12, γy = 0.7, kx = 0.5 and ky = 0.1. For
this combination, yt and zt do not synchronize since yt saturates at yt → γx /α = 0.6 when
t → ∞, and zt saturates at zt → γx γy /α = 0.42, for t → ∞. In this figure, we set xt equal
to a square wave and then monitor the expression levels of yt and xt . When x < kx , both yt
and zt decay exponentially to zero. On the other hand, when x > kx , both variables evolve
to saturate again at yt = γx /α and zt = γx γy /α, in agreement with the analytical solution.
In what follows, we analyze the ODE model of the FFL to show that the FFL does not
synchronize nor oscillates in this alternative description as well. Solutions for the FFL have
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been considered in the literature. Here we adapt those results to the particular models used
in our studies to perform consistent comparisons with the solutions of the fiber dynamics
obtained through the paper.

4.1.2

ODE model

In order to show that our results are consistent with a continuous variable approach, now
we focus our attention on the modelling of the FFL [Alon (2019); Mangan and Alon (2003);
Mangan et al. (2003)] by using ordinary differential equations (ODE). First, we write the
ODE governing the dynamics of expression levels y(t) and z(t):
ẏ(t) = −αy(t) + γx θ(x(t) − kx ),
(4.6)
ż(t) = −αz(t) + γx θ(x(t) − kx ) × γy θ(y(t) − ky ).
For the sake of simplicity, we consider x(t) = x constant in time.
By using the rescaled functions ψ(t) = y(t)/ky and ζ(t) = ky , we rewrite Eq. (4.6) as the
following set of ODEs:
ψ̇(t) + αψ(t) = αηθ(xt − kx ),
(4.7)
ζ̇(t) + αζ(t) = αλθ(xt − kx )θ(ψt − 1),
where η = γx /αky and λ = γx γy /αky .
For the case of x < kx , Eqs. (4.7) become a set of homogeneous ODEs with solutions
that decay exponentially:
ψ(t)x<kx = ψ0 e−αt ,
ζ(t)x<kx = ζ0 e−αt .
Where, ψ0 and ζ0 are the initial conditions for the rescaled functions.

(4.8)
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When x > kx , we find

ψ(t)x>kx = ψ0 e−αt + η 1 − e−αt .

(4.9)

Therefore, the solution for ψ(t) converges to η as t → ∞, similar to the solution of the
discrete time equation.
On the other hand, the solution for ζ(t) also depends the values of ψ0 and η. By carrying
on a calculation similar to the one presented before for the discrete time case, one finds:
ψ0 > 1, η > 1 →

ζ(t)x>kx = ζ0 e−αt + λ(1 − e−αt ),

ψ0 > 1, η < 1 →

−αt

ζ(t)x>kx = ζ0 e

−αt

+ λ(1 − e


) for t ∈

1
0, 1, . . . , t1 = log
α



ψ0 − η
1−η



ζ(t)x>kx = ζ1 e−α(t−t1 )
ψ0 < 1, η > 1 →

ζ(t)x>kx
ζ(t)x>kx

ψ0 < 1, η < 1 →

for t > t1 ,



1
η − ψ0
−αt
= ζ0 e
for t ∈ 0, 1, . . . , t1 = log
,
α
η−1

= ζ1 e−α(t−t1 ) + λ 1 − e−α(t−t1 )
for t > t1 ,

ζ(t)x>kx = ζ0 e−αt .
(4.10)

Here, ζ1 = ζ(t)|t=t1 .
Clearly, from the above solutions, the expression levels from genes Y and X do not
synchronize, since y(t) 6= z(t) as t → ∞. In addition, y(t) and z(t) also do not reach
oscillatory states, in accordance with the results of the discrete time model.

,
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Feed-forward fibers synchronize via a symmetry fibration

In the FFL, node Z receives input from X and Y, while node Y, instead, only from X,
and therefore the inputs are not symmetric (Fig. 4.1c). But as it turns out, a search of
motifs in biological networks [Morone et al. (2020)] shows that the FFL circuit in Fig. 4.1a
regularly appears in conjunction with an autoregulation (AR) loop [Madar et al. (2011)]
at Y = baeR (Fig. 4.1e). This minimal inclusion in the FFL symmetrizes the circuit and
through fibration formalism predicts the synchronization between nodes Y and Z. In this
example, by means of its autoregulation, baeR forms a fiber with gene spy. Therefore, by
the discussion in Section 2.5 the expression levels of these two genes can synchronize. FFL
and FFF are mapped to different bases with the symmetry fibration, since FFL cannot be
reduced because it has no symmetry, see Fig. 4.1d, h.
Numerical simulations and analytical solutions discussed in this section confirm that the
addition of the AR loop to the FFL – leading to a circuit that we call the Feed-Forward Fiber
(FFF) – changes its functionality qualitatively, leading to synchronization of genes Y and
Z into coherent co-expression. This prediction is confirmed with experimental co-expression
profiles in Ref. [Leifer et al. (2021b)]. We consider two types of FFF circuits: the FFF with
activator regulations that we call SAT-FFF (Fig. 4.2) and the FFF in which self-loop on Y
and link (Y, Z) are repressor links that we call UNSAT-FFF (Fig. 4.4). We will see that
SAT-FFF has a simple dynamics converging to a synchronized fixed point: all interactions
are satisfied meaning that the Heaviside step functions evaluate to 1. Instead, when the
autoactivation is changed with autorepression in the UNSAT-FFF, the loop behaves as a
logical NOT gate. When expression is high (Binary 1) it inhibits itself shifting to low state
(Binary 0). Instead, if it is low (Binary 0) it promotes itself to shift to a high state (Binary
1). Hence, the activity of this gene oscillates indefinitely [Atkinson et al. (2003); Glass and
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Kauffman (1973)]. This is the simplest expression of frustration [Anderson (1978); Glass
and Kauffman (1973)], a core concept in physics which refers to a system which is always in
tension and thus never reaches a stable fixed configuration.

4.2.1

Satisfied Feed-Forward Fiber (SAT-FFF) solution synchronizes

X

Y
Z

Figure 4.2: SAT-FFF network representation. SAT-FFF is an FFF in which all links between
the nodes in the fiber are activation links.

The SAT-FFF is a Feed-Forward Fiber with activator autoregulation where all interactions are satisfied. That is, it does not present the phenomenon of frustration and the
dynamics converges to a fixed point. This can be simply seen by considering gene X high,
which makes genes Y and Z high too. Finally, the configuration satisfies the AR loop, so all
bonds are satisfied. Below, we describe the solutions of the SAT-FFF circuit in the discrete
time continuous variable model and in the ODE model.

SAT-FFF discrete time model
The SAT-FFF is constructed on top of the cFFL by the addition of an autoregulator loop
on the Y gene, as depicted in Fig. 4.2 and Fig. 4.3a. The discrete time dynamics of the
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SAT-FFF with a logic interaction term is given by:
yt+1 = (1 − α)yt + γx θ(xt − kx ) × γy θ(yt − ky ),
(4.11)
zt+1 = (1 − α)zt + γx θ(xt − kx ) × γy θ(yt − ky ).
Note that the Heaviside function θ(yt − ky ) represents the activator feedback on the
autoregulation of the Y gene. We consider an AND gate for the interactions [Alon (2019)]
(analogous results can be obtained for OR gates). Writing down the set of equations for the
rescaled variables ψt = yt /ky and ζt = zt /ky , we get:
ψt+1 = βψt + αλθ(xt − kx )θ(ψt − 1),
(4.12)
ζt+1 = βζt + αλθ(xt − kx )θ(ψt − 1).
Here, we made use of λ = γx γy /αky and β = (1 − α). We note that, since the second
term on the right-hand side of both equations are equal, the dynamical variables ψt and ζt
must synchronize, as well as yt and zt . Again, considering xt = x constant, for x < kx , the
solutions for ψt and ζt are trivial: both variables decay exponentially as ψt = ψ0 e−t/τ and
ζt = ζ0 e−t/τ , where τ −1 = − log(1 − α). This behavior is shown by the red solid line in
Fig. 4.3b with ψ0 = 0.9.
In terms of the iterative map, the dynamics of the SAT-FFF for the rescaled variable ψt
with x > kx is:
ψt+1 = βψt + αλθ(ψt − 1) ≡ f (ψt ),

(4.13)

f t (ψ) = f t−1 (βψ)θ(1 − ψ) + f t−1 (βψ + λ)θ(ψ − 1).

(4.14)

so we find

This iterative map ψt = f (ψt ) provides different solutions depending on ψ0 . Similar to the
case of x < kx , if ψ0 < 1, the solution decays to zero as ψt = ψ0 e−t/τ . However, if ψ0 > 1,
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there are two possibilities, depending on the values of λ = γx γy /αky .
First, if λ > 1, the solution for both rescaled variables converges to λ as ψt = ψ0 e−t/τ +
λ(1 − e−t/τ ) and ζt = ζ0 e−t/τ + λ(1 − e−t/τ ), such that ψt→∞ → λ and ζt→∞ → λ, as presented
by the blue dash-dotted line in Fig. 4.3b. For this case, we use ψ0 = 1.1 and λ = 2.
For λ < 1, ψt approaches 1 at a time t∗ given by
&
t∗ =

1
log
log(1 − α)

1−λ
ψ0 − λ

!'
.

∗ )/τ

Then, for t > t∗ , the solutions decay to zero as ψt = e−(t−t

(4.15)

∗ )/τ

and ζt = ζt∗ e1(t−t

. This

behavior is presented on Fig. 4.3b by the dashed green line, where we use ψ0 = 2 and λ = 0.9.
The rescaled variables ψt and ζt always synchronize, so do yt and zt . This can be proved by
finding the difference t = ψt − ζt . For all the cases discussed above, t decays exponentially
fast as t = (ψ0 − ζ0 ) e−t/τ .

a

b

Figure 4.3: (a) Network representation of the SAT-FFF. (b) Different behaviors for the
analytical solutions of ψt depending on ψ0 and λ. This figure is reprinted Fig. SI 1 from
Ref. [Leifer et al. (2020)].
Now, we can use the solution with xt constant to qualitatively understand the SAT-FFF
in general. An example of the SAT-FFF with non-constant xt is depicted on Fig. 4.1. As
shown, variable yt and zt do synchronize but with no internal oscillations. We feed an external
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oscillatory pattern of xt as a square wave. For xt < kx , both yt an zt decay exponentially.
When xt > kx , they tend to saturate at γx γy /α. The SAT-FFF synchronizes at a fixed point.
SAT-FFF ODE model
Now we consider the ODE model of SAT-FFF to confirm results for the discrete time continuous variable model. The dynamics of gene X is driven by outside sources, so we only
consider the dynamics of genes Y and Z which are described by equations:
ẏ = −αy(t) + γx θ(x(t) − kx ) × γy θ(y(t) − ky ),
(4.16)
ż = −αz(t) + γx θ(x(t) − kx ) × γy θ(y(t) − ky ).
Taking ψ(t) = y(t)/ky , ζ(t) = z(t)/ky and δ = γx γy /ky we transform Eq. (4.16) to:
ψ̇ = −αψ(t) + δ θ(x(t) − kx ) × θ(ψ(t) − 1),
(4.17)
ζ̇ = −αζ(t) + δ θ(x(t) − kx ) × θ(ψ(t) − 1).
Without loss of generality, we consider the case of x(t) = x constant in time. If x < kx ,
then the solution of Eq. (4.17) is given by:
ψ(t)x<kx = ψ0 e−αt ,

(4.18)

ζ(t)x<kx = ζ0 e−αt ,
where ψ0 and ζ0 are the initial conditions. Now, let’s consider the case x > kx . Equation (4.17) then transforms into:
ψ̇ = −αψ(t) + δ θ(ψ(t) − 1),
(4.19)
ζ̇ = −αζ(t) + δ θ(ψ(t) − 1).
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Due to the fact that Y and Z belong to the same fiber, ψ(t) and ζ(t) synchronize and
therefore y(t) and z(t) synchronize also, so we only consider the dynamics of the first equation:
ψ̇ = −αψ(t) + δ θ(ψ(t) − 1).

(4.20)

It’s easy to see that for ψ0 < 1, Eq. (4.18) will be the solution of Eq. (4.20). When ψ0 > 1
and δ/α > 1, the solution is given by:

ψ(t) = δ/α + (ψ0 − δ/α)e−αt .

(4.21)

In the case ψ0 > 1 and δ/α < 1, the dynamics of ψ is split into two parts. One part
before ψ decays to 1 and the other one after ψ crossed 1. The time when ψ(t) crosses 1 is
equal to:
tc =

ψ0 − δ/α
1
ln(
),
α
1 − δ/α

(4.22)

and the dynamics can be written as:
ψ(t) = δ/α + (ψ0 − δ/α)e−αt

for t ∈ [0, tc ],

ψ0 − δ/α −αt
e
1 − δ/α

for t ∈ [tc , ∞].

ψ(t) =

(4.23)

To summarize, the solution is:
ψ0 < 1 → ψ(t) = ψ0 e−αt
ψ0 > 1,

δ
> 1 → ψ(t) = δ/α + (ψ0 − δ/α)e−αt
α
ψ(t) = δ/α + (ψ0 − δ/α)e−αt

ψ0 > 1,

δ
<1 →
ψ0 − δ/α −αt
α
ψ(t) =
e
1 − δ/α

(4.24)
for t ∈ [0, tc ]
for t ∈ [tc , ∞].

This solution is analogous to the one obtained for the discrete time model above. That
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is, dynamics of the SAT-FFF is described with the fixed point in the ODE model as well.

4.2.2

Unsatisfied Feed-Forward Fiber (UNSAT-FFF) solution oscillates and synchronizes

X

Y
Z

Figure 4.4: UNSAT-FFF network representation. UNSAT-FFF is an FFF in which all links
between the nodes in the fiber are repression links.
Next, we show analytically and numerically that the UNSAT-FFF circuit has an oscillatory solution plus synchronization of genes Y and Z using discrete time continuous variable
model and the ODE with time delay model (time delay is related to the process of transcription and translation). Note, conclusions made for SAT-FFF and FFL hold in the framework
of DDEs (Delay Differential Equations), but were considered without the delay for simplicity.

UNSAT-FFF discrete time model
First, we focus on the discrete dynamics. The UNSAT-FFF circuit is obtained by the addition
of a repressor AR loop to the FFL: in Fig. 4.4, gene Y acts as a repressor regulator on the
gene Z and on itself. The discrete-time dynamics of the expression levels of genes yt and zt
are given by:
yt+1 = (1 − α)yt + γx θ(xt − kx ) × γy θ(ky − yt ),
(4.25)
zt+1 = (1 − α)zt + γx θ(xt − kx ) × γy θ(ky − yt ),
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where γx and γy are the strength of the interaction (maximum expression rate) of genes
X and Y, respectively, and kx and ky are the respective dissociation constants of the same
genes. Similarly to the SAT-FFF case, synchronization between y and z occurs due to the
existence of the symmetry fibration that ”collapses” nodes Y and Z. However, the impact of
the repressor feedback loop on the dynamical behavior of this circuit is more profound, since
it leads to oscillations. Thus, while both SAT-FFF and UNSAT-FFF lead to synchronization
of Y and Z, the former synchronizes into a fixed point and the later into an oscillatory limit
cycle.
We set λ = γx γy /ky α, and β = 1 − α, so that we rewrite Eq. (4.25) for the rescaled
variables ψt = yt /ky and ζt = zt /ky as
ψt+1 = βψt + αλθ(xt − kx )θ(ky − ψt ),
(4.26)
ζt+1 = βζt + αλθ(xt − kx )θ(ky − ψt ).
Now, we set xt = x constant in time for simplicity. For x < kx , the solutions exponentially
decay as ψt = ψ0 e−t/τ and ζt = ζ0 e−t/τ , where ψ0 is the initial condition. For x > kx ,
Eq. (4.26) defines an iterative map which satisfies the following recursive equation:

f t (ψ) = f t−1 (βψ)θ(ψ − 1) + f t−1 (βψ + αλ)θ(1 − ψ).

(4.27)

This iterative map results in different solutions depending on the value of λ.
We first consider the case where the initial condition is ψ0 > 1. Thus, the solution of
Eq. (4.26) is ψt = ψ0 e−t/τ , where τ −1 = − log(1 − α). This solution is correct as long as
ψt > 1, but ceases to be valid at a certain time t∗ such that ψt < 1, which is given by
t∗ = dτ log ψ0 e.
Next, we consider the case ψ0 < 1. In this case the solution is given by ψt = ψ0 e−t/τ +
λ(1 − e−t/τ ), which is always valid for λ < 1. Thus, when λ < 1 the system does not oscillate
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Figure 4.5: Phase diagram of oscillations of the UNSAT-FFF. An oscillatory phase is defined
by the condition γy /ky > (γx /α)−1 . For instance, on the right side, we plot the solution of the
discrete dynamics for a set of parameters satisfying such condition. Specifically, α = 0.205,
γx = 0.454, γy = 0.454, kx = 0.5, and ky = 1.0. This figure is reprinted Fig. 2G from
Ref. [Leifer et al. (2020)].
but it converges monotonically to a fixed point ψ∞ = λ. However when λ > 1, this solution
0
ceases to be valid at the time t∗ = dτ log λ−ψ
e such that ψt > 1. Therefore, the solution
λ−1

ψt oscillates in time for λ > 1. For the case of ψ0 > 1, the explicit solution is given by the
general analytical expression which is plotted in Fig. 4.5, right:
ψt = ψ0 e−t/τ
ψt = ψ1 e−(t−t1 )/τ + λ 1 − e−(t−t1 )/τ
ψt = ψ2 e−(t−t2 )/τ



n
o
for t ∈ 0, 1, . . . , t1 = dτ log ψ0 e ,



λ − ψ1
, (4.28)
for t ∈ t1 , . . . , t2 = t1 + τ log
λ−1
n
o
for t ∈ t2 , . . . , t3 = t2 + dτ log ψ2 e .

The general solution with initial condition ψ(t0 ) < 1 can be written in a similar way.
Thus, the main condition for oscillations in the circuits is λ > 1, and if λ < 1, there is
no oscillatory behavior, and the solution ψt converges monotonically to λ. Therefore, the
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oscillatory phase is separated from the non-oscillatory phase by the condition:
γy  γx −1
=
,
ky
α

(4.29)

which is depicted in the phase diagram in Fig. 4.5, left.

UNSAT-FFF DDE model
Now we elaborate on the solution of the ODE continuum model. Since both genes Y and Z
synchronize their behaviour the UNSAT-FFF circuit can be reduced to study the base of the
circuit consisting of a negative autorregulation loop and an external regulator X (Fig. 4.9c,
right). This circuit has been synthetically implemented by Stricker et al. in Ref. [Stricker
et al. (2008)] using a promoter that drives the expression in the absence of LacI (and acts
as a negative feedback loop) or in the presence of IPTG, which acts as an activator. It
was shown experimentally that this circuit leads to oscillatory behaviour in the expression
profiles. This result was corroborated with a dynamical ODE model in [Stricker et al. (2008)]
which we adapt to study the case of the UNSAT-FFF with ODE. See also the review paper
[Purcell et al. (2010)] for further reading.
As before, we consider gene x(t) = x constant in time and larger than x > kx , and rescale
the expression of genes y(t) and z(t) as ψ(t) = y(t)/ky and ζ(t) = z(t)/kz . Since genes y(t)
and z(t) synchronize their activities, then only one equation needs to be considered, ψ(t).
The key to observe oscillations in a first-order ODE is to consider the delay in the
signal propagation in the circuit. Without the delay dynamics converges to a fixed point;
no oscillatory solution exist in a first-order ODE continuum-time model. The situation is
different in the discrete-time model considered earlier. In this case, a discrete time plus a
logic approximation lead to oscillations.
Negative feedback loop circuits with delays have been widely investigated in the dy-
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namical systems literature. Here, we adapt the negative feedback loop model with delay of
Stricker et al. (see Eq. (6) in Supplementary Information in Ref. [Stricker et al. (2008)]).
We consider delays in the negative feedback loop which is the key feature explaining the
experimentally observed robust oscillation in this circuit [Stricker et al. (2008)].
Delays in a biological circuit arise from the combined processes of intermediate steps
like transcription, translation, folding, multimerization and binding to DNA. This series of
biological processes are lumped into a single arrow between two genes in the network representation of the circuit. In reality this arrow represents processes that should be modeled in
a more detailed manner. These biological processes can be approximately taken into account
by inserting a delay in the interaction term in the dynamical equations. The interaction term
can be written as δ θ(1 − ψ(t − τ )), where τ represents the delay caused by the fact that the
process of self-repression is not instant. Therefore, the dynamics of ψ(t) is described by a
first-order delay-differential equation (DDE) [Stricker et al. (2008)] of the form:

ψ̇ = −αψ(t) + δ θ(1 − ψ(t − τ )),

(4.30)

where τ represents the delay caused by expression process.
We find analytical solutions to this equation following a procedure outlined in [Driver
(2012)] (Chapter V). We start by noting that initial conditions used to solve a DDE are not
given by the value of the function at one point, but rather by a set of values of the function
on an interval of length τ . The solution of a DDE can’t be thought of as a sequence of values
of ψ(t) as in an ODE, but rather as a set of functions {f0 (t), f1 (t), f2 (t), . . . , }, defined over
a set of contiguous time intervals {[−τ, 0], [0, τ ], [τ, 2τ ], . . . , }.
Let’s consider Eq. (4.30) with initial function f0 (t) for t ∈ [−τ, 0]. Then for t ∈ [0, τ ]
Eq. (4.30) looks like:
ψ̇ = −αψ(t) + δ θ(1 − f0 (t − τ )).

(4.31)
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Moving the degradation term to the left and multiplying by eαt we get:

ψ̇eαt + αψ(t)eαt = δ eαt θ(1 − f0 (t − τ )).

(4.32)

Rewriting the left part, we obtain:
d(ψeαt )
= δ eαt θ(1 − f0 (t − τ )),
dt
Rt

and integrating on the interval

0

(4.33)

, we get:
Z

αt

t

0

eαt θ(1 − f0 (t0 − τ ))dt .

ψe − ψ(0) = δ

(4.34)

0

Considering that ψ is continuous at 0 (ψ(0) = f0 (0)) and ψ(t) for t ∈ [0, τ ] is given by
f1 (t) we write:
−αt

f1 (t) = f0 (0)e

t

Z

0

eα(t −t) θ(1 − f0 (t0 − τ ))dt.

+δ

(4.35)

0

Following the same procedure we can derive the general formula for the solution ψ(t) on
the interval [kτ, (k + 1)τ ], assuming that the solution on the previous interval [(k − 1)τ, kτ ]
is given by fk−1 (t). Solution is given by the following iterative equation:

ψ̇ = −αψ(t) + δ θ(1 − fk−1 (t − τ )).
By applying the integrating factor method integrating over

α(kτ −t)

ψ(t) = ψ(kτ ) ∗ e

Z

t

+δ

0

(4.36)

Rt
kτ

we obtain:

eα(t −t) θ(1 − fk−1 (t0 − τ ))dt0 .

(4.37)

kτ

Using Eq. (4.37) we can recursively find functions {f0 (t), f1 (t), f2 (t), . . . , } on the interval
of interest, which provide the solution to Eq. (4.30). Using Wolfram Mathematica [Wol-
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fram Research (2021)] we find functions on the interval t ∈ [−τ, 30τ ] for f0 = 2, α = 0.2,
δ = 1 and τ = 1 and put them together to find the solution plotted in Fig. 4.6a.

a

b

Figure 4.6: UNSAT-FFF delay ODE model. (a) Solution of Eq. (4.30) using recursive
Eq. (4.37) on t ∈ [−τ, 30τ ] for f0 = 2, α = 0.2, δ = 1 and τ = 1. (b) One period of the
oscillation of solution in (a) consisting of two exponential pieces. This figure is reprinted
Fig. SI 2 from Ref. [Leifer et al. (2020)].
We note from Eq. (4.37) that all functions fk are written as the sum of an exponential
function and a constant. By looking at Eq. (4.30), we see that when the Heaviside function
is equal to zero, we get a solution that decays exponentially to zero. Likewise, when the
Heaviside function is equal to 1, we get a solution that exponentially grows to

δ
.
α

In other

words, the solution will grow until θ(1 − ψ(t − τ )) changes to zero (i.e., when ψ(t − τ ) > 1)
and will decay until θ(1 − ψ(t − τ )) changes to one (i.e., when ψ(t − τ ) will cross 1 again,
but from different side). Therefore, we get oscillations consisting of two exponential pieces.
One period of the oscillation is shown in Fig. 4.6b. The solution on this interval is given by:
ψ(t) = 5 − 10.2 ∗ e−0.2t for t ∈ [4.47, 5.69]
(4.38)
−0.2t

ψ(t) = 5.4 ∗ e

for t ∈ [5.69, 9.42],

which is the predicted behavior. Note, this circuit functions as a capacitor charging and
discharging in an RC circuit.
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A biological transistor as a core building block
a

b

c

d

e

f

Figure 4.7: Mapping between electronic and biological transistor. (a) A pnp transistor allows
current flow if the voltage applied to its base is lower than the voltage at its emitter (VB < VE ).
Since it has a high (low) output for a lower (high) input, it is logically represented by a NOT gate.
The yellow box shows the mapping between the pnp transistor and the biological repressor. (b) A
repressor regulation link plays the role of the pnp transistor since the rate of expression of a gene
is repressed by gene Y if ky < yt . (c) By connecting the base of the transistor to its collector, one
forms a one stage ring oscillator. (d) This connection is translated to the biological analogue as a
repressor autoregulation at gene Y. In this way, the rate expression of gene Y is able to oscillate,
depending on the adjustment of parameters α, ky and γy . (e) Widlar current-mirror circuit and (f )
its biological analogue (UNSAT-FFF). By mirroring the ring oscillator, the Widlar mirror circuit
allows synchronization and oscillations. This figure is reprinted Fig. 2A-F from Ref. [Leifer et al.
(2020)].
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To understand the computation rationale of symmetric and frustrated circuits made of
repressors, we map them to electronic analogues. We begin the analogy with the simplest
circuit of a single gene with a feedback loop with repression (AR loop, Fig. 4.7d). The
dynamics for the expression level yt is described by the discrete time model with Boolean
interaction [Glass and Kauffman (1973)]:

∆yt = yt+1 − yt = −αyt + γy θ(ky − yt ).

(4.39)

Here, α is the degradation rate of the Y gene product, γy is the maximum expression
rate of gene Y, and ky is the dissociation constant. The Heaviside step function θ(ky − yt )
reflects the repressor autoregulation in the Boolean logic approximation. We will show that
this genetic repressor interaction, shown as the stub in Fig. 4.7b, is the genetic analogue of
a solid-state transistor shown in Fig. 4.7a.
A transistor is typically made up of three semiconductors, a base sandwiched between
an emitter and a collector (Fig. 4.7a). The current flows between the emitter and collector
only if voltage applied to the base is lower than at the emitter (VB < VE ) and thus the
transistor acts as a switch and inverter. In the genetic circuit, the expression yt drives the
rate of expression of gene Y, like the voltage drives current around an electric circuit. Simply
comparing Eq. (4.39) to the pnp transistor in Fig. 4.7a leads to the analogy in which the
expression yt is an analogue for the base potential VB of a transistor, ky an analogue for
VE , γy an analogue for the emitter current IE , αyt an analogue for IB , and ∆yt an analogue
for IC . Then, Eq. (4.39) provides the genetic equivalent of the equation for a transistor’s
collector current IC = IE − IB (Fig. 4.7c, d).
The repressor AR genetic circuit of Fig. 4.7d becomes a one-stage ring oscillator (Fig. 4.7c)
where the collector of the transistor connects to the base forming the minimal signal feedback
loop. As shown in Fig. 4.7d, an example of the AR is the gene Y = trpR from the E. coli
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transcriptional network. The repressor AR loop can be extended to the FFF by symmetrizing it, adding gene Z, such that it synchronizes with Y to express an enzyme that catalyzes
a biochemical reaction (Fig. 4.7f). The circuit is completed with the external regulator X
which keeps the symmetry between Y and Z. The resulting circuit is the UNSAT-FFF (since
it is frustrated).
The UNSAT-FFF maps to the so-called Widlar current-mirror electronic circuit shown
in Fig. 4.7e, a popular building block of integrated circuits used since the foundations of the
semiconductor industry (1967 US patent [Widlar (1965); Horowitz et al. (1989)]). As we saw
in the previous section, it serves two key functions: mirror synchronization of yt = zt and
oscillatory activity.

4.4
4.4.1

Fiber building block clock functionality
Period-amplitude relationship

The solution of the discrete-time Boolean interaction model for UNSAT-FFF with λ > 1
oscillates in time. Next, we show that this oscillation has a characteristic amplitude and
period. First, to compute the amplitude of oscillations Aψ for the rescaled variable ψt , we
recall that the iterative map ψ = f (ψ) satisfies the recursive equation:

f t (ψ) = f t−1 (βψ)θ(ψ − 1) + f t−1 (βψ + αλ)θ(1 − ψ).

(4.40)

Thus, the amplitude of oscillations Aψ is given by

Aψ = lim− f (ψ) − lim+ f (ψ) = αλ,
ψ→1

ψ→1

(4.41)
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Figure 4.8: Period-amplitude relationship. (a) Solutions for α = 0.2 and λ = 1.01. The
values for Aψ = 0.202 and T = 15 obtained with the use of Eq. (4.41) and Eq. (4.43) perfectly
agree with the ones found by numerical simulations. (b) Period-amplitude relationship in
terms of the original set of parameters α, ky , γx , and γy . (c) Period of oscillations as a
function of λ for different values of α. This figure is reprinted Fig. SI 3 from Ref. [Leifer
et al. (2020)].
which implies that
Aψ =

γx γy
.
ky

(4.42)

To find the period T of the oscillations, we recall from Eq. (4.28) that the solution for
the minimum value of ψ, ψmin < 1, evolves to its maximum value ψmax in T − 1 iterations

as ψmax = e−(T −1)/τ ψmin + λ 1 − e−(T −1)/τ . Since ψmin = (1 − α)ψmax , due to the fact that
ψmax > 1, we find

&

α
T = 1 + τ log 1 +
λ−1

!'
,

(4.43)

where we used ψmax = 1. For example, using α = 0.2 and λ = 1.01, we find Aψ = 2.02
and T = 15, which agrees with the numerical simulation presented in Fig. 4.8a.
Equation (4.43) allows to define a rescaled amplitude A = (λ − 1)/α, and a reduced
period T = (T − 1)/τ such that


1
,
T = log 1 +
A

(4.44)
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which corresponds to the period-amplitude relationship of the UNSAT-FFF. A plot of this
relationship is shown in Fig. 4.8b, where we plot (T −1)/τ as a function of [(γx γy /αky ) − 1] /α.
Coming back to the original variable yt = ky ψt , we have that the amplitude of oscillations
of yt , A = ky Aψ , is given by:
A = γx γy ,

(4.45)

and from Eq. (4.43), we can write the period of oscillations as a function of the original
set of parameters as


α
1
log 1 +
.
T =1−
log(1 − α)
(γx γy /αky ) − 1

(4.46)

Figure 4.8c shows the period of oscillations T as a function λ for α = 0.60, α = 0.20, and
α = 0.05.

4.4.2

UNSAT-FFF clock functionality

The clock functionality of the UNSAT-FFF can be understood by analyzing its response
function, i.e. the relation between oscillations at the input and at the output of the circuit.
The amplitude Ay and period T of the oscillations are not independent like in the harmonic
oscillator, but are related through a ‘period-amplitude’ relation expressed by Eq. (4.44) and
Fig. 4.8b. From Eq. (4.46), for α sufficiently small,

T −1∼

1
ky
=
,
γx γy
A

(4.47)

which constrains the ‘clock’ (T ) of the circuit to the power (Ay ). As a consequence,
Ay and T cannot be controlled arbitrarily, and this (A-T) constraint helps to stabilize the
UNSAT-FFF response against disturbance in the input X. For example, for a given available
power supply, the system is constrained to dissipate this power, and when the UNSAT-FFF
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oscillates, it is automatically set to operate on an extended time window (T large) at low
amplitude A when a small expression level is required (A small) and vice-versa. Results
for the clock functionality of the Fibonacci Fiber and n = 2 Fiber can be carried out in a
similar manner. The idea is that Fibonacci fibers with longer and longer loops can carry
more robust oscillatory patterns than simple autoregulation negative feedback loops.

4.5

A broad class of logic and dynamic repertoires in
the class of fibers

The procedure to build more complex fiber building blocks can be systematically extended
through an algebra of circuits that adds external regulators and loops to grow the base of
symmetric circuits (Fig. 4.9). In this space, the AR is the core loop unit referred to as
|n = 1, ` = 0i in the nomenclature of [Morone et al. (2020)] since it has n = 1 loop and ` = 0
external regulator (Fig. 4.9b), and the FFF is |n = 1, ` = 1i (Fig. 4.9c).
From this starting point, one can grow the number of regulator genes, |1, `i with ` > 1.
This does not affect the complexity because all the relevant dynamics remain constrained to
the sole loop in the FFF circuit. Likewise, there are a number of circuits that can correspond
to |1, 1i. However, only certain modifications conserve the topological class identified by
|1, 1i. For instance, changing the sign of the edges is allowed as long as the edges of each
gene are the same, but removing the edge X→Z will break the symmetry of the fiber, so it is
not allowed. Adding a second node downstream of Y will conserve the topological class but
only if it interacts with X. This situation changes as soon as the fiber feeds information back
to its regulators. This is the case of the circuits in Fig. 4.9d, where the gene Y now regulates
its own regulator gene X. The inclusion of this second feedback loop results in the coexistence
of two time-scales in the network. This, in turn, increases the diversity of trajectories and
delays in the network; a dynamic complexity that is measured by the divergence of the input
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a
b

c

d

e

Figure 4.9: The addition of autoregulation loops and feedback loops results in a hierarchy of
fiber building blocks [Morone et al. (2020)] of increasing complexity. For example, turning
the (a) repressor link into a (b) repressor autoregulation. (c) The addition of an external
regulator (` = 1) creates the UNSAT-FFF where genes Y and Z synchronize and oscillate.
(d) The addition of a second feedback loop results in an input tree that follows the Fibonacci sequence. (e) The second autoregulation at X results in a symmetric input tree
with branching ratio n = 2. In this figure, we present activator links (black), repressor links
(red), and interactions with unknown functionality (grey). This figure is reprinted Fig. 3
from Ref. [Leifer et al. (2020)].
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tree, which is captured by the sequence Qt representing the number of source genes with
paths of length t − 1 to the target gene, see Fig. 4.9 and Section 3.3. Recall that the input
tree is a rooted tree with a gene at the root (Q1 = 1), and Qt represents the number of genes
in the t−th layer of the input tree. Then, the divergence of the input tree is captured by its


.
branching ratio measured by n = QQt+1
t
t→∞

The branching ratio of the Fibonacci Fiber with feedback to the regulator is 1.6180...,
which is lower than the number of loops in the circuit (two). The intuition of what this
reveals is that, in this circuit the regulator X is still not part of the base (see Fig. 4.9d),
since it does not receive input from itself and hence it is not within the symmetry of the fiber.
This, in turn, indicates naturally that the next element in the hierarchy of fibers results from
the inclusion of an AR loop in X. This creates a fully symmetric circuit (Fig. 4.9e) with a
core |2, ` = 0i that feeds the reporter/enzyme Z. In this case, the complexity of the circuit
is exactly two (the number of autoregulators within the fiber).
Table 4.1 the counts for all fibers and their associated Z-scores showing that these circuits
are statistically significant.

4.6

Broken symmetry circuits as memory storage devices

All symmetric circuits shown in Fig. 4.9 work as clocks with varying levels of sophistication
and robustness given by their time-scales or loops. Additionally, the more complex Fibonacci
Fibers store memory dynamically by integrating sequences of its two immediate past states,
according to the input tree, which computes temporal convolutions. However, this is only
a short-term memory, stored dynamically and continually erased. This raises the necessity
of understanding how these canonical biological circuits can perform controlled memory set
and reset, a fundamental component of all computing devices [Horowitz et al. (1989)].
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Species

Nodes

Edges
Nreal

Arabidopsis
Thaliana
Micobacterium
tuberculosis
Bacillus subtilis
Escherichia coli
Salmonella
SL1344
Yeast
Mouse
Human

AR
Fiber
Nrand ±
SD

Zscore

Nreal

Nrand ±
SD

Zscore

Nreal

2

0±0

Inf

5

0.3 ± 0.6

FFF

790

1431

2

0.2 ± 0.5

4

1624

3212

11

0.7 ± 0.8

13.2

6

0.2 ± 0.4

14.6

4

1717
879

2609
1835

35
14

0.3 ± 0.5
0.2 ± 0.5

64.6
29.1

13
12

0.3 ± 0.5
0.1 ± 0.2

23.4
49.4

1
2

1622

2852

21

0.7 ± 0.8

25

14

0.2 ± 0.4

32

2

3192
5123
2456

10947
38085
7057

10
2
1

8.5
N/A
N/A

2
0
6

2718
2862
5164

8215
9396
59680

0
0
1

N/A
N/A
>3

10
11
79

10
0.3 ± 0.6 17.3
0.1 ± 0.3 6.3
0.1 ± 0.4 2.3
1
N/A
N/A
N/A
N/A
.06 ± .25 3.76

4
0
0
0
0
1

5
0.2 ± 0.4
N/A
N/A
1
N/A
N/A
0±0

Fibonacci
Fiber
Nrand ±
ZSD
score

Nreal

82

n=2
Fiber
Nrand ±
SD

Zscore

N/A

N/A

8.1

0

1.7 ± 1.4

1.7

0

N/A

N/A

1.3 ± 1.2
0.5 ± 0.8

-0.2
1.9

2
1

0±0
0±0

63.2
>3

1.4 ± 1.3

0.5

3

0±0

>3

3
1.8 ± 1.3 0.2
N/A
N/A
0.3 ± 0.6 9.3
100
0.4 ± 0.6 16.3
0.4 ± 0.7 16
0.6 ± 0.7 112

0
0
0
0
0
1

0
N/A
N/A
N/A
1
N/A
N/A
0±0

N/A
N/A
N/A
N/A
N/A
>3

Table 4.1: Fiber building block count (symmetric circuits). We report the Z-scores showing
that all found fibers are statistically significant. We use a random null model with the same
degree sequence (and sign of interaction) as the original network to calculate the random
count Nrand and compare with the real circuit count Nreal to get the Z-score. This table is
reprinted Table 1 from Ref. [Leifer et al. (2020)].
We show next that static memory storage requires breaking the fibration symmetry of
each circuit creating structures analogous to ‘flip-flops’ [Horowitz et al. (1989)] in electronics
that use a bistable toggle switch [Atkinson et al. (2003); Gardner et al. (2000)] to store a
bit of binary information into computer memory. As we show below, in genetic networks,
symmetry breaking endows the circuits with the ability to remember.
Next, we extend the constructive process described above to include symmetry breaking. We do so by mimicking an evolutionary process where circuits ‘grow’ by a ‘duplication’
event (analogous to gene duplication in evolution) that conserves the base of the original
circuit (Fig. 4.10, first and second row). Then, breaking the symmetry creates a new functionality. We begin this with the simplest case of AR gene Y: |n = 1, ` = 0i. This gene is
duplicated by ‘opening up’ the AR loop into two mutually repressed replica genes, Y and Y’
(Fig. 4.10, second row). This creates a bistable toggle switch as studied in synthetic genetic
circuits [Gardner et al. (2000); Atkinson et al. (2003)] that is topologically equivalent to the
core AR loop |1, 0i since both have the same input tree and base (Fig. 4.10, first row).
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Symmetry Breaking Circuits
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Figure 4.10: Caption below.
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Figure 4.10: (Previous page.) Broken symmetry circuits function as memory. AR (first column): The replica symmetry duplication of the AR symmetric circuit results in a network that is
analogous to the SR flip-flop circuit. The symmetry between Y and Y’ is broken by the inputs S and
R, such that S 6= R, resulting into logical outputs Q and Q = not(Q). FFF (second column):
Following the same strategy, we replicate the FFF through a replica symmetry duplication. Note
that this operation adds a second level of logic gates to the SR flip-flop. In order to have consistent
logic operations, we add an input clock gene CLK in addition to S and R. The resulting circuit
is analogous to the Clocked SR flip-flop logic circuit. Fibonacci (third column): The replica
symmetry duplication of the Fibonacci Fiber results in a logic circuit which is analogous to the
JK flip-flop. Biological realizations (last two rows): For each symmetry breaking class, we
show two examples of circuits from the human regulatory network. The external regulator genes,
S and R (J and K), provide inputs which are logically processed by the circuit, accordingly to
the type of interaction links between the genes, activators (black arrows) or repressors (red flat
links). The outputs of the circuits (green genes) regulate the expression levels of other genes (in
red) without affecting the circuit functionality. Here, grey arrows correspond to interactions with
unknown functionality. This figure is reprinted Fig. 4 from Ref. [Leifer et al. (2020)].

The symmetry of the replica circuit is then explicitly broken by including different inputs,
S and R, to regulate genes Y and Y’, respectively (Fig. 4.10, third row). S and R represent
either genes or effectors that break the symmetry of the circuit. Symmetry is now broken, and
the genetic circuit becomes analogous to a Set-Reset (SR) flip-flop [Horowitz et al. (1989)],
the simplest canonical circuit to store a bit of binary information in electronic computer
memory (see Fig. 4.10, fourth row).
The symmetry is explicitly broken by applying set-reset inputs S 6= R. Specifically, when
S = 1 and R = 0, the circuit stores a bit of information. But here is the interesting fact:
this state is kept in memory even when S = R = 1. That is, the circuit remains in the
broken symmetry state even if the inputs are now equal and symmetric. In other words, the
symmetry is now ‘spontaneously’ broken [Weinberg (1995)], since a specific state is selected
even without external bias, thus allowing the circuit to remember its state.
Thus, this genetic network is a toggle switch as studied in synthetic genetic circuits [Atkinson et al. (2003); Gardner et al. (2000)] analogous to the SR flip-flop logic circuit shown in
Fig. 4.10, fourth row. When the controlling inputs are S = 0 and R = 1, the SR flip-flop
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stores one bit of information resulting in Q = 1 and Q = 0 (Q = not Q, and the output
Q is the logic conversion of not Y ). The SR flip-flop retains this logical state even when
the controlling inputs change. In other words, when S = 1 and R = 1, the feedback (the
repressor interactions between Y and Y’) maintains the outputs Q and Q to its previous
state. This state changes only when we reset the circuits with S = 1 and R = 0. In this last
case, the SR flip-flop stores Q = 0 and Q = 1, which is also remembered when both inputs
are high (S = 1 and R = 1).
This spontaneous symmetry breaking [Weinberg (1995)] has analogy with a ferromagnetic
material. When the temperature is high enough, the ferromagnet does not show any magnetic
property. Moreover, even lowering the temperature, in absence of any polarizing field, the
material does not magnetize. On the contrary, if an external magnetic field is applied to the
ferromagnet, like a magnet put in contact to a needle for enough time, and then removed,
then the needle becomes magnetic itself, in that it remembers the direction of the previously
applied magnetic field, thus breaking, spontaneously, the rotational symmetry. Biological
realizations of this replica symmetry breaking process are shown in Fig. 4.10, last row.
Table 4.2 shows the Z-scores of these circuits indicating their significance. The algorithm to
identify these broken symmetry flip-flops in biological networks is discussed in Section 7.2.
Extending this duplication and symmetry breaking process to the FFF (Fig. 4.10, second
column), one can replicate the X and Y genes from the FFF base to create a circuit isomorphic
to the Clocked SR flip-flop, another computer memory building block [Horowitz et al. (1989)].
The symmetry is broken by regulators or inducers of genes X and X’ acting as S (set) and
R (reset) of memory, and it is restored when S = R, leaving the system ‘magnetized’. The
hierarchy continues by replicating the Fibonacci Fiber and consequent breaking of symmetry
when the inputs J and K are different (Fig. 4.10 third column). This structure is isomorphic
(i.e., has the same base) to the JK flip-flop in electronics, which is the most widely used
of all flip-flop designs [Horowitz et al. (1989)]. In its symmetric state, the JK flip-flop is
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isomorphic to the symmetric Fibonacci base. In the symmetry broken phase, it acts as a
memory device which presents two possibilities. A ‘chiral’ symmetry (where Y feeds X and
Y’ feeds X’) and a ‘parity’ symmetry (left-right reflection, where Y feeds X’ and Y’ feeds X).
This last one is the one realized in biological circuits, see Fig. 4.10, third column. Examples
of JK flip-flops are abundant in gene regulatory networks in human and mouse. They are
shown in Fig. 4.10, last row and statistics and Z-scores are shown in Table 4.2.
Species

Nodes

Edges
Nreal

Arabidopsis
Thaliana
Micobacterium
tuberculosis
Bacillus subtilis
Escherichia coli
Salmonella
SL1344
Yeast

Mouse

SR
flip-flop
Nrand ±
SD

Clocked SR
flip-flop
Zscore

Nreal

Nrand ± SD

Zscore

Nreal

JK
flip-flop
Nrand ±
SD

Zscore

790

1431

47

1.6 ± 1.2 36.40

3

0.2 ± 0.5

5.80

2

0±0

>3

1624

3212

6

1.7 ± 1.4

3.20

0

N/A

N/A

0

N/A

N/A

1717
879

2609
1835

3
14

2.1 ± 1.4
2.1 ± 1.4

0.6
8.40

0
3

N/A
0.3 ± 0.8

N/A
3.30

0
0

N/A
N/A

N/A
N/A

1622

2852

6

1.4 ± 1.2

3.80

0

N/A

N/A

0

N/A

N/A

1.60

3

58
3 ± 3.6

0

0

1
N/A

N/A

1.60

192

103.3 ± 45.6

1.90

2

6.8 ± 6.1

-0.8

3192

10947

9

5123

38085

31

2456

7057

82

Human

27
5 ± 2.5
21.6 ±
5.8
4 ± 2.1

37.70

216

192

1.9 ± 2.7

79.50

25

566

2718

8215

89

4.3 ± 2.1 40.50

247

3.5 ± 4.8

50.60

45

2862

9396

103

5 ± 2.3

319

5.9 ± 7.2

43.20

45

43

0.004 ±
0.06
90
0.02 ±
0.2
0.02 ±
0.3

417
225
150

Table 4.2: Broken symmetry circuits count. We report the corresponding Z-score statistics
as computed in Table 4.1. This table is reprinted Table 2 from Ref. [Leifer et al. (2020)].

4.7

Discussion

In summary, fibration symmetries and broken symmetries in gene regulatory networks reveal
the functions of synchronization, clocks and memory through electronic analogues of transistors, ring oscillators, current-mirror circuits, and flip-flops. They result in a hierarchy of
building blocks with progressively more complex dynamics obtained by iterating a procedure
of replication and symmetry breaking. Beyond the circuits discussed here, the biological hi-
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erarchy can be extended to any number m of loops of length d and autoregulators in the
fiber n, to form ever more sophisticated circuits whose complexity is expressed in generalized
Fibonacci sequences Qt = nQt−1 + mQt−d .
Gene regulatory structures are a mixture of combinational logic circuits, like FFF, and
sequential logic circuits, like FF. They provide the network with a structure analogous to
a programmable logic device or chip where the ’register’ is a set of flip-flop circuits tied up
together acting as the memory clock of the genetic network that feeds the combinatorial
logic circuits made of simpler feed-forward circuit of low symmetry. Complex biological
circuitry can then be seen as an emergent process guided by the laws of symmetry that
determine biological functions analogous to electronic components. The discovery of these
building blocks and building rules of logic computation will allow to: (1) systematically
design synthetic genetic circuits following biological symmetry, and (2) systematically map
the structure and function of all biological networks, from the symmetries of the connectome
[Morone and Makse (2019)] to genetic [Morone et al. (2020)], protein and metabolic networks,
following a first principle theoretical approach.

Chapter 5
Fibration symmetries predict
synchronized gene coexpression
patterns in gene regulatory networks
in bacteria
This chapter is a modification of the paper published July 8th 2021, in BMC Bioinformatics, Volume 22, Article number: 363 ([Leifer et al. (2021b)]) done in collaboration
with Dr. Mishael Sánchez-Pérez, Prof. Cecilia Ishida and Prof. Hernán A Makse licensed under the Creative Commons Attribution 4.0 International License (CC BY 4.0)
(https://creativecommons.org/licenses/by/4.0/).

5.1

Introduction

Gene regulation in bacteria has been studied since the time of the operon model of Jacob
and Monod [Monod and Jacob (1961)]. Knowing the regulators and mechanistic details
88
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of genes expression has greatly improved our understanding of cellular signal processing
[Klipp et al. (2016)], and has lead to various applications in systems and synthetic biology
[Klipp et al. (2016); Palsson (2006); Gerosa et al. (2013); Karlebach and Shamir (2008)].
General factors like RNA polymerase activity can lead to an overall increase or decrease
of bacterial gene expression depending on cellular growth rate. The expression profiles
of single genes are further regulated by specific transcription factors (TFs). At the same
time, high-throughput expression studies have revealed the functional role of expression
profiles: a variety of multivariate methods (including clustering, biclustering, plaid models,
singular value decomposition, and Independent Component Analysis) have been used to
extract functional information from expression profiles, often taking co-expression as a sign
for shared biological function.
Gene regulation by transcription factors is described by gene regulatory networks (GRN)
[Buchanan et al. (2010); Karlebach and Shamir (2008); Lee et al. (2002)] where nodes are
genes and a directed edge from gene A to gene B states that gene product of A is a TF that
regulates the expression of B as an activator, repressor, or dual regulator. TF activities may
be further modulated by signaling molecules that bind to the TF to activate or inactivate
the protein. This process conveys information about the state of the cell, implementing
for example a negative feedback control from metabolic synthesis pathways. In the gene
regulatory network, such effector signaling molecules appear as external inputs to the GRN.
The topologies of GRNs have been studied in detail [Buchanan et al. (2010)] and been used
as blueprints for dynamic models of gene expression [Karlebach and Shamir (2008)]. Such
models describe the production and degradation of gene products (mRNA or proteins) and
consider the regulatory input functions of individual genes, which reflect TF binding to genes’
promoter regions, with gene-dependent binding parameters and possible binding states.
Quantitative gene expression models based on realistic input functions for all of the genes
are out of reach due to the multiplicity of parameters defining these input functions [Alon
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(2019)]. Thus, there have been attempts to understand dynamic properties from network
structure alone [Alon (2019); Martı́nez-Antonio et al. (2008); Shen-Orr et al. (2002); Goelzer
et al. (2008)]. To establish GRNs for major model organisms, TF binding has been predicted
from binding site sequences and based on ChIP/chip, ChIP-seq or ChIP-exo experiments. In
these networks, motifs like the feed-forward loop [Alon (2019); Shen-Orr et al. (2002); Milo
et al. (2002)] dicussed in section 4.1 have been found by statistical methods, based on the
frequent occurrence in networks, and have been studied as local signal processing circuits
embedded in larger networks.
In Chapter 2 we showed that symmetry principles applied to biological networks can explain the synchronization in gene coexpression profiles. In this chapter we further address the
question of gene synchronization and coexpression by comparison with existing experimental data, and ask how gene coexpression can be robustly implemented by network structure.
We address the question of how the behavior of the system relates to the synchronous gene
groups. In particular, we challenge the predominant view that coexpression (by which two
genes show similar expression profiles) is necessarily a sign of coregulation (by which these
genes are controlled by a common transcription factor) [Klipp et al. (2016); Horvath (2011);
Zhang and Horvath (2005); Langfelder and Horvath (2008); Marbach et al. (2012); Bansal
et al. (2007); Brugere et al. (2018); Butte and Kohane (1999); Maertens et al. (2018); Chen
et al. (2008); Roy et al. (2014); Tegner et al. (2003); Kaplan et al. (2008); Liao et al. (2003)].
Instead, we claim that other, more complex circuits in the regulatory network can lead to
coexpression. These circuits are identified by their symmetry properties and show synchronization in gene coexpression as a result of the underlying symmetries in the gene regulatory
network.
To treat networks as “blueprints” of dynamic gene regulation models, gene regulatory
input functions must be defined. With simple identical input functions, and disregarding all
quantitative differences (e.g. in binding parameters or mRNA half lives defining the input
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functions), genes in a fiber are predicted to show identical expression profiles. Under this
hypothesis, fibration symmetries lead to important consequences for the dynamics of the
gene expression in the network: fibrations give rise to the existence of synchronous solutions.
In reality, however, input functions will differ between genes, and additional modulation
of transcription factor activities by signaling molecules will come into play. The predicted
symmetry will be broken and we expect a partial loss of synchronization. Genes i and j
with dynamical solutions xi (t) and xj (t) that reach the state in which after the time tsync
solutions are ε-close are “almost synchronized”. That is, two genes are almost synchronized
if (xi (t) − xj (t)) < ε for t ∈ [tsync , ∞]. It was shown [Sorrentino and Pecora (2016)] that
slight mismatch in the parameters leads to solutions with nearly synchronous trajectories,
that is, almost synchronized solutions. Detailed analysis of the situation with the difference
in the input functions hasn’t been done in the literature so far, but extending the conclusion
in the networks with slight mismatch, we assume that in the networks with “slightly bigger”
mismatch perfect synchronization will be broken even further. We hypothesize that precise
coexpression, as predicted by our idealized model, will be reflected in cells in a partial
coexpression that may be tuned by external biochemical signals.
Each gene (node of the network) and it’s time evolution is thought of as one variable it’s expression level. Thus, it may look like this method is not applicable to more complex
organisms because processes like transcription, translation, folding and binding to DNA are
lumped into one step and sophisticated effects like RNA splicing, DNA methylation, histone
acetylation, and overwinding or underwinding of DNA are ignored. However, fibration theory
can still be applied even when one node has a very complicated behavior that takes all of the
above into consideration. For example, we can extend each node to two variables - mRNA and
protein concentration, and then the dynamics of the symmetric nodes will be synchronous
by variable. That is, in this example synchronous nodes will have both equal mRNA and
protein concentrations. As discussed above, each level of complexity has a potential to create
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more symmetry breaking. Thus, whether gene fibrations are useful in practice depends on
how much of the coexpression remains in reality. In this chapter we study this question in
detail by studying coexpression in Escherichia coli and Bacillus subtilis, the major Grampositive and Gram-negative bacterial model organisms: we predict set of coexpressed genes
based on fibration symmetry and confront these predictions with transcriptome data. The
GRNs under study and gene expression data are discussed in Chapter 7.
The main approximation behind the existence of synchronization in fibers is the ’uniformity assumption’: the assumption that all the parameters defining the input functions (i.e.,
the Hill function defining the interaction of the TF with the binding site of the target gene) of
the genes in the fibers are the same. That is, the Hill input functions, reflecting interactions
of TF binding to DNA, as well as binding parameters or mRNA half lives, needs to be the
same for all genes in a fiber to synchronize. Thus, our prediction of perfect synchronization
in the fiber depends on an idealized model of gene regulation, where the input functions of
genes in the fiber are the same. Under these conditions, fibration theory predicts perfect
synchronization in the fiber. Of course, in reality, input functions and interaction parameters
of different genes will not be exactly the same, and the question becomes of how much loss of
synchronization is caused by this symmetry breaking in the input functions and parameters
of interactions.
Despite all the likely reasons for the loss of synchronization ignored in our working hypothesis, including differing gene input functions and various levels of gene regulation, we
find a measurable degree of synchronization, matching our simplified theory. We conclude
that despite quantitative differences between gene input functions, genes within fibers have
measurably more synchronization, which justifies our topological analysis in this case. A further possibility, supported by previously measured gene input functions, is that evolutionary
pressures may be at work which “streamline” the gene input functions within fibers, thus
preventing a stronger symmetry breaking.
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Synchronized coexpression within gene fibers – experimental validation

We saw that gene fibrations, in theory, can lead to synchronization. To see whether this
prediction takes place in reality, we now consider the gene fibers uncovered in bacteria and
confront the predicted coexpression structures with experimental transcriptome data (for
details see Section 7.4). We use the gene expression compilations from Ecomics [Kim et al.
(2016)] (for E. coli) and SubtiWiki [Zhu and Stülke (2018)] (for B. subtilis). The Ecomics
portal collects microarray and RNA-seq experiments from different strain and sources including NCBI Gene Expression Omnibus (GEO) public database [Barrett et al. (2012)] and
ArrayExpress [Kolesnikov et al. (2015)]. The data is also compiled at the Colombos web
portal [Moretto et al. (2016)]. We choose Ecomics over Colombos because Ecomics provides
absolute expression levels. Datasets for gene expression like Colombos [Moretto et al. (2016)]
do not provide the absolute expression levels but the fold change from a wild-type to a perturbation state such as a mutation. Measuring the fold change does not allow to test the
synchronization in fibers since the prediction of the theory refers to unperturbed states in
the wild type. Thus, we base our analysis on the wild-type networks, expression data from
mutant strains were not taken into account, since mutations leads to breaking of symmetries.
Theoretical predictions for the response to mutations will be studied elsewhere.
Subtiwiki is a comprehensive knowledge base for bacterium B. subtilis containing expression, pathways, interactions and regulation data in the wild-type strain across different
experimental conditions. A test for gene synchronization in fibers has been performed in our
previous study in [Morone et al. (2020)] by looking at specific experimental conditions where
the genes have been activated. Below, we test the existence of fibers in a larger context with
and without activated conditions and test the statistical significance of these correlations, as
assessed by p-values.
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We study gene expression data using Pearson coefficient of correlation. To find Pearson
coefficient of correlation between gene expression profiles of genes i and j we use:

C(i, j) =

T
1 X  xi,t − µi  xj,t − µj 
,
T t=1
σi
σj

(5.1)

where T is the number of conditions, xi,t is the expression value of gene i for condition t,
and µi and σi are the respective mean and standard deviation of expression values of gene i
for all conditions.
We start by considering expression of few pairs of nodes that are predicted to be synchronized by fibration theory in E. coli. Figure 5.1 shows the gene expression correlations
between four different gene pairs, each from one fiber, in the form of scatter plots. Each plot
can be quantified by a single Pearson correlation value. Fig. 5.1c depicts the expression of
rrsH vs rrsG which form a fiber, and are predicted to be synchronized. Each point in the
plot represents a single experiments with a particular growth condition for the bacterium as
obtained from the Ecomics dataset. The observed Pearson correlation value is 0.98 which
indicates a strong synchronization in the activity of the genes across the experimental conditions. These genes are located far away in the genome and as it can be seen from the
scatter plot their expression is highly correlated. Fig. 5.1d-f shows another few scatter plots
of gene expression in E.coli. For instance, Fig. 5.1f shows the correlation between fadI and
fadE which also form a fiber with a correlation coefficient 0.49. These examples are highly
correlated, but as it can be seen from Fig. 5.1 there is a lot of noise.
In the following sections we assess whether the observed correlations are significantly
large within the predicted fibers by assessing gene correlations in the entire data set, within
and between gene fibers. We report two kinds of correlations: (a) correlations computed from
the entire data set, that is, using all the experimental conditions appearing in Ecomics for
E. coli without filtering irrespective of whether the genes are being expressed in the partic-
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Figure 5.1: Similarity in gene expression data for selected pairs of genes belonging to the
same fiber. Gene co-expression is demonstrated on the data from all experiments in the
Ecomics database. We pick best examples out of 85 fibers obtained in E. coli. (a, b) Gene
expression of pairs of genes in rrsH, rrsG and ykgM, znuA for 1575 experimental conditions
from Ecomics. It’s easy to see that data is highly correlated. (c) Gene expression of rrsH
(Position in genome: 223771–> 225312) vs gene expression of rrsG (Position in genome:
2729616 <– 2731157), correlation = 0.98, (d) Gene expression of ykgM (312514 <– 312777)
vs gene expression of znuA (1941651 <– 1942583), correlation = 0.58, (e) Gene expression of
yfdE (2488023 <– 2489168) vs gene expression of yegR (2167989<– 2168306), correlation =
0.49, (f ) Gene expression of fadI (240859 <– 243303) vs gene expression of fadE (2459159 <–
2460469), correlation = 0.49. This figure is reprinted Fig. 7 from Ref. [Leifer et al. (2021b)].
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ular condition or not, and (b) correlations obtained after a filtering of “active experimental
conditions”, specifically chosen for each set of genes in the fibers. This second approach
is similar to the filtering method employed by the Colombos database at [Moretto et al.
(2016)]. Then, we scrutinize the statement that fibrations predict larger mean correlation
(i.e. gain of synchronization) in the fibers of E.coli. Again, we first give significant results
without filtering and we continue by applying the variation of the filtering method used by
Colombos [Moretto et al. (2016)] and showing significance and results of that method.

5.2.1

Correlations within and between gene fibers

In this subsection we give an overview over the correlations between all genes in the dataset,
and their relation to gene fibers. We start by grouping the genes in the predicted fibers
(85 in total in E. coli) and then using all the experimental conditions in Ecomics (1575
conditions) to calculate the correlation matrix between and within genes in fibers to test for
synchronization. Later we will filter these conditions to those where the genes are active.
In order to quantify the synchronization in the fibers we consider the statistics of mean
correlations inside the fiber, where mean correlation is the mean of all off-diagonal terms in
the correlation matrix. To assess the statistical significance of the correlations we compare
the fiber mean correlations with mean correlations of random sets of nodes of the same size.
We assume that mean correlations of random blocks of a given size are distributed normally.
We define mean and standard deviation of the random set by finding mean correlation of
100,000 random sets of fibers of size ranging from 2 to 24 genes (as found in E. coli) using
all the conditions of expression data. Then we find mean and standard deviation of this
100,000 random sample. Summary of this analysis is shown in Fig. 5.2. In general we find
that the mean correlation for the genes inside the fiber is relatively low, with all fibers with
mean correlation below 0.5. We will see below that this is due to the fact that in many
experimental conditions from Ecomics the fibers are not activated. However, it is also clear
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from the data that there is an increase in correlation inside the fibers (blue curve in Fig. 5.2)
as compared with the mean correlation in the random sets (red curve in Fig. 5.2), but how
significant is this increase?
Mean correlation of the
random bers with no ltering
Mean mean correlation of real bers
smoothed with moving average
Mean ± 1.65  SD of random
bers mean correlations.
Signicant

bers

Insignicant

bers

Figure 5.2: Mean correlation within the fibers, computed without filtering versus sizes of
gene fibers (number of nodes). Black and orange dots - mean correlation of 85 fibers of size <
25. Shape shows significance: black diamond - significant, orange circle - insignificant. Blue
- mean of mean correlation of real blocks in black (smoothed with moving average). Green
error bars - mean ± 1.65 ∗ SD of random blocks mean correlations. 1.65 is chosen, because
0.05 values of the normal distribution with µ = 0 and σ = 1 are above 1.65, therefore 1.65
corresponds to the p-value of 0.05. Red - mean correlation of the random blocks. This figure
is reprinted Fig. 8 from Ref. [Leifer et al. (2021b)].
In order to quantify the statistical significance of the increase in correlations in fibers,
we study the probability that random sets of genes of size n have the mean that is higher or
equal than the mean correlation of fibers of the same size n. We then calculate the p-value
of the measured distribution belonging to the random distribution.
The sampling distribution of a normal distribution of size m has the mean distributed
normally with mean (µm = µ) and standard deviation σm =

√σ ,
m

where µ and σ are mean

and standard deviation of the original distribution [Cramér (1999)]. For a normal distribution with known mean and standard deviation, we find a z-score that corresponds to our
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and the

corresponding p-value. Table 5.1 shows the summary of these measurements. We find that
68 out of 85 fibers are significant, which indicates that for most of the fibers the mean correlation is significantly higher than random. Therefore fibers significantly predict the gain
of synchronization even in this unfiltered dataset. However the typical mean correlation is
low enough (below 0.5) to consider this result of significance.

Fiber
size
2
3
4
5
6
7
8
9
10
11
12
14
16
17
18
22
23
24

Mean of mean
correlations
(µreal )

Mean of random
mean
correlations (µm )

Standard deviation of
random mean
correlations (σm )

Number of
blocks (m)

p-value

0.20
0.17
0.20
0.14
0.10
0.20
0.22
0.38
0.26
0.06
0.11
0.17
0.05
0.24
0.12
0.07
0.10
0.01

0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07
0.07

0.20
0.13
0.10
0.09
0.08
0.07
0.07
0.06
0.06
0.05
0.05
0.05
0.04
0.04
0.04
0.04
0.04
0.03

24
11
10
6
8
4
5
2
2
1
2
3
1
1
1
2
1
1

0
0.01
0
0.03
0.11
0
0
0
0
0.60
0.12
0
0.63
0
0.11
0.45
0.17
0.95

Table 5.1: Significance of the increase in correlation obtained using method with no filtering.
P-values < 0.05 in bold. 68/85 are significant. Random sample consists of 100000 fibers.
This table is reprinted Table 2 from Ref. [Leifer et al. (2021b)].

5.2.2

Inverse Coefficient of Variation to filter out conditions of
gene expression

The results so far refer to gene correlations across the entire data set, including all experimental samples. However, in our theoretical predictions we assume that correlations in a
fiber should only exist when the fiber is “active”, that is, in a subset of “active” experimental
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conditions, which is specific to this fiber. Since we don’t have any other information about
these active conditions, next, we determine a set of active conditions, for each single fiber,
by a heuristic criterion, based on the ICV (Inverse Coefficient of Variation, see Section 7.5).
It is important to note that this filtering for high ICV values is, basically, also a filtering for
conditions in which the genes tend to be correlated: i.e. our filtering for active conditions
will induce correlations. To see which of these correlations represent “real” correlations and
not just statistical artifacts, we rely again on our statistical significance test.
Indeed, cells can adapt to varying growth conditions by sensing extracellular cues, using
intracellular effector molecules to modulate transcription factor activities. This activation
can happen directly or via intermediate signaling pathways such as the two-component systems (TCS) in bacteria. Therefore, different genes will not be expressed all the time, but
will only be expressed under specific external experimental growth conditions. We consider
that a gene is either active (expression much larger than noise range) or inactive (expression
in the noise range). Furthermore, the activity of all TFs are modulated by effectors (ligands
and metabolites). In our approach, these additional regulations are ignored and requiere a
detailed consideration of the metabolic networks that is coupled to the GRN. In the present
analysis we consider that these effectors activate and deactivate the fiber circuits identified
by fibrations and are determined by the internal metabolism of the cell and the external
growth conditions where fibers are activated.
A specific example of activation mediated through a known effector is the cAMP activation of crp. When the genes are not significantly expressed or expressed below the noise
level, the corresponding activity in expression is expected to be random noise. When the
genes are active or significantly expressed for a given statistical test of significance, the genes
can be coexpressed by showing large correlations in their expression levels or they can not be
coexpressed, by showing zero or near noise level correlations in their expression levels over
time.
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When the expression correlations between genes are computed from the entire set of
conditions as done in the previous section, the noise in the conditions where genes are inactivated distorts the results. That is, using the inactivated states to compute the correlations,
there will be noise, which makes it hard to detect correlations, leading to the need to filter
the conditions.
Thus, to test coexpression patterns in a given set of genes, we first find the conditions
under which this set of genes is active, i.e., over-expressed under a given statistical test. Then
we assess, just for these conditions, the coexpression between our genes. Being inactivated
together by external effectors, we filter out for experimental growth condition where the
fibers are activated and present correlations over a given determined threshold of noise. We
note that activation of genes does not imply correlations per se. Thus, there are two different
stages in the analysis that are subject to different statistical tests of their significance as we
explain below.
For this study we use Ecomics since it provides the data in the wild-type (WT) conditions,
rather by providing the data using the fold-change that compares a mutation or perturbation
to the WT. Using Ecomics [Kim et al. (2016)], we obtain the set of experimental conditions
where the particular genes in a given fiber have been significantly expressed. For this task
we follow standard gene expression analysis similar to the one developed in colombos.net
[Moretto et al. (2016)] for the expression levels in E. coli to first identify the set of growth
condition where the genes in a given fiber are significantly expressed respect to random
noise and then test the synchronization through correlations in gene’s activity using these
conditions. We then repeat the scheme using the conditions in Subtiwiki for B. subtilis [Zhu
and Stülke (2018)].
To choose our gene sets to test for synchronization, we first consider the building block
of the fiber. We test the synchronization in the fiber of the building block and the lack of
synchronization between the fiber and its external regulators. We then consider the cross-
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correlations between fibers.
For a given set of genes in a fiber, we find the experimental conditions for which the
genes have been significantly expressed by comparing the expression samples over different
biological conditions. To filter conditions where the genes are expressed we use the Inverse
Coefficient of Variation (ICV). We consider the genes in the fiber and obtain their expression
levels for all conditions. Then we calculate the ICV for all conditions using the method
explained in Section 7.5.
After selecting the conditions for expression according to the relevant ICV, we use the
expression data for the selected experimental conditions and we find the Pearson correlation
coefficient of correlation between gene expression profiles of genes i and j. For genes that
are in the same fiber, we calculate the correlation matrix averaging over the experimental
conditions of the fiber using the ICV method explained above. To compute correlations
between genes belonging to different fibers, we consider the correlation function calculated
over the union of conditions used for two fibers.
The above framework yields a correlation matrix for a fiber and its regulators. We apply
the method to each fiber in the networks of E. coli and B. subtilis to test the prediction that
genes in the fiber are more correlated with genes in the fiber, than with genes outside the
fiber.
To deal with the noise generated by the inactivated states of the genes, we filter the
conditions based on the ICV [Moretto et al. (2016)]. ICV allows us to consider only conditions
where mean expression is few standard deviations higher than 0, that is µexpression > n ∗
σexpression , where n is an arbitrary number (see Section 7.5). In other words, we consider
conditions where the fiber is activated. In principle, this could create a bias towards increased
correlation, so the question arises of how significant results obtained using this method are.
The analysis of gene correlations with ICV filtering was performed as follows. We considered each fiber, determined the active conditions for this fiber, and computed the intra-fiber
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correlations over this set of conditions. To compute gene correlations across two different
fibers, we considered the previously determined active conditions for both fibers and computed the correlations over these conditions.
Mean correlation of the
random bers using ICV
Mean correlation of the
random bers without ltering
Mean mean correlation of real bers
smoothed with moving average
Mean ± 1.65  SD of random
bers mean correlations.
Signicant

bers

Insignicant

bers

Figure 5.3: Mean correlation of blocks calculated using the method of ICV vs number of
nodes in the fiber. Black and orange dots - mean correlation of 85 fibers of size < 25. Shape
shows significance: black diamond - significant, orange circle - insignificant. Blue - mean of
mean correlation of real blocks in black (smoothed with moving average). Green error bars
- mean ± 1.65 ∗ SD of random blocks mean correlations. 1.65 corresponds to the p-value of
0.05 as explained in Fig. 5.2. Red solid line - mean correlation of random blocks found using
ICV. Red dashed line - mean correlation of the random blocks without filtering. This figure
is reprinted Fig. 9 from Ref. [Leifer et al. (2021b)].
Figure 5.3 shows the summary of the results similar to the one presented before for the
method with no filtering by comparing the significance of the correlations in the fibers with
a null model of 100,000 random set of genes with sizes from 2 to 24. First, we observe that
mean correlation in the random set approached 1 when the size of the set approaches 2. This
implies that for fibers with two genes, the filtering method is not significant, i.e., any random
set of genes will show high correlations after filtering the conditions with ICV. However, the
average of the within-fiber mean correlation for a given size of fiber as a function of the size
of the fiber (red curve in Fig. 5.3) slowly decays towards the red dashed line, which means
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that the correlation bias created by ICV disappears for bigger sizes of the fiber. Second, we
can see a clear increase of mean correlation (blue line being higher than red) similar to the
one we observed in the method with no filtering. This implies that we again see the increase
in correlation within the fiber using the method of ICV. Significance of this increase can be
studied using Table 5.2. We see that 28 out of 85 fibers are significant. The proportion of
the blocks that are significant using ICV method is lower than without filtering, which is
mostly happening due to the fact that the increase in the correlation for the smaller sizes is
less significant.

Fiber
size
2
3
4
5
6
7
8
9
10
11
12
14
16
17
18
22
23
24

Mean of mean
correlations
(µreal )

Mean of random
mean
correlations (µm )

Standard deviation of
random mean
correlations (σm )

Number of
blocks (m)

p-value

1
0.81
0.78
0.53
0.44
0.50
0.51
0.77
0.55
0.25
0.20
0.28
0.07
0.50
0.19
0.10
0.23
0.02

0.99
0.78
0.58
0.46
0.38
0.32
0.28
0.25
0.22
0.20
0.18
0.15
0.14
0.12
0.11
0.10
0.09
0.09

0.08
0.17
0.22
0.22
0.20
0.19
0.18
0.17
0.16
0.14
0.14
0.12
0.11
0.10
0.09
0.08
0.07
0.07

24
11
10
6
8
4
5
2
2
1
2
3
1
1
1
2
1
1

0.32
0.25
0
0.24
0.20
0.03
0
0
0
0.37
0.44
0.03
0.74
0
0.21
0.43
0.03
0.84

Table 5.2: Significance of the increase in correlation obtained using ICV. P-values < 0.05 in
bold. 28/85 are significant. Random sample consists of 100000 fibers. This table is reprinted
Table 3 from Ref. [Leifer et al. (2021b)].
Having studied the correlations across all genes in fibers with filtering and no filtering of
conditions, we conclude that there is a clear pattern of increase of correlation between genes
in the fiber. Method with no filtering shows that small fibers detect the significant gain
of synchronization, while method with filtering shows the gain of synchronization in bigger
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fibers. It’s important to note that there are fibers that are significant and highly correlated
individually as it can be seen from Fig. 5.2 and Fig. 5.3, but what we observe here is a
consolidative effect of gain of synchronization, although with extra fiber-fiber correlations
which are not directly related to the fiber structure but may indicate activation of different
fibers under same conditions. We shall now describe some particular cases of fibers with
biological functionalities.

5.3

Fiber synchronization in the hierarchy of fibers in
E. coli and B. subtilis at the network level

So far we have tested coexpression within fibers separately, selecting for each fiber the conditions under which the genes in this fiber are activated. Next, we consider cross-correlation
between a selected set of fibers well studied in the literature with concomitant high activation levels since many conditions have been set in experiments to study their behavior, to
check the validity of our results. A synchronization across fibers might indicate that our
gene fibers are not correct, maybe because of missing edges in the reconstructed network.
To calculate the correlations inside fibers we use the conditions where each fiber has been
overexpressed as given by the ICV. In general, these sets of conditions need not overlap
for two different fibers. For this reason, when calculating the off-diagonal correlation between different fibers we consider the union of the conditions of both fibers to calculate the
correlation matrix.
Figure 5.4 shows the expression correlation matrix for genes in a number of circuits
in E. coli and B. subtilis, following the hierarchy of fibers demonstrated in Section 4.5.
We study the following fibers: |0, `i with ` = 1, 2, followed by three examples of FFF
|1, `i with ` = 0, 1, 2 and by a case of a multilayer composite, present in both species.
Looking at multilayered fiber in B. subtilis we observe synchronization of the fiber and it’s
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Figure 5.4: Fiber Building Block Examples. We display the six different classes of fiber building blocks with their genetic circuit and correlation matrix. Genetic Circuits: A graphical
representation of the genes and their regulators interactions. Edges: Black - Activation, Red
- Repression. Nodes: Green and red - Fibers, White - Regulators. Correlation Graphs:
Correlation between Fiber genes (green and red font) and regulators (black font). Operons
are shown with lines along the correlation matrix diagonal. Black lines enclose fibers, black
dotted lines show cross-correlations between fibers and inside multi-layered fibers. Genes
inside fibers are correlated and are not correlated with regulators and different fibers. Note,
observed correlations have high p-values using ICV method. This happens due to the fact
that displayed fibers are small and as mentioned before small fibers are have high p-values
with method with no filtering. Observed correlations can guide future research in finding
missing transcriptional regulations. For example, self-regulation loop on spoIIID could explain the correlation inside multi-layered fiber in bacillus. This figure is reprinted Fig. 10
from Ref. [Leifer et al. (2021b)].
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regulators. Since multi-layered building block in bacillus is fully synchronized, we predict
that there should be a AR on the regulator SpoIIID that will turn this in a |0, 1i fiber in
order to explain this synchronization. Finding these missing links is a useful byproduct of
the existence of symmetries, which can be done systematically to find and annotate new
regulatory interactions.
The activity of the genes in operons are reported individually in Ecomics, so we use the
activity of the individual genes (genes in one operon are marked in the plots). Synchronization within operons is a trivial finding, and the test of fiber synchronization is done by
comparing the activity of any gene in the operon with the genes outside the operon. Moreover, the fiber predicts no synchronization between any gene in the operon and the external
regulator.
It is important to note the lack of synchronization between the fiber genes purR-pyrC
and its regulator fur as predicted by fibrations. This is despite the fact that the fiber is
the regulon of fur, that is, direct regulation does not lead to synchronization. As predicted,
genes are highly coexpressed within fibers, but not significantly correlated with the regulator
genes.
Observed correlations largely confirm the synchronization within fibers. However, there
are some interesting exceptions. For instance, the genes cssR and cssS in B. subtilis present
large anticorrelations with a fiber (the one containing the gene cgeC). This unexpected anticorrelation may indicate extra transcriptional regulations between these fibers. These type
of correlations can be used to guide in the search for missing regulation edges, which are
ubiquitous in genetic network reconstructions.
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Figure 5.5: Carbon utilization: correlation matrix. Correlation matrix of the fiber building blocks involved in the carbon utilization system. Colored rectangles A, B . . . H on the
left code gene names that will be used in expression matrix plot Fig. 5.6 and structure vs
function plot Fig. 5.7. Operons are shown with lines along the correlation matrix diagonal.
Black crosses show correlation entries below 0.6 to compare low cross-correlation with high
correlation inside fibers. COG categories are obtained using UniProt database [Consortium
(2019)]. Function of each block (Galactosamine, Arabinose, etc.) is defined by the type of
it’s regulator obtained from RegulonDB [Gama-Castro et al. (2016)]. This figure is reprinted
Fig. 11 from Ref. [Leifer et al. (2021b)].
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Carbon utilization network expression matrix
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Figure 5.6: Carbon utilization: expression profile. Expression profile of 39 genes involved
in the carbon utilization system over 1575 experimental conditions. Gene names correspond
to the building blocks A, B . . . H defined in Fig. 5.5. Conditions in white are filtered out
using the method of ICV described in Section 7.5 and the rest of the conditions are used to
calculate correlation represented in Fig. 5.5. This figure is reprinted Fig. 12 from Ref. [Leifer
et al. (2021b)].

5.4

Coexpression of regulators of alternative carbon
source utilization

An underlying assumption in the functional annotation of genes is that the genes that are
highly connected in modules have a functional relation among them; an assumption that is
usually called ’guilty by association’ [Klipp et al. (2016); Girvan and Newman (2002)]. We
now scrutinize this gene annotation method in light of the existence of fibers.
For this purpose we take a closer look at a number of fibers involved in the well studied
functional module regulated by the master regulator crp involved in the regulation of carbon
source catabolism, a well-characterized gene regulatory system. We will also study how the
fibers are integrated into a larger network. It has previously been found that this circuit
contains many types of network motifs, including feed-forward loop (FFLs), FANs and others
[Alon (2019); Kaplan et al. (2008)]. We will see that these network motifs are not related to
the synchronized fibers.
To build the carbon utilization network we select those building blocks in which the TF
(that generates the input tree) belongs to the alternative carbon sources functional cate-
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Carbon utilization network. From structure to function

Figure 5.7: Carbon utilization: structural network vs functional network. Top part shows
topology of the transcriptional regulation of the carbon utilization system. Bottom part
shows the functional network of the carbon utilization system based on the Pearson correlation from Fig. 5.5. Correlation C(i, j) is thresholded at C(i, j) > 0.6 to produce a functional
network. This figure is reprinted Fig. 13 from Ref. [Leifer et al. (2021b)].
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gory [Aidelberg et al. (2014)] that catabolizes sugars in the absence of the main source of
sugar intake that is glucose. This includes the catabolism of a number of sugars: maltose,
ribose, galactosamine, fucose, N-acetylglucosamine, L-idonate, and galacturonate. The regulation network is shown in Fig. 5.5. Gene expression profile corresponding to this network
demonstrating filtering explained in Section 7.5 is shown in Fig. 5.6.
Even thought genes involved in carbon utilization have a related common biological
function, that is the assimilation of alternative carbon sources, these genes may not be
expressed all together. Indeed, each unit of this group must be activated in the presence of
the effector involved in the regulation. Different building blocks are activated under different
nutrient intakes of sugars like the presence of arabinose, maltose or ribose. Most of these
systems are additionally regulated by the master regulator crp.
We start the analysis with the TF AgaR that catabolizes Galactosamine that is regulated
by crp, this TF regulates the fiber agaS-kbaY-agaBCDI. AgaR has several binding sites on
the downstream region of AgaS. The binding sites repress the promoter agaSp. Also agarR
is only regulated by AgaR with two binding sites on the downstream region of gene agaR
near promoter agaRp. From literature [Kaplan et al. (2008)] it is known that araJ and
araE code for low-affinity transporters, while the araFGH operon codes for a high-affinity
transporter, these transport systems differ in other properties in addition to their affinity for
their substrate, that is, they have different physiological properties. The araFGH operon is
subject to strong catabolic repression, that is, it is not expressed if glucose is present in the
medium. On the other hand, the low-affinity transporter AraE works at moderate arabinose
concentrations. The expression of this transporter favors the entry of the substrate and the
expression of the enzymes that are going to metabolize.
We found that the genes in the alternative carbon utilization system show measurable
coexpression within fibers, just as predicted (see Fig. 5.5). The coexpression in the fibers
(e.g., malI, mlc with AraC) is captured by the fibration symmetry. This result shows also
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that the share of input functions among genes, like in a regulon/operon does not necessarily
lead to synchronization.
We have also found fibers that contain genes with different input functions like the
ones in ribose circuit, yet, they still have measurably high co-expression. They are also
correlated by function, since NagE is a N-acetylglucosamine PTS permease, while YcdZ is a
putative transmembrane protein that have been predicted to interact with several sugar PTS
permeases (Uniprot). Thus, fibers do not only hint at synchronization, but also at putative
functional relations.
We also observe many network motifs in the carbon network as it was found previously
[Alon (2019); Shen-Orr et al. (2002); Aidelberg et al. (2014); Mangan and Alon (2003);
Mangan et al. (2003); Madar et al. (2011)]. For instance the genes gntR, idnR, idnK form a
FFL as shown in Fig. 5.7. However these network motifs are not necessarily related to the
functional fibers of synchronized blocks.

5.5

Discussion

Their potential for implementing controllable gene coexpression and for facilitating gene rearrangements make gene fibers an interesting tool of analysis not only for studying existing
GRNs but also for synthetic biology. Our results show that gene fibers can capture measurable gain of synchronization in gene expression in two well-reconstructed genetic networks,
those of E. coli and B. subtilis. With this experimental confirmation of our symmetry hypothesis, fibration symmetry seems to be a plausible starting point for a broader theory
of gene synchronization. Such a theory would start with the description of exact symmetries and would then proceed with perturbative schemes, allowing for heterogeneities, based
on controlled loop expansions. The overall goal would be a predictive framework for gene
synchronization, including an assessment of the effects of mutations. In the present study,
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we focused completely on wild-type strains. It would be interesting to study knockout experiments, where fibrations might predict a loss of synchronization in comparison to the
wild-type predictions.

Chapter 6
Symmetry-driven repairs of graphs
This chapter is a modification of the work submitted for publication [Leifer et al. (2021a)]
called ”Symmetry-driven link prediction in networks through pseudobalanced coloring optimization” done in collaboration with Prof. David Phillips, Prof. Francesco Sorrentino and
Prof. Hernán A Makse.
In a recent work, Ref. [Morone and Makse (2019)] found that automorphisms describe the
symmetries and function of the neural connectome of the nematode C. elegans [White et al.
(1986)]. Recall that an automorphism of a graph is a permutation of nodes that preserves
the link structure of the graph (see Section 2.2). In chapters 3 and 4 we showed that
biological networks spanning from transcriptional regulatory networks to signaling pathways
and the metabolism exhibit less rigid fibration symmetries using the algorithms for Kbalanced coloring

1

[Belykh and Hasler (2011); Golubitsky and Stewart (2006); McKay

(1981)] from [Kamei and Cock (2013); Monteiro et al. (2022)]. Furthermore, in chapter 5 we
used available experimental data on gene co-expression in bacteria to confirm the existence
of cluster synchronization predicted solely by the fibration symmetries in these networks.
1

Hitherto we only considered balanced coloring and minimal balanced coloring, here we consider a Kbalanced coloring (the K is omitted when implicit in context) of a graph as a way of partitioning nodes into
K clusters such that nodes in the same cluster have the same number of links to every other cluster. We
specify the number of colors, K is used to emphasise the fact that there are only K colors allowed.
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Despite advances obtained by considereding less rigid fibration symmetry, modeling biological systems as networks with symmetries pose additional challenges. Firstly, experimental
data on networks collected by different techniques are never complete due to experimental errors and the impossibility to measure every possible link. The missing links include
protein-protein interactions, binding between transcription factors and DNA, neural synaptic connections in the brain or even metabolic reactions. Secondly, natural variability across
individuals of the same species results in different networks making interpretation of the data
across specimens more difficult [Varshney et al. (2011)]. Thirdly, organisms adjust to the
changing habitat using neural plasticity, epigenetics and other adaptations. For example,
even two organisms that were identical at a given moment of time may become different in
the future. Organisms survive and benefit from these small variations, so evolution through
natural selection occurs. Therefore, networks that model these systems exhibit not only
differences across individuals, but also have missing experimental links that can mask their
underlying regularities. In particular, the missing experimental interactions and natural variations make the existence of perfect symmetries difficult to find in biological networks. Thus,
symmetries in biological networks have been very hard to find since the time of Monod’s first
formulation of the problem [Monod (1970)].
A typical case study is the connectome of the nematode C. elegans, which was fully
mapped in a landmark paper in 1986 [White et al. (1986)]. Despite of being one of the
simplest connectomes, containing only 302 neurons in the hermaphrodite, there is plenty of
variability from animal to animal (about 25% of links are different between animals [Varshney et al. (2011)]) and modern measurements and data curation [Varshney et al. (2011)]
keep finding new synaptic connections that were missed before [White et al. (1986)]. Despite this inherent disorder, the function and neural activity of C. elegans exhibits strong
regularities, as observed, for instance, in the oscillatory locomotion patterns and the neural
synchronization observed in neuronal activity [Kato et al. (2015)].
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What is the anatomical substrate for this synchrony? Theory predicts that robust synchronization arises from the symmetries in the underlying network. However, perfect symmetries are impossible to be realized in biology. Therefore, Morone et al. [Morone and
Makse (2019)] introduced the concept of pseudosymmetries which are almost-symmetries of
the incomplete individual network that, upon reconstruction of a few missing links, they
reveal an underlying ideal perfect symmetry that is the unique ”blueprint” of the symmetry of the species. Each individual network can be thought of as a small variation of this
”blueprint” network containing the ideal symmetries. The observed experimental networks
are all different and always pseudosymmetric and can be slightly modified to exhibit the
perfect ”blueprint” of the species.
Reconstructing a network to reveal ideal symmetries is an instance of the problem of link
prediction in complex networks [Lü and Zhou (2011)]. Link prediction is the problem of
determining the probability of the existence of a link between a pair of nodes in the network
that is missing from the data [Lü and Zhou (2011); Getoor and Diehl (2005); Liben-Nowell
and Kleinberg (2007); Chen et al. (2005); Clauset et al. (2008)]. Previous work proposed
several approaches to find missing links based on different statistical and Markov chain
models, see review in [Lü and Zhou (2011)]. However functional and dynamical features of
the incomplete networks, such as synchronizability, are rarely taken into consideration. The
approach presented here employs network symmetry as an organizing principle of the network
structure to guide the link prediction and reconstruct the network from its incomplete state.
Traditionally, network symmetry is defined by using graph automorphisms or symmetry
permutations. Automorphisms are, however, sensitive to small perturbations in the graph,
i.e., the removal of one link can drastically change the automorphism groups [Morone and
Makse (2019); Morone et al. (2020); Liu (2020)]. For an explicit example, consider the
two graphs in Fig. 6.1 and their corresponding automorphisms presented on the right side.
Graphs in figures 6.1a and 6.1b differ only by link (1, 3). Missing this link has a global effect
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on the symmetry of the network decreasing the size of the automorphism group from five
elements (σ1 , . . . , σ5 ) to only two (σ1 and σ2 ). Therefore, the symmetry of the graph can be
substantially reduced by missing just a few links in the topology of a graph. Inversely, the
graph in Fig. 6.1b can be restored to be a perfectly symmetric graph in Fig. 6.1a by adding
just one link.
The pseudosymmetry formulation proposed in [Morone and Makse (2019)] attempts to
reconstruct the graph based on the automorphism group of the network. However, automorphisms cannot predict all the possible symmetries and cluster synchronization present in
the network. Instead, balanced coloring and associated symmetry fibrations provide a more
general type of symmetry. Since all orbits of the graph are also balanced colored, but not
the opposite [Kudose (2009)], a balanced coloring-based formulation captures more cluster
synchronizations than those predicted by automorphisms. In Ref. [Leifer et al. (2021a)], we
derive the symmetry reconstruction of the graph by finding the ideal balanced coloring of the
graph rather than the ideal automorphisms as done in [Morone and Makse (2019)]. Thus,
the network is reconstructed based on pseudobalanced coloring. Reconstructing the network
has two objectives: (1) determine the ”best” number of clusters, i.e., determine K, and (2)
perform the minimum number of perturbations to perform on the graph. In general, we use
perturbation to refer to any change to a link weight with the convention that reducing a
link weight to zero removes the link altogether. Here we focus on the case of unweighted
links and only adding links to the graph. In particular, we are interested in the following
optimization problem: find the minimum number of new links to add to a graph so that it
possesses a balanced K-coloring. After solving this problem for the allowable values of K,
we use graph functions to determine the ”best” choice of K.
For smaller networks, adding links manually to find symmetry is possible [Morone and
Makse (2019)], but such a method is computationally impractical for larger networks. Moreover, such ad hoc methods do not have an optimality guarantees. Thus, an important
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Figure 6.1: Differences between automorphism groups and balance coloring of two similar
graphs (a) and (b) differing by only one link (1, 3). The automorphism group of graph (a)
consists of 5 elements: σ1 , . . . , σ5 whereas the automorphism group of graph (b) consists
of 2 elements: σ1 and σ5 . Graph coloring is balanced in both networks, i.e. nodes of the
same color have the same number of links to every other color, but graph (a) is much ’more
symmetric’ than (b) and requires a fewer non-trivial colors. On the contrary, missing a single
link makes the graph in (b) less symmetric as seen from the abundance of trivial colors (colors
assigned to just one node) needed to color the graph. The purpose of this work is to develop
a formulation that would identify this missing link that makes the graph more symmetric,
in a precise way. This figure is reprinted Fig. 1 from Ref. [Leifer et al. (2021a)].
endeavor is to develop models and algorithms that can find symmetry in the presence of
small perturbations in the underlying input data. In Ref. [Leifer et al. (2021a)] we describe
an integer programming formulation that finds the minimum number of edges to add to a
given network so it has a balanced coloring of a given size (balanced colorings are also referred
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to as equitable partitions [McKay (1981)]). Our complexity results in [Leifer et al. (2021a)]
provide evidence that a simplified variant of our problem is weakly NP-Hard so an efficient
algorithm is unlikely to exist for our problem of interest. Therefore, integer programming is
a natural method to use to solve our problem. We are able to solve the integer program for
modestly sized instances of interest using Gurobi 9.11 [Gurobi Optimization, LLC (2021)].

6.1

Previous work on pseudosymmetry

Consider for the moment an undirected graph G = (V, E) and let π denote a permutation
of the node labels, i.e. π : V → V . Recall, π is an automorphism if, and only if, for all
u, v ∈ V , if uv ∈ E then π(u)π(v) ∈ E. The automorphism group, denoted Aut(G), is the set
of all automorphisms of G along with function composition as the multiplication. A useful
characterization of automorphisms involves permutation matrices. Let A be a node-node
adjacency matrix of G and P denote the permutation matrix associated with a permutation
π. Then π ∈ Aut(G) if and only if

[P, A] = P A − AP = 0

(6.1)

where 0 denotes the matrix of all zeros. Let P denote the set of |V | × |V | matrices. If the
permutation matrix P ∈ P satisfies Eq. (6.1), we say that P is a perfect symmetry. The
trivial symmetry is the identity matrix and is shared by all graphs.
In order to study graphs that slightly vary from those with perfect symmetry, Morone
and Makse [Morone and Makse (2019)] suggest looking for pseudosymmetries defined by a
small parameter ε ∈ R:
Pε = {Pε ∈ P : k[Pε , A]k ≤ ε}
where ||X|| is the Frobenius norm of the matrix X = (xij ), i.e., ||X|| =

(6.2)
qP
n,m

i=1,j=1

x2ij .
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For ε = 0 this definition is the same as perfect symmetry. Note, the set of permutations
associated with Pε doesn’t necessarily form a group. The naive way to find elements of Pε is
to consider all possible permutations and determine whether Eq. (6.2) is satisfied. Because
|P| = (|V |)! this naive approach is computationally intractable and finding a more efficient
method is desirable. Moreover, for a given permutation matrix that satisfies Eq. (6.2),
we would like a method that finds a related graph that is symmetric. Thus, we want an
alternative approach that also finds a way to “repair” G, i.e., minimally perturbs G and
results in a symmetric permutation matrix.
Because the Frobenius norm is unitarily invariant i.e. kXk = kU XV k for all matrices X
and unitary matrices U and V ,

k[Pε , A]k = kP ε A − AP ε k = P ε A(P ε )−1 − A .

(6.3)

We focus on the case of adding edges to an undirected graph G and show that, in this
case, ε is bound by four times the number of added edges. Suppose that we have a graph,
G, with added edges so that P ε is a symmetry and let the adjacency matrix of this graph
be denoted by Aε . Then P ε Aε (P ε )−1 − Aε = 0, equation (6.3), and the triangle inequality
imply that:
k[Pε , A]k = A − Piε A(Piε )−1
= Piε Aε (Piε )−1 − Piε A(Piε )−1 − Aε + A
= Piε (Aε − A)(Piε )−1 − (Aε − A)

(6.4)

≤ Piε (Aε − A)(Piε )−1 + k(Aε − A)k
= 2 kAε − Ak .
The difference matrix (Aε − A) is the adjacency matrix corresponding to the graph that
just has the repaired edges. Therefore, k[Pε , A]k is less than the number of repaired edges
multiplied by 4 (2 because the graph is undirected and A is symmetric and another 2 because
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of the coefficient in front of the norm). Hence, a reasonable approach to repair G is to add
the minimum number of edges required for the graph to have a symmetry.
To summarize this approach, finding pseudosymmetries in a graph using brute force is
computationally intractable and not guaranteed to find an optimally repaired graph with
minimal modifications. Instead, in Ref. [Leifer et al. (2021a)] we formulate the problem
in terms of the balanced coloring problem. It is known that balanced coloring is a preprocessing step in finding the automorphisms of the network as it is used in the popular
McKay’s algorithm Nauty [McKay (1981)]. This is because all orbits are balanced colored
(but not the opposite). Thus, finding first a minimal balanced coloring of the graph (which
can be found in quasilinear time) leads to the orbits of the graphs, which can then be used
to find the generators of the automorphism group.
Based on these ideas, rather than searching for pseudo automorphisms like in [Morone and
Makse (2019)], in Ref. [Leifer et al. (2021a)] we search for pseudobalanced coloring [Morone
et al. (2020); Leifer et al. (2020)], which are more general symmetries than automorphisms.
We use an integer linear program that adds the minimum number of edges to a graph so that
we make the graph ”more symmetric” in terms of balanced coloring. Figure 6.1a shows the
perfect balanced coloring (see definition in next section) found in the symmetric network and
the comparison with the same perfect balanced coloring applied to the incomplete network
in Figure 6.1b. We see how a single missing link can destroy not only the automorphism
group but also the perfect balanced coloring. The goal of the formulation is to first find the
pseudobalanced coloring of Fig. 6.1a in the graph in Fig. 6.1b, and at the same time repair
the missing link that transform the pseudobalanced coloring into a perfect balanced coloring
for Fig. 6.1b.
In this dissertation we omit the mathematical formulation of the integer program and
focus on the results of its application to the real data. The understanding of these results
can be considerably improved by discussing two important facts.
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First, for some graphs, it is possible to have advance knowledge about nodes that are
of the same color. For instance, many biological networks studied in [Morone et al. (2020)]
contain clusters of nodes in perfect balanced coloring already. These perfect colors are
found by the algorithm of Kamei and Cock [Kamei and Cock (2013)]. In these cases, it is
important to keep these perfect colorings, and search for repairs that will not break these
balanced colors. In such a case, as a pre-processing step, for all nodes in perfect balanced
coloring, we add the constraint that assigns the same color to these nodes.
Second, the natural objective function is to minimize the sum of pseudoedges represented
with zijk . zijk = 1 if pseudoedge (i, j) exists (i.e., is added) and node j is color k and
zijk = 0 otherwise. However, there are edges that we wish to incentify more than others, so
we minimize the weighted sum of pseudoedges.

min

X
(i,j)∈E C

cij

X

zijk ,

(6.5)

k∈K

where E C is the directed complement of E, the edges of the graph G = (V, E). That is,
E C = {(i, j) ∈ V × V : ij 6∈ E, i 6= j}. Setting cij = 1 minimizes the sum of pseudoedges.
For the graphs we solved, we found setting

cij =

1
,
di dj

(6.6)

where di is the degree of node i, for (i, j) ∈ E C produced the best results. We discuss this
objective in more detail below. We refer readers interested in a mathematical formulation
to Sections II-V of Ref. [Leifer et al. (2021a)].
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Computational results for repairing a graph

Solving the integer linear program (PBCIP) finds the minimum number of edges to add to a
given graph to ensure a balanced coloring for a fixed number of colors. This is an important
step towards our goal of finding pseudosymmetries of a graph. Our overall repair method is
as follows and takes a candidate input graph with n nodes.
1. Pre-processing: Use the algorithm of Monteiro, et al. [Monteiro et al. (2022)] or Kamei
and Cock [Kamei and Cock (2013)] to find a minimal balanced coloring present in the
graph and identify the initial non-trivial colors. Formulation fixes the coloring of the
nodes that are already symmetric. Let C denote the number of non-trivial colors and
T the number of trivial colors in this initial coloring.
2. For k = C to C + T do the following:
(a) Solve (PBCIP) for k colors, with constraints added to fix the nodes that were
already one of the C non-trivial colors.
(b) Construct the resulting graph with the added edges dictated by (PBCIP) and
color the nodes using the algorithm of Monteiro, et al. [Monteiro et al. (2022)]
again.
3. Evaluate the resulting T graphs to identify what is the number of colors of the best
repaired graph employing indices characterizing graph topology and stability analysis,
see below.
In this section, we investigate different heuristics using graph topology and stability to
accomplish step 3. We are aware of the methods presented in [Morone and Makse (2019)],
whose method uses pseudosymetries (Section 6.1) and applies repairs manually using expert
knowledge, in [Boldi et al. (2021)], whose method uses quasifibrations and applies repairs
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based on the similarity between nodes’ input trees in directed graphs, in [Liu (2020)], who
devises a Monte-Carlo randomized method that minimizes Eq. (6.1), k[P, A]k, and [Gambuzza et al. (2020)], whose method applies repairs in order to create an idealized graph. In
our approach we generate a series of potential solutions by repeatedly solving (PBCIP) as described in steps 1 and 2. In order to accomplish step 3, a repaired graph is selected from this
series of solutions by analyzing functions that characterize the underlying graph topology
and stability of the solution. We call these graph functions indices.
We consider the same networks analyzed in the pseudosymmetry analysis done by Morone et al. [Morone and Makse (2019)] from the connectome of C. elegans [White et al.
(1986)] obtained from the curated graph studied in [Varshney et al. (2011)]. The graphs
studied are induced subgraphs of the connectome composed of neurons that are known to
be involved in the locomotion function of the worm. These neurons have been identified in
many experiments [White et al. (1986); Kato et al. (2015)] and are classified into command
interneurons (like AVBL, AVBR or AVAL, AVAR) and motor neurons (the series of neurons
denoted by VA, DA, and VB, DB, for dorsal and ventral neurons). The connectome is composed of two types of connections, gap junctions and chemical synapse. Around 10% of the
synapses are gap junctions. We test the algorithm only with undirected networks, so we use
the connectome of gap-junctions connections between those forward and backward neurons.
The connectome of chemical synapses is made of directed edges, and it is not used here, but
in the test of the repaired algorithm of [Boldi et al. (2021)] which uses quasifibrations and
directed graphs. We study two undirected gap junction networks referred to as the forward
circuit and the backward circuit. These networks represent the neural circuitry responsible
for forward and backward movement of the worm C. elegans.
Following [Morone and Makse (2019)], we obtained the data from [Varshney et al. (2011)].
The undirected edges of this connectome are weighted since, generally, there are more than
one gap junction connection between a pair of neurons. Typically, a neuron has a long
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Figure 6.2: (a) The original backward circuit from [Varshney et al. (2011)] with 17 colors
and (b) the repaired circuit resulting from our method with 12 colors. White nodes in both
represent nodes with trivial, i.e., individual unique colors. This figure is reprinted Fig. 2
from Ref. [Leifer et al. (2021a)].
axon which touches another neuron in different places along axon-to-axon or axon-to-soma
contacts. The weight of the gap junctions is the number of those contacts. Here we will
ignore the weight of the gap junctions and consider a binary adjacency matrix of 0 and 1
representing the absence or the present of a link. The neural network of C. elegans is known
to have a 25% variability between specimens [White et al. (1986); Varshney et al. (2011)].
Morone et al. [Morone and Makse (2019)] presented a repair of these networks done
manually by completing the network with the fewest possible links chosen by taking into
account biological knowledge on the functions of the neurons. Although this manually repair
network is not optimal, nor the true one, we will refer to this network as the ’ground truth’
graph (or ’manual’) with the ideal symmetry, so it provides an opportunity to test our more
automated repair method.
The original (unrepaired) backward and forward circuits obtained from [Varshney et al.
(2011)] are shown in Figure 6.2a and 6.3a, respectively. The original backward circuit contains 17 colors: 11 trivial and 6 non-trivial and forward circuit contains 15 colors: 13 trivial
and 2 non-trivial. These colors are obtained using Kamei and Cock algorithm [Kamei and
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Figure 6.3: (a) The original forward circuit from [Varshney et al. (2011)] with 15 colors
and (b) the repaired circuit resulting from our method with 9 colors. White nodes in the
original represent nodes with trivial, i.e., individual unique colors. This figure is reprinted
Fig. 3 from Ref. [Leifer et al. (2021a)].
Cock (2013)] for perfect balanced coloring. Solving (PBCIP) results in 12 possible repaired
graphs for the backward circuit with the total number of colors ranging from 6 to 17 and 14
possible repaired graphs for the forward circuit with the total number of colors ranging from
2 to 15. In section 6.2.1 we describe these graphs and in section 6.2.2 we justify our selection
of the best repaired graphs with 12 colors and 9 colors for the backward and forward circuit,
respectively. Our selected solution graphs are shown in Figures 6.2b and 6.3b.

6.2.1

Backward and forward circuit repairs

We first describe the repairs of the backward circuit. We observe that the addition of just
a few edges can drastically change the coloring. For example, adding the edge (AVAL,
RIML) (as shown in Fig. 6.4b) will make nodes RIML, RIMR, AIBR and AIBL symmetric.
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Figure 6.4: Repairs of the backward circuit I: (a) Edge (AVAR, VA01) colors nodes VA01 and
DA02 orange together with DA01 and DA04, (b) Edge (AVAL, RIML) repairs the symmetry
in the bottom part of the graph, (c) Edge (AVAR, DA09) puts nodes DA08 and DA09 in
the same color, (d) Edges (AVAL, DA09), (AVAL, DA08), (AVAR, DA09), (AVAR, VA01)
repair nodes VA01, DA01, DA02, DA04, DA08 and DA09 to the same color. This repair
presents a slightly more complex version of repairs in (a) and (b). This figure is reprinted
Fig. 4 from Ref. [Leifer et al. (2021a)].
All repairs of the backward circuit can be decomposed into more simple repairs applied to
the different part of the graph which are shown in figures 6.4 and 6.5. Using this simple
decomposition of repairs we demonstrate the way our method combines them to obtain
compound repairs in Table 6.1. Note, repair Fig. 6.4d is the combination of repair Fig. 6.4a
and Fig. 6.4c, which are included in columns of Table 6.1 corresponding to the number of
colors between 11 and 9 for the simplicity of the interpretation. The repair with 9 colors
shown in Fig. 6.5c is a combination of all the simple repairs and all the repairs with 17-9
colors can be visualized using Figure 6.2a and Table 6.1.
Thus far, we have described the repairs with the number of colors between 9 and 17. The
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Figure 6.5: Repairs of the backward circuit II: (a) Edge (VA04, VA05) adds node DA05
to the yellow color. (b) (AVAL, DA03), (AVAL, VA12), (AVAR, DA07), (AVAR, VA02),
(AVAR, VA09). (c) Repair of the backward circuit with 9 colors. (d) Repair of the backward
circuit with 8 colors. This figure is reprinted Fig. 5 from Ref. [Leifer et al. (2021a)].
8-color graph is shown in Fig. 6.5d. This solution combines all the repairs above additionally
symmetrizing nodes DA08 and DA09 with the cluster DA01, DA02, DA04 and VA01 and
nodes AIBL and AIBR with nodes DA03 and VA12 in order to symmetrize hubs AVAL and
AVAR. Repairs with less than 8 colors have a very complicated structure that is hard to
visualize, and, as we will see later, the number of colors of the best solution lies far above
this range, therefore we omit these repairs for simplicity.
Note that the 9 color repair in Fig. 6.5c only has 7 colors. Recall, as described in step 2(a)
of section 6.2, the formulation (PBCIP) has constraints to fix color of nodes that were known
to be balanced as a result of preprocessing. Therefore, the colors of the fixed nodes DA07,
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Repair
Figure 6.4a
Figure 6.4b
Figure 6.4c
Figure 6.4d
Figure 6.5a
Figure 6.5b

17 Colors

16 Colors
X

15 Colors
X

14 ( = 13) Colors
X
X

12 Colors
X
X
X
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11 Colors
X
X
X
X

10 Colors
X
X
X
X
X

9 Colors
X
X
X
X
X
X

Table 6.1: Incidence matrix of edge repairs 1-6 from Fig. 6.4 and 6.5 in the repairs of the
graph corresponding to 17-9 colors. Each row represents the repair of the graph with different
number of colors. As the number of colors decreases, the solution to (PBCIP) utilizes more
compounded combinations of repairs. This table is reprinted Table I from Ref. [Leifer et al.
(2021a)].
VA02 and VA09 and nodes DA03 and VA12 cannot be changed or merged together with the
pink color. To obtain the coloring in Fig. 6.5c in step 2(b) our method obtains coloring using
the minimal balanced coloring algorithm [Monteiro et al. (2022)], which combines all these
nodes.
Another thing to notice is that the solutions with 14 and 13 colors are the same. This
happens due to the fact that the solution obtained from solving (PBCIP) with 14 colors
assigns DA04 and DA01 a color that is different from the color of VA01 and DA02 even
though the repair in Fig. 6.4a is applied. In the 13 color solution obtained by solving
(PBCIP) all these nodes are assigned the same color as non-minimal balanced coloring is
permitted and the minimum number of repaired edges required to obtain 13 colors is the
same as that for 14 colors.
Next, we present the repairs of the forward circuit. The topology of the forward circuit
is quite different from the topology of the backward circuit. As we saw above, the backward
circuit can be decomposed into a few independent parts that can be repaired separately. The
forward circuit, on the other hand, can only be decomposed into two parts: the bottom part,
namely nodes DB05, DB06, DB07, VB10, VB11, VB08, VB09, RIBL and RIBR that are
symmetric and are therefore fixed by the formulation and the top part consisting of the rest
of the nodes. The top part has high connectivity and the optimal repairs obtain solutions
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Figure 6.6: (a) The original forward circuit from [Varshney et al. (2011)], (b-i) Repaired
versions of the forward circuit with 14-7 colors. Colors correspond to the minimal balanced
coloring. Red links are repaired edges, i.e., edges not present in the original graph. This
figure is reprinted Fig. 6 from Ref. [Leifer et al. (2021a)].
with symmetries that act on most of the nodes. Instead of studying repairs as combinations
as we did in the backward circuit, we examine all repairs separately. Figure 6.6 shows the
obtained repairs starting from the original circuit with 15 colors and ending with 7 colors.
Table 6.2 shows the incidence matrix of the edges used in these repairs. As before, we omit
solutions with 2-6 colors since it will be shown that the best solution is not in this range.
Observing solutions in Fig. 6.6 and Table 6.2 we come to a few conclusions. First, we
observe that due to the use of the objective that incentivizes the addition of edges between
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the high degree nodes, hubs are the first nodes to be repaired in the 14-color repair and they
stay repaired almost throughout the rest of the repairs. Second, as the number of colors
increases, the number of non-trivially colored nodes increases until almost none of the nodes
are colored trivially. Third, the high connectivity of the top part of the circuit leads to
instability in the use of the repaired edges and in the clustering of nodes. That is, edges that
are used in the repairs with K colors are often not used in the repairs with K − 1 colors and
nodes that have the same color for K colors may not have the same color for K − 1 colors.
Edge
VB02, VB06
VB05, VB07
AVBR, VB05
DB01, VB05
DB02, VB06
VB03, VB05
VB01, VB05
DB03, VB04
VB01, VB07
DB03, VB02
DB01, DB03
AVBL, DB02
AVBL, DB01
DB04, VB06
VB01, VB04
DB02, VB02

15 Colors

14 Colors
X
X

13 Colors

12 Colors

X
X
X

X

11 Colors
X

10 Colors

9 Colors

8 Colors

7 Colors

X
X
X
X

X
X
X
X
X
X

X

X
X

X
X
X
X

X

X
X

X
X

Table 6.2: Incidence matrix of edge repairs in the Forward circuit shown in Fig. 6.6. Each
row represents a different edge and each column the repair of the graph with different number
of colors. Some edges are omitted to improve the readability. The obtained solutions are
inconsistent about which edges are repaired, i.e., the obtained solutions with K − 1 colors
utilize edges that are very different from the ones used in the solution with K colors. Note,
some edges are omitted. This table is reprinted Table II from Ref. [Leifer et al. (2021a)].
Morone et al. [Morone and Makse (2019)] showed the importance of circulant structures in the locomotion networks. In particular, a circulant matrix in the adjacency matrix
corresponds to cycles in the network. A cycle is a path in a network plus an edge from
the last node to the first, e.g., in Figure 6.3b, VB02-DB03-DB02-VB01-VB02 or VB04DB01-VB06-VB05-VB04. Cycles are important to generate oscillatory behavior [Morone
and Makse (2019); Purcell et al. (2010); Leifer et al. (2020)] and, as was mentioned before,
the C. elegans locomotion process follows oscillatory patterns. Therefore we look for circu-
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lant submatrices in the ideal solution for the forward circuit. In general, finding circulant
submatrices in a given adjacency matrix is a problem on its own, and we are not aware of an
algorithm that could do this automatically. For the small matrices considered here, we resort
to find this circulant matrices by inspection, as done in [Morone and Makse (2019)]. Figure 6.7 shows the adjacency matrix of the optimal forward circuit in Fig. 6.6g found by the
formulation. The first eleven rows and columns represent the top part of the forward circuit
(excluding hubs AVBL and AVBR) comprising most of the motor neurons. We note that the
8 by 8 submatrix in the upper-left corner of this adjacency matrix is (transpose) block circulant. That is, it is composed of two matrices. A circulant matrix that represents a 4-cycle
permutation of VB02-DB03-DB02-VB01-VB02 and also of VB04-DB01-VB06-VB05-VB04:

0

1

F = circ(0, 1, 0, 1) = 
0


1

1

0

0

1

1

0

0

1


1

0

,
1


0

(6.7)

and a matrix B in the off-diagonal, such that the full 8 by 8 matrix is represented as:

F
BC = 
BT


B
.
F

(6.8)

The transpose is needed due to the undirected character of the graph. The same circulant
structure, with exact the same loops represented by F, has been found in the manually
curated solution in [Morone and Makse (2019)]. This result is encouraging since it implies
that the formulation is able to find not only close to optimal balance colorings but also
by-product structures like circulant cycles in the network, which, in the particular case of
locomotion, are necessary for the oscillatory motion of the animal.
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Figure 6.7: Circulant structure in the optimal repaired network found by the formulation in
the forward circuit of Fig. 6.6g and Fig. 6.11a. This circulant structure is the same as found
in the manually crafted solution in [Morone and Makse (2019)]. This figure is reprinted
Fig. 7 from Ref. [Leifer et al. (2021a)].

6.2.2

Indices on the graph

To identify the best repair over the number of K colors, we consider a set of indices that
characterize the graph topology and the stability of the dynamical solution imposed on the
graph. We are looking for indices that have a qualitative change in their behavior that can
indicate the most optimal solution of K colors.
First, we list a few indices characterizing the partition induced by the balanced coloring.
We consider the number of trivial colors and the number of non-trivial colors (NNTC) as
a function of the K colors. Each of these count the numbers of colors that are trivial and
non-trivial, respectively. We also consider the number of nodes in non-trivial colors which
calculates the total number of nodes that belong to non-trivial colors.
Figure 6.8 (rows 1-3) shows the values of these indices obtained on the repaired graphs.
First, we consider the number of non-trivial colors. A higher NNTC indicates the possible

CHAPTER 6. SYMMETRY-DRIVEN REPAIRS OF GRAPHS

Backward

133

Forward

Figure 6.8: Color indices of the backward circuit (on the left) and forward circuit (on the
right). Vertical red lines indicate the number of colors in a graph from Morone and Makse
[Morone and Makse (2019)]. The horizontal red line indicates the value of the index for the
same network. The green area on the left shows the optimal range of the number of colors
for the backward circuit. The dashed green line on the right shows the optimal solution for
the forward circuit. This figure is reprinted Fig. 8 from Ref. [Leifer et al. (2021a)].
increase in the number of symmetries of the graph2 . Additionally, we can gain some insight
by examining the limits of high number of colors and low number of colors. For a high
number of colors, all non-fixed nodes will be in the separate classes, hence NNTC will be
2

See [Leifer et al. (2021a)] Section III for more details.
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low. For a low number of colors a lot of non-fixed nodes will merge with fixed colors, thus
NNTC will be low as well. We see in Fig. 6.8 that NNTC possesses two local minima for high
and low numbers of colors and has a local maximum in between them. We use the solution
corresponding to the local maximum as our best solution to pick the optimal number of
colors which we call Kopt .
Using the NNTC index we choose the best solutions for the forward and backward circuit
to be at Kopt = 9 and 12 colors, respectively. The best solution is shown in green and the
manual solution obtained in [Morone and Makse (2019)] is shown in red. Index values for
the manual solution are shown with red horizontal lines. The number of colors for the best
solution of the forward circuit was the same as the manual solution and the repairs used are
similar. The number of colors for the backward circuit is different from the manual solution.
We believe this is because the 12 color solution does not restore the symmetry between hubs
creating more colors as shown by the dark and light blue colors in Fig. 6.2b. We will further
discuss these differences in Section 6.4. The number of trivial colors stays approximately
constant below the best number of colors and starts increasing above it. The number of
nodes in non-trivial colors behaves similarly, but decreases instead of increasing above the
chosen solution.
The graph indices above characterize the coloring of the graph, but we cannot limit
our consideration to the topology of the graph since biological networks and neural networks model systems that perform functions vital for the organism’s or ecosystem’s survival.
Therefore the dynamics of the network also needs to be accounted for. Next, we search for
the optimal graph over K by looking for the repair that could provide the largest stability to
a given dynamical solution on the graph. In particular, we look for a graph that could provide a larger synchronizability, as defined by a larger stability of the cluster synchronization
solution predicted by the balanced coloring on the graph.
Consider the eigenspectrum of the graph Laplacian. For a graph, G = (V, E) with node-
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node binary adjacency matrix A, the random walk graph Laplacian [Belykh et al. (2005)] is
the matrix,
−1
−1
−1/2
(D−1/2 AD−1/2 )D1/2
LR
G = D (D − A) = I − D A = I − D

=D

−1/2

(I − D

−1/2

AD

−1/2

)D

1/2

=D

−1/2

(6.9)

1/2
LN
GD

where D is a |V |×|V | diagonal matrix with the Dii equaling the degree of node i and LN
G is the
normalized graph Laplacian. The matrix LR
G is symmetric, positive semidefinite, and singular
so its eigenvalues are all nonnegative and real with at least one equaling zero. The eigenvalues
of the graph Laplacian are well known to be associated with both the combinatorial and
dynamical properties of the graph [Fiedler (1973); Chung (1997); Ghosh and Boyd (2006)]. In
particular we consider the normalized Fiedler value defined as the second smallest eigenvalue
of the random walk Laplacian. This has been shown to provide a measure of graph complete
synchronizability [Wu and Chua (1995); Zhou et al. (2006)] for networks in which the response
of the individual nodes is adjusted based on the number of incoming connections, which is
consistent with the case of neural networks [Belykh et al. (2005)]. Complete synchronization
of a graph is the state in which for all i, j ∈ V : xi (t) = xj (t). Complete synchronizability,
then, refers to the ability of the graph to achieve stable complete synchronization.
Different clusters of a biological network, e.g., clusters in the backward and forward
circuits, perform different biological functions through cluster synchronization from the balanced colorings. These clusters are able to perform independent synchronized functions, and
still be integrated in the network. Thus, a functional biological network requires cluster synchronization. Complete synchronization, instead, is deleterious for the organism. Therefore
repairs that increase complete synchronizability of the graph are undesirable.
Figure 6.8 (4th row) demonstrates the normalized Fiedler value for the obtained repairs.
We observe that the normalized Fiedler value of the found best solution Kopt is in the range
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of the lowest values of all solutions. This behavior suggests that the best solution is one of
the solutions that is less prone to the complete synchronizability, which is desirable for the
dynamics of the system.
To summarize, we saw that the number of non-trivial colors can be used as an indicator
for the best solution Kopt . Therefore, here we identify the best solution as the one with the
highest NNTC. We also examined other indices such as the mean color size (the number of
nodes divided by the number of colors), average clustering coefficient, average path length,
the Randic index, the number of repaired edges and normalized Fiedler value, but they
exhibited erratic behavior that did not seem indicative of any critical point on the studied
graphs to choose the optimal one based on these indices. However, the normalized Fiedler
value presents a plateau with minimum near Kopt (Figure 6.8) indicating that there is a range
of graphs with colors around Kopt that minimize the stability of the complete synchronization
state which is beneficial for the biological network.
We believe that further work needs to be done in order to identify the best index, in
particular, we believe the ideal index would need to more accurately characterize the synchronizability and stability of the dynamics on the graph. For instance, it would be desirable
to analyze the stability of the cluster synchronization solution, rather than the instability of
the complete synchronization solution as captured by the Fiedler value. The theory of cluster synchronizability is being developed in [Nazerian et al. (2022)] and could provide a good
index candidate to choose the optimal coloring solution. Here we only consider two networks
that are fairly symmetric from the start and, in order to avoid overfitting, we choose NNTC
as the graph function to select our solutions. An interesting open question is then to find
the best index or indices to use to select the best candidate solution.
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Automorphism groups and pseudosymmetries of
the repaired graphs

In this section, we describe how the factorization into normal subgroups of the automorphism group of a graph [MacArthur et al. (2008)] performed in the C. elegans connectome
in [Morone and Makse (2019)] partitions the graph into functional clusters, and how this
partition can be obtained from (PBCIP) . We emphasize that a repair of the graph guided
by balanced coloring provides a less stringent condition on the number of repaired edges
than a repair following the restoration of the full symmetry automorphism group as done
in [Morone and Makse (2019)]. That is, repairing the network to achieve perfect balanced
coloring will always require less (or at most equal) number of edges than repairing the network with automorphisms. This is because, automorphisms impose more strict conditions
on the structure of the network than balanced colorings and fibrations. This is particularly
true when the graph is directed and one is only interested in cluster synchronization. Cluster
synchronization is exclusively determined by the information that a node receives through its
in-degree from the entire network. This information is taken into account either by the input
tree of the node as in the fibration formalism of [Morone et al. (2020)] or by the analogous
in-balanced coloring as considered here. The out-balanced coloring is irrelevant for cluster
synchronization (see [Morone et al. (2020)] for further details).
Instead, the symmetries imposed by automorphisms require invariance of the full adjacency, including the in and out-degree. Thus, automorphisms require more stringent conditions than what is required to achieve cluster synchronization. Nevertheless, Ref. [Morone
and Makse (2019)] showed that automorphisms exist in the connectome, in particular in the
undirected gap junction connectome where the distinction between in and out balanced is
meaningless. These symmetries pose the particular property of factorization of the symmetry
group, and this factorization separates the neurons into known classes like interneurons, mo-
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tor and touch neurons. Thus, this particular symmetry group has a functional connotation.
Therefore, next, we relate the pseudobalanced coloring formalism with the pseudosymmetry
formalism of [Morone and Makse (2019)].
For a graph, G = (V, E), let Aut(G) denote the automorphism group of G. For any
permutation p ∈ Aut(G), the support of p [McKay (1981); MacArthur et al. (2008); Morone
and Makse (2019)], denoted by supp(p) is defined as the nodes which do not have the same
labels after the permutation p has operated on G. Formally, this can be written

supp(p) := {i ∈ V | p(i) 6= i}.

(6.10)

Two permutations, p, q ∈ Aut(G), are said to be support-disjoint if the node labels they
change are completely different, i.e., if supp(p) ∩ supp(q) = ∅. Two sets of permutations
P, Q ⊆ Aut(G), are support-disjoint if every permutation in P is support disjoint with every
permutation in Q. Note that any two support-disjoint permutations commute.
Let S denote the set of generators of an automorphism group Aut(G). Partition S into
n support-disjoint subsets S = S1 ∪ S2 ∪ · · · ∪ Sn such that none of the Si can be further
decomposed into smaller support-disjoint subsets. Each Si generates a group Hi that is a
subgroup of Aut(G). Since all Si are support-disjoint, Hi commute with each other and,
since S is a union of all Si , Aut(G) is a direct product of all Hi :

Aut(G) = H1 × H2 × · · · × Hn .

(6.11)

All Hi are normal subgroups, since they commute with the rest of the group. Therefore,
partitioning the set of generators of an automorphism group into irreducible support-disjoint
subsets creates a factorization of this group. The uniqueness and irreducibility of this factorization has been shown in [MacArthur et al. (2008)]. Note, Hi acts on the separate
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non-intersecting subsets of nodes defining a partition (also referred to as a factorization)
on the nodes of a graph. We call the equivalence classes of nodes created by this partition
sectors [Morone and Makse (2019)].
Therefore, we have a way to factorize the graph via the automorphism group associated with it. We describe how to classify the obtained factors. Each factor is vertextransitive, but vertex-transitive graphs are too broad a class to admit a complete classification. Nevertheless, we apply a simple computational approach that allows us to classify
most of the obtained subgroups. In order to classify each normal subgroup we determine
whether it is isomorphic to a symmetry group from this list: a symmetric group, a dihedral group, a cyclic permutation group, or an alternating group of sizes 1 to n, where n is
the number of nodes in the graph. If the normal subgroup is isomorphic to one of these
classes, then we assign this class to it. The implementation uses NAUTY [McKay (2007)],
Sympy [Meurer et al. (2017)] and Sage [The Sage Developers (2021)] and is available at
https://github.com/makselab/PseudoBalancedColoring.
To illustrate the decomposition process, we apply the algorithm to the repaired backward
circuit. The automorphism group is decomposed into

Aut(G) = H1 × H2 × H3 × H4 × H5 × H6 × H7 × H8 ,

(6.12)

where H1 = D4 applied to nodes DA01, DA04, DA02 and VA01, H2 = S2 applied to nodes
VA04 and VA05, H3 = S2 applied to nodes AVEL and AVER, H4 = S7 applied to nodes
DA06, VA03, VA06, VA07, VA08, VA10 and VA11, H5 = S2 applied to nodes DA03 and
VA12, H6 = S3 applied to nodes DA07, VA02 and VA09, H7 = S2 applied to nodes AIBR,
AIBL, RIML and RIMR, H8 = S2 applied to nodes DA08 and DA09.
We apply this algorithm to the repaired graphs obtained by our algorithm on the backward and forward circuits. The result of this analysis for the backward circuit is shown in
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Fig. 6.9. Similar to the earlier presented conclusions from Table 6.1, we see here that between
17 and 9 colors, the formulation (PBCIP) combines different simple repairs to obtain a symmetrized version of the network. This is evident by the fact that almost all new subgroups
for K − 1 colors are created by merging some nodes (or subgroups) in K colors and nodes
never move between subgroups. Note, our computational approach was able to classify all of
the subgroups aside from the subgroup marked as ”UNKNOWN” in the backward circuit.
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Figure 6.9: Step-by-step transformation of the backward circuit automorphism group. Each
column corresponds to the repair with K colors. Each row corresponds to one node. Colored
circles show 7 classes of the normal subgroups. Nodes are colored inside the sector according
to the orbit they belong to. For example, group S7 in 15 color repair has only one orbit,
hence all the nodes are of the same color. Group of RIMR, RIML, AIBL, AIBR in 15 color
repair has two orbits which are shown with red and blue colors. This figure is reprinted
Fig. 9 from Ref. [Leifer et al. (2021a)].
The results for the forward circuit are shown in Fig. 6.10. As observed before, the forward
circuit is decomposed into two parts: a top part and a bottom part. As expected, the bottom
part of the graph represented by the bottom 9 nodes of Fig. 6.10 stays unchanged. The top
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part, as seen before, does not have a consistent partition and an increase in the number of
colors combines different nodes in normal subgroups. Two things can be observed: 1) as
the number of colors decreases, the number of symmetric nodes increases, and 2) nodes are
mostly combined to exhibit mirror symmetry (D1 )3 . For example, in Fig. 6.6g there is mirror
symmetry in the top part between the nodes on the left and the nodes on the right.
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Figure 6.10: Step-by-step transformation of the forward circuit automorphism group. Each
column corresponds to the repair with K colors. Each row corresponds to one node. Colored
circles show 3 classes of the normal subgroups. Nodes are colored inside the sector according
to the orbit they belong to. Colors of orbits correspond to node colors in Fig. 6.6. Nodes of
the white color inside the sector don’t belong to the sector. For example, group with nodes
DB03, DB04, VB05 and VB06 in 13 color repair contains two orbits shown with yellow and
blue colors and nodes DB02, VB01 and VB04 don’t belong to this sector. This figure is
reprinted Fig. 10 from Ref. [Leifer et al. (2021a)].
To complete our analysis of the repaired networks, we find ε described in Section 6.1. ε
3

Note that groups D1 and S2 are isomorphic and we use them interchangeably. D1 is more appropriate
in a case of mirror symmetry and is therefore used here.
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represents the cutoff of the norm in the equation (6.2) i.e.

k[Pε , A]k ≤ ε

(6.13)

where Pε represent all permutations in automorphism group of the repair of a graph G.
We denote the repaired graph Gε ; ε then can be found using Aut(Gε ) as:

ε=

max

Pε ∈Aut(Gε )

k[Pε , A]k .

(6.14)

Due to the size of the automorphism group, finding ε using the entire automorphism
group is computationally intractable. To give an approximation, we find ε on the set of
generators of the normal subgroups. That is, we first calculate the maximum ε on generators
of each normal subgroup and then we take the resulting ε as their maximum. To simplify
the interpretation of the obtained ε, we define

=

ε
,
4M

(6.15)

where M is the total number of edges in the amended graph and 4 is the constant
appearing due to the circumstances described in Section 6.1. Then,  is the maximum of
the number of edges that needs to be added to the original graph in order to make the
permutation Pε a part of the automorphism group of the amended graph normalized by
the total number of edges in the graph. Figure 6.8 (last row) shows the values of  for the
obtained repairs. We see that all obtained repair graphs are well below 0.25 (25%, except
the backward repair with 5 colors) which is the value found in [Varshney et al. (2011)] to
be associated with the natural variability in the number of links that are different across
the five animals that have been used to build the connectome in [White et al. (1986)].
Therefore, from the point of view of pseudosymmetries, each of the repaired networks can
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be a candidate for the “blueprint” ideal symmetry network of C. elegans. Note that Fig. 6.8
shows the maximum values of  as defined in Eq. (6.14).

6.4

Comparison with other link prediction methods
a
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Figure 6.11: Comparison between the most optimal repair solution found by the formulation
(a) and manually crafted ’ground truth’ solution (b) from [Morone and Makse (2019)] for
the forward circuit. Red edges are repaired in both solutions and blue edges are repaired
only in the manual solution. Background colors show the sectors associated with the normal
subgroup factorization. Notice the complete agreement between both repairs regarding the
colors, and almost complete agreement regarding the pseudoedges and normal subgroup
factorization. The pseudo edges are the same except for two extra blue edges in the manual
solution. This does not affect the colors. AVBL-AVBR belongs to the motor group D1 in
the formulation but they are an independent sector and subgroup S2 in the manual solution.
The blue edges were added to the manual solution in [Morone and Makse (2019)] to factorize
the command interneurons AVB from the motor sector, but the formulation found another
more optimal solution. This figure is reprinted Fig. 11 from Ref. [Leifer et al. (2021a)].
To complete our analysis, we compare the results obtained by the formulation (PBCIP) against
the results of the manual repairs obtained in [Morone and Makse (2019)] and some of the
traditional link prediction methods.
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We begin by comparing our results with the manual repair ’ground truth’ of [Morone
and Makse (2019)]. Figure 6.11 shows the ideal (a) and manual (b) solutions for the forward
circuit. The bottom part was left unchanged in both solutions. The top part of the circuit
is very similar between solutions: coloring is exactly the same and the only difference is
the addition of edges (AVBL, DB02) and (AVBR, VB05) in the manual solution. The
similarity between these solutions can be ascribed to the fact that both repair methods have
a similar objective. Morone et al. [Morone and Makse (2019)] obtained their manual solution
by repairing the symmetry between the hubs and adding edges to complete the symmetry
between the rest of the nodes. Likewise, the formulation (PBCIP) with the weighted objective
incentifies repairs between nodes with higher degrees (hubs).
The difference between the solutions can be interpreted by observing that the manual
solution decomposes the automorphism group of the top part into S2 (AVBL, AVBR) × D1
(VB02, VB04, VB01, VB05, DB02, VB06, DB03, DB01) × S2 (VB03, VB07), while our
solution decomposes it into D1 (AVBL, AVBR, VB02, VB04, VB01, VB05, DB02, VB06,
DB03, DB01) × S2 (VB03, VB07). Colorings corresponding to these decompositions are the
same and therefore, because the objective of (PBCIP) is to minimize the weighted sum of
edges added, adding two extra edges is not optimal. However, the logical assumption that the
function of the hubs is different from the rest of the nodes led [Morone and Makse (2019)] to
dividing hubs into a separate subgroup. We conjecture that the solutions to (PBCIP) would
have separated hubs in a bigger network in order to symmetrize other parts of the network
connected to them.
Figure 6.12a shows the ideal solution obtained by our formulation and Fig. 6.12b shows
the manual solution for the backward circuit. We can separately compare the repairs applied
to different parts of the circuit. Firstly, repairs (AVAL, RIML) and (VA01, AVAR) were
obtained in both solutions. Secondly, nodes DA08 and DA09 were repaired to be symmetric
similar to the manual version, but links between these two nodes and AVAL needed to
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Figure 6.12: Comparison between the most optimal repair solution found by the formulation
(a) and the manually crafted ’ground truth’ solution (b) from [Morone and Makse (2019)]
for the backward circuit. Red edges are repaired in both solutions and blue edges are
repaired only in the manual solution. Background colors show the sectors associated with
the normal subgroup factorization. The crucial AVAL-RIML link is found by both solutions.
However the formulation finds that the S2 normal subgroup of the manual solution can be
repaired with fewer pseudoedges by breaking this subgroup in three sectors as shown. As in
the forward circuit, Fig. 6.11b, the manual solution attempts to factorize the interneurons
AVAL-AVAR from the motor sector, at the expense of creating more pseudoedges than
needed. In contrast, the formulation finds a better solution with less pseudoedges. This
figure is reprinted Fig. 12 from Ref. [Leifer et al. (2021a)].
symmetrize them with the rest of orange nodes weren’t repaired. Lastly, hubs AVAL and
AVAR along with the manually restored nodes with S12 symmetry in pink were not repaired.
The solution with 9 colors in Fig. 6.5c does symmetrize AVAL-AVAR, all of the pink nodes
and DA08-DA09, but creates an extra symmetry between nodes DA05, VA04 and VB05.
Hence, this repair can be obtained, but it wasn’t chosen due to the fact that the maximum
of NNTC corresponds to the solution with 12 colors. This provides evidence that further
analysis of indices is needed to improve the way to identify the best solution.
Now we take the manual repair as the ground truth and compare the performance of
the formulation with some of the traditional link prediction methods. The link prediction
problem is a problem of predicting the probability of the existence of the edge between two
not connected nodes given the observed data. This probability is defined as the similarity
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between considered nodes obtained using a topological measure of the graph [Clauset et al.
(2008); Liben-Nowell and Kleinberg (2007); Lü and Zhou (2011)]. To repair a graph using
a link prediction approach, an empirically chosen number of top ranked edges is predicted
to exist [Chen et al. (2005)]. Commonly used measures of similarity are divided into local,
global and quasi-local classes. Further, we will define some of them following [Lü and Zhou
(2011)] and propose a way to estimate their performance.
First, we introduce a few indices characterizing the local topology of the graph. Let Sxy
be the distance between nodes x and y, Γ(x) be the neighborhood of node x (set of nodes
connected to x), | X | be the cardinality of set X and kx be the degree of node x. Preferential
attachment index calculates the similarity between two nodes based on their degree:

PA
Sxy
= kx × ky .

(6.16)

This measure is widely used in scale-free networks and is generalized by the Randic
P
index [Randić (1975); Kincaid and Phillips (2011)]. In particular, s(G) =
x,y∈V Sxy is
called a scale-free metric and is used as a measure of scale-freeness of the graph [Li et al.
(2005)]. A degree based metric is also used while generating a random scale-free network
with the Barabasi-Albert model [Albert and Barabási (2002)]. In this model, preferential
attachment implies that each new added node in a generated graph is connected to other
nodes with the probability proportionate to their degree.
Common Neighbors similarity metric is based on the assumption that nodes that have
a lot of common neighbors are likely to be neighbors themselves. This assumption has had
success in social networks [Newman (2001); Kossinets (2006)], however, as will be discussed
in more detail later, it does not increase the symmetry of the network. Common Neighbors
(CN) is defined as:
CN
Sxy
= | Γ(x) ∩ Γ(y) | .

(6.17)
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We also use two differently normalized versions of the Common Neighbors metric: Salton
Index normalized by the degree of the nodes
CN
Sxy
| Γ(x) ∩ Γ(y) |
Salton
Sxy
=p
= p
kx × ky
kx × ky

(6.18)

and Jaccard similarity normalized by the total size of the node neighborhood:

Jaccard
Sxy
=

CN
Sxy
| Γ(x) ∩ Γ(y) |
=
.
| Γ(x) ∪ Γ(y) |
| Γ(x) ∪ Γ(y) |

(6.19)

An example of the similarity based on the global topology of the graph is Katz Index.
This index counts the number of walks (paths that can visit nodes and edges more than
once) between considered nodes of increasing length weighted by the coefficient β < 1. (A)kxy
is the number of walks of length k between nodes x and y [Newman (2018)]. Katz index is
defined as:
Katz
Sxy
= βAxy + β 2 (A)2xy + β 3 (A)3xy + . . . .

(6.20)

This series converges for β less than the inverse of the largest eigenvalue of A to the expression:
Katz
Sxy
= ((I − βA)−1 − I)xy ,

(6.21)

where I is an identity matrix.
To analyze the accuracy of each method, we used the traditional hypothesis testing
performance metrics. The confusion matrix in Table 6.3 introduces four basic metrics: true
positive (TP), false negative (FN), false positive (FP) and true negative (TN) that compare
edges identified by the manual ’ground truth’ solution (true/false) with the edges obtained
by a method (positive/negative). Other important metrics include Precision, Recall, Miss
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Rate, Accuracy and F-measure that are calculated as functions of TP, FN, FP and TN as:
P recision

=

TP
,
T P +F P

Recall

=

TP
,
T P +F N

M iss Rate

=

FN
,
F N +T P

Accuracy

=

T P +T N
,
T P +F P +F N +T N

Ground truth

F − measure =

Predicted

Not predicted

(6.22)

TP
.
T P + 12 (F P +F N )

Prediction by a method
Predicted
Not predicted
True Positive (TP). Correct prediction.
False Negative (FN). Type II error.
Edge repaired by a manual repair
Edge repaired by a manual repair,
and a method
but not repaired by a method
False Positive (FP). Type I error
True Negative (TN). Correct rejection.
Edge repaired by a method,
Edge not repaired by either
but not repaired manually
manual repair or a method

Table 6.3: The confusion matrix identifies four variables: TP, TN, FP and FN depending on
the positive or negative outcome of the predicted result and the ground truth. True and false
corresponds to the ground truth and positive and negative corresponds to the prediction.
This table is reprinted Table III from Ref. [Leifer et al. (2021a)].
Here we use two approaches to choose the number of top edges to be repaired. First,
as shown in Table 6.4, we choose it to be equal to the number of edges repaired by the
formulation with the coefficient in the objective equal to cij =

1
di dj

(6 in the forward circuit

and 3 in the backward). Second, we use the process described in Section 6.2.2, apply it to a
given reconstruction method and choose the number of edges corresponding to the maximum
number of non-trivial colors of the obtained graphs. Table 6.5 shows results obtained by
using this approach. Since the adjacency matrix is fairly sparse, the TN value is very high
for all the methods. Therefore the best metric for the overall performance assessment is
the F-measure that is proportional to the number of edges guessed correctly and inversely
proportional to the sum of missed and falsely identified edges.
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Link Prediction Metric

# of colors

TP

FP

(PBCIP) (cij = 1)
(PBCIP) (cij = max(d1 i ,dj ) )
1
(PBCIP) (cij = di +d
)
j
(PBCIP) (cij = di1dj )
Preferential Attachment
Common Neighbors
Salton Index
Jaccard similarity
Katz Index

9
10
9
9
16
16
18
19
16

4
4
6
6
5
3
0
0
0

2
2
0
0
1
3
6
6
6

(PBCIP) (cij = 1)
(PBCIP) (cij = max(d1 i ,dj ) )
1
)
(PBCIP) (cij = di +d
j
(PBCIP) (cij = di1dj )
Preferential Attachment
Common Neighbors
Salton Index
Jaccard similarity
Katz Index

11-12
12
12
12
17
20
21
20
18

3
3
3
3
1
0
0
0
0

0
0
0
0
2
3
3
3
3

FN TN Precision
Forward
4 350
0.67
4 350
0.67
2 354
1
2 354
1
3 352
0.83
5 348
0.5
8 342
0
8 342
0
8 342
0
Backward
7 707
1
7 707
1
7 707
1
7 707
1
9 703
0.33
10 701
0
10 701
0
10 701
0
10 701
0
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Recall

Miss Rate

Accuracy

F-Measure

0.5
0.5
0.75
0.75
0.63
0.38
0
0
0

0.5
0.5
0.25
0.25
0.37
0.62
1
1
1

0.98
0.98
0.99
0.99
0.99
0.98
0.96
0.96
0.96

0.57
0.57
0.86
0.86
0.71
0.43
0
0
0

0.3
0.3
0.3
0.3
0.1
0
0
0
0

0.7
0.7
0.7
0.7
0.9
1
1
1
1

0.99
0.99
0.99
0.99
0.98
0.98
0.98
0.98
0.98

0.46
0.46
0.46
0.46
0.15
0
0
0
0

Table 6.4: Performance of the different link prediction methods I. This table is reprinted
Table IV from Ref. [Leifer et al. (2021a)].
Link Prediction Metric

# of colors

TP

FP

(PBCIP) (cij = di1dj )
Preferential Attachment
Common Neighbors
Salton Index
Jaccard similarity
Katz Index

9
17
18
17
17
17

6
8
8
8
8
6

0
40
151
176
191
101

(PBCIP) (cij = di1dj )
Preferential Attachment
Common Neighbors
Salton Index
Jaccard similarity
Katz Index

12
19
20
20
19
20

3
10
1
0
0
0

0
77
84
5
5
34

FN TN Precision
Forward
2 354
1
0 316
0.17
0 205
0.05
0 180
0.04
0 165
0.04
2 253
0.06
Backward
7 707
1
0 637
0.11
9 621
0.01
10 699
0
10 699
0
10 670
0

Recall

Miss Rate

Accuracy

F-Measure

0.75
1
1
1
1
0.75

0.25
0
0
0
0
0.25

0.99
0.89
0.59
0.52
0.48
0.72

0.86
0.29
0.1
0.08
0.08
0.1

0.3
1
0.1
0
0
0

0.7
0
0.9
1
1
1

0.99
0.89
0.87
0.98
0.98
0.94

0.46
0.21
0.02
0
0
0

Table 6.5: Performance of the different link prediction methods II. This table is reprinted
Table V from Ref. [Leifer et al. (2021a)].
The formulation (PBCIP) with sum and multiplication objectives, cij =
1
,
di dj

1
di +dj

and cij =

respectively, outperform all other objectives and link prediction methods from the
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literature on both graphs. The next best method is the preferential attachment. This
likely happened due to the fact that the repaired networks are hub-driven. That is, both
networks have two hubs that are connected to most of the other nodes and to each other,
therefore edges that are repaired by the preferential attachment are those that connect hubs
to nodes with the highest degree. In bigger networks with more than two hubs, preferential
attachment is likely to connect pairs of unrelated nodes with high degrees.
Methods based on the different normalizations of the common neighbors metric performed
fairly poorly. These methods are not likely to uncover hidden symmetries because of their
underlying assumption: nodes that have a lot of common neighbors are likely to be neighbors
themselves. The highest ranking edge repaired by the Salton index in the forward circuit is
(DB06, VB11). This edge connects two nodes of the same color and breaks the symmetry
between them and the rest of the nodes of that color. Hence, this repair made the network
less symmetric rather than more symmetric. Consider now two random nodes of the same
color. Recall, nodes of the same color have exactly the same number of neighbors (in an
unweighted network) of all the other colors. Very often it means having a lot of the same
neighbors. Therefore, measures that are based on the number of common neighbors will
often rank nodes of the same color as likely to have a connection, which is likely to break
some symmetry in the network rather than restoring it. The possible alternative symmetryrestoring assumption may be: nodes that have a lot of common neighbors are likely to have
more common neighbors, which will keep the symmetry between the nodes with a lot of
common neighbors and increase the symmetry in their neighborhood.

6.5

Discussion

In summary, we described a method that allows a user to repair a graph to a more symmetric
version and compared our results with the manual repair obtained in [Morone and Makse
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(2019)] as well as showing better performance than any of the traditional link prediction
methods. We conclude with observations and ideas for future work.
1. The pseudobalanced coloring obtained by solving (PBCIP) formulation sometimes is
not minimal as the objective minimizes the weighted sum of links added. So if a
pseudobalanced K-coloring had the same optimal objective as a pseudobalanced (K +
1)-coloring, the pseudobalanced K-coloring could be returned for the K + 1 case with
one nontrivial node made trivial. This occurred five times and these solutions were
not chosen. Moreover, our problem had two objectives: (1) find the pseudobalanced
K-coloring with the most non-trivial nodes, and (2) minimize the weighted sum of
links added. Thus, our results can be interpreted as determining the best solution to
use along the pareto optimal tradeoff curve between the number of colors, K, and the
optimal weighted sum of added links. Under this interpretation, the aforementioned
balanced (K + 1)-coloring would not be on the pareto optimal curve as the K-coloring
would be considered more optimal on both objectives.
2. During preprocessing some of the nodes in the network are assigned fixed colors. As
a result, sets of nodes assigned different non-trivial colors in the original partitioning
can’t be merged together. Therefore, repairs like the pink S12 group in Fig. 6.5c are
not obtainable by solving (PBCIP) and need to be obtained as an additional step. This
can be solved by implementing a two-step process as described in steps 2(a) and 2(b)
of Section 6.2.
3. (PBCIP) does not allow the removal of edges or reduction of their weight. This choice
is appropriate when studying neural networks of gap junctions in C. elegans. The
reconstruction of this network is done using images of cross-sectional areas of the
worm obtained using electron microscopy [Durbin (1987)]. Each connection is followed
from the neuron through all the layers leading to another neuron, therefore it’s much
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more likely to miss a link than to add a non-existent one. When working on a different
biological network, the possibility of the removal of edges or edge weight reduction may
be required.
4. The two graphs studied here have a high degree of symmetry. We deduced that, for
these graphs, the number of non-trivial colors is a good indicator of the best solution
and found the best solution using this index. However further investigation on a
greater variety of graphs, including those with directed and weighted edges and those
of bigger size, is required to make final conclusions. Biological networks present real
dynamical systems that need to be able to maintain certain stable synchronization
patterns, therefore indices characterizing stability and synchronizability of the cluster
synchronization solution predicted by the balanced coloring are likely to give a better
indication of ideal repairs, at least in biological networks, which are expected to produce
stable cluster synchronization of their units [Leifer et al. (2020)].
5. There are two potential ways of how this problem can be formulated: 1 - find the
minimal number of edges to add to find a graph with a given number of colors, 2 find the repair with minimal number of colors given the amount of edges that can be
added. Both formulations make sense and both formulations would produce a number
of graphs that will need to be analyzed in order to choose the best solution. The
number of colors in a graph is proportionate to the number of nodes, therefore the
1st formulation will generate the number of graphs proportionate to n (the number
of nodes). The number of edges in a graph is proportionate to n2 , therefore the 2nd
formulation will generate the number of graphs proportionate to n2 . In the interest of
decreasing the search space, we chose the 1st formulation and the 2nd formulation was
not explored.
6. Solutions to optimization problems can often be improved by using expert insights
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about the object of optimization. For example, in Section 6.4 we saw that the result
obtained with cij = 1 can be improved by using an assumption that edges between
nodes with higher degrees are easier to repair by setting cij =

1
.
di dj

Additional insight

based on the biological considerations can provide further improvements to the result.
7. Our method can be applied to directed graphs by modifying the constraints of the
formulation in (PBCIP) suitably to account for the version of the directed balanced
coloring problem that is being solved. Future work will include a formulation to repair
directed networks and its comparison with the quasifibration formalism developed in
[Boldi et al. (2021)].
8. Here we applied our method to the unweighted graphs as a simplest case, however this
method can be applied to weighted graphs without further modification.
9. Our method is computationally efficient for small graphs. In order to be applied to
graphs of bigger size, a more computationally efficient methods such as the Bender’s
decomposition method described in [Leifer et al. (2021a)] needs to be implemented.
Overall, we presented a formulation of the ORP4 following the pseudobalanced coloring
of the graph. Our analysis shows encouraging results for the case of binary unweighted
undirected networks as compared to a manually curated graph and other methods for missing
link prediction. More work needs to be done to extend the formulation for large scale
networks with weighted and directed edges, including negative weights which are important
in all biological networks which contain inhibitory interactions.

4

Optimal Repair Problem, see Section III in Ref. [Leifer et al. (2021a)].

Chapter 7
Methods
7.1

Algorithm to find fibers

In this section we describe an algorithm to identify fibers taking advantage of the equivalence between fibers of minimal surjective fibration, minimal balanced coloring and coarsest
equitable partition discussed in Section 2.4. Algorithms for the identification of minimal
balanced coloring and coarsest equitable partitions have been widely studied in the fields
of dynamical systems [Stewart (2007); Aldis (2008); Belykh and Hasler (2011); Kamei and
Cock (2013)] and computer science [McKay (1981); Cardon and Crochemore (1982); Paige
and Tarjan (1987); McKay and Piperno (2014); Grohe et al. (2017)]. Most efficient algorithm was developed by Paige and Tarjan [Paige and Tarjan (1987)] and has time complexity
O(M logN ) and space complexity O(M + N ). Implementation of this algorithm, however,
is fairly complicated and in the interest of giving a concise explanation, we present an algorithm developed by Kamei and Cock [Kamei and Cock (2013)] even though its runtime
complexity is O(N 2 logN ) and space complexity is O(N 2 ).
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Outline of the Kamei and Cock algorithm

First, we define an Input Set Color Vector (ISCV) introduced in [Leifer et al. (2020)]. Let
G = (H, χ) be a colored graph with k colors of H = (N, E) and χ : N → (χ1 , χ2 , . . . , χk ), k ∈
N<|N | be a function assigning each node from N a color. Let P = {c1 , c2 , . . . , ck } be the
partition corresponding to χ.
Definition 7.1.1 ISCV (Input Set Color Vector) of node n ∈ N is a k - dimensional vector
T
ISCV (n) = (ISCV1 (n), ISCV2 (n), . . . ISCVk (n)) in which ISCVi (n) = |(NI(n) \ {n}) ci |.
That is, ISCV (n) is a k - dimensional vector with i-th entry being equal to the number of
nodes of i-th color in the input set of n (excluding the node itself).

1

ISCV(1) ISCV(2) ISCV(3)

2

ISCV1

1

1

0

ISCV2

1

1

0

3

Figure 7.1: Example of ISCV found on the nodes of the graph with the minimal balanced
coloring.
Coloring is balanced when nodes of the same color have same ISCVs [Kamei and Cock
(2013)]. Coloring is balanced and minimal when nodes of the same color have same ISCVs
and nodes of a different color have different ISCVs. Fig. 7.1 shows an example of the minimal
balanced coloring. Graph in Fig. 7.1 has 2 colors, therefore ISCV is a 2-dimensional vector.
Node 1 receives the input from itself (red color) and from node 3 (green color), therefore
ISCV (1) = (1, 1). Similarly, ISCV (2) = (1, 1) and ISCV (3) = (0, 0).
Kamei and Cock algorithm is based on the iterative procedure of partition refinement.
It has been shown that minimal balanced coloring is unique [Stewart (2007)] and can be
obtained by refining the unit partition until no further refinement is possible.
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1. Assign all nodes with the same color. Set d = 1.
2. Find ISCV of all nodes (In the first iteration, ISCV is a one dimensional vector equal
to the in-degree of the node).
3. Let m be the number of unique ISCVs.
4. If m is equal to d, stop.
5. Assign each of the m unique ISCVs a new color and recolor the graph accordingly. Set
d = m.
6. Repeat steps 2-5 until condition in step 4 is satisfied.
Fig. 7.2 shows an example of the step-by-step execution of the algorithm. Note, both
examples provided in this chapter are directed unweighted networks, however Kamei and
Cock algorithm can be applied to undirected networks and weighted networks as well.

7.1.2

Modifications, pseudocode and Fast Fiber Partitioning

We outlined an algorithm that finds fibers of surjective minimal fibration. Section 2.6 explains that symmetry fibration is not minimal, but rather ”as minimal as possible” given
that nodes without common inputs belong to different fibers. [Morone et al. (2020)] offers a
modification of the Kamei and Cock algorithm that obtains symmetry fibers. This modification is a heuristic that worked for the networks considered by the authors, however in some
specific examples it may not work. We first describe the heuristic, then give some examples
that can be problematic and discuss alternative approaches. The heuristic is based on two
modifications applied to the algorithm:
1. Identify all nodes with no inputs from other nodes (nodes that only receive from themselves) and assign each of them a different initial color.
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Figure 7.2: Example of the step-by-step execution of the Kamei and Cock algorithm. (a)
All nodes are assigned with white color. ISCV corresponds to the in-degree of each node. 3
unique ISCV values: (0), (1) and (2) define three new colors: green, red and blue. (b) New
coloring is defined by 3 unique ISCVs in (a). ISCV now is a 3-dimensional vector. There
are 5 unique ISCVs, therefore there will be 5 new colors. (c) New coloring is defined by
5 unique ISCVs in (b). ISCV now is a 5-dimensional vector. There are 5 unique values of
ISCV, therefore algorithm stops.
2. Identify all nodes with no inputs from any node (including itself) and assign each of
them their own separate color during every iteration of the algorithm.
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First modification is aimed to deal with the situation shown in Fig. 2.8. ISCV of a node
that only receives from itself consists of one non-zero entry corresponding to the color of this
node. ISCV of any node that receives only from this node will be equal to the ISCV of the
node, which will create fibers like the ones shown in blue and red in Fig. 2.8 while keeping
blue and red fibers separate from each other. Second modification deals with a more trivial
situation in Fig. 2.7. ISCV of all nodes with no inputs are equal to the zero vector at every
step of the algorithm, therefore assigning different initial colors is not enough and repeated
assignment during every iteration is needed to maintain the partition. Algorithm 1 shows
the pseudocode employing this heuristic. An implementation of this algorithm in a form of
an R package is available at https://github.com/makselab/fibrationSymmetries.
Consider now the graph in Fig. 7.3. It’s easy to see that the coloring produced by the
algorithm 1 puts nodes 1, 4, 3 and 5 in the same color. Indeed, all four nodes are assigned
the same initial color and corresponding ISCVs are the same. However, nodes 1 and 4 have
no inputs in common with 3 and 5, therefore this coloring is not a symmetry fiber partition.
The situation described here can be mended using the modification of the initial coloring.
Let y1 , y2 , . . . , yk be the set of sets of nodes belonging to the strongly connected components
of the graph that receive no input, i.e., yi = j1 , j2 , . . . , jk1 , where jm are nodes that belong
to the strongly connected component that receives no input with id = i. Then, the problem
described here can be negated by assigning y1 , y2 , . . . , yk different initial colors. Note, this
case only appeared once in the 373 networks studied in Chapter 3, therefore we take it as a
special case and leave it for the future work.
As was mentioned in the beginning of this section, Kamei and Cock algorithm is slower
than Paige and Tarjan algorithm. The modification of the Paige and Tarjan algorithm to
finding symmetry fibers called Fast Fiber Partitioning (FFP) is presented in [Monteiro et al.
(2022)].
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Algorithm 1: Algorithm to find symmetry fibers [Morone et al. (2020)]
Input
: Graph G = (V, E)
Output : Colors of the symmetry fibers χ1 , χ2 , . . . , χN , N = |V |
Notations: I j - ISCV of node j and Iij - i-th component of the ISCV of node j.
deg(j, i) - the number of nodes of i-th color adjacent to the node j ∈ N .
1 if G is directed then
2
Identify z1 , z2 , . . . z` - ids of ` nodes with no input at all;
3
Identify x1 , x2 , . . . xm - ids of m nodes that only receive inputs from themselves;
4 else
5
` = m = 0;
6 for j ∈ [1, N ] do
7
χj = 1;
8 for j ∈ [1, `] do
9
χzj = j;
10 for j ∈ [1, m] do
11
χxj = ` + j;
12 if ` + m 6= N then
13
d = ` + m + 1;
14 else
15
return χ1 , χ2 , . . . , χN
16 while 1 do
17
for j ∈ [1, N ], i ∈ [1, d] do
18
Iij = deg(j, i);
19
Identify k unique ISCVs: H 1 , H 2 , . . . H k ;
20
for j ∈ [1, N ], i ∈ [1, k] do
21
if I j == Hk then
22
χj = ` + k;
23
for j ∈ [1, `] do
24
χzj = j;
25
if d == ` + k then
26
break;
27
else
28
d = ` + k;
29 return χ1 , χ2 , . . . , χN

7.2

Algorithm to find broken symmetry circuits

This section is a modification of the materials published June 17, 2020, in PLOS Computational Biology, Volume 16, Article number: 6 ([Leifer et al. (2020)], SI section ”Algorithm

CHAPTER 7. METHODS

1

160

2

4

3

5

Figure 7.3: Example of the graph in which algorithm 1 will not produce the symmetry fiber
partition. Nodes 1, 3, 4 and 5 have the same initial color and the same ISCVs, however
nodes 1 and 4 have no common inputs with nodes 3 and 5.
to find broken symmetry circuits”) done in collaboration with Dr. Flaviano Morone, Prof.
Saulo D. S. Reis, Prof. José S. Andrade Jr, Prof. Mariano Sigman and Prof. Hernán A
Makse licensed under the Creative Commons Attribution 4.0 International License (CC BY
4.0) (https://creativecommons.org/licenses/by/4.0/).
In Chapter 4 we introduced broken symmetry circuits following [Leifer et al. (2020)]. As
we saw in subsection 2.5.1, internal dynamics of each node is defined by its inputs, therefore
the internal dynamics of the circuit is defined by its topology. We believe that external
inputs to all the nodes of the circuit can switch the state of the circuit, but can’t change the
function that it performs1 . Therefore, the circuit we are looking for is a circuit of a given
structure with the possibility of external inputs. Hence, desired algorithm is an algorithm
that can find all the circuits with given topology ”embedded” in a network. Mathematically
this is expressed as the search for an induced subgraph of a graph.
To count the number of occurrences of broken symmetry circuits in a given graph we
count the number of appearances of induced subgraphs of the given topology. The problem
1

We do believe, however, that further investigation of this question is needed to be certain that this is
correct.
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of finding broken symmetry circuits consists of three steps: (1) create a replica symmetry circuit, (2) find subgraphs isomorphic to the replica symmetry circuit, and (3) remove
subgraphs that are not induced.

a

Clocked SR ﬂip-ﬂop
2

b

JK ﬂip-ﬂop

4

2

4

3

5

1

1

3

5

Figure 7.4: Examples of the breaken symmetry circuits. (a) Clocked SR flip-flop. (b) JK
flip-flop.
The first step is described in detail in Chapter 4.
The second step is to find subgraphs isomorphic to the replica symmetry circuit. The
general idea is to choose a subgraph and check if it is isomorphic to the circuit and continue doing this for all possible subgraphs in the entire network. However, straightforward
approach to this problem is computationally expensive. For example, two of the broken
symmetry circuits shown in Fig. 7.4 consist of 5 nodes. The computational computational
time required to check this circuit is N 5 , where N is the total number of nodes in the graph,
which means that for big enough graphs the problem becomes computationally infeasible.
Different approaches to this problem and applications to graph matching and pattern recognition have been widely studied and are nicely reviewed in [Conte et al. (2004)]. Time costs
can be cut if unprofitable paths are identified and skipped in the search space. One of the
recent works in the field is the VF2 algorithm developed by Cordella et al. [Cordella et al.
(2004)]. It is designed to deal with large graphs and uses state of the art techniques in order
to reduce computational time. In our code we use the algorithm implemented in a popular
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R package igraph [Csardi et al. (2006)] as a function subgraph isomorphisms(...).
The third step is to remove all the subgraphs that are not induced or, simply speaking,
have extra links between the genes in the broken symmetry circuit. We follow this procedure:
take a node set identified above, find the induced subgraph of the complete graph with this
node set and compare the adjacency matrix of the induced subgraph with the adjacency
matrix of the circuit (modulo permutation). If the matrices are different, then the circuit is
removed. All remaining circuits are the broken symmetry circuits. By agreement multi-links
and self-loops are removed from the network prior to consideration.
By applying the steps described above we get the full list of induced subgraphs that
are isomorphic to the given circuit that we take as broken symmetry circuits. The implementation of this code is can be found at https://github.com/makselab/CircuitFinder.
Computational results obtained with this code are discussed in Chapter 4.

7.3

E.coli and B.Subtilis network construction

This section is a modification of the materials published April 14th, 2020, in PNAS, Volume 117, Article number: 15 ([Morone et al. (2020)], SI section ”Transcriptional regulatory network of E.coli ”) done in collaboration with Dr.

Flaviano Morone and Prof.

Hernán A Makse licensed under the Creative Commons Attribution 4.0 International License (CC BY 4.0) (https://creativecommons.org/licenses/by/4.0/) and the materials published July 8th 2021, in BMC Bioinformatics, Volume 22, Article number: 363
([Leifer et al. (2021b)], Methods section ”Network construction”) done in collaboration
with Dr. Mishael Sánchez-Pérez, Prof. Cecilia Ishida and Prof. Hernán A Makse licensed under the Creative Commons Attribution 4.0 International License (CC BY 4.0)
(https://creativecommons.org/licenses/by/4.0/).
Two of the networks studied in a few papers discussed in this thesis are Transcriptional
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Regulatory Networks (TRNs), also referred to as Gene Regulatory Networks (GRNs), of
Escherichia coli and Bacillus Subtilis. To define the TRN we consider the example of the
transcription factor-gene target bi-partite network of Escherichia coli K-12. In this bi-partite
network, a directed link between a source transcription factor (TF) and a target gene means
that the TF binds to the DNA sequence at the binding site of the target gene to regulate
its rate of transcription. In E. coli, each gene expresses a single TF (this is not the case in
eukaryotic genes that contains introns and splicing of protein-coding RNA can produce many
proteins from a single gene). Therefore, a gene-gene regulatory network can be constructed
from the bipartite transcription factor-gene target network by associating each TF to the
gene that expresses the TF. Then, a directed link in the TRN from gene i → gene j implies
that gene i encodes for a TF that controls the rate of transcription of gene j. Thus, a directed
link encodes the combined processes of transcription, translation and TF binding to a target
gene. We denote genes in bacteria in italics, e.g., gadX and its protein as GadX. Thus, we
say that gene i sends a genetic ’message’ to gene j and the ’messenger’ is the TF. The history
of all messages passing in the network defines the information flow in the network.
For the purpose of building the TRN it is important to distinguish the gene’s products
between genes encoding for TFs and the rest of the genes encoding for the rest of the proteins
(enzymes, kinases, transport proteins, etc). A TF is a regulatory protein that regulates a
gene by binding, and therefore will always have an out-going link in the network. There
are other regulatory proteins (like kinases, histones, coactivators, etc) that regulate gene
expression but they do not have a DNA-binding domain and they regulate gene expression
without binding. In our TRN, genes that encode for a protein that is not a TF do not have
out-going links in the network. They only have in-going links and therefore are dangling
ends in the network. In E. coli most of these proteins are enzymes that catalyze biochemical
reactions in the metabolic network. Other proteins are involved in transport and signaling
processes (kinase) in the cell. The metabolic network is considered external to the TRN, so

CHAPTER 7. METHODS

164

we do not consider feedback loops from the TRN to the metabolic network and back to the
TRN mediated by effector metabolites.

7.3.1

Escherichia coli

The network of Escherichia coli K-12 is obtained from the RegulonDB (http://regulondb.
ccg.unam.mx). RegulonDB manually curates all transcriptional regulations from literature
searches [Gama-Castro et al. (2016)]. We download all transcriptional regulatory interactions catalogued in RegulonDB version 9.0 from http://regulondb.ccg.unam.mx/menu/
download/datasets/files/network_tf_gene.txt, last accessed September 15, 2018. In
this network a TF can either be an activator, repressor or can have a dual function. For the
purpose of calculating isomorphisms between input trees, the dual interactions are treated
as distinct interactions. Thus, these three interactions are treated as three different types.
In E. coli, genes are grouped by operons. An operon is a set of contiguous genes that
are transcribed as a single unit from the same mRNA molecule and the same promoter
site upstream of all genes and a terminator downstream [Gama-Castro et al. (2016)]. An
operon can contain genes encoding for TF or non-TF proteins, and more than two TFs can
be part of the operon. Since the operons are transcribed by the same RNA molecule we
group these genes into a single node in the network. This is certainly the case when the
operon has a single promoter transcribing the full operon. However, there is some ambiguity
in the construction of the network using the definition of operon in RegulonDB when there
are promoters in the middle of the operon and these promoters transcribe more than one
TF in the operon, forming different transcription units. For instance, the operon in the
gad system, gadAXW. This operon expresses two TFs, GadX and GadW, and one enzyme
GadA. Here, each gene has its own promoter and terminator and thus they are considered
as different nodes in the network. Moreover, each TF is regulated by different TFs as well
as each TF regulates different genes. Thus, putting together these two genes in the same
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operon gadAXW would miss all these links. Thus, when two TF with different promoters are
part of the operon, we consider the TF as different genes. On the other hand, the non-TF
genes in operons are always put together with other genes in the operon. For instance, the
gadAXW operon from RegulonDB is considered as two nodes: gadW and gadAX. To simplify
notation, when there is an operon that contains one TF and several non-TF proteins we call
this operon by the name of the TF. For instance, gadAX is simply called gadX and the
operon rbsDACBKR is called rbsR and therefore the TF rsbR represents the entire operon
rbsDACBKR. Finally, when all the genes in the operon are non-TF we call the operon with
all the gene names, as for instance, lsrACDBFG-tam.
In the RegulonDB database there are a total of 4690 genes. Out of these genes, RegulonDB provides a bipartite network consisting of 1843 genes with interactions from or to
other genes, the remaining genes are not considered in the analysis. There are 192 genes
that encode for TFs. We cluster the genes into 313 operons as explained above. After grouping the genes into operons, the network is reduced to 879 nodes. There are 1835 directed
edges with an average in-degree (or out-degree) of 2.1. In this network we find 91 different
fibers that encompass 416 different nodes. We find that 28 nodes are involved in 7 strongly
connected components of size larger than one node, and the rest are single node connected
components.

7.3.2

Bacillus Subtilis

The B. subtilis gene regulatory network was obtained from SubtiWiki [Zhu and Stülke
(2018)] with additional filtering. Similar to E.Coli network sigma factors were considered as external factors and therefore were removed from the network. All types of link
aside of ”activation” and ”repression” were removed and links like ”positive regulation”,
”transcription activation” and ”transcriptional activation” were considered as ”activation”
and link like ”anti-activation”, ”auto-repression”, ”negative autoregulation”, ”transcrip-
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tion repression”, ”autorepression” and ”negative regulation” as ”repression”.

7.4

Gene expression data

This section reprints the materials published July 8th 2021, in BMC Bioinformatics, Volume
22, Article number: 363 ([Leifer et al. (2021b)], Methods section ”Gene expression data”)
done in collaboration with Dr. Mishael Sánchez-Pérez, Prof. Cecilia Ishida and Prof. Hernán
A Makse licensed under the Creative Commons Attribution 4.0 International License (CC
BY 4.0) (https://creativecommons.org/licenses/by/4.0/)..
Expression data for E. coli were obtained from Ecomics [Kim et al. (2016)] (Multi-Omics
Compendium for E. coli). Ecomics contains microarray and RNA-seq experiments gathered
from NCBI Gene Expression Omnibus (GEO) [Barrett et al. (2012)], for several E. coli
strains in different 1575 experimental growth conditions for 4096 genes. We only used data
from WT strains. The advantage of Ecomics datasets compared with others compilations of
expression experiments like Colombos [Moretto et al. (2016)] is that they provide absolute
expression levels instead of fold-changes. Expression data for B. subtilis) were obtained from
SubtiWiki [Zhu and Stülke (2018)]. Subtwiki contains data from the GSE27219 experiment
that has 269 experimental conditions for 4230 genes in wild type B. subtilis.
Using these data for a global analysis would be difficult since they stem from different
platforms users by the different experimental groups. Thus, raw data on gene expression
among different experiments from different labs is pre-processed by the curators of Ecomics
and SubtiWiki to produce normalized expression levels across platforms and experiments by
using noise reduction and bias correction normalized data across different platforms. For our
analysis, we selected data from wild-type strains only (selecting WT conditions in ’strain’,
’medium’ and ’stress’) to ensure the behavior of genes on standard growth conditions without
genotype modification from gene knockouts. The ’perturbation’ conditions in the Ecomics
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dataset referring to mutants strains were not taken into account, and we use always the same
E. coli strain.

7.5

Selecting relevant experimental data based on the
inverse coefficient of variation

This section reprints the materials published July 8th 2021, in BMC Bioinformatics, Volume 22, Article number: 363 ([Leifer et al. (2021b)], Methods section ”Selecting relevant experimental data based on the inverse coefficient of variation”) done in collaboration with Dr. Mishael Sánchez-Pérez, Prof. Cecilia Ishida and Prof. Hernán A Makse
licensed under the Creative Commons Attribution 4.0 International License (CC BY 4.0)
(https://creativecommons.org/licenses/by/4.0/).
To select experimental samples in which a gene set of interest is active, i.e., significantly
expressed above random noise level, we used the Inverse Coefficient of Variation (ICV) as
a criterion similar to the approach used by Colombos [Moretto et al. (2016)]. We consider
the genes in the fiber and obtain the expression levels for all conditions for the genes. Then
we calculate ICV for all conditions using the following equation as is done in Colombos
(details on the expression analysis can be found at [Moretto et al. (2016)] and at https:
//doi.org/10.1371/journal.pone.0020938.s001:

ICVt =

µt
,
σt

(7.1)

where µt is the average expression level of the chosen genes of the fiber in the condition t
and σt is the standard deviation. Following [Moretto et al. (2016)], we select conditions with
ICVt >< ICVt >, i.e., where the average expression levels in the particular condition t are
higher than certain threshold that is given by the average ICV for all conditions of the fiber.
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This score reflects the fact that, in a relevant condition, the genes show an increment on
their expression above the individual variations caused by random noise. ICV is a measure
of scattering of the data. The more scattered the data is compared with it’s mean, the less
is the value of ICV.
We calculate the p-value of condition t for the fiber genes using z-score of the ICV
coefficient for the selected condition using
ICVt − µICV
,
σICV

(7.2)

µICV =< ICVt >,

(7.3)

σICV =< ICVt2 > − < ICVt >2 .

(7.4)

zt =
where,

7.6

Code and data availability

The summary of all used codes and links to download all used data are presented in Table 7.1.
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Paper
[Morone et al. (2020)]
PNAS

C/D
Code
Data

[Leifer et al. (2020)]

Code

PLOS
[Leifer et al. (2021b)]
BMC
[Leifer et al. (2021a)]

Data
Code
Data
Code

[Monteiro et al. (2022)]

Data
Code

[Boldi et al. (2021)]

Code
Data

Description
Fiber and building block finding code
Analyzed networks
Network information
Circuit finding code
DDE solver (Mathematica)
Analyzed networks
Filtering and correlation code
Expression data and Analyzed blocks
Decomposition code
IP code
Link prediction code
Analyzed networks
Fast Fiber Partition (Julia)
Fiber and building block finding code
Quasi-fibration finder code
Analyzed networks

Table 7.1: Links to all developed codes and analyzed datasets.

Link
Github
OSF
OSF
Github
Github
OSF
Github
OSF
Github
Github
OSF
OSF
Github
Github
Github
OSF

Bibliography
Abrams, D. M., Pecora, L. M., and Motter, A. E. (2016). Introduction to focus issue:
Patterns of network synchronization. Chaos: An Interdisciplinary Journal of Nonlinear
Science, 26(9):094601.
Ahnert, S. E. and Fink, T. M. (2016). Form and function in gene regulatory networks: the
structure of network motifs determines fundamental properties of their dynamical state
space. Journal of The Royal Society Interface, 13(120):20160179.
Aidelberg, G., Towbin, B. D., Rothschild, D., Dekel, E., Bren, A., and Alon, U. (2014).
Hierarchy of non-glucose sugars in escherichia coli. BMC systems biology, 8(1):1–12.
Ajo-Franklin, C. M., Drubin, D. A., Eskin, J. A., Gee, E. P., Landgraf, D., Phillips, I., and
Silver, P. A. (2007). Rational design of memory in eukaryotic cells. Genes & development,
21(18):2271–2276.
Albert, R. and Barabási, A.-L. (2002). Statistical mechanics of complex networks. Reviews
of modern physics, 74(1):47.
Aldis, J. W. (2008). A polynomial time algorithm to determine maximal balanced equivalence
relations. International Journal of Bifurcation and Chaos, 18(02):407–427.
Alon, U. (2019). An introduction to systems biology: design principles of biological circuits.
CRC press.
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Meurer, A., Smith, C. P., Paprocki, M., Čertı́k, O., Kirpichev, S. B., Rocklin, M., Kumar,
A., Ivanov, S., Moore, J. K., Singh, S., et al. (2017). Sympy: symbolic computing in
python. PeerJ Computer Science, 3:e103.
Milo, R., Shen-Orr, S., Itzkovitz, S., Kashtan, N., Chklovskii, D., and Alon, U. (2002).
Network motifs: simple building blocks of complex networks. Science, 298(5594):824–827.
Monod, J. (1970). Symmetry and function of biological systems at the macromolecular level.
Proc. 11th Nobel Symposium, Södergarn, Lidingö, Sweden, Aug. 1968. A. Engström and B.
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