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Abstract
We propose a class of weighted L2-type tests of fit to the Gamma distribution. Our
novel procedure is based on a fixed point property of a new transformation connected to a
Steinian characterization of the family of Gamma distributions. We derive the weak limits
of the statistic under the null hypothesis and under contiguous alternatives. Further, we
establish the global consistency of the tests and apply a parametric bootstrap technique
in a Monte Carlo simulation study to show the competitiveness to existing procedures.
1 Introduction
Testing the goodness-of-fit of data to a Gamma distribution is a first step to serious statistical
inference involving this model. Due to its versatile nature the Gamma distribution generalizes
the exponential, the χ2 and the Erlang distribution. Applications include modelling rainfall
data in Africa, see [22], or honey bee transit times, see [26]. To be specific, let X1, . . . ,Xn, . . .
be a sequence of independent and identically distributed (i.i.d.) copies of a positive random
variable X, all random variables being defined on a common underlying probability space
(Ω,A,P). Writing Γ(k, λ) for the Gamma distribution with shape parameter k > 0 and scale
parameter λ > 0 as well as Γ = {Γ(k, λ) | k, λ > 0} for the family of Gamma distributions, we
want to check the assumption that the distribution of X belongs to Γ, or equivalently, test
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the composite hypothesis
H0 : P
X ∈ Γ
against general alternatives. This testing problem has been considered in the statistical liter-
ature. In recent papers, [5, 26, 29] proposed tests based on some independence properties of
the Gamma distribution, [20] considered a test based on the empirical Laplace transform, [24]
proposed a method using the empirical moment generating function and [28] suggested to use a
variance ratio test. Most of these tests are built upon a characterization of the Gamma distri-
bution, while classical ’omnibus’ methods like the Kolmogorov-Smirnov test, the Crame´r-von
Mises test, the Anderson-Darling test or the Watson test utilize the (weighted) distance of the
empirical to the theoretical distribution function in some suitable function space. For a review
see [13]. Note that, since H0 stands for testing the fit to a whole family of distributions, every
statistic relies on some adequate estimator (k̂, λ̂) of (k, λ) to choose a ’best’ representative of
Γ.
Our novel idea for this testing problem is to use a fixed point property of a transformation
connected to a Stein-type characterization for the Gamma distribution. The family of test
statistics is then based on the weighted distance from the empirical transformation to the
empirical distribution function.
Inspired by the density approach as introduced in [11], section 4, and [25], section 2, we
first state a characterizing Steinian equation for the Gamma distribution. For (k, λ) ∈ (0,∞)2
we denote by
p(t) = p(t, k, λ) =
λ−k
Γ(k)
tk−1 e−t/λ, t > 0,
the density function of the Gamma distribution Γ(k, λ) with shape parameter k and scale
parameter λ. We write F for the set of all functions f : (0,∞) → R that are differentiable,
satisfy
lim
xց 0
f(x) = lim
xց 0
f(x)p(x) = lim
x→∞ f(x)p(x) = 0
and have a locally integrable derivative.
Theorem 1.1. A positive random variable X has a Γ(k, λ)-distribution (with parameters
k, λ > 0) if, and only if,
E
[
f ′(X) +
(
k − 1
X
− 1
λ
)
f(X)
]
= 0 (1)
2
for every f ∈ F for which this expectation exists.
For completeness, and as we have changed the class of test functions F as compared to
[25], a proof is given in the appendix.
The characterization of the Gamma distribution given in Theorem 1.1 is not directly ac-
cessible for the proposal of a goodness-of-fit test, since (1) depends on the class of functions
F . We tackle this problem by the following fixed point property.
Theorem 1.2. Let X be a positive random variable with distribution function F and assume
E|X| <∞. For k, λ > 0 define TX : R→ R by
TX(t) = E
[(
−k − 1
X
+
1
λ
)
min{X, t}
]
, t > 0,
and set TX(t) = 0 for t ≤ 0. Then X follows the Γ(k, λ)-law if, and only if, TX ≡ F on R.
Proof. For the necessity note first that if X ∼ Γ(k, λ), we have
E
[(
−k − 1
X
+
1
λ
)
1{X > t}
]
= −
∫ ∞
0
∂
∂x
p(x, k, λ)1{x > t}dx
= p(t, k, λ)
≥ 0
for all t > 0. Therefore, setting
dX(t) = E
[(
−k − 1
X
+
1
λ
)
1{X > t}
]
1(0,∞)(t), t ∈ R,
and realizing that Fubini’s Theorem implies∫
R
dX(s) ds = E
[(
−k − 1
X
+
1
λ
)∫ ∞
0
1{X > s}ds
]
= −(k − 1) + 1
λ
EX
= 1, (2)
we notice that dX is the density function corresponding to TX since∫ t
−∞
dX(s) ds = E
[(
−k − 1
X
+
1
λ
)∫ t
0
1{X > s}ds
]
= TX(t) (3)
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holds for all t ∈ R. Now, using the fundamental theorem of calculus and (1), we get, for any
f ∈ F , ∫
R
f ′(s) dX(s) ds = E
[(
−k − 1
X
+
1
λ
)∫ ∞
0
f ′(s)1{X > s}ds
]
= E
[
−
(
k − 1
X
− 1
λ
)
f(X)
]
= E
[
f ′(X)
]
which implies the claim (note that the set of derivatives of the functions in F separates
probability measures). For the converse, we assume TX(t) = F (t) for all t ∈ R, and let dX be
as above. By Tonelli’s theorem,∫
R
∣∣dX(s)∣∣ ds ≤ |k − 1|+ 1
λ
E|X| <∞
and thus
∣∣dX∣∣ < ∞ L1-almost everywhere, with L1 denoting the Lebesgue measure on the
Borel sets of the real line. Consequently, Fubini’s theorem is applicable and we acknowledge
(3) to hold true. Since TX is increasing, we have dX ≥ 0 L1-a.e. and as dominated convergence
gives us
E
[(
−k − 1
X
+
1
λ
)
X
]
= lim
t→∞T
X(t) = 1,
equation (2) holds. Therefore, dX is the density function corresponding to TX ≡ F . Using
this, we get
E
[
f ′(X)
]
=
∫
R
f ′(s) dX(s) ds
= E
[(
−k − 1
X
+
1
λ
)∫ ∞
0
f ′(s)1{X > s}ds
]
= E
[
−
(
k − 1
X
− 1
λ
)
f(X)
]
for every f ∈ F . By Theorem 1.1 we are done.
Remark. Note that [9] used the similar zero bias transformation (introduced by [15]) for
testing normality. By analogy with this transformation, the proof of Theorem 1.2 also shows
that if X is chosen such that TX is a distribution function, there exists a random variable
XΓ ∼ TX satisfying
E
[
f ′(XΓ)
]
= E
[(
−k − 1
X
+
1
λ
)
f(X)
]
(4)
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for each f ∈ F . Since TX apparently constitutes the only solution of (4), Theorem 1.2 assures
that the Γ(k, λ)-law is the unique fixed point of the distributional transformation PX 7→ PXΓ .
However, the restrictions on X that render TX a distribution function are very strict (for
instance, EX = kλ is a necessary condition) so, in general, we cannot think of PX 7→ TX
as a distributional transformation. For treatments that focus specifically on distributional
transformations related to Stein’s method we refer to [16] and [14]. In the latter, the sign
changes of the so called biasing function (which in our case is B = −p′/p) are taken into account
to guarantee that the ’biased distribution’ is, indeed, a distribution. The price which is paid
for this additional piece of structure is that the explicit representation of the transformation
(see Remark 1 (d) in [14]) is substantially more complex, especially when considering that, in
the case of the Gamma distribution, the sign change depends on the parameters which, later
on, have to be estimated.
By Theorem 1.2, we are able to compare TX to F in order to determine how close a given
distribution is to Γ(k, λ) and construct a goodness-of-fit statistic for testing the hypothesis
H0, based on X1, . . . ,Xn. In what follows, in addition to X > 0 P-almost surely, we assume
E|X| < ∞. Of course the unknown parameters k, λ have to be estimated from the data.
In view of the scale invariance of the class of Gamma distributions, we set Yn,j = Xj/λ̂n,
j = 1, . . . , n, where λ̂n = λ̂n(X1, . . . ,Xn) is a consistent, scale equivariant estimator of λ, i.e.,
we have
λ̂n(βX1, βX2, . . . , βXn) = β λ̂n(X1, . . . ,Xn), β > 0.
In addition, we let k̂n = k̂n(X1, . . . ,Xn) be a consistent, scale invariant estimator of k with
k̂n(βX1, βX2, . . . , βXn) = k̂n(X1, . . . ,Xn), β > 0.
Moreover, we assume that the limit (k̂n, λ̂n)
P−→ (k, λ) ∈ (0,∞)2 exists regardless of the
underlying distribution of X. Here,
P−→ denotes convergence in probability. Notice that any
statistic based on Yn,1, . . . , Yn,n and k̂n is scale invariant. Observing that λ̂n(Yn,1, . . . , Yn,n) = 1
and that, under H0, Yn,1 approximately follows a Γ(k, 1)-law for some k ∈ (0,∞), we propose
the Crame´r-von Mises type test statistic
Gn =
∫ ∞
0
Λ2n(t)w(t) dt, (5)
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where
Λn(t) =
√
n
 1
n
n∑
j=1
(
− k̂n − 1
Yn,j
+ 1
)
min{Yn,j, t} − 1
n
n∑
j=1
1{Yn,j ≤ t}
 ,
for t > 0, and w : (0,∞)→ (0,∞) is a continuous weight function satisfying∫ ∞
0
(t2 + 1)w(t) dt <∞. (6)
A test based on Gn rejects H0 for large values of the statistic.
Special focus will be given to the weight function wa(t) = e
−at, where a > 0 is some tuning
parameter. The appealing feature of this weight function is that Gn,a =
∫∞
0 Λ
2
n(t)wa(t) dt, has
a closed form expression. Namely, putting B
k̂n
(Yj:n) = − k̂n−1Yj:n + 1 , where Y1:n ≤ . . . ≤ Yn:n
are the order statistics of Yn,1, . . . , Yn,n, we obtain
Gn,a =
2
n
∑
1≤j<ℓ≤n
{
e−aYℓ:n
a
(
Yj:n − k̂n
) [−1
a
B
k̂n
(Yℓ:n)− 1
]
+
2
a3
B
k̂n
(Yj:n) Bk̂n (Yℓ:n)
+
e−aYj:n
a
B
k̂n
(Yℓ:n)
[
1
a
(k̂n − 2− Yj:n)− 2
a2
B
k̂n
(Yj:n)− Yj:n
]}
+
1
n
n∑
j=1
{
e−aYj:n
a
[
2k̂n − 1− 2Yj:n +
(
B
k̂n
(Yj:n)
)2 (−2
a
Yj:n − 2
a2
)]
+
2
a3
(
B
k̂n
(Yj:n)
)2}
(7)
by plain integral calculations.
It is interesting to see that, when restricted to the class of exponential distributions
E = {Exp(λ) = Γ(1, λ) ∣∣ λ > 0},
our statistic Gn,a reduces to the one proposed in [6] (see also [7]). Arguing that X has an
exponential distribution if, and only if, the mean residual life function is constant, that is
E
[
X − t ∣∣X > t] = EX, for each t > 0,
which is equivalent to
E
[
min{X, t}] = F (t)EX, for each t > 0, (8)
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the authors of [6] proposed the statistic
n
∫ ∞
0
(
1
n
n∑
k=1
min{Uk, t} − 1
n
n∑
k=1
1{Uk ≤ t}
)2
e−at dt, a > 0,
with Uk = Xk/Xn, k = 1, . . . , n, and Xn = n
−1∑n
k=1Xk. The resulting test is consistent
against general alternatives (cf. [6]) and has already been included in the extensive simulation
study [3] delivering a remarkable performance in terms of the tests power. We also want to
emphasize that our Theorem 1.2 is a vast generalization of the characterization (8).
The paper is organized as follows. In the next section, we will apply the central limit
theorem in Hilbert spaces to determine the limit distribution of Gn under the hypothesis H0.
We will further use these results in Section 3 to study the behaviour of our statistic under
a sequence of contiguous alternatives that converge to a fixed Gamma distribution at rate
n−1/2. In Section 4, we establish the consistency of our test based on Gn against general
alternatives. Section 5 is devoted to the details of the implementation with special focus on
the bootstrap technique and the maximum likelihood estimators. Additionally, we compare
our new procedure to different classical and modern tests of fit in a finite-sample Monte Carlo
power study.
2 The limit null distribution
As a framework for asymptotic results, we let L2 = L2
(
(0,∞),B>0, w(t) dt
)
be the Hilbert
space of measurable, square integrable functions f : (0,∞) → R and regard Λn as a random
element of L2. In this setting, Gn = ‖Λn‖2L2 , where
‖f‖2L2 =
∫ ∞
0
f2(t)w(t) dt
is the L2-norm. We will use the notation
D−→ for the convergence in distribution of both
random variables and random elements of L2. For the remainder of this section, we assume
that H0 holds, i.e. X ∼ Γ(k, λ) for some (k, λ) ∈ (0,∞)2. By the scale invariance of Gn, the
null distribution of Gn does not depend on the underlying second parameter λ, so we assume
λ = 1. In view of the bootstrap procedure used to obtain critical values for Gn, we consider
a triangular array Xn,1, . . . ,Xn,n, n ∈ N, of (rowwise) independent and identically distributed
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random variables with
Xn,1 ∼ Γ(kn, 1), kn ∈ (0,∞) and lim
n→∞ kn = k.
We let k̂n be a scale invariant, consistent estimator of k, having an expansion
√
n
(
k̂n − kn
)
=
1√
n
n∑
j=1
Ψ1(Xn,j , kn) + oP(1), (9)
where oP(1) denotes convergence to 0 in probability, as n→∞. The function Ψ1 is measurable
and satisfies
E[Ψ1(Xn,1, kn)] = 0, E[Ψ
2
1(Xn,1, kn)] <∞ (10)
and
lim
n→∞E[Ψ
2
1(Xn,1, kn)] = E[Ψ
2
1(X, k)]. (11)
Note that when implementing the bootstrap, we set kn = k̂n(ω) for the same element ω of the
underlying probability space that generates the values
Xn,1(ω), . . . ,Xn,n(ω). Similarly, we assume that λ̂n is a scale equivariant, consistent estimator
of λ with
√
n
(
λ̂−1n − 1
)
=
1√
n
n∑
j=1
Ψ2(Xn,j , kn) + oP(1) (12)
and require (10) and (11) to hold for Ψ2 also. Under these assumptions, we obtain the following
asymptotic result.
Theorem 2.1. For the test statistic defined in (5) we have
Gn = ‖Λn‖2L2 D−→ ‖W‖2L2 as n→∞.
Here, W is a centred Gaussian element of L2 with covariance kernel
Kk(s, t) = k(1 + k)P (s, k + 2)− 2kP (s, k + 1) + k2P (s, k)
+ stE
[(
(k − 1)2X−2 − (k − 1)X−1)1{X > t}]
+ sk
(
P (t, k + 1)− P (s, k + 1)) + s(1− k)(P (t, k) − P (s, k))
+ sk
(
p(t, k)− p(s, k))+ st p(t, k)
+ E
[
RXk (s) r
X
k (t)
]
+ E
[
RXk (t) r
X
k (s)
]
+ E
[
rXk (s) r
X
k (t)
]
,
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where 0 < s ≤ t <∞,
RXk (t) = (X − k)1{X ≤ t}+ t
(− (k − 1)X−1 + 1)1{X > t},
rXk (t) = Ψ1(X, k)
(
P (t, k) + tE
[
X−1 1{X > t}])
−Ψ2(X, k)
(
kP (t, k + 1) + t
(
1− P (t, k))).
Moreover, p(·, k) = p(·, k, 1) and P (·, k) denote the density and distribution function of the
Γ(k, 1)-law, respectively.
Proof. We define
Vn(s) =
1√
n
n∑
j=1
(− (k̂n − 1)X−1n,j + λ̂−1n )min{Xn,j , s} − 1{Xn,j ≤ s}, (13)
and observe that a simple change of variable yields
Gn = λ̂
−1
n
∫ ∞
0
V 2n (s)w
(
λ̂−1n s
)
ds = ‖Vn‖2L2 + oP(1). (14)
Here, the second equality holds since λ̂n → 1 in probability, as n→∞, and∣∣∣∣∫ ∞
0
V 2n (s)w(s) ds−
∫ ∞
0
V 2n (s)w
(
λ̂−1n s
)
ds
∣∣∣∣ ≤ sup
s> 0
∣∣∣∣∣1− w
(
λ̂−1n s
)
w(s)
∣∣∣∣∣ ‖Vn‖2L2
P−→ 0, (15)
provided that Vn ∈ L2 is bounded in probability. Indeed, we will show that Vn converges in
distribution to the Gaussian element stated in the theorem. To this end, we notice that
V˜n(s) =
1√
n
n∑
j=1
(− (kn − 1)X−1n,j + 1)min{Xn,j , s} − 1{Xn,j ≤ s}
+
√
n(kn − k̂n)E
[
X−1min{X, s}] +√n(λ̂−1n − 1)E[min{X, s}]
satisfies ‖Vn − V˜n‖2L2 = oP(1), since both
√
n(kn − k̂n) and
√
n(λ̂−1n − 1) are bounded in
probability and, using (6) together with Fubini’s theorem and Xn,1
D−→ X, we have∥∥∥∥∥∥ 1n
n∑
j=1
X−1n,j min{Xn,j , ·} − E
[
X−1min{X, ·}]
∥∥∥∥∥∥
2
L2
= oP(1)
and ∥∥∥∥∥∥ 1n
n∑
j=1
min{Xn,j, ·} − E
[
min{X, ·}]
∥∥∥∥∥∥
2
L2
= oP(1).
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From (9) and (12), we obtain ∥∥∥∥∥∥V˜n − 1√n
n∑
j=1
Wn,j
∥∥∥∥∥∥
2
L2
= oP(1),
where
Wn,j(s) =
(
−(kn − 1)X−1n,j + 1
)
min{Xn,j, s} − 1{Xn,j ≤ s}
+Ψ1(Xn,j , kn)E
[
X−1min{X, s}]+Ψ2(Xn,j , kn)E[min{X, s}],
j = 1, . . . , n, are i.i.d. random elements of L2. Since
E
[(− (kn − 1)X−1n,1 + 1)min{Xn,1, s}] = P(Xn,1 ≤ s)
by Theorem 1.2 and E[Ψ1(Xn,1, kn)] = E[Ψ2(Xn,1, kn)] = 0 by assumption, we have EWn,1 =
0. Consequently, by the central limit theorem for Hilbert spaces as stated, for instance, in
[12], there exists a centred Gaussian random element W of L2 with Vn D−→ W. Since the
assumptions on Ψ1 and Ψ2 entail
Kk(s, t) = lim
n→∞E[Wn,1(s)Wn,1(t)], s ≤ t,
(14) and (15), combined with Slutsky’s Lemma and the continuous mapping theorem, imply
the claim.
Remark. The distribution of ‖W‖2L2 is known to be that of
∑∞
j=1 κjN
2
j , where N1, N2, . . .
are independent, standard Gaussian random variables and κ1, κ2, . . . are the non-zero eigen-
values of the integral operator
L2 −→ L2, f 7−→
∫ ∞
0
Kk(·, t) f(t)w(t) dt.
We can neither hope to calculate the eigenvalues of this operator explicitly nor do we know the
limiting parameter k in practice. Thus, we cannot use asymptotic critical values to implement
our test but are forced to operate a parametric bootstrap procedure. With a proof similar
to that presented in [19], Theorem 2.1 guarantees that in this endeavour, a given level of
significance is attained in the limit, as the sample size and the number of bootstrap replications
go to infinity.
Remark. To justify the conditions on the estimators, we will specify them for the maxi-
mum likelihood and moments estimators. Since, in the former case, the estimators solve the
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log-likelihood equations for k and λ, we have
log(k̂n)− ψ(k̂n) = log(Xn)− 1
n
n∑
j=1
log(Xn,j), (16)
with the Digamma function ψ(kn) = Γ
′(kn)/Γ(kn), and
λ̂n =
Xn
k̂n
, (17)
where Xn = n
−1∑n
j=1Xn,j denotes the sample mean. Noticing that (16) may be written as
log(k̂n)− ψ(k̂n)− log(kn) + ψ(kn) = log(Xn)− log(kn) + ψ(kn)− 1
n
n∑
j=1
log(Xn,j),
Taylor expansions of the left-hand side and the first two logarithmic terms on the right-hand
side yield (
1
kn
− ψ′(kn)
)√
n
(
k̂n − kn
)
=
√
n
ψ(kn)− 1
n
n∑
j=1
log(Xn,j)

+
1
kn
√
n
(
Xn − kn
)
+ oP(1).
Thus, (9) holds with
Ψ1(Xn,j, kn) =
(
1− kψ′(k))−1{Xn,j − kn + k(ψ(kn)− log(Xn,j))}.
Next, we rewrite (16) as
log
(
k̂n
)− ψ(k̂n)− log (Xn)+ ψ(Xn) = ψ(Xn)− 1
n
n∑
j=1
log
(
Xn,j
)
,
and, with another pair of Taylor expansions, we arrive at(
1
Xn
− ψ′(Xn))√n(k̂n −Xn) = √n
ψ(kn)− 1
n
n∑
j=1
log(Xn,j)

+
√
n
(
ψ′(kn)
(
Xn − kn
))
+ oP(1).
Finally, (17) provides
√
n
(
λ̂−1n − 1
)
= X
−1
n
(
k̂n −Xn
)
and, using that Xn → k P-a.s., (12) holds with
Ψ2(Xn,j, kn) =
(
1− kψ′(k))−1{ψ′(k)(Xn,j − kn) + ψ(kn)− log(Xn,j)}.
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Now, we can further specify the covariance operator figuring in Theorem 2.1. For the maximum
likelihood estimators we get
E
[
rXk (s) r
X
k (t)
]
=
(
1− kψ′(k))−1(− ke1(s)e1(t)− ψ′(k)e2(s)e2(t)
+ e1(s)e2(t) + e1(t)e2(s)
)
,
where we set
e1(t) = P (t, k) + tE
[
X−1 1{X > t}] and e2(t) = kP (t, k + 1) + t(1− P (t, k)).
Moreover, we have
(
1− kψ′(k))E[RXk (s) rXk (t)]
=
(
e1(t)− ψ′(k)e2(t)
){
k(1 + k)P (s, k + 2)− 2kP (s, k + 1) + k2P (s, k)
}
+
(
ke1(t)− e2(t)
){
kψ(k)
(
P (s, k + 1)− P (s, k))
− E[ log(X)(X − k)1{X ≤ s}]}
+ s
(
e1(t)− ψ′(k)e2(t)
){
1− kP (s, k + 1) + (k − 1)P (s, k) − kp(s, k)
}
+ s
(
ke1(t)− e2(t)
){
ψ(k)p(s, k)
− E[(− (k − 1)X−1 + 1) log(X)1{X > s}]}.
If moment estimation is employed, the estimators take the form
k̂n =
(Xn)
2
S2n
and λ̂n =
S2n
Xn
,
where S2n = n
−1∑n
j=1(Xn,j −Xn)2 is the sample variance. We rewrite the first relation as
log(k̂n) = 2 log(Xn)− log(S2n) (18)
and realize that Taylor expansions yield
√
n
(
log(k̂n)− log(kn)
)
=
√
n
(
2 log(Xn)− 2 log(kn)−
(
log(S2n)− log(kn)
))
= 2k−1n
√
n(Xn − kn)− k−1n
√
n(S2n − kn) + oP(1).
Since
√
n
(
S2n − kn
)
=
1√
n
n∑
j=1
[
(Xn,j − kn)2 − kn
]
+ oP(1),
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we verify with yet another Taylor expansion that (9) holds with
Ψ1(Xn,j , kn) = 2Xn,j − kn − (Xn,j − kn)2.
In a similar manner, we derive
√
n
(
log(k̂n)− log(Xn)
)
= k−1n
√
n(Xn − kn)− k−1n
√
n(S2n − kn) + oP(1)
from (18) and, via
√
n
(
λ̂−1n − 1
)
= X
−1
n
√
n
(
k̂n −Xn
)
,
establish that (12) is satisfied putting
Ψ2(Xn,j , kn) =
1
k
{
Xn,j − (Xn,j − kn)2
}
.
For the corresponding terms in the covariance operator from Theorem 2.1, we calculate
E
[
rXk (s) r
X
k (t)
]
= 2k(1 + k) e1(s)e2(t)− 2(1 + k)
(
e1(s)e2(t) + e1(t)e2(s)
)
+ k−1(3 + 2k) e2(s)e2(t)
and
E
[
RXk (s) r
X
k (t)
]
=
(
2e1(t)− k−1e2(t)
) {
k(1 + k)P (s, k + 2)− k2P (s, k + 1)}
+
(
k−1e2(t)− e1(t)
) {
k(k + 1)(k + 2)P (s, k + 3)− 3k2(1 + k)P (s, k + 2)
+ 3k3P (s, k + 1)− k3P (s, k)}
− k2e1(t)
(
P (s, k + 1)− P (s, k)) − ks e1(t)p(s, k)
+
(
k−1e2(t)− e1(t)
)
s
{
k(1 + k)(1 − P (s, k + 2)) + 2k(k − 1)(1 − P (s, k))
+ k(1− 3k)(1 − P (s, k + 1)) + k2p(s, k)}
+
(
2e1(t)− k−1e2(t)
)
s
{
k(1− P (s, k + 1)) + (1− k)(1− P (s, k))}.
Summarizing, we have validated the asymptotic expansions listed in Remark 2.2 of [20] for
both types of estimators.
3 The behaviour under contiguous alternatives
In contrast to the setting under the null hypothesis, where we had to study the asymptotic
properties of our statistic under a triangular array to account for the bootstrap procedure
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that is run to obtain critical values, we will now look at a triangular array of (rowwise) i.i.d.
random variables Zn,1, . . . , Zn,n, n ∈ N, with Lebesgue density
qn(x) = p0(x)
(
1 + c(x)√
n
)
, x ∈ (0,∞).
Here, p0 denotes the density function of a fixed H0-distribution, that is, with the scale invari-
ance of our statistic in mind, the density function of the Γ(k, 1)-law for some arbitrary, but
fixed, k > 0. The function c : (0,∞)→ R is measurable and bounded, and it satisfies∫ ∞
0
c(x) p0(x) dx = 0.
Additionally, we assume n to be large enough to ensure qn ≥ 0. In what follows, we examine
µn =
n⊗
j=1
(p0 L1) and νn =
n⊗
j=1
(qn L1),
which are measures on (0,∞)n endowed with the Borel-σ-field Bn>0.
Lemma 3.1. The sequence of measures {νn}n∈N is contiguous to {µn}n∈N.
Proof. By the absolute continuity of νn with respect to µn, the Radon-Nikodym derivative
Ln =
dνn
dµn
exists and a Taylor expansion (using the boundedness of c) gives
log
(
Ln(Xn,1, . . . ,Xn,n)
)
=
n∑
j=1
(
c(Xn,j)√
n
− c
2(Xn,j)
2n
)
+ oP(1),
whenever (Xn,1, . . . ,Xn,n)
D
= µn. Writing
τ2 =
∫ ∞
0
c2(x) p0(x) dx,
the Lindeberg-Feller central limit theorem and Slutsky’s Lemma imply
log
(
Ln
) D−→ N (−τ2
2
, τ2
)
underµn.
By LeCam’s first Lemma (cf. [18], p.253, Corollary 1) we are done.
We will now use the statements from Section 2 and fundamental results for contiguous
measures to derive the (non-degenerate) limit distribution of our statistic under the sequence
of contiguous alternatives of the form given above. From this result we conclude that a test
based on Gn is able to detect these alternatives. To our knowledge, this setting has not yet
been examined in the context of goodness-of-fit tests for Gamma distributions, however, the
standard reasoning for this type of contiguous alternatives (see, for instance, [21] or [9]) works
well.
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Theorem 3.2. Under the triangular array
(
Zn,1, . . . , Zn,n
) D
= νn we have
Gn
D−→ ‖W + ζ‖2L2 as n→∞,
where ζ(·) = ∫∞0 η(x, ·) c(x) p0(x) dx ∈ L2,
η(x, s) =
(−(k − 1)x−1 + 1)min{x, s} − 1{x ≤ s}
+Ψ1(x, k)E
[
X−1min{X, s}]+Ψ2(x, k)E[min{X, s}],
with X ∼ Γ(k, 1), and W is the centred Gaussian element of L2 that arose in the proof of
Theorem 2.1.
Proof. When interpreting Vn from (13) as a random element(
(0,∞)n, Bn>0, µn
)→ ((0,∞), B>0),
we have seen in the proof of Theorem 2.1 (cf. (14)) that
Gn = ‖Vn‖2L2 + oµn(1). (19)
Further, we have already established that
‖Vn −W∗n‖2L2 = oµn(1),
where W∗n(s) = 1√n
∑n
j=1W
∗
n,j(s) and
W ∗n,j(s) =
(
−(k − 1)X−1n,j + 1
)
min{Xn,j, s} − 1{Xn,j ≤ s}
+Ψ1(Xn,j , k)E
[
X−1min{X, s}]+Ψ2(Xn,j , k)E[min{X, s}],
with (Xn,1, . . . ,Xn,n)
D
= µn. Thus, by contiguity,
‖Vn −W∗n‖2L2 = oνn(1). (20)
Using the boundedness of c and assumption (10) on Ψ1 and Ψ2, we get, still under µn,
lim
n→∞Cov
(
W ∗n,1(s), c(Xn,1)− 12√n · c2(Xn,1)
)
= ζ(s).
Now, for fixed ℓ ∈ N, we let v ∈ Rℓ and s1, . . . , sℓ ∈ (0,∞). Putting Σ =
(Kk(si, sj))1≤i,j≤ℓ,
whereKk is the covariance kernel ofW figuring in Theorem 2.1, and letting ζℓ =
(
ζ(s1), . . . , ζ(sℓ)
)⊤
,
the multivariate Lindeberg-Feller central limit theorem implies v1W∗n(s1) + · · ·+ vℓW∗n(sℓ)
log(Ln)
 Dµn−−−→ N2
 0
− τ22
 ,
 v⊤Σv v⊤ζℓ
ζ⊤ℓ v τ
2
 .
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Here, N2 denotes a bivariate normal distribution determined by its vector of expectations
and its covariance matrix. LeCam’s third Lemma (see eg. [18], p.259, Lemma 2) yields the
convergence of the finite-dimensional distributions of W∗n to those of W + ζ under νn. As
{W∗n}n∈N is tight under µn and, thus, also under νn, we have
W∗n
Dνn−−−→W + ζ.
In combination with (19) and (20) (and the contiguity) this finishes the proof.
4 Consistency
In this section, we let X be a non-negative, non-degenerate random variable with E|X| <∞,
and X1,X2, . . . are i.i.d. copies of X. We assume that the estimators k̂n, λ̂n are scale invariant
and scale equivariant, respectively, as in Section 1. Furthermore, there exists (k, λ) ∈ (0,∞)2
so that
(k̂n, λ̂n)
P−→ (k, λ) as n→∞. (21)
In view of the scale invariance of Gn, we assume λ = 1.
Theorem 4.1. As n→∞, we have
Gn
n
P−→
∫ ∞
0
(
E
[(−(k − 1)X−1 + 1)min{X, t}] − P(X ≤ t))2w(t) dt.
Proof. By a change of variable, we get
Gn
n
= λ̂−1n
∫ ∞
0
V ∗2n (s)w
(
λ̂−1n s
)
ds,
where
V ∗n (s) =
1
n
n∑
j=1
(− (k̂n − 1)X−1j + λ̂−1n )min{Xj , s} − 1{Xj ≤ s}.
Next, standard Glivenko-Cantelli arguments ensure both
sup
s> 0
∣∣∣∣∣∣ 1n
n∑
j=1
X−1j min{Xj , s} − E
[
X−1min{X, s}]
∣∣∣∣∣∣ −→ 0 P-a.s.
and
sup
s> 0
∣∣∣∣∣∣ 1n
n∑
j=1
min{Xj , s} − E
[
min{X, s}]
∣∣∣∣∣∣ −→ 0 P-a.s.
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as n → ∞, since all functions involved are continuous and increasing, and the deterministic
functions have compact ranges. Thus, an argument similar to (15), the assumption (k̂n, λ̂n)
P−→
(k, 1) and the Glivenko-Cantelli theorem give
Gn
n
P−→
∫ ∞
0
(
E
[(− (k − 1)X−1 + 1)min{X, s}] − P(X ≤ s))2w(s) ds
as n→∞. Another change of variable yields the claim.
Note that Theorem 1.2 implies that the limit figuring in Theorem 4.1 is positive if X has
a non-Gamma distribution. Hence, a test based on Gn is consistent against each alternative
with existing expectation and the further assumption discussed in the following remark. From
the proof it is evident that, if (k̂n, λ̂n) converges to (k, λ) almost surely, we also have almost
sure convergence in the theorem.
Remark. From (16) we deduce that, if maximum likelihood estimation is employed, we
have k̂n → k P-a.s. where k is the solution of
log(k)− ψ(k) = log(EX)− E[log(X)]. (22)
Under the further assumption E| log(X)| <∞ we can assure that
0 < log(EX)− E[log(X)] <∞
since X is non-degenerate. We define h(x) = log(x)− ψ(x), for x > 0. From
− 1
2x
− 1
x2
< ψ(x)− log(x) < − 1
2x
, x > 0,
(cf. 6.3.21 in [1]), we derive
1
2x
< h(x) <
1
2x
+
1
x2
, x > 0.
Together with the continuity and monotonicity of h this gives a unique solution 0 < k < ∞
of (22). Additionally, λ̂n = k̂
−1
n Xn → λ = k−1 EX ∈ (0,∞) which shows that Theorem 4.1
is valid for the maximum likelihood estimators. Note that the consistency of our test holds
without requiring the existence of the second moment (as e.g. the test in [20]).
If, instead, moment estimation is employed, we need the condition on the second moment to
assure the applicability of Theorem 4.1 since
k̂n −→ (EX)
2
V(X)
and λ̂n −→ V(X)
EX
.
17
5 Monte Carlo Simulation
The finite-sample power performance of our test based on Gn,a from (7) is compared to several
competitors by means of a Monte Carlo simulation study. All simulations were performed
using the statistical computing environment R, see [27]. The simulation study was conducted
at a 5% nominal level with each entry in Table 1 and 2 representing the percentage of empirical
rejection rates based on 10 000 replications. Since the limit null distribution depends on the
shape parameter k, we used the parametric bootstrap procedure proposed in [20], section 3,
to obtain critical values. In each Monte Carlo run, we computed the approximate maximum
likelihood estimator λ̂n = Xn/k̂n as in (17) and
k̂n =

R−1n
(
0.500876 + 0.1648852Rn − 0.0544274R2n
)
, 0 < Rn ≤ 0.5772,
R−1n
(
17.79728 + 11.968477Rn +R
2
n
)−1(
8.898919
+9.059950Rn + 0.9775373R
2
n
)
, 0.5772 < Rn ≤ 17,
1/Rn, Rn > 17,
where Rn = logXn − 1n
∑n
j=1 logXj is the logarithmic ratio of the arithmetic and geometric
mean of X1, . . . ,Xn, see [23] section 7.2 or [10]. We then generated 500 bootstrap samples
from the Γ(k̂n, 1)-law and calculated the critical value, as suggested in [17], which is given by
c˜B = T
∗
(475) + 0.95
(
T ∗(476) − T ∗(475)
)
.
Here, T ∗(j) denotes the j-th order statistic, j = 1, . . . , 500, of the bootstrap sample of values of
the test statistic T ∗1 , . . . , T
∗
500. This method leads to a more accurate empirical level of the test.
In view of the heavy computations due to the bootstrap procedure, we confined the sample
sizes to n = 20 and n = 50. We didn’t consider moment estimators since we expect the same
behaviour of the tests as in [20], where problems in adhering the significance level are reported.
We compare our new test with classical procedures based on the empirical distribution
function, like the Kolmogorov-Smirnov test (KS), Crame´r-von Mises test (CM), the Anderson-
Darling test (AD), and the Watson test (WA), see [13], section 3, and for a description, see
section 3 of [20]. In addition we implemented the following tests based on the empirical Laplace
transform. Writing
Zn(t) =
√
n
 k̂n
n
n∑
j=1
exp(−tYj)− 1 + t
n
n∑
j=1
Yj exp(−tYj)
 ,
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where Yj is shorthand for Yn,j = Xj/Xn, the authors of [20] propose, for a tuning parameter
a > 0, the statistics
T (1)n,a =
∫ ∞
0
Z2n(t) exp (−at) dt
=
1
n
n∑
j,k=1
[
YjYk − k̂n(Yj + Yk) + k̂2n
Yj + Yk + a
+
2YjYk − k̂n(Yj + Yk)
(Yj + Yk + a)2
+
2YjYk
(Yj + Yk + a)3
]
and
T (2)n,a =
∫ ∞
0
Z2n(t) exp (−at2) dt
=
1
2n
√
π
a
n∑
j,k=1
[
YjYk + k̂
2
n − k̂n(Yj + Yk)
]
ϕjk(a)
+
1
2n
1
2a
n∑
j,k=1
[
2YjYk − k̂n(Yj + Yk)
] [
2−
√
π
a
(Yj + Yk)ϕjk(a)
]
+
1
2n
1
4a2
n∑
j,k=1
YjYk
[{√
π
a
(Yj + Yk)
2 + 2
√
πa
}
ϕjk(a)− 2(Yj + Yk)
]
,
where
ϕjk(a) =
[
1− Φ
(
Yj + Yk
2
√
a
)]
exp
(
(Yj + Yk)
2
4a
)
and Φ(x) = 2√
π
∫ x
0 exp
(−t2) dt denotes the error function. To obtain critical values the same
parametric bootstrap procedure as referenced above has been used. We chose T
(1)
n,1 and T
(2)
n,4
as representatives for the simulation study, since these choices of the tuning parameter a are
recommended by the authors.
For easy comparison to the existing simulation study in [20], we considered the same
alternative distributions and restate them here (each density being defined for x > 0):
• the Weibull distribution W (ϑ) with density ϑxϑ−1 exp(−xϑ),
• the inverse Gaussian law IG(ϑ) with density (ϑ/2π)1/2x−3/2 exp[−ϑ(x− 1)2/2x],
• the lognormal law LN(ϑ) with density (ϑx)−1(2π)−1/2 exp[−(log x)2/(2ϑ2)],
• the power distribution PW (ϑ) with density ϑ−1x(1−ϑ)/ϑ, 0 < x ≤ 1,
• the shifted-Pareto distribution SP (ϑ) with density ϑ/(1 + x)1+ϑ,
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• the Gompertz law GO(ϑ) with distribution function 1− exp[ϑ−1(1− ex)],
• the linear increasing failure rate law LF (ϑ) with density (1 + ϑx) exp(−x− ϑx2/2).
The best performing tests for each distribution and sample size in Tables 1 and 2 have
been highlighted for easy reference. It is apparent that our tests outperform the classical
procedures in most cases (except for theW (0.5), the PW (4) and SP (1) alternatives), although
they show a conservative performance under the null hypothesis, i.e. they do not fully exploit
the significance level. While T
(1)
n,1 and T
(2)
n,4 have very good power for most alternatives, our
new procedures are not too far away or are even better for a reasonable choice of the tuning
parameter a. When comparing the power of Gn,a for the two sample sizes n = 20 and n = 50,
it seems that a smaller choice of a increases the power, when the tests are among the best
procedures, while for some alternatives, e.g. the LN(1.5)-law, the performance increases for
greater values of a.
6 Conclusions and Outlook
We established a new characterization of the Gamma distribution by introducing a trans-
formation related to a Stein-type identity. This novel relation can be interpreted as a vast
generalization of the characterization of the exponential distribution via the mean residual
life function. Based on the explicit representation of our transformation, we proposed a new
family of universally consistent goodness-of-fit tests for the Gamma distribution, which can be
computed efficiently. We derived the asymptotic distribution under the null hypothesis and
under a certain type of contiguous alternatives. Applying a parametric bootstrap technique,
we included simulations to show that for an appropriate choice of the tuning parameter, the
tests are competitive to existing procedures. It would be beneficial for the application of
the test to choose an optimal tuning parameter depending on the data, perhaps using the
method suggested in [2]. An interesting open question is the behaviour of the tests under fixed
alternatives: Do we have
√
n
(
Gn,a
n
−∆k
)
D−→ N (0, σ2k) as n→∞,
under suitable moment conditions, for some σ2k > 0. Here,
∆k =
∫ ∞
0
(
E
[(−(k − 1)X−1 + 1)min{X, t}]− P(X ≤ t))2w(t) dt
20
is the constant arising as the limit in Theorem 4.1. This result would open ground to equiva-
lence tests and related theory proposed in [4, 8].
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A Proof of Theorem 1.1
Note that if X ∼ Γ(k, λ), X has Lebesgue density p = p(·, k, λ), and the fundamental theorem
of calculus implies
E
[
f ′(X) +
(
k − 1
X
− 1
λ
)
f(X)
]
= E
[
f ′(X) +
p′(X)
p(X)
f(X)
]
=
∫ ∞
0
d
dx
(
f(x)p(x)
)
dx
= lim
x→∞ f(x)p(x)− limxց 0 f(x)p(x)
= 0
for any f ∈ F . For the converse, define ft : (0,∞)→ R by
ft(x) =
1
p(x)
∫ x
0
(
1(0,t](s)− P (t)
)
p(s) ds, t > 0,
where P (t) =
∫ t
0 p(s) ds is the distribution function of the Γ(k, λ)-law. Apparently, ft is
differentiable with
f ′t(x) = −
p′(x)
p2(x)
∫ x
0
(
1(0,t](s)− P (t)
)
p(s) ds+
1
p(x)
(
1(0,t](x)− P (t)
)
p(x)
= −
(
k − 1
x
+
1
λ
)
ft(x) + 1(0,t](x)− P (t) (23)
and, since
(
(k − 1)x−1 + λ−1) ft(x) is continuous for x > 0 and 1(0,t] − P (t) is bounded, f ′t is
locally integrable. Further,
lim
x→∞ ft(x)p(x) =
∫ ∞
0
(
1(0,t](s)− P (t)
)
p(s) ds = P (t)− P (t) = 0.
Noting that, for x < t, the function takes the form
ft(x) =
1
p(x)
P (x)
(
1− P (t)), (24)
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we infer limxց 0 ft(x)p(x) = limxց 0 P (x)
(
1− P (t)) = 0. Arguing that
0 ≤ 1
p(x)
P (x) =
∫ x
0
( s
x
)k−1
eλ
−1(x−s) ds = xeλ
−1x
∫ 1
0
zk−1e−λ
−1xz dz ≤ xe
λ−1x
k
,
equation (24) also implies limxց 0 ft(x) = 0 and therefore ft ∈ F . Thus, the assumption and
(23) yield
0 = E
[
f ′t(X) +
(
k − 1
X
− 1
λ
)
ft(X)
]
= P(X ≤ t)− P (t).
As t was arbitrary, X follows the Γ(k, λ)-law. 
Remark. Since f ′t(x) +
(
(k − 1)−1 − λ−1) ft(x) is bounded for x > 0 and the proof depends
on F solely through ft, we can assume that, for any f ∈ F , the function
f ′(x) +
(
(k − 1)x−1 − λ−1) f(x)
is integrable with respect to any probability measure and hence the stated expectations exist.
We also realize that the requirement limxց 0 f(x) = 0 for functions in F was not yet needed.
Still, as the last step in the proof of Theorem 1.2 relies on this assumption, we had to include
it in the characterization given in Theorem 1.1.
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Gn,0.1 Gn,0.25 Gn,0.5 Gn,0.75 Gn,1 Gn,1.5 Gn,2 Gn,3 T
(1)
n,1 T
(2)
n,4 KS CM AD WA
Γ(0.25) 3 3 3 3 3 3 3 3 4 3 5 5 5 5
Γ(0.5) 3 3 3 4 4 5 5 5 5 4 5 5 5 5
Γ(1) 3 4 5 5 5 5 5 5 5 5 5 5 5 5
Γ(5) 5 6 5 3 3 2 2 3 6 5 5 5 5 5
Γ(10) 6 5 2 2 2 3 3 3 5 1 5 5 5 5
W (0.5) 7 8 9 7 9 8 9 8 15 15 11 12 12 11
W (1.5) 5 6 7 8 8 7 7 5 8 8 6 7 7 6
W (3) 15 17 16 13 13 11 12 12 18 9 11 12 13 10
IG(0.5) 35 37 40 41 43 43 42 40 44 44 30 37 39 32
IG(1.5) 20 21 21 22 20 17 13 10 20 19 14 16 17 14
IG(3) 13 14 13 10 8 4 3 1 12 9 9 10 11 9
LN(0.5) 13 13 11 8 6 4 2 1 11 8 9 9 10 8
LN(0.8) 21 22 22 21 20 17 15 11 21 22 14 16 17 14
LN(1.5) 37 38 38 39 39 41 41 42 46 43 32 38 39 34
PW (1) 45 50 50 49 45 40 34 29 44 42 33 42 47 37
PW (2) 22 25 28 30 31 31 29 24 28 27 20 25 28 22
PW (4) 6 7 8 8 10 10 12 10 16 10 11 13 15 12
SP (1) 38 40 43 40 45 43 47 45 58 56 46 52 52 47
SP (2) 26 26 26 27 26 27 26 25 28 30 19 23 23 20
GO(2) 20 25 28 29 28 26 24 20 28 28 18 21 23 18
GO(4) 34 39 41 41 39 35 32 28 41 37 25 31 33 26
LF (2) 7 9 12 13 13 13 12 11 14 14 9 10 11 9
LF (4) 9 12 15 17 16 16 15 13 18 18 11 12 13 10
Table 1: Empirical rejection rates for n = 20, α = 0.05 (10 000 replications)
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Gn,0.1 Gn,0.25 Gn,0.5 Gn,0.75 Gn,1 Gn,1.5 Gn,2 Gn,3 T
(1)
n,1 T
(2)
n,4 KS CM AD WA
Γ(0.25) 4 4 4 4 4 4 4 4 4 4 5 4 5 5
Γ(0.5) 4 4 4 5 5 5 5 5 5 5 5 5 5 5
Γ(1) 5 5 5 5 5 6 6 6 5 5 5 5 5 5
Γ(5) 5 6 5 4 3 3 3 3 5 6 5 5 5 5
Γ(10) 5 5 3 3 3 3 4 4 5 0 5 5 5 5
W (0.5) 14 17 20 15 22 17 22 17 32 33 21 26 26 21
W (1.5) 9 10 11 12 12 11 11 9 12 12 8 9 10 8
W (3) 36 37 34 32 30 32 33 33 37 14 19 23 26 18
IG(0.5) 79 81 83 84 85 85 85 83 88 84 66 78 82 70
IG(1.5) 48 49 50 50 48 44 40 34 52 46 30 37 41 30
IG(3) 29 29 28 25 21 16 14 11 29 14 17 20 22 17
LN(0.5) 27 26 22 19 15 11 10 8 24 8 14 17 18 14
LN(0.8) 49 49 48 47 45 40 36 30 49 45 29 36 38 29
LN(1.5) 78 79 80 80 81 81 81 79 86 82 68 78 80 70
PW (1) 95 94 93 90 87 79 72 61 88 86 72 86 92 80
PW (2) 78 79 78 78 75 71 65 53 64 71 48 60 69 53
PW (4) 10 12 17 14 20 16 22 16 40 41 22 28 34 25
SP (1) 71 74 77 73 80 76 81 77 93 92 85 90 90 86
SP (2) 58 58 58 57 57 54 52 48 59 59 42 49 50 42
GO(2) 61 63 64 63 61 55 50 42 63 64 42 52 56 42
GO(4) 82 83 82 80 77 72 67 62 82 79 58 71 75 61
LF (2) 22 24 27 27 27 26 24 21 30 31 18 21 22 16
LF (4) 28 30 33 34 34 31 29 25 37 38 21 26 28 20
Table 2: Empirical rejection rates for n = 50, α = 0.05 (10 000 replications)
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