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Abstract  —  In this paper, we present a learning control 
algorithm used in our research of advanced opto-electronic 
automation, which yields high performance, low cost opto-
electronic alignment and packaging through the use of 
intelligent control theory and system-level modeling.  The 
learning loop technique is activated at a lower sampling 
frequency for specific and appropriate tasks, to improve the 
knowledge based control model.  Our automation technique 
is based on constructing an a priori knowledge based model, 
specific to the assembled package’s optical power 
propagation characteristics.  From this model, a piece-wise 
linear inverse model is created and used in the “feed-
forward” loop.  This model can be updated for increased 
accuracy through the learning loop. 
Index Terms  —  Optical Automation, Optical 
Microsystems, Alignment, Packaging, Learning Model 
Identification. 
I. INTRODUCTION 
In recent work, we have introduced an automation 
process for the assembly, manufacturing, and packaging of 
optical microsystems using advanced device specific 
optical power models as well as intelligent control theory 
to yield high performance, low cost packaging [15][16].   
Using model based control techniques, we have 
successfully simulated the alignment of optical fibers to 
devices in a near optimal configuration to maximize 
power transmission.  Our technique incorporates the 
materials and mechanics in order to position the 
components and devices, exerting forces on the various 
degrees of freedom before, during, and after alignment so 
that the optical signal is positioned for maximum 
transmission in a robust manner.  This automation 
technique will increase the system performance in terms 
of bit error rate (BER), signal-to-noise ratio (SNR), 
insertion loss, crosstalk, and coupling, while decreasing 
the overall cost of optical microsystems.  As device and 
system designs become more complex, the advantages of 
model based control will be magnified.   
Our automation work differs from other research being 
performed in industry by Newport [11], Kyocera [19], 
Polytech PI [20], and Palomar [6].  The current state of the 
art technique is based on maximizing power alignment 
with a gradient ascent algorithm [1] from an initial set 
point determined by computer visual [2][3].  For simple 
uni-modal power distributions, this technique has shown 
good results.  However, for more complex system without 
simple uni-modal power distributions, this technique can 
attach at local power maximums, instead of the global 
power maximum of the entire device. 
With the use of model based control theory, we can 
support non-uni-modal power distribution by accurately 
predict the optimal point of alignment and attachment.  
Therefore, our success is based on the quality of our 
model used in the automation process.  In this paper, we 
present techniques in which the system can “learn” and 
increase the accuracy of the models.  It provides 
opportunities for the system to improve upon its power 
model and adjust its accuracy on the basis of “experienced 
evidence” or a mismatch between expected power and 
measured power at a specific axes configuration. 
In the first section of this paper, we provide details of 
model based control systems, and provide the theory 
behind our research.  This is followed by details of the 
learning model identification scheme, as well as a 
simulated example.  The paper concludes with future 
research directions. 
II. AUTOMATION CONTROL ALGORITHMS 
The control loops used to implement our model based 
control algorithm for the automation of photonic devices 
is presented in Figure 1.  The inner loop, denoted (A) in 
the figure, is an off-the-shelf servo feedback loop, 
typically a PID controller.  The servo loop is initialized 
with a “smart” set point to track, xo, determined from the 
“feed forward” loop, which is denoted as loop (B) in 
Figure 1. 
The combination of these two loops defines Model 
Based Control, which is the essence of our research 
design.  The feed-forward element is typically based upon 
a priori knowledge regarding the process to be controlled 
[1][8][9].  In our case, this feed-forward loop models the 
optical system alignment and predicts the best point of 
attachment.  The feedback servo loop, still used in the 
global control loop, is used to “fine-tune” the alignment. 
The control algorithm block diagram of the feed 
forward and feedback loops can be seen in Figure 2.  The 
feed forward sub-loop is on the left, defined by the left-
most equation in Figure 2.  On the right of the figure, the 
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feedback loop and its defining transfer function are 
presented.  In the figure, the input is Optical Power 
Desired, Pd, and the output is Optical Power Received, Pr.  
The control plant is denoted as P, and the gain is noted as 
Kp. 
To effectively use the model based control, models of 
the control plant, Pˆ , and its inverse, Pˆ -1, must be 
determined for the feed forward loop.  If done accurately, 
the feed-forward control loop can position the mechanics 
in the vicinity of the globally optimal configuration.  If Pˆ  
= P, where P is the actual behavior of the plant, perfect 
tracking can be obtained, mathematically shown by 
multiplying the transfer function of the two sub loops 
together: 
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As seen, the feed forward loop relies on accurate 
models to determine the set point.  Therefore, the optical 
power propagation model is critical to our technique’s 
success.  To this end, we introduce a third and final loop 
in our system.  This loop is called the “learning loop” and 
is denoted (C) in Figure 1.  This loop is the focus of this 
paper, and will be discussed in detail in the following 
sections. 
III. LEARNING MODEL IDENTIFICATION TECHNIQUE 
In the systems we wish to automate, the structure of the 
system and all of its parameter values are assumed known. 
Optical propagation models are then used to derive a 
mathematical representation. But often, all this 
information is not available, or models could have 
inaccuracies.  In such a case, a system model can be 
approximately determined from experimental 
measurements of available inputs and outputs. When the 
structure of the unknown system is known, but certain 
parameter values are unknown, system identification is 
reduced to the problem of parameter identification. This 
identification technique is discussed for opto-electronic 
automation in this and the following section. 
We are using the angular spectrum technique to model 
optical propagation between system components, 
including optical sources, fibers, devices, apertures, and 
detectors, due to it accuracy and computational efficiency 
[7][14].  The angular spectrum technique is an exact 
solution to the Rayleigh-Sommerfeld formulation, a scalar 
modeling technique without near and far field 
approximations.  The technique is implemented by 
performing a Fourier transform on the complex optical 
wavefront transforming from the spatial domain to the 
frequency domain, multiplying these frequencies by a 
transfer function describing the propagation medium, and 
returning to the spatial domain with the use of an inverse 
Fourier transform.  However, there are possible sources of 
errors in our optical modeling technique.  The first is the 
use of a discrete Fourier transform in place of a 
continuous Fourier expression.  Other errors can be found 
due to aliasing and sampling conditions.  Details of these 
possible errors have been discussed in [13]. 
To combat possible errors in our modeling, we 
implement a learning loop to improve the models that we 
use in our control functions.  The learning model 
identification [4] gets activated at a lower sampling 
frequency for specific and appropriate tasks.  This 
technique provides opportunities for the system to 
improve upon its power model and adjust its accuracy on 
the basis of “experienced evidence” or a mismatch 
between expected power and measured power at a specific 
axes configuration.  Details of the learning identification 
technique are explained below. 
The system to be identified is assumed to be described 
by ),,( βuyfy =& , where y is the output, u is the input, 
and β is a vector of all the unknown parameters.  A 
mathematical model with the same form, with different Fig. 2. Simple model based control 
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Fig. 1. Model based control algorithm for automation of 
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parameter values βˆ , is used as a learning model, such that 
)ˆ,,ˆ(ˆ βuyfy =& .  The output error vector, e, is defined as 
yye ˆ−= .  The goal of the learning loop is to manipulate 
βˆ  such that the output is equal to zero. The implicit 
assumption is that e is determined entirely by βˆ  and is 
zero when ββ =ˆ .  It follows that )ˆ(βee =  and 
ββ
&& ˆ
ˆ 



∂
∂
=
ee .   
The Lyapunov function, v(e), is used to determine the 
stability of the system.  In this case, v(e) is selected as a 
positive definite function of e (that is, if v(0)=0 then 
v(e)>0 for all e ≠ 0) and is defined as eQeev T
2
1)( = , 
where Q is a symmetric matrix.  Therefore, the derivative 
of the function is ββν
&& ˆ
ˆ)( ∂
∂
=
eQee T . If )(eν& could be 
made negative definite (that is, if v(0)=0 then v(e)<0 for 
all e ≠ 0)  by properly choosing β&ˆ , then e would approach 
zero asymptotically.  Selecting Qee T)ˆ(
ˆ
βεβ ∂
∂
−=
& , with ε  
as a positive scalar constant, gives a negative semi definite 
(that is, v(e) ≤ 0 for all e ≠ 0) expression 
QeeeQee TT )ˆ)(ˆ()( ββεν ∂
∂
∂
∂
−=& .  Even though not negative 
definite, this learning model technique is capable of 
providing system identification in many cases. 
Before this scheme can be implemented, the sensitivity 
matrix, βˆ∂
∂e , must be computed.  y does not depend on βˆ , 
therefore, Sye ≅
∂
∂
−=
∂
∂
ββ ˆ
ˆ
.  Since the initial conditions for 
the model )0(yˆ  can be selected independently of )0(βˆ , 
the initial condition for the sensitivity matrix S is S (0) = 
[0]. The learning model adjustment scheme consists of 
assuming initial values for )0(βˆ , adjoining the sensitivity 
equations to the model equations and using QeS Tεβ −=&ˆ .  
The learning model identification technique can be seen as 
a control diagram in Figure 3 [4].   
As in all gradient adjustment schemes, the parameter ε  
must be properly selected.  If ε  is too large, the schemes 
will diverge, and if ε  is too small, then βˆ  will approach 
β  very slowly.  General conditions under which this 
technique converges are difficult to determine analytically 
[5].  Selection of a suitable ε  and the weighting matrix Q  
are determined by a trial and error process.  In spite of all 
its shortcomings, this technique, and modifications of it, 
has proved successful. 
To show an example of this learning identification 
theory, we present a system with two unknown variables 
having input-output differential equation Kuyay =+ &&& .  In 
this case, a and K are unknown (i.e., need to be learned), 
and the variables u, y, and y&  can be measured.  Using the 
theory explained previously, the equations necessary to 
implement the learning model identification scheme are 
1xy =  and 2xy =& , resulting in the derivate of the state 
variable u
K
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the error is defined as xxe ˆ−= .  The necessary sensitivity 
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coefficients are contained in
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The initial conditions on all four sensitivity equations 
are zero. For this two unknown control learning loop, 
Figure 4 gives the simulation diagram for this method [4].  
We next show how to use these results for our learning 
loop in our opto-electronic automation.  
IV. IMPLEMENTATION OF LEARNING MODEL 
IDENTIFICATION TECHNIQUE 
From the optical power distributions that we determined 
from simulation, we must find the inverse model for the 
feed forward control loop as seen in Figure 2.  The issue 
of developing an inverse model for a given system 
dynamic or transfer function has several practical 
challenges [17].  Most transfer functions are not invertible, 
either due to their non-minimum phase (having zeros at 
the right half plane) nature or due to the excess of poles 
over zeros of P which results in demanding online 
differentiation (noisy) process. Nevertheless, in many 
situations it is practical to obtain a realizable and local 
inverse. 
Procedures for finding the inverse solutions of problems 
involving such nonlinear systems as our complex power 
distributions are, in general, extremely complicated.  The 
challenge in determining the inverse model for nonlinear 
functions is that there is typically not a 1-to-1 mapping of 
the variables.  To illustrate the inverse mapping problem, 
for every point on the x axis in Figure 5, there is only one 
corresponding value of y.  However, for any given point 
on the y axis, two or more corresponding values of x exist. 
Because of the complexity of inverting non-linear 
systems, it is often necessary to introduce an “equivalent” 
set of monotonic functions in place of a multimodal 
function.  Each monotonic function in the set is only valid 
in a defined range.   We currently find the inverse model 
for our control algorithm by decomposing the power 
distribution waveform into piece-wise linear (PWL) 
segments as seen in Figure 5.   
Therefore, we must show how the learning loop will act 
on such PWL segments, and correct for any possible 
errors.  Therefore, we examine a PWL segment along with 
the motor dynamics, 1/(s+1) as seen in Figure 6.   In this 
figure, the simulation points are seen by the dashed line, 
and the PWL segment used is represented by the dashed 
line. 
For the first segment, assuming a unity gain, 
1
1
1
2
+
=
− sxu
x , 2384.44432.0 21 −= xx  and 
uxx
t
x
+−−=
∂
∂
12
2 .  Substituting in the value of 1x , we 
get uxx
t
x
+−−−=
∂
∂
)2384.44432.0( 22
2 .  If 1=u , then 
23.544.1 2
2 +−=
∂
∂
x
t
x
.  Note that this equation is in the 
same form as the two unknown variable equation as seen 
in the previous section.  Therefore, the actual values of a 
and K which are found to be 1.44 and 5.23 respectively. 
Due to noise, an external disturbance, or inaccurate 
modeling, there is a chance of deviation from these actual 
values. In such a scenario, the learning model technique 
can improve the estimated model, as seen in Figure 7.  In 
this example, a and K have initial estimates of 0.1 and 4, 
respectively.  By proper selection of ε , the using the 
learning algorithm, the parameters a and K are tracked and 
converge to their values as shown in Figure 7. Recall, the 
accuracy and convergence of tracking depends on the 
parameter ε , and in this case it was selected as 0.08. 
Fig. 5. Piece-Wise linear segments of Optical 
power distribution 
 
Fig. 6. Learning Loop for PWL segment 
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V. MODEL BASED SIMULATION AND ANALYSIS 
To highlight some of the advantages of our model based 
automation technique, we present an example of the 
coupling of an edge-emitting laser diode to an optical fiber 
[15].  We choose this example, as this is one of the most 
commonly packaged devices using the current optical 
automation process.  In this example, we assume that the 
laser diode emits a broad Gaussian beam, which 
propagates through a 20x20 µm square aperture to a fiber 
with a 4 µm core.  We use the aperture in this example, to 
ensure the power distribution is not a simple uni-mode.  
The distance of propagation between laser-diode and fiber 
is only 10 µm; therefore the light has propagated only into 
the near-field, as previously seen by the 2D intensity 
pattern showing diffractive effects, in Figure 5. 
We perform a complete simulation of our proposed 
automation control process, including the feed-forward 
and feedback loops.  The system set-up, along with 
simulation results, is seen in Figure 8.  To find the power 
target or tracking parameter, an on-line simulation is 
performed at the point of attachment.  From this on-line 
simulation, the maximum throughput power for the ideal 
positional alignment of the fiber is determined.  In this 
simulation, we use our angular spectrum optical modeling 
technique [14], and determine a peak intensity value of 
1.41 (AU), from the intensity distribution shown in Figure 
5.  
The inverse model is calculated with the PWL 
deconstruction as presented in the previous section.  In 
this example, we break the intensity distribution into 42 
PWL segments, calculating an inverse linear model for 
each segment, which will determine an x axis value, from 
a known y axis value and PWL region location 
information.  By using the PWL segments, we assure that 
there is a 1-to-1 mapping between the x and y axis for each 
given region.  In Figure 8, the PWL region is specified by 
the present location of the motors, represented by the 
feedback link between the motor dynamics to the inverse 
model. 
We use a simple 1/(s+1) motor dynamic that will 
position the output fiber.  Using MATLAB’s Simulink, we 
simulate the entire control loop to receive results in terms 
of optical power received vs. time and motor position vs. 
time.  Note for these control parameters, the position of 
the motor settles at a distance of 12.6 µm, which tracks 
our goal intensity value of 1.41, in approximately 7 
seconds.  Compared to today’s state of the art automation 
technique, we show a system performance increase of over 
18% [16]. 
We are in the process of extending our inverse models 
to support 3D power distributions.  The above example 
only contained an inverse model for the 2D power 
distribution shown in Figure 7.  With our modeling 
capability, it is as easy to obtain the 3D solution as it is the 
2D solution.  However, a 3D surface is difficult to 
decompose into an inverse model, as simple PWL 
segments are not satisfactory.  Therefore, we are looking 
at other possible solutions.  One possible 3D solution is 
based on gain- scheduling [12].  By using this technique, 
we can arrange a seemless transfer between the linearized 
equivalents of the non-linear transfer function.  
VI. CONCLUSION AND FUTURE WORK 
In this paper, we present our model based automation 
technique for optical alignment and attachment.  Using 
this technique, we can achieve better system performance 
through our technique, as we can easily distinguish the 
global maximum, instead of the local maximum around 
the initial starting point. Our technique also increases the 
speed of the automation process, a critical factor when 
many components are being packaged at the same time.  
Through these benefits, we reduce the overall cost of the 
automation process.  
We have focused in this paper on a learning loop to 
increase the accuracy of the models, by adjusting the 
model’s accuracy based on the previous attachments or 
mismatches between the model and the physical 
performance of the system.  So far, this work has been 
simple learning; however, we are starting to look into 
other algorithms, including simulated annealing, neural 
networks, fuzzy logic, and genetic algorithms. 
We are currently implementing the experimental 
verification of our theory on an experimental test bed.  We 
have initially started to experimentally validate the laser 
Fig. 7. Learning identification of two 
unknown variables 
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diode to fiber attachment example and are quickly moving 
towards more complex examples.  
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