L’analyse économétrique et la saisonnalité by Ghysels, Éric
Érudit est un consortium interuniversitaire sans but lucratif composé de l'Université de Montréal, l'Université Laval et l'Université du Québec à
Montréal. Il a pour mission la promotion et la valorisation de la recherche. Érudit offre des services d'édition numérique de documents
scientifiques depuis 1998.
Pour communiquer avec les responsables d'Érudit : info@erudit.org 
Article
 
« L’analyse économétrique et la saisonnalité »
 
Éric Ghysels
L'Actualité économique, vol. 70, n° 1, 1994, p. 43-62.
 
 
 
Pour citer cet article, utiliser l'information suivante :
 
URI: http://id.erudit.org/iderudit/602129ar
DOI: 10.7202/602129ar
Note : les règles d'écriture des références bibliographiques peuvent varier selon les différents domaines du savoir.
Ce document est protégé par la loi sur le droit d'auteur. L'utilisation des services d'Érudit (y compris la reproduction) est assujettie à sa politique
d'utilisation que vous pouvez consulter à l'URI https://apropos.erudit.org/fr/usagers/politique-dutilisation/
Document téléchargé le 12 février 2017 03:48
L'Actualité économique, Revue d'analyse économique, vol. 70, n° 1, mars 1994 
Lanalyse économétrique et la saisonnalité 
Eric GHYSELS 
Centre de recherche et développement en économique 
Université de Montréal 
RÉSUMÉ — Dans cet article, nous présentons un survol de développements récents sur 
l'analyse économétrique de séries temporelles saisonnières. Puisque le sujet est vaste, 
nous ne pouvons faire justice à toutes les dimensions de la question. Nous abordons tout 
d'abord le sujet d'ajustement pour les effets de saisons et autres transformations 
appliquées aux données. Puis nous étudions le sujet du préfiltrage des données en rapport 
avec les propriétés statistiques des procédures d'inférences, telles que l'estimateur des 
moindres carrés ordinaires, dans le contexte de modèles linéaires dynamiques. Finale-
ment, nous survolons les travaux récents sur les tests de non-stationnarité pour séries 
chronologiques saisonnières. 
ABSTRACT — Seasonality and Econometric Analysis. In this article, we survey récent 
developments on the econometric analysis of seasonal time séries. As the subject area is 
rather vast, we cannot cover ail aspects of the topic. Instead, we focus exclusively on the 
subject of seasonal adjustment and other data transformations. Next, we discuss estima-
tion of models with prefiltered data. Finally, our paper concludes with a review of récent 
advances on testing for unit root nonstationarity in seasonal time séries. 
INTRODUCTION 
La majorité des travaux empiriques utilisent des données désaisonnalisées. 
La procédure typique est de formuler un modèle qui ne comporte pas une partie 
saisonnière. Lorsque le modèle est appliqué aux données, on est confronté au 
fait que l'une des sources majeures de fluctuations est la saisonnalité. L'avan-
tage d'utiliser des données désaisonnalisées est évidemment qu'on n'a plus à se 
préoccuper de cette question, puisque la composante saisonnière est complète-
ment «enlevée». Le but de cet article est de faire un survol du développement 
récent dans le domaine de l'analyse économétrique des données saisonnières. 
Puisque le sujet est vaste, nous ne pouvons faire justice à toutes les dimensions 
de la question. En particulier, nous n'allons pas aborder le sujet de la modélisation 
* Nous aimerions remercier l'évaluateur externe ainsi que Denis Bolduc et Gilles Grenier 
pour leurs commentaires. Ce texte est une traduction de la section II de « On the Economies and 
Econometrics of Seasonality », à paraître dans CA. Sims, Advances in Econometrics - Sixth World 
Congress, Econometric Society Monograph Séries (Cambridge University Press). 
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économique des fluctuations saisonnières. Ce thème est couvert dans la première 
partie de Ghysels (1993a) ainsi que dans Miron (1993). La principale préoccu-
pation dans ce texte sera de trouver l'effet d'utiliser des données préfiltrées, 
c'est-à-dire ajustées, sur l'estimation économétrique et les tests d'hypothèses. 
On a attiré relativement peu d'attention à ce sujet qui est pourtant un domaine 
important méritant plus de recherche. Avant de se pencher sur cette question, 
nous aborderons tout d'abord celle de la qualité des données. En effet, même si 
c'est un fait souvent ignoré, l'un des principes de base de l'estimation et de 
l'inférence c'est la qualité des données. La recherche empirique implique géné-
ralement plusieurs transformations de données avant d'obtenir les séries utilisa-
bles pour l'estimation d'un modèle économique. Est-il possible d'améliorer la 
qualité des données en changeant certaines procédures et, de là, améliorer la 
qualité des travaux empiriques ? 
Nous étudions également les développements récents sur le sujet du préfil-
trage des données en rapport avec les propriétés statistiques des procédures 
d'inférence telles que l'estimateur des moindres carrés ordinaires, dans le 
contexte de modèles linéaires dynamiques. Sims (1974) et Wallis (1974) ont 
exploré la nature du biais asymptotique dû au bruit saisonnier dans un modèle 
de régression linéaire et analysé les propriétés statistiques de l'ajustement sai-
sonnier dans des régressions où les données ajustées et non ajustées étaient utili-
sées. L'un des résultats est que le filtrage linéaire ne produit pas de biais asymp-
totique tant qu'on utilise un filtre uniforme. Des travaux récents de Ghysels et 
Perron (1993) et Ghysels et Lieberman (1993) analysent également l'estimation 
et les tests d'hypothèses ainsi que l'effet de l'ajustement saisonnier. Ces auteurs 
considèrent le cas du modèle de régression dynamique le plus simple, le modèle 
AR univarié, et étudient le biais dû au filtrage sur le comportement de l'estima-
teur des moindres carrés de la somme des coefficients autorégressifs. 
Il faut toutefois reconnaître que l'estimation de modèles économétriques à 
partir de données non ajustées comporte également des désavantages. Sims 
(1974) a soulevé des questions importantes à cet égard qui ont encore émergé 
récemment [Sims, 1993 et Hansen et Sargent, 1993]. Ce sujet sera également 
abordé, ainsi que les travaux récents sur les tests de non stationnante avec des 
séries chronologiques saisonnières. 
1. AJUSTEMENT SAISONNIER ET QUALITÉ DES DONNÉES 
Les agences de statistique, comme Statistique Canada, collectent un nombre 
important de séries économiques qui sont désaisonnalisées. Les données brutes 
collectées et publiées ne peuvent pas toujours être utilisées directement par les 
économistes. Très souvent, plusieurs transformations ont lieu avant d'obtenir les 
séries désirées. Par exemple, la série nominale désaisonnalisée des dépenses de 
consommation n'est pas directement utilisable et on doit plutôt calculer la série 
de consommation réelle ou de la consommation réelle per capita. En consé-
quence, les données brutes sont dégonflées par la série des prix et par la série de 
population. En pratique, la série de consommation nominale et d'autres séries 
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sont collectées, ajustées et publiées. Ce sont ces séries publiées qui sont combinées 
pour produire la série chronologique désirée. 
Ghysels et Karangwa (1989) et Ghysels (1993b) ont démontré que la prati-
que décrite ci-dessus est presque toujours inefficace si le problème d'ajustement 
des données est conçu comme un problème d'extraction du signal, comme sou-
vent les problèmes d'ajustement pour effets de saisons sont formulés en théorie. 
Utilisant encore l'exemple de la consommation, l'argument peut être présenté 
de la façon suivante. Le signal d'intérêt n'est pas la composante non saisonnière 
de la série nominale, mais plutôt celle de la série réelle ou de la série réelle per 
capita. Bien évidemment, les séries des prix et de la population ne sont pas des 
composantes non observées de la consommation nominale, mais plutôt des 
composantes observées. Si l'objectif est d'obtenir des estimations de la compo-
sante non saisonnière de la série réelle ou per capita, alors les prix et la popula-
tion constituent «un bruit» pouvant être enlevé avant la désaisonnalisation. En 
renversant l'ordre des transformations, l'ajustement saisonnier arrivant en der-
nier lieu, on pourrait potentiellement améliorer l'efficacité de l'extraction de la 
série d'intérêt (en termes de l'erreur quadratique moyenne). Ghysels et 
Karangwa (1989) concentrent leur attention au cas le plus simple où deux trans-
formations ont lieu, l'une étant l'ajustement saisonnier. Le titre de l'article 
«Nominal versus Real Seasonal Adjustment» met l'accent sur le fait que la 
seconde transformation est le dégonflement par les prix. Cet exemple est utilisé, 
car les agences statistiques collectent un nombre important de séries économi-
ques qui sont nominales ou en dollars courants. Etant donné que les économis-
tes préfèrent séparer les fluctuations de quantités des fluctuations de prix, la plu-
part de ces séries sont ajustées et dégonflées. Naturellement, on doit mettre 
l'accent sur le fait que le dégonflement par les prix n'est pas le seul cas où le 
problème posé en haut s'appliquel. 
Alors qu'on ne pose pas la question à savoir si l'ajustement saisonnier est 
approprié ou non, on doit remarquer, néanmoins, qu'il soulève des questions 
pratiques relativement importantes. Si l'ajustement saisonnier doit être précédé 
par les autres transformations, on a besoin, ensuite, de collecter des données non 
ajustées, d'appliquer les transformations requises et de désaisonnaliser la série 
d'intérêt. À moins que les agences de statistiques puissent fournir la série 
d'intérêt immédiatement, on devrait essayer de rendre les séries non ajustées 
plus disponibles. Actuellement, la plupart des agences statistiques et des ban-
ques de données (telles que Cansim et CITIBASE, par exemple) publient des 
séries nominales ajustées et des séries de prix séparément2. 
1. Un exemple pourrait illustrer ce point. Le nombre d'heures de travail d'une industrie peut 
être la première série. Elle est ajustée et publiée. La série d'intérêt est néanmoins celle des heures de 
travail par travailleur. Dans ce cas, le chercheur collecte des données sur le nombre de travailleurs et 
construit la série désirée en combinant les données. Aucune de ces séries n'est nominale. Ce qui est 
important, c'est le fait que plusieurs séries sont combinées pour produire une série particulière 
d'intérêt. 
2. Il faut bien noter quand même qu'au Canada, les séries non ajustées sont plus facilement 
disponibles qu'aux États-Unis par exemple. 
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Un résultat très différent s'obtient lorsque l'ajustement saisonnier n'est plus 
considéré comme un problème d'extraction optimale du signal. Ghysels (1993b) 
montre que l'ordre des transformations n'a pas d'importance lorsqu'un filtre 
uniforme est utilisé. Plus important, il est aussi démontré que l'application du 
filtre uniforme peut facilement mener à un ajustement plus efficace (en termes 
de l'erreur quadratique moyenne) que d'appliquer un filtre optimal suivi par le 
dégonflement ou autres transformations. La plupart des procédures d'ajuste-
ment, contrairement au filtre optimal, sont indépendantes des données3. La 
question à savoir si les procédures d'ajustement saisonnier univarié devraient 
être uniformes pour toutes les séries, comme c'est le cas avec les programmes 
X-Il et X-Il ARIMA, et donc être sous-optimales d'un point de vue de 
l'extraction du signal, ou devraient plutôt être adaptées à chaque série indivi-
duellement, comme l'exigerait une procédure optimale, est très cruciale [voir, 
par exemple, section 3 et Sims, 1985 à cet égard]. 
Il y a également une question plus profonde qui est soulevée par la discus-
sion et les résultats présentés ci-haut. Même si ce fait est rarement reconnu de 
façon explicite, il est clair que chaque fois qu'on utilise des données ajustées, on 
fait face à un problème d'erreur dans les variables. Le processus d'ajustement 
saisonnier d'une série est un processus d'estimation d'une composante non obser-
vée identifiée via des hypothèses sur la composante saisonnière. On vient de 
montrer que le renversement de l'ordre des transformations de données peut 
réduire la variance de l'erreur d'extraction qui conduit au problème d'erreurs 
dans les variables lors de l'inférence économétrique. En général, on ne sait pas 
dans quelle mesure l'inférence statistique est affectée. Il existe quand même 
quelques exceptions à la tradition d'ignorer les erreurs dans les variables pro-
duites par le filtrage. D'abord, Sargent (1989) décrit, dans un article élégant, 
deux modèles d'une agence publiant des données sur une économie dynamique, 
stochastique et linéaire. Le premier modèle est ce qu'on appelle un schéma clas-
sique d'erreur de mesure, alors que dans le second modèle, l'agence utilise une 
méthode de filtrage optimal pour construire des estimateurs des moindres carrés 
des vraies variables. Il conclut que les deux types de méthodes ont des implica-
tions différentes pour l'identification et l'estimation des modèles. Un deuxième 
article, traitant d'un sujet un peu différent, constitue également une exception à 
la pratique d'ignorer les erreurs dans les variables. Bell et Wilcox (1993) étudient 
l'importance des erreurs d'échantillonnage dans les données de recensement du 
commerce de détail de Y U.S. Census Bureau qui constituent un ingrédient 
important dans la construction des séries de dépenses de consommation person-
nelle. Comme l'enquête est périodique, ils construisent un modèle de séries 
chronologiques saisonnier pour l'erreur d'échantillonnage dans les estimations 
3. Il convient d'attirer l'attention sur l'interprétation de l'usage des filtres uniformes. Une 
procédure comme X-Il-ARIMA [voir Dagum, 1983] implique l'utilisation d'un filtre non uniforme 
lorsque le filtre complet à deux côtés n'est pas utilisé parce que les réalisations passées, présentes et 
futures ne sont pas encore disponibles. Comme la procédure utilise des modèles ARIMA pour 
prédire les observations manquantes, elle résulte en un ajustement dépendant des données. 
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d'enquêtes mensuelles. Ils concluent, de façon convaincante, que les erreurs 
d'échantillonnage devraient être prises au sérieux dans toute tentative de dériver 
des implications économiques à partir de la modélisation de données de séries 
chronologiques provenant d'enquêtes périodiques4. 
2. AJUSTEMENT SAISONNIER ET LES PROPRIÉTÉS ASYMPTOTIQUES DE L'ESTIMATEUR 
DES MOINDRES CARRÉS ORDINAIRES 
La saisonnalité dans des modèles de régression est un sujet étudié dans plu-
sieurs manuels d'économétrie. On fait l'hypothèse d'un modèle univarié de 
composante non observée pour chaque série rentrant dans le modèle de régres-
sion. La saisonnalité est ainsi considérée comme une source de fausses corréla-
tions dans un modèle de régression linéaire. Donc, un cadre univarié est adopté 
pour discuter de modèles multivariés. En conséquence, il n'est pas surprenant 
de trouver l'hypothèse que la composante saisonnière produit du «bruit» dans 
les données qui empêche de recouvrir les relations cycliques présentant plus 
d'intérêt direct. En général, on adopte l'idée que la saisonnalité dans une série 
ne peut être considérée comme un phénomène isolé. En conséquence, on fait 
l'hypothèse que les composantes saisonnières et non saisonnières de chaque 
série entrant dans la régression sont reliées par une relation différente pour cha-
cune des composantes. Ainsi, on ne tient nullement compte des arguments théo-
riques que, dans un modèle multivarié, la composante saisonnière produit des 
réponses non saisonnières et vice versa [voir Ghysels, 1988 ; 1993a]. La princi-
pale préoccupation de cette littérature se limite à savoir si la saisonnalité devrait 
être incorporée de façon explicite dans le modèle ou plutôt être traitée dans une 
étape antérieure à l'estimation. Le cadre standard peut être formalisé comme 
suit [en adoptant la notation de Sims, 1974] : 
ytns = X™ * bns + a™ (2.1) 
X=xt*b5 + u5t (2.2) 
où u'i est orthogonal à xj pour i = ns, s et tous les processus stochastiques 
{yt\ xt\ uj, i = ns,s] sont stationnaires en covariance. La notation tient lieu de : 
+ OO 
xt * bl = \j b\s)x\t - s) i = s,ns (2.3) 
Naturellement, on adopte la décomposition univariée et on définit les données 
brutes observées xt et yt comme suit : 
yt = yr + y,s (2-4) 
xt = x™ + x
s
t. (2-5) 
4. Voir également M.G. Dagenais et D.L. Dagenais (1993) sur les effets des erreurs dans les 
variables sur l'estimation. 
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Ce qui produit la régression linéaire : 
yt = xt * b + uv (2.6) 
Il y a trois opérateurs polynomiaux de retard qui sont distincts : (1) bns projetant 
les composantes non saisonnières sur les parties non saisonnières, (2) bs projetant 
les composantes saisonnières sur les composantes saisonnières et, finalement, 
(3) b projetant la série non ajustée yt dans xt. Même si on Ta déjà mentionné, il 
convient de rappeler que la modélisation fait l'hypothèse, du moins implicite-
ment, que bns et bs sont des polynômes préservant la fréquence5. Autrement, 
d'après les équations (2.1) et (2.2), ytns et yts ne rempliraient pas les conditions 
habituelles pour l'identification. 
Les équations (2.1) à (2.6), qui représentent le cadre habituel, conduisent au 
problème usuel d'erreurs dans les variables. On étudie alors l'effet du bruit sai-
sonnier sur l'inférence. Sims (1974) et Wallis (1974) ont étudié la nature du 
biais asymptotique dû au bruit saisonnier dans un modèle de régression linéaire 
et analysé les propriétés statistiques de l'ajustement saisonnier dans les régres-
sions lorsque des données ajustées et non ajustées son utilisées. L'un des résul-
tats de base est que le filtrage linéaire ne produit pas de biais asymptotique tant 
que le filtre est uniforme. Ce résultat de base montrant qu'un filtrage uniforme 
laisse l'estimateur des moindres carrés ordinaires sans biais s'applique aux 
modèles de régression avec variables indépendantes strictement exogènes. Ce 
qui arrive, par exemple, dans les modèles de régression dynamiques comportant 
des variables avec retards est moins clair. Le point central du travail récent de 
Ghysels et Perron (1993) est également l'inférence et les tests d'hypothèses, et 
comment ils sont affectés par l'ajustement saisonnier. Ils étudient le cas du 
modèle de régression dynamique le plus simple, à savoir le modèle AR, et étu-
dient l'effet du filtrage sur l'estimateur des moindres carrés de la somme des 
coefficients autorégressifs. On trouve l'existence d'un biais lorsque le processus 
ne contient pas de racine unitaire. Inversement, lorsque le processus autorégres-
sif a une racine unitaire unique, alors l'estimateur des moindres carrés du pre-
mier paramètre autorégressif est convergent et le filtrage n'affecte pas la distri-
bution asymptotique 6. Le biais asymptotique vers le haut dans le cas stationnai-
re a des implications importantes sur la mesure et la puissance des tests de racine 
unitaire. 
5. C'est-à-dire des phénomènes saisonniers ne pouvant pas contenir des réactions aux 
fréquences non saisonnières. Si on suivait l'approche présentée à la section 1.2 de Ghysels (1993a), 
utilisant le cadre de « réponses à une impulsion » dans le contexte du modèle de régression linéaire 
(2.6), on obtiendrait plutôt : 
yt = [xtns *b + utns] + [x? *b + uts] 
où y est décomposé en deux parties, l'une apparaissant dans les premier crochets provenant du choc 
non saisonnier et l'autre partie, causée par les chocs saisonniers xf et ut\ apparaissant dans les seconds 
crochets. 
6. Ce résultat tient pour les filtres symétriques dont la somme des poids est 1. L'approximation 
linéaire de X-Il a cette propriété. Voir Ghysels et Perron (1993) pour les détails. 
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Des efforts considérables ont été consacrés à la caractérisation de la distri-
bution asymptotique et de petits échantillons des tests de racine unitaire ainsi 
que leurs propriétés de puissance avec des données non filtrées. Pourtant, dans 
plusieurs études pratiques, l'hypothèse de racine unitaire est testée non pas sur 
des données brutes, mais sur des données filtrées telles que les données men-
suelles et trimestrielles ajustées avec le filtre X-Il. Ghysels (1990a) a montré 
que l'utilisation de données ajustées soulevait plusieurs problèmes pratiques tels 
que (1) le lissage des données et (2) l'introduction de non-linéarités dues au fil-
trage [voir aussi Ghysels, Granger et Siklos, 1993]. Il montrait également que 
l'évidence selon laquelle il existe une racine unitaire dans la série du PNB était 
moins concluante lorsqu'on utilisait des données non désaisonnalisées7. Afin 
d'évaluer l'importance de cet effet, Ghysels et Perron considèrent l'effet du fil-
trage sur le comportement de l'estimateur des moindres carrés dans un modèle 
autorégressif de premier ordre ainsi que l'estimateur des moindres carrés de la 
somme des coefficients autorégressifs dans une régression ÀR(p). Ces modèles 
sont importants, car ils forment la base des tests de racine unitaire considérés. 
Ghysels et Perron quantifient le biais asymptotique ne tombant jamais à zéro 
pour une variété de spécifications paramétriques quand des données filtrées sont 
utilisées. On se rend compte que la taille du biais peut être considérable particu-
lièrement quand le modèle comporte une composante saisonnière et que la lon-
gueur de l'autorégression est inférieure à la période saisonnière. Les calculs du 
biais apparaissant dans le travail de Ghysels et Perron ont quelques implications 
pratiques intéressantes pour les tests de racine unitaire. Ils montrent en effet que 
le biais dans la somme des coefficients autorégressifs est substantiel, à moins 
que l'ordre de l'autorégression estimée soit au moins aussi grand que la période 
saisonnière lorsqu'il existe une corrélation aux décalages saisonniers dans les 
données originales et qu'on a appliqué le filtre X-Il. L'implication pratique sur 
les tests de racine unitaire de type Dickey-Fuller est que l'on doit estimer une 
autorégression d'un ordre au moins aussi grand que la période saisonnière en 
vue d'éviter un biais substantiel. Ainsi, l'ajustement saisonnier des données ne 
promet pas une réduction dans l'ordre de l'autorégression. Ceci est dû au fait 
que même si l'ajustement saisonnier élimine la corrélation dans les données aux 
fréquences saisonnières (bien qu'imparfaitement), il induit un biais dans la 
fonction d'autocorrélation aux décalages inférieurs à la période saisonnière qui 
ne s'éteint pas même asymptotiquement. 
Dans la plupart des applications pratiques du test de Dickey-Fuller (1979, 
1981) avec des données ajustées, on ne suit pas cette stratégie, mais on considè-
re plutôt de courts retards parce qu'on pense que l'ajustement saisonnier enlève 
l'autocorrélation saisonnière et ne produit pas d'autre effet à côté. Étant donné 
7. De «faux» résultats sur les racines unitaires dus à l'ajustement saisonnier ont été égale-
ment rapportés par Lee et Siklos (1990). Jaeger et Kunst (1990) ont étudié l'effet de l'ajustement 
saisonnier sur les mesures de persistance. 
50 L'ACTUALITÉ ÉCONOMIQUE 
qu'il faut une autorégression d'un ordre au moins aussi grand que la période sai-
sonnière pour les données ajustées, on doit s'attendre à ce qu'un test de racine 
unitaire sur les données non ajustées ait plus de puissance qu'un test sur des 
données ajustées. En effet, ce dernier ne permet pas de réduction dans la lon-
gueur de l'autorégression estimée (ce qui permettrait d'accroître la puissance), 
mais il induit un biais dans la statistique d'intérêt8. 
Pour finir, il faut aussi noter que Ghysels et Lieberman (1993) ont récem-
ment été capables d'évaluer l'effet de filtrage sur la distribution de petits échan-
tillons de l'estimateur mco via une méthode d'approximation selon le principe 
de Laplace. 
3 . LE COMPROMIS ENTRE LE BIAIS ET LES ERREURS D'APPROXIMATION 
Les arguments présentés jusqu'à maintenant sont en faveur de la spécifica-
tion d'un modèle prenant en compte la saisonnalité de façon explicite et de 
l'estimation avec des données non ajustées. Néanmoins, l'estimation de modè-
les économétriques avec des données non ajustées génère un nombre de problè-
mes. Le but de cette section est de revoir les récents développements sur l'esti-
mation économétrique de séries chronologiques saisonnières découlant de ces 
problèmes. 
Sims (1974, 1993) avance que malgré tous les arguments en faveur de l'uti-
lisation de données non ajustées, on pourrait être amené à utiliser des données 
ajustées. Sims (1974) a observé que l'estimateur des moindres carrés de l'équa-
tion polynomiale b (2.6) minimise une moyenne pondérée des différences carrées 
entre les équations transformées de Fournier h et b (où B est l'estimateur des 
moindres carrés de b) avec les poids donnés par la densité spectrale de xt, notée 
sr En d'autres termes, l'estimateur des moindres carrés minimise la quantité sui-
vante : 
K 
f st(w)\b(w) -b(w)\2dw. C3-1) 
-K 
Parce que la différence £(w)-fr(w) reçoit une forte pondération dans la 
fonction de critère des moindres carrés, on s'attend à ce que le trade-offde biais 
8. Ghysels et Perron démontrent également dans leur analyse qu'il y a des effets encore plus 
prononcés sur le comportement des statistiques de Philips et Perron (1988). L'élément important est 
que ces statistiques sont basées sur une autorégression de premier ordre estimée quelle que soit la 
structure d'autocorrélation des données [voir aussi Phillips, 1987]. Les résultats indiquent qu'aussi 
longtemps qu'il y a de la saisonnalité dans les données, le test de Philips-Perron sera biaisé vers le 
non-rejet si des données ajustées sont utilisées. Cette perte de puissance est due au fait que les filtres 
saisonniers induisent un biais substantiel dans l'autocorrélation de premier ordre des données quand 
il y a une autre corrélation saisonnière. D'un point de vue asymptotique, les tests de Phillips-Perron 
auront plus de puissance avec des données non ajustées. Ghysels et Perron font également une étude 
de petits échantillons mettant l'accent sur la taille et la puissance des tests de Dickey-Fuller et 
Phillips-Perron et montrent que souvent il y a une perte de puissance. 
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à travers les fréquences impose une lourde pénalité à un mauvais ajustement de 
la fréquence saisonnière. Sims (1974) a fait cette observation dans le contexte 
d'un simple modèle (non structurel) à retards échelonnés. L'argument a été 
récemment étudié dans un contexte plus large des modèles d'attentes rationnel-
les. Dans ces modèles, les attentes rationnelles imposent des restrictions non tri-
viales aux fréquences qui rendent difficile la tâche de distinguer l'effet des 
chocs saisonniers et non saisonniers. À part la raison évidente que les données 
ajustées introduisent des biais importants et effacent une information importante 
sur les dynamiques, Sims (1993) argumente que l'utilisation de données ajus-
tées pourraient, dans certains cas, produire une meilleure estimation de certains 
paramètres. L'argument est basé sur le fait que la fonction de perte (3.1) met 
trop l'accent sur l'ajustement aux fréquences saisonnières, tandis qu'avec 
l'ajustement saisonnier, les autres fréquences sont mieux représentées dans la 
fonction de perte. Étant donné que les sommets spectraux aux fréquences sai-
sonnières exagèrent les erreurs d'approximation à ces fréquences, on pourrait 
avoir de pires résultats si l'on estimait les paramètres structurels non reliés aux 
fluctuations saisonnières. L'argument est essentiellement basé sur les erreurs 
d'approximation, c'est-à-dire les erreurs de spécification du modèle économi-
que aux fréquences saisonnières et autres. Hansen et Sargent (1993) ont déve-
loppé un cadre général pour évaluer les erreurs d'approximation dans une esti-
mation basée sur le maximum de vraisemblance et l'ont utilisé pour évaluer les 
arguments de Sims. Le résultat-clé est l'expansion dans le domaine des fréquen-
ces pour le critère que minimisent de façon implicite les estimateurs du maxi-
mum de vraisemblance d'un modèle mal spécifié. Le lien fondamental entre 
l'estimation de maximum de vraisemblance et le critère d'information de 
Kullback et Leibler (1951) est utilisé dans le contexte de modèles de séries 
chronologiques vectorielles stationnaires, ergodiques, linéaires et gaussiennes 9. 
Plus spécifiquement, considérons le processus {Yt} avec la moyenne de popula-
tion V et la densité spectrale F (G3) où - n < G3 < n10. Hansen et Sargent considè-
rent le cas où l'économètre ajuste un modèle d'approximation paramétrisé par le 
vecteur 8 et produit une moyenne |i(ô) ainsi qu'une densité spectrale G(W,S), 
-K < G3 < 71. Utilisant les résultats de Hannan (1973), Dunsmuir et Hannan 
(1976) et Deistler, Dunsmuir et Hannan (1978), Hansen et Sargent démontrent 
9. Le cadre de Hansen et Sargent inclut aussi des modèles de séries chronologiques linéaires 
périodiques qui sont empilés dans un processus vectoriel invariant dans le temps. 
10. Quant {Y1) est un vecteur empilé, alors la moyenne V est un vecteur empilé de moyennes 
saisonnières et la densité spectrale des composantes individuelles peut être retrouvée par la formule 
de Tiao-Grupe présentée par Hansen et Sargent (1991). 
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que l'estimateur de vraisemblance maximum de 8 pour le modèle mal spécifié 
converge presque sûrement le minimisateur de : 
A(S) = A1(S) + A2(S) + A3(S) (3.2) 
K 
où A1(S) = — \\ogdetG((ù,S)d(ù 
-K 
K 
A2(S) = - ffr[G(cû,S)~V(cû)]dœ 
271 J 
-n 
A3(S) = [V - (i(S)]'G(O, S)"1'V - Ji(S)]. 
Quand le modèle est correctement spécifié, A2(S) et A3(S) disparaissent. Le der-
nier terme, A3(S) disparaît quand la moyenne est bien spécifiée. Sims (1993) a 
mis l'accent sur A2(S) suggérant de remplacer F(œ) par une densité spectrale 
ajustée Fsa((ù) en vue de minimiser les sources de mauvaise spécification dans 
G(CO, 8) où co est dans les bandes de fréquence saisonnière11. Sims (1993) met 
l'accent sur les exemples où la saisonnalité est une source exogène de fluctua-
tions comme, par exemple, les modèles d'anticipations rationnelles avec des 
caractéristiques saisonnières pour le processus d'allocation. Dans ces modèles, 
les processus endogènes, comme la consommation dans un modèle de revenu 
permanent ou l'acquisition du capital dans un modèle d'investissement, peuvent 
être saisonniers seulement à cause des processus exogènes qui le sont. Hansen 
et Sargent (1993) vont plus loin dans leur analyse des sources de mauvaise spé-
cification et considèrent des cas où les données sont générées par un modèle 
périodique et où l'économiste ajuste incorrectement un modèle apériodique esti-
mé soit avec des données non ajustées, avec ou sans changement dans la 
moyenne saisonnière du modèle estimé, soit avec des données ajustées12. Ils 
analysent également les cas où les données sont générées par un modèle saison-
nier apériodique, avec des sources de saisonnalité endogènes et exogènes, et où 
l'économètre estime des modèles mal spécifiés, modélisant incorrectement les 
sources exogènes et endogènes de la saisonnalité. Plusieurs de leurs exemples 
renforcent les arguments avancés par Sims. Le cadre, néanmoins, est aussi capa-
ble de générer des cas qui lui seraient très défavorables. Jusqu'à présent, la dis-
cussion a mis l'accent exclusivement sur les biais des estimés de paramètres, 
ignorant les questions d'efficacité et de tests. 
Très souvent, les fréquences saisonnières sont très utiles pour identifier et 
estimer les paramètres d'intérêt qui déterminent la forme de la fonction de 
11. Contrairement à Hansen et Sargent (1991), Sims n'a pas considéré les modèles pério-
diques. Avec les modèles apériodiques, le troisième terme, A3(O), disparaît habituellement, sauf si la 
moyenne globale est mal spécifiée. 
12. L'ajustement saisonnier est fait en filtrant les fréquences saisonnières et en laissant les 
autres fréquences intactes. 
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transfert aux autres fréquences. Le modèle de coûts d'ajustement exposé dans 
Ghysels (1988) peut servir d'exemple. Dans ce modèle, les fréquences saison-
nières donnent beaucoup d'information et aident à diminuer le paramètre de 
coût d'ajustement. Une recherche plus poussée dans ce domaine sera sûrement 
très stimulante. 
4 . INTÉGRATION SAISONNIÈRE, COÏNTÉGRATION ET AUTRES DÉVELOPPEMENTS 
Nous abordons maintenant un ensemble de questions très différentes. De 
façon typique, les données ajustées et non ajustées sont non stationnaires. Ces 
dernières années, plusieurs économètres se sont penchés sur le sujet de l'estima-
tion économétrique et les tests de modèles paramétriques avec des processus 
non stationnaires. Au cours de la dernière décennie, une vaste littérature sur les 
tests de racine unitaire, les tests de coïntégration et tendaces communes, etc., 
s'est développée. Nous avons certainement une meilleure compréhension de 
l'effet des tendances déterministes et stochastiques sur la distribution des para-
mètres estimés et des tests. La présence de saisonnalité comporte des difficultés 
et dimensions supplémentaires. On connaît relativement peu de choses sur les 
questions de base mentionnées ci-haut, à savoir les tests de non stationnante et 
de tendances communes dans le contexte de processus non stationnaires saison-
niers. Dans cette section, nous exposerons les développements récents dans le 
contexte saisonnier. 
L'utilisation de données non ajustées complique les tests de racine unitaire. 
Traditionnellement, l'attention a été concentrée sur un processus générateur de 
données caractérisé par une racine unitaire sous l'hypothèse nulle et par un pro-
cessus stationnaire avec tendance linéaire sous l'hypothèse alternative13. Pour 
les séries saisonnières, il y a typiquement quatre genres de processus généra-
teurs de données qui ont été fréquemment utilisés. Pour le cas trimestriel, ils 
sont définis de la façon suivante : soit (1) y un processus univarié, (2) x\\ un pro-
cessus stationnaire qui n'est pas nécessairement un bruit blanc, et (3) Dsitun 
ensemble de variables auxiliaires saisonnières avec i = 1, ...,4. Les quatre types 
de processus sont définis comme : 
( 1 - L ) ( I - L 4 H = TlI (4-1) 
(l-L4)yt = a0+^ 
4 
(1-L)>j = £ ô , ^ + ^ 
4 
i = \ 
13. Une alternative qui présente beaucoup d'intérêt est le processus avec tendance brisée, 
voir, par exemple, Perron (1989), Christiano (1992), Zivot et Andrews (1992), Banerjee et al. 
(1992), entre autres. Ghysels (1990c, 1991b) propose un processus saisonnier avec des traits sem-
blables au modèle de tendance brisée. Ces spécifications seront présentées à la fin de la section. 
(4.2) 
(4.3) 
(4.4) 
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Ils représentent les cas de caractérisations univariées les plus communes pour 
les séries non stationnaires avec saisonnalité. 
Le processus de sélection du modèle pose plusieurs difficultés. Des cas spé-
ciaux de (4.1) à (4.4) peuvent couvrir la même structure stochastique. Bell 
(1987) montre, par exemple, que lorsque 0 —> 1 dans (1 - L ) (1 - L4) yt = 
(1 - 0L4) r|r, on obtient un modèle du type (4.3) avec S. ^  0 V/. De même, lors-
que 0 —» ldans (1 - L4) yt = (1 - 0L4) r\r on obtient un modèle du type (4.4) 
avec aj = 0 et S(. ^ 0 pour V/. Ainsi, lorsque la racine de la partie MA saisonniè-
re approche 1, avec une racine de la même fréquence dans le polynôme AR, on 
obtient ce que l'on appelle une composante saisonnière déterministique. Des 
arguments similaires et plus familiers s'appliquent aux racines dans les polynô-
mes autorégressifs et distinguent les tendances stochastiques des tendances 
déterministiques. En principe, les modèles (4.1) à (4.3) ont tous au moins une 
racine sur le cercle unité. La plupart des tests développés dans la littérature 
considèrent le modèle (4.3) sous l'hypothèse nulle contre (4.4) comme alternati-
ve explicite (souvent sans variables auxiliaires saisonnières, puisqu'on considè-
re des données non saisonnières ou désaisonnalisées). En autant que (4.1) et 
(4.2) ont une racine unitaire, on peut, en principe, considérer d'appliquer 
ces tests à des données générées par (4.1) et (4.2), mais on note que les condi-
tions de régularité des tests de racine unitaire sont violées. Plus précisément, le 
polynôme (1 - L4) peut s'écrire comme (1 - L)(I + L)(I - V-IL)(I + V-IL). 
Ainsi, il est impropre de prendre l'hypothèse nulle (4.3) que toutes les racines 
AR sont stationnaires (et réelles) lorsque (4.1) ou (4.2) est le vrai processus 
générateur de données. Plusieurs tests ont été spécifiquement développés pour 
les modèles (4.1) et (4.2) par Hasza et Fuller (1982), Dickey, Hasza et Fuller 
(1984), Osborn, Chui, Smith et Birchenhall (1988), ainsi que Hylleberg, Engle, 
Granger et Yoo (1990), le dernier souvent appelé le test HEGY. 
Les tests proposés par Hasza et Fuller, pour le modèle (4.1), et ceux déve-
loppés par Dickey, Hasza et Fuller, qui s'appliquent au modèle de racine saison-
nière (4.2), utilisent une approche très semblable au test usuel de Dickey et 
Fuller. Trois tests ont été développés par Hasza et Fuller (1982). Le premier 
était basé sur la régression : 
yt = PiJr-i + P2U-1 - x-5)+ P3U-4 - x-5) 
P 
+ y <t>,x ,+£, 
P J J (4-5) 
où Xt = (1 - L) (1 - L4) yt et et est i.i.d., normal avec la variance a2. L'hypothèse 
nulle P1 = 1, P2 = 0 et P3 = 1 implique que : 
(1 - (I)1L - (|>2L2... (t)pL')(l - L)(I - Û)yt = e, (4.6) 
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où le polynôme AR (1 - (J)1 L ... ty Lp) n'a pas de racine au cercle unité. Les 
paramètres de nuisance (J)1 ainsi que l'ordre p ne sont pas spécifiés et doivent 
donc être respectivement estimés et déterminés. Les deux autres tests proposés 
par Hasza et Fuller sont basés sur la régression : 
4 
yt = <*o, + Y v-Pit + Pix-i + P2X-4+ P3X-5+ et 
M (4.7) 
L'hypothèse nulle du second test est a. = 0 V/, P1 = P2 = 1, et P3 = - 1 . Les tests 
basés sur (4.7) ont une alternative explicite d'une tendance linéaire et d'une par-
tie saisonnière déterministe. Malheureusement, l'hypothèse alternative est assez 
restrictive, puisqu'on admet seulement des innovations bruit blanc. L'hypothèse 
nulle dans les tests de Hasza-Fuller est un modèle multiplicatif saisonnier avec 
une racine unitaire non saisonnière. Évidemment, le rejet d'une telle spécifica-
tion peut être dû au fait que l'hypothèse d'une racine saisonnière ou d'une raci-
ne unitaire est inappropriée. Osborn, Chui, Smith et Birchenhall (1988) (ci-
après OCSB) suggèrent une stratégie qui fait une extension de l'approche de 
Hasza et Fuller par des tests-t à un côté qui permettent la stratégie de tester un 
modèle multiplicatif contre soit la spécification d'une racine saisonnière, soit 
d'une racine unique. Osborn (1990) fait une extension de l'approche de OCSB 
pour inclure un drift. 
Dickey, Hasza et Fuller (1984) ont proposé plusieurs tests pour le modèle à 
racine unitaire saisonnière (4.2). Sous l'hypothèse nulle, on suppose que : 
(l-^L-..^pLp)(l-L\ = Er (4.8) 
Ici encore, £f est bruit blanc et les polynômes AR satisfont les conditions habi-
tuelles. La régression (4.8) suggère encore une approche semblable au modèle 
de Dickey-Fuller augmenté, utilisant soit un test-r sur le coefficient du quatriè-
me retard, soit le biais normalisé du coefficient estimé. Se basant sur leurs pro-
priétés de puissance, Dickey, Hasza et Fuller suggèrent d'utiliser le test statisti-
que du biais normalisé qui s'avère avoir généralement les meilleures propriétés 
de puissance. 
Dans une série d'articles, Engle, Granger et Hallman (1989), Hylleberg, 
Engle, Granger et Yoo (1990) proposent une approche très différente pour tester 
les racines saisonnières14. On a noté, auparavant, qu'un processus stochastique 
trimestriel à racines unitaires saisonnières, a quatre racines de module 1, une à 
la fréquence zéro, une avec un cycle bisannuel et une paire de racines com-
plexes de cycle annuel. Un désavantage important des tests de racines unitaires 
saisonnières présentés jusqu'à présent est qu'ils imposent une racine unitaire à 
chacune des quatre fréquences. Chacune de ces racines peut être testée séparément 
14. Des extensions sont présentées par Engle, Granger, Hylleberg et Lee (1990), Ghysels, 
Lee et Noh (1993), Ghysels, Lee et Siklos (1992). 
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dans la nouvelle approche proposée. Le test proposé suit le cadre de Dickey-
Fuller et est basé sur l'équation de régression auxiliaire suivante : 
4 
V(L)(1 -L4)?, = cc0, + Y,aJDjt 
7=1 
+ G l3ir-l + 6 2 ) ^ - l + ^yit-2 + G 4 ^ r - l + Er (4.9) 
où yu = (1 + L + L2 + L3) y est le processus yt ajusté pour les racines unitaires 
saisonnières aux fréquences ni A, nl2 et 3n/4. De même, y2î = -(I - L + L2 - L3) 
est le processus ajusté pour les racines à la fréquence zéro, aux fréquences nIA 
et n/2 et y3t = -(I - L2) yr s'occupe des racines à zéro et un et demi. Finalement, 
\|/(L) est une expansion polynomiale AR semblable à celle du test de Dickey-
Fuller augmenté. Un ensemble de quatre variables auxiliaires saisonnières et 
une tendance linéaire sont également inclus. Le test d'une racine unitaire à la 
fréquence zéro contre une alternative stationnaire est un test-t pour G1 = 0 contre 
0j < 0. Le test a la même distribution asymptotique que la distribution de 
Dickey-Fuller. La même distribution asymptotique peut être utilisée pour tester 
la présence d'une racine à la fréquence n/2 via un test-t pour G2 = 0 contre 
G2 < 0. Pour tester la paire de racines complexes, il faut utiliser un test-F dont la 
distribution se trouve dans Hylleberg, Engle, Granger et Yoo (1990). Augmenter 
la régression auxiliaire (4.9) avec des valeurs retardées de la variable dépendan-
te (1 - L4) yt via le polynôme \j/(L) n'a pas d'effet sur la distribution asymptotique 
des tests. 
Une variété de tests de racine unitaire ont été appliqués par Engle, Granger 
et Hallman (1989), Engle, Granger, Hylleberg et Lee (1990), Ghysels (1990), 
Ghysels, Lee et Siklos (1992), Hylleberg, Engle, Granger et Yoo (1990), Lee et 
Siklos (1990), Osborn, Chui, Smith et Birchenhall (1988) ainsi que Osborn 
(1990), entre autres. Malgré sa popularité dans la littérature sur les séries univa-
riées (cf. le modèle de lignes de l'air de Box-Jenkins), il n'y a presque pas de 
support empirique pour le modèle saisonnier multiplicatif de l'équation (4.1). 
En ce qui concerne les racines saisonnières, l'évidence est mitigée même si la 
tendance est de les rejeter15. Finalement, la possibilité de l'existence de racines 
unitaires saisonnières a conduit Hylleberg, Engle, Granger et Yoo (1990) à éten-
dre la notion de racines communes, c'est-à-dire de coïntégration, pour inclure 
les racines saisonnières. Ils suggèrent des tests pour la coïntégration saisonnière, 
mais l'évidence supportant l'existence de coïntégration saisonnière est rare16. 
15. Beaulieu et Miron (1993), Ghysels (1990) et Ghysels, Lee et Siklos (1990) rejettent 
l'hypothèse de racine unitaire saisonnière dans la plupart des séries majeures agrégées de l'économie 
américaine. Osborn (1990), Lee et Silklos (1990) obtiennent les mêmes résultats avec les données 
anglaises et canadiennes. Hylleberg, Engle, Granger et Yoo (1990) et Osborn (1990) publient des 
résultats contradictoires sur la consommation non durable au Royaume-Uni. 
16. Engle, Granger, Hylleberg et Lee (1990) publient des résultats supportant l'hypothèse de 
coïntégration saisonnière en utilisant des données japonaises sur la consommation et le revenu sur 
67:1-87 :4. Ils trouvent la cointégration saisonnière seulement à la fréquence TiIA, mais pas à la 
fréquence zéro. Lee (1992) et Lee et Siklos (1990) ont étendu l'approche de maximum de vraisem-
blance appliquée à la coïntégration [Johansen, 1988] à des cas de coïntégration saisonnière. 
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5. SAISONNALITÉ ET POINTS DE RETOURNEMENT, MODÈLES DE DURÉE ET 
CHANGEMENT STRUCTUREL 
Dans un article récent, Ghysels (1990c) suggère que les tests de racines uni-
taires saisonnières pourraient soulever d'autres complications considérables qui 
ont été ignorées. Le point de base est de prendre les données de cycle économi-
que d'après-guerre du NBER via les points tournants, les points de repère des 
expansions et des contractions. Les changements de moyenne saisonnière sont 
estimés pour une classe large de séries macroéconomiques trimestrielles durant 
les expansions et les contractions, et on vérifie si les variables auxiliaires sai-
sonnières sont significativement différentes d'un régime à l'autre. Les résultats 
sont frappants. Dans la majorité des cas, on trouve des différences significatives 
dans la structure saisonnière des deux régimes. Canova et Ghysels (1992) 
confirment ces résultats en utilisant des tests plus sophistiqués proposés par 
Dufour, Ghysels et Hall (1993) pour tester la stabilité structurelle de la saison-
nalité. Le fait que les changements de moyenne saisonnière durant les expan-
sions diffèrent des parties saisonnières en dépression indique clairement qu'il 
existe une interaction non triviale entre ce qu'on appelle habituellement les fluc-
tuations saisonnières et les autres composantes. Il implique aussi que les effets 
saisonniers, définis sur la base d'hypothèses d'identification univariée simple, 
ne sont pas seulement dus au climat, aux congés, etc. De tels résultats suggèrent 
aussi une asymétrie des lois de mouvement de la structure saisonnière entre les 
contractions et les expansions du cycle. De telles asymétries du comportement 
des séries chronologiques pour l'activité économique globale ont été remar-
quées, entre autres, par Hicks (1950) et Keynes (1936), et ont été analysées 
empiriquement par Neftci (1984), entre autres. 
Le fait qu'au moins les moyennes saisonnières changent d'un régime à 
l'autre a aussi des implications importantes pour les modèles de saisonnalité 
stochastique et déterministe. D'abord et surtout, ces résultats montrent que le 
modèle de saisonnalité déterministique standard pourrait ne pas être approprié. 
De plus, il a été récemment prouvé que la présence de changements de niveax 
dans une série chronologique stationnaire biaise les tests usuels de racine unitai-
re vers le non-rejet [exemple : Perron, 199Oa]. Il est clair qu'un même phénomè-
ne pourrait apparaître à la fréquence saisonnière. Plus précisément, les change-
ments dans la moyenne saisonnière pourraient amener à accepter incorrectement 
la présence de racine unitaire à la fréquence appelée saisonnière et donc pour-
raient affecter les propriétés statistiques des tests pour une racine unitaire sai-
sonnière. 
Les résultats empiriques de Ghysels (1990c) suggèrent que ces changements 
dans la moyenne sont présents. On devrait donc réfléchir plus attentivement aux 
tests de racines unitaires saisonnières. Ceci pourrait expliquer pourquoi, avec 
les mêmes données mais provenant de pays différents, ayant présumément 
connu des types différents de changements, on obtient des résultats mélangés 
pour les tests de racines unitaires saisonnières. 
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Quelles questions restent en suspens ? Le problème clé est la nature stochas-
tique du processus de changement 8£f. La question est visiblement reliée au pro-
blème de supposer la connaissance a priori du point de rupture et tester un 
changement structurel. Dans le cas d'un changement de moyenne unique ou 
d'un changement dans la tendance linéaire, plusieurs développements récents 
ont proposé des méthodes statistiques formelles incorporant l'incertitude sur la 
localisation d'un point de rupture possible dans un ensemble de données avec 
ou sans tendance. Le processus 5Et produit néanmoins une suite de changements 
de régimes qui rendent les choses plus compliquées. De récents résultats rapportés 
dans Ghysels (1991b), suggèrent en fait que la chronologie du point de rupture 
de cycle économique du NBER qui sert de base pour dériver 5 £ manifeste elle-
même un comportement saisonnier. Ceci complique évidemment la situation. 
Le fait qu'il semble y avoir un lien entre les points de retournement de 
l'économie et la saisonnalité, comme déjà mentionné étudié par Ghysels 
(1991b), est un problème fondamental. En effet, Ghysels (1992a, 1992b) déve-
loppe une structure périodique markovienne que produisent des changements de 
régimes non uniformes tout au cours de l'année. Ainsi, la probabilité d'une 
reprise économique peut être plus élevée au printemps que, par exemple, en 
hiver. Ces structures périodiques markoviennes produisent aussi la saisonnalité 
dans les modèles de durée des cycles, car le trimestre ou le mois où un régime 
commence affecte les propriétés distributionnelles de la durée de ce régime. 
Cette saisonnalité dans la distribution de durée découle du fait que les probabili-
tés de transitions varient à travers l'année. 
Toutes ces dimensions de la saisonnalité sont des thèmes de recherches 
actuellement en exploration. Ce sont, au fait, des phénomènes non linéaires qui 
d'ailleurs ne sont pas tout à fait effacés par les filtres (linéaires) standard 
comme la procédure X-Il du Bureau de Census ou X-11/ARIMA de Statistique 
Canada. 
CONCLUSION 
Il est clair que le fait de discuter de la saisonnalité oblige à penser à toutes 
les questions fondamentales de la théorie et de la pratique économétriques. Cela 
amène à aborder les questions (1) de la qualité des données, (2) de la spécifica-
tion et de l'identification de modèles, (3) de l'inférence statistique de base et 
des tests d'hypothèses. Nous croyons qu'il y aura de la nouvelle recherche qui 
suscitera beaucoup d'intérêt dans ces domaines au cours des années à venir. La 
qualité des données est évidemment une question de base. Les données non 
ajustées sont souvent rares, parce que parfois les techniques d'interpolation sont 
utilisées pour construire des données trimestrielles et mensuelles à partir 
d'enquêtes moins fréquentes. Ces techniques ne prennent pas en compte la sai-
sonnalité et ne peuvent donc produire que des données ajustées. L'ajustement 
saisonnier est aussi souvent utilisé pour prendre en compte les erreurs d'échan-
tillonnage saisonnières dans les enquêtes. Nous pensons qu'en plus des travaux 
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récents de Sargent (1989) et Bell et Wilcox (1993) sur les erreurs de mesure et 
d'échantillonnage, la saisonnalité dans les enquêtes en soi est un domaine relati-
vement peu exploré [voir Ghysels et Nerlove, 1988]. 
S'agissant de la seconde question concernant la spécification et l'identifica-
tion de modèle, il est clair que nous disposons de techniques pour développer 
des modèles dynamiques incluant la saisonnalité explicitement. Jusqu'à récem-
ment, il était rare de profiter de tout le potentiel des modèles dynamiques dans 
leur estimation. Nous nous attendons à voir plus de recherche dans ce domaine, 
surtout depuis que les solutions techniques à ces modèles dynamiques sont plus 
accessibles grâce, notamment, aux modèles d'équilibre général dynamiques, 
linéaires et périodiques étudiés par Hansen et Sargent (1990). 
L'inférence statistique des modèles de séries chronologiques saisonnières est 
également un domaine de recherche peu développé. Les nombreux tests de raci-
nes saisonnières développés durant la dernière décennie seront très utiles, mais 
on a besoin de plus de recherche. Les résultats de base sur les propriétés asymp-
totiques des estimateurs étudiés par Ghysels et Perron (1993), Hansen et Sargent 
(1993) et Sims (1993) soulèvent beaucoup de problèmes pour la recherche 
future. 
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