The k-Opt and Lin-Kernighan algorithm are two of the most important local search approaches for the metric TSP. Both start with an arbitrary tour and make local improvements in each step to get a shorter tour. We show that, for any fixed k ≥ 3, the approximation ratio of the k-Opt algorithm is O( k √ n). Assuming the Erdős girth conjecture, we prove a matching lower bound of Ω( k √ n). Unconditionally, we obtain matching bounds for k = 3, 4, 6 and a lower bound of Ω(n 2 3k−3 ). Our most general bounds depend on the values of a function from extremal graph theory and are sharp up to a logarithmic factor unconditionally. Moreover, all the upper bounds also apply to a parameterized version of the Lin-Kernighan algorithm with appropriate parameter.
Introduction
The traveling salesman problem (TSP) is probably the best-known problem in discrete optimization. An instance consists of the pairwise distances of n vertices and the task is to find a shortest Hamilton cycle, i.e. a tour visiting every vertex exactly once. The problem is known to be NP-hard [11] . A special case of the TSP is the Metric TSP.
Here the distances satisfy the triangle inequality. This TSP variant is still NP-hard [14] .
Since the problem is NP-hard, a polynomial-time algorithm is not expected to exist. In order to speed up the calculation of the optimal tour in practice, several approximation algorithms are considered. The best currently known approximation algorithm is that of Christofides [6] with an approximation ratio of 3 2 . However, in practice other algorithms are usually easier to implement and have better performance and runtime [3] [13] [21] . One natural approach is the k-Opt algorithm which is based on local search. It starts with an arbitrary tour and replaces at most k edges by new edges such that the resulting tour is shorter. It stops if the procedure cannot be applied anymore. For the 2-Opt algorithm Plesník showed that there are infinitely many instances with approximation ratio n 8 , where n is the number of vertices [20] . Chandra, Karloff and Tovey showed that the approximation ratio of 2-Opt is at most 4 √ n [5] . Levin and Yovel observed that the same proof yields an upper bound of √ 8n [18] . Recently, Hougardy, Zaiser and Zhong closed the gap and proved that the approximation ratio of the 2-Opt algorithm is at most n 2 and that this bound is sharp [12] . For general k > 2, Chandra, Karloff and Tovey gave a lower bound of 1 4 2k √ n [5] , no non-trivial upper bound is known so far. In the case where the instances can be embedded into the normed space R d the approximation ratio of 2-Opt is between Ω( log(n) log(log(n)) ) and O(log(n)) [5] . Beyond the worst case analysis there are also results about the average case behavior of the algorithm. For example the smoothed analysis of the 2-Opt algorithm by Englert, Röglin and Vöcking [7] . In their model each vertex of the TSP instance is a random variable distributed in the d dimensional unit cube by a given probability density function f i : [0, 1] d → [0, 1] bounded from above by a constant 1 ≤ φ < ∞ and the distance are given by the L p norm. They show that in this case the approximation ratio is bounded by O( d √ φ) for all p. In the model where the worst case instance is given in [0, 1] d and perturbed by a Gaussian noise with standard deviation σ the approximation ratio was improved to O(log( 1 σ )) by Künnemann and Manthey [16] . One of the best practical heuristics by Lin and Kernighan is based on k-Opt [19] . The Lin-Kernighan algorithm, like the k-Opt algorithm, modifies the tour locally to obtain a new tour. Instead of replacing arbitrary k edges with new edges, which results in a high runtime for large k, it searches for specific changes: Changes where the edges to be added and deleted are alternating in a closed walk, a so called closed alternating walk. Since the Lin-Kernighan algorithm uses a super set of the modification rules of the 2-Opt algorithm, the same upper bound of 2-Opt also applies. Apart from this, no other upper bound is known. New results. For fixed k ≥ 3, we show that the approximation ratio of the k-opt algorithm is related to the extremal graph theory problem of maximizing the number of edges in a graph with fixed number of vertices and no short cycles. Let ex(n, {C 3 , . . . , C 2k−1 }) be the largest number of edges in a graph with n vertices and girth at least 2k, i.e. it contains no cycles with less than 2k edges. For an instance with n vertices we show that:
• The approximation ratio of k-Opt is in Ω(n 2 3k−4+ǫ ) ∩ O( k √ n) for all fixed k where ǫ = 0 if k is even and ǫ = 1 if k is odd.
• The approximation ratio of k-Opt is in Θ( k √ n) for all k = 3, 4, 6
• If ex(n, {C 3 , . . . , C 2k−1 }) ∈ Ω(n c 1 ) ∩ O(n c 2 ) for some c 1 , c 2 > 1, the approximation ratio of k-Opt is Ω(n
• Without knowing the behavior of ex(n, {C 3 , . . . , C 2k−1 }), we give lower and upper bounds dependent on that function, which are sharp up to a factor of Θ(log(n)).
• The same upper bounds hold for a parameterized version of the Lin-Kernighan algorithm with appropriate parameter.
From these results we can conclude that if the Erdős-girth conjuncture [10] is true, i.e. ex(n, {C 3 , . . . , C 2k−1 }) ∈ Θ(n 1+ 1 k−1 ), the approximation ratio is Θ( k √ n) for all k. Our results also show that even the Lin-Kernighan algorithm only considers special changes, namely changes by augmenting a closed alternating walk, the same upper bound as for the general k-Opt algorithm still holds. For the original version of Lin-Kernighan we get an upper bound of O( 3 √ n). Outline of the paper. First, we sum up some previous results by Chandra, Karloff and Torvey and results from extremal graph theory we need for this paper. Then, we improve the existing lower bound by weakening the condition for the existing construction of bad instances given in [5] . After that we show the upper bound of the approximation ratio. For that we assume that the optimal tour and the output of the k-Opt or Lin-Kernighan algorithm with the largest approximation ratio are given. Our aim is to show that the output of the algorithm does not have to many long edges compared to the optimal tour. To achieve this, we first divide the edges into length classes, such that the longest edge from each class is at most a constant times longer than the shortest. Then, we construct with help of the optimal tour a graph containing at least 1 4 of the edges in a length class. We show that this graph has a high girth and use results from the extremal graph theory to bound the number of its edges, which implies that the length class does not contain too many edges. In the last section, we compare the lower and upper bound we got from the previous sections and show that they differ asymptotically only by a logarithmic factor even if the exact behavior of ex(n, {C 3 , . . . , C 2k−1 }) is unknown.
Notations and Preliminaries
The girth of a graph is the length of the shortest cycle contained in the graph if it contains a cycle and infinity otherwise. Let ex(n, 2k) := ex(n, {C 3 , . . . , C 2k−1 }) be the maximum number of edges in a graph with n vertices and girth at least 2k. Moreover, define ex −1 (m, 2k) as the minimal number vertices of a graph with m edges and girth at least 2k.
An algorithm A for the traveling salesman problem has approximation ratio α(n) ≥ 1, if for every TSP instance with n vertices it finds a tour that is at most α(n) times as long as a shortest tour and this ratio is achieved by an instance for every n. for all x, y, z ∈ V (G). A tour is a cycle that visits every vertex exactly once. For a tour T , let the length of the tour be defined as c(T ) := e∈T c(e). The task is to find a tour of minimal length. When we fix the orientation of the tour, we consider the edges of the tour as directed edges such that the tour a directed cycle.
k-Opt Algorithm
A k-move replaces at most k edges of the old tour by new edges to obtain a new tour. A k-move is called improving if the resulting tour is shorter than the original one. A tour is called k-optimal if there is no improving k-move. Perform an improving k-move
Lin-Kernighan Algorithm
We use a parameterized version of the Lin-Kernighan algorithm described in Section 21.3 of [15] for the analysis. In this version two parameters p 1 and p 2 specify the depth the algorithm is searching for improvement.
An alternate walk of a tour T is a walk where exactly one of two consecutive edges is in T . An edge of the alternate walk is called tour edge if it is contained in T , otherwise it is called non-tour edge. A closed alternate walk resp. alternate cycle is an alternative walk whose edges form a closed walk resp. cycle. By A∆B := (A ∪ B)\(A ∩ B) of two sets A and B, we denote the symmetrical difference of them. An alternative cycle C of a tour T is called improving if E(T )∆E(C) is a shorter tour than T . We define the gain g of a path by
The following theorem by Lin and Kernighan allows performance improvements of the algorithm by only looking for proper alternating walks without changing the quality of the result. Set i := min{i − 1, p 1 } 10:
Set P * := P ∪ (x i , x 0 ) and g * := g(P * ) 16 :
) is a tour} 22: i := i + 1
In the original paper the authors suggested p 1 = 5, p 2 = 2. All local changes of the Lin-Kernighan algorithm are augmentations of an improving closed alternating walk. Definition 1.2. We call the Lin-Kernighan algorithm with parameter p 1 ≥ 2k − 1 and p 2 ≥ k − 1 a k-Lin-Kernighan algorithm. A tour is k-Lin-Kerighan optimal if it is the output of a k-Lin-Kernighan algorithm for some initial tour.
By the description of the algorithm it is easy to see that every k-Lin-Kernighan optimal tour does not contain an improving alternating cycle of length less or equal 2k.
Previous Work
In this section we briefly summarize previous results we need for this paper.
. Suppose there exists a connected unweighted graph G k,n,m with n vertices and m edges, having girth at least 2k, in which every vertex has even degree. Then there is an m-vertex complete weighted graph G (with positive edge weights satisfying the triangle inequality) and a k-optimal tour T of G such that c(T ) c(T * ) ≥ m 2n , where T * is the optimal tour of G.
Theorem 2.4 (Polarity Graph in [8] , [9] , [4] ; Construction by Benson and by Singleton [2] , [22] ; Construction by Benson and by Wenger [2] , [23] ). For k = 3, 4, 6:
Lower Bound
In this section, we improve the lower bound by weakening the condition for the construction given in [5] . Before we start, we make the following observation.
Remark 3.1. The approximation ratio is monotonic increasing in the number of vertices. We can always make a copy v ′ of an existing vertex v and set the distances dist(v, v ′ ) = 0, dist(v ′ , w) = dist(v, w) ∀w = v to increase the number of vertices. Now we can transform a tour of the old instance to a tour of the new instance by visiting v ′ directly after visiting v and leave the order of the other vertices unchanged. It is easy to see that the transformed optimal tour remains optimal and the transformed k-optimal tour is still k-optimal.
Proof. Take a graph G with girth 2k, ex −1 (n, 2k) vertices and n edges, we construct a new graph G ′ by deleting cycles successively from G and adding them to an empty graph with ex −1 (n, 2k) vertices until there are no cycles left. After this deletion of cycles the remaining graph will be a forest with at most ex −1 (n, 2k) − 1 edges. Hence, we added at least n − ex −1 (n, 2k)
. By construction K i is Euclidean and has girth least 2k. By Theorem 2.1 we can construct an instance with |E(K i )| ≤ n vertices and an approximation ratio of
The statement follows from the fact that the approximation ratio is monotonic increasing.
Corollary 3.3. For real numbers p 1 , . . . , p n with 0 ≤ p j ≤ 1 for all j ∈ {1, . . . , n} and n j=1 p j = 1 there exist an instance with n vertices and approximation ratio of at least Ω( n j=1 p j j ex −1 (j,2k) ). Proof. By Theorem 3.2 there exist for any 1 ≤ j ≤ n an instance I j with at most n vertices and approximation ratio Ω( j ex −1 (j,2k) ). We can extend the number of vertices of these instance to n as described in Remark 3.1. Now construct a random instance which is equal to I j with probability p j for all j ∈ {1, . . . , n}. This instance has the expected approximation ratio of Ω( n j=1 p j j ex −1 (j,2k) ). Hence, there is a deterministic instance with an approximation ratio of this value. 
Upper Bound
In this section we give an upper bound on the approximation ratio of the k-Opt and k-Lin-Kernighan algorithm. We bound the length of any k-optimal or k-Lin-Kernighan optimal tour T compared to the optimal tour. To show the bound we first divide the edges of the T in classes such that the length of two edges in the same class differ by at most a constant factor. For each of these classes we construct with the help of the optimal tour a graph containing at least 1 4 of the edges in the class and show that this graph has a high girth. Thus, we can use results from the extremal graph theory to bound the number of edges in the length class.
Fix a k > 2, assume that a worst case instance with n vertices is given. Let T be a k-optimal or k-Lin-Kernighan optimal tour of this instance. We fix an orientation of the optimal tour and T . Moreover, let w.l.o.g. the length of the optimal tour be 1. We divide the edges of T in length classes. Note that by the triangle inequality every edge with positive length in T has length at most 1 2 and is l-long for exactly one l. For every l we want to bound the number of l-long edges. Let us consider from now a fixed l. In the following we define three graphs we need for the analysis and show some useful properties of them.
Definition 4.2. Imagine the optimal tour as a circle with circumference 1 and the vertices on that circle in the order of the oriented tour where the arc distance of two consecutive vertices is the length of the edge between them. Divide the optimal tour circle into 4(k − 1)⌈( 4k−4 4k−5 ) l ⌉ consecutive arcs of length It is easy to see that the relation near defines an equivalence relation. Proof. The proof is similar to the standard proof that the max cut of a graph contains at least 1 2 of the edges (see for example Theorem 5.3 in [24] ). By coloring the vertices uniformly at random each l-long edge has a probability of 1 4 of going from a red vertex to a blue vertex. Hence, the expected number of l-long edges satisfying this condition is 1 4 of the original number. This implies that there is a coloring where at least 1 4 of the l-long edges satisfys the condition. Definition 4.5. We obtain the multigraph G l 2 by coloring the vertices of G l 1 in red and blue according to Lemma 4.4 and delete all edges that are not l-long edges from a red vertex to a blue vertex according the fixed orientation of T (Figure 3 ). Now we claim that the underlying undirected graph of G l 2 has girth at least 2k, in particular, it is a simple graph. Assume not, then there has to be a cycle of even length consisting of the edges in C = {c 1 , c 2 , . . . , c 2h } with h < k, since the graph is bipartite by construction. We call the edges of C in G l 2 and the preimages of them in G l 1 and G the C-edges. Proof. Observe that the head resp. tail of a connecting path is a tail resp. head of a Cedge. Hence, the corresponding vertices of the heads resp. tails of the connecting paths in G l 2 are colored red resp. blue. Since the relation near is reflexive, it is not possible that the two endpoints of a connecting path are near to each other and every connecting path contains at least one edge. Proof. For any endpoint of a C-edge in G there is another endpoint of a C-edge which is near to it since after the contraction the C-edges form a cycle in G l 2 . By definition every near pair of such endpoints are connected by a short edge. Note that there are 2h C-edges, so we get 2h short edges which form a set of alternating cycles with the C-edges. Using the fact again that after the contraction we get a single cycle C in G l 2 we see that the C-edges form with the short edges a single alternating cycle. Since the vertices of C are colored either red or blue in G l 2 , the short edges connect two heads or two tails of C-edges and hence also two heads or two tails of connecting paths. Definition 4.10. We construct the graph G l,C 3 as follows: The vertex set of G l,C 3 is that of G and the edge set consists of the connecting paths and the short edges ( Figure 4 ). Proof. By the definition of C-edge and Lemma 4.9 every vertex in G is either an endpoint of an alternating path, a C-edge and a short edge or none of them, hence the edges of G l,C 3 form cycles. Note that every connected component in G l,C 3 contains at least two connecting paths since the two endpoints of a connecting path are not near to each other by Lemma 4.7 and hence they cannot be connected by a short edge. Thus, there are at most h connected components.
Before we start with the actual analysis we show that the total length of all short edges is smaller than that of any C-edge. Proof. By Lemma 4.9 there are 2h ≤ 2(k − 1) short edges. Each of them connects two vertices which are near to each other. By the triangle inequality, each of the short edges has length at most
Hence the total length of short edges is at most 2h
Lemma 4.13. Let S be the set of short edges, B 1 and B 2 be sets of l-long C-edges with Proof. Let l 1 := |B 1 |, l 2 := |B 2 |. We have
Hence by Lemma 4.12
c(e). Proof. We construct such a tour T ′ . Start with a graph G ′ with the same vertex set as G and an empty edge set. First, add the connecting paths to E(G ′ ). Add a set of C-edges that connects the connected components of G l 3 to E(G ′ ), this is possible since T consists of the C-edges and connecting paths and is connected. We call these edges the fixed C-edges. After adding them, the degree of every vertex is at most two, since at each vertex there are either two connecting path edges or one connecting path edge and at most one C-edge. Note that there are no cycles since otherwise the original tour would contain disjoint cycles. Hence we have a set of paths. Add another copy of the fixed C-edges (they do not belong to the fixed C-edges) and all short edges to E(G ′ ). Now E(G ′ ) is the union of E(G l,C
3 ) with two copies of the fixed C-edges that make the graph connected, hence G ′ is Eulerian ( Figure 5 ). After shortcutting a Eulerian walk of E(G ′ ) where we leave the connecting paths and fixed C-edges fixed we get the tour T ′ . This is possible since the connecting paths and fixed C-edges form paths. Let u be the number of connected components in G l,C 3 , by construction there are u − 1 fixed C-edges. Moreover, to connect the 2h connecting paths T ′ contains besides of the u − 1 fixed C-edges and shortcuts of the u − 1 copies of them also 2h − 2u + 2 short edges.
It remains to prove that E(T )∆E(T ′ ) is an alternating cycle. By Lemma 4.9 we know that E(T )∆E(G l,C 3 ) is an alternating cycle. By adding two copies of the fixed C-edges we change these C-edges from tour to non-tour edges in the alternating cycle. When we shortcut the Eulerian walk to a tour we shortcut consecutive non-tour edges to a non-tour edge. Assume that after the shortcutting step there are still two consecutive non-tour edges. Consider the common vertex v of these two edges. This means we have to add from T two edges to v to get T ′ . Note that every vertex of the alternating cycle is an endpoint of a connecting path which is not contained as a tour edge in the cycle. Hence the degree of v in T ′ has to be at least three, contradiction to the definition of tour. Therefore, in the end the cycle is alternating again.
The length of T ′ can be bounded by the length of the connecting paths plus 2(u − 1) C-edges and all short edges. Thus, by Lemma 4.13 T ′ is shorter than T and by the k-optimality or k-Lin-Kernighan optimality G l 2 has girth at least k. Next, we use T ′ to get an improved result: G l 2 has girth at least 2k. Definition 4.15. Given an orientation of T ′ , we call a connecting path p wrongly oriented if the orientation of p in T ′ is opposite to the orientation in T , otherwise it is called correctly oriented. Lemma 4.17. If a tour T ′ contains a short edge and all connecting paths, then there is an ambivalent 2-move that increases the length of the tour by at most two C-edges.
Proof. By Lemma 4.9 every short edge always connects two heads or two tails of connecting paths and hence one of them is correctly oriented and the other one is wrongly oriented. Thus, as long as there is a short edge, there has to be at least one correctly oriented path and one wrongly oriented connecting path. In this case there has to be a C-edge e 1 connecting two oppositely oriented connecting paths, since the C-edges connects the connecting paths to the tour T . By definition, every C-edge in T ′ connects a head and a tail of two connecting paths which are hence both correctly or both wrongly oriented. Thus, e 1 is not contained in T ′ . Let the two non-connecting path edges in T ′ that share an endpoint with e 1 be f 1 and f 2 . Since the two connecting paths are oppositely oriented, either both tails of f 1 and f 2 according to the orientation of T ′ are endpoints of e 1 or both heads. Assume w.l.o.g. that they share their tails with e 1 , let e 2 be the edge connecting the heads of f 1 and f 2 ( Figure 6 ). Now we can make a 2-move replacing f 1 , f 2 by e 1 and e 2 to obtain a new tour with the additional C-edge e 1 . By Lemma 4.7 every connecting path contains at least one edge, hence there are no two adjacent C-edges. Thus, f 1 and f 2 are not C-edges and the new tour contains at least one more C-edge. Moreover, by the triangle inequality we have c(e 2 ) ≤ c(f 1 ) + c(e 1 ) + c(f 2 ) and thus each of the 2-moves increases the length of the tour by at most two C-edges. Proof. Let u be the number of connected components of G l,C 3 . By Lemma 4.14, we can construct a tour T ′ using the connecting paths, u − 1 C-edges and 2h − 2u + 2 short edges. We modify T ′ iteratively. In every iteration, if T ′ contains a short edge, we perform an ambivalent 2-move by Lemma 4.17. Note that there are 2h − 2u + 2 short edges in the beginning and with each of these 2-moves, we replaced at most two short edges. Therefore, we can perform by Lemma 4.11 h − u ≥ 0 iterations. After that, we get a tour with h − 1 C-edges and all connecting paths. Thus, the resulting tour arises by an h + 1-move from T . We started with a tour with u − 1 C-edges and in every iteration the cost increases by at most two C-edges. Hence, in the end the cost of T ′ is bounded from above by the cost of the alternative paths, 2h − 2 C-edges and the cost of the short edges. By Lemma 4.13 T ′ is shorter than T which contains 2h C-edges.
It remains to show that the h+1-move can be performed by augmenting an alternating cycle. We prove this by induction over the iterations. In the beginning, by Lemma 4.14 E(T )∆E(T ′ ) is an alternating cycle of T . Assume that there is an alternating cycle of T in the beginning of an iteration. Let f 1 and f 2 be replaced by e 1 and e 2 during the iteration. Since f 1 , e 1 and f 2 share endpoints on the alternative cycle, they are consecutive edges of it. With the 2-move we shortcut the three consecutive non-tour, tour and non-tour edges of the cycle by the non-tour edge e 2 , hence it remains an alternating cycle. This completes the proof. Now we can use the k-optimality or k-Lin-Kernighan optimality of T to bound the number of l-long edges.
Corollary 4.19. We have q l ≤ 4 ex(4(k − 1)⌈( 4k−4 4k−5 ) l ⌉, 2k) Proof. By definition G contains q l l-long edges. By the triangle inequality any two vertices which are near to each other have distance at most
which is shorter than length of any l-long edge. Hence, G l 1 has also q l l-long edges. Since we have chosen a coloring according to Lemma 4.4, G l 2 has at least 1 4 q l edges. By the k-optimality or k-Lin-Kernighan optimality and Lemma 4.18 G l 2 has girth 2k and thus at most ex(4(k − 1)⌈( 4k−4 4k−5 ) l ⌉, 2k) edges. Therefore q l ≤ 4 ex(4(k − 1)⌈( 4k−4 4k−5 ) l ⌉, 2k). 
Proof. By the definition of l-long edges we have
Since every edge with positive cost is l-long for some l we have ∞ l=0 q l ≤ n. Moreover, ( 4k−4 4k−5 ) l is monotonically decreasing in l, hence the right hand side is maximized if q l is maximal for small l. Thus, we get an upper bound by assuming that q l = f (l) for l ≤ l * and q l = 0 for l > l * , where l * := min j j l=0 f (l) ≥ n. 
Since we assumed that the length of the optimal tour is 1, we get the result.
Combined with Theorem 2.2 we conclude: 
Comparing the Lower and Upper Bound
In this section we compare the lower and upper bound we got from the previous sections for the k-Opt algorithm. From Corollary 3.5 and Corollary 4.22 we can directly conclude that Theorem 5.1. The approximation ratio of the k-Opt algorithm is Θ( k √ n) for k = 3, 4, 6.
Now we want to compare the bounds for other values of k where the exact behavior of ex(n, 2k) is still unknown.
Lemma 5.2. For all x ≥ 2 we have ex(2x, 2k) ≤ 6 ex(x, 2k).
Proof. The proof is similar to the standard proof that the max cut of a graph contains at least 1 2 of the edges (see for example Theorem 5.3 in [24] ) Take a graph with 2x vertics and ex(2x, 2k) edges and color randomly half of the vertices in red and the other half in blue. For each vertex the probability is x−1 2x−1 that the endpoints are colored in the same color. So the expected number of edges which endpoints are colored in the same color is x−1 2x−1 ex(2x, 2k) ≥ 1 3 ex(2x, 2k). Hence, it is possible to color them in a way such that 1 3 ex(2x, 2k) of the edges have endpoints colored in the same color. Note that the subgraphs on the red and blue vertices have girth at least 2k, hence the total number of edges in both subgraphs is at most 2 ex(x, 2k). Thus 2 ex(x, 2k) ≥ 1 3 ex(2x, 2k). Thus, l * ∈ Θ(log(n)) and the upper bound is sharp up to a factor of Θ(log(n)).
