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Chapter 1
Introduction
1.1 Quantitative Modelling
Rhythmic processes in biology are present everywhere, ”...occurring at all levels of bio-
logical organisation, from unicellular to multicellular organisms, with period ranging from
fractions of seconds to years.”, stated Albert Goldbeter in his book about biochemical
oscillations [1]. They are observed as a result of interactions between open systems and
external environment, with dissipation of energy and matter if a system operates suffi-
ciently far from equilibrium [2]. In biological systems nonlinearities arise mainly from
feedback processes and cooperativity that regulate genetic and metabolic networks [3].
To understand the mechanisms underlying such rhythmic biological processes arising from
diverse regulatory mechanisms, it is necessary to use an interdisciplinary approach com-
bining the knowledge of molecular biology, bioinformatics and nonlinear dynamics. New
data regarding genes, proteins and cellular networks are still emerging and it is important
to quantify the links between them. In the case of rhythmic phenomena it is clear that
this can be done using both data analysis and mathematical and physical modelling.
Generally two main approaches can be used to model such a complex system. The re-
ductionist approach is based on minimal models describing relevant parts of one system
or modules [4]. When they are fully understood, the next step is to create and analyse
complex networks of such models. Usually it results in finding new dynamical properties,
the ones that were not obvious from the simple modules. The second approach, preferred
by experimentalists, is based on large-scale models describing all components and relevant
processes in the system. It is usually inevitable to unravel the organisation of complex
cellular networks. Regardless which type of modelling approach has been chosen, the dif-
ficulties to distinguish the different scales that occur in cell biology in time, space and
complexity, still remain. However, quantitative modelling, relaying on broad tools from
mathematics, physics and nonlinear dynamics, can help to reduce the region of parameter
values that are critical for the system that is investigated or to distinguish which aspects
of the model are more or less important. Different models can be developed, with respect
to their purpose. Recent studies are more focused to combine experimental and theoretical
work where usually models serve as working hypotheses, followed by appropriate experi-
ments. Besides, experimental design is usually driven by logic of modelling. Modelling as
a powerful theoretical tool in biology, brings two new scientific fields into focus, systems
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biology and synthetic biology.
1.2 Systems Biology and Synthetic Biology
An emergent inter-disciplinary field in bioscience that has recently received increased at-
tention is systems biology [5, 6]. It focuses on the systematic study of complex interactions
that are very difficult to comprehend using only one scientific approach. Its roots are in the
quantitative modelling of enzyme kinetics, simulations in neurophysiology, control theory
and cybernetics.
Systems biology is an approach to study biological system, investigating its different struc-
tures, such as gene regulatory and biochemical networks, together with their dynamics.
Using quantitative and qualitative analyses it tries to understand the functioning of the
system as a whole. Thus, specific testable hypotheses about biological system can be
constructed, which can be also experimentally investigated. Within the systems biology,
experiment and theory are very close. Main aim of systems biology is to understand com-
plex biological processes in order to tackle many important problems with biological and
medical priorities such as mechanisms of disease, pharmaceutical applications including
discovery of new drugs or drug target validation. Systems biology with its quantitative
and predictive understanding of a biological system, provides the analytical framework in
which new emerging fields of science start to operate. One of these new fields, with their
promising applications is synthetic biology.
Synthetic biology, on the other hand, combines biology with principles of engineering in
order to build and design biological systems or new functions from their standardised
biological building-blocks. It was developed, similar as systems biology, to expand our un-
derstanding of biological systems and their functions, by testing artificial genetic networks
using interdisciplinary approach based on the theoretical biology. Elowitz and co-workers
demonstrated experimentally and theoretically how gene expression should work inside
living cells, by placing DNA inside living cells [7]. Their construct called repressilator,
brought new insights into intracellular network regulation and proved that a novel desired
function can be designed and implemented in natural systems. A similar construct was
successfully developed for metabolic networks, where integration of transcriptional regula-
tion with metabolism was studied using synthetic gene-metabolic oscillator or metabolator
[8].
Using engineering approaches, different scales of biological complexity can be constructed,
such as novel genes and proteins, but also new regulation mechanisms, signal sensing or
enzymatic reactions to novel multi-component modules and even to completely or partially
engineered cells. Synthetic biology provides a framework for predicting and evaluating the
dynamics of cellular processes. Apart from constructing and testing design principles in
its simple or complex form, artificial systems for gene expression have been also used to
study the influence of noise on the performance of designed units and modules [9]. It is
clear that the potential applications of engineered biological ”devices” are wide, ranging
from functional genomics, gene and cell therapy in medicine, pharmacology, to nanotech-
nology. The model that will be presented in this thesis will try to unreveal some of the
basic properties of circadian rhythm generator, using an approach from systems biology
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and synthetic biology.
1.3 The Thesis
Numerous different models have been developed to investigate circadian rhythm generator
and its dynamical properties. However there is a lack of research that incorporates different
levels of its organisation together with environmental influences. The aim of this thesis is
to investigate the possible mechanism of circadian rhythm organisation, on a cellular and
intercellular level, using minimal model approach, with the tools of nonlinear dynamics.
To achieve the first goal, two different oscillators, based on simple biochemical processes
needed for self-sustained oscillations, are combined. The second goal is achieved, studying
a higher level of organisation via a net of elements of combined oscillators with respect to a
global and diffusive coupling among elements in the net. Some basic principles of circadian
rhythm generator are tested using the single element model. To incorporate the influence
from the environment, this model is extended with respect to changes in the model pa-
rameters. Phenomena of synchronisation and the formation of patterns are studied due
to either variability of periods or stochastic influences. These investigations are extended,
when nets of oscillatory elements are entrained by changes in the environmental signals.
Outline
This thesis is organised as follows. Chapter 2 consists of two parts. The first part deals
with some general principles of a mathematical description of biochemical oscillations based
on ordinary and delay differential equations. Description of coupled biological oscillators
is introduced with tools from data analysis, necessary for the quantitative description of
multioscillator systems. Noise and variability are also characterised in this chapter. The
second part of chapter 2 deals with a specific type of biological oscillators, a circadian clock
oscillator and introduces a biological concept and general properties of circadian rhythms,
along with an overview on the modelling of circadian rhythms. In Chapter 3, a model of a
circadian rhythm generator consisting of two different biochemical oscillators is introduced.
A stability analysis of the two subsystems and of the coupled system is also presented
along with an extended model for the external environmental influence, with the system’s
response to different periods of enviromental perturbation and the corresponding phase
response curves. Chapter 4 deals with a net of such coupled two component oscillators,
the influence of the variability on the net due to two different types of coupling and also,
environmental influences on the net. Chapter 5 represents the stochastic influence on the
single element and on the net of elements, with respect to two different types of coupling
and environmental influences due to two different periods of entrainment. Finally, Chapter
6 represents the summary of results with the emphases on possible future work.
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Chapter 2
Formal Representation and Analysis
of Biological Oscillators
This chapter gives a quantitative description of biological oscillators as a class of nonlinear
systems with necessary tools to analyse rhythmic phenomena observed in populations of
oscillators. Besides, basic characteristics of circadian rhythms are presented, including core
molecular mechanism and phase response curves. A brief overview over some important
models for circadian clocks is also given in this chapter.
2.1 Biological Oscillators
Biological rhythms observed in nature are quite diverse regarding their spatiotemporal
behaviour. Their periods are ranging from milliseconds in the case of the oscillations of
the membrane potential in neuronal cells, through minutes and hours in the case of glycol-
ityc oscillations in pancreas, to weeks and months, as it is the case of mammalian ovarian
cycles [1, 10]. Also the patterns observed in nature are quite remarkable, from the spatial
organisation of cellular components inducing the different cell shapes, influencing the cell
cycle and having the crucial role in the signalling pathways. They are the result of complex
biochemical and biophysical processes, which are occurring in the biological organisms and
their environment. Biological processes involve many elements and mechanisms, and they
are an inevitable part of diverse cellular and physiological functions. To describe formally
such processes one should start with biochemistry where a biological process is described
as one or a set of biochemical reactions. A biochemical reaction, in its origin, is a simple
chemical reaction which rate may be increased by a substance called enzyme. Enzymes
are catalysts in biochemical reactions and according to their structures, represent proteins
in the living cell.
Dynamics of biological processes are described as a change of concentrations of chemicals
involved in the biochemical reaction with time. Chemicals observed on the cellular level,
might be proteins, small molecules, DNA, RNA or other species. This change is charac-
terised by rate laws, based on proportionality in the chemical reactions. It states that the
rate of change in the concentration of a chemical component is proportional to the prod-
uct of concentrations of the chemicals present in the system and the concentration of the
5
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chemical component itself. The biological process is presented as a set of rate equations.
Ordinary Differential Equations
The theory of ordinary differential equations (ODEs) has been successfully applied to
model biochemical networks of diverse systems [11], such as the cell-cycle control sys-
tem, metabolic networks or circadian rhythms, [12, 13, 14]. These models are based on
assumptions that the molecular concentrations are continuous and these phenomena un-
der consideration are occurring in the homogeneous well-stirred volume at a time scale
slower compared to other cellular processes such as transcription, translation or mem-
brane transport. The ODEs are a good starting point to describe biochemical processes.
One biochemical process can be transformed into a set of ordinary differential equations,
formally given by
dxi
dt
= fi(xi, xj , pk) i, j = 1, ..., N, (2.1)
where xi are the concentrations of the chemical component [Xi] involved in one biochemical
process, characterised by a set of parameters pk and by the functions fi. The solutions of
such equations are possible to obtain, knowing the parameters and the initial conditions,
by integrating the differential equations using different methods. Usually, even the most
simple regulatory networks are described by a set of equations and to predict the change
of each component over time, many parameters, such as the rate constants that appear
in the rate laws and initial conditions are needed to be known. Many are not measured,
and the only way to solve such a complex behaviour of models for molecular regulatory
networks is to rely on tools from nonlinear dynamics. A linear stability analysis can be
used to determine the dynamics of the system due to different parameter values.
Delay Differential Equations
Dynamics of reactant involved in one biological process sometimes depends on the history
of dynamics of another reactant or reactants. To describe such a process, delay differen-
tial equations (DDEs) have to be used. DDEs have many applications in the theory of
control and self-oscillating systems, regarding biological, chemical and physical questions
that deal with the feedback mechanisms. General theory for DDEs (linear) are presented
by Hale [15], El’sgol’ts and Norkin [16]. Delay differential equation is similar to an or-
dinary differential equation, with the difference, that its evolution depends on the past
values of the state of variables describing given system. Thus for the exact solution of
delay differential equations one should know not only the current state but also the state
of certain time previously. In recent decades, the application of this class of differential
equations, especially in a modelling of biological systems, has increased, for example in
population dynamics and epidemiology. Regarding the type of delay involved in the dy-
namics of some biological system, one can distinguish delay differential equations with the
discrete time delays from DDE with continuous delay. Generally, they can be presented as:
dx(t)
dt
= F (x(t), x(t− τ1), ..., x(t− τn)) (2.2)
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for τ1 > ... > τn ≥ 0, where τ1, ..., τn are delay terms and x(t) is n - dimensional vector of
variables.
Ensembles of Coupled Biological Oscillators
A population of oscillators and their collective behaviour are subject of extensive studies in
the various fields of science such as physics, chemistry, social sciences and biology leading
to their practical applications in engineering and medicine.
Variety of rhythmic phenomena in biology are generated as the collective rhythms emerg-
ing from multicellular structures. Examples of such network organisation, are well studied
rhythms in the cardiac pacemaker at the sinoatrial node [17], calcium oscillations [18] and
circadian rhythms in the suprachiasmatic nucleus [19, 20]. Thus a description of biological
rhythmic processes in some cases could not relay only on a single biochemical oscillator.
Instead, a complete picture of the dynamics of a certain biological process can be obtained,
if the network of interacting oscillators is observed.
The phenomena which are of particularly interest in biology and other systems where
dynamics of two or more coupled oscillators are investigated is synchronisation. It can
be described generally with tools from nonlinear dynamics regardless of the system type.
Synchronisation by definition represents how two or more self-sustained periodic oscillators
are adjusting their rhythms due to their weak interaction [21]. Different manifestation of
synchronisation can occur, depending on the differences among oscillators and their mu-
tual interactions.
From the biological perspective is it challenging to find the possible mechanisms of inter-
cellular coupling that would lead to a complete synchronisation. For the case of more then
two oscillating systems, the spatial order of oscillators that are interacting is important.
In this work emphases is on two types of coupling in the net of coupled oscillators, global
and diffusive couplings. Spatial arrangement of the oscillators is observed when they are
ordered into chains, lattices or even more complicated network geometries and where each
element interact only with its neighbours. Due to their mutual coupling, the elements in
one neighbourhood are adjusting their frequencies. The common frequency among neigh-
bours can be different and then one can expect some partially synchronous state. This
is resulting in the formation of synchronous clusters or oscillating spatial patterns. Reac-
tion diffusion systems are usually used to describe such nonlinear spatial systems in biology.
2.2 Data Analysis
This section reviews the standard tools to quantify the rhythmic characteristic of single
biochemical oscillators and the network of oscillators. To define the dynamics of an oscilla-
tor, its period, amplitude and phase have to be obtained. Using stability analysis one can
analytically obtain the period values due to the variation of bifurcation parameters, by the
means of imaginary and real part of the eigenvalue for specific fixed points. However an
explicit solution of the eigenvalues for some models of biochemical oscillators is not possible
to obtain. Thus, one can evaluate the period from the time series obtained by numeri-
cal simulations, using the Discrete Fourier Transform (DFT) and evaluated corresponding
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power spectral density.
Measure of Spatiotemporal Order in the Ensemble
Variety of synchronisation patterns can be obtained in the network of oscillators due to
different types of coupling and thus there are many numerical techniques in the literature
for the estimation and analysis of synchronisation. Here, two numerical methods for quan-
tifying the measure of coherence in the population of oscillators are presented. They will
be used later to analyse the data obtained by numerical simulations of model equations.
These are the order parameter R for the case of globally coupled oscillators [22] and the
spatial cross-correlation measure S for diffusively coupled oscillators [23].
Order Parameter
A quantity, convenient to measure a degree of the synchrony among elements in the network
of globally coupled oscillators, is defined as the order parameter R. It represents the ratio
of the standard deviation of the time series of the average value X¯(t) to the standard
deviation of the local signal Xij(t), calculated for each element and averaged over the
number of elements in the net.
R =
〈X¯2〉T − 〈X¯〉2T
1
N2
∑N
i ,j=1(〈X2ij 〉T − 〈Xij 〉2T )
(2.3)
where X¯ = 1
N2
∑N
i ,j=1Xij (t) is the mean field over the number of elements in the net at time
t, 1 < i, j ≤ N and the 〈...〉T denotes the average over integration time T . This parameter
quantifies the distribution of phases of the oscillators in the net. The values of the order
parameter R can take a range between R = 0, when oscillators are unsynchronised and
R = 1, when they are completely synchronised.
Spatial Cross Correlation Measure
An efficient way to detect the nearest neighbour relationships in space and time in the
net of oscillating elements, is to apply the spatial cross-correlation measure S defined by
Busch and Kaiser, [23]. In Chapter 4 where nearest neighbour coupling is applied to the
net of interacting elements, this measure of spatial order will be used for a quantification
of coherent spatial patterns induced by variability. Spatial cross-correlation S is a measure
of order in the system and is defined as the space and time averaged nearest neighbour
distance of all elements in the net normalised by the total spatial amplitude variance:
S = 〈Cov(t)
σ2X (t)
〉T (2.4)
where σ2X (t) is the spatial variance of a system variable X at time t defined as:
σ2X (t) =
1
N2
N∑
i ,j=1
(Xij (t)− X¯(t)) (2.5)
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and Cov(t) representing the spatial autocovariance of nearest neighbours at time t defined
as:
Cov(t) =
1
N2
N∑
i ,j=1
1
|Nij |
∑
bn∈Nij
(Xij (t)− X¯(t))(bn(t)− X¯ (t)) (2.6)
Nij is the set of elements of a von Neumann neighbourhood at each lattice siteXij where the
neighbourhood element is defined as bn. A neighbourhood of 4 elements is used because
of the computation ease. It was shown that using different local neighbourhoods, the
results are not changed significantly. Both measures mentioned above are quantifying
synchronisation, with the difference that Cov also takes into account the order in the
system or the local synchronisation among elements. Thus, relative measure of the order
in the system is finally obtained by averaging a ratio of spatial autocovariance of the nearest
neighbour Cov(t) and spatial variance σ2X (t) over total integration of time T . The indicator
for coherent spatiotemporal patterns is the maximum value of the spatial cross correlation
S = 1, representing the high synchronisation in space and time. In fully synchronised
systems when Cov = σ2X = 0 value for spatial cross correlation S is undefined due to the
ratio of two spatial variance measure. When elements are uncorrelated in time and space
the value of spatial cross correlation S = 0 is estimated, and it can reach the value of
S = −1 for the case of strong anticorellation. A spatial cross correlation measure is one
of the tools used for a quantification of the noise-induced pattern formation [23, 24].
2.3 Noise and Variability
Influence of stochastic forces on the circadian rhythm generator is investigated in this
thesis, in the form of additive uncorrelated noise. It is known that noise can have a
constructive role in many nonlinear systems. This can be demonstrated by various ex-
amples, such as stochastic resonance [25], coherence resonance [26], noise induced phase
transitions [27] and spatiotemporal stochastic resonance [23]. However, time independent
heterogeneity between elements in the net, or variability, is also capable to induce a tran-
sition between two different dynamical regimes, similar as it is the case with noise [28].
Pattern formation in nets of biochemical oscillators can be explained due to the influence
of variability among elements in the net [29]. Besides, many other phenomena such as
stochastic resonance, coherence of patterns and synchronisation can be also observed due
to the presence of time-independent stochastic differences (variability) among elements in
the net [30, 31, 32].
The influence of stochastic forces can be presented as the set of stochastic differential
equations. For a single process, it can be described by the following equation:
dX(t)
dt
= f(X(t)) + g(X(t))η(t) (2.7)
Depending on the function g(X(t)), different types of noise exist. If the function is con-
stant, the noise term is additive. For the case when the function g(X(t)) is dependent
on the variable X(t), the noise is multiplicative. Noise is determined by its probability
distribution, moments and correlation function. According to the central limit theorem,
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Gaussian probability distribution P (η, σ) is considered. In the present thesis only zero
mean additive Gaussian white noise is studied with noise strength σ. For a net consisting
of N × N coupled elements, where coupling is given by coupling function Kij , the above
equation can be extended:
dXij(t)
dt
= f(Xij(t), Xlk(t)) + g(Xij(t))ηij(t) +Kij (2.8)
where 1 < i, j ≤ N are indices for each element in the square net and l, k ∈ {1, ...N}.
Assuming that the noise term ηij(t) is uncorrelated in space, one can define the correlation
function as
〈ηij(t)ηkl(t′)〉 = σ2δij,klδ(t− t′) (2.9)
If one assumes that the stochastic differences between elements in the net are independent
on time, variability is introduced in the net. The process can be described as:
dXij(t)
dt
= f(Xij(t), Xlk(t)) + µijg(Xij(t)) +Kij (2.10)
where µij denotes the parameter values of the system that are different for each element in
the net, and that follow some statistical distribution. Gaussian probability distribution is
chosen, where the variance ν2 defines the variability intensity and the standard deviation
ν the variability strength, respectively. Variability also can be defined as additive, if the
function g(X(t)) is constant or otherwise, multiplicative. The correlation function for the
case of variability is defined by
〈(µij − µ¯)(µkl − µ¯)〉 = ν2δij,kl (2.11)
where µ¯ is mean value of parameters µij.
2.3.1 Numerical Integration
The nonlinear differential equations which are discussed in this thesis belong to the class of
delay stochastic partial differential equations. They can not be solved analytically, instead
numerical methods are used to calculate their solutions. Simulations of the model equations
for the circadian rhythm generator are performed using an integration algorithm based on
a second order Runge-Kutta method [33]. The system describing the net of diffusive
elements, when stochastic terms are present, is integrated with the higher accuracy if the
larger integration step size is used [27]. Integration of equations is performed using a
discrete square lattice of the size N×N with grid points defined with indices 1 ≤ i, j ≤ N .
As rotational symmetry is chosen for the net of locally coupled elements, the discretisation
is described by the 9-point Laplacian:
∆2Xij =
1
6△h2 (Xi−1,j−1 +Xi−1,j+1 +Xi+1,j−1 +Xi+1,j+1
+4(Xi−1,j +Xi+1,j +Xi,j−1Xi,j+1)− 20Xij) (2.12)
The equations are integrated with spatial length of discretisation△h = 1.0, while temporal
integration step size was taken to be △t = 0.001. To use a fast integration scheme, the
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spatial integration is performed by the Forward Time Centred Space algorithm (FTCS)
[33], periodic boundary conditions are applied.
Generally, discrete integration algorithm can be derived starting from the reaction diffusion
equation extended for the stochastic term η(t).
∂Xij(t)
∂t
= f(Xij(t)) +D∇2Xij(t) +
∑
kl
ηkl(t) (2.13)
In this work white additive Gaussian noise will be applied, so the following derivation
will be limited for this case2. After discretisation of space and time, the solution can be
represented as the function of solution of previous time step:
Xij(t+∆t) = Xij(t) +
∫ t+∆t
t
f [(Xij(t
′)) +D∇2Xij(t′)]dt′ +
∑
kl
∫ t+∆t
t
ηkl(t
′)dt′ (2.14)
If the reaction term f(Xij) is expanded by Talyor series, with respect to the first order of
∆t, it reduces integrals to:
Xij(t+∆t) = Xij(t) + f((Xij(t))∆t+D∇2Xij∆t+
∑
kl
η˜kl(t) +O(
√
∆t3) (2.15)
where η˜(t) is the integral of the Wiener process [34]:
η˜(t) =
∫ t+∆t
t
ηkl(t
′)dt′ (2.16)
Simulation of η˜ was performed using the Gaussian number of unit variance ζij
η˜ij = σ
√
∆t
∆h2
ζij (2.17)
〈η˜ij(t)η˜i′j′(t′)〉 = δii′jj′δ(t− t′) (2.18)
representing the uncorrelated noise in time and space. The above equations represent
the first order Euler integration. It is improved by the Heun method, or the Runge-
Kutta second order integration algorithm, that can be presented with the following set of
equations:
Xij(t+∆t) = Xij(t) +D∇2Xij∆t+ 1
2
[f((Xij(t)) + f((X˜ij(t))]∆t
+
∑
kl
ηkl(t) (2.19)
X˜ij = Xij(t) + f(Xij(t))∆t+D∇2Xij∆t+ ηkl(t) (2.20)
2Other cases of multiplicative and coloured noise on reaction-diffusion systems were presented in details
in the book of Garcia-Ojalvo, 1999 [27] and work by H. Busch [24].
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2.4 Modelling Circadian Clocks
A biological rhythm, that has a great impact in a wide range of living organisms and is
a subject of intensive studies from molecular biology, plant ecology to mathematics and
physics is circadian rhythm. Circadian rhythms control many aspects of metabolism, phys-
iology and behaviour in most types of organisms from bacteria, fungi, plants to mammals
[35, 36, 37]. The term circadian comes from the Latin word circa - about, dian - day and
it relates to the period close to 24 h, representing the biological periodic activity that co-
incides with external day-night change, caused by Earth rotation. Although the circadian
rhythms from various organisms are quite different in their physiological manifestations,
they share some common characteristics, which are usually used for their identification. A
circadian rhythm is an intrinsic process, it is endogenous to the organism, meaning that it
persists even in the absence of external cues such as light and dark with periodic activity
ranging from 20− 28 h, depending on the biological organism.
It is remarkably entrainable to the environmental stimulus such as light and temperature,
although nutrient entrainment is also observed in some organisms. The influence of exter-
nal cues manifests in the resetting of the clock each day with a precise period of 24 hours.
The period of circadian rhythms is temperature compensated, meaning that its length
remains unchanged at different but constant temperatures, taking into consideration the
physiological ranges which could have different values for the different species. As most of
the enzyme catalyzed processes are strongly temperature dependant, this feature of circa-
dian clocks is complicated to explain from the point of view of biochemical processes and
is subject of some studies on circadian rhythm generation [38, 39].
Generally circadian system can be represented as a pathway consisting of an input, which
senses the signals from the external environment, such as light intensity and temperature,
in the chronobiology literature often called the Zeitgebers [40], then a central pacemaker
which consists of gene controlled mechanism that generates the rhythm and on the end,
the output, that proceeds and controls generated rhythms as the observable or behavioural
rhythms.
2.4.1 Core Molecular Mechanisms
Increase in the research in the field of molecular genetics during several decades, has given
a possibility to study the origin of many biological phenomena on the molecular level,
including circadian rhythms, which were by then studied only based on perturbations of
behavioural rhythms [41]. The first such as report of the molecular components came from
three circadian mutants in a fruit fly Drosophila melangoster, discovered in 1971 [42] that
caused significant changes in observable daily rhythms of Drosophila.
From these days until today, with intensive studies on molecular biology of circadian
rhythm, some of the important elements of the central pacemaker, as well as a number
of the molecular control mechanisms, responsible for thickening of the circadian clock are
identified. The research is conducted on various organisms, and it was shown that circadian
rhythms have similar features among species on the molecular level, besides the above
mentioned three general characteristics. Insight into molecular function of biological clocks
on a genetic level brought many theories about clock components and their regulation
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[43, 44, 45]. New theories are still emerging and they are subject of intensive discussions
and reviews among chronobiologists. So far it has been accepted that the basics of the core
mechanisms responsible for the generation of circadian rhythm consists of transcription-
translation negative feedback loops, where transcription factors drive the expression of their
negative regulators. The schematic general representation of such genetic regulation of the
clock is presented in Fig. 2.1, where one can see that the circadian clock is presented by the
transcription of clock genes, which is regulated by negative feedback loop of its product.
One of the characteristics of the negative feedback loop is the presence of delay between
gene   clock CLOCKa 
m
YXa 
RNA
clock 
transcription translation post−translational modifications
protein  
a Z
 
Figure 2.1: Basic model of clock gene regulation: transcription of clock gene induces the
translation of mRNA to protein, which then can be transferred into different states, X, Y or
Z. They are capable of inhibit their own production by negative self regulation, ubiquitous
in nature [46].
stimuli and response. As the transcription-translation feedback cycles generally operate
on time scale, which is much less than 24 hours or one circadian period, it is assumed that
post-transcriptional regulations are crucial for these delays. Also, recent findings on new
clock components indicate the importance of post-regulators, [47, 48]. It is shown that
despite disruption of the certain clock genes, the oscillation can be saved [49]. However,
if some of the regulators such as the protein kinase or phosphatase are inhibited, this
can lead to the loss of the rhythmicity [50]. It opens the question, whether negative
feedback alone is enough for circadian regulation. Reliability of the current model for
circadian clock is also questioned by the experiments preformed on the cyanobacteria S.
elongatus and is in detail described by the work of Tomita [51]. Although the authors have
inhibited genetic transcription and translation mechanisms, they were still able to observe
the circadian oscillation of the clock protein. In their later work [52] they even succeed
to reconstitute the patterns of temperature compensated circadian oscillation. Thus they
indicated the importance of regulators for clock machinery, which are able to form an
oscillator independently from transcription of clock genes. It is clear that these results
are showing the limitations of a simple feedback model, even it is the common regulatory
mechanism in nature and that the current biological concept for circadian rhythms should
be modified.
2.4.2 Perturbation of Circadian Systems
One of the important characteristics of circadian systems is the type of entrainment [53, 54].
Circadian clock as part of living systems can not be observed as an isolated rhythmic pro-
cess, but one should consider its constant dynamic interaction with external environmental
signals such as light and temperature, already defined as Zeitgebers. Due to the regular
alternation between night and day, biological clocks have thus evolved from simple time
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keeping mechanism to complex regulator systems. The nature of biological clocks is the
best studied if it is exposed to an external perturbation. During early days in the chrono-
biology research [55], it was noticed that endogenous rhythm can be reset due to the ap-
plication of environmental stimuli. With further studies, it was revealed that the strength,
duration and point of application of stimuli are crucial and that the general response of
a system due to the influence of a Zeitgeber can be studied by means of phase response
curves (PRCs). Phase response curves are defined as the transient change in the period of
oscillators caused by the perturbation on a limit cycle (a closed trajectory in phase space),
as the function of the phase at which the perturbation is applied [54, 56]. It can result in
an increment in the phase called a phase advance or a decrement in phase called a phase
delay. In some cases, there are phase points of the PRCs where the application of stimuli
induces neither delays nor advances of the phase and they are usually referred as the ”dead
zones” of the PRCs.
An estimation of PRCs is a very common procedure in circadian rhythm experiments and
there are a number of different experimental protocols described by Aschoff [55]. The stim-
uli that are included in these experiments are pulses of light and temperature, but also the
influence of drugs and chemicals are investigated [57]. The duration of pulses varies from
1 hour to several hours, and they are usually applied while the system is in a constant
condition. Fig.2.2 illustrates the perturbation of an external signal at one arbitrary point
of the oscillator phase. Generally the unperturbed or free-running period of the oscilla-
X
Time [a.u]
T1
T0
t
Figure 2.2: Perturbation on a limit cycle with the endogenous period T0 at one arbitrary
phase of circadian time, which is defined as the distance t due to the reference, causes the
phase shift T0 − T1. Arrows indicate the moment of time when the perturbation is applied.
tor can be defined as T0 and the shift caused by the perturbation, due to the reference
point, defined with T1, at the phase point which is defined ψ = t/T0, where t is the time
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interval between the moment of perturbation and the reference point (first maximum of
unperturbed oscillation). In the terms of phases 0 < ψ < 1 or 0 < ψ < 2π with respect
to biological or mathematical formalism, the PRCs can be represented as the following
function
F (ψ) =
T0 − T1
T0
(2.21)
In this work the PRCs will be presented as the function of unnormalised phase shifts or
(T0 − T1) due to the different phase of the perturbation defined in the units of circadian
time (CT) of endogenous rhythms. This terminology is both accepted for the experimental
and theoretical chronobiology. The definition of a circadian time is standardised in the
experimental approach and is set as the phase in the free running rhythm when light stim-
uli would be applied if the system is in a natural environmental conditions. However in
the field of modelling, where behavioural rhythms are rarely evaluated and the attention
is on the levels of regulatory proteins and mRNAs, it is usually used to define the start of
stimuli application at the point that will induce a very small phase shift and it is referred
to the maximum of mRNA concentration.
Amplitude and the type of the PRCs depends on the strength and duration of the pertur-
bation. Two types of PRCs can be distinguished, type 0 and type 1. Type 1 represented
in Fig.2.3(a) displays relatively small phase shifts, where a transition between delays and
advances is continuous. Type 0, represented in Fig. 2.3(b) has significant phase shifts and
usually presents a discontinuity. The terms ”0” and ”1” refer to the average slope of a
curve that represents the function of new phase, or induced phase due to the perturbation,
as the function of old phase.
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Figure 2.3: Phase response curves: a) Phase response curve of type 1 characterised by
a small amplitude of phase shifts; b) Strong perturbation resulting in the type 0 is often
represented as the abrupt change in the phase shift.
2.4.3 Models for Circadian Oscillators
Along with the development of molecular biology techniques to study the origins of a
molecular and cellular mechanisms of circadian rhythms, in recent years computational
biology with its theoretical models has become a significant part in understanding and
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analysing complex dynamics of circadian phenomena. Two types of models can be found
in the studies of circadian rhythms, general models that attempt to fit already known
oscillatory model to the data and molecular models, based on biochemically reactions and
a specific molecular regulation of clock genes and proteins. General models are usually
approved because of their simplicity and universality, while molecular models are more
valuable, due to the analogy with a specific biological system.
General Models
One of the important general models, first used by Wever [58], later modified by Kronauer
is based on the Van der Pol equation and has been used for long time to model the human
circadian system, with the emphases on the modelling of response of human circadian
oscillations to light [59]. It is shown that this model can be used to model the effects of
light on the human circadian pacemaker [59] as well, as the phase and amplitude resetting
by light entrainment [60]. The Kronauer model is also applied as a basis to model the
SCN as a population of self-sustained oscillators with intrinsic periods and local coupling
between the oscillators. First studied for the synchronisation to 12 h light-12 h dark cycle
and phase response curves [61], this model is used later by the same authors to study
the stability and robustness of the overt rhythms and the phenomena of splitting, [62].
It is shown that certain aspects of circadian systems can be better explained using this
extended multi-oscillator model.
A general model that is frequently used to study the synchronisation phenomena in the
population of oscillators, the Kuramoto phase model, is also used to model the population
of cells of cyanobacteria and to study the role of intercellular coupling for the stability
of individual oscillator due to external and internal fluctuations [63]. Also an extended
Kuramoto model, with drifting frequencies and a stochastic term [64] is used to study the
synchronisation phenomena inspired by the data from the experimental work by Welsh
and co-workers, [65].
Molecular Models
The first molecular model for circadian rhythms is based on the prediction of oscillations
due to negative feedback on gene expression, proposed by Goodwin in 1965 [66]. Thirty
years later Goldbeter presented the first biochemical model of the circadian system [67].
It is developed for D. melangoster, as it is the first organism which oscillatory molecular
mechanism is studied. This early model consists of five kinetic equations, describing the
negative control of the PER protein on per mRNA expression, including a two level phos-
phorylation step. Using bifurcation analysis Goldbeter showed that the oscillation period
can be changed due to the rate of PER degradation. This model is well accepted because
different periods are also observed in experiments with mutants representing the change
in protein degradation. However, light input is not included in this model, and the model
is later extended with respect to a new discovered gene tim and its products, where light
influences the degradation of TIM protein [68]. The results of the new model included
the simulation of phase response curves which exhibit good consistency with experimental
data. Several studies based on this model, are also published, [69, 70] where the models
under certain conditions are able to reproduce chaos and birhythmicity, interesting from
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the aspect of nonlinear dynamics, but still unclear from a biological point of view.
The molecular models were also used to study the possible role of positive feedback. Such
model was developed by Tyson and Hong, [71]. They proposed additional regulation of
clock gene by an autocatalytic or positive feedback of homodimer PER-PER on the pro-
duction of PER protein. The outcome of this model is the presence of multiple steady
states.
Another class of molecular models are the models with a time delay, where details of
molecular processes are in some degree incorporated in the variable which is time delayed
due to the other variables in the model. For the modelling of circadian clocks, both types
of time delays are used, distributed delays [72, 73] and discrete delay [74, 75], where the
delay term represents the total duration of chain reactions that occur during one circadian
cycle. The details of the Scheper model [74] will be presented in Chapter 4, as this model
is the basis for this thesis.
Temperature effects on the circadian rhythm generator are also presented in the form of the
model developed by Ruoeff and co-workers [39, 76], which is also based on the properties
of Goodwin oscillator and describes the temperature compensation and phase response
curves for temperature steps and temperature pulse.
Besides the single molecular cell circadian model, there are studies that incorporate intra-
cellular and extracellular dynamics into molecular models, suggesting that the synchroni-
sation phenomena in the cell of SCN are crucial for the rhythmicity of the single oscillator,
indicating the importance of the net dynamics due to the single oscillatory process. Ueda
and co-workers [77] developed a model that describes synchronisation of circadian oscil-
lators in the realistic genetic network for D. melangoster. They showed the importance
of the synchronisation as the important mechanism of noise resistance in the population
of oscillators. The influence of synchronising processes are also demonstrated by Bernard
and co-workers [78], using the singular molecular model of Becker and co-workers [79] as
the basis for their network model. They show that the number of oscillators and types
of coupling in the net are of the great importance for the synchronisation and rhythmic
properties of the net consisting of individual oscillators whose amplitude gradually de-
creases (damped oscillators). A similar multioscillator model is proposed by Gonze [80],
where he observes the net composed of coupled modified Goodwin oscillators. Like the
model of Bernard and co-workers [78], it also suggests the interplay between oscillatory
mechanism in single oscillator and coupling mechanism observed in the net. It shows that
fast synchronisation can be achieved if the oscillators are driven by global coupling of the
neurotransmitter concentrations, which would be damped in the case of constant forcing.
Though it can demonstrate perfect entrainment with the dark-light cycles, synchronisation
and the interaction between two different populations of circadian oscillators, the model
lacks the period compensation. Significant change in period due to the high synchrony or
increase in the coupling strength among oscillators can be observed.
However, there are also models of the circadian rhythm generator that are not based on
the transcription-translational negative feedback, such as the model for CAM succulent
plant K. daigremontiana based on the metabolic regulation and the compartmentalisation
of malic acid [81].
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Chapter 3
System of Coupled Genetic and
Metabolic Oscillators
This chapter presents a modification of an existing molecular model for the circadian
rhythm generator, obtained by the coupling to another limit cycle oscillator. The inter-
actions between two different biochemical oscillators e.g. genetic circadian oscillator and
metabolic oscillator are presented and their mutual coupling is discussed. The two clock
model is also investigated from the aspect of environmental influences, introducing a model
that will incorporate the influence of light and temperature signals.
3.1 Model System
The model of coupled oscillators is based on an experimental and theoretical hypothesis
that more than one endogenous clock responsible for the generation of circadian rhythm
exists [82], which is still an open question in chronobiology [83]. Experimental results
suggest that several different cellular functions are controlled by separate circadian oscil-
lators. The complexity of such organisation of the circadian program can be interpreted
as the ability of organisms to adapt to different environmental signals, such as light and
temperature. Besides, the concept of coupling circadian rhythms with other biological
rhythms, such as a cell cycle [84, 85, 86] and metabolism [87, 88, 89] is also present in
theory and experiment. Thus, a simple model is developed, which will incorporate the
mutual influence of two autonomous biological rhythms, the circadian rhythms generator
and a metabolic oscillatory process.
A two variable model for the intracellular circadian rhythm generator, discussed in detail
in the work of Scheper and co-workers [74], has been shown to be relevant for representing
the basic features of a circadian molecular clock. Scheper’s model belongs to the class of
molecular models for the circadian rhythm generator, based on experimentally established
and many times proved, translation-transcription feedback loop [43, 90]. The mechanism
of a biological function underlying this model of the circadian clock, consists of the protein
gene regulation by a negative feedback loop with a time delay in protein synthesis and
strong nonlinearities in the production of molecules. The model includes a biochemical
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cascade of processes where the protein as the product of clock gene, constrains activity of
the transcription factor and thus inhibits its own synthesis.
The circadian rhythms generator is mutually coupled to another autonomous biological
clock, a biochemical oscillator. The Schnackenberg [91] model is chosen, which is the sim-
plest model for a biochemical process, involving minimal numbers of reactants and which
is capable of exhibiting limit cycle behaviour. According to its structure, it belongs to the
class of Turing’s reaction diffusion model systems [92]. This two reactant model can be
used theoretically as an example of a metabolic oscillator. The coupling of two biologi-
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Figure 3.1: General model for the circadian rhythm generator. a) Structure of internal,
two-directional coupling between two different oscillators, genetic oscillator and metabolic
oscillator. b) Schematic representation of the elements of the genetic and the metabolic
oscillators and their internal coupling. Red lines represent the inhibition of the effective
protein P and the substance y on the transcription of clock gene. M stands for mRNA.
Blue line represents the activation of substance x. Constant input of substance x and y
are defined as B and A, respectively. E represents an arbitrary enzyme that enhances the
production of substance y.
cal clocks is performed in such a way that the production of one of the reactants of the
metabolic oscillator x, is activated by the effective protein of the molecular circadian clock.
The coupling from the metabolic oscillator to the genetic oscillator is an additional nega-
tive feedback loop, performed in the way that the other reactant of metabolic oscillator y
increases the inhibition of mRNA transcription, [Fig.3.1]. Thus a two directional coupling
results in the higher regulation, where the production of substance x is not regulated only
by a constant source, represented as B [Fig. 3.1(b)], but also by the activity of a clock
protein. Furthermore, the generation of circadian rhythms is determined not only directly,
through protein auto-regulation, but also indirectly, through some other oscillatory bio-
chemical processes, influenced by the clock protein itself.
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3.2 Scheper Model
The model for transcriptional translation feedback loop, in recent literature referred to as
the translation-transcription oscillator (TTO) is presented as a set of two ordinary and
delay differential equations with discrete time delay [74], where the variables M(t) and
P (t) represent the relative abundances of mRNA and clock protein, respectively.
dM(t)
dt
=
pm
(1 + P (t)n)
− dmM(t) (3.1)
dP (t)
dt
= ppM
s(t− τ)− dpP (t) (3.2)
The equations presented here are governed by Michaelis-Menten kinetics. The protein de-
fined in Eq.(3.2) is represented as the effective protein [Fig.3.1(b)], in the sense that this
protein has passed several posttranslational processes, such as phosphorylation, dimerisa-
tion and nuclear transport and it is capable to inhibit the transcription of clock gene. As
those processes are time consuming, the time delay term τ is added. The rates of produc-
tion of mRNA and protein are defined as parameters pm and pp, respectively. Parameter
n is the Hill coefficient, while nonlinearity in the production of protein is represented
through parameter s. The degradation rate constants for mRNA and protein are dm and
dp, respectively.
3.2.1 Stability Analysis of the Scheper Model
Stability analysis of the system is already numerically obtained and discussed in detail in
the work of Scheper and co-workers [74]. In the following, partially analytically obtained
results are presented in order to get the conditions and relations for a Hopf bifurcation.
Using a linear stability analysis, the following equation results
(
pp
dp
)ndmM
sn+1
0 + dmM0 − pm = 0 (3.3)
Because of the complexity of such equations, solutions can be only obtained numerically.
Linearisation around the steady states leads to
dm(t)
dt
= −dmm(t)− hp(t) (3.4)
dp(t)
dt
= cm(t− τ)− dpp(t) (3.5)
where new constants are defined as h = pmnP
n−1
0 /(1 + P
n
0 )
2 and c = ppsM
s−1
0 .
The solutions for the delay differential equations are taken to be in the form m(t) = mˆeλt
and p(t) = pˆeλt, substituted into the Eqs.(3.4-3.5), the following characteristic equation is
obtained:
λ2 + (dp + dm)λ+ dp − dm + hceλτ = 0 (3.6)
Assuming the solution for the characteristic equation in the following form λ = µ + iω
and taking into consideration the real and imaginary part of the equation, two equations
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result. They are, after substitution the criteria for the Hopf bifurcation, with µ = 0 and
ω 6= 0, reduced to the following form:
cos(ωτ) =
ω2 − ρ
hc
(3.7)
sin(ωτ) =
κω
hc
(3.8)
Hopf bifurcation for the Scheper genetic oscillator occurs for the value of the production
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Figure 3.2: Bifurcation diagram of the Scheper model. a) Hopf bifurcation occurs at the
parameter values, pm=0.26, where the further increase in the producation rate induces
limit cycle oscillation; Mmax maximal abundances of mRNA; Mmin, minimal abundances
of mRNA; Mss, stable steady state and HB, Hopf bifurcation. b) Period of the genetic
oscillator due to the variation of parameter pm. Other model parameters are constant
(dm, n, pp, s, τ, dp) = [0.21, 2, 0.5, 4, 4h, 0.27]
rate of mRNA, pm = 0.26, while other parameters of genetic oscillator are set to constant
values. The bifurcation diagram and the period of the Hopf bifurcation point is given in
Figs.3.2(a,b). Period of genetic oscillator increases from T = 19.5 h to T = 29 h as the
production rate of mRNA goes from pm = 0.26 to pm = 2, respectively. This range of pe-
riods fits with the endogenous region of circadian clocks. Thus, the variation of parameter
pm will be used for representing a variability of circadian clocks.
The delay time τ may be taken as a bifurcation parameter, in order to stay in the endoge-
nous region of circadian clock periods, the value of the delay term is set to τ = 4 h, as it
is suggested in the original model [74].
3.3 Schnakenberg Model
The Schnakenberg model is a model for a biochemical oscillator derived for an autocatalytic
oscillating chemical reaction. Two ordinary differential equations, with variables X(t) and
Y (t), are representing the relative concentrations of reactants involved in the chemical
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reaction. If one considers diffusion processes, the dynamics of a system can be presented
as the following set of equations:
∂X(t)
∂t
= b− Y (t)2X(t) +Dx∇2X(t) (3.9)
∂Y (t)
∂t
= a− Y (t) + Y (t)2X(t) +Dy∇2Y (t) (3.10)
For all chemical reactions constants b and a are positive (a, b > 0).
3.3.1 Stability Analysis of the Schnakenberg Model
The steady state solutions (X0, Y0) are
X0 =
b
(a+ b)2
, Y0 = a + b (3.11)
The result of a linear stability analysis gives the corresponding characteristic equation:
λ2 + λ(k2ω(Dx +Dy) + α + γ) + k
4
ωDxDy + k
2
ω(Dxγ +Dyα) + α = 0 (3.12)
where parameters are α = (a+ b)2, β = 2b/(a+ b) and γ = (a− b)/(a+ b). When diffusion
of reactants is not present in the system, Dx = Dy = 0, one can derive the condition for
the Hopf bifurcation. Then the parameters satisfy the following relations:
α + γ = 0, αγ + αβ > 0 (3.13)
After substitution of the parameters a and b, finally, the bifurcation line is given by the
equation:
b− a = (a+ b)3 (3.14)
The corresponding parameter region where limit cycle solutions exist is given under the
bifurcation line [Fig. 3.3]. In the case when diffusion is present in the system, one has
to find which real part of the eigenvalue λ, depending on the wave number kω, is posi-
tive, ℜ(λ(kω)) > 0. For different values of diffusion constants, the dispersion relations are
presented in Figs.3.4(a-c). One can see that spatial instabilities exist if diffusion of the
variable X is present, while diffusion of the variable Y is set to zero. Other cases repre-
sent the spatial stability with respect to the diffusion coefficient, and thus can be further
implemented in the model. For a net of elements, a case when diffusion of the reactant y
is present and diffusion of the reactant x is not, will be considered.
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Figure 3.3: Bifurcation diagram for the Schnakenberg model. A parameter region of the
limit cycle belongs to the values of parameter, a and b under the bifurcation line. The other
part of the parameter region, represents the region of fixed point.
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Figure 3.4: Eigenvalues of the linearised Schnakenberg model as a function of the eigen-
vector κω for different values of diffusion parameters: a) Dx = 1 and Dy = 0, b) Dx = 0
and Dy = 1, c) Dx = 1 and Dy = 1.
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3.4 Coupled system
The coupled system combines the Scheper and the Schnakenberg model and is presented
as a set of delay and ordinary differential equations:
dM(t)
dt
=
1
(1 + (Y (t)/km)l)
pm
(1 + P (t)n)
− dmM(t) (3.15)
dP (t)
dt
= ppM
s(t− τ)− dpP (t) (3.16)
dX(t)
dt
= b− Y (t)2X(t) + kP (t)X(t)
f +X(t)
(3.17)
dY (t)
dt
= a− Y (t) + Y (t)2X(t) (3.18)
The coupling between the metabolic and the genetic oscillators is obtained by inhibition of
mRNA by the reactant Y , representing the coupling from the metabolic oscillator to the
genetic oscillator. Coupling from the genetic to the metabolic oscillator is presented as the
additional source of production of reactant X, caused by the activation of protein P of ge-
netic oscillator. The coupling parameter that is referred to a mutual influence between two
oscillators is the inhibition factor km or Michaelis parameter at which reactant Y inhibits
the production of mRNA. Inhibition is also characterised by the Hill coefficient l. The
activation of reactant X by protein P is characterised by a rate of the protein production
k and the Michaels-Menten coefficient f , at which this activation occurs. Parameter values
used for the genetic oscillator are similar to the parameters defined in the work of Scheper.
The parameters that are constant throughout this thesis are given in Tab. 3.1.
parameters km dm l n pp s τ a
fixed values 3.5 0.21 2 2 0.5 4 4 h 0.1
Table 3.1: Parameter values for the two component oscillator model of coupled genetic and
metabolic oscillators. The other parameters are subject to variation.
3.4.1 Stability Analysis of the Coupled System
The steady state solution is obtained from the set of Eqs.(3.15 - 3.18). The steady
state solutions M0 from Eq. (3.16) and X0 from Eq. 3.18 are M0 = (
dp
pp
P0)
1/s and
X0 = (Y0 − a)/Y02. P0 and Y0 can be calculated from
(b+ a− Y0)(fY02 + Y0 − a) + kP0(Y0 − a) = 0 (3.19)
(km
l + Y0
l)(1 + P0
n)P0
1/s − r = 0 (3.20)
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where r = k
l
mpm
dm
(pp
dp
)1/s. The Eqs.(3.19-3.20) are analytically nontrivial to solve and thus
they are solved numerically. Next step involved is the linearisation around those steady
states. It gives a new system:
m˙ = −dmm−Np− Ly (3.21)
p˙ = cm(t− τ)− dpp (3.22)
x˙ = up+ qx− βy (3.23)
y˙ = αx− γy (3.24)
with new constants, defined as
N = h/(1 + (Y0/km)
l); L = pmk
l
mlY
l−1
0 /(k
l
m + Y
l
0 )
2(1 + P n0 );
u = kX0/(f +X0); q = kP0f/(f +X0)
2 − α;
where h and c are already introduced constants for the model of the genetic oscillator and
α, β and γ are constants for the metabolic oscillator. Assuming solutions for the Eqs.(3.21-
3.24) of the form m(t) = mˆeλt , p(t) = pˆeλt , x (t) = xˆ eλt and y(t) = yˆeλt the characteristic
equation reads:
λ4 + λ3((dm + dp)− ǫ) + λ2(ρ− (dm + dp)ǫ+ θ +Nce−λτ ) +
+λ((dm + dp)θ − dmdpǫ− αβ − ǫNce−λτ ) + c[Nθ − α(Nβ + Lu)]e−λτ +
+dmdpθ − αβdm = 0 (3.25)
where ǫ = q − γ and θ = −qγ. The characteristic equation, Eq.(3.25) is highly complex
and thus it is impossible to solve it analytically.
A linear stability analysis is performed for the system of coupled genetic and metabolic
oscillators for the given set of parameters defined in the Tab. 3.1 with dp = 0.27 and
for constant values of coupling parameter k = 1 and f = 1. A linear stability analysis
is numerically performed in dependancy on the production rate of protein pm and the
parameter b. In Fig. 3.5(a) two dynamical regimes can be distinguished, stable focus and
limit cycle. For the very small values of parameters pm and b, (pm ≤ 0.1, b ≤ 0.1), the
system is again stable focus. The period of the coupled system for the same range of
parameters, pm and b is presented in Fig. 3.5(b). The estimated values for the new system
of two coupled oscillators are around the endogenous region of circadian clock periods,
when production rates of mRNA have values, which are pm ≥ 0.26. The period is robust
with respect to the variation of parameter pm and b in this parameter region. Values of the
period for coupled system in other parameter regions (pm ≤ 0.26) are small. It represents a
case of coupling of a limit cycle (metabolic oscillator) and a fixed point (genetic oscillator).
3.5 Different Structure of Coupling
One can distinguish four possible scenarios of coupling of the two autonomous oscillators as
each of them could be in different dynamical states. Of particular interest is the coupling
between two limit cycles. The bifurcation parameters in the model are pm and b. Regarding
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Figure 3.5: Bifurcation diagram for the coupled system. (a) Linear stability analysis of
the coupled system with k = 1, f = 1 in dependancy on the production rate of mRNA,
pm and parameter b; Parameter region for small values of bifurcation parameters (b ≤ 0.1,
pm ≤ 0.1) represents the stable focus; (b) Estimated period T [h] for the system of coupled
genetic and metabolic oscillators as a function of parameters, pm and b.
different values for bifurcations parameters, the four possible cases are given in Tab. 3.2.
Bifurcation parameters are chosen in the way that values for the periods of genetic and
metabolic oscillators are different, but that they are still in the physiological endogenous
region, around T = 24 h. For the period of the genetic oscillator, the chosen value is
Tg = 23.7 h and for the metabolic oscillator the value is Tm = 24.7 h. The first case of
coupling that is investigated, is the coupling of two limit cycles, where parameters are set
according to the values from Tab. 3.2. Dynamical properties of such a coupled system
are investigated by the variation of parameter k which reflects the rate of activation of
reactantX by the protein P . Numerical simulations are performed for three different values
of Michaelis-Menten coefficients. Numerical integrations of Eqs.(3.15-3.18) give different
oscillatory solutions regarding variations of coupling parameters, k and f . Oscillations are
highly complex as it is presented in Fig.3.6, for small values of coupling parameter k ≤ 0.1.
The coupling between two oscillators is not strong enough and synchronisation can not be
established. They also depend on the values of the Michaelis-Menten constant, f . As the
value of the Michaelis-Menten constant is increased, a greater value of coupling parameter k
is needed for a complete synchronisation between the genetic and the metabolic oscillators.
Synchronisation between two nonidentical limit cycles is represented in Figs. 3.7(a-c) where
ratios of periods of two biochemical oscillators are plotted due to the change in the coupling
parameter k for the different values of Michaelis-Menten coefficients. Synchronisation
between genetic and metabolic oscillators occurs for the values of the coupling parameter
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LCg ⊗ LCm LCg ⊗ FPm FP g ⊗ LCm FP g ⊗ FPm
pm = 0.75 h
−1 pm = 0.75 h
−1 pm = 0.2 h
−1 pm =0.2 h
−1
b = 0.2 b = 0.1 b =0.2 b =0.1
Table 3.2: Four different coupling situations due to different values of bifurcation parame-
ters pm and b for a genetic oscillator indicated with subscripts g and a metabolic oscillator
indicated with subscripts m. Dynamical states of oscillators: limit cycle LC and fixed point
FP, dp = 0.27.
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Figure 3.6: Time series of two coupled limit cycle oscillators, for different coupling pa-
rameter values. The parameter f increases from top to bottom, while the parameter k is
changed from left to right, dp = 0.27.
k = 0.03, k = 0.05 and k = 0.1, respectively for the different values of parameter f .
The period of the coupled system depends on the values of coupling parameter k and the
values of Michaelis-Menten coefficient. An increase of the coupling parameter k induces
an increase in the period of coupled oscillators for different values of the Michaelis-Menten
coefficient [Figs.3.8(a-c)].
In order to develop a model that will incorporate the influence of environmental signals
and a model for a net of coupled elements, the case of two coupled limit cycles will be further
considered with the coupling parameter k = 1 and the Michaelis-Menten coefficient f = 1.
This case of coupling, thus satisfies two main requirements that reflect some of the main
properties of circadian clocks. First, the period of the coupled system is robust against
the variation of the coupling parameters and second, the values of maximal production of
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Figure 3.7: Period ratio Tg/Tm of the coupled system of two limit cycles (genetic oscillator
and metabolic oscillator) that oscillate with their own periods, Tg = 23.7 h, Tm = 24.7 h,
due to the continously increase of the coupling parameter, k for the three different values
of Michaelis-Menten coefficient f : (a) f = 0.01, (b) f = 0.1, (c) f = 1.
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Figure 3.8: Periods of a system composed of two coupled limit cycles (genetic oscillator and
metabolic oscillator) as a function of parameter k restricted to different Michaelis-Menten
coefficients f : (a) f = 0.01, (b) f = 0.1, (c) f = 1.
reactant x by protein activation with respect to the Michaelis-Menten coefficient are in a
reasonable range of biochemical values. Other cases of limit cycle behaviour, due to the
coupling of oscillators when they are in different dynamical regimes, are not of interest.
The periods of such systems are not robust due to parameter variations, as usually a
strong decrease of periods is observed. The only case when the variation of the coupling
parameter does not induce a change in the period and when the values of periods are in an
endogenous physiological region is the case of the coupling of two fixed points. However,
very strong coupling, e.g. high values of parameter k and small values of Michaelis-Menten
coefficient are needed to obtain such a robustness.
3.6 Environmental Influences
Circadian oscillators preserve information on time in the absence of environmental cues,
but they are strongly influenced by external temporal signals, such as light and tempera-
ture. Therefore, a model that will incorporate the influence of light and temperature on
the activity of the internal circadian system is presented. The model combines two models
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based on experimental observations, model of light influence on a transcription transla-
tion loop, [93, 94] and the model of spatiotemporal localisation, [95].Thus in the simple
model presented, the assumption is that during the dark regime with low temperature,
which represents night condition, the activity of effective protein does not influence the
metabolic clock, so that the coupling parameter k is set to the value k = 0. According
to experimental results light pulses enhance degradation. Therefore, degradation rate of
protein is decreased also in the model presented, to the value dp = 0.17. During light
regime with higher temperature, which represents day conditions, the effective protein ac-
tivates the production of reactant X and the coupling parameter is then set to k = 1,
while the degradation rate of protein is increased to the value dp = 0.27. Other parameter
values in the model are set according to the Tab. 3.1. with (pm, f, b)=(0.75, 1, 0.2). The
corresponding model is given by the schematic representation, [Fig.3.9].
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Figure 3.9: Model for the environmental influences. (a) The system in dark regime with
low temperature or night conditions (NC) is defined with parameters k = 0, dp = 0.17. (b)
The system, in light and high temperature regime, day conditions (DC) are defined with
parameters: k = 1, dp = 0.27.
The environmental influences are studied under regular intervals of perturbation. Nu-
merical simulations of ”day-night” conditions are obtained by setting the parameters k = 1
and dp = 0.27 for the first 12 hours of simulation and then for the next 12 hours the pa-
rameters are changed to k = 0 and dp = 0.17. After 13 cycles of 24 hours perturbation
representing the ”day-night” entrainment, parameters are set to constant values for one
set of parameters k = 1 and dp = 0.27 representing the day conditions (DC), illustrated
in Figs.3.10(a, b). The other set of parameters k = 0 and dp = 0.17 represents the night
conditions (NC)[Figs.3.11(a, b)].
From both figures one can see that the amplitudes of the variables representing metabolic
abundances are significantly decreased comparing the same variables for the ”day-night”
entrainment. This is in good agreement with experimental results where it is shown that
amplitudes of the variables of a circadian system are maximised during the natural change
in environmental signals, Fig.3.10(b) and Fig.3.11(b) and are minimised in the constant
conditions. Also, variables representing genetic oscillator are slightly increased during the
continuous day regime, comparing to the ”day-night” entrainment. This is also acceptable
Chapter 3. System of Coupled Genetic and Metabolic Oscillators 31
a)
b)
X
(t)
, Y
(t)
M
(t)
, P
(t)
Figure 3.10: Time series of the ”day-night” entrainment for the period of change in en-
vironmental signals of T = 24 h for the variables (a) M , green (-) and P , black (-) and
(b) X, red (-), Y , blue (-). After 13 cycles the system is set to constant ”day” condition
(DC).
from the biological point, as high temperature and light enhance the activity of the gene-
protein clock. On the contrary, constant ”night” conditions inhibit the activity of the gene
clock and thus the amplitudes of the variables for mRNA and protein abundances are also
decreased.
The environmental model is also used to investigate the entrainment of the circadian system
due to different periods. Numerical simulations representing the change in environmental
signals with period T = 24 are performed for 200 oscillations and the periods of the genetic
and the metabolic oscillators are estimated. The entrained system is phase and frequency
locked and both oscillators are oscillating with a dominant period of T = 24 h, which
is presented in Figs.3.12(a, b). For the case of day conditions, oscillators oscillate with
the same free running period of T = 23.9 h, while for the case of night conditions, each
oscillator oscillates with its own free running period, Tg = 23.7 h for the genetic oscillator
and Tm = 24.7 h for the metabolic oscillator, respectively.
The entrainment is also investigated when the period of the environmental perturbation
is set to T = 16 h. Numerical simulations are performed setting one set of parameters
for the duration of 8 hours (dp, k) = (0.27, 1) and for the next 8 hours another set of
parameters is used, (dp, k) = (0.17, 0). After 20 cycles the system is set to constant day
conditions. Results from numerical simulations are illustrated in Fig.3.13, where time se-
ries of four variables are presented. Amplitudes of the variables for genetic and metabolic
oscillators under the environmental perturbation period T = 16 hours are lower compared
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Figure 3.11: Time series of the ”day-night” entrainment for the period of change in envi-
ronmental signals of T = 24 h for the variables (a) M , green (-) and P , black (-) and (b)
X, red (-), Y , blue (-). After 13 cycles the system is set to constant ”night” conditions
(NC).
lo
g 
S(
f)
a) b)
f/f0f/f0
Figure 3.12: Power spectral density logS(f) obtained by the analysis of time series for the
variables a) M(t) of the genetic oscillator and b) X(t) of the metabolic oscillator in the
case of ”day-night” entrainment, when the period of change in environmental signals are
set to T = 24 h; f0 is frequency that corresponds to the period T0 = 24 h.
to the amplitudes of the same variables for the case of environmental perturbation period
T = 24 hours. To estimate periods of the system in this case, numerical simulations of
”day-night” entrainment with period T = 16 h are performed and results are presented in
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Figure 3.13: Time series of the ”day-night” entrainment for the period of change in envi-
ronmental signals of T = 16 h for the variables (a) M , green (-) and P , black (-) and (b)
X, red (-), Y , blue (-). After 20 cycles system is set to constant ”day” condition (DC).
Figs.3.14(a, b). From this graph one sees that the dominating period for the variable of a
genetic oscillator is the free running period T = 23.9 h, [Fig.3.14(a)] and the variable of the
metabolic oscillator oscillates with the period of the environmental perturbation T = 16
h, [Fig.3.14(b)]. Thus for the case of a period significantly different from 24 h, differences
between variables of the genetic and metabolic oscillators are pronounced, as the variables
of the metabolic oscillator partially adjust their periods to the period of environmental
perturbation.
3.6.1 Phase Response Curves
System response and sensitivity due to an external perturbation are also studied by means
of phase response curves. According to the model for the environmental influence and
previous experimental studies, degradation rate of protein dp is increased due to the ap-
plication of light pulse. It is assumed that the coupling between two different clocks,
represented here as the parameter k, is linked to both environmental signals, light and
temperature.
Thus, in order to obtain phase response curves, light and temperature pulses are applied
at the same time. It means that during numerical simulation, the system is perturbed
for the duration of 1 hour at each point (every hour) of the oscillation phase. The zero
point 0 circadian time (0 CT) is set to be at the minimum of mRNA abundances, next
perturbed point (1 CT) is set 1 hour later, and further on. The perturbation is applied
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Figure 3.14: Power spectral density obtained by the analysis of the time series for the
variables a) M(t) of the genetic oscillator and b) X(t) of the metabolic oscillator in the
case of ”day-night” entrainment when the period of change in environmental signals are
set T = 16 h; f0 is frequency that corresponds to the period T0 = 16 h.
until a phase point for which amplitude of response is the same as the amplitude at the
zero point (0 CT). Perturbation means that during one hour the parameter dp is increased
from value dp = 0.17 to dp = 0.27 and parameter k from value k = 0 to k = 1, taking
into consideration that these changes in parameters e.g. light and high temperature pulse
is applied during the constant night regime. Perturbation induces phase shifts with the
respect of variables and the phase point when the perturbation is introduced. Fig.3.15(a)
illustrates the phase response curve of type 1 observed for the single 1h light/temperature
pulse for variables M(t) and P (t) while Fig.3.15(b) represents the phase response curve of
type 0 observed for the variable X(t) and Y (t).
Phase advances appeared up to the value of 3.5 hours, for the first 9 hours of perturbation
and then phase delays appeared up to the value of -1 hours for the next 4 hours, followed
by the slow return to the reference point for the variables M and P . In the case of the
metabolic variables, the PRC started also with the phase advances for the first 8 hours
but up to the value of 12 h and then followed by the phase delay for the next 16 h with
return to the reference point. Different types of phase response curves occur because of
the application of pulses under constant night conditions, when metabolic oscillator is not
influenced by genetic oscillator according to the model, k = 0.
To distinguish a response of the system regarding two different parameters that reflect
environmental signals, dp and k, the same kind of numerical simulation is performed, per-
turbing the system for the period of 1 hour by changing one parameter while setting the
other parameter constant. Thus, the contribution of parameters to the phase shift for each
variable can be observed. Figs.3.16(a,b) represents phase response curves for both oscilla-
tors, for a constant value dp = 0.17, while the parameter k is varied form k = 0 to k = 1.
The perturbation induces PRC of type 0 for the variables of the metabolic oscillator, like
it is the case when both parameters are varied, and PRC of type 1 for the variables of
the genetic oscillator. PRC of genetic variables has symmetric phase advances and delays.
It is also characterised by a small range in the free-running cycle of genetic oscillator in
which perturbation failed to induce phase shifts [Fig.3.16(a)].
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Figure 3.15: Phase response curves of the system in night conditions (NC, k = 0 and
dp = 0.17) due to the pulse of environmental signals (DC, k = 1 and dp = 0.27) applied
for the duration of 1 hour for the variables (a) M and P of genetic oscillator, (b) X and
Y of metabolic oscillator.
The case when degradation rate of protein is set to the constant value, dp = 0.27 and
a) b)
Figure 3.16: Phase response curves of the system in night condition (NC, k = 0 and
dp = 0.17) due to the pulse (k = 1) applied for the duration of 1 hour for the variables :(a)
M and P of genetic oscillator, (b) X and Y of metabolic oscillator.
parameter k is changed from k = 0 to k = 1, is investigated to distinguish the influence
of light and temperature. Most of the experimentally observed PRCs are obtained due
to the perturbation in one of the external signals. The result, presented in Fig.3.17(b)
represents an interesting change of PRC type in metabolic oscillator, characterised by the
transition through the value zero of the phase shift. This kind of perturbation induces
larger phase advances for the variables M(t) and P (t), with nonspecific changes in the
phase shifts expected for PRC. To compare the results when only the degradation rate of
the protein dp is changed, phase response curves of 1 hour perturbation are calculated for
k = 0, [Fig.3.18] and k = 1, [Fig.3.19], while parameter dp is changed from dp = 0.17 to
dp = 0.27. The curves are similar, resulting in the small phase advances or delays, with
pronounced transition through zero phase shift.
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Figure 3.17: Phase response curves of the system (k = 0 and dp = 0.27) due to the pulse
(k = 1) applied for the duration of 1 hour for the variables (a) M and P of genetic
oscillator, (b) X and Y of metabolic oscillator.
3.6.2 Discussions
The molecular model for circadian clock consisting of two different biochemical oscillators
presented, indicates that a simple design of intracellular two oscillator ”network” and vari-
ations of coupling parameters between oscillators can generate the complexity of circadian
clocks. With this two clock model, some possible explanations for the rich behaviour that
is usually observed in the experiments with circadian systems can be given. A fundamen-
tal question regarding the basic structure of circadian rhythms and its connection to the
overt rhythms have been tackled. The model incorporates the inhibition of the metabolic
reactant on the production of mRNA. Thus it includes the important issue of the addi-
tional feedback loops from the outputs of the rhythm generator to the input [83], such as
the state of metabolism could interfere with the transcriptional feedback loop [87]. Model
also deals with a question, whether the negative feedback loop, despite it is known as the
common regulatory mechanism, is part of circadian systems that generates rhythmicity,
or it is just part of the circadian pathway with simple feedback control function.
The results regarding the coupling of two biochemical oscillators and their different cou-
pling situations reveals that some alterations in the period are possible due to the different
coupling strengths and different Michaelis-Menten coefficients. This is pronounced in the
case of coupling two limit cycles, where different changes in periods are observed due to
variations in the coupling parameters. However, a loss of rhythmicity in genetic oscillator
can result in significant change in the periods of the system, and thus can be interpreted
as the loss of temperature compensation,[Figs.3.5(a,b)]. Two coupled oscillators can be
also used to study the influence of environmental signals. Followed by requirements that
the period of the coupled system should be robust to variations of the coupling parameter
and that values of coupling coefficient k are in a reasonable range, the case of two coupled
limit cycles is chosen as the basis for the environmental model. If the strength of the
coupling between a genetic oscillator and a metabolic oscillator is k = 1 and the value
of Michaelis-Menten coefficient is f = 1, oscillators are strongly influenced by each other.
A further increase in the coupling parameter will not change the period of such a system
significantly.
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Figure 3.18: Phase response curves of the system in night condition (NC, k = 0 and
dp = 0.17) due to a light pulse (dp = 0.27) applied for the duration of 1 hour for the
variables M and P of genetic oscillator. Genetic and metabolic oscillator are decoupled in
one direction (k = 0) and PRC represents the response of genetic oscillator due to light
pulse.
Figure 3.19: Phase response curves of the system (k = 1 and dp = 0.17) due to a light
pulse (dp = 0.27) applied for the duration of 1 hour for the variables M , P , X and Y .
Genetic oscillator and metabolic oscillator are coupled (k = 1) and PRC represents the
response of the coupled system due to light pulse.
It is obvious that the parameter of coupling (defined as k) is an important parameter
regarding the dynamics of the coupled two component oscillator, and it is varied in the
model for the environmental influence. Numerical simulations of the model reveal two
results due to the type of such an entrainment. According to the proposed ”day-night”
model the system follows the change in environmental signals if the period is 24 h. All
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variables of both clock components oscillate with T = 24 h, as it is expected because the
periods of entrainment and the system are close.
However, if the period of change of the environmental signals, T = 16 h, is shorter than
the intrinsic period of the coupled oscillators, variables of metabolic oscillator will be par-
tially entrained by the period imposed by external signals, T = 16 h. Variables of the
genetic oscillator oscillate with the dominating period which is their own endogenous pe-
riod. These results suggest the experimentally observed fact that different circadian clocks
in a system can be distinguished due to the distinctive response caused by significantly
different entrainment conditions. Thus differences of the circadian clocks in a system due
to different periods of change of the environmental signals, can be only possible if the
circadian system consists of two or even more clocks. Further analysis of the model due to
the entrainment, obtained by numerical simulations of phase response curves revealed two
typical PRCs observed in circadian systems. Comparing the results for PRCs due to the
different set of parameters k and dp, one can clearly see that the system composed of two
coupled oscillators is highly sensitive to the change in the coupling parameter k, inducing
the different response for the genetic and metabolic oscillator.
Chapter 4
Influence of Variability on the Net of
Coupled Circadian Oscillators
The subject of this chapter is the dynamics of a net of elements. Each element consists of
two coupled biochemical oscillators, a genetic and a metabolic oscillator (Chapter 3). Ele-
ments in the net oscillate with different periods. This chapter represents the investigation
of synchronisation in the net with respect to different couplings among them. The net is
also investigated in its response to the change in the environmental signals, such as light
and temperature according to the already proposed concept for environmental influences.
Different types of couplings in the net with respect to two distinct periods of change in
environmental signals, are investigated.
4.1 Biological Framework
Experimental findings indicate that the higher level of cellular organisation should be
considered in order to investigate the circadian rhythmicity of the whole organism. Exper-
iments with a mammalian circadian clock show that neuronal clocks within the suprachi-
asmatic nuclei (SCN) form a heterogeneous network where each individual oscillator os-
cillates with its own frequency [19, 20, 96]. However, the output of the SCN is a coherent
circadian output and is coordinated with the daily changes in the environment [97]. So
far it is still unknown which coupling mechanism leads to the synchronisation of such
frequency distributed oscillators, although many studies, both experimentally and theo-
retically are addressed in this direction [98, 99, 100, 101]. The synchronising factors which
are considered in the case of circadian rhythms of SCN are biochemical substances such
as neuropeptides gastrin releasing peptide (GRP), vasoactive intestinal polypeptide (VIP)
as well as the neurotransmitter γ-amino butyric acid (GABA). Each of these substances
could be described as global or local synchronising factors.
The question of multiple, interacting clocks in the net is also imposed in other cases of
circadian systems such as the cyanobacteria [102], the unit cellular algae Gonylaulax poly-
hedra [103], succulent plant, K. daigremontiana [104, 105, 106], plant seedlings [107] and
other plant circadian models, generally [108]. Current research on modelling circadian
clocks indicates that circadian properties of such organisms can only be understood as a
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result of the collective dynamics of multiple oscillators. Thus it is important to describe
how cell-to-cell communication is established and what are the sufficient and necessary
conditions for their synchronisation. Further subject of the investigation in this thesis is
the role of a net in the collective behaviour of coupled, heterogeneous, biological oscillators.
4.2 Structure of the Net
To simulate and thus to investigate the possible mechanisms of synchronisation in a cellular
network, a system of N×N elements is considered, where each element is the intracellular
nonlinear oscillator composed of a genetic and a metabolic clock. The case of interest is
when both oscillators are limit cycles, so the input of reactant Y is set to b = 0.2 and
the mean value of the production rate of mRNA is set to pm = 0.75. Mutually, they are
coupled, with the coupling parameter k = 1. From a biological point of view, this set
of parameters thus represents an element, the two component circadian oscillator in day
conditions [Fig.3.9(b)].
As the interest is focused on a heterogeneous net, it is assumed that the elements of the
net differ from each other, in the way that each element oscillates with its own frequency.
The period of the oscillatory element depends on the production rate of mRNA as it is
shown for the single element in Chapter 3 [cf. Fig.3.2 (b)]. The range of the parameter, pm
is chosen taking into consideration that all elements are in the limit cycle regime. Such a
variability according to the model equation represents multiplicative variability [Eqs.(3.15-
3.18)].
A Gaussian probability distribution P (pm, ν), defined with mean value pm = 0.75 and
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Figure 4.1: Distribution of parameters (Npm) and periods (NT ) for the net of oscillating
elements: (a) distribution of the production rate of mRNA with the mean value 〈pmij〉 =
0.75 and (b) corresponding distribution of periods with mean value 〈Tij〉 = 23.9 h for the
variability strength ν = 0.03 and the size of the net N = 48.
standard deviation ν for a set of parameters pmij is used as a realistic influence. Variability
of the system is quantified with the standard deviation as the measure of distribution of
parameters, defined as the variability strength ν. In Figs. 4.1(a,b), it is shown how a
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variability strength of ν = 0.03 corresponds to the parameter range from pm = 0.65 to
pm = 0.85, which is equivalent of the period ranging from T = 23.1 h to T = 24.7 h. The
following equations represent the array of elements, where 1 ≤ i, j ≤ N are to be indices
for each element in the square N ×N net:
dMij (t)
dt
=
1
1 + (Yij (t)/km)l
pmij
1 + P nij (t)
− dmMij (t) (4.1)
dPij (t)
dt
= ppM
s
ij (t− τ)− dpPij (t) (4.2)
dXij (t)
dt
= b− Y 2ij (t)Xij (t) + k
Xij (t)Pij (t)
f +Xij (t)
(4.3)
dYij (t)
dt
= a− Yij (t) + Y 2ij (t)Xij (t) +Kij(t) (4.4)
Parameter values pmij are different for each element in the net, representing the Gaussian
distributed numbers defined with mean and standard deviation,
〈pmij〉 = pm, 〈(pmij − pm)(pmkl − pm)〉 = ν2δij,kl (4.5)
Numerical simulations are performed with periodic boundary conditions and the same ini-
tial conditions for all elements (starting values for each variable in the above equations are
set to be zero).
One of the question that arises for circadian rhythms is whether some kind of a spatial
organisation of circadian clocks should be considered in the case of their mutual synchro-
nisation. There are reports that due to the local coupling some spatial phenomena can be
observed, such as pattern formation and the propagation of waves, [78]. Spatiotemporal
dynamics that was in detail studied in the case of circadian rhythms of leaves of higher
plant K. diagremontinana, show a spatial organisation of circadian clocks caused by the
influence of an external driver with spatially heterogeneous amplitude and mean value
[109]. The interest, lead by experimental findings of Welsh and co-workers [96], is focused
on two types of couplings between elements in the net. Global coupling, where the cou-
pling function Kij is defined through the mean field where each element senses the effect
of all elements in the net, and nearest-neighbour diffusive coupling, where possible local
diffusion effects on the elements using discrete square lattices are investigated. Eq.(4.6)
represents the coupling functions regarding diffusive coupling with coupling parameter be-
tween the elements, defined by a diffusion coefficient, Dy and Eq.(4.7), global coupling
with the coupling parameter defined by a coupling coefficient, Cy:
Kij(t) = Dy ▽2 Yi,j(t) (4.6)
Kij(t) = Cy[(
1
N2
N∑
k ,l=0
Ykl(t))− Yij(t)] (4.7)
Coupling function is defined in the model with respect to the variable Y , because bifur-
cation analysis indicates that the diffusion of substance x, represented as the variable X
can lead to instabilities (cf. sec. 3.3.1). Global coupling can be applied for both variables.
For a comparison with diffusive coupling, only coupling of the variable Y will be used.
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4.3 Global Coupling
Global coupling in the system is realized via the variable Yij . The variability is introduced
via the different production rates of mRNA, for each element, with the mean value T =
23.9 h and normally distributed periods. The coupling coefficient is varied from Cy =
0 to Cy = 1.1 for the different spread of intrinsic frequencies. Fig.4.2 represents the
order parameter R (Eq. 2.3) as a measure of synchronisation between elements in the
net, for different variability strengths. If variability is not present in the net ν = 0,
all elements are synchronised and the order parameter has a maximum value, R = 1.
Synchronisation is induced by an increase in the coupling coefficient Cy. Regardless of the
value of the variability strength ν (ν > 0) in the net, the shape of curves is almost the same.
One can see that an increase in the coupling coefficient induces an increase in the order
parameter or a rise of the degree of synchronisation in the population of oscillators. This
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Figure 4.2: Order parameter R as a function of the coupling coefficient Cy, for different
values of the variability strength: a) ν = 0, b) ν = 0.02, c) ν = 0.03, d) ν = 0.04, e)
ν = 0.05; N = 48.
transition from an unsynchronised to a synchronised state does not appear in a smooth,
linear form. For a weak coupling, the system is not able to synchronise. If the value
of the coupling coefficient reaches a certain value, which can be defined as a threshold
of coupling coefficient Cyth, synchronising clusters form, and with a further increase in
the coupling coefficient, it increases until a complete synchronisation of the whole net of
elements is reached. Figs.[4.3(a1-c1) - 4.5(a-c)] illustrate an example of such a transition
for a net with N = 48 and for a variability strength ν = 0.03. The transition starts
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Figure 4.3: Time series of the averaged value of X of globally coupled oscillators in the
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Figure 4.4: Distribution of periods in the population of globally coupled oscillators in the
net for different values of the coupling coefficient (a) Cy = 0, (b) Cy = 0.24 and (c)
Cy = 0.7, ν = 0.03, N = 48.
from a completely unsynchronised regime when the coupling in the system is not present
Cy = 0, the amplitude of the averaged value of the variable X is almost constant due
to the distribution of phases [Fig.4.3 (a1)] and the periods are distributed according to
the initial conditions, [Fig.4.4 (a)]. Further increase in the coupling coefficient induces
partially synchronisation in the net, and the value of the coupling coefficient Cy = 0.24
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induces an increase in the amplitude of the averaged value of X [Fig.4.3 (b1)]. For this
value of the coupling coefficient, most of the elements in the net start to synchronise with a
dominant period T = 23.7h [Fig.4.4(b)]. Finally, the synchronised regime is reached, when
the value of the coupling coefficient is Cy = 0.7. Then, the averaged amplitude increases
further [Fig.4.3(c1)] and the single period of T = 23.65 h is the same for all elements in
the net [Fig.4.4(c)]. Amplitudes of the variable Xij of a randomly chosen element decrease
due to global coupling, [Fig.4.3(a2-c2)]. Snapshots of the system, representing the net of
elements in one arbitrary moment is presented in Figs.4.5(a-c), where one can clearly see
the influence of variability on the system and the effects of global coupling for the different
coupling strengths. In the absence of coupling Cy = 0 [Fig.4.5(a)], the differences between
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Figure 4.5: Snapshots of the net with globally coupled elements, taken for an arbitrary
moment of time, for different values of the coupling coefficient: (a) Cy = 0, (b) Cy = 0.24
and (c) Cy = 0.7, ν = 0.03, N = 48.
the relative concentrations of productX among elements are significant, they are decreased
with the increase of the coupling in the net, Cy = 0.24, [Fig.4.5(b)] and almost vanished as
the coupling reached a value Cy = 0.7, [Fig.4.5(c)]. The value of the coupling coefficient
where transitions to a synchronised regime are starting to emerge, when the increase of the
order parameter is significant and when elements starts to synchronise, strongly depends
on the spread of intrinsic frequencies. As it is expected, the smaller value of the variability
strength is applied in the system, and thus the more similar the individual oscillators are,
the smaller values of the coupling coefficient are needed for elements to start to synchronise
and thus to oscillate with the same period. Fig.4.6 shows dependency of the threshold of
the coupling coefficient Cyth due to the variability strength ν. This dependency is linear.
4.4 Diffusive Coupling
The effect of diffusive coupling and the existence of spatial patterns are calculated by
means of the spatial cross correlation S, for the fixed variability strength ν = 0.03 and
the net size N = 64. Spatial patterns, forming due to variability, strongly depend on the
values of the diffusion coefficient. Fig.4.7 shows shows an increase of the spatial cross
correlation S for an increase in a diffusion coefficient Dy. Spatial coherence is emerging
with the amount of the diffusion present in the system, which results in the formation of
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Figure 4.6: Threshold of the coupling strength Cyth as a function of the variability strength
ν, N = 48.
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Figure 4.7: The spatial cross correlation S as a function of the diffusion coefficient Dy,
for a net of diffusively coupled elements, ν = 0.03 and N = 64.
patterns, illustrated in Fig.4.8. For the value of diffusion coefficient Dy = 0.3 the value
of the spatial cross correlation reaches some plateau and ordered patterns in the system
of diffusive coupled elements starts to emerge. With a further increase in the amount of
diffusion in the system, the size of the patterns is increasing. Local synchronisation among
elements and the pattern forming process can also be represented by comparing the time
series of the global output 〈X(t)〉 and of some individual oscillators Xij(t) for different
values of the diffusion coefficient as it is shown in Figs.4.9(a1-d2), as well as snapshots of
the net taken at an arbitrary time unit [Figs.4.10(a-d)]. Same as it is the case for global
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Figure 4.8: Pattern formation of diffusively coupled oscillatory elements. Snapshots of
the variables Xij(t) of a net of coupled elements for various diffusion coefficients Dy =
[0, 0.3, 0.6, 0.9, 1.2, 1.5] for the same moment of time, ν = 0.03 and N = 64.
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Figure 4.9: Time series of the averaged value of X, 〈X(t)〉 for different diffusion coeffi-
cients: a1) Dy = 0, b1) Dy = 0.3, c1) Dy = 0.6, d1) Dy = 1.2; time series of the variable
Xij(t) for three randomly chosen elements for different diffusion coefficients: a2) Dy = 0,
b2) Dy = 0.3, c2) Dy = 0.6 and d2) Dy = 1.2; ν = 0.03 and N = 64.
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Figure 4.10: Snapshots of the net of diffusively coupled elements, for different values of
diffusion coefficients: a) Dy = 0, b) Dy = 0.3, c) Dy = 0.6 and d) Dy = 1.2, ν = 0.03 and
N = 64.
coupling, the period distribution around the average value induces a phase distribution
and thus the amplitude of the averaged value of X is almost constant when diffusion is
not present in the net, which can be seen in Fig.4.9(a1). Snapshots of the uncoupled net,
when Dy = 0, is presented in Fig.4.10(a). However as diffusive coupling gets stronger, for
values of diffusion coefficients Dy = 0.3 and Dy = 0.6, one can observe a small increase
in the amplitude of the averaged value of X, illustrated in Figs.4.9(b1, c1). Snapshots of
such a coupled net indicate that diffusion induces an order in the system, [Figs.4.10(b, c)]
and spatial coherence in the form of target patterns starts to appear when the diffusion
coefficient reaches Dy = 0.6, [Fig. 4.10(c)]. A further increase of the diffusion coefficient
gives higher amplitude of the mean field as it is illustrated in Fig. 4.9(d1) and larger
patterns, or higher coherence among elements, that can be seen in Fig.4.10(d). Comparing
the amplitudes of variables of randomly chosen elements of uncoupled and coupled net, one
can see that the amplitudes decrease due to the diffusive coupling in the net, [Figs.4.9(a2-
d2)]. In Fig. 4.11, snapshots of the variable Xij(t) due to intermediate strength of coupling
(Dy = 0.6) for different consecutive times t of 5 hours show the temporal evolution of the
net dynamics. The patterns are oscillating with small amplitude which is also presented
in a time series graph, [Fig.4.9(c1)].
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Figure 4.11: Snapshots of the variable Xij(t) of a net of diffusively coupled elements, for
different consecutive times (∆t = ti+1 − ti = 5h), Dy = 0.6, ν = 0.03 and N = 64.
4.4.1 Spatial Patterns Versus Network Size
From the previous section, it is clear that diffusive coupling among oscillators leads to a
spatial organisation, for a fixed size of the net. Now different numbers of interacting oscil-
lators and different values for the diffusion coefficient are discussed. Of particular interest
is the connection between the size of the patterns, the diffusion strength and the size of
the population of oscillators.
In order to recognise which size of the net is sufficient to observe a synchronisation of
elements and the phenomena of pattern formation, numerical simulation for the different
diffusion coefficient and varied size of the net is performed for a fixed value of variability
strength, the same used in the previous simulations ν = 0.03. Both measures for synchroni-
sation is calculated. Figs.4.12(a, b) represent the spatial cross correlation S and the order
parameter R as a function of the size of the net for three different diffusion coefficients. One
can see that regardless of the values of the diffusion coefficient, the spatial cross correlation
increases with the size of the net and between N = 50 and N = 60 it reaches some con-
stant values, indicating the presence of spatiotemporal patterns, [Fig.4.12(a)]. However,
the order parameter as a measure for global synchronisation in the population of oscilla-
tors, decreases, with respect to different values of the diffusion coefficient, [Fig.4.12(b)].
For a small value of the diffusion coefficient, Dy = 0.2, [Fig. 4.12(b)], the elements are
unsynchronised, no matter which size of the net is used. With a further increase in the
diffusion coefficient Dy = 1 and Dy = 2, one sees from Fig. 4.12 (b) that the values of the
order parameter are high for a small size of net.
Besides, the size of the target patterns increases with an increase in the diffusion coef-
ficient in the net of elements. However, for a small size of the net, spatial patterns can
not exist. Instead, global synchronisation is observed due to the small number of coupled
elements. Therefore, the size of the net N = 64 will be used for the numerical simulations.
Fig.4.13 exhibits examples for different sizes of N . It represents snapshots for a fixed value
of the diffusion coefficient Dy = 1 with respect to three different sizes of the net. For small
values (N = 32) there is no difference between the amplitudes of the oscillators, but for the
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Figure 4.12: Spatial cross correlation S (a) and order parameter R (b) as a function of
the size of the net, N for different diffusion coefficients: 1) Dy = 0.2, 2) Dy = 1 and 3)
Dy = 2, ν = 0.03.
larger net, patterns start to emerge. If the size of a net is set to N = 128, this difference
is highly pronounced, and target patterns may be observed.
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Figure 4.13: Pattern formation and the size of the net of oscillating elements. Snapshots
of the net of diffusively coupled elements with the coupling strength Dy = 1, at an arbitrary
moment of time for N = 32, 64, 128.
4.4.2 Influence of Period Variability on the Pattern Formation
The influence of different strengths of variability on the net of diffusively coupled elements
is studied. This influence is investigated by means of the spatial cross correlation (Eq.
2.4). A measure for spatial coherence is calculated for a fixed value of the diffusion coeffi-
cient Dy = 0.6, as a function of the variability strength ν, which is varied from ν = 0.005
to ν = 0.05. The results are presented in Fig.4.14, where one can see that the spatial
cross correlation decreases with the increase in the variability strength. The calculation
of spatial cross correlation is extended for different diffusion coefficients Dy, for the same
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range of variability strengths and fixed size of the net N = 64. Diffusion coefficient is
varied from Dy = 0 to Dy = 1.8. From Fig. 4.15 one can see that for small differences in
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Figure 4.14: Spatial cross correlation S, for diffusively coupled elements, as a function of
the variability strength ν for a fixed value of the diffusion coefficient, Dy = 0.6, N = 64.
periods between the elements, i.e. the values of the variability strength ν are small, lower
values of the diffusion coefficient is needed for coherent structures to start to form. With
the increase in the variability, patterns are detected, but their structure changes due to
greater differences in the periods of the oscillators, which is illustrated in Fig.4.15. The
quantification of coherent structures is illustrated in more detail in Fig. 4.16 where values
of the spatial cross correlations are presented for different values of the variability strength
and for different diffusion coefficients. The most coherent structures are obtained for dif-
fusion coefficients ranging from D = 0.3 to D = 0.9 and variability strengths ν < 0.03.
4.5 Environmental Influences
Change of Environmental Signals with Period T = 24 h
The elements in the net are influenced by a change in environmental signals, according
to the proposed influence in the single element model [cf. Fig. 3.9]. Entrainment of the
coupled net, for both cases of coupling, global coupling and diffusive coupling, is investi-
gated. Numerical simulations are preformed where the coupling constants are varied from
Cy = Dy = 0 to Cy = Dy = 1.
The first case which is investigated is the influence of the environmental perturbation with
period T = 24 h on a net of diffusively coupled elements, when the elements in the net
are identical (ν = 0). The diffusion coefficient is set to Dy = 0.6 and the size of the net is
N = 64. From Figs.4.17(a, b), one can see that the variables are entrained by a change in
the environmental signal (the same result is obtained for the case of a globally coupled net,
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Figure 4.15: Snapshots of a diffusively coupled net of oscillating elements, taken for an arbi-
trary time moment, for different diffusion coefficients Dy and different variability strengths
ν, N = 64.
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Figure 4.16: Spatial cross correlation S as a function of the diffusion coefficient Dy and
the variability strength ν for a net of oscillating elements of size N = 64.
52 Chapter 4. Influence of Variability on the Net of Coupled Circadian Oscillators
Cy = 0.6). Such an entrained net is synchronised and the value for the order parameter
is R = 1. The estimation of the period, presented in Fig.4.18 is obtained numerically by
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Figure 4.17: Time series of the averaged variables for diffusively coupled elements (Dy =
0.6), due to the change in the environmental parameters for the period T = 24 h. After
13 day-night cycles the system is reset to constant day conditions. Time series for the
variables, (a) 〈M(t)〉, green (-) and 〈P (t)〉 , black (-) and (b) 〈X(t)〉, red (-), 〈Y (t)〉, blue
(-), ν = 0 and N = 64.
lo
g 
S(
f)
a) b)
f/f0f/f0
Figure 4.18: Power spectral density logS(f) obtained by the analysis of time series for
the averaged variables: a) 〈M(t)〉 of the genetic oscillator and b) 〈X(t)〉 of the metabolic
oscillator in the case when the period of change in environmental signals are set T = 24
h; f0 corresponds to the period T0 = 24 h; Dy = 0.6, ν = 0 and N = 64.
FFT analysis when the elements are under the influence of day-night conditions. Power
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Figure 4.19: Time series of the averaged variables for diffusively coupled elements (Dy =
0.6) with distributed periods (ν = 0.03), due to the change in the environmental parameters
for the period T = 24 h. After 13 day-night cycles the system is reset to constant day
conditions. Time series for the variables, (a) 〈M(t)〉, green (-) and 〈P (t)〉 , black (-) and
(b) 〈X(t)〉, red (-), 〈Y (t)〉, blue (-), ν = 0.03 and N = 64.
spectral densities indicate that the variables of the net oscillate with period T = 24 h,
which is the period of change in environmental perturbation.
In order to investigate the influence of both, variability and the environmental pertur-
bation, numerical simulations are performed with the same conditions as previously, but
with the variability strength ν = 0.03. Now, each element in the net is influenced by two
factors, variability and environmental perturbation. The elements oscillate with their own
period and they are perturbed by environmental signals. Figs. 4.19 (a, b) illustrate the en-
trainment to external environmental conditions for all variables of the model, represented
by the time evolution of the mean field of the variable X, when diffusion in the net of
elements is set to Dy = 0.6. Comparing the time series of the averaged variables when
diffusive coupling is present with the time series of variables for the single element and the
net without variability, one can see that the mean field of all elements is also entrained by
an external stimulus. Also, a small decrease in the amplitudes of the averaged variables of
the metabolic oscillator is observed. When elements in the net are not under the environ-
mental influences, the amplitudes of the averaged variables decrease after several cycles.
The estimation of the period, [Figs. 4.20 (a, b)] indicates the full entrainment of all vari-
ables by environmental signals, with a dominant period of T = 24 h. The same results for
the estimated values of the periods for the net are obtained when global coupling among
elements is introduced (data not shown). Figs. 4.21 (a, b) shows that the order parameter,
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Figure 4.20: Power spectral density logS(f) obtained by the analysis of time series for the
averaged variables, when elements are diffusively coupled elements. Period is estimated for
the variables: a) 〈M(t)〉 of the genetic oscillator and b) 〈X(t)〉 of the metabolic oscillator
in the case when the period of change in environmental signals are set T = 24 h; f0
corresponds to the period T0 = 24 h; Dy = 0.6, ν = 0.03 and N = 64.
estimated by numerical simulations for day-night cycles, reaches high values for each type
of coupling. The elements are synchronised easily and the whole net is entrained with day-
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Figure 4.21: Order parameter R for the net of coupled oscillating elements as a function of
the coupling strengths for different types of coupling: a) global coupling, Cy and b) diffusive
coupling, Dy. Elements in the net are entrained by the change in environmental signals
(light and temperature) with period T = 24 h, ν = 0.03 and N = 64.
night alternations. Only a small amount of coupling is needed in order to get high values
for the order parameter (Cy = Dy = 0.1). A further increase in the coupling coefficients
induces a small increase in the order parameter as the interaction between elements are
strong enough. However, only small differences in the values of the order parameter can
be observed with respect to the different types of coupling [Fig. 4.21].
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Change of environmental signals with period T = 16 h
The net of oscillating elements is also perturbed due to 16 hours of environmental signal
changes. The same procedure used for the entrainment of a single element is used for
the net of elements. The order parameter, the spatial cross correlation and the period
are obtained by numerical simulations for the day-night conditions. The first case of the
external influence is investigated when the variability is not present in the net, i.e. ν = 0
and the diffusion coefficient is Dy = 0.6. Fig.4.22 represents the time series of the averaged
variables, which are identical with the case for the environmental perturbation of a single
element, [Fig.3.13]. Power spectral densities, presented in Fig.4.23 indicate different dom-
inating periods for the variables of the genetic and metabolic oscillators. Variables of the
genetic oscillator oscillate with the dominant period of free running conditions, T = 23.9
h, while the variables of the metabolic oscillator oscillate with the period of entrainment,
T = 16 h. When variability is introduced in the net, ν = 0.03 (the frequencies of elements
are distributed around the frequency corresponding to the period of 24 hours), each ele-
ment will respond differently due to the external perturbation of a 16-hour period. The
situation of the entrainment for the net of elements to a 16 hour period, is more complex
if coupling among elements of the net is present. For different realisations of coupling,
several synchronisation patterns can be observed. Fig. 4.24 represents the situation of
entrainment when interactions among oscillators are global, where mean field of entrained
elements interacts with each oscillator, i.e. element, with coupling strength Cy = 0.6. The
mean field amplitudes of all four variables are varied due to modulations.
The temporal evolution of the net dynamics for the case of globally coupled elements
(Cy = 0.6) is presented in Fig. 4.25, where the time difference between two consecutive
snapshots is t = 4h. Synchronisation occurs due to the global coupling and spatial pat-
terns do not exist, as the values for the spatial cross correlation are around zero (data
not shown). The order parameter increases with an increase in the coupling coefficient
from Cy = 0 to Cy = 1 [Fig. 4.26]. One can see that the elements under the influence of
environmental perturbation with the period significantly different from the periods of the
elements in the net, can achieve a higher degree of synchronisation in such a complex net
due to the global coupling among the elements.
Power spectral densities [Figs.4.27(a,b)], for the case of global coupling among elements
(Cy = 0.6) show that the variables of metabolic oscillators are adjusting their frequencies
to the period of external environmental signal T = 16, while the variables of genetic oscil-
lators oscillate with dominating frequency which is the frequency of free running rhythm,
T = 23.9 h. The results are the same as it is the case of the single element [Fig.3.14] and
the net without variability [Fig.4.23].
Diffusive coupling, when 16 hours entrained element interacts with its neighbours via
metabolic product Y is presented in Fig.4.28. From the figure one can see that the local
interactions among elements can induce an increase in the mean field amplitudes of the
variables of metabolic oscillator. However, the mean field amplitudes of all four variables
are lower, comparing the amplitudes of the net without variability, [Fig.4.22].
Diffusive coupling in the net entrained by a 16 hours period, induces an existence of spa-
tial patterns. The degree of spatial coherence is quantified by the spatial cross correlation
measure, S for the two values of the variability strength, ν = 0.03 and ν = 0.015 .
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Figure 4.22: Time series of the averaged variables for diffusively coupled elements (Dy =
0.6) due to the change in the environmental parameters for the period T = 16 h. After
20 day-night cycles the system is reset to constant day conditions. Time series for the
variables, (a) 〈M(t)〉, green (-) and 〈P (t)〉 , black (-) and (b) 〈X(t)〉, red (-), 〈Y (t)〉, blue
(-), ν = 0 and N = 64.
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Figure 4.23: Power spectral density logS(f), obtained by the analysis of the time series
for the averaged variables when the elements are diffusively coupled, for the variables: a)
〈M(t)〉 of the genetic oscillator and b) 〈X(t)〉 of the metabolic oscillator in the case when
the period of change in environmental signals are set T = 16 h; f0 corresponds to the period
T0 = 16 h; Dy = 0.6, ν = 0 and N = 64.
The diffusion coefficient is increased from Dy = 0 to Dy = 1.5 and the spatial cross corre-
lation S is estimated [Fig.4.29]. Values for the spatial cross correlation increase with the
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Figure 4.24: Time series of the averaged variables of globally coupled elements (Cy = 0.6)
with distributed periods (ν = 0.03), due to the change in the environmental parameters
for the period T = 16 h. After 20 day-night cycles the system is reset to constant day
conditions. Time series for the variables, (a) 〈M(t)〉, green (-) and 〈P (t)〉, black (-) and
(b) 〈X(t)〉, red (-), 〈Y (t)〉, blue (-), N = 64.
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Figure 4.25: Snapshots of the net of globally coupled elements with the coupling coefficient
Cy = 0.6 for consecutive moments of time t, time units are hours (∆t = ti+1 − ti = 4h).
Oscillators are perturbed by external signals with the period of change T = 16 h, ν = 0.03
and N = 64.
increase of the strength of the local interactions among elements, and then slowly decline
as the number of locally synchronised elements decreases due to the rise in the synchro-
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Figure 4.26: Order parameter R of the net of coupled elements as a function of the coupling
strengths, under the influence of parameter change for the period T = 16 h for: a) global
coupling, Cy and b) local coupling, Dy, ν = 0.03 and N = 64.
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Figure 4.27: Power spectral density logS(f) obtained by the analysis of the time series for
the averaged variables when the elements are globally coupled (Cy = 0.6), for the variables:
a) 〈M(t)〉 of the genetic oscillator and b) 〈X(t)〉 of the metabolic oscillator; period of
change in environmental signals is set to T = 16 h; f0 corresponds to the period T0 = 16
h. ν = 0.03 and N = 64.
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Figure 4.28: Time series of the averaged variables for diffusively coupled elements (Dy =
0.6) with distributed periods (ν = 0.03), due to the change in the environmental parameters
for the period T = 16 h. After 20 cycles of parameter variation, the system is reset to
constant day condition. Time series for the variables: a) 〈M(t)〉, green (-) and 〈P (t)〉 ,
black (-) and b) 〈X(t)〉, red (-), 〈Y (t)〉, blue (-). N = 64.
nisation of the whole net. For smaller values of the variability strength, the values of the
spatial cross correlation are also lower. Fig.4.30 illustrates the existence of spatial patterns
for the variability strength, ν = 0.03. The values of the coupling strength Dy = 0.3 are
sufficient to induce a rise in the local synchronisation or an increase in the spatial cross
correlation, S. Spatial patterns arise because of pronounced phase differences in the net
of elements. Differences exist not only because of the variability, as each element in the
net oscillates with its own endogenous period, but also due to the coupling to the environ-
mental signals with the period T = 16 h. Thus new variability in the net, caused both by
the external entrainment and the period variability may induce the formation of spatial
patterns, if diffusive coupling is present in the net. Time series of snapshots of the net,
when a value of the diffusion coefficient is set to Dy = 0.6, are presented in Fig.4.31, where
the time interval between two snapshots are set to 12 hours. After 48 hours patterns are
repeating. Differences between the different types of coupling can be also observed due
to the values of the order parameter as a function of the coupling coefficients R, as it is
illustrated in Fig. 4.26. From these results, one can see the differences between diffusive
and global coupling. Similar to the situation observed for the single element oscillator,
the metabolic oscillator differs from the genetic oscillator due to the entrainment to a 16
hours period. According to the estimated periods, presented in Figs. 4.32 (a, b), the mean
field of variables for the genetic oscillator oscillates with the dominating period, which is
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Figure 4.29: Spatial cross correlation S as a function of the diffusion coefficient, for the
net of diffusively coupled elements perturbed by a change of environmental signals with the
period T = 16 h for variability strengths a) ν = 0.015 and b) ν = 0.03, N = 64.
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Figure 4.30: Snapshots of the net of diffusively coupled elements for one arbitrary time
moment (t = 108 h) for different values of diffusion coefficients Dy = (0, 0.3, 0.6, 0.9, 1.2).
Oscillators are perturbed by an external signals with the period of change T = 16 h, ν = 0.03
and N = 64.
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Figure 4.31: Time series of snapshots of the net of diffusively coupled elements (Dy = 0.6)
for consecutive moments of time (∆t = ti+1 − ti = 12h). Oscillators are perturbed by an
external signal with the period of change T = 16 h, ν = 0.03 and N = 64.
the period of free-running rhythm T = 23.9 h. The mean filed of the variables of the
metabolic oscillators will follow the change in environmental signals, with dominating 16
hours period.
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Figure 4.32: Power spectral density logS(f), obtained by the analysis of time series for
the averaged variables of diffusively coupled elements (Dy = 0.6). Period is estimated for
the variables a) 〈M(t)〉 of the genetic oscillator and b) 〈X(t)〉 of the metabolic oscillator;
Period of change in environmental signals is set to T = 16 h; f0 corresponds to the period
T0 = 16h, ν = 0.03 and N = 64.
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4.6 Discussion
In this chapter, the further extensions of the model are discussed, introducing variability
in the net of oscillating elements. The starting assumption is taken from experimentally
observed facts that the output of the circadian rhythm generator is the result of a network
of cellular circadian oscillators, which oscillate with slightly different periods due to each
other. Two possible types of interactions among elements in the net are analysed. Nu-
merical simulations show strong differences between global coupling and diffusive coupling
in the net, for the case when the net is not entrained to external stimuli and each oscil-
lator oscillates in free-running conditions. The order parameter, estimated for the global
coupling, indicates that synchronisation in such a coupled net can be achieved if a certain
threshold of coupling strengths is reached. A linear dependency of the critical coupling
coefficient on the variability of the net can be observed. The more distributed the periods
of the elements in the net are, the stronger the coupling which is needed in order to achieve
complete synchronisation. It is shown that the increase of the coupling strength for global
coupling leads to partially frequency locking of a group of oscillators, i.e. elements, with a
perfect locking for high values of coupling coefficients. The period of such a synchronised
net of elements is lower in comparison to the mean value of the period of the uncoupled net,
though this change is not significant [Fig.4.4]. For the case of locally coupled elements, the
process of diffusion between neighboring elements leads to the formation of spatial patterns
due to the inhomogeneity in the net induced by the variability in the net. The size of the
patterns depends on the diffusion coefficient i.e., how strong the local interactions among
the elements are. The stronger the coupling is, the larger gets the area of synchronised
elements. The global synchronisation also strongly depends on the number of elements
that react and diffuse. Therefore, to study the phenomena of spatial pattern formation,
one should determine the appropriate size of the net which provides the relevant number
of oscillators capable of generating spatially coherent clusters of elements.
Whitout variability, a synchronisation of the net entrained to external day-night cycles ob-
tained by the change of environmental signals with period T = 24 h or T = 16 h is achieved
for both types of couplings. If the variability is present, differences between two types of
coupling can be minimised when entrainment is imposed for 24 hours period. Then both
types of net are fully entrained to the external period similar to the endogenous circadian
period of both intracellular oscillators, when elements in the net are coupled. However,
the differences are more pronounced if the system is entrained to a significantly different
external period such as 16 hours. Mean fields of the metabolic and the genetic oscillators
oscillate with different dominating periods, as it is the single element case and the case
of net without variability. This is also observed for both types of coupling. In the net of
diffusive coupled elements, with an increase in the diffusion coefficient, the elements start
to locally interact and spatial order of elements can be observed. This is probably the re-
sult of a different response of the elements to 16 hours entrainment compared to 24 hours.
The change of spatial order is not observed in the case of global coupling. Both types of
coupling show an increase in order parameter with the increase in coupling coefficients.
Chapter 5
Influence of Noise on a Net of
Coupled Circadian Oscillators
Introducing stochasticity in the models that are trying to mimic natural biological systems
is often considered as an inevitable part of the modelling process for many biological
systems. Thus in this chapter the possible influence of stochastic forces on the system of
a coupled genetic and metabolic oscillator is studied in the case of the single element but
also for a net of coupled oscillators. Besides entrainment to external signals on stochastic
nets is discussed.
5.1 Biological Framework
Circadian systems as an example of natural systems are subject to stochastic processes
such as fluctuations and various types of noise, [110, 111, 112]. The stochastic nature of
circadian rhythmicity occurs at different levels of its organisation. Starting from a tran-
scriptional regulation of clock genes, one can find the interactions between molecules as
complex stochastic biochemical events. However they could also occur due to variation in
the abundances of cell products set by noise in gene expression or by fluctuations of other
cellular components [113, 114].
In the previous chapter the variability in a net of elements with respect to different peri-
ods of oscillation for each element in the net is investigated. Here the influence of noisy
external signals are studied. For many biological systems, it is shown that the presence
of noise has a beneficial and constructive role either on their dynamics, e.g. enhances the
output of the system [25, 115], or on their organisation, inducing synchronisation [116] and
spatiotemporal structures [27, 117]. However, the influence of noise on circadian clocks, as
well as in other genetically regulated biological rhythms is not known. As the important
feature of circadian systems is their ability to maintain constant, precise, periodic and
coherent output, the proposed circadian models have to be structured and designed in the
way that they are highly resistant and robust to noise.
The origin of noise in biochemical processes and thus its description could be quite dif-
ferent. If the fluctuations arise from a limited number of molecules interacting in such a
process, then the biochemical system is described by birth-death stochastic processes and
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is governed by master equation [2, 34, 118] . This type of noise is common in processes of
gene expression and is usually described as intrinsic noise, [119]. Inherent stochasticity is
investigated in details for different circadian model systems [120, 121, 122]. The other type
of noise, called extrinsic noise, may originate from the differences in the output of genes
and are usually referred to the activity of various regulatory proteins to polymerase and
other parts of gene-regulatory circuits [123, 124]. Here, a simple biologically plausible case
will be considered, where genetic noise originates from an additional, fluctuating source of
mRNA.
5.2 Mathematical Description of Stochastic Dynam-
ics for a Single Element
The two oscillator deterministic model equations (Eqs.3.15-3.18) are extended adding a
stochastic driving force ξ(t) into Eq.(3.15). Thus stochastic extension of the model reads:
dM(t)
dt
=
1
1 + (Y (t)/km)l
pm
(1 + P (t)n)
− dmM(t) + ξ(t) (5.1)
dP (t)
dt
= ppM
s(t− τ)− dpP (t) (5.2)
dX(t)
dt
= b− Y (t)2X(t) + kP (t)X(t)
f +X(t)
(5.3)
dY (t)
dt
= a− Y (t) + Y (t)2X(t) (5.4)
where the additional term in the first equation represents a random process given as
additive Gaussian white noise. The characteristics of such a random process is described
by zero mean, noise strength σ and noise intensity σ2:
〈ξ〉 = 0, 〈ξ(t)ξ(t′)〉 = σ2δ(t− t′) (5.5)
The parameters are set according the Tab. 3.1, and other parameters are set to (k, dp, b, f) =
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Figure 5.1: Time series of the variable M(t), for a single element for different values of
noise intensities: a) σ2 = 0, b) σ2 = 0.1 and c) σ2 = 0.25.
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Figure 5.2: Time series of the variable X(t), for a single element for different values of
noise intensities: a) σ2 = 0, b) σ2 = 0.1 and c) σ2 = 0.25.
[1, 0.27, 0.2, 1]. Stochastic behaviour of the coupled genetic and metabolic oscillator, using
time series of variable M and X, is presented in Figs.5.1(a-c)) and Figs.5.2(a-c), respec-
tively, for three cases. The first case represents a situation when noise is not applied to
the system and others correspond to the application of noise for the two different noise
intensities σ2 = 0.1 and σ2 = 0.25. From the figures one can see that the influence of
noise on the abundance of mRNAs is expressed for the metabolic clock in the way that the
amplitude of the variable of the metabolic oscillator is highly sensitive to a perturbation of
the genetic oscillator, so the effect of noise results in an amplitude variation of the variable
X(t) over time. Small noise intensities are applied in order to avoid the appearance of
negative values in the abundance of mRNAs. Using time series analysis, the periods of
oscillations due to the different noise intensities are estimated for the variables, M and X.
From Figs.5.3(a-c) and 5.4(a-c) one can see that dominating periods remain constant due
to the variation of additive Gaussian noise for the range of noise intensities 0 ≤ σ2 ≤ 0.25.
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Figure 5.3: Power spectral densities logS(f) for the variable M for three different noise
intensities: a) σ2 = 0, b) σ2 = 0.1 and c) σ2 = 0.25. Estimated periods for all three noise
intensities are the same, T = 23.9 h.
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Figure 5.4: Power spectral densities logS(f) for the variable X for three different noise
intensities: a) σ2 = 0, b) σ2 = 0.1 and c) σ2 = 0.25. Estimated periods for all three noise
intensities are the same, T = 23.9 h.
5.3 Stochastic Dynamics of a Net
In this section, robustness of the population of oscillators due to the additive fluctuating
source of mRNA is investigated. Each element of the net, as it was described in the
previous section, is perturbed by additive Gaussian white noise. Besides, it is assumed
that elements are spatially uncorrelated. The net of elements influenced by spatially
uncorrelated Gaussian white noise, defined by zero mean and with stochastic term ξij(t),
thus could be represented as the set of stochastic delay differential equations :
dMij (t)
dt
=
1
1 + (Yij (t)/km)l
pm
1 + P nij (t)
− dmMij (t) + ξij(t) (5.6)
dPij (t)
dt
= ppM
s
ij (t− τ)− dpPij (t) (5.7)
dXij (t)
dt
= b− Y 2ij (t)Xij (t) + k
Xij (t)Pij (t)
f +X(ij t)
(5.8)
dYij (t)
dt
= a− Yij(t) + Y 2ij(t)Xij(t) +Kij(t) (5.9)
with the corresponding correlation function defined as:
〈ξij〉 = 0, 〈ξij(t)ξkl(t′)〉 = σ2δij,klδ(t− t′) (5.10)
As it was the case with variability of the net, due to the different periods of elements, two
types of coupling are also investigated in the case of additive noise, the global coupling
and the diffusive coupling.
5.3.1 Global Coupling
The influence of global coupling between elements in the net is investigated with respect
to the variable Y (t), with the coupling function Kij(t) described in Chapter 4, (Eq. 4.7).
It gives information how the metabolic variables sense the additional variation induced by
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temporal fluctuations of the genetic system. The parameters are taken to be the same for
each element in the net. The parameters which are varied are the coupling coefficient Cy
and the noise intensity σ2. Size of the net is set to N = 64.
Numerical simulations reveal that an increase in the coupling parameter induces an increase
in the synchronisation among elements in the net proportional to the noise intensities ap-
plied in the system. Fig.5.5 shows the order parameter R as a function of the coupling
parameter Cy. When the global coupling is not present in the system, a net is not synchro-
nised and the order parameter R = 0. A small increase in the parameter Cy is sufficient
to induce synchronisation in the net of elements, suggesting that the system of globally
coupled elements composed of two oscillators is highly robust to noise.
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  0.2  0.4  0.6  0.8  1
 
R
Cy
a
b
c
Figure 5.5: Order parameter R as a function of coupling coefficient Cy for the net of
globally coupled elements, for different noise intensities: a) σ2 = 0.05, b) σ2 = 0.1 and c)
σ2 = 0.25, N = 64.
5.3.2 Diffusive Coupling
The influence of diffusive coupling in the net is studied by varying the diffusion coefficient
and estimating the degree of synchronisation by calculating the order parameter R. Nu-
merical simulations are conducted for four different noise intensities, represented in the
Fig.5.6. The order parameter has the value R = 0 when diffusive coupling is not present in
the system, Dy = 0. Similar to the case of global coupling, a small increase in the diffusion
coefficient is enough to induce synchronisation among the elements in the net. For higher
values of noise strength, the order parameter has smaller values, but the values of coupling
coefficient, when a significant increase in the synchronisation is observed is almost the
same. In Fig.5.7 mean field amplitudes are presented for the noise intensity σ2 = 0.25.
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Figure 5.6: Order parameter R as a function of the coupling coefficient for a net of dif-
fusively coupled elements for different noise intensities: a) σ2 = 0.05, b) σ2 = 0.1 c)
σ2 = 0.15 and d) σ2 = 0.25, N = 64.
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Figure 5.7: Time series of the averaged variable of X, 〈X(t)〉 for different diffusion co-
efficients: a1) Dy = 0, b1) Dy = 0.1, c1) Dy = 1; Time series of variable Xij(t) for
three randomly chosen elements and for different diffusion coefficients: (a2) Dy = 0, (b2)
Dy = 0.1, (c2) Dy = 1, σ
2 = 0.25, N = 64.
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The mean filed amplitudes increase with an increase in the value of diffusion coefficient
Dy. In the case of diffusively coupled stochastic net, one can see that the amplitudes of the
variables Xij of randomly chosen element do not decrease due to the diffusive coupling,
as it is the case of diffusive coupling with variability, [Figs.4.9(a1-d2)]. The differences
between elements in the net, induced by noise and the influence of diffusive coupling do
not induce spatial patterns as it is the case when variability is considered. Estimated val-
ues of the spatial cross correlation are zero regardless which amount of diffusion is present
in the net (data not shown). In order to find whether synchronisation of the elements
depends on different sizes of the net, the order parameter is calculated. Fig.5.8 represents
the values of the order parameter due to the variation of net size, with respect to three
different diffusion coefficients. Higher values of the order parameter can be observed for a
small size of the net.
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Figure 5.8: Order parameter R as a function of net size N , for diffusively coupled elements:
a) Dy = 0.05, b) Dy = 0.5 and c) Dy = 1, noise intensity is set to σ
2 = 0.25.
5.4 Global Versus Local Coupling
The previous analysis indicates that the results for both types of coupling are almost the
same, [Figs.5.5-5.6]. However, a small difference exists and to distinguish it, numerical
simulation are performed for the same values of the coupling coefficients, while noise in-
tensities are varied. A certain robustness of the system against an additive stochastic
force for different types of coupling is presented in Fig.5.9. The graph compares the order
parameters obtained by varying the noise intensity, from σ2 = 0 to σ2 = 0.25 for two
fixed values of the coupling strength and for the two different types of coupling, diffusive
coupling and global coupling. The level of synchronisation, as it is expected, depends on
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Figure 5.9: Order parameter R as a function of noise intensity σ2 for two different coupling
strengths and two types of coupling a) Cy = 0.5, b) Dy = 0.5, c) Cy = 0.05 and d)
Dy = 0.05, N = 64.
the amount of coupling strength. Values of the order parameter decrease with an increase
in the noise intensities, in the similar way for both types of coupling. Greater values of the
order parameter R are calculated due to the global coupling for both values of coupling
strength. Besides, some stronger decrease in the order parameter, due to the variation
of noise intensities, can be observed in the case when diffusive coupling is present among
the elements. For small values of noise intensities, the level of synchronisation is almost
the same for the both coupling types. However for higher values of noise intensities, the
differences between the two types of coupling are more pronounced.
5.5 Environmental Influence on the Stochastic Net-
work
The type of entrainment with respect to different periods of change in environmental
signals and thus relevant conditions for synchronisation due to the two types of interactions
among elements in the net is also investigated in the case of elements under the influence
of noise. Again, Gaussian white noise is applied, with a constant value of noise intensity
σ2 = 0.25. Other parameters are varied according to the already proposed model for the
day night conditions which is in detail, described in Chapter 3. According to the results
presented in the previous section [Fig.5.8], a net with N = 48 is sufficient for numerical
simulations of diffusively coupled net. Numerical simulations of the entrained stochastic
net are performed in a similar way as presented in the case when the entrainment of the
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net is studied, with and without variability. For each element in the net, simultaneously,
the parameters are changed every 12 hours representing a 24 hours entrainment, or every
8 hours representing a 16 hours entrainment.
Change of Environmental Signals with Period T = 24 h
Elements are influenced by two factors, Gaussian white noise and a change in the envi-
ronmental signals with period T = 24 h. Time series of the mean field of all variables of
the net are presented in Fig. 5.10 when the elements in the net are coupled by diffusion
Dy = 0.6 and the noise intensity is set to σ
2 = 0.25. The estimation of periods is calculated
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Figure 5.10: Time series of the averaged variables for diffusively coupled elements (Dy =
0.6) due to the change in the environmental parameters for the period T = 24 h. After
13 day-night cycles, the system is reset to constant day condition. Time series for the
variables, (a) 〈M(t)〉, green (-) and 〈P (t)〉 , black (-) and (b) 〈X(t)〉, red (-), 〈Y (t)〉, blue
(-), σ2 = 0.25, N = 48.
for day-night cycles. Figs.5.11(a,b) show that the variables of both oscillators, which are
part of one element, are entrained by the period of the environmental change with period
T = 24 h. The same results are obtained when global coupling among elements is included
(data not shown). Synchronisation in the net, presented in Fig.5.12 is established due to
entrainment and coupling among elements. An increase in the order parameter can be
observed as the couplings between elements are getting stronger. Insignificant differences
in the synchronisation measures between diffusive coupling and global coupling can be
observed, similar as in the case for the net of elements influenced by variability [Fig.4.21].
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Figure 5.11: Power spectral density logS(f) obtained by the analysis of time series for
the averaged variables when the elements are diffusively coupled (Dy = 0.6) with noise
intensity σ2 = 0.25; for the variables : a) 〈M(t)〉 of the genetic oscillator and b) 〈X(t)〉
of the metabolic oscillator; the period of change in environmental signals is T = 24 h; f0
corresponds to period T0 = 24 h, N = 48.
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Figure 5.12: Order parameter as a function of coupling coefficients Cy and Dy for the net
of elements, influenced by a change in environmental signals with period T = 24 h for :
(a) global coupling, Cy and (b) diffusive coupling, Dy, σ
2 = 0.25 and N = 48.
Change of Environmental Signals with Period T = 16
When the system of noisy elements is entrained by an environmental change with a period
of 16 hours, the same procedure, established for numerical simulations of 24 hours, is used,
only the number of entrained cycles is increased to 20 cycles. The entrainment is illustrated
in Fig.5.13. The frequencies of the averaged variables for the metabolic and the genetic
oscillator are obtained by a time series analysis and are represented in Figs.5.14(a,b). The
metabolic oscillator is partially entrained by the change in the parameters and it oscillates
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Figure 5.13: Time series of the averaged variables for diffusively coupled elements (Dy =
0.6) due to the change in the environmental parameters for the period T = 16 h. After
20 day-night cycles, the system is reset to constant day condition. Time series for the
variables, (a) 〈M(t)〉, green (-) and 〈P (t)〉 , black (-) and (b) 〈X(t)〉, red (-), 〈Y (t)〉, blue
(-), σ2 = 0.25, N = 48.
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Figure 5.14: Power spectral density logS(f) obtained by the analysis of time series for
the averaged variables when the elements are diffusively coupled (Dy = 0.6) with noise
intensity, σ2 = 0.25 for the variables: a) 〈M(t)〉 of the genetic oscillator and b) 〈X(t)〉 of
the metabolic oscillator; period of change in environmental signals are set to T = 16 h; f0
corresponds to period T0 = 16 h, N = 48.
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Figure 5.15: Order parameter as a function of the coupling coefficients Cy and Dy for the
net of elements, influenced by a change in environmental signals with the period T = 16 h
for: (a) global coupling, Cy and (b) diffusive coupling, Dy, σ
2 = 0.25, N = 48.
with the period T = 16 h. However, the genetic oscillator oscillates with the dominating
period which is equal to the endogenous period T = 23.9 h.
Global and local interactions between elements influence the synchronisation of the en-
trained elements as in the case for a net with variability. The values for the order parameter
are already high for very low values of coupling coefficient, suggesting that the entrainment
is established. Fig. 5.15 represents an increase in the order parameter with an increase in
the coupling strengths. Similar as it is the case for the 24 hours entrainment, increase in
the coupling coefficients induces synchronisation in the net of elements entrained by a 16
hours period. Again, some differences due to different types of coupling can be observed
as the better synchronisation is achieved for the global coupling.
Spatial patterns, observed when the net with variability is entrained by 16 hours signals,
are also present in this case, as the values of the spatial cross correlation indicate. Figs.5.16
represents the spatial cross correlation as a function of the diffusion coefficient, which is
increased from Dy = 0 to Dy = 1 for two different values of noise intensities, σ
2 = 0.25
and σ2 = 0.15. Comparing the values of spatial cross correlation for the same diffusion
coefficient, but for different noise intensities, one can see that the values of the spatial
cross correlation are higher due to an increase in the noise intensity in the net. Fig. 5.17
illustrates an existence of spatial patterns for the values of coupling strength Dy = 0.1.
Similar as in the case with variability, differences arise due to the influence of noise and
due to the coupling to the environmental signals that change with period T = 16 h, which
in the presence of the diffusive coupling induce the formation of spatial patterns. This
is illustrated also by the time series of snapshots of the net, when the value of diffusion
coefficient is set to Dy = 0.1 and the time interval between two snapshots is set to 12 hours
[Fig.5.18].
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Figure 5.16: Spatial cross correlation S as a function of diffusion coefficient, for the net of
diffusively coupled elements perturbed by a change of environmental signals with the period
T = 16 h for noise intensities: a) σ2 = 0.15 and b) σ2 = 0.25, N = 48.
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Figure 5.17: Snapshots of the net of diffusively coupled elements for one arbitrary time mo-
ment (t = 200 h) for different values of diffusion coefficientsDy = (0, 0.05, 0.1, 0.15, 0.3, 1.).
Oscillators are perturbed by environmental signals with the period of change T = 16 h,
σ2 = 0.25 and N = 48.
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Figure 5.18: Time series of snapshots of the net of diffusively coupled elements (Dy = 0.1)
for consecutive moments of time (∆t = ti+1 − ti = 12h). Oscillators are perturbed by
environmental signals with the period of change T = 16 h, σ2 = 0.25 and N = 48.
5.6 Discussion
Influence of Noise
The influence of additive Gaussian white noise is analysed for a single element based on the
two circadian oscillator model and also for a net of such elements. Noise induces fluctua-
tions in the amplitude of the metabolic oscillator and the genetic oscillator. However, noise
does not influence the dominating period of such a designed element. Synchronisation in a
net where each element is under the influence of noise can be achieved very easily with an
increase of the coupling parameter, regardless the type of couplings. A small difference can
be observed for higher values of the noise intensity, where higher synchrony is achieved for
global coupling. Noise in gene expression may fundamentally limit the accuracy of cellular
processes, such as the circadian oscillator [122]. However, experimental evidence shows
that circadian oscillations can persist for weeks with a stable oscillatory period, without
extracellular entraining cues [102], which suggests that the circadian network is strongly
resistant to biochemical noise. The conclusion that can be derived from an analysis of the
model presented is that a system of multiple circadian oscillators where only the genetic
oscillator is perturbed due to an external stochastic term can express a highly robust be-
haviour for a relatively small coupling.
In addition, the environmental perturbation, due to a different period of change of exter-
nal perturbation also demonstrates the resistance against the influence of noise. For both
types of coupling the net is synchronised to the external environmental signals. However,
environmental perturbation with period T = 16 h induces again a different response for a
genetic and a metabolic oscillator, as the variables of each oscillate with different dominat-
ing periods. Besides, formation of spatial patterns in the net of noisy elements influenced
by an external entrainment is observed. They are a result of both influences in the pres-
ence of diffusive coupling, external environmetal perturbation and additive Gaussian white
noise.
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Variability Versus Noise
A comparison between two types of stochastic influence can be done in the case of the
circadian rhythm generator. Variability in the net of elements reflects the static stochas-
tic influence, where elements differ by their period of oscillation. Noise is expressed by
the variation of the amplitudes of the clock oscillator variables in the net. A significant
difference between global and diffusive couplings is observed in the net with variability,
while a very small difference between couplings is expressed in the net with noisy elements.
Further, a high synchronisation in a net of elements with variability and global coupling is
achieved for higher values of the coupling coefficient, when a certain threshold is reached.
However, the synchronisation for the net of noisy and globally coupled elements is achieved
for small values of coupling coefficient. In a similar way synchronisation occurs for a net of
noisy and diffusively coupled elements. On the other side in the net of diffusively coupled
elements with variability, spatial patterns are induced. Spatial patterns strongly depend
on the size of the net. The optimal size of the net should be established for which pat-
terns are observed. In the case of the influence of noise on the net, the order parameter is
almost constant with respect to a variation of the size of net. When the net of elements
with variability is influenced by an external perturbation, which is changed with 24 hours
period, the net achieves high synchrony regardless which type of coupling is applied. Es-
timated period of the average variable of synchronised net corresponds to the period of
environmental perturbation. Almost identical results are obtained by the perturbation of
the net influenced by noise. Results of numerical simulations in the case of entrainment
with period of 16 hours are similar for both types of net, the net with variability and
the net influenced by noise. Spatial patterns are observed in a net of diffusively coupled
elements with variability, but also in a net of noisy and diffusively coupled elements. The
only difference that can be noticed is the amount of diffusion at which spatial patterns
starts to form. Besides, the external perturbation with the period of 16 hours in both
types of net induces a different response for the genetic and the metabolic oscillator.
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Chapter 6
Discussions and Perspectives
The aim of this thesis is to investigate an old hypothesis which suggests the existence of
two coupled circadian oscillators [82]. It is questioned again due to the recent discover-
ies in the research in the field of chronobiology [52, 125]. Some experimental evidences
open this question and bring the new ones regarding relevant proposed models for the
circadian rhythm generator at all levels of its organisation. This thesis represents a new
general model, which is based not on the detailed relations between molecular components
of specific model organisms, but rather on already existing models for the transcription-
translation oscillator. The extension of the model represents a simple coupling of this
model with another biochemical oscillatory mechanism. It is stated that complexity of
circadian clocks can arise not only because of a large number of regulatory mechanisms
that interact within the clock or a large number of its components, but also due to rich
dynamics observed when two different, but simple biochemical oscillators are coupled. Us-
ing computational tools, concepts from nonlinear dynamics and statistical physics, the
dynamics of such a circadian rhythm generator is investigated. The model also incorpo-
rates the entrainability of such a two component system to external environmental signals.
As a general picture of the higher level of organisation of such populations of circadian
clocks, the synchronisation phenomena are also investigated with two different coupling
mechanisms and two different fluctuating sources. One comes from the variability of in-
dividual oscillators due to the different period of oscillations, the other from an additive
uncorrelated noise source of a mRNA. The entrainability is also investigated for a net of
elements for all cases.
6.1 Single Circadian Oscillator Model
In particular, coupling of two different oscillatory mechanisms with a small difference in
the periods is investigated. The coupling of two limit cycles reveals that the periods of the
coupled system are changed due to an increase in the coupling strength between oscillators
and due to an increase in the Michaelis Menten constant. Estimated periods for this case
are in the endogenous regions. Synchronisation between such oscillators are possible for
small values of the coupling strength. The greater the Michaelis Menten constants are, the
higher degree of coupling is needed in order to reach a complete synchronisation. On the
other side, the range of estimated periods due to the change in the coupling strengths are
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smaller with an increase of the Michaelis Menten constants. The investigation of the circa-
dian clock due to external signals such as temperature and light is focused on two aspects.
First, the two component oscillator model is extended for the influence of environmental
signals, introducing a change of two parameters simultaneously, the degradation rate of
protein and the coupling parameter. Numerical simulations for the two different periods of
entrainment, T = 24 h and T = 16 h, reveal relevant differences between a metabolic and
a genetic oscillator. This is pronounced when the period of entrainment is significantly
different from the circadian endogenous period. The variables of the metabolic oscillator
oscillates with the period of environmental perturbation, while the variables of the genetic
oscillator oscillates with the free running period of the system. Second, the sensitivity due
to external parameters is investigated analysing the response of the system with respect to
short perturbations at different phase points of the cycle, or by means of phase response
curves.
The conclusion, that can be obtained from the phase response curves is that the mecha-
nism of coupling between two different oscillators is sensitive to environmental influences.
Large phase shifts or phase response curve of type 0, estimated by numerical simulations,
represents an interesting result. It indicates how big is the influence of the activation of
protein on the metabolic oscillator. In addition, the change of a type of phase response
curves, when the coupling parameter is changed and the degradation rate is kept constant
is observed. This change can be used to distinguish parameter influence. Possibly, the
protein degradation rate indicates the influence of light signals on the system and the cou-
pling parameter the influence of temperature. However, for a clear distinction whether the
coupling parameter reflects only a temperature influence or light and temperature influ-
ences together, one should used a more detailed model. Reports of such a transition also
exist for other models for circadian clocks, but only with respect to the duration of the
applied perturbation and not due to the type of perturbation, for example in the model for
circadian rhythms in D. melangoster [68] and in the model of net of oscillating elements
[61].
6.2 Net of Circadian Oscillators
Couplings in the net of oscillating elements are investigated for the two oscillator model.
The aim of a further extension of the model from a single element to a net of elements is
to find out the relevant conditions for synchronisation in the case of variability and the
case of stochastic influences. Some experimental and theoretical works reveal that some
degree of synchrony among circadian clocks should be established in order to perform
coherent physiological output. Thus the further investigation is focused on the possible
network structures that could represent the circadian clock network. The usual approach
is to use two common coupling schemes for the construction of such structures. Global
coupling, defined through the mean field of the variable for the metabolic oscillator, shows
that in the case where each element in the net oscillates with its own frequency, the
synchronisation can be achieved for a strong coupling. Transition from an unsynchronised
to a synchronised regime occurs for a certain value of coupling coefficient, which depends
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linearly on the amount of variability present in the net. For the case of globally coupled
noisy oscillators small coupling is enough to induce synchronisation in the net of elements
irrespective of the noise strength.
On the other side, diffusive coupling in the net where elements oscillate with their own
periods, induce spatial patterns. The size of the variability-induced patterns depends on
the amount of diffusion present in the net. As the variability in the net increases, the target
patterns start to change and the spatial cross corelation S decreases. In the case when noise
is present in the system, amplitudes of the variables reach a high degree of synchronisation
for small values of diffusion coefficients and spatial patterns are not observed. Differences
between global and diffusive coupling can be observed in the case of a stochastic net. It is
shown that a higher values of the order parameter R can be achieved for a global coupling.
Only small differences between the two types of couplings can be observed for a small
amount of noise in the system, while the differences increase with an increase of noise
intensity.
Network and Environment
To complete the picture of the circadian coherent output with respect to different coupling
mechanisms, the network model is also extended with respect to the influence of those
environmental perturbations discussed for the single circadian model. It appears that the
entrainment to the period T = 24 h, for the net with variability, can be established when
elements are weakly coupled regardless of the type of coupling. The analysis of the order
parameter shows high values for small values of the coupling coefficients. Further increase
in the values of the coupling coefficients does not change the levels of synchronisation
significantly. However, environmental perturbation with the period T = 16 h, again,
as it is the case for the single element, influences the two oscillator system in the way
that the variables of the metabolic oscillator oscillate with the period of perturbation.
The same results are obtained for the coupled net with and without variability, also for
both types of coupling. Couplings do not change the period of the entrained net, but in
the case of diffusive coupling, spatial patterns are induced. They are the result of the
influence of environmental perturbations and variability together. A net of noisy elements
is partially resistant to noise influence, when the net is entrained by the environmental
perturbation. A net of elements influenced by an additive uncorrelated noise, also shows
complete entrainment to the period of 24 hours for both types of coupling. However results
obtained for the influence of environmental perturbation with 16 hours period indicate
again, that the dominating period of the variables of the metabolic oscillator is different
from the dominating period of the variables of the genetic oscillator. Similar as it is the
case in a net with variability, the diffusion process induces the formation of spatial patterns
in the net of elements influenced by additive Gaussian white noise.
6.3 Perspectives
The model for a circadian rhythm generator with its extension to environmental influences
and the net of elements presented in the thesis exhibits interesting results. From a biological
perspective, this model can be used to develop a more realistic model, that will account for
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complex regulation and a more detailed description of the circadian machinery for specific
biological organisms. Due to its simplicity, from the aspects of synthetic biology, the model
can be also used for the investigation of the coupling between two biochemical clocks.
However some questions regarding the model still remain. The response of the system
to an external perturbation can also be tested, but for different duration times of the
perturbation to investigate transitions between different types of phase response curves.
Reverse perturbation, where the system is in a day condition and is perturbed by the
signals of night conditions, can be also investigated.
Considering the variability of periods of oscillators and types of coupling, it is also useful
to investigate other realizations of nets, for example, a random coupling or a mutual
coupling between regions of oscillators proposed for a net of SCN cells [78] and to compare
the results. Furthermore, as synchronisation in the net with respect to the variability
of periods and global couplings is investigated for a fixed size of the net, it would be
interesting to estimate the conditions for synchronisation when the number of oscillators
in the population is changed. It is expected that the size of the net induces a sharper
transition from the unsynchronised to the synchronised regime, with an increase in the
number of oscillators.
The investigation of the influence of additive Gaussian white noise as a stochastic source
for mRNA is justified as a general case, however the model can be extended by introducing
multiplicative noise. In addition, other noise sources can be implemented in the model, such
as fluctuations in the constant input in the production of one of the metabolic species.
Besides, the model can be modified for the case of a single element consisting of two
coupled limit cycles when the value of the coupling parameter is small and when a complete
synchronisation among the genetic and the metabolic oscillator is not yet established.
Again, the net of such partially coupled elements has to be investigated with respect to
the influence of variability, noise or external perturbations.
Zusammenfassung
In dieser Arbeit wird ein Modell fu¨r zirkadiane Rhythmen untersucht. Chronobiologische
Experimente zeigen, dass gegenwa¨rtige Modelle nicht alle Eigenschaften zirkadianer Uhren
erkla¨ren. Als Modell fu¨r eine endogene zirkadiane Uhr wird ein Einzelelement bestehend
aus zwei gekoppelten biochemischen Oszillatoren (ein genetischer und ein metabolischer
Oszillator) und ein Netz bestehend aus vielen gekoppelten Einzelelementen eingefu¨hrt. Es
wird der Einfluss von Variabilita¨t und Rauschen auf die Netzdynamik studiert. Um En-
trainment der Uhr mit externen Faktoren wie dem Tag-Nacht-Rhythmus zu untersuchen
wird das Modell erweitert, indem Parameter fu¨r Tag und Nacht eingefu¨hrt werden, die mit
einer 24-bzw. 16-Stunden Periode variiert werden.
Das Einzelelement zeigt fu¨r einen bestimmten Bereich der Kopplungssta¨rken zwischen den
beiden biochemischen Oszillatoren eine Oszillationsperiode im endogenen Bereich zirkadi-
aner Uhren (20-28 Stunden). Die Variablen des metabolischen Oszillators (Reaktanden
X, Y) ko¨nnen auf die Dynamik der externen Faktoren synchronisieren, wa¨hrend die Vari-
ablen des genetischen Oszillators (mRNA, Protein) wenig beeinflusst werden, falls sich die
externe Frequenz deutlich von der endogenen Frequenz unterscheidet. Dies zeigt, dass die
Variablen des metabolischen Oszillators sensitiver auf externe Sto¨rungen reagieren. Dies
wird auch durch die Analyse der Phasenresponseskurven besta¨tigt.
In ein Netz aus Einzelelementen, die global oder diffusiv gekoppelt werden, wird Vari-
abilita¨t eingebracht, indem jedes Einzelelement mit einer anderen Frequenz oszilliert. Bei
globaler Kopplung kommt es zur Synchronisation der Oszillationen der Einzelelemente ab
einer kritischen Kopplungssta¨rke, die linear von der Standardabweichung der Verteilung
der endogenen Oszillationsfrequenzen abha¨ngt. Diffusive Kopplung erzeugt nur lokale Syn-
chronisation und es kommt zur ra¨umlichen Musterbildung. Um diese Muster zu beobachten
wird eine optimale Netzgro¨sse verwendet. Die ra¨umliche Ausdehnung synchron schwingen-
der Elemente, quantifiziert mittels ra¨umlicher Kreuzkorrelationen, wa¨chst proportional zu
der diffusiven Kopplungssta¨rke an.
In einem Netz aus identischen Einzelelementen ko¨nnen alle Variablen im Falle periodischer
externer Einflu¨sse synchronisiert werden, falls die externe und die endogene Periode nahe
beieinander liegen. Wenn beide deutlich verschieden sind, werden nur die Variablen des
metabolischen nicht aber die des genetischen Oszillators synchronisiert. In einem Netz
mit variablen Oszillationsperioden der Einzelelemente kommt es zum Entrainment aller
Variablen (sowohl bei globaler als auch diffusiver Kopplung), wenn die externe Periode
24 Stunden betra¨gt. Fu¨r einen 16-Stunden Zyklus werden hingegen wieder nur die Vari-
ablen des metabolischen nicht aber die des genetischen Oszillators synchronisiert, wobei
die Ergebnisse von der Art der Kopplung abha¨ngen. Bei diffusiver Kopplung kommt es
zur ra¨umlichen Musterbildung, nicht aber bei globaler Kopplung.
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Schliesslich wird der Einfluss von Rauschen untersucht, indem zusa¨tzlich mRNA Fluktu-
ationen eingebracht werden. Bei einem Einzelelement beeinflusst Rauschen die Ozsilla-
tionsperiode nicht sondern nur die Amplitude der metabolischen Variablen. Der Effekt
von Rauschen auf Synchronisation und Entrainment im Netz ha¨ngt von der Kopplungsart
ab. Netze mit globaler Kopplung synchronisieren ein wenig besser. Die Unterschiede zwis-
chen den Kopplungsarten werden deutlicher fu¨r 16-Stunden Zyklen. Hier kommt es zur
Musterbildung fu¨r diffusiv gekoppelte Elemente. Diese wird durch den Einfluss sowohl von
Rauschen als auch der externen Sto¨rungen erzeugt.
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