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Abstract
Background: Software reference architectures are becoming widely adopted by
organizations that need to support the design and maintenance of software
applications of a shared domain. For organizations that plan to adopt this
architecture-centric approach, it becomes fundamental to know the return on
investment and to understand how software reference architectures are designed,
maintained, and used. Unfortunately, there is little evidence-based support to help
organizations with these challenges.
Methods: We have conducted action research in an industry-academia collaboration
between the GESSI research group and everis, a multinational IT consulting firm based
in Spain.
Results: The results from such collaboration are being packaged in order to create
guidelines that could be used in similar contexts as the one of everis. The main result of
this paper is the construction of empirically-grounded guidelines that support
organizations to decide on the adoption of software reference architectures and to
gather evidence to improve RA-related practices.
Conclusions: The created guidelines could be used by other organizations outside of
our industry-academia collaboration. With this goal in mind, we describe the guidelines
in detail for their use.
Keywords: Software architecture; Reference architecture; Empirical software
engineering; Business case; Cost-benefit analysis; Reference architecture context;
Industry-academia collaboration
1 Background
Nowadays, the size and complexity of information systems, together with critical time-
to-market needs, demand new software engineering approaches to design Software
Architectures (SA) (Nakagawa et al. 2011). One of these approaches is the use of software
Reference Architectures (RA) that allows to systematically reuse knowledge and compo-
nents when developing a concrete SA (Cloutier et al. 2010; Galster and Avgeriou 2011).
Hence, RAs provide guidance for the development and evolution of a class of software
systems in a cost-effective manner (Martínez-Fernández et al. 2013b).
© 2014 Martínez-Fernández et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly credited.
Martínez-Fernández et al. Journal of Software Engineering Research and Development 2014, 2:7 Page 2 of 27
www.jserd.com/content/2/1/7
As defined by Bass et al. (2003), a Reference Model (RM) is “a division of functionality
together with data flow between the pieces” and an RA is “a reference model mapped onto
software elements and the data flows between them”. It is important to denote that this
RA definition already emphasizes two fundamental assets of an RA: the RM that defines
its fundamental properties, and the software elements that makes the RM operational by
its implementation (Bass et al. 2003; Galster and Avgeriou 2011).
A more detailed definition of RAs is given by Nakagawa et al. (2011). They define an RA
as an architecture that encompasses the knowledge about how to design SAs of systems
of a given application or technological domain. Therefore, an RA must address: busi-
ness rules; architectural styles that address quality attributes; best practices of software
development such as architectural decisions, domain constraints, legislation, and stan-
dards; and the software elements that support development of systems for that domain.
All of this must be supported by a unified, unambiguous, and widely understood domain
terminology (Nakagawa et al. 2011).
In this paper, we consider that an RA may have the elements that these two RA defini-
tions state. We show the relationships among RM, RM-based RA and RA-based concrete
SA in Figure 1. Throughout the paper, we use the term RM to refer to industry-specific
RM, although RMs can also be defined by other agents such as research centers or non-
profit organizations. Also, we use the term RA to refer to RM-based RA and SA to refer
to RA-based concrete SA. Angelov et al. have identified the generic nature of RAs as the
main feature that distinguishes them from concrete SAs (Angelov et al. 2012). Every appli-
cation has its own and unique SA, which is derived from an RA. This is possible because
RAs are abstract enough to allow their usage in differing contexts (Angelov et al. 2012).
The motives behind RAs are: to facilitate reuse, and thereby harvest potential savings
through reduced cycle times, cost, risk and increased quality (Cloutier et al. 2010); to help
with the evolution of a set of systems that stem from the same RA (Galster and Avgeriou
2011); and to ensure standardization and interoperability (Angelov et al. 2012). Due to
this, RAs are becoming a key asset of organizations (Cloutier et al. 2010).
Figure 1 Relationships among RM, RA and SA. A reference model (RM) could be the baseline of many
software Reference Architectures (RA). Likewise, RAs serve as a reference for the concrete Software
Architecture (SA) of the applications of an information system. These three artifacts go from a high level of
abstraction to a low level of abstraction.
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1.1 Research problem
Although the adoption of an RA might have plenty of benefits for an organization, it also
implies several challenges, such as the need for an initial investment (Martínez-Fernández
et al. 2013b) and getting real evidence for driving its design and use (Angelov et al. 2013).
Currently, organizations have little support for dealing with these two challenges.
First, there is a shortage of economic models to precisely evaluate the benefit of RAs
in order to make informed decisions about their adoption in an organization (Martínez-
Fernández et al. 2013b). Organizations with a wide portfolio of applications, which may
consider adopting an existing or new RA to create and maintain such applications, lack
an approach to know whether it is worth for them to invest on the adoption of an RA.
This situation could be addressed by making a business case with the help of an economic
model that perform cost-benefit analysis about the adoption of an RA (Reifer 2002).
Second, there is also a shortage of experience reports disseminating the context of RAs
in industry. For instance, a recent literature review about evidence in software architec-
ture, in which only two papers were about RAs, shows that there is limited knowledge
about RAs (Qureshi et al. 2013). As a result, practitioners usually find the current liter-
ature about RA scarce and abstract (Angelov et al. 2012), limiting the industrial uptake
of research results in the field. In this context, we argue that in order to enable practi-
tioners to fully exploit the benefits of RA adoption and usage, the research community
must clarify the context of RA in practice. We propose conducting empirical studies to
accumulate real evidence for understanding the context of RAs from essential types of
stakeholders. Such evidence aims to help practitioners to better understand RA-related
practices and, then, to identify the current challenges to improve these practices in their
organization. Throughout the paper, we use the term “RA-related practices” to refer to
common practices in RA projects, such as defining the goals of an RA, RA design, RA
review, RA use and so on.
1.2 Research goals and contribution
In this context, the goal of this research is to support organizations (i.e., software com-
panies, information technology consulting firms) to deal with the following Research
Questions (RQ):
• RQ 1: Is it worth for an organization to invest on the adoption of an RA?
• RQ 2: How can an organization get corporate evidence that is useful for RA-related
practices?
In addition, we aim for a third research question:
• RQ 3: How the results from RQ1 and RQ2 could be articulated to provide
prescriptive support utilities (i.e., guidelines and artifacts) to support organizations in
such endeavors?
These support utilities aim to allow organizations to set up and carry out empirical
studies aimed to extract evidence to support RQ1 and RQ2.
1.3 Paper structure
The paper is structured as follows. In Section 2, we explain the research methodology
used. In Section 3, we report the details of how RQ 1 was approached and its results. In
Martínez-Fernández et al. Journal of Software Engineering Research and Development 2014, 2:7 Page 4 of 27
www.jserd.com/content/2/1/7
Section 4, we report the details of how RQ 2 was approached and its results. In Section 5,
we report how the results from RQ 1 and RQ 2 have been packaged to answer the RQ
3, and we present the guidelines for building a business case and gathering evidence
of RAs and their context of use. Finally, in Section 6, we end up with conclusions and
future work.
The work presented in this paper is a follow-up of the work presented in (Martínez-
Fernández et al. 2013a). It substantially extends such work by:
• Providing further details of the research methodology applied (see Section 2).
• Adding results obtained in RQ 1 (see Section 3): providing new results about the
application of an economic model to build a business case of an RA (see new
Section 3.2).
• Making more narrow the scope of RQ 2 (see Section 4), updating the set of criteria to
understand and evaluate RAs (see Section 4.1), and providing new results about why
RAs are used in organizations (see new Section 4.2.1).
• Providing details of the formative and summative stages of the guidelines obtained
from the RQ 1 and RQ 2 results (see Section 5). To analyze if the proposed guidelines
could be used by other organizations, we also add the context of RA projects as
reported by other researchers and practitioners (see new Section 5.1.1).
2 Methods
This section explains the research methodology used, and the context of this research.
The research is being done under an industry-academia collaboration (Martínez-
Fernández and Marques 2014) between the GESSI research group and everis, a multina-
tional IT consulting firm based in Spain.
The architecture group of everis faced the two problems stated in Section 1.1. The main
motivation of everis for conducting this research is twofold:
• strategic/organizational: providing quantitative evidence to its clients about the
potential economic benefits of applying an RA;
• technical: identifying strengths and weaknesses of RA-related practices in RA
projects in order to disseminate them and, if necessary, to improve them.
2.1 Action research
This research consists of an ongoing action research initiative among the GESSI research
group and everis. Action research is “learning by doing” - a group of people iden-
tify a problem, do something to resolve it, see how successful their efforts are, and
if not satisfied, try again (Brydon-Miller et al. 2003). The action research cycle con-
sists of: 1) diagnosis of a problem, 2) examination of options to solve the problem,
3) selection of options and execution, 4) analysis of the results, and, 5) repetition for
improvement.
However, the idea behind this research is not only to help everis to cope with RQ 1 and
RQ 2. With the goal of RQ 3 in mind, we also aim to package the solution in such a way
that it can be easily used by other organizations dealing with similar problems as everis.
The guidelines that will be proposed in this paper are shaped throughout our involvement
with everis to cope with the RQ 1 and the RQ 2.
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2.2 Context of RAs in everis
We analyze the context of RA projects from our experience with everis. We focus on the
case in which everis has designed an RA with the purpose of deriving concrete SAs for
each application of a client organization. This usually happens when everis is regularly
contracted to create or maintain information systems in client organizations. Each infor-
mation system of the client organization is built upon the RA and includes many software
applications (see Figure 2). RAs enable reuse of architectural knowledge and software
components (normally associated to particular technologies) for the design of concrete
SAs in client organizations. Therefore, RAs provide a baseline that facilitates standardiza-
tion and interoperability as well as the attainment of business goals during applications’
development and maintenance.
Besides, a special characteristic of everis is its previous experience in multiple RA
projects. This experience allows everis to build a more abstract industry RM. This RM
includes best practices from previous successful experiences, which serve as a reference
for new RAs that inherit a certain level of quality.
The context of everis is very similar to other IT consulting firms. As a recent Gartner
report shows, IT consulting firms “leverages industry-specific or industry reference
models to accelerate client delivery and ensure quality and consistency across client
engagements” (Brand 2014). However, “clients must ensure that generic industry or refer-
ence models [...] are sufficiently customized and tailored to enable their unique business
Figure 2 Relevant stakeholders for RA analysis. The figure explains which types of stakeholders and their
roles in each type of project (RM, RA and SA projects).
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capabilities and environments” (Brand 2014), so that the RM does not stifle competitive
advantage of the RA.
Next subsections respectively show the types of projects that can be found on the everis
context and the stakeholders that participate in each project.
Types of projects There are three types of projects with different targets (Figure 2).
1. RM projects.
2. RA projects.
3. SA projects.
Stakeholders for RA analysis Stakeholders need to be clearly defined for RA assess-
ment purposes (Angelov et al. 2008). The people involved in an RA assessment are the
evaluation team, which conducts the empirical studies of the guidelines, and stakeholders
from architectural projects. In the three types of projects defined above performed by IT
consulting firms, we consider the following five stakeholders essential for RA assessment:
project business manager, project technological manager, software architect, architec-
ture developer, and application builder. Each of these stakeholders has a vested interest
in different architectural aspects, which are important to analyze and reason about the
appropriateness and the quality of the three types of projects (Gallagher 2000). However,
there could be more people involved in an architectural evaluation, as Clements et al.
indicate in (Clements et al. 2001). As a consequence, although this context is generic for
IT consulting firms, projects’ stakeholders may vary between firms. Below, we describe to
which type of project essential stakeholders belong and their interests.
RM project It is composed of software architects from the IT consulting firm that
worked in previous successful RA projects. They are specialized in architectural
knowledge management. Their goal is to gather the best practices from previous RA
projects’ experiences in order to design and/or improve the corporate RM.
RA projects RA projects involve people from the IT consulting firm and likely from the
client organization. Their members (project technological managers, software architects
and architecture developers) are specialized in architectural design and have a medium
knowledge of the organization business domain.
Project technological managers from the IT consulting firm are responsible for meeting
schedule and interface with the project business managers from the client organization.
Software architects (also called as RA managers) usually come from the IT consulting
firm, although it may happen that the client organization has software architects in which
organization’s managers rely on. In the latter case, software architects from both sides
cooperatively work to figure out a solution to accomplish the desired quality attributes
and architecturally-significant requirements.
Architecture developers come from the IT consulting firm and are responsible for
coding, maintaining, integrating, testing and documenting RA software components.
SA projects Enterprise application projects can involve people from the client orga-
nization and/or subcontracted IT consulting firms (which may even be different than
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the RM owner) whose members are usually very familiar with the specific organization
domain. The participation of the client organization in RA and SA projects is one possi-
ble strategy for ensuring the continuity of their information systems without having much
dependency on subcontracted IT consulting firms.
Project business managers (i.e., customer) come from client organizations. They have
the power to speak authoritatively for the project, and to manage resources. Their aim is
to provide their organization with useful applications that meet the market expectations
on time.
Application builders take the RA reusable components and instantiate them to build an
application.
3 Building the business case of RAs in everis
This section details our action research initiative with regard to RQ 1, which is intended
to quantify the benefits and costs of RAs through a business case. “A business case is a tool
that helps you make business decisions by predicting how they will affect your organiza-
tion. Initially, the decision will be a go/no-go for pursuing a new business opportunity or
approach” (Northrop and Clements 2014). A useful economic function for business cases
is the Return On Investment (ROI). The ROI is a “measure of how much profit an invest-
ment earns computed by dividing net income by the assets used to generate it” (Reifer
2002). Although the ROI is the most popular function in business cases, there are many
others (Ali et al. 2009). For instance, Net Present Value (NPV) estimation with discounted
cash flow is mostly used to address the time value of money, and the Internal Rate of
Return (IRR) compares the profitability of investments. Sarmad Ali et al. summarize the
economic functions used for software product lines (Ali et al. 2009).
Figure 3 shows the action research cycles conducted in order to answer RQ 1.
In the first cycle of the RQ 1, we diagnosed the problem of the lack of approaches to
justify the investment on RAs to everis’ clients in monetary terms. As a consequence, we
Figure 3 Action-research cycles to shape the guidelines that support RQ 1. The figure explains the
formative stage to create the checklist of value-driven data in RA projects and the REARM economic model.
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designed online questionnaires to ask stakeholders the metrics available in RA projects
and conducted them in several RA projects. As a result, we observed that effort metrics
could be derived from time tracking practices and that cost-benefit factors could be com-
puted by using reuse-based metrics from the source code of the RA projects. The results
from the online questionnaires to study the metrics available in RA projects are reported
in Section 3.1.
In the beginning of the second cycle of action research, we diagnosed the need of
having an economic model that would use the available data. Then, we identified eco-
nomic functions meaningful to everis to justify RA investments. We also identified
cost-benefits factors from the literature that can be calculated from the available metrics.
Later, we computed these cost-benefit factors for a real RA project. At the end of this sec-
ond cycle, we could build the business case for that RA project. In Section 3.2, we report
an application of REARM, which is the economic model that we created.
Currently, we are at the beginning of a third cycle in which we diagnosed the problem
of validating the economic model in another RA project.
3.1 First cycle: survey to check existing value-driven data in RA projects
In this survey, a sample of 5 everis’ RA projects and 5 SA projects were selected on the
basis of their suitability and feasibility to contact at least with one person that participated
in the projects.
The main perceived economic benefits on the use of RAs are the cost savings in the
development and maintenance of systems due to the reuse of software elements, and
the adoption of best practices of software development that increase the productivity of
developers (Martínez-Fernández et al. 2013c). To quantify these cost savings, we used
online questionnaires to ask project technical managers and application builders about
existing information from past projects. An excerpt of the questions of this survey is
shown in Table 1, whereas Additional file 1 includes all the questions. When the client
organization has no experience in RAs, these data need to be estimated, which could be
potentially error-prone.
3.1.1 Results: costs and benefits metrics for RAs
In this section we describe the information that was available in order to calculate the
costs and benefits of adopting an RA. We divide existing information in two categories:
effort and software metrics. First, the invested effort from the tracked activities allows
the calculation of the costs of the project. Second, software metrics help to analyze the
benefits that can be found in the source code.
Effort metrics to calculate projects’ costs In RA projects, 4 out of 5 client organizations
tracked development efforts, while maintenance effort was tracked in all 5. In SA projects,
4 out of 5 client organizations tracked development and maintenance effort.
The development effort is the total amount of hours invested in the development of
the RA and the SAs of applications. It could be extracted from the spent time for each
development’s activity of the projects. Themaintenance effort is the total amount of hours
invested in the maintenance of the RA and the SAs of applications. Maintenance activities
include changes, incidences, support and queries.
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Table 1 An excerpt of the template survey for software architects to check existing
value-driven data in RA projects
Type of question Question
Questions about data
available for the RA.
Is it possible to access to a code quality management tool (e.g., Sonar) used in
the RA project? If not, is it possible to install Sonar to take metrics from the source
code of the RA?
Would it be possible to estimate the degree of reuse in each of the modules of
the RA with respect to the RM? (optional)
Did the RA stakeholders track the time spent on each task in the development of
the RA? If so, with which granularity?
Is there data about personnel and time invested inmaintaining the RA? If so, with
which granularity?
Would it be possible to give an estimate of the additional training time that an
application builder needs to use the RA?
Would it be possible to specify a standard hourly rate of performing tasks on the
RA?
Questions about data
available for the
applications based on the
RA.
How many applications are (or will be) based on the RA? Make a list of the
applications with a contact person.
Do you have an overview of the development of applications based on the RA?
If so, go on. If not, we will contact the person who you indicated in the previous
answer.
For which of the above applications is it possible to know which RA modules
have been reused and the degree of reuse?
Is additional effort needed to reuse RA modules?
Can you estimate how long it would take to develop RA modules instead of
reusing them?
Is it possible to access to a code quality management tool (e.g., Sonar) used for
the RA-based applications? If not, is it possible to install Sonar to take metrics
from the source code of the applications?
Please, indicate the generic characteristics (e.g., reuse percentage of RA
modules, size of applications) of three ideal types of RA-based applications with
low, medium and high complexity.
Did the RA stakeholders track the time spent on each task in the development of
the RA-based applications? If so, with which granularity?
Is there data about personnel and time invested in maintaining the RA-based
applications? If so, with which granularity?
Would it be possible to specify a standard hourly rate of performing tasks on the
RA-based applications?
Have you done any comparison between the costs and the benefits between
RA-based applications and ad-hoc applications?
Currently, are there indicators or metrics to evaluate the improvement of the
quality attributes in the applications because of the RA usage?
Questions for adding
comments and propose
metrics to calculate the
ROI of the RA.
In addition to the information discussed above, do you think that there is
other available information to evaluate how the RA affects the applications
development?
Do you think that other metric, not mentioned above, could be useful to
calculate the ROI of building applications based on the RA?
Our economic model to calculate the ROI of an RA is based on the reuse and
maintenance of code. Do you think there are other quality attributes or important
factors for evaluating an RA?
Before sending the survey, would you like to add any comments that may help
to understand the context of your answers?
Software metrics to calculate benefits in reuse and maintainability Source code in
RA and SA projects was obviously available in all projects. However, due to confidentiality
issues with client organizations, it is not always allowed to access source code.
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The analysis of the code from RA and SA projects allow quantifying the size of these
projects in terms of LOC or function points (e.g., number of methods). Having calcu-
lated the project costs as indicated above, we can calculate the average cost of a LOC or
a function point. Since the cost of applications’ development and maintenance is lower
because of the reuse of RAmodules, we can calculate the benefits of RA by estimating the
benefits of reusing them. Poulin defines a model for measuring the benefits of software
reuse (Poulin 1997). Maintenance savings due to a modular design could be calculated
with design structured matrices (MacCormack et al. 2012). For a detailed explanation
about how such metrics can be used in a cost-benefit analysis, the reader is referred to
(Martínez-Fernández et al. 2013b).
3.1.2 Lessons learned
Improvements in the quality attributes of an RA (e.g., reuse, maintainability, security)
are extremely difficult to evaluate in an analytic and quantitative fashion contrary to
the efficacy of the business (e.g., sales) (Carriere et al. 2010). This is because software
development is a naturally low-validity environment and reliable expert intuition can
only be acquired in a high-validity environment (Erdogmus and Favaro 2012). In order
to evaluate RAs based on an economics-driven approach, software development needs
to move to a high-validity environment. The good news is that it could be done with
the help of good practices like time tracking, continuous feedback, test-driven develop-
ment and continuous integration. In order to get the metrics defined above, tools such
as JIRA (Atlassian 2014) and Redmine (Redmine 2014) allow managing the tasks and
their invested time, general software metrics (like LOC) and percentages of tests and
rules compliance can be calculated by Sonar (SonarSource 2014) and (Jenkins 2014). We
think that adopting good and repeatable practices to collect data is the basis for mov-
ing software development to a high-validity environment and consequently being able of
performing an accurate cost-benefit analysis.
3.2 Second cycle: a case study to apply an economic model to calculate the ROI of
adopting an RA
In this case study, a sample of 1 everis’ client organization RA project in a public admin-
istration and 1 SA project was selected. These projects were selected because the public
administration that adopted the RA was interested in the study results. Besides, by the
time we conducted the study, everis’ started the aforementioned SA project, being highly
feasible to collect quantitative data. Although we were aware of other SA projects with
participants that do not belong to everis, it was not possible to contact with them.
Results from the previous survey (see Section 3.1) revealed that the data available in
order to calculate costs and benefits were effort and software metrics. We collected these
metrics, which are presented in (Martínez-Fernández et al. 2013b), from two types of
tools. In order to collect data, JIRA (Atlassian 2014) was used to collect the invested
effort from training, development and maintenance activities. Keeping track of activities
is common in practice for project management and auditing. In addition to that, Sonar
(SonarSource 2014) was used to gather software metrics to analyze the benefits that can
be found in the source code. Sonar offers tool support for obtaining general software
metrics such as LOC, dependencies between modules, technical debt, and percentages of
tests and rules compliance.
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3.2.1 Results
After retrospectively collecting the data of the past RA and SA projects, we analyzed
which cost-benefit factors of adopting an RA could be calculated and envisaged the
REARM economic model (Martínez-Fernández et al. 2013b) in order to calculate the
ROI of the RA investment. By the time we conducted the study, the public organization
had already: (1) adopted an RA designed by everis, (2) created an application using the
RA, and (3) fixed errors discovered in the RA software elements that were reused by the
application.
We calculated a three-year ROI of 42% with a payback period of 16,5 months and 7
applications in the public organization (see Figure 4).
Moreover, applications are introduced into the market earlier from the seventh month
on. This is due to the effort avoidance of reusing the RA in the development of new
applications.
The results of this study are further reported in (Martínez-Fernández et al. 2013b).
3.2.2 Lessons learned
As Clement et al. point out in their book (Clements and Northrop 2002), experts agree
that the number of applications you need to build for a reuse-based architecture-centric
approach to pay off is between 2 and 3. We also agree with that statement. In our study
it turned out to be 7 because the application from which we collected data was small
and only 20% of the RA was reused. However, in applications in which this percentage is
higher, the benefit from the RA is greater. If we perform sensitivity analysis to REARM,
with a higher reuse of the RA in applications (for instance higher than 70%, which is likely
in medium to large applications), the RA pays off with 2 applications.
4 Gathering evidence of RAs in everis
This section details our action research initiative with regard to the RQ 2. Figure 5 shows
the action research cycles conducted in order to answer RQ 2.
Figure 4 ROI of developing andmaintaining RA-based applications versus stand-alone fashion in a
public administration. The public administration of this study will realize a three-year ROI of 42% with a
payback period of 16,5 months and 7 applications.
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Figure 5 Action-research cycles to shape the guidelines that support RQ 2. The figure explains the
formative stage to create the template survey that aims to gather relevant evidence from RA projects.
In the first cycle of the RQ 2, we diagnosed the need of knowing about the state of past
and present RA projects in everis in order to reuse architectural knowledge and improve
RA-related practices in prospective RA projects. As a consequence, we planned to identify
a set of criteria about RAs that are relevant for practitioners. Finally, we identified five
aspects that indicate what evidence to gather in order to support RA-related practices,
which are presented in Section 4.1.
In the second cycle of this action research, we planned to gather evidence about these
aspects. We designed surveys to gather mostly qualitative evidence about such aspects.
Then, we executed these surveys in a case study with several RA projects in everis. As a
consequence, we obtained results about why everis’ clients adopted RAs, and the benefits
and drawbacks of RAs. These results are reported in Section 4.2.
Currently, we are at the beginning of a third cycle of the RQ 2 in which we diagnosed
the problem of disseminating these results in everis.
4.1 First cycle: identifying practical review criteria for RAs
In order to gather evidence of RAs, it becomes necessary to previously identify the aspects
that are relevant for practitioners about RAs. In this section we identify an initial set of
criteria, which might be further refined after gathering evidence from RAs. To do so, we
analyzed the key criteria mentioned by everis’ software architects during the meetings
and focus group discussions of our action research initiative, and we also studied the
literature. We prioritized the everis’ vision to make a more practitioner-oriented set of
criteria.
Although a commonly accepted set of criteria to evaluate RAs does not exist (Angelov
et al. 2008; Gallagher 2000; Graaf et al. 2005), it has been claimed that RAs have to
be evaluated for the same aspects as SAs (Angelov et al. 2008). For this reason, we
started by analyzing some available works on SA evaluation (Bass et al. 2008; Clements
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et al. 2001; Falessi et al. 2010). However, existing evaluation methods for SAs are not
directly applicable to RAs or other architecture-centric approaches such as product
lines architectures because they do not cover their generic nature (Angelov et al. 2008).
The development of a family of software systems has some characteristics that distin-
guish it from the development of software systems (Montagud et al. 2011). Therefore,
existing evidences for product line architectures can be also used to evaluate RAs,
namely: generic characteristics such as “variability, reusability, commonality, and com-
positionality” (Montagud et al. 2011); the propagation of architectural decisions while
reusing common assets (Montagud et al. 2011); and lower development costs with
respect to developing systems individually (Ali et al. 2009; Linden et al. 2004; Montagud
et al. 2011).
Due to these reasons, the authors of the paper and two more software architects
from everis elaborated further this analysis considering the specific characteristics of
RAs as described in (Angelov et al. 2008, 2012; Galster and Avgeriou 2011; Graaf
et al. 2005; Nakagawa et al. 2011), commonalities with other architecture-centric
approaches such as product line architectures (Ali et al. 2009; Deelstra et al. 2005;
Linden et al. 2004; Montagud et al. 2011), and experience from everis. The resulting
aspects for understanding and evaluating RAs are detailed below and summarized in
Table 2.
Aspect 1 refers to the need of determining the context and classifying an RA. As
Angelov et al. point out (Angelov et al. 2012), there are five types of RAs depending on
their characteristics. Among the most important characteristics are (Angelov et al. 2012):
• the organization(s) that will use the RA (e.g., a single organization or multiple
organizations that share a domain),
• who defines the RA (e.g., software companies as IT consulting firms, software groups
from the organization that use the RA, and so on),
• the origin and motivation of the RA (e.g., preliminary when the RA solves a new
problem or classical when it is based on previous experiences),
• the goal of the RA and the domain of the RA-based applications (e.g., standardization
of SAs or facilitation of the design of SAs),
• and the RA elements it may include (e.g., components and connectors, policies and
guidelines, and so on).
The classification of an RA is vital to better understand its limits, to ensure its
congruency, and to facilitate its evaluation.
Table 2 Summary of relevant aspects for software reference architecture understanding
and evaluation as seen by practitioners
Aspect Description of the RA Aspect
1 Overview and classification of an RA
2 Requirements and quality attributes analysis
3 Architectural knowledge and decisions
4 Supportive technologies
5 Business qualities and architecture competence
Martínez-Fernández et al. Journal of Software Engineering Research and Development 2014, 2:7 Page 14 of 27
www.jserd.com/content/2/1/7
Aspect 2 consists of the quality attributes targeted by an RA. The achievement of
quality attributes is in fact an SA most compelling reason for existence (Bass et al. 2003).
However, SAs and RAs do not strictly determine all of an application’s qualities. One
example is usability: “whether the user sees red or blue backgrounds, a radio button or
a dialog box” (Clements et al. 2001) is not determined by an SA or an RA. A list of
quality attributes that lie squarely in the realm of SAs is defined by the architecture trade-
off analysis method (Clements et al. 2001): performance, reliability, availability, security,
modifiability, portability, functionality, variability, subsetability and conceptual integrity.
For instance, variability shows how well an RA could be expanded or modified to pro-
duce new SAs of applications. Besides, an RA could address more architectural qualities
than an SA (e.g., variability, reusability, commonality, compositionality, and applicability)
(Angelov et al. 2008; Montagud et al. 2011). Quality attributes analysis should be wider
for RAs in this sense.
Aspect 3 comprises architectural decisions. Many prominent researchers (Angelov
et al. 2008; Falessi et al. 2010) highlight the importance of architectural decisions for the
SA design process and the architectural evaluation. For RAs, architectural decisions are
even more important than in a single software system since, owing to systematic reuse, an
inadequate design decision could be propagated to several software systems (Montagud
et al. 2011).
Aspect 4 consists of the supportive technologies such as methods, techniques and tools
(Falessi et al. 2010; Nakagawa et al. 2011) that aim to improve the RA design process and
support the use of the RA during the development of applications. Moreover, this aspect
is very important for practitioners, since they are interested in knowing the latest versions
of technologies and tools used in the RA projects, and providing application builders with
tools that improve their productivity.
Aspect 5 refers to business qualities of an RA. SAs also address business qualities
(Angelov et al. 2008) (e.g., cost, time-to-market) that are business goals, i.e. the objec-
tives of an organization that affect their competence (Bass et al. 2008). These business
qualities are even more important in the context of families of applications, such as RAs:
“the main arguments for introducing software product family engineering are to increase
productivity, improve predictability, decrease the time to market, and increase quality
(dependability)” (Linden et al. 2004).
We recommend gathering evidence about these five aspects, which are summarized in
Table 2, in order to improve RA-related practices. Next, Section 4.2 explains how we are
gathering evidence about these aspects. Currently, there are no guidelines to support the
gathering of these aspects altogether. This has motivated our work.
4.2 Second cycle: surveys to gather evidence to improve RA-related practices
In these surveys, the target populations were RA projects and SA projects executed by
everis. A sample of 9 representative everis’ projects in client organizations were selected.
All these projects were from Europe (7 from Spain).
In order to collect data, semi-structured interviews were used for project tech-
nological managers, software architects, and client’s project business managers. The
reason of using interviews is that these roles have higher knowledge than the other
roles about the architectural aspects of the Table 2, or another perspective in the
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case of client’s project business managers, so we wanted to collect as much infor-
mation as possible from them. Prior to the interviews, questionnaires were delivered
to collect personal information about the interviewee and to inform him/her about
the interview. On the other hand, online questionnaires were used for architecture
developers and application builders, since most of their questions are about supportive
technologies and their responses can be previously listed, simplifying the data collection
process.
To perform data analysis, the research teamheld several discussionmeetings during and
after data collection, and established specific protocols and templates for data analysis. In
the case of the interviews, we used an Excel-based template to organize each participant’s
answer to each question using tables. For doing this, we used the interview transcripts and
individual notes taken by different researchers during the interviews. Then, we analyzed
the data from two perspectives that lead us to a better understanding and interpretation
of the results. First, we analyzed the answers at the project level, in order to understand
the specific context of each project and the perspective of its stakeholders. Second, we
analyzed the answers at whole by assessing all participants’ answers related to each ques-
tion, in order to categorize their answers using template tables that described (in each
column): the name of the category, a detailed description of the cases covered by the cate-
gory, the participant, and the explicit sentences that support the category. Such categories
were then further discussed and analyzed by the entire team in order to better analyze
the evidence and improve our understanding until reaching an agreement. As a result,
some categories were split, modified, discarded or added to ensure that all answers were
well-represented.
The complete version of the surveys protocol, which contains interview guides and
questionnaires, is available at the Additional file 2. An excerpt of the questions for soft-
ware architects of this survey, which only includes the questions used for the results
described in the next two subsections, is shown in Table 3.
4.2.1 Results: motivations to use RAs for designing SAs of applications
In this subsection, we present results about the Aspect 1, which was defined in Section 4.1.
Such results answer why RAs were adapted for creating SAs of everis client organizations’
applications. Next, we report the motives that trigger the origin behind each RA project.
These results can help organizations to analyze if they need an RA. Table 4 shows the
characteristics and objectives of each RA project.
The motivations why everis’ client organizations adopted an RA are shown below.
We report between brackets the identifier of the client organization that indicated such
motivation (see Table 4).
• 5 out of 9 projects (B, C, D, F, H) reported the update of technologies to develop
applications since they were obsolete or application maintenance was costly.
• 4 out of 9 projects (A, B, G, H) mentioned the need to homogenize the development
of similar applications and identify their common elements to foster reuse.
• 4 out of 9 projects (C, D, F, G) aimed to simplify application development (e.g., use of
widely-known technologies) and improve productivity of application builders in
order to hire profiles less specialized and reduce development time.
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• 2 out of 9 projects (C, I) needed to improve business processes of the organization
because of organizational changes or applications misalignment with business needs.
• 2 out of 9 projects (C, E) were started because the client organization had difficulties
in developing applications without the help of a software vendor.
• 2 out of 9 projects (A, B) mentioned the need to support and enable application
development in any platform (e.g., web, smartphone, POS terminal, ATM).
• 2 out of 9 projects (B, D) stated the need to migrate functionality from legacy systems
to new systems (also known as “downsizing”) to reduce maintenance costs.
• 1 out of 9 projects (A) reported the lack of products on the market adapted to its
needs and business processes.
4.2.2 Results: strengths andweaknesses of RAs
In this section we present preliminary results about the Aspect 5 defined in Section 4.1.
Such results answer how the adoption of RAs provide observable benefits to the different
involved actors in RA projects in everis. Below, the resulting benefits and aspects to
consider are reported, and it is indicated between brackets the identifier of the client
organization that mentioned such benefits (see Table 4).
Benefits in everis’ RA projects We grouped benefits in four categories. Below each
category, explicit sentences from software architects are also indicated.
Table 3 An excerpt of the template survey for software architects to gather evidence about
Aspects 1 and Aspect 5 of RA projects
Type of question Question
Questions about the
classification of the RA.
What do you understand by RA?
What was the objective of the project?
Which was the client organization’s problem that motivated the project?
What was the relationship with the client organization during the design and
maintenance of the RA?
Questions about the
business qualities of the
RA for the client
organization.
What benefits does the client organization experience from adopting your RA?
And developers from using it?
Which problems does the client organization experience from adopting your RA?
And developers from using it?
How the training for the client organization was conducted in order to them use
your RA?
Did the use of your RA cause any organizational change in the client
organization?
Howdoes the use of your RA reduce the time-to-market of RA-based applications
in the client organization?
What types of non-functional requirements are reinforced because of using your
RA in applications?
To sum up, what conclusions do you draw from the facilities provided by your RA
for the client organization?
Questions about the
business qualities of the
RA for the IT consulting
firm (optional).
How is your RA based on an RM and any other existing architectural knowledge
and software components in your company?
What do you think should be replaced, included or updated in prospective
versions of the RM?
To sum up, what conclusions do you draw from the facilities provided by the RM
for the IT consulting firm?
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• 7 out of 9 projects (A, B, C, E, F, G, I) stated “reduction of the development time and
faster delivery of applications”.
– An RA allows starting developing applications since the first day by following
architectural decisions already taken.
– An RA decreases the development time of applications since the RA’s
modules that implement needed functionality are reused in the application.
• 7 out of 9 projects (A, B, C, D, E, H, I) mentioned “increased productivity of
application builders”.
– An RA facilitates material and tools for the development, testing and
documentation of applications, and for training application builders.
– An RA generates or automatizes the creation of code in the applications.
– An RA indicates the guidelines to be followed by the application builders.
– An RA reduces the complexity of applications’ developments because part of
the functionality is already resolved in the RA.
Table 4 Overview and characteristics of selected everis’ RA projects
Id. Domain RA objective Examples of
applications
RA project type
A Industry Web-based applications
to allow vendors updating
information about clients in a
department store.
Application that allows
vendors to manage client
information.
Design
B Banking Multi-platform applications
that are fast, satisfy practices of
the market and support
transaction processing.
Application for online banking.
There are approximately 300
applications.
Design, Evolution
C Banking Multi-platform applications of a
bank. To improve the
productivity of applications
builders and to facilitate the
development of applications.
Application to integrate some
existing applications with the
same look and feel. Application
to improve the business
process of depositing money.
There are approximately 10
applications.
Design, Evolution
D Insurance Applications that satisfy
internal request for proposals.
Applications to hire insurance
policy (home insurance, life
insurance...).
Design, Evolution
E Public sector Java web applications, with
flexible front-end, integration
and batch processes.
Application to support billing
and technical services.
Design, Evolution
F Public sector Web-based applications for the
different departments of a
public administration.
Application to deliver forms
and pdfs. There are around 50
applications of different
departments of a public
administration.
Design, Evolution
G Public sector Applications with enhanced
reuse and reduced
development costs.
Application for enterprise
resource planning and
customer relationship
management.
Design
H Insurance Applications integrated with
services of an insurance
company.
Application to manage health
care and payments.
Design
I Public sector Applications that include the
business processes of a utility
organization.
Application for urban
management reports.
Design
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– An RA facilitates the configuration of its modules and the integration with
legacy systems or external systems.
• 6 out of 9 projects (A, B, C, D, E, G) stated “cost savings in the maintenance of the
applications”.
– An RA increases the control over applications through their homogeneity.
– An RA maintains only once reused services by all applications.
– An RA allows adding or changing functionalities by means of a modular
design.
– An RA establishes long term support standards and “de facto” technologies.
• 4 out of 9 projects (C, F, G, I) mentioned “increased quality of the enterprise
applications”.
– An RA helps to accomplish business needs by improving key quality attributes.
– An RA helps to improve the business processes of an organization.
– An RA reuses architectural knowledge of previous successful experiences.
Aspects to consider that eventually could become risks in everis’ RA projects
• 5 out of 9 projects (B, C, E, F, H) considered “additional learning curve”. An RA
implies an additional training for their own tools and modules, even if its
technologies are standard or “de facto” already known by the application builder.
• 4 out of 9 projects (B, C, D, E) stated “dependency on the RA”. Applications depend
on the reused modules of the RA. If it is necessary to make changes in a reused
module of the RA or to add a new functionality, application builders have to wait for
the architecture developers to include it in the RA for all the applications.
• 2 out of 9 projects (A, D) considered “limited flexibility of the applications”. The use
of an RA implies following its guidelines during the application development and
adopting its architectural design. If business needs require a different type of
application, the RA would limit the flexibility of that application.
The results of this study are further reported in (Martínez-Fernández et al. 2013c).
4.2.3 Lessons learned
During the pilot of the survey, we learnt the following lessons about its design:
• The same term could have slightly different meaning in the academia and in the
industry (for instance, the term “enterprise architecture” is sometimes used in the
industry to mean “RA for a single organization”).
• The software development methodology used during the development of
applications is seldom prescribed by the RA, so we removed it as relevant aspect for
RAs (it was an aspect in previous versions).
• Contacting stakeholders from client organizations was harder than contacting
interviewees from everis. This is mainly because it was everis who requested the
study, so they had a clear interest on it.
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5 Results and discussion
In this section, we present how the results from RQ1 and RQ2 have been articulated into
guidelines to support organizations building a business case and gathering evidence of
RAs. The guidelines have been incrementally constructed based on our action research
approach with everis. For its shaping and validation, the construction of the guidelines is
respectively divided in two stages: the formative and the summative stages.
5.1 Formative stage: shaping the guidelines
In the formative stage, the goal is to incrementally shape the guidelines from the feedback
of the action research. In order to analyze whether other organizations deal with similar
problems as everis, we highlight the similarities of RAs designed by everis with other RA
contexts that have been reported in the literature and by practitioners. After this analy-
sis, we will only package into the guidelines the material that could be used under other
organizations context.
5.1.1 Similar contexts of RAs in practice
The results from our action research in everis are particular to the context described in
Section 2.2. IT consulting firms, such as Accenture (Brand 2014) and Capgemini (Herold
and Mair 2013) also fit into such context (i.e., they use industry-specific RM, and they
carry out the three types of projects described there). However, to properly create the
guidelines for other RA contexts, it is vital to first characterize RA projects conducted by
other companies.
Architecture-centric approaches to develop families of software applications are not
new. Deelstra et al. give a classification of these approaches with respect to the level
of reuse (Deelstra et al. 2005): 1) standardized infrastructure; 2) platform: 3) soft-
ware product line, and 4) configurable product family. In this classification, RAs can
be positioned as standardized infrastructures or platforms (Graaf et al. 2005), whereas
software product lines and configurable product families are based on Product Lines
Architectures (PLA). Several authors has stated that RAs are more generic than PLAs
(Martínez-Fernández et al. 2013b). Next, we classify RAs in the industry under the two
former categories.
On the one hand, standardized infrastructures have been used by public administra-
tions in Germany (Herold and Mair 2013), in the Netherlands (Galster et al. 2013), and in
Spain (García-Alonso et al. 2010). These RAs provide software assets as inspiration for the
design of applications, but little domain engineering effort is performed (i.e., little domain
specific functionality is included in the RA). They are popular in public administration
because there is a need to cover multiple organizations from different business domains
(i.e., ministries or departments of the government) and little common functionality exist.
Also, the high distribution of development teams implies that these RAs play only an
informative or instructive role rather than regulative.
On the other hand, platforms additionally “require a certain amount of domain engi-
neering to create and maintain the assets that implement the common functionality”
(Deelstra et al. 2005). There are several business domains that have used this type of RAs.
In the space domain, the NASA has detected that “many Earth science data system
components and architectural patterns are reconstructed for each mission” (Mattmann
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and Downs 2010). In order to reuse these assets in new systems, they created the NASA’s
ESDS RA (NASA 2012).
In the banking domain, RAs are usually used to integrate legacy systems and migrated
service-oriented systems that contain the business logic. The common scenario is that
these RAs provide common services that thenmay be reused in the different front-ends or
channels (e.g., desktop applications, web client applications, mobile applications, ATMs
and so on). An example is Credit Suisse (Murer and Hagen 2013).
The most mature domain for RAs may be the embedded systems domain. For instance,
Océ, one of the world’s leading copier manufacturers, uses an RA to derive an SA for
engines incorporated in a specific series of Océ printers (Graaf et al. 2005). Besides,
in the automotive industry, car manufacturers such as Volvo (Eklund et al. 2005) and
BMW (Reichart and Haneberg 2004) started to use RAs to develop the software of elec-
tronic/engine control unit based on basic software components that were unique to them.
As a further step, AUTOSAR has become popular later because it standardizes basic soft-
ware components for many car manufacturers, suppliers and other related companies
(AUTOSAR 2014). This enables the reuse of software developed by original equipment
manufacturers in multiple car manufacturers. This has led to software ecosystems that
are characterized by a network of developers rather than a single organization providing
the final product to the customer (Eklund and Bosch 2014).
To sum up, we can conclude that core idea of using an RA for the development and
maintenance of a family of software products is common in all these contexts. However,
RM are only commonly used in IT consulting firms. As a consequence, the study of RM
during the application of the guidelines will be optional so that it can be used in these
other contexts.
It is also important to note that all RAs described in this section are based on prac-
tical experience in the industry. The guidelines will target this type of RA, also known
as classical (Angelov et al. 2012). Conversely, the guidelines would be hardly applicable
in preliminary RAs, i.e., those that are “defined when the technology, software solutions,
or algorithms demanded for its application do not yet exist in practice by the time of its
design” (Angelov et al. 2012).
5.1.2 Packaging the guidelines
everis’ results are being suitably packaged with the aim of being applied in prospective RA
projects and also in similar organizations. Figure 6 summarizes the guidelines for building
a business case and gathering evidence of RAs in industry.
First of all, organizations that may want to use these guidelines need to fit into the
context depicted in Section 5.1.1. This means that they need to design an RA based on
practical experience, and to use such RA for the development andmaintenance of a family
of applications in industry. This is because the input for using the guidelines is evidence
from real RA projects.
The guidelines support organizations:
1. To decide whether to invest on an RA by providing them with:
• A checklist to analyze existing value-driven data in RA projects.
• An economic model that uses such value-driven data to calculate the ROI of
adopting an RA.
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Figure 6 Empirical studies of the guidelines for building a business case and gathering evidence of
RAs in industry. The guidelines are composed of the context of RAs in industry, and four empirical studies.
The four empirical studies are used as follows. To answer RQ 1, there are two studies: a survey to check existing
value-driven data in organizations and a case study to calculate the ROI of adopting an RA. To answer RQ 2,
there are two studies: a focus group to determine the set of criteria about RAs important for an organizations
and a template survey to gather evidence about the previously identified relevant aspects of RAs.
2. To improve RA-related practices based on corporate evidence by providing them
with:
• A practitioner-oriented set of criteria to understand and evaluate an RA.
• Templates of interview guides and online questionnaires to gather relevant
evidence.
On the one hand, to analyze whether it is worth to invest on an RA, a checklist of
value-driven data that an organization might have is facilitated to check if the provided
economic model provided can be executed. On the other hand, to improve RA-related
practices with evidence, a set of relevant aspects for RAs is facilitated to check which ones
are important for an organization and then use the provided template surveys to gather
evidence.
To gather evidence with the help of the aforementioned artifacts, empirical studies can
be set up and carried out. Several data collection techniques exist (Lethbridge et al. 2005).
We propose surveys that use interviews and questionnaires, case studies that require
documentation analysis and metrics gathering, and focus groups. Below, we explain the
dimension, context, objective and method applied in each empirical study of the guide-
lines. To see the threats to validity in everis, the reader is referred to (Martínez-Fernández
2013).
I) A survey to check existing value-driven data in RA projects
Dimensions RQ 1.
Context Typically, organizations do not have resources to compare the real cost of
creating applications with and without an RA and historical data may be scarce. Thus,
alternatives should be considered.
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Objective The objective of this survey is to identify the quantitative information that can
commonly be retrieved in RA projects in order to quantitatively calculate the costs and
benefits of adopting an RA in an organization. This is an initial step to create repeatable
techniques for performing a cost-benefit analysis.
Method Exploratory surveys with personalized questionnaires applied to relevant stake-
holders (e.g., manager, architect, developer) to find out the quantitative data that has been
collected in RA projects and SA projects. An example of conducting this empirical study
and its approach for data collection is described in Section 3.1.
II) A case study to apply REARM to calculate the ROI of adopting an RA
Dimensions RQ 1.
Context Before deciding to launch an RA, organizations need to analyze whether to
undertake or not the investment. Offering organizations an economic model that is based
on former RA projects data can help them to make more informed decisions.
Objective The objective is to analyze whether it is worth investing on an RA with the
help of an economic model, in order to improve the communication among architects
and management, and to improve their decisions.
Method A case study that applies an economic model to calculate the ROI of adopting
an RA. Depending on the maturity of the organization, two approaches can be applied.
If the organization does not have experience with an RA, the economic model should
be fed with estimated data. Nevertheless, when the organization already has experience
with RAs (i.e., the case of IT consulting firms), real data can be gathered by means of an
exploratory quantitative post-mortem analysis. Then, the economic model quantifies the
potential advantages and limitations of using an RA. Some related works explain how to
calculate the ROI of a product (Forrester 2014), software reuse (Frakes and Terry 1996;
Poulin 1997), and software product lines (Ali et al. 2009). We suggest the use of REARM,
which is an economic model specific for RAs presented in (Martínez-Fernández et al.
(Martínez-Fernández et al. 2013b)). An example of conducting this empirical study and
its approach for data collection is described in Section 3.2.
III) A focus group to study the relevant criteria of RAs for an organization
Dimensions RQ 2.
Context Typically, organizations drive the design and use of RAs in an unsystematic
manner (Eklund et al. 2005). To drive RA-related practices based on evidence, it becomes
fundamental to identify the relevant aspects of RAs as seen by practitioners.
Objective The objective of this study is to identify the aspects that are important for
each organization in order to support RA-related practices.
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Method A focus group with relevant stakeholders (e.g., manager, architect, developer)
to find out which aspects of RAs are important to them. A focus group is considered
a proven and tested technique to obtain the perception of a group of selected
people on a defined area of interest (Lethbridge et al. 2005). An example of con-
ducting this empirical study and its approach for data collection is described in
Section 4.1.
IV) Surveys to gather evidence to improve RA-related practices
Dimensions RQ 2.
Context To reuse architectural knowledge and improve RA-related practices in
prospective RA projects, organizations need to understand RA’s characteristics, as well as
its potential benefits and limitations. Gathering evidence from previous RA projects is a
feasible way to start gaining such an understanding.
Objective The purpose of the survey is to understand the impact of using RAs for
designing the SAs of the applications of an information system of a client organization.
This is a descriptive survey that measures what occurred while using RAs rather than why.
The following questions are important for organizations in order to understand relevant
Aspects 1 to 5 of RAs (defined in Table 2):
1. Why is an RA adapted for creating SAs of the organizations’ applications? What
type of RA is being designed and used in the organization?
2. What is the state of practice in requirement engineering for RA projects in the
organization?
3. What is the state of practice in architectural design for RA projects in the
organization?
4. Which tools and technologies are currently being used in RAs projects by the
organization?
5. How does the adoption of RAs provide observable benefits to the different actors
involved in RA projects in the organization?
Method Exploratory surveys with personalized questionnaires applied to relevant stake-
holders (e.g., architects, developers) to gather their perceptions and needs. An example
of conducting this empirical study and its approach for data collection is described in
Section 4.2.
Finally, the output for using guidelines for RQ 1 is a business case that evaluates whether
it is worth or not to invest on an RA. On the other hand, the output of gathering evi-
dence about Aspects 1 to 5 of Table 2 is a corporate knowledge base about these aspects.
It is important to note that, although it is not strictly necessary, it is recommended to
gather Aspects 1 to 5 for building the business case. In other words, guidelines are com-
plementary and support each other (e.g., results from a preceding study can be used to
corroborate or further develop other results). For instance, in our industry-academia col-
laboration, the qualitative results about the benefits and drawbacks of RAs supported the
unquantifiable benefits, and uncertainties and risk of the business case.
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5.2 Summative stage: validating the guidelines
The summative stage will take place once the guidelines will have been adequately shaped
and improved. The primary role of this stage will be to validate the version of the guide-
lines after applying it in everiswith more practitioners. This evaluation consists of the use
of the guidelines in other organizations to design and conduct empirical studies. Organi-
zations analyzing whether to make the strategic move to RA adoption and organizations
that face the design and use of RAs based on evidence will benefit from these guidelines.
6 Conclusions
Conducting empirical studies is becoming one of the main sources of communication
between practitioners and the academia. We are conducting an action research initiative
in everis. This has allowed gathering industrial evidence:
• To build a business case of adopting an RA in a public administration of Spain, which
is an everis’ client (Martínez-Fernández et al. 2013b). The feedback from this study
improved the checklist of value-driven data and the REARM economic model. We
learned the importance of good practices like time tracking, continuous feedback,
test-driven development and continuous integration in order to quantitatively
evaluate RAs. We performed a cost-benefit analysis of an RA adoption in a public
administration and it showed that the RA pays off after creating 7 small applications.
With medium to large applications, this number could be reduced to 2 applications.
• To create an evidence-based information about RAs in everis. It includes evidence
about: (a) the motivations of everis’ client organizations to adopt RAs; (b) benefits
and drawbacks of using RAs (Martínez-Fernández et al. 2013c); and (c) artifacts of
RAs (Martínez-Fernández et al. 2014). The feedback from these studies improved the
set of relevant criteria of RAs, and our template survey to gather evidence about RAs.
Among the main benefits, stakeholders indicated that the adoption of an RA bring
cost savings in the development and maintenance of applications and improved
productivity during the design of concrete SAs.
These results have been evaluated by the everis’ managers involved in the research.
Besides, for their widespread use in everis, they have been published in form of pro-
posed solutions, internal reports, executive summaries, and pilots run in real projects
(Martínez-Fernández and Marques 2014).
The main contribution of this work is the formulation of guidelines for conducting
empirical studies to support building a business case and gathering evidence of RAs.
These guidelines consist of stating the context of RAs in industry and their stakeholders,
and an assortment of four complementary empirical studies that allow understanding and
evaluating RAs. The created guidelines could be used by other organizations outside of
our industry-academia collaboration. With this goal in mind, we describe the guidelines
in detail for their use. However, practitioners should be aware that conducting empirical
studies is time consuming and they should dedicate proper effort.
Future work spreads into two directions. In terms of shaping the guidelines (the forma-
tive stage), we need to validate REARM in another everis’ RA project and to analyze the
rest of qualitative data from the survey to gather evidence about RAs. With respect to
validation (the summative stage), we plan to apply the guidelines in other organizations if
possible.
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