Tight turns have long been recognized as one of the three important features of proteins, together with α-helix and β-sheet. Tight turns play an important role in globular proteins from both the structural and functional points of view. More than 90% tight turns are β-turns and most of the rest are γ-turns. Analysis and prediction of β-turns and γ-turns is very useful for design of new molecules such as drugs, pesticides, and antigens. In this paper we investigated two aspects of applying support vector machine (SVM), a promising machine learning method for bioinformatics, to prediction and analysis of β-turns and γ-turns. First, we developed two SVM-based methods, called BTSVM and GTSVM, which predict β-turns and γ-turns in a protein from its sequence. When compared with other methods, BTSVM has a superior performance and GTSVM is competitive. Second, we used SVMs with a linear kernel to estimate the support of amino acids for the formation of β-turns and γ-turns depending on their position in a protein.
Introduction
Tight turn 25 play an important role in protein folding and stability. Tight turns are classified as σ-turns, γ-turns, β-turns, α-turns, and π-turns. About 90% of turns in proteins constitute β-turns and most of the remaining turns are γ-turns. 12 A β-turn is a four-residue reversal in a protein chain that is not in an α-helix, and the distance between C α(i) and C α(i + 3) is less than 7Å.
22,23
β-turns may or may not be accompanied by the N H(i + 3) − CO(i) hydrogen bond connecting the main-chain atoms. In contrast, a γ-turn consists of three consecutive residues at positions i, i + 1, i + 2, defined by the existence of a hydrogen bond between the CO(i) group and N H(i + 2) group. β-turns and γ-turns provide very useful information for defining template structures for the design of new molecules such as drugs, pesticides, and antigens.
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There have been some attempts to predict and analyze β-turns and γ-turns. They can be divided into two categories: statistical and machine learning methods. The majority of statistical methods empirically employed the knowledge of amino acid preferences at individual positions in β-turns and γ-turns. 6 all use the neural network technique and multiple sequence alignment. These methods significantly outperformed statistical approaches. However, the prediction and analysis results are still restricted due to the complexity of the problem and the unbalanced nature of the data (especially γ-turn data).
In this paper, we introduce another machine learning approach, using support vector machine (SVM) for both prediction and analysis of β-turns and γ-turns. SVM is based on statistical learning theory and was developed by Vapnik. 26 In practice, SVM has a good performance and is easier to implement and train than neural networks. SVM has also been successfully applied to some problems in bioinformatics, such as secondary structure prediction, 20 microarray data analysis, 13 protein-protein interactions, 21 etc.
Two aspects of applying SVM to prediction and analysis of β-turns and γ-turns have been investigated in this research. First, we developed two SVMbased methods, BTSVM and GTSVM, that predict β-turns and γ-turns in a protein from its sequence. The prediction can be done with single sequence or multiple sequence alignment. The prediction results, on the dataset of 426 non-homologous protein chains by seven-fold cross-validation with BTSVM and on the dataset of 320 non-homologous protein chains by five-fold cross-validation with GTSVM, showed that our methods performed very well when compared to the other methods. Furthermore, the prediction results of our methods were improved when combined with additional secondary structure information, which is in turn predicted by another high accuracy secondary structure prediction method PSIPRED. 15 Moreover, our methods performed the prediction at the turn level, which makes the prediction results more comprehensive and easier to interpret. Second, we analyzed β-turns/γ-turns by proposing the concept of "the support of an amino acid position for the formation of β-turns/γ-turns under a linear SVM classification model" (we will refer to it as the support of an amino acid position in the rest of this paper), which implies both the contribution and prevention of that amino acid position for the formation of β-turns/γ-turns. This information can be easily extracted from the "multivariable" classification model of a trained linear SVM. This model is more general than previously proposed models for prediction and analysis of β-turns and γ-turns such as Site-Independent model, 8 
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and 2-3 Residue-Correlation model, 28 and Sequence-Couple model. 6 Our analysis results, based on the supports of amino acid positions, are more comprehensive and easier to use than the previous ones. Our methods for predicting β-turns and γ-turns with high accuracy and our easily understandable analysis results will be helpful for the researchers working in the fields of fold recognition and design of new molecules. We provide the web service for predicting β-turns and γ-turns at http://genic.jaist.ac.jp/proteins. Related work: There has been a work applying support vector machines for predicting different types of β-turns done by Cai et al. 16 However, they used a single sequence as an input of their system, which would be much worse than multiple sequence alignment. 17, 19 Moreover, applying SVM to each of seven types of β-turns might have not good performance due to the very unbalanced data problem like γ-turns in our experiments. In this paper, we developed SVM-based methods using multiple sequence alignment for predicting general β-turns and γ-turns. Furthermore, we proved that SVMs can be useful for discovering of the support of amino acids for the formation of β-turns and γ-turns depending on their position in the protein sequence.
Materials and Methods

Datasets
We used the two datasets described in the work of Guruprasad and Rajkumar.
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The first one (dataset B) consists of 426 non-homologous protein chains, while the second one (dataset G) consists of 320 non-homologous protein chains. These datasets have been used by Kaur and Raghava for assessing the performance of β-turn and γ-turn prediction methods. [17] [18] [19] In each dataset, there are no two protein chains having more than 25% sequence identity. The structure of these proteins is determined by X-ray crystallography at resolutions higher than 2.0Å. Each chain in the datasets contains at least one β-turn or γ-turn. The program PROMOTIF 14 has been used to assign β-turns and γ-turns in these proteins.
The datasets are available at http://genic.jaist.ac.jp/proteins.
Vector representations of a protein sequence
There are two basic ways to represent a protein sequence as a vector:
( 
Binary support vector machine
Support vector machine (SVM) is a learning technique based on statistical learning theory. The basic idea of applying SVM to binary pattern classification can be stated briefly as follows. First, map the input vectors into a feature space (often with a higher dimension), either linearly or non-linearly, which is relevant to the selection of the kernel function. Second, seek an optimized linear division within the feature space from the first step, i.e., construct a hyperplane which separates two classes. The implementation of SVM is as follows. Suppose that (x i , y i ), i = 1, . . . , l be a training dataset, where x i is a vector and y i = 1 or −1 is a class attribute. SVM training solves the following problem:
Its dual is a quadratic optimization problem:
where e is the vector of all ones; C > 0 is a error penalty parameter,
is a kernel function; and φ(x i ) maps x i into a higher (maybe infinite) dimensional space. So K(x i , x j ) is a symmetric positive definite function that reflects the similarity between the sample x i and the sample x j . In our research, we employed a linear function K(
2 ) as the kernel functions.
The SVM classification function, after trained, has the following form:
where
..,l is the solution of the above dual problem and b is in the solution of the prime problem. Based on the Karush-Kuhn-Tucker theory, the solution of the prime problem and that of its dual satisfy the following equation:
SVM has a solid theoretical background, a good performance in practice, and a guaranteed global optimum. It can also handle a large dataset and is easier to implement and train than a neural network. A more detailed description of SVM can be found in the work of Vapnik 26 and Cristianini. 
Assigning positive and negative examples
To predict and analyze β-turns and γ-turns, we use a sliding window along the protein representation to get examples in a vector format. How to define positive and negative examples is an important issue. There are two options ( Fig. 1 ):
(1) Assigning positive and negative examples at a residue level : A window will be considered as a positive or negative example if its central residue falls in a turn area or not [ Fig. 1(a) ]. That is, in the training phase, a window with the central residue falling in a turn area will be considered as a positive example, otherwise negative. In the testing phase, the prediction result of a window will conversely be assigned only for one central residue. In this way, the results of prediction may be invalid and unclear when the number of turn-predicted consecutive residues do not fit into a β-turn/γ-turn. For example, it is unrealistic to have three consecutive residues predicted as "ntn" or "tnt" (t for turn and n for non-turn). And it will be ambiguous to interpret the prediction result when more than five consecutive residues are predicted as β-turns/γ-turns, like "tttttttttt". How many β-turns or γ-turns are in this example? And where is the beginning of these turns? (2) Assigning positive and negative examples at a turn level : A window will be considered as a positive example if its four (or three with γ-turn) central residues form a β-turn/γ-turn, otherwise negative [ Fig. 1(b) ]. In the training phase, a sliding window with four (or three with γ-turn) central residues forming a β-turn/γ-turn will be considered as a positive example, otherwise negative. In the testing phase, if a window is classified as a positive example, it means that its four (or three with γ-turn) central residues are predicted Sequence with 3 β-turns nnnnnnTtttnnnTtTtttnnnnn as a 4-residue-β-turn (3-residue-γ-turn). We used the signs "Tttt" for a 4-residue-β-turn and "Ttt" for a 3-residue-γ-turn, where T means the beginning of a turn and t means not-beginning of the turn. By using this approach in our work, we overcome the problems explained above.
We reported the number of positive and negative examples at the residue level and turn level in the datasets of β-turns (B) and γ-turns (G) in Table 1 .
SVM method for discovering the support of attributes
Ranking informative (discriminant) attributes is of fundamental and practical interest in data mining and knowledge discovery. SVM has been successfully applied to this task. 4, 13 When SVM uses a linear kernel, it finds an optimal hyperplane that separates the positive from the negative class in the original space (not mapping into a higher dimensional space). This optimal hyperplane has then the following form (replacing K(x, y) = x · y in Eq. (1)):
We can change the signs of the weights w i , i = 1, . . . , m, and b in the above function such that if f (X) > 0 then X would be classified as a positive example and otherwise negative. It can be clearly seen that if w i is positive, the attribute i would support the positive class; otherwise this attribute would support the negative class (or prevent the positive class); and the larger the absolute value of w i , the stronger the attribute i supports (or prevents). From this remark, we define the weight w i as the support of the attribute i.
Performance measures
We use four criteria described in the work of Shepherd et al. 24 : (1) Q total (prediction accuracy), the percentage of correctly predicted residues, (2) Matthew's Correlation Coefficient (MCC), which accounts for both over-and under-prediction, (3) Q pred , the percentage of correct prediction of turn residues (or probability of correct prediction), and (4) Q obs , the percentage of observed turn residues that are correctly predicted (or percent coverage). These measures can be calculated using the following equations:
where p and n are the number of correctly predicted turn and non-turn residues, respectively; o and u are the number of incorrectly predicted turn and non-turn residues, and t = p + n + o + u is the total of residues. Following the work by Kaur and Raghava, 17 in addition to the four criteria mentioned above, we used a threshold independent measure, AU C (area under the curve), for the comparison. A ROC curve is obtained by plotting all sensitivity values (true-positive fraction) on the y-axis against their equivalent (1−specif icity) values (false-positive fraction) for all available thresholds on the x-axis. The AU C is taken as an important index because it provides a single measure of overall accuracy that is not dependent on a particular threshold. 10 Here we used trapezoidal 
Results
We developed two support vector machine-based methods BTSVM and GTSVM. BTSVM is for predicting β-turns and analyzing the support of amino acids for the formation of β-turns. GTSVM does the same tasks for γ-turns. The settings of BTSVM and GTSVM for each task are presented in Table 2 . Table 3 shows the performance of BTSVM and 5 other methods on 426 nonhomologous protein chains by sevenfold cross-validation; and Table 4 shows the performance of some methods (including ours, GTSVM) on 320 non-homologous protein chains by fivefold cross-validation. As it can be seen, BTSVM achieves a M CC score up to 0.43 when using PSSM and 0.45 when using additional secondary structure information, which is in turn predicted by PSIPRED; GTSVM has M CC of 0.11 when using PSSM and 0.13 when using additional predicted secondary structure information.
Prediction of β-turns and γ-turns
For the comparison, we set a new decision threshold for turn and non-turn classes such that Q pred of our methods is (nearly) equal to that of the best methods so far (BTPRED for β-turns and SNNS for γ-turns). The accuracy of our methods at the new threshold are given in brackets in Tables 3 and 4 . As can be seen, for predicting β-turns, our method BTSVM has the best performance when compared to other single methods on the criteria Q pred , Q obs and M CC, while Q total is still high enough. For predicting γ-turns, although our method GTSVM gives M CC = 0.10, Q total = 53.0 that are slower than those of SNNS, our Q obs = 75.9 is significantly higher.
We also calculated the threshold independent measure AU C for our prediction methods by the trapezoidal method, which systematically underestimates the AU C. 3 The AU C of BTSVM and GTSVM (using PSSMs) are 0.81 and 0.70 respectively (see Tables 3 and 4) , which are all greater than AU C of previous methods (Kaur, 2002) . 17 The results of BTPRED are from . 19 The results of BTSVM are sevenfold cross-validation accuracies obtained in the same way. BTSVM LIN is used for analysis of β-turns.
reported in Kaur 18, 19 (the AU C of BTPRED and SNNS using PSSMs are 0.72 and 0.69 respectively). As in the work of Kaur and Raghava, 18, 19 we tried to take account the additional secondary structure information, which is directly predicted by the PSIPRED method 15 without re-training it in the training dataset (which might be unfair for Note: The results of sequence couple model, GOR, SNNS, WEKA are from . 18 The results of GTSVM are fivefold cross-validation accuracies obtained in the same way. GTSVM LIN is used for analysis of γ-turns.
Q total = 76.0, Q pred = 50.9, Q obs = 72.0, MCC = 0.45 and AU C = 0.82 (Table 3) and that of GTSVM is improved to Q total = 67.4, Q pred = 6.3, Q obs = 64.7, MCC = 0.12 and AU C = 0.72 (Table 4) . As can be seen, BTSVM is still better than other methods, but GTSVM is worse than SNNS.
Supports of amino acid positions for the formation of β-turns and γ-turns
We used BTSVM LIN and GTSVM LIN with linear kernels and PSFMs (see Sec. 2.5 and Table 2 ) to estimate the support of amino acids at individual positions in the protein sequence (or, more briefly, the support of amino acid positions) for the formation of β-turns and γ-turns. In other words, we need to find the w i 's in a linear SVM classification function (i.e., Eq. (2)). In this task, first we used PSFMs for BTSVM LIN and GTSVM LIN because PSFMs emphasize clearly the occurrence of amino acids at an individual position in protein sequence. While PSSMs (log-odds values), in addition to the information of occurence of amino acids, take account a general substitution matrix (i.e., BLOSUM62) and other information, they might be not as good as PSFMs in this task. We also tried to use single sequence for this task and found that the ranking of weights (w i ) is almost similar to the ranking of them generated by using PSFMs although their values are different. Here, we support that using PSFMs is more accurate because it gave a better performance (see Tables 3 and 4) . Second, we chose the sliding window length of 8 for β-turns and 5 for γ-turns, because after having tried various experiments we found that these lengths make BTSVM LIN and GTSM LIN have the best performance. After setting the parameters described above, we trained the BTSVM LIN on the whole β-turn dataset B and GTSVM LIN on the whole γ-turn dataset G to build the linear classification functions (Eq. (2)) for turn/non-turn. From these classification functions, we extracted the supports (w i 's) of amino acid positions (see Sec. 2.5). Table 5 shows the supports of amino acids for the formation of β-turns depending on their position in the sliding window of length 8, and Table 6 shows the supports for the formation of γ-turns under the window of length 5.
In general, the support of an amino acid for the formation of β-turns/γ-turns varies from position to position in the window. We have marked in boldface positions where certain amino acids have a strong support, and underlined positions where certain amino acids have a strong prevention. Note: Amino acid positions with positive supports will contribute to the formation of β-turns, others will prevent the formation of β-turns. The larger the absolute value of the support, the stronger the contribution (or prevention if negative). Amino acid positions with the strongest supports (more than 0.50) are printed in boldface. Those with the lowest supports (less than −0.50) are underlined. Note: Amino acid positions with positive supports will contribute to the formation of γ-turns, others will prevent the formation of γ-turns. The larger the absolute value of the support, the stronger the contribution (or prevention if negative). Amino acid positions with the strongest supports (more than 1.00) are printed in boldface. Those with the lowest supports (less than −1.00) are underlined.
There are some amino acids, of course at different positions, strongly supporting both the formation of β-turns and γ-turns. For example, glycine (Gly) supports the β-turn formation at positions i + 2 and i + 3. It also supports the γ-turn formation at positions i and i − 1. In particular, amino acid asparagine (Asn) at position i + 2 has the strongest support for the formation of β-turns; and it also has the strongest support for the formation of γ-turns when it occurs at position i+1. There are some amino acids, on the other hand, preventing both the formation of β-turns and γ-turns: alanine (Ala), isoleucine (Ile), etc. There are also some amino acids that, while their occurrence almost does not impact the β-turn formation (or γ-turn formation), their occurrence at specific positions strongly supports or prevents the formation of the other type of turns. For example, serine (Ser) almost does not influence the β-turn formation, but it strongly supports γ-turn formation at position i − 1 and strongly prevents at position i + 1.
Discussions
Prediction of β-turns and γ-turns
Our methods gave prediction results clearly and had high performance. The reasons for these may be the following:
(1) As explained in the work of Kaur, 18, 19 our methods, like BTPRED, BetaTPred2
and GammaPred, incorporate the evolutionary information of proteins by using multiple sequence alignment. The evolutionary information has been proved to significantly improve most structure prediction methods. (2) Like BTPRED, BetaTPred2 and GammaPred, our methods can improve the prediction accuracy by using additional secondary structure, which is in turn predicted by a secondary structure prediction method with high accuracy, i.e., PSIPRED. (3) In our methods, the prediction is performed at the turn level (see Sec. 2.4). This is different from previous work (PTPRED, BetaTPred2, and GammaPred), which performed the prediction at the residue level. Therefore, all β-turns/γ-turns predicted by our methods, containing at least four residues with a β-turn and three residues with a γ-turn, are valid and clearer. In consequence, there is no need to go through a filtering process to exclude unrealistic β-turns/γ-turns. (4) Our method used SVMs, which has many advantages over neural networks. For example, it always gives the global optimal solution with a particular kernel, it is easy to control the capacity, etc. However, there are at least four differences between our approach and others. First, our analysis and prediction are based on the "multivariable" classification model of SVM, which is more general than previous models, such as SiteIndependent model, 8 1-4 and 2-3 Residue-Correlation model, 28 and SequenceCouple model. 6 Therefore, the supports of amino acid positions are not considered independently, but are mutually taken by a combinational linear. This explains why the order of amino acid positions sorted by their supports is different from the order when they are sorted by their potentials (or preferences). Second, our methods performed at the turn level by a window wider than the length of the β-turn/γ-turn itself. Some amino acids, although may not be in turn area, have significant supports (or preventions) to the β-turn or γ-turn formation of the residues preceding or following them. This may explain why some previous statistical methods had low prediction performance, since they performed their prediction only under a window of size 4 with β-turns and 3 with γ-turns.
Third, as explained above, our approach emphasizes the discriminative features due to the discriminative character of SVM model. Fourth, the analysis results of our approach are more comprehensive and therefore easier to use than those of others. Amino acid positions with positive supports will contribute to the formation of turns; otherwise they will prevent. The stronger the support, the stronger the affect of the amino acid position on the formation of turns.
