Action recognition is a central problem in many practical applications, such as video annotation, video surveillance and human-computer interaction. Most action recognition approaches are currently based on localized spatio-temporal features that can vary significantly when the viewpoint changes. Therefore, the performance rapidly drops when training and test data correspond to different cameras/viewpoints. Recently, Self-Similarity Matrix (SSM) features have been introduced to circumvent this problem. To improve the performance of current SSM-based methods, in this paper we propose a multi-task learning framework for multi-view action recognition where discriminative SSM features are shared among different views. Inspired by the mathematical connection between multivariate linear regression and Linear Discriminant Analysis (LDA), we propose a novel learning algorithm, where a single optimization framework is defined for multi-task multi-class LDA by choosing an appropriate class indicator matrix. Experimental results on the popular IXMAS dataset demonstrate that our approach achieves accurate performance and compares favorably with state-of-the-art methods.
INTRODUCTION
Over the past decades, recognizing and understanding human actions in images and videos have attracted considerable attention. Several approaches [1] have been proposed for action recognition in the last few years. ¿From the representation point of view, they can be classified mainly into methods computing the time evolution of human silhouettes, the action cylinders, the space-time shapes, and the local 3D patch descriptors. From the feature extraction point of view, the various approaches can be categorized into motion based, appearance based, space-time volume based, space-time interest points based, and SSMs-based. Multi-view action recognition has received much attention since a multi-camera setup can overcome the problem of self-occlusions and usually guarantees more robust action recognition compared to the single-view case. Extracting view-invariant information is an important step in the multiview setting. Many recent approaches are based on transferring features across views [2] [3] [4] [5] or using view-invariant features [6] [7] [8] .
Intuitively, to perform multi-view and view-invariant action recognition, features which are stable across different viewpoints must be computed. Starting from this assumption, in [8] descriptors calculated from temporal Self-Similarity Matrices are proposed. Temporal SSMs can be computed from different low-level features (e.g. Histogram of Oriented Gradients, Histograms of Optical Flows) and are shown to be robust descriptors for view-invariant action recognition. However, a careful analysis of SSMs reveals that, especially when the appearance changes considerably among different views, SSMs are similar only up to a certain extent. This effect can be observed in Fig.1 , where SSMs computed for five sequences of the IXMAS dataset [9] are shown. Although the SSMs associated to all five cameras share some similar pattern, as the viewpoint from one camera (CAM5) is significantly different from the other four views (CAM1-CAM4), the associated SSM is also quite different.
Multi-task learning [10, 11] aims to simultaneously learn classification/regression models for a set of related tasks. This typically leads to better models as compared to a learner that does not account for task relationships. In this paper, we consider each camera view as a task and investigate how to share features across different views in order to boost the recognition performance. We present a novel multi-task learning framework to enhance the discriminative power of SSM descriptors in multi-view action recognition. With the proposed algorithm the required level of similarity among different views can be easily controlled by defining a similarity graph reflecting some prior knowledge among relatedness between different views. Additionally, inspired by the equivalence relationship between multivariate linear regression and LDA [12] , we cast our multi-class multi-task learning problem into a single optimization problem by choosing an appropriate class indicator matrix and we develop an efficient algorithm to solve it. Our experiments show that sharing features among views is beneficial for multi-view action recognition. On the IXMAS dataset, our approach achieves a recognition accuracy 10% higher than previous works based on SSMs descriptors. Also, our extensive experimental evaluation demonstrates that our method can be successfully used for view-invariant action recognition.
To summarize, the main contributions of this paper are: (i) It represents one of the first works to explore multi-task learning for multi-view action recognition. The proposed algorithm is shown to be effective and achieves improved performance with respect to classification methods based on viewinvariant descriptors. (ii) We formulate a novel multi-task multi-class LDA learning problem, casting it into a single optimization problem by choosing an appropriate class indicator matrix. To our knowledge, no previous works have proposed a LDA framework for multi-task learning. Our learning algorithm is quite general and can also be used in other image processing and computer vision tasks.
MULTI-TASK LINEAR DISCRIMINANT ANALYSIS FOR ACTION RECOGNITION
The proposed approach for multi-view action recognition is illustrated in Fig.2 . First, SSM descriptors are extracted from videos depicting actions at different viewpoints. Then, the bag-of-words model is used for encoding features into histograms and multi-task LDA is adopted to induce features sharing among different viewpoints. In this section we describe the proposed method in detail.
Self-Similarity Matrix
SSM descriptors have proved to be stable features under view changes [8] . For a sequence of images I = {I 1 , I 2 , ..., I T }, a SSM of I is a square symmetric matrix of size T × T : where e ij is the distance between certain low-level features extracted in frames I i and I j respectively. The diagonal corresponds to comparing a frame to itself (no dissimilarity), hence contains zeros. The exact structures of this matrix depends on the features and the distance measure used for computing the entries e ij . In this paper we use euclidean distance and HOG, HOF and HOG+HOF features calculated at multiple temporal scales. Once SSMs have been computed, the same strategy described in [8] is adopted for calculating local descriptors. For each SSM diagonal point, three local descriptors are computed corresponding to three different diameters of the log-polar domain (respectively 28, 42 and 56 frames in diameter). The bag-of-words model with codebook length of 500 is used to compute a single histogram associated to each video sequence.
An example of SSMs is shown in Fig. 1 . Obviously SSMs computed with different low-level features are different, since each feature captures specific properties of the action. Moreover, SSMs are rather stable over different people performing the same action under different viewpoints. However, as observed in Section 1, SSMs are only robust to view changes up to a certain extent. Therefore, in order to individuate features shared among different views, we propose a multi-task LDA learning approach.
Multi-task Linear Discriminant Analysis
Linear Discriminant Analysis is a well-known technique for dimensionality reduction and classification. Recently multiclass LDA has been shown to be equivalent to multivariate linear regression as long as appropriate class labels are provided [12] . Inspired by this recent result, in this paper an extension of LDA to a multi-task learning setting is proposed.
In this paper we assume a set of R related tasks. Each task is a multi-class classification problem and C classes are considered. We are given a training set T t = {(x tn , tn )} Nt n=1 for each task t = 1, 2, . . . , R, where x tn ∈ IR d is d-dimensional feature vector, tn ∈ {1, 2, . . . , C} is the label indicating the class membership. Let (·) denotes the transpose operator.
For each task t we define
Nt×C which is the class indicator matrix defined as follow:
where (·) ij is the i-th row and j-column of matrix, N tj is the sample size of j-th class in t-th task, N t = C j=1 N tj is total training samples of all classes in t-th task. We concatenate x t and y t of R tasks as X = [x 1 , . . . ,
by solving the following optimization problem:
where · F and · 1 denote the Frobenius and the L 1 norm respectively, (YY ) −1/2 is a normalization factor which compensates for different number of samples per task. The matrix M is an edge-vertex incident matrix, M ∈ IR |E|×CR , |E| denotes graph set cardinality,
−1 , i.e. γ ij is set by calculating the inverse of the normalized euclidean distance of SSMs between two different tasks and for the same action/class, averaged on the training data. γ ij is normalized into 0-1 and the larger γ ij indicates more similarity of specific action/class between views.
The proposed optimization objective function has three effects. All tasks are related thanks to the graph regularization term, and therefore knowledge from one task can be utilized by the other tasks. Prior knowledge about the required level of sharing feature is embedded in the learning framework through γ ij . Sparsity is enforced in the learning process, performing a beneficial effect of feature selection, and deemphasizing the contribution of less discriminative features.
We adopt the well-known accelerated gradient method FISTA [13] to solve (3). The key idea of is to solve the proximal operator associated to non-smooth term L 1 norm. We denote the smooth part of the objective function f (U) and the non-smooth part g(U) as:
We solve (3) with respect to U as described in Algorithm 1. L k is the line search step length
EXPERIMENTAL RESULTS
In this section, we show the results of our experiments where the performance of the proposed approach are assessed on a publicly available multi-view action recognition dataset.
Algorithm 1 Accelerated Gradient Algorithm for solving (3)
INPUT:
F + λ2 U 1 based on Soft Thresholding [14] .
Experimental Setup
The IXMAS dataset [9] consists of 12 action classes (e.g. check watch, cross arms, scratch head, sit down, get up, turn around, walk, wave, punch, kick, point and pick up). Each action is executed three times by 12 subjects and is recorded by five cameras observing the subjects from very different perspectives. The frame rate is 23fps and the frame size 390×291 pixels.
The leave-one-out strategy is employed in our experiments: videos of one subject are selected for testing while videos of the remaining subjects are used as training data. For all the methods, the optimal values of the regularization parameters are determined using a separate validation set and testing the values in the interval [2 −6 , 2 −5 , ..., 2 6 ].
Quantitative Evaluation
We evaluate the effectiveness of our framework in two cases: (i) Multi-view Feature Sharing benefit. All training samples from all camera views are used in this setting. According to multi-task learning theory, all correlated tasks are learned together. This should boost each individual task's performance.
(ii) View-invariant Recognition benefit. One camera view is missing in the training data and we use the model learned with data form the other views to perform prediction on the missing view. Specifically, once U is learned with our learning framework, for experiments in the case (i), the test sample x test is projected into C dimensional output space by x test u t using u t according to the specific view where a test sample belongs. For experiments in (ii), the test sample x test is projected into (R − 1)C dimensional output space by x test U since only R − 1 tasks are considered in this setting. The class label of the test sample is assigned using KNN.
We compare the proposed approach with a single SVM classifier [8] and the 2,1 -norm multi-task learning approach proposed in [10] which assumes all the tasks to be related to each other and no graph specifying their relationships is considered. In the SVM experiments, a radial basis kernel is chosen and the LIBSVM 1 software package is used. A publicly available code 2 is also used for 2,1 -norm multi-task learning in our experiments. The top three lines in Table 1 show the results of such comparison. Here SSM descriptors with HOG+HOF features are used. It is evident how sharing similarity information among different views using multitask learning outperforms SVM by at least 10%. Moreover, it is clear that using a graph specifying some a-priori knowledge about the degree of similarity of different views is better than adopting a 2,1 -norm multi-task learning approach. The viewpoint associated to CAM5 is significantly different from the other four views. However, also in this case, a multitask learning approach is greatly beneficial as we improve the action recognition rate from 69.3% to 74.3%. That means CAM5 view is 'absorbing' some useful information from the other views. These observations show the benefit of feature sharing among different views achieved by our multi-task learning framework.
We also consider as baselines other action recognition methods which are not based on SSMs. A comparison of the performance is shown in Table 1 . Our approach achieves higher recognition accuracy both on the single camera and on the average results when compared to most previous methods. On the other hand, the approaches proposed in [6] and [17] have a recognition rate higher than ours on the IXMAS dataset. However, the method in [17] is based on latent kernelized structural SVM which is intractable for inference in large-scale datasets. The feature extraction phase of the 2 http://ttic.uchicago.edu/∼argyriou/code/index.html algorithm in [6] is also computationally demanding. Differently, our method is computationally efficient and easy to implement. Figure 3(a) shows the results obtained using various SSM features. The best performance are achieved using SSM with HOG+HOF features. Figure 3(b) shows the confusion matrix on the IXMAS dataset. It is interesting to observe that for some actions such as 'get up', 'pick up' and 'punch', our method achieves very high recognition accuracies. Even for some challenging actions (e.g., 'point', 'check watch' and 'wave') having small and ambiguous motions, our method still guarantees reasonable and promising results.
To evaluate the benefit of our approach on view-invariant action recognition, we evaluate its performance when one view is missing in the training data. The results are shown in Table 2 . Although there is some performance drop compared to the situation where all camera views are available at the training phase, our approach still achieves the best performance compared to a single task SVM and to 2,1 -norm multi-task learning.
CONCLUSIONS
In this paper, we considered the problem of human action recognition in a multi-view scenario. We proposed a multitask extension of multi-class LDA which operates by sharing SSMs features among different views. Experimental results on the IXMAS dataset demonstrate the superior performance of our method compared to other SSM-based state-of-the-art methods. Possible future works include the integration of other features in combination with SSM descriptors and the investigation of a different strategy for graph construction, eventually considering information about geometry and cameras'configuration.
