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Abstract
We prove the analyticity and Gevrey regularity of solutions of elliptic degenerate semi-linear differential equations principle
part of which is a linear operator with double characteristics considered first by Gilioli and Treves. A new elementary proof for
hypoellipticity in the weak sense is given.
© 2007 Elsevier Inc. All rights reserved.
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In this paper we deal with the analyticity and Gevrey regularity of solutions of semi-linear operators, principle
part of which is a linear operator first studied by Gilioli and Treves and Menikoff. Let us first introduce some general
definitions (see also [20]). Assume that Ω is a domain in Rn. As usual, for a multi-index α = (α1, . . . , αn) we will
denote the operator ∂αi|α| = ∂
|α|
i|α|∂xα11 ···∂xαnn
by Dα .
Definition 1. Operator
P(x,D)=
∑
|α|m
aα(x)D
α,
where aα(x) ∈ C∞(Ω), is called weakly hypoelliptic in Ω if for every subdomain Ω ′  Ω there exists a positive
integer M such that from f ∈ CM(Ω ′) and P(x,D)f ∈ C∞(Ω ′) it follows that f ∈ C∞(Ω ′).
In Theorem 2, relying on an explicit fundamental solution we will recapture the results of Gilioli and Treves in the
weak sense. We have to restrict ourselves to considering weak hypoellipticity due to some technical difficulties arisen
in using the fundamental solution to deal with weak or distribution solutions of the equation under consideration.
Now, let (x, τα)|α|m ∈Ω × Ω˜ and Φ(x, ∂α)|α|m—nonlinear differential operator in Ω of order m, defined by
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(
x, ∂α
)
|α|m :f (x) →Φ
(
x, ∂αf (x)
)
|α|m,
where Φ(x, τα)|α|m ∈ C∞(Ω × Ω˜).
Definition 2. Nonlinear operator Φ(x, ∂α)|α|m is called hypoelliptic in Ω if for every subdomain Ω ′  Ω there
exists a positive integer M such that from f ∈ CM(Ω ′) and Φ(x, ∂αf )|α|m ∈ C∞(Ω ′) it follows that f ∈ C∞(Ω ′).
Definition 3. Assume that Φ(x, τα)|α|m ∈ A(Ω × Ω˜)(Gs(Ω × Ω˜)). Nonlinear operator Φ(x, ∂α)|α|m is called
analytic hypoelliptic (s-hypoelliptic) in Ω if for every Ω ′  Ω there exists a positive integer M such that from
f ∈ CM(Ω ′) and Φ(x, ∂αf )|α|m ∈A(Ω ′)(Gs(Ω ′)) it follows that f ∈A(Ω ′)(Gs(Ω ′)).
Definition 4. Assume that Φ(x, τα)|α|m ∈ A(Ω × Ω˜)(Gs(Ω × Ω˜)). Nonlinear operator Φ(x, ∂α)|α|m is called
extendedly analytic hypoelliptic (extendedly s-hypoelliptic) in Ω if for every Ω ′  Ω from f ∈ C∞(Ω ′) and
Φ(x, ∂αf )|α|m ∈A(Ω ′)(Gs(Ω ′)) it follows that f ∈A(Ω ′)(Gs(Ω ′)).
There is a difference between the definitions of hypoellipticity for linear and nonlinear operators. But no confusion
will appear since our notations for those operators are different. As a rule, we will abbreviate linear operators or
equations as operators or equations. The notion of extendedly analytic hypoellipticity for nonlinear operators was
generalized from the one for linear operators in [21]. Now, let
G
a,b
k,c =X2X1 + icxk−1
∂
∂y
,
where (x, y) ∈ R2; a, b, c ∈ C, Rea · Reb < 0; i = √−1; k is a positive integer, and X1 = ∂∂x − ibxk ∂∂y ,X2 = ∂∂x −
iaxk ∂
∂y
. The operator Ga,bk,c was studied in [6] when k is odd and in [12] when k is even. In [15] the second author
constructed explicit formulas for nonuniform fundamental solutions of Ga,bk,c when G
a,b
k,c is hypoelliptic, and nonsmooth
(nonbounded) solutions of the equation Ga,bk,c f = 0 when Ga,bk,c is not hypoelliptic. For a function f (x, y) defined in
a domain Ω ⊂ R2 we write ∂α1 f, ∂β2 f, ∂α,β1,2 f, γ ∂α,βf for ∂
αf (x,y)
∂xα
,
∂βf (x,y)
∂yβ
,
∂α+βf (x,y)
∂xα∂yβ
, xγ
∂α+βf (x,y)
∂xα∂yβ
. Consider the
following nonlinear equation:
Ψ
a,b
k,c f =Ga,bk,c f +Φ
(
x, y,f,
∂f
∂x
, xk
∂f
∂y
)
= 0. (1)
Gevrey hypoellipticity and local solvability of linear elliptic degenerate PDEs were considered in [9,11]. Gevrey
regularity of solutions of nonlinear elliptic degenerate differential equations were considered in [16–19] and of the
particular equation (1) for the case a = −1, b = 1—in [18]. Equation (1) with arbitrary a, b, c ∈ C is much more
complicated since the structure of the fundamental solution of Ga,bk,c is very complicated. We will treat only the case
Rea < 0. The case Rea > 0 can be considered analogously. Let us define the following quantities:
A+ = −axk+1 + buk+1 + i(k + 1)(y − v),
A− = bxk+1 − auk+1 − i(k + 1)(y − v),
R˜ = (xk+1 + uk+1)2 + (k + 1)2(y − v)2,
R1 =
(
xk+1 − uk+1)2 + (k + 1)2(y − v)2,
R =A+A− = −ab
(
x2k+2 + u2k+2)+ (a2 + b2)xk+1uk+1 + (k + 1)2(y − v)2
+ i(k + 1)(y − v)(a + b)(xk+1 − uk+1),
p =
{
(a − b)2xk+1uk+1R−1 if xu 	= 0,
0 if xu= 0,
M =A−
c
(k+1)(b−a)
+ A
− k(b−a)−c
(k+1)(b−a)
− .
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(i) p /∈ (1,∞).
(ii) p = 1 ⇔ y = v, x = ±u with u 	= 0.
Proof. Notice that if p = A+iB
C+iD ∈ R with A,B,C,D ∈ R,C2 +D2 	= 0 if and only if AD = BC. Therefore, if C 	= 0,
then p = A
C
. If D 	= 0, then p = B
D
. Next, note that we need only to consider the case when xu 	= 0. For if xu = 0,
then p = 0. Assume that
a =m+ in, b = d + ie; m,n,d, e ∈ R, m < 0, d > 0.
Consider
Case 1: y = v. We see that
p = ([(m− d)2 − (n− e)2]X + 2i(m− d)(n− e)X)([(−md + ne)(X2 + 1)+ (m2 + d2 − n2 − e2)X]
+ i[(−me − nd)(X2 + 1)+ 2(mn+ de)X])−1
with X = xk+1
uk+1 > 0. As said above p is real if and only if
0 = [(m− d)2 − (n− e)2]X[(−me − nd)(X2 + 1)+ 2(mn+ de)X]
− 2(m− d)(n− e)X[(−md + ne)(X2 + 1)(m2 + d2 − n2 − e2)X]
= (me − nd)(d2 + e2 −m2 − n2)X(X − 1)2. (2)
Equation (2) holds if and only if one of the following possibilities occurs:
1.1. X = 0. Then p = 0.
1.2. X = 1 (or x = ±u). Then p = 1.
1.3. me − nd = 0. In this case we have a
b
= m
d
. Hence
p = (a − b)
2X
−ab(X2 + 1)+ (a2 + b2)X =
( a
b
− 1)2X
− a
b
(X2 + 1)+ (( a
b
)2 + 1)X
= (
m
d
− 1)2X
−m
d
(X2 + 1)+ ((m
d
)2 + 1)X 
(m
d
− 1)2X
−m
d
2X + ((m
d
)2 + 1)X = 1
as X > 0 and −m
d
> 0. The equality p = 1 holds if and only if X = 1 (or x = ±u).
1.4. d2 + e2 −m2 − n2 = 0. Then |a| = |b| (= √d2 + e2 > 0). Rewrite
a = reiϕ1 , b = reiϕ2 with π
2
< ϕ1 <
3π
2
, −π
2
< ϕ2 <
π
2
,
p = r
2(eiϕ1 − eiϕ2)2X
−r2ei(ϕ1+ϕ2)(X2 + 1)+ r2(e2iϕ1 − e2iϕ2)X .
As X2 − 2X cos(ϕ1 − ϕ2)+ 1 > 0 for all X > 0 we conclude that if p is real, then
p = 2(1 − cos(ϕ1 − ϕ2))X
X2 − 2X cos(ϕ1 − ϕ2)+ 1 
2(1 − cos(ϕ1 − ϕ2))X
2X − 2X cos(ϕ1 − ϕ2) = 1
as X > 0. The equality p = 1 holds if and only if X = 1 (or x = ±u).
Case 2: y 	= v. Put X = xk+1
(k+1)(y−v) , U = u
k+1
(k+1)(y−v) . Then XU > 0 and
p = (a − b)
2XU
−ab(U2 +X2)+ (a2 + b2)XU + 1 + 2i(a + b)(X −U).
Hence, as said at the beginning of the proof, p is real if and only if
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− 2(m− d)(n− e)= 0. (3)
Consider several possibilities:
2.1. dn−me = m2 + n2 − d2 − e2 = 0. From (3) it follows that (m− d)(n− e) = 0. Since m 	= d , the last equality
holds if and only if n = e. If n = e 	= 0, then we get m = d , a contradiction. If n = e = 0, then m = −d or
a = −b ∈ R. In this case we have
p = 4b
2XU
b2(X +U)2 + 1 < 1.
2.2. dn−me = 0 but m2 + n2 − d2 − e2 	= 0. Then from (3) we get X −U = 2(n−e)
m2+n2−d2−e2 . Thus
p = XU
XU + (m+d)2+(n−e)2
(m2+n2−d2−e2)2
< 1.
2.3. m2 + n2 − d2 − e2 = 0 but dn−me 	= 0. From (3) we deduce X −U = d−m
dn−me . Thus
p = XU
XU + −md
(dn−me)2
< 1.
2.4. (m2 + n2 − d2 − e2)(dn−me) 	= 0. Then either X −U = 2(n−e)
m2+n2−d2−e2 or X −U = d−mdn−me . Both cases go back(respectively) to 2.2 or 2.3. This completes the proof of Lemma 1. 
Next, it is easy to check that if Fa,bk,c (p) satisfies the following hypergeometric equation:
p(1 − p)d
2Fa,bk,c (p)
dp2
+
(
k
k + 1 −
2k + 1
k + 1 p
)
dF
a,b
k,c (p)
dp
− c(k(b − a)− c)
(k + 1)2(a − b)2 F
a,b
k,c (p)= 0, (4)
then formally we will have
G
a,b
k,cE
a,b
k,c (x, y,u, v)= 0,
where Ea,bk,c (x, y,u, v)=M(x,y,u, v)F a,bk,c (p(x, y,u, v)). The general solutions of (4) are
F
a,b
k,c (p) = C1F
(
c
(k + 1)(b − a) ,
k(b − a)− c
(k + 1)(b − a) ,
k
k + 1 ,p
)
+C2p 1k+1 F
(
c + b − a
(k + 1)(b − a) ,
(k + 1)(b − a)− c
(k + 1)(b − a) ,
k + 2
k + 1 ,p
)
:= C1Fa,bk,c;1(p)+C2Fa,bk,c;2(p),
where F(α,β, γ,p) is the Gauss hypergeometric function and C1,C2 are some complex constants. Note that if k is
odd Fa,bk,c (p) is well defined since p /∈ (1,∞) as shown in Lemma 1. If u = 0, then p = 0; therefore, from the result
of [15]
G
a,b
k,cE(x, y,0,0)=Ga,bk,cC1M(x,y,0,0)= C1Ga,bk,cM(x, y,0,0)= −
4(b − a) 1k+1 π( k
k+1 )C1
( c
(k+1)(b−a) )(
k(b−a)−c
(k+1)(b−a) )
δ(x, y)
we should choose
C1 = −
( c
(k+1)(b−a) )(
k(b−a)−c
(k+1)(b−a) )
4(b − a) 1k+1 π( k
k+1 )
:= Ca,bk,c .
If u 	= 0, then the singularities of Ea,bk,c (x, y,u, v) will be located at the ones of Fa,bk,c (p). On the other hand, Fa,bk,c (p)
with p /∈ (1,∞), has singularity only when p → 1. As p → 1 we have the following asymptotic expansions (see [4]):
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a,b
k,c;1(p)= −
( k
k+1 )
( c
(k+1)(b−a) )(
k(b−a)−c
(k+1)(b−a) )
log(1 − p)+O(1),
F
a,b
k,c;2(p)= −
(k+2
k+1 )
( c+b−a
(k+1)(b−a) )(
(k+1)(b−a)−c
(k+1)(b−a) )
log(1 − p)+O(1).
We expect that Ea,bk,c (x, y,u, v) has singularity only when x = u,y = v. Since p
1
k+1 = ((b − a)2R−1) 1k+1 xu → −1
when (x, y)→ (−u,v), we should choose
C2 = −
( c+b−a
(k+1)(b−a) )(
(k+1)(b−a)−c
(k+1)(b−a) )
4(b − a) 1k+1 π(k+2
k+1 )
:=Da,bk,c
such that Fa,bk,c (p) has no singularity at x = −u,y = v. Note that the following condition:
c 	= ±[N(k + 1)(b − a)], c 	= ±[N(k + 1)+ k](b − a), (5)
where N is an integer, guarantees that Ca,bk,c ,D
a,b
k,c <∞ and hence Fa,bk,c (p) has logarithm growth (if u 	= 0) at (x, y)=
(u, v). From the results of Gilioli and Treves in [6] the condition (5) (in the case k is odd) is also necessary and
sufficient for Ga,bk,c to be hypoelliptic. Moreover, if (5) is violated, then it is shown in [10] that for every integer m 0
there exist explicit solutions of G−1,1k,c f = 0 of class Cm\Cm+1 and also a smooth solution which is nonanalytic.
Definition 5. Assume that k is odd. The parameters a, b, c, k are called admissible if a, b, c, k satisfy (5).
Remark 1. If k is odd, then a, b, c, k are admissible if and only if (4) has no bounded solution on the interval [0,1].
Therefore, if k is odd and a, b, c, k are admissible, we expect that Fa,bk,c M , or
E
a,b
k,c (x, y,u, v)=M
(
C
a,b
k,c F
a,b
k,c;1(p)+Da,bk,c F a,bk,c;2(p)
)
= −(
c
(k+1)(b−a) )(
k(b−a)−c
(k+1)(b−a) )F (
c
(k+1)(b−a) ,
k(b−a)−c
(k+1)(b−a) ,
k
k+1 ,p)
4(b − a) 1k+1 π( k
k+1 )A
c
(k+1)(b−a)
+ A
k(b−a)−c
(k+1)(b−a)
−
− xu(
c+b−a
(k+1)(b−a) )(
(k+1)(b−a)−c
(k+1)(b−a) )F (
c+b−a
(k+1)(b−a) ,
(k+1)(b−a)−c
(k+1)(b−a) ,
k+2
k+1 ,p)
4(b − a)− 1k+1 π(k+2
k+1 )A
c+b−a
(k+1)(b−a)
+ A
(k+1)(b−a)−c
(k+1)(b−a)
−
will be our desired (uniform) fundamental solution. Indeed, we have
Theorem 1. Assume that k is odd and a, b, c, k are admissible. Then
G
a,b
k,cE
a,b
k,c (x, y,u, v)= δ(x − u,y − v).
Proof. The proof of this theorem follows closely the one in [18], so we do not repeat the details, just sketch some
principle moments. Fix (u, v) ∈ R2 and assume that u 	= 0 (the case when u = 0 was considered in [15]). We use the
following polar coordinate:
x = u+ r cosϕ, y = v + r sinϕ.
It is easy to check that Fa,bk,c (x, y,u, v) ∈ L1loc(R2x,y). When (x, y) tends to (u, v) we have
xl = ul + (lul−1 cosϕ)r + l(l − 1)ul−2 cos2 ϕ
2
r2 + o(r2),
A+ = (b − a)uk+1 + (k + 1)
(−auk cosϕ + i sinϕ)r − a(k + 1)kuk−1 cos2 ϕ r2 + o(r2),
2
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(
buk cosϕ − i sinϕ)r + b(k + 1)kuk−1 cos2 ϕ
2
r2 + o(r2),
R = (b − a)2u2k+2 + [(b − a)2(k + 1)u2k+1 cosϕ]r
+
{
(b − a)2(k + 1)ku2k cos2 ϕ
2
+ (k + 1)2[−abu2k cos2 ϕ + sin2 ϕ + i(b − a)uk cosϕ sinϕ]}r2 + o(r2),
M = (b − a)− kk+1 u−k + o(1),
1 − p = (k + 1)
2(−auk cosϕ + i sinϕ)(buk cosϕ − i sinϕ)r2
(b − a)2u2k+2 + o
(
r2
)
,
X1p = (k + 1)
2(−buk cosϕ + i sinϕ)
(b − a)uk+2 r + o(r).
Moreover
dF
a,b
k,c;1(p)
dp
= (
k
k+1 )
( c
(k+1)(b−a) )(
k(b−a)−c
(k+1)(b−a) )(1 − p)
+ o
(
1
1 − p
)
,
dF
a,b
k,c;2(p)
dp
= (
k+2
k+1 )
( c+b−a
(k+1)(b−a) )(
(k+1)(b−a)−c
(k+1)(b−a) )(1 − p)
+ o
(
1
1 − p
)
.
Therefore, for every function w(x,y) ∈ C∞0 (R2) we have
(
G
a,b
k,cE
a,b
k,c ,w(x, y)
)= (Ea,bk,c ,Gb,ak,−cw(x, y))=w(u,v)
2π∫
0
−auk + i(a2u2k − 1) sinϕ cosϕ
2π(a2u2k cos2 ϕ + sin2 ϕ) dϕ =w(u,v).
Thus, the proof of Theorem 1 is completed. 
Remark 2. The problem of finding explicit fundamental solutions of a particular operator has its own interest with
diversified applications (see, for example, [1–3,5,14,22], and references therein).
Denote X˜1 = ∂∂u − ibuk ∂∂v , X˜2 = ∂∂u − iauk ∂∂v , G˜a,bk,c = X˜2X˜1 + icuk−1 ∂∂v . By noting that Ea,bk,c (x, y,u, v) =
E
b,a
k,−c(u, v, x, y), from Theorem 1 it is easy to deduce
Corollary 1. Let k be odd. Assume that Ω ⊂ R2 is a bounded domain with piece-wise smooth boundary, f ∈ C2(Ω)
and a, b, c, k are admissible. Then
f (x, y)=
∫
∂Ω
f (u, v)B˜2
(
E
a,b
k,c (x, y,u, v), a, b, c, k
)
ds −
∫
∂Ω
E
a,b
k,c (x, y,u, v)B˜1
(
f (u, v), a, b, c, k
)
ds
+
∫
Ω
E
a,b
k,c (x, y,u, v)G˜
a,b
k,c f (u, v)dudv, (6)
where
B˜1
(
f (u, v), a, b, c, k
)= (ν1 − iaukν2)X˜1f (u, v)+ icuk−1ν2f (u, v),
B˜2
(
E
a,b
k,c (x, y,u, v), a, b, c, k
)= (ν1 − ibukν2)X˜2Ea,bk,c (x, y,u, v),
and ν = (ν1, ν2) is the unit outward normal vector on ∂Ω.
Theorem 2. Assume that k is odd. Then Ga,b is weakly hypoelliptic if and only if a, b, c, k are admissible.k,c
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nonbounded solutions of the equation Ga,bk,c f = 0. Therefore we are left with proving the weak hypoellipticity of Ga,bk,c
when a, b, c, k are admissible. Here, with the help of Fa,bk,c , we give a proof, which is alternative to a well-known ar-
gument given in [6]. Suppose that f ∈ C2(Ω) and Ga,bk,c f (x, y)= h(x, y), where h ∈ C∞(Ω). We can now prove that
f ∈ C∞(Ω). Indeed, we can express f through h as in (6), with G˜a,bk,c f (u, v) replaced by h(u, v). It is clear that the
boundary integrals give C∞(Ω) functions. For the volume integral, we see that ∂F
a,b
k,c
∂y
= − ∂F
a,b
k,c
∂v
. Therefore, by inte-
gration by parts, we can differentiate the integral in x one time and in y as many times as we want to. And the resulting
functions are continuous. We will complete the proof if we are able to show that if f ∈ Cn−1(Ω), then f ∈ Cn(Ω)
for every positive integer n. This is the case since we already have ∂
nf
∂yn
,
∂nf
∂yn−1∂x and
∂α+βu
∂yα∂xβ
, α + β  n − 1, belong
to C(Ω) from the above argument and assumption. We have to show that ∂nu
∂yn−2∂x2 , . . . ,
∂nu
∂xn
∈ C(Ω). Suppose that all
the derivatives ∂
nf
∂yn
,
∂nf
∂yn−1∂x , . . . ,
∂nf
∂yn−j ∂xj ,1  j  n − 1, are continuous. We will prove that ∂
nf
∂yn−j−1∂xj+1 ∈ C(Ω).
Indeed, we have
∂2f
∂x2
= h+ i(a + b)xk ∂
2f
∂x∂y
+ abx2k ∂
2f
∂y2
− i(c − kb)xk−1 ∂f
∂y
. (7)
By the inductive assumption and differentiating ∂n−2
∂yn−j−1∂xj−1 both sides of (7) gives
∂nf
∂yn−j−1∂xj+1
= ∂
n−2h
∂yn−j−1∂xj−1
+ i(a + b)
j−1∑
i=0
(
j
i
)
k(k − 1) · · · (k − i + 1)xk−i ∂
n−if
∂yn−j ∂xj−i
+ ab
j−1∑
i=0
(
j
i
)
2k(2k − 1) · · · (2k − i + 1)x2k−i ∂
n−if
∂yn−j+1∂xj−i−1
− i(c − kb)
j−1∑
i=0
(
j
i
)
(k − 1)(k − 2) · · · (k − i)xk−i−1 ∂
n−i−1f
∂yn−j ∂xj−i−1
∈ C(Ω). 
Now, for m ∈ Z+ we define
G
m
k,loc(Ω)=
{
f ∈ L2loc(Ω):
∑
(α,β,γ )∈Ξmk
‖γ ∂α,βf ‖L2(K) <∞
}
,
where K is any compact in Ω and
Ξmk =
{
(α,β, γ ) ∈ Z3+: α + β m, km γ  α + (1 + k)β −m
}
.
The space Gmk,loc(Ω) was introduced in [7]. Now let us define another kind of space (see [13])
Smloc(Ω)=
{
f ∈ L2loc(Ω):
∑
|ι|m
∥∥Zιf ∥∥
L2(K) <∞
}
,
where K is any compact in Ω and Z1 = ∂∂x , Z2 = xk ∂∂y , ι—multi-order, i.e. ι = (ι1, . . . , ιr ), where ιs = 1,2; s =
1, . . . , r; |ι| = r and Zι = Zι1 · · ·Zιr . The space Smloc(Ω) enjoys the following obvious properties:
(a) Cm(Ω)⊂ Smloc(Ω); ∀m 0.
(b) If f ∈ Smloc(Ω) and |ι|m, then Zιf ∈ Sm−|ι|loc (Ω).
(c) If m m˜, then Sm˜loc(Ω)⊂ Smloc(Ω).
(d) Smloc(Ω)⊂H
m
k
loc(Ω) (see [13]).
(g) Put S∞ (Ω)=⋂∞ Sm (Ω). Then S∞ (Ω)= C∞(Ω).loc m=0 loc loc
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Lemma 2. The following identity holds: Gmk,loc(Ω)= Smloc(Ω).
Proof. First, we prove that Gmk,loc(Ω) ⊂ Smloc(Ω). For any multi-order ι with |ι| = m there exist such numbers
αj ,βj ∈ Z+, j = 1, . . . , p, that Zι = Zα11 Zβ12 · · ·Z
αp
1 Z
βp
2 and hence Z
ιf is a linear combination of terms
xk|β|−|ϑ | ∂
|β|+|α|−|ϑ |f
∂x|α|−|ϑ |∂y|β|
, (8)
where α = (α1, . . . , αp), β = (β1, . . . , βp), ϑ = (ϑ1, . . . , ϑp)—such multi-orders, that ϑj  min{αj , kβj }, j =
1, . . . , p. It is easily seen that the terms in (8) belong to L2loc(Ω).
Now we show the converse inclusion Smloc(Ω) ⊂ Gmk,loc(Ω). It suffices to prove that γ ∂α,βf ∈ L2loc(Ω) for any
(α,β, γ ) ∈Ξmk . If α+ (k+ 1)β −m 0, we can assume that γ = α+ (k+ 1)β −m. Put α′ =m− (α+ β). We have
xγ
∂α+βf
∂xα∂yβ
∼
[
∂
∂x
· · ·
[
︸ ︷︷ ︸
α′-times
∂
∂x
, xkβ
∂α+β
∂xα∂yβ
]
· · ·
]
f
= [Z1 · · · [︸ ︷︷ ︸
α′-times
Z1,Z
β
2Z
α
1
] · · ·]f ∈ L2loc(Ω).
If α + (k + 1)β −m< 0, we can suppose that γ = 0. Put α′ =m− (α + (k + 1)β). Then
∂α+βf
∂xα∂yβ
∼
[
∂
∂x
· · ·
[
︸ ︷︷ ︸
kβ-times
∂
∂x
, xkβ
∂α+β
∂xα∂yβ
]
· · ·
]
f
= [Z1 · · · [︸ ︷︷ ︸
kβ-times
Z1,Z
β
2Z
α
1
] · · ·]f ∈ Sm−α′loc (Ω) ⊂ L2loc(Ω). 
Proposition 1. Let m 2k + 3 and Φ(x,y, τ0, τ1, τ3) ∈ C∞. Assume that f ∈ Smloc(Ω). Then Φ(x,y,f, ∂f∂x , xk ∂f∂y ) ∈
Sm−1loc (Ω).
Proof. It suffices to show that ZιΦ(x, y,f, ∂f
∂x
, xk
∂f
∂y
) ∈ L2loc(Ω) for any multi-order ι such that |ι|m−1. Since m
2k+3, it follows that f,Z1f,Z2f ∈ C(Ω). Moreover, by induction it is not difficult to see that ZιΦ(x, y,f, ∂f∂x , xk ∂f∂y )
is a linear combination of terms
aα1,α2(x)
∂α1+α2Φ(x,y,f, ∂f
∂x
, xk
∂f
∂y
)
∂xα1∂yα2
(9)
and
aα1,α2,β0,β1,β2(x)
∂ |α|+|β|Φ(x,y,f, ∂f
∂x
, xk
∂f
∂y
)
∂xα1∂yα2∂τ
β0
0 ∂τ
β1
1 ∂τ
β2
2
(
Zι1f
)m1 · · · (Zιpf )mp, (10)
where |α| = α1 +α2, |β| = β0 +β1 +β2, |ι1|, . . . , |ιp|,m1, . . . ,mp, 1, |ι1|m1 +· · ·+ |ιp|mp m; aα(x), aα,β(x) ∈
C∞(Ω).
The proof of Proposition 1 will be completed if we are able to show that all the above terms are in L2loc(Ω).
Obviously, the terms in (9) are continuous, and therefore belongs to L2loc(Ω) since aα ∈ C∞, Φ ∈ C∞, f,Z1f,Z2f ∈
C(Ω). To estimate the terms in (10), we put r = max{|ι1|, . . . , |ιp|} 1. Choose j0 such, that r = |ιj0 |. Consider the
following possibilities:
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Indeed, if j 	= j0 and |ιj |> [m2 ], then |ιj0 | |ιj |> [m2 ]. Hence, |ιj |+ |ιj0 |>m, and get a contradiction. If j = j0
and |ιj0 | > [m2 ], then |ιj0 |mj0 = 2|ιj0 | >m, impossible. Since m 2k + 3, all the factors Zι1f in (10) belong to
S
[m2 ]
loc (Ω)⊂ C(Ω) for any ι. It follows that all such terms are in C(Ω), and therefore belong to L2loc(Ω).
(B) mj0 = 1 and there is no other index j such that j 	= j0. Then this term has the following form:
aα1,α2,β0,β1,β2(x)
∂ |α|+|β|Φ(x,y,f, ∂f
∂x
, xk
∂f
∂y
)
∂xα1∂yα2∂τ
β0
0 ∂τ
β1
1 ∂τ
β2
2
Zιj0f ∈ L2loc(Ω), since |ιj0 |m.
(C) mj0 = 1 and there exists at least one j1 such that j1 	= j0. As in part (A) we can prove that |ιj | [m2 ] for any j ,
and therefore Zιj f ∈ S[
m
2 ]
loc (Ω)⊂ C(Ω) for all j . Hence, again
aα1,α2,β0,β1,β2(x)
∂ |α|+|β|Φ(x,y,f, ∂f
∂x
, xk
∂f
∂y
)
∂xα1∂yα2∂τ
β0
0 ∂τ
β1
1 ∂τ
β2
2
(
Zι1f
)m1 · · · (Zιpf )mp ∈ L2loc(Ω).
Proposition 1 is completely proved. 
Theorem 3. Let Φ be a C∞ function and m 2k + 3. Assume that k is odd and a, b, c, k are admissible. Then every
G
m
k,loc(Ω)-solution of (1) belongs to C∞(Ω). Nonlinear operator Ψ a,bk,c is hypoelliptic.
Proof. By Lemma 2, as in [18] we see that Φ(x,y,f, ∂f
∂x
, xk
∂f
∂y
) ∈ Gm−1k,loc(Ω) if f ∈ Gmk,loc(Ω), and m  2k + 3.
Therefore, by a theorem of Grushin [7], we deduce that f ∈ Gm+1k,loc(Ω). Repeat the argument again and again we
obtain that f ∈ C∞(Ω). 
Put r0 = 2k + 2. For r ∈ Z+ let r denote the set of pairs of multi-indices (α,β) such that r = 1r ∪ 2r , where
1r =
{
(α,β): α  r0, 2α + β  r
}
, 2r =
{
(α,β): α  r0, α + β  r − r0
}
.
Let
|f,Ω|r = max
(α,β)∈r
∣∣∂α1 ∂β2 f,Ω∣∣+ max
(α,β)∈r
α1, β1
max
(x,y)∈Ω
∣∣∂α+21 ∂β2 f ∣∣,
where |f,Ω| = max(x,y)∈Ω
∑
(α,β,γ )∈Ξ1k |γ ∂α,βf (x)|.
Lemma 3. Assume that Φ ∈ Gs (s  1)—the space of s-Gevrey functions. There exist constants C,D such that for
every H0  1,H1  CH 2k+30 if
|f,Ω|d H0H(d−r0−2)1 (d − r0 − 2)!s , 0 d N, r0 + 2N,
then
max
x∈Ω
∣∣∣∣∂α1 ∂β2 Φ
(
x, y,f,
∂f
∂x
, xk
∂f
∂y
)∣∣∣∣D(|f,Ω|N+1 +H0HN−r0−11 (N − r0 − 1)!s)
for every (α,β) ∈ N+1.
The proof of this lemma is similar to that of Proposition 3 in [18]. We omit the details.
Theorem 4. Let k be odd. Assume that a, b, c, k are admissible and Φ ∈Gs (s  1). If f is a C∞ solution of Eq. (1),
then f ∈ Gs . Nonlinear operator Ψ a,bk,c is extendedly s-hypoelliptic. In particular, if Φ is analytic, then so is f .
Nonlinear operator Ψ a,b is extendedly analytic hypoelliptic.k,c
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place. It is not difficult to see that Ga,bk,c is elliptic if x 	= 0. From a well-known result it is sufficient to prove Theorem 4
in the case when Ω is a small neighborhood of (0,0). Let us define the distance
ρ
(
(u, v), (x, y)
)= {max{|xk+1 − uk+1|, (k + 1)|y − v|}, for xu 0,
max{xk+1 + uk+1, (k + 1)|y − v|}, for xu 0.
For two sets S1, S2, the distance between them is defined as
ρ(S1, S2)= inf
(x,y)∈S1,(u,v)∈S2
ρ
(
(x, y), (u, v)
)
.
Let V T (T  1) be the square with edges of size (in the ρ metric) 2T which are parallel to the coordinate axes
and centered at (0,0). Denote by V Tδ the sub-square which is similar to V T and such that the distance between its
boundary and the boundary of V T is δ. We shall prove by induction that if T is small enough then there exist constants
H0,H1 with H1 C4H 2k+30 such that∣∣f,V Tδ ∣∣n H0 for 0 n 6k + 4,
and
∣∣f,V Tδ ∣∣n H0
(
H1
δ
)n−r0−2(
(n− r0 − 2)!
)s for n 6k + 4, and δ sufficiently small.
Hence the desired conclusion follows. The first estimate of the pair follows easily from the C∞ smoothness assumption
on f . Assume that the second one holds for n = N . We shall prove it for n = N + 1. Put δ′ = δ(1 − 1/N), δ′′ =
δ(1−4/N). Fix (x, y) ∈ V Tδ and then define σ(x, y)= ρ((x, y), ∂V T ) and σN(x, y)= σ(x, y)/N. Let VσN(x,y)(x, y)
denote the square with center at (x, y) and edges of length 2σN(x, y) which are parallel to the coordinate axes, and
SσN(x,y)(x, y) the boundary of VσN(x,y)(x, y). Now notice that for every λ ∈ R there exists a constant C > 0 such that
A2 + (B + λA)2 C(A2 +B2) for any A,B ∈ R. Indeed, if |B|2  |λA|, then A2 + (B + λA)2 A2 + ||B| − |B|2 |2 =
A2 + B24  14 (A2 + B2). If |B|2  |λA|, then A2 + (B + λA)2  A2  11+4λ2 (A2 + B2). Therefore, we will have the
following set of inequalities on V T :
0R1  R˜  C, |M| CR˜− k2k+2 , max
{∣∣∣∣∂M∂x
∣∣∣∣,
∣∣∣∣xk ∂M∂y
∣∣∣∣
}
 CR˜− 12 ,
∣∣Fa,b
k,c;i (p)
∣∣ CR˜ 14 R− 141 ,
∣∣∣∣dF
a,b
k,c;i (p)
dp
∣∣∣∣ C(1 − p)−1 CR˜R−11 (i = 1,2),
max
{∣∣∣∣∂p∂x
∣∣∣∣,
∣∣∣∣xk ∂p∂y
∣∣∣∣
}
 CR˜−
k+2
2k+2 R
1
2
1 , max
{∣∣∣∣∂p
1
k+1
∂x
∣∣∣∣,
∣∣∣∣xk ∂p
1
k+1
∂y
∣∣∣∣
}
 CR˜−
1
2k+2 .
Hence, we get∣∣∣∣xγ ∂
α+βEa,bk,c (x, y,u, v)
∂xα∂yβ
∣∣∣∣
V T
 CR−
1
2
1 , ∀(α,β, γ ) ∈Ξ1k . (11)
Next, if |x| (2σN(x, y)) 1k+1 , then |u| 3σN(x, y) 1k+1 on SσN(x,y)(x, y). And on SσN(x,y)(x, y) we have
0R1  R˜  C, C−1  |1 − p| C,
max
{∣∣Fa,b
k,c;i (p)
∣∣, ∣∣∣∣dF
a,b
k,c;i (p)
dp
∣∣∣∣,
∣∣∣∣d
2Fa,b
k,c;i (p)
dp2
∣∣∣∣
}
 C (i = 1,2),
|M|CR˜− k2k+2 , Cσ 2N  R˜, 0R1  R˜ Cσ 2N,
max
{∣∣∣∣∂M∂x
∣∣∣∣,
∣∣∣∣∂M∂u
∣∣∣∣,
∣∣∣∣xk ∂M∂y
∣∣∣∣,
∣∣∣∣uk ∂M∂v
∣∣∣∣
}
 CR˜− 12 ,
max
{∣∣∣∣∂p
∣∣∣∣,
∣∣∣∣∂p
∣∣∣∣,
∣∣∣∣xk ∂p
∣∣∣∣,
∣∣∣∣uk ∂p
∣∣∣∣
}
 CR˜−
k+2
2k+2 R
1
2
1 ,∂x ∂u ∂y ∂v
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{∣∣∣∣ ∂2M∂x∂u
∣∣∣∣,
∣∣∣∣uk ∂2M∂x∂v
∣∣∣∣,
∣∣∣∣xk ∂2M∂y∂u
∣∣∣∣,
∣∣∣∣xkuk ∂2M∂y∂v
∣∣∣∣
}
CR˜−
k+2
2k+2 ,
max
{∣∣∣∣ ∂2p∂x∂u
∣∣∣∣,
∣∣∣∣uk ∂2p∂x∂v
∣∣∣∣,
∣∣∣∣xk ∂2p∂y∂u
∣∣∣∣,
∣∣∣∣xkuk ∂2p∂y∂v
∣∣∣∣
}
CR˜−
1
k+1 . (12)
It follows that∣∣
γ ∂α,βX
′
1E
a,b
k,c (x, y,u, v)
∣∣∣∣
SσN (x,y)(x,y)
 C
σ
k+2
k+1
N (x, y)
, ∀(α,β, γ ) ∈Ξ1k . (13)
Now, if |x|  (2σN(x, y)) 1k+1 , then xu > 0, |u|  σN(x, y) 1k+1 on SσN(x,y)(x, y). In this case the estimates for
|Fa,b
k,c;i (p)|, |
dF
a,b
k,c;i (p)
dp
|, | d
2Fa,b
k,c;i (p)
dp2
| in (9) are not necessarily true. But we can use
C−1R˜
1
2k+2  |u| CR˜ 12k+2 , C−1σ 2N(x, y)R1  Cσ 2N(x, y),
Cσ 2N(x, y) R˜,
∣∣Fa,b
k,c;i (p)
∣∣ CR˜ 12 R− 121 ,
∣∣∣∣dF
a,b
k,c;i (p)
dp
∣∣∣∣ CR˜R−11 ,∣∣∣∣d
2Fa,b
k,c;i (p)
dp2
∣∣∣∣ CR˜2R−21 (i = 1,2)
and (9) (except for |Fa,b
k,c;i (p)|, |
dF
a,b
k,c;i (p)
dp
|, | d
2Fa,b
k,c;i (p)
dp2
|) to obtain
∣∣
γ ∂α,βX
′
1E
a,b
k,c (x, y,u, v)
∣∣∣∣
SσN (x,y)(x,y)
 C
σ 2N(x, y)
, ∀(α,β, γ ) ∈Ξ1k . (14)
Put |f,V Tδ |N+1 = g(δ). By differentiating (6) in Corollary 1 with Ω = VσN(x,y)(x, y) we see that for every
(α,β, γ ) ∈Ξ1k the derivatives xγ ∂
α+βf
∂xα∂yβ
f (x, y) can be expressed as a sum of integrals over the domain VσN(x,y)(x, y)
and its boundary SσN(x,y)(x, y). By using Lemma 3, (11), (13), (14) we can first estimate xγ ∂
α+βf
∂xα∂yβ
f (x, y) and then
eventually g(δ) as follows
g(δ) C
(
T
1
k+1 g
(
δ
(
1 − 4
N
))
+H0
(
H1
δ
)N−r0−1(
(N − r0 − 1)!
)s(
T
1
k+1 + 1
H1
))
.
Choosing T small enough (see Lemma 1 in [18]) we get
∣∣f,V Tδ ∣∣N+1 = g(δ)H0
(
H1
δ
)N−r0−1(
(N − r0 − 1)!
)s
.
Hence f is an s-Gevrey function. This completes the proof of Theorem 4. 
Combining Theorems 3 and 4 we get
Theorem 5. Let k be odd. Assume that a, b, c, k are admissible. Let m  2k + 3 and Φ ∈ Gs (s  1). Then every
G
m
k,loc(Ω)-solution of (1) belongs to Gs(Ω). Nonlinear operator Ψ a,bk,c is s-hypoelliptic. In particular, if f is a solution
of (1) which belongs to Cm(Ω) or Hmloc(Ω) (standard Sobolev space) and Φ is analytic, then f is analytic, too.
Nonlinear operator Ψ a,bk,c is analytic hypoelliptic.
Remark 3. If k is an even positive integer, then Ea,bk,c , in general, does not serve as a fundamental solution for G
a,b
k,c
since Ea,bk,c has singularities along a line. But if a = −b, c = (k + 1)(b − a)N + k(b−a)2 , where N is an integer, then
E
a,b
k,c is smooth away from the point (u, v,u, v). In this case E
a,b
k,c is a fundamental solution for G
a,b
k,c . Results similar
to Theorems 1–5 remain true in the particular above case. Note that general results on Gevrey regularity of solutions
of Ga,bk,c were obtained in the case k is even by Gramchev and Rodino in [8].
1260 V.T.T. Hien, N.M. Tri / J. Math. Anal. Appl. 337 (2008) 1249–1260Remark 4. The formula for operator Ga,bk,c is another expression for the general operator of the form
H
A,B
k,C =
∂2
∂x2
+ iAxk ∂
2
∂x∂y
+Bx2k ∂
2
∂y2
+Cxk−1 ∂
∂x
,
with A,B,C ∈ C. We have the following reciprocal formulas:
A= −i(a + b), B = −ab, C = i(c − kb);
a = iA−
√
4B −A2
2
, b = iA+
√
4B −A2
2
, c = −iC + k(iA+
√
4B −A2 )
2
.
Thus, similar results can be formulated for HA,Bk,C +Φ in terms of k,A,B,C,Φ .
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