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ABSTRACT
Mallapragada, Dharik S. Ph.D., Purdue University, December 2013. Energy Systems
Analysis for a Solar Economy. Major Professor: Rakesh Agrawal.
The use of solar energy for human needs faces challenges owing to its relatively
low energy intensity and intermittent availability, coupled with the constrained avail-
ability of renewable carbon and land resources. This study uses systems analysis tools
to identify carbon and energy efficient transformations of solar energy for different
purposes, including transportation fuels and grid-scale energy storage. These efforts
have been complemented with a feasibility analysis of existing fossil-energy and other
hybrid pathways.
In an era of limited fossil resources, liquid fuels from sustainably available (SA)
biomass could meet the energy needs of the transportation sector. We present a
method for synthesizing augmented biofuel processes, which improve biomass carbon
conversion to liquid fuel (ηcarbon) compared to standalone biofuel processes by using
supplemental solar energy in the form of H2, heat, and electricity. For any target
ηcarbon, our method identifies a process, which is guaranteed to consume the least
amount of solar energy among all competing designs, thereby minimizing the land area
requirement for biofuel production. A non-convex mixed integer nonlinear program-
ming (MINLP) model allowing for simultaneous mass, heat, and power integration,
is built over a process superstructure and solved using global optimization tools.
As a case study, we consider biomass thermochemical routes of gasification/Fischer-
Tropsch (FT) synthesis and fast-hydropyrolysis/hydrodeoxygenation. For ηcarbon =70-
95%, the synergistic gain of the optimal integrated process is evidenced from the
∼28-156% lower solar energy consumption compared to augmented gasification/FT
xxi
processes. To accommodate for the intermittent supply of solar heat and H2, we
suggest two alternative processing options: 1) flexible operation between low and
high carbon recovery modes, or 2) adapting a novel energy storage concept based on
the cyclic transformation between liquid carbon dioxide and a liquid carbon molecule
for round the clock augmented biofuel production.
If 100% SA biomass carbon conversion via augmented processes cannot meet the
demand for renewable liquid fuel, additional carbon (i.e. atmospheric CO2) and land
resources must be allocated for this end use. Here, the metric of Sun-to-Fuel (STF)
efficiency is shown to be useful in identifying energy and land use efficient routes for
converting atmospheric CO2 to liquid fuel.
The availability of H2 is essential for the supply of fuels and chemicals in a solar
economy. Using thermodynamic modeling, we estimate the achievable Sun-to-H2
(STH2) efficiency for water-splitting processes harnessing solar energy predominantly
as heat. The estimated STH2 efficiencies of 35-54% for direct and two-stage (us-
ing Fe3O4/FeO) thermal water-splitting are greater than the achievable values for
electrolytic or single bandgap photoelectrochemical water-splitting.
Reconciling today’s energy system with the future solar economy vision demands
an energy transition roadmap. For the transportation sector, we propose an energy
efficient transition using compressed natural gas that eventually can be substituted
with compressed methane derived from biomass. Alternatively, if liquid fuel use re-
mains dominant, we identify synergistic processes for integrated biomass and natural
gas conversion to liquid fuel during the interim period.
11. INTRODUCTION
1.1 Background
Our current lifestyle, to a large extent, has grown out of the abundant availability of
fossil resources, mainly coal, natural gas, and crude petroleum. However, finite fossil
resources, world economic growth, environmental concerns, and political forces are
reshaping the technology horizon. In particular, the existing world energy landscape,
dominated by fossil resources, needs overhauling if concerns regarding global warming
originating from fossil based CO2 emissions are to be addressed [1]. A key step
in this direction would be the widespread adoption of renewable energy resources
such as solar [2, 3]. A future solar economy envisions that the major end uses of
food, chemicals, heat, electricity and transportation could be simultaneously met
by harnessing solar photons efficiently from the limited land resource [4]. Among
renewable energy sources, the choice of solar energy is justified by its vast abundance.
According to one estimate, the amount of solar energy striking the earth in one hour
is ∼ 4.3 x 1020 J, which is comparable to the 2012 global primary energy consumption
of ∼ 5.1 x 1020 J [3, 5]. This abundant supply of primary energy ensures us that a
future driven by the direct use of solar energy should be able to sustain itself for any
foreseeable future.
1.1.1 Solar economy challenges
The direct use of solar energy, however, presents many challenges. First, sunlight
is available during only a fraction of the twenty-four hour day, and varies as per the
geographical region and time of the year. For an insolation of 1 kW/m2 and a yearly
average availability of 20% per day the annual solar energy incident is 6307 MJ/m2
2(1 MJ = 106 J). Thus, the task at hand is to harness this intermittently available
primary energy source and convert it to not only usable forms of secondary energy
such as electricity, heat and fuel but also to chemicals and fertilizers.
Second, the form of secondary energy and the associated efficiency of its produc-
tion from solar energy directly impacts the land area requirements to meet a given
energy demand. Depending on the temperature of absorption and concentration
of sunlight through the use of concentrators, sun-to-heat collection efficiencies are
estimated to be as high as 50-70% [6, 7]. Similarly photovoltaic (PV) modules with
sun-to-electricity efficiencies in the range of 10-42% are known today [2]. By using
a commercially available, 20% efficient, silicon-based PV module and an electrolyzer
efficiency of 60%, based on the lower heating value (LHV) of H2, a sun-to-H2 (STH2)
efficiency of 12% can be achieved. Currently known thermochemical methods can
potentially produce H2 at much higher efficiencies of up to 25% [8]. In a production
facility, a fraction of the land area is generally not used for the collection of solar
energy due to shading, access to equipment, etc. Typically, about 50% of the available
land is effectively used for solar collection [9], resulting in net efficiencies that are
shown in parenthesis in Fig. 1.1.
Solar energy can also be stored in biomass via photosynthesis. Typical biomass
growth rates of 1 to 3 kg/m2/y correspond to capturing 0.28% to 0.84% of the
average incident solar energy of 6307 MJ/m2/y [10] 1. Even energy-efficient sugarcane
crops store only ∼1% of the incident solar energy [11]. It is estimated that the
maximum conversion efficiency of solar energy to biomass under todays atmospheric
CO2 concentration and at 30◦C is 6% for C4 photosynthetic crops [12]. The actual
annual averaged efficiencies, due to limitations on the growing season, temperatures
and less than ideal conditions for biomass growth will be much less than this maximum
value. Overall, based on the collection efficiency numbers for solar energy, for a given
specific use, the pecking order to be considered is heat first, followed by electricity
and H2 with cultivation of biomass last [4].
1Assumed LHV of biomass =17 MJ/kg
3Third, the continued use of carbon-based molecules for fuels, chemicals, and
fertilizers is contingent on the availability of a renewable carbon source. Atmospheric
CO2 is a renewable carbon source, although utilizing it could be energy intensive
owing to the parts per million concentration level of CO2 in air [13]. A more
readily accessible form of atmospheric CO2 is lignocellulosic biomass, obtained via
the photosynthesis process [14]. In particular, only the sustainably available (SA)
biomass resource, comprising of waste biomass and dedicated energy crops grown on
marginal lands unsuitable for agricultural use, can be readily supplied to meet various
carbon demands without impacting food production [15–17]. Thus, SA biomass is
analogous to a primary energy and carbon source [4]. Since the availability of SA
biomass is constrained, it is essential to consider process interactions that deliver
the maximum amount of feed carbon as end product (chemicals or fuels), as well as
those that can partly or fully substitute the use of carbon (e.g. power generation).
For example, since SA biomass is limited and growing additional biomass captures
solar energy at much lower efficiencies than for the direct production of heat, H2
and electricity, the use of biomass in a solar energy driven world to produce heat,
electricity or H2 should be minimized, if not totally avoided.
Finally, a key challenge in solar energy utilization will be to satisfy each of the
basic individual needs, within the context of the coexistence with all other basic
needs, to improve the energy efficiency and cost of the entire system. Towards
addressing these challenges, it will be essential to explore synergistic interactions
between various technologies and end uses. Fig. 1.1 shows an overview of some of
the possible synergistic interactions between heat, electricity, storage, chemicals, fuel
and biomass to efficiently utilize incident solar energy for different end uses. These
include the synthesis of fuels and chemicals from biomass and extracted CO2 along
with the impact of solar electricity and heat on such synthesis. Some of the chemicals
are used as fertilizers for the growth of biomass. Similarly, the transport sector could
use multiple secondary forms of energy. The other major inputs in addition to solar
4Figure 1.1. Process interactions to meet the demand for transportation
fuels and chemicals in a solar energy driven world. ICEV= Internal Com-
bustion Engine Vehicle, HEV= Hybrid Electric Vehicle, BEV= Battery
Electric Vehicle. The percentage numbers in parenthesis correspond to
the range of solar energy conversion efficiencies for each energy form.
energy in Fig. 1.1 are water and air components. Note that Fig. 1.1 is not exhaustive,
but is illustrative of the complex nature of possible interactions between technologies.
The evolution of an energy efficient and sustainable energy infrastructure will
not only need technology development, but also concerted planning and policy de-
cisions [4, 18, 19]. This is particularly important to lower the cost of harnessing
renewable energy sources for various end uses. The planning and policy formulation
process can be supported through systematic scenario analyses which identify the
key technological breakthroughs needed to build a sustainable energy system. These
efforts can help in directing resources towards the necessary research and development
efforts as well as drafting policies for the transition period.
51.2 Thesis overview
This dissertation will make the case for using systems approaches to uncover
processes and pathways that can simultaneously address the above challenges asso-
ciated with a solar energy economy. In particular, we will investigate solutions to
provide the energy needs for the transportation sector as well as large-scale energy
storage for uninterrupted renewable electricity generation. In the context of the
transportation sector, this dissertation will also discuss transition solutions that
synergistically combine the use of fossil fuels and renewable energy sources.
1.2.1 Renewable liquid fuel
Chapters 2 and 3 present energy and carbon efficient processes for producing high
energy density liquid transportation fuels from renewable energy and carbon sources.
In Chapter 2, the design of energy and carbon efficient processes that maximize the
liquid fuel output from the limited SA biomass resource are discussed. We present an
approach for systematically synthesizing augmented biomass-to-liquid fuel processes,
which maximize biomass carbon conversion to liquid fuel by using supplemental solar
energy derived from sunlight in the form of H2, heat and electricity. The emphasis
in Chapter 2 is on identifying augmented processes that require the least amount
of supplemental solar energy input (or land area) corresponding to a given biomass
carbon conversion to liquid fuel.
Despite 100% biomass carbon conversion to liquid fuel, it is possible that there
exists liquid fuel demand over and beyond what can be met by SA biomass [20]. Such
a scenario may be found in regions where high per capita liquid fuel consumption is
the norm. For example, converting the 498 million metric tons of annual SA biomass
resource, estimated to be available in the United States (US) by 2020 [15], with
∼100% biomass carbon conversion produces a maximum of 5.9 million barrels per
day (Mbbl/d) of fuel.This represents ∼46% of the current US liquid fuel demand.2
2carbon content in crude oil and biomass 86 wt% and 50 wt% respectively, and 2011 US
transportation oil consumption is 12.68 Mbbl/d
6Furthermore, including the potential for partial electrification using the spare gener-
ation capacity of the current electric grid to charge PHEVs, is estimated to displace
a maximum of 6.5 Mbbl/d of oil [21]. Still, in this example roadmap, a deficit of 0.4
Mbbl/d of oil or ∼ 3% of the liquid fuel demand would remain, for which alternative
carbon sources need to be sought.
In meeting the deficit liquid fuel demand, Chapter 3 discusses possible routes for
converting atmospheric CO2 to liquid fuel using solar energy. A novel metric of sun-
to-fuel (STF) efficiency, representing the fraction of incident solar energy recovered
as liquid fuel annually, is proposed to compare alternative routes. As a case study,
we compare the possible photosynthesis based routes against a route involving direct
atmospheric CO2 extraction followed by thermochemical conversion to liquid fuel
for current and potential future technology projections. The results in Chapter 3,
reporting the relative land requirements of the different routes considered, help to
identify processes that will maximize renewable liquid fuel produced from a given
land area.
1.2.2 STH2 production
The role of H2 in a renewable energy economy is envisioned to be as a secondary
energy carrier for producing fuels, chemicals, fertilizers and electricity, as well as
a possible direct transportation fuel [22, 23]. Solar energy can be utilized as one
or a combination of heat, electricity or photons to carry out water-splitting for H2
production [24]. Chapter 4 identifies the limiting and achievable STH2 efficiencies
when predominantly absorbing solar energy as heat. This also allows us to identify
favorable process operating conditions and key design challenges to be overcome. The
7resulting STH2 efficiency limits are compared against the efficiency limits of other
solar H2 production methods.
1.2.3 GWh-level energy storage
In Chapter 5, we shift the focus to grid level electrical energy storage for round
the clock supply of renewable electricity. An ongoing challenge in the implementation
of baseload renewable energy power plants is the need for storage at GWh level [25].
Currently, few energy storage options can achieve high energy storage efficiency (ratio
of electricity delivered to electricity stored) along with high volumetric energy density
(GJ/m3) [26]. With the efficiency limits of solar H2 production established in Chapter
4, Chapter 5 considers hydrogen energy storage on the backbone of carbon atoms. We
propose a back and forth closed loop transformation between liquid carbon dioxide
and a suitable carbon molecule as a means of enabling GWh electrical energy storage
from renewable energy. For given rate of power delivery, the performance parameters
of the cycle, namely the storage volume of the two liquids (carbon dioxide and carbon
molecule) and the energy storage efficiency are dependent on the choice of the carbon
molecule. Three novel exergy metrics are introduced to facilitate the selection of
favorable carbon molecules from the large number of possible candidates.
1.2.4 Transition: Natural gas (NG) use in transportation
During the interim period when technologies for harnessing renewable (solar)
energy sources are likely to be uneconomical, it is worth exploring alternative uses of
fossil resources that reduce greenhouse gas (GHG) emissions and provide a smooth
transition to a renewable energy-based future. Chapter 6 and 7 focus on transition
transportation solutions using natural gas (NG). Expanding the use of NG in Light
Duty Vehicle (LDV) transportation can be realized via several combinations of pos-
sible fuel and vehicle pathways [27, 28]. In Chapter 6, we present a well-to-wheels
(WTW) analysis of the different possible NG-based LDV transportation pathways
8and their potential resource and policy implications in the US context. The analysis
is further extended to develop a sustainable roadmap for the US LDV sector that
transitions from NG to renewable energy (e.g. solar) and carbon (e.g. biomass)
sources as they become economical.
Chapter 7 investigates the design of carbon and energy efficient processes for
integrated biomass and NG conversion to liquid fuel, using a similar approach as
described in Chapter 2. In the transition period, the identified integrated biomass
and NG processes can produce liquid fuel in amounts which are greater than the
combined output of individual processes using biomass and NG, respectively.
1.2.5 Conclusions
Chapter 8 summarizes the key findings of each chapter as well as their implications
when considered together. Suggestions for future work that can build on the findings
of this dissertation are also provided.
92. SYNTHESIS OF AUGMENTED BIOFUEL PROCESSES USING SOLAR
ENERGY
2.1 Introduction
The widespread use of renewable energy sources like solar energy in lieu of fossil
fuels has the potential to reduce global CO2 emissions. However, when compared to
fossil fuels, renewable energy sources have a relatively low energy intensity and are
intermittently available. This introduces new challenges in meeting various energy
demands [3, 29]. Among them is the challenge of producing high energy density
fuels that can be utilized for transportation and are also compatible with the existing
liquid fuel infrastructure. The continued use of liquid hydrocarbons for transportation
relies on the availability of renewable carbon sources. The biomass gathered as waste
from existing agriculture and forestry practices and grown on agriculturally degraded
land with minimal energy input, constitutes the sustainably available (SA) biomass
carbon resource [4, 15, 16, 30]. The quantity of liquid fuel or biofuel produced from
SA biomass is dependent on the process carbon recovery (ηcarbon), defined as the
fraction of total biomass carbon recovered in the biofuel. Existing thermochemical
and biochemical standalone processes which use biomass as the main energy source,
are reported to produce between 6.7-10.9 MJ of biofuel/kg of biomass [4, 14, 15, 31].
For typical carbon contents in biomass and biofuel, which are approximately 50 wt%
and 85 wt% respectively, and assuming a biofuel energy content of 42 MJ/kg, this
translates to ηcarbon = 27-44% for such standalone processes. In order to increase
the carbon recovery and in turn the biofuel yield, the proposed use of supplemental
energy forms during biofuel production [32, 33] defines a new class of technologies
termed as augmented biofuel processes [4]. The use of supplemental energy in the
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form of solar derived H2, heat, or electricity in lieu of biomass for process energy
requirements, makes it theoretically possible to recover ∼100% of the biomass carbon
atoms as biofuel. Moreover, these supplementary energy inputs can be recovered
at higher solar energy conversion efficiencies than harvesting additional biomass via
photosynthesis [4].
Here, we present a framework for synthesizing augmented biofuel processes, start-
ing from a set of biomass conversion pathways and supplemental energy inputs like
solar heat, electricity, and H2. We formulate a mixed integer nonlinear programming
(MINLP) model that allows for simultaneous mass, heat, and power integration over
a derived process superstructure. For every target value of ηcarbon, the solution of
the MINLP model, obtained using global optimization tools, identifies the biofuel
process configuration requiring the least solar energy input as heat, electricity, and H2.
To address the intermittency of solar energy availability, we identify robust biofuel
process designs that are capable of operating either in standalone (low ηcarbon) or
augmented (high ηcarbon) process modes. If this flexibility in process carbon recovery
can be attained without startup and shutdown of units, then the process can be
operated continuously even if cost-effective solar energy storage methods are not
available. Alternatively, the identified augmented biofuel processes can operate round
the clock by integrating with renewable energy storage systems [34]. In a transition
scenario, coal and natural gas can supplement biomass during times of solar energy
unavailability [33, 35–39].
2.2 Example superstructure
We discuss the augmented process synthesis model by considering two example
biomass thermochemical pathways: 1) heat-assisted gasification followed by Fischer-
Tropsch (FT) synthesis, and 2) fast-hydropyrolysis followed by catalytic hydrodeoxy-
genation (HDO). Heat-assisted gasification produces a synthesis gas (syngas) mixture
rich in H2 and CO from the partial oxidation of biomass in the presence of steam
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Figure 2.1. Simplified representation of H2Bioil-STG superstructure.
Gasification-FT pathway marked in blue, fast-hydropyrolysis/HDO path-
way marked in green. All the purge streams (dotted red) are utilized
for their heating value via combustion. The shaded units have not been
modeled here.
at temperatures close to 1000 K. This endothermic reaction requires the use of an
external heat source (solar heat in this study). The additional heat soaked up during
solar thermal driven heat-assisted gasification (referred as STG) results in the syngas
having ∼30% higher energy content than the feed biomass [40, 41]. The syngas is
subsequently converted to liquid fuel via a suitable catalytic process like FT synthe-
sis. The carbon recovery of the STG-FT process, by virtue of the additional solar
energy stored in the syngas, is estimated to be higher than standalone gasification-FT
processes [40–42]. To further enhance the carbon recovery, the unconverted reactants
and byproducts from FT synthesis can be recycled to the STG unit along with
supplementary H2 [42].
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Alternatively, biomass can be processed via fast-hydropyrolysis, or the fast-pyrolysis
of biomass in presence of H2 and a catalyst at temperatures near 700-800 K [33]. The
exhaust from fast-hydropyrolysis, after removal of the solid char and ash, are fed
to a lower temperature HDO reactor followed by condensation to produce a high
energy density liquid fuel and gas byproducts [33,43]. Fast-hydropyrolysis/HDO has
been proposed as an improvement to biomass fast-pyrolysis in an inert atmosphere
which produces a low energy density liquid product (known as bio-oil). The bio-oil
produced from fast-pyrolysis is unstable due to the 35-40 wt% oxygen present and
needs further upgrading via hydrotreating under high H2 pressures (100-200 bar)
for producing a transportation fuel [44]. By avoiding intermediate bio-oil formation,
fast-hydropyrolysis/HDO processes (referred as H2Bioil) can potentially overcome the
challenges of fast-pyrolysis/hydrotreating processes while achieving similarly high
energy and carbon efficiencies [33, 43, 45]. Recent proof-of-concept tests in a semi-
continuous process report the production of a liquid fuel in the diesel and gasoline
range, along with gas phase products including C1-C3 hydrocarbons, solid char and
ash [43,46]. The H2Bioil process, can be operated with H2 sourced from either gasify-
ing a portion of the biomass or using supplemental solar H2 [45,47,48]. Additionally,
the byproduct gas and char could be reformed to produce syngas which provides an
indirect source of H2 [43, 45, 47, 48]. In a transition scenario, use of H2 derived from
coal, natural gas, or nuclear energy for the H2Bioil process offers an economically
competitive liquid fuel option [33,49].
To simultaneously consider the process alternatives discussed above, we construct
a process superstructure shown in Fig. 2.1, referred as H2Bioil-STG. For simplicity,
Fig. 2.1 only shows the main units and their process connectivities, and does not de-
pict the intermediate compressors, heaters/coolers, heat exchangers, splitters, mixers
and other auxiliary units included as part of the superstructure. The biomass feed is
split between a purge stream to be combusted for process heat, the H2Bioil process,
and the heat-assisted gasifier. The vapor stream from the H2Bioil process is cooled
and condensed to separate water, gaseous byproducts, and crude liquid fuel. The
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char and ash, recovered from the H2Bioil process, are either purged or used as feeds
to the heat-assisted gasifier. Syngas is produced from the heat-assisted gasifier using
one or more of the following feeds: biomass, char and gas byproducts from H2Bioil
process, residual CO2, recycle gas from FT synthesis, steam and solar H2. After
solid separation using a cyclone, the high temperature syngas is split between the
H2Bioil process, syngas cleaning or purged to be combusted for process heat. As part
of syngas cleaning, the Water-Gas Shift (WGS) reactor adjusts the syngas H2/CO
molar ratio to near two, as needed for FT synthesis. The adjusted syngas is cooled to
condense water and sent for acid gas removal. A Rectisol unit is used to remove 97%
CO2 and 100% sulfur (if present, as H2S) from the syngas while requiring electrical
power input for refrigeration [50]. The clean syngas stream is compressed, heated and
fed to FT synthesis to produce a mixture of C1-C4 hydrocarbons, naphtha, diesel, and
wax range alkanes. The FT exhaust is fed to the product upgrading unit, where a
wax hydrocracker is used to increase the yield of diesel range alkanes. The exhaust
stream from the hydrocracker is subsequently cooled and separated using a 3-phase
separator into crude liquid fuel, recycle gases, and water. The purge streams of the
superstructure in Fig. 2.1 are combusted using external air to recover a portion of
their heating value for process heat. The superstructure in Fig. 2.1 assumes all the
biomass fed is converted via either reaction or combustion. The main topological
process variables of interest are: 1) the split fraction of input biomass to the two
thermochemical pathways, 2) the extent of recycling of unconverted gases, solids, and
residual CO2 as well as 3) the fraction of syngas used to supply H2 to the H2Bioil
process.
2.3 Mathematical model
We develop an MINLP model describing the H2Bioil-STG superstructure using
the mass, energy balances, and other physical constraints governing each of the unit
operations and the streams involved. The formulation size and non-convexity is
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managed to enable the use of global optimization tools, without compromising on
accuracy. Towards this end, we make certain justifiable simplifications in modeling
units whose influence on the process output is small relative to that of the other
modeled process units. Here, we summarize the key features of the MINLP model,
with remaining aspects more elaborately explained in Appendix A. All the notation
used below is described in Table A.1 -A.5.
The major decision variables for the optimization include: 1) the individual
component molar flows and total flows for each stream in the superstructure, 2) split
fractions of stream splitters, 3) heating and cooling requirements for each unit, 4) flow
rates and power output of Rankine cycles utilizing waste heat and 5) other parametric
variables (binary or continuous) associated with each unit. The temperatures of the
individual streams are assumed to be the same as the temperature of the correspond-
ing originating unit, which are assumed to be constant. To simplify the models for
heat exchange and power generation, we have neglected the thermal energy available
from cooling the multicomponent streams produced from FT synthesis/hydrocracking
and the H2Bioil process below their dew point temperatures. Instead, we only consider
the thermal energy available from cooling these streams to 523 K (which is close
to their typical dew points) for heat exchange with other process streams and/or
power generation. A portion of the low temperature heat available from sub-cooling
these multi-component streams below 523 K can be used to dry the woody biomass
from a typical as-received moisture content of 50% [51] to the desired amount (Table
2.1). Pressure drops across the streams and units of the process are neglected and
the variation of enthalpy with pressure is ignored for all components except water
(steam). All the relevant thermodynamic data has been derived from either Aspen
Plus R￿ [52] or NIST Chemistry Web Book [53].
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Table 2.1
Biomass feedstock assumptions. Data adapted from [51].
Values
wt% feed moisture, rmoist 7
wt% Carbon (dry) 50.6
wt% Hydrogen (dry) 6.08
wt% Oxygen (dry) 40.75
wt% Nitrogen (dry) 0.64
wt% Ash (dry) 1.93
LHV, MJ/kg 18.21
Table 2.2
Assumed composition of liquid fuel produced from H2Bioil process. Data
adapted from [51].
Compounds Formula Composition/ wt%
2,5-Xylenol C8H10O 11.7
n-Heptane C7H16 2.4
1-Trans-3,5-trimethyl cyclohexane C9H18 7.4
3,3,5 Trimethyl heptane C10H22 3.0
n-Propyl cyclohexane C9H18 7.4
1,2,3-Trimethylbenzene C9H12 1.0
n-Butyl-cyclohexane C10H20 0.4
1,2 Dimethyl-3-ethylbenzene C10H14 2.4
Cis-decalin C10H18 4.8
n-Tridecane C13H28 13.1










Since fast-hydropyrolysis/HDO as a thermochemical pathway has only recently
received attention in the literature [33,43], a complete product description is not yet
available. Here, we improve upon our previous modeling efforts [45] by developing
a stoichiometric model for the fast-hydropyrolysis/HDO reaction, which is used to
model the H2Bioil process. The model, given by Eq.2.1, considers the reactants of
woody biomass and H2, producing a high energy density liquid fuel, gas, water, and
solids [43]. The liquid fuel is assumed to have the same composition as the fast
pyrolysis-hydrotreating liquid product shown in Table 2.2 [51]. The gas byproducts
include CO2 and C1-C3 hydrocarbons and inert N2. The presence of CO is neglected
with the knowledge that in-situ Water-Gas Shift (WGS) reaction is expected to be
favorable during fast-hydropyrolysis/HDO due to the large excess of water present as
deoxygenation product [33]. Furthermore, H2 is assumed to be present as a limiting
reactant. Eq. 2.1 is specified by the stoichiometric coefficients z1-z9, where z1 = 1
as a reference, and z3 refers to the fraction of biomass carbon recovered in the liquid
product (ηcarbon,hyp).
In the sole experimental publication on fast-hydropyrolysis/HDO, Marker et al.
reported product distribution data obtained from semi-continuous experiments that
used woody biomass and where catalyst, temperature, space velocity and H2 partial
pressure were varied in certain ranges [43,46]. Using the parameter estimation model
of Eq. 2.2, we estimate the value of the coefficients of Eq. 2.1 that best fits the
experimental product distribution of Marker et al. [43,46]. The objective function in
Eq. 2.2 minimizes the sum of the least square error between model prediction and
experimental data (wexpi,j ), subject to the atom balance across the process. Here, βi,k,
refers to the moles of atom k (=C,H, or O) in one mole of component i; βi,k negative
for reactants and positive for products in Eq. 2.1. For i = 2, 4 . . . 9, bi refers to the
molecular weight ratio of component i to biomass (moisture and ash free); b3 = 1.
For i = 2, 4 . . . 9, the experimental data wexpi,j , is the weight ratio of component i to
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biomass (moisture and ash free basis) for dataset j (see Table A.6). For i = 3, wexp3,j
is the carbon recovery as liquid for experimental dataset j.
For the eight experimental data sets available for woody biomass fast-hydropyrolysis/
HDO (see Table A.6), the optimal solution of the model of Eq. 2.2 corresponds to z3 =
ηcarbon,hyp = 46%. We divide the experimental data sets into two groups corresponding
to low (four data sets) and high (four data sets) carbon recovery cases, which allows
us to investigate the sensitivity of the MINLP results to the value of ηcarbon,hyp.
The optimal solution when considering eight data sets (ηcarbon,hyp = 46%), the low
carbon recovery data sets (ηcarbon,hyp = 43%), and the high carbon recovery data sets
(ηcarbon,hyp = 48%) are reported in Table 2.3. Notice the objective function value
of the low and high carbon recovery cases are lower than the value for ηcarbon,hyp =
46%, indicating a better fit to the experimental data. In accordance with reaction
temperatures for the experimental data sets, the H2Bioil process is assumed to operate
at an average temperature of 673 K for the ηcarbon,hyp = 43% and ηcarbon,hyp = 48%
cases. For the process energy balance, even though the fast-hydropyrolysis/HDO
reaction is expected to be mildly exothermic [33,43], the enthalpy change of reaction
is conservatively assumed to be the same as biomass fast-pyrolysis [54, 55].
z1C1H1.44O0.60 + z2H2 →z3(liquid) + z4CO2 + z5CH4 + z6C2H6












βi,kzi = 0 k = C,H,O
z1 = 1




Main parameters-biomass processing. All the flow rates are normalized to
1 kmol/hr of biomass carbon feed processed. Multiple values (separated
by commas) considered for certain parameters.
Parameter Symbol Values
H2Bioil process
Temperature Thyp,udd 673 K
Pressure Phyp,udd 35 atm
Carbon recovery in liquid z3 = ηcarbon,hyp 0.435, 0.457, 0.480
Optimal objective in Eq. (2.2) 0.011, 0.024, 0.007
H2 coefficient in Eq.(2.1) z2 0.41,0.47, 0.52
CO2 z4 0.08 , 0.08, 0.08
CH4 z5 0.07, 0.08, 0.09
C2H6 z6 0.05, 0.05, 0.05
C3H8 z7 0.02, 0.03, 0.03
H2O z8 0.43 , 0.44, 0.44
Char (C) z9 0.25, 0.21, 0.17
Enthalpy change ∆Hpyro 1.5 MJ/kg biomass fed [55]
Heat-assisted gasifier
Temperature Tgfy,udd 1400 K
Pressure Pgfy,udd 35 atm
Maximum steam feed SteamUB 4 kmol/hr
WGS eqbm. constant Keqwgs,gfy 0.45
Methanation eqbm. constant Keqmeth,gfy 1.72 x 10
−5
The heat-assisted gasifier is modeled as an equilibrium reactor operating at a
temperature of 1400 K and a pressure of 35 atm (Table 2.3). It produces syngas
composed of H2, CO, CO2, H2O, CH4, and N2. Such high gasification temperatures
virtually eliminate tar formation [40,56], reduce the presence of higher hydrocarbons
(other than CH4) to trace amounts [56] and also ensure that the reactions approach the
equilibrium conditions [57–59]. The syngas composition is dependent on the variable
flow rates and the compositions of the input streams, specifically, steam, solar H2,
biomass feed, recycle gas and char to the gasifier. The equilibrium syngas composition
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is calculated using the equilibrium conditions for the WGS and CO-methanation
reactions as well as the overall C,H,O atom balance (see Eqs.A.14-A.19). In particular,
by altering the steam flow rate, the energy content of the syngas can be changed and
so can the percentage of solid char and biomass that is converted to gas. Steam
is necessary for converting the carbon in the biomass to CO and H2, and allows
for storing solar heat as the enthalpy of the syngas components. However, when
the amount of steam is increased, the H2/CO ratio and the fraction of the biomass
carbon atoms oxidizing to undesirable CO2 are expected to increase [60, 61]. At the
same time, additional solar energy soaked up as sensible heat during the conversion
of additional water to steam reduces the fraction of solar energy input stored as liquid
fuel.
2.3.3 FT synthesis and upgrading
We assume that cobalt catalysts are used, which increase wax production that
can subsequently be hydrocracked to produce diesel range linear alkanes [62, 63]. In
addition, the CO conversion per pass was chosen to be 90%, based on the knowledge
that WGS reaction activity is not significant for cobalt catalysts [64,65]. The reader
is referred to Fig. A.1 for a brief overview of the literature pertaining to FT reactors
and the syngas conversions reported therein. In general, FT product distribution is
well-represented by the Anderson-Schulz-Flory distribution, which is a function of the
carbon chain growth probability parameter, α [62]. Higher α promotes carbon chain
growth, leading to higher wax production. Commercial FT catalysts that correspond
to α as high as 0.96 have been reported in the literature [66]. Representative com-
pounds have been used to model the presence of each lumped product group: CH4,
C2H6, C3H8, C4H10 (C1-C4) and C6H14 (naphtha or C5-C9) for less than C10; C15H32
(diesel) for C10-C20; and C25H52 (wax) for greater than C20+. The base case results
are calculated using the lumped product distribution corresponding to α = 0.95,
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while α = 0.98 and α =0.90 cases are considered for analyzing the sensitivity of the
model results with respect to α.
Downstream from the FT synthesis, the mild hydrocracking of the paraffinic
wax produces products with carbon yields that can be reasonably approximated as
consisting of 80% diesel (C15H32), 15% naphtha (C6H14) and 5% light gases (CH4)
[63, 65]. No carbon loss is considered during the hydrocracking process, which is
consistent with experimental results [67]. The H2 required for the wax hydrocracking
reaction is provided by the unconverted reactant present in the FT exhaust gas.
2.3.4 Separation
In general, the separation and purification of products from a chemical reaction
involves a series of elaborate processing steps, each of which requires additional energy
input [36,50]. However, for the preliminary process synthesis, we anticipate that the
influence of well-established hydrocarbon-gas-water separation schemes will be small
on the overall solution. Therefore, we have only modeled a three-phase separator
using vapor-liquid-liquid (VLL) equilibrium that separates the three phases namely
gas, aqueous and organic liquid (consisting of condensable hydrocarbons) phases.
Although such a separation does not produce a high purity product, we are able
to model a thermodynamically feasible separation which can be achieved in a single
stage and does not require additional energy usage.
Each separation unit is operated at a fixed temperature and pressure, which
is determined from rigorous Aspen Plus R￿ simulations of model feeds to allow for
maximum fuel recovery and byproduct recycle. Because of the low solubility of
hydrocarbons and other gases in water, the aqueous liquid phase is approximated
by water. The resulting phase equilibrium between the aqueous phase and the vapor
phase is modeled using Raoults law. For each component j, the equilibrium separation
factor corresponding to the vapor-organic liquid phase equilibrium (Eq.2.3), Ksepj , is
assumed to be constant. For the fixed temperature and pressure of the separation
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units, the values for Ksepj are derived from rigorous flash calculations of a model
feed using the Peng-Robinson equation of state with Boston-Mathias alpha function
in Aspen Plus R￿ [52]. The assumption of a constant Ksepj is reasonable because
the feed molar compositions feasible to the optimization do not vary greatly from
the model feed compositions used. In particular, the variation in the feed mole
fraction of the components distributing between the organic liquid and vapor phases
is relatively small due to the large amounts of water present in the feed (∼40-50
mole%). For separations with large variations in the feed composition, the constant
Ksepj assumption will not hold and more detailed models incorporating the effect of
composition would be needed. In Eq. 2.3, xu,udd,j refers to the mole fraction of
component j in stream connecting separator unit u with unit udd.




2.3.5 Heat and power integration
The rate of external heat supply for an augmented process can be minimized by
exchanging heat between the available heat sources and sinks subject to a minimum
temperature of approach for heat transfer (Table 2.4). For fixed process operating
variables, the minimum heating and cooling requirements are calculated by identifying
the corresponding process pinch temperature. The pinch temperature refers to the
temperature value at which the process composite hot and cold enthalpy curves are
separated by the minimum temperature of approach ∆Tmin [68]. For simultaneous
heat and mass integration involving variable process flow rates and compositions,
the minimum heating and cooling requirements can be calculated by identifying the
pinch temperature using the constraints proposed by Duran and Grossmann [69].
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These constraints, when included in an MINLP model, serve to identify the process
pinch temperature among a set of candidates, deemed to be the inlet temperature of
the hot and cold process streams and sources (see Eqs. A.50-A.54). The minimum
gross heating requirement, is supplied at the highest temperature of the process,
which is the operating temperature of the heat-assisted gasifier (1400 K). This gross
heating requirement can be supplied by a combination of the heat available from
combustion of the purge streams, Qcomb, and solar-derived heat Qhutil, as reflected
in the constraint of Eq.2.4. Here, Qhutil,gross is the maximum of the minimum gross
heating requirement and the heat recovered from purge stream combustion. The
combustion (using air) of the process purge streams is modeled by allowing a fraction
of total energy content of the purge streams (ηhtrec) to be available at the highest
temperature of the process (Eq.2.4). Here, ηhtrec accounts for the energy losses (e.g.
sensible heat losses in the air stream) during combustion heat recovery.
Qhutil ≥ Qhutil,gross − ηhtrecQcomb (2.4)
We also allow for simultaneous power generation from the waste heat using a set of
predefined Rankine cycles with different operating boiler pressures (pb), condenser
pressures (pco) and turbine inlet temperatures (th) as proposed by Elia et al. [70].
Subsequently, the power generated from these cycles (wpb,pco,th) can be scaled accord-
ing to the water flow rate [70]. As a modification from the method of Elia et al.,
we model the use of condensing turbines with exhaust pressures much below ambient
pressure to improve power recovery (Table 2.4). Furthermore, since the temperatures
of the streams of the predefined Rankine cycles are also known, these streams are
allowed to exchange heat with other process streams and point sources in the heat
integration scheme [35,70]. Binary decision variables (ypb,pco,th) determine the presence
or absence of the defined Rankine cycles in the process. Eq.2.5 and Eq.2.6 define the
upper bounds on the number of Rankine cycles allowed and the steam molar flow rate
in each cycle (npb,pco,th). The net external electric power to be supplied from solar
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energy (Wnet), is defined as the difference of the power consumption via compressors,
pumps (first term on right side of Eq.2.7) and the Rectisol unit (Wrec)and the power
generated by the steam cycles (Eq.2.7).
￿
(pb,pco,th)
ypb,pco,th ≤ Emaxeng (2.5)










Main parameters-heat integration and optimization. All the flow rates
are normalized to 1 kmol/hr of biomass carbon feed processed. Multiple
values (separated by commas) considered for certain parameters.
Parameter Symbol Values
Heat and power integration
Condenser pressure pco 0.03 bar, 0.1 bar
Minimum temperature of approach ∆Tmin 10 K
Boiler pressure pb 80 bar, 160 bar
Turbine inlet temperature th 700 K, 800 K
Maximum steam flow rate nmaxfl 2 kmol/hr
Maximum Rankine cycles Emaxeng 3
Combustion heat recovery ηht,rec 80%
Objective function




Local solvers CONOPT, MINOS
Relative optimality tolerance 10−4
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For a target process carbon recovery, ηcarbon, the objective function to be mini-
mized corresponds to the total solar energy input rate to the process. This includes the
solar energy used for supplying H2, high temperature heat and electricity, given by the
first, second and third terms on the right hand side of Eq.2.8 respectively. For liquid
fuel production, Wnet is constrained to be non-negative. Relaxing this constraint will
allow for simultaneous liquid fuel and power production as discussed later on. The
estimated solar energy conversion efficiencies to H2 (ηH2), heat (ηheat) and electricity
(ηE) used are shown in Table 2.4 and represent currently feasible solar conversion
efficiencies (see SI). In Eq. 2.8, fu,udd refers to the stream molar flowrate between
unit u and unit udd; rh2 is the solar H2 generation source; str (u, udd) is the set of
streams connecting unit u and udd; LHVj is the lower heating value of component
j in MJ/kg. j = H2, bio . . . and mwj is the molecular weight of component j in













For the overall process, we impose the target process carbon recovery constraint of
Eq.2.9. The first and second summations on the left hand side of Eq.2.9 refer to the
total carbon recovered in the liquid fuel produced from FT synthesis/hydrocracking
and H2Bioil process respectively. In Eq. 2.9, φcarbon,j refers to the moles of carbon
present in one mole of component j; fuelft (j) is the set of all components in FT
diesel; fuelhyp (j) is the set of all components in H2Bioil liquid fuel; fl1, fl2 are
separation units; pdi and pgas refer to the FT diesel and H2Bioil liquid fuel storage
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tanks respectively. All the molar flow rates of the process are normalized to 1 kmol/hr






nfl2,pgas,jφcarbon,j = ηcarbon (2.9)
CH1.44O0.60 + x1H2 + x2O2 → x3CH1.46O0.01 + x4CH2.13 + x5CO2 + x6H2O (2.10)
Minimize x1
Subject to:
x3 + x4 = ηcarbon
x3 + x4 + x5 = 1
−2x1 + 1.46x3 + 2.13x4 + 2x6 = 1.44
−2x2 + 0.01x3 + 2x5 + x6 = 0.60
x3 ≤ ηcarbon,hyp
x1, x2, x3, x4, x5, x6 ≥ 0 (2.11)
We also include constraints, which provide lower bounds on the process H2 and
solar heat requirements. For a specific value of ηcarbon, the process H2 consumption
has to be greater than the theoretical minimum H2 consumption defined from the
overall process reaction in Eq.2.10. The first term on left hand side of Eq.2.10 refers
to biomass. The reactant O2 is sourced from air and enables the combustion of
all the process purge streams for heat recovery. Thus, those carbon and hydrogen
atoms not recovered as liquid fuel are lost as CO2 and H2O respectively. On the
right side of Eq.2.10, the first and second lumped molecular formulas correspond
to the liquid fuel produced from the H2Bioil process (formula from Table 2.2)and
FT synthesis/hydrocracking, respectively. The theoretical minimum H2 consumption
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is calculated as the optimal objective function value of the linear program given
in Eq.2.11, with the constraints including atom balances and the maximum carbon
recovery as liquid fuel for the fast-hydropyrolysis/HDO reaction.
We can lower bound the gross process heating requirements with the highest
temperature heat sink, which in case of the H2Bioil-STG superstructure, is the gasifier
heat duty (qgfy). Together, Eq.2.4 and Eq.2.12 indirectly lower bound the solar heat
requirement for the process.
Qhutil,gross ≥ qgfy (2.12)
2.3.8 Model summary
The developed mathematical model is a non-convex MINLP with 8 binary vari-
ables, 820 continuous variables and 851 equality and 39 inequality constraints. The
model contains 394 nonlinear terms, mostly as bilinear expressions used in defining
split fractions, mole fractions and reaction equilibrium. We solved the model in
GAMS [71] for different values of ηcarbon using the branch-and-bound global opti-
mization algorithm implemented in BARON [72]. Global optimization overcomes the
challenges of local optimization solvers which include: 1) being limited to inferior local
optimal solutions by virtue of the non-convex nature of the problem and 2) requiring
knowledge of good quality initial solutions, which is particularly difficult to identify
for large-scale process networks. The global optimization algorithm implemented in
BARON iteratively generates an improved lower bound on the objective function by
solving a convex relaxation of the original non-convex problem.
In certain cases, the rate of improvement in the lower bound can be increased by
adding specific constraints to the convex relaxation of the non-convex problem. For
example, consider the mass balance constraints for each stream splitter unit u in the
MINLP model, given by Eqs.2.13-2.14. The summation of the split fraction,λu,udd,
over the set of all outlet streams from the splitter u must be equal to unity (Eq.2.14).
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In Eq.2.13, nu,udd,j and nud,u,j corresponds to the component molar flow rate in the
outlet stream from the splitter u (connecting to unit udd) and the inlet stream to
the splitter u (originating from unit ud) respectively. Convexification techniques
using convex and concave envelopes of the bilinear term in Eq.2.13 lead to mass
balance violations in the convex relaxation. In contrast, addition of the individual
component mass balance constraint (Eq.2.15) for the set of all components in the
convex relaxation improves the quality of the lower bound by preventing mass balance
violation and thereby helps to reduce the computational time required for the solution
[72,73]. ∀u ∈ split (u) , udd ∈ str (u, udd) , ud ∈ str (ud, u) , j ∈ inspec (u, j),
nu,udd,j = λu,uddnud,u,j (2.13)
￿
str(u,udd)
λu,udd = 1 (2.14)
￿
str(u,udd)
nu,udd,j = nud,u,j (2.15)
We also include a constraint in the relaxation that limits the energy efficiency of
the overall process, defined as the ratio of the LHV of the product (liquid fuel) to
the LHV of biomass and H2 feeds as well as electricity and heat input to be less than
100%. This constraint is shown in Eq.2.16, where Qcutil refers to the process cooling
requirement and the first and second terms of the right hand side refer to the heating
value of the liquid fuel produced from the H2Bioil process and FT/hydrocracking
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respectively. The two summations on the left hand side of Eq.2.16 correspond to the















2.4 Results and discussion
2.4.1 General Results
Figs. 2.2-2.4 summarize the heat integration, supplemental energy consumption
and process topology of the optimal process configuration for different values of ηcarbon.
The presented solutions of the MINLP model refer to a process producing liquid fuel
exclusively, corresponding to an objective function value which is greater than or equal
to zero. In general, the optimal solutions favor feeding biomass to the H2Bioil process
over the heat-assisted gasifier (Fig. 2.4) because of the higher carbon and energy
efficiency of the former thermochemical conversion pathway [45]. Consequently, the
optimal solution for each value of ηcarbon is sensitive to the variation in the H2Bioil
carbon recovery as liquid, ηcarbon,hyp, as illustrated in Fig. 2.3. For example, at
ηcarbon = 55%, the optimal solar heat requirement for ηcarbon,hyp = 43% is nearly
two and half times the corresponding value for ηcarbon,hyp = 48%. In contrast, the
sensitivity of the optimal solution to the variation in FT synthesis chain growth
probability (α) is relatively small and therefore has not been presented here.
For all cases of ηcarbon studied here, the optimal process configuration requires
zero solar electricity input, since the process electrical power requirement is supplied
from utilizing the waste heat through the available Rankine cycles. The developed
29
MINLP model is also capable of identifying processes that co-produce electricity and
liquid fuel, in case such a process is deemed economical. When allowing for co-
production, we find that the optimal process configuration has the same process
topology and similar flow rates as the optimal configuration that is constrained to
not produce any electricity. However, since the Rankine cycles are operated at their
maximum working fluid capacity (Eq.2.6) to produce excess power, the process with
co-production consumes additional solar heat compared to the liquid fuel solution.
This fact is illustrated in Fig. 2.2 where the heat integrations of the optimal process
configurations for the liquid fuel only and co-production case are depicted. As seen
in Fig. 2.2, the additional solar heat that is soaked up for the co-production of power
is used to generate superheated steam (700-800 K) for the Rankine cycles. This
finding suggests that the electrical power produced from soaking additional solar
heat via the Rankine cycle has a higher sun-to-electricity efficiency than the specified
external solar electricity available at ηE = 10%. In case of the optimal process
configuration producing liquid fuel alone, Fig. 2.2 also suggests that the gross heat
input (purge combustion heat and solar heat) is primarily used to heat the feed
streams to the gasifier beyond 673 K and to supply the heat duty for gasification and
fast-hydropyrolysis/HDO. In one possible design, the external heat can be supplied
indirectly via circulating bed material to a consolidated reactor unit involving a top
fast-hydropyrolysis zone operating at 673 K and a bottom gasification zone operating
at 1400 K. The cold feed streams can be injected at the appropriate temperature
regimes within the reactor [45].
2.4.2 Standalone process regime
The quantity of solar heat and H2 input required by the optimal process config-
uration is dependent, among other factors, on the parameters ηcarbon and ηcarbon,hyp.
As seen in Fig. 2.3, the optimal process configurations when ηcarbon < 55% are
standalone processes that do not require any solar energy input, either as heat or
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H2. This would correspond to Qhutil = 0, and Qhutil,gross = ηhtrecQcomb in Eq. 2.4.
At the maximum value of ηcarbon for a standalone process, given by ηcarbon = 54%
(ηcarbon,hyp = 48%), the heat available from the combustion of the residual carbon and
hydrogen containing purge streams (char and gas byproducts) is equal to the minimum
process heat requirements. At lower values of ηcarbon, the optimal standalone process
produces excess heat at the expense of reducing the liquid fuel output.
Figure 2.2. Hot and cold composite curves for the optimal process
configuration for ηcarbon = 80% for liquid fuel production only (top) and
liquid fuel and power production (bottom). α = 0.95, ηcarbon,hyp =48%.
It is interesting to note that when ηcarbon ≤ 54%, the MINLP model finds multiple
optimal process configurations that have different process topologies and steam re-
quirement for gasification, but have the same objective function value (=0). For ηcarbon

















































































































































































































































































key split fractions and gasification steam requirements. For each value of ηcarbon,hyp,
different combinations of char and gas (syngas or recycle gas) can be combusted to
provide the process heat requirements. Similarly, the H2 requirement for the H2Bioil
process is met by the H2 and CO in the syngas produced from gasifying one or more
of the following: a portion of the biomass, recycled char, and/or gas. The role of
steam feed to the gasifier is primarily to convert the char, biomass, and recycled
hydrocarbons to H2 and CO in the syngas mixture. Eventually, the most preferred
among all the optimal process configurations will be the one with the least capital and
operating cost. For example, doing away with the capital intensive syngas-to-liquid
fuel equipment (e.g. acid gas cleaning, FT synthesis etc.) yields a standalone process
with ηcarbon ∼ 48% (ηcarbon,hyp = 48%). Here, the entire biomass is fed to the H2Bioil
process, and the H2 requirement is supplied from the syngas produced from gasifying
100% of the char and 19% of the recycle gas streams.
2.4.3 Augmented process regime
As can be seen in Fig. 2.3, for the ηcarbon ≥ 55% cases studied here, the optimal
process configurations require additional energy input because a reduced amount of
carbon is available for providing process heat via combustion. Here, solar heat, which
is available at a higher solar conversion efficiency than H2 or electricity, supplies the
remaining portion of the process heat. The solar heat input is predominantly used to
supply the heat duty needed for gasification which, in the case of 55%≤ ηcarbon ≤70%,
is required for the reforming reactions of the recycled char and gas streams. The
syngas produced from the gasifier is subsequently split between the H2Bioil process
for H2 supply and FT synthesis/hydrocracking for liquid fuel production. From
Figs. 2.3-2.4, the following are the major topological trends for the optimal process
configurations with increasing values of ηcarbon (in the range of 55% to 70%). 1) A
higher fraction of char and gas byproducts need to be recycled to the gasifier (Fig.
2.4), resulting in correspondingly higher solar heat requirements (Fig. 2.3). For
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Figure 2.3. Solar heat, H2 consumption and liquid fuel yield of the optimal
process configuration for different target carbon recovery levels. α = 0.95.
Carbon recovery from fast-hydropyrolysis/HDO: ηcarbon,hyp =43% (left)
and ηcarbon,hyp =48% (right).
additional carbon recovery, the recycling of gas streams produced from the H2Bioil
process and FT synthesis (composed mainly of CO2 and C1-C4 hydrocarbons) is
favored over recycling of char. The recycled C1-C4 hydrocarbons and CO2 can be
reformed to H2 and CO without the need to supply external steam to the gasifier.
In contrast, to use char external steam has to be supplied to convert it to H2 and
CO. The generation of this steam requires additional heat and this penalizes the use
of char. 2) Higher fractions of syngas are used for liquid fuel production via FT
synthesis, resulting in an increasing fraction of biomass carbon being recovered as FT
liquid fuel. Despite this, the optimal process configuration remains self-sufficient in
H2 until ηcarbon increases close to 70%. This is achieved by recycling 100% of the char
as well as H2Bioil and FT gas byproducts to be reformed in the gasifier.
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Figure 2.4. Split fraction of the optimal process configuration for different
target carbon recovery levels. ηcarbon,hyp =48%; increase in carbon recovery
beyond 50% is via FT synthesis.
When ηcarbon >70%, the carbon that is not converted to fuel exists predominantly
as CO2 which accumulates as an inert in the process streams and cannot be recovered
by recycling alone. In the absence of external H2, CO2 formation acts as a sink for
rejecting the large amount of oxygen present in the feed biomass. Consequently, for
ηcarbon >70%, the process requires both solar heat and H2 input to get rid of the
biomass oxygen as H2O rather than as CO2. The solar H2 is supplied to the gasifier
rather than the H2Bioil process to allow for the conversion of the residual CO2 (built
up in the recycled gas streams) to CO via the Reverse Water-Gas Shift (RWGS)
reaction. The enthalpy change of the RWGS reaction is relatively small compared to
the reforming reaction (∼30 kJ/mol vs ∼300 kJ/mol), which was dominant during
gasification in the regime of ηcarbon ≤ 70%. This change in gasification reaction
chemistry when ηcarbon increases beyond 70% explains the reduction in the slope of
the solar heat requirement curve in Fig. 2.3. The additional CO produced from
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the RWGS reaction provides an indirect source of H2 for the H2Bioil process (via
WGS reaction) and also reacts with H2 to produce liquid fuel during FT synthesis.
In this manner, the process solar H2 requirement can be minimized to be close to
the theoretical minimum value for every ηcarbon >70% as shown in Fig. 2.3. For
70%≤ ηcarbon ≤95% cases, the unconverted carbon is purged from the process in the
form of pure CO2 separated from the syngas in the acid gas removal unit (during
syngas cleaning).
2.4.4 Comparison with gasification-FT
We compare the optimal processes obtained from evaluating the H2Bioil-STG
superstructure against the optimal STG-FT processes. This comparison quantifies
the potential benefit of integrating different biomass thermochemical pathways for
liquid fuel production.
The STG-FT optimal process configuration is derived by restricting the feasible
region of the developed MINLP model to the heat-assisted gasification/FT part of the
H2Bioil-STG superstructure (Fig. 2.1). For each value of ηcarbon, the key variables in
the optimization include: 1) the distribution of the feed biomass between gasification
and combustion (via purge) for process heat, 2) the extent of FT byproduct gas
recycling and residual CO2 recycling, 3) the steam requirement for the gasifier and the
WGS reactors, and 4) the process heat and H2 input. Of particular note is the case of
ηcarbon = 30%, where the MINLP model finds alternative optimal configurations which
do not require any solar energy input. For one configuration shown in Fig. 2.5, 22% of
the feed biomass is combusted for process heat and 53% of the vapor stream from the
vapor-liquid separation unit is recycled to the gasifier to generate additional syngas.
With increasing ηcarbon ≥ 40%, an increased fraction of biomass is used for gasification,
along with recycling of the unconverted reactants and byproducts of FT synthesis as
seen in Fig. 2.5. The variation in solar heat and H2 consumption versus carbon
recovery follow similar trends to that seen for the H2Bioil-STG superstructure. A
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Figure 2.5. Key split fractions (left Y-axis) and solar heat and H2
consumption (right Y-axis) of the optimal STG-FT process configuration
for different target carbon recovery levels. α = 0.95.
detailed discussion of the main characteristics of the biomass gasification-FT process
is available elsewhere and is therefore omitted [32, 35,42,50].
Every feasible solution to the STG-FT process optimization provides a sub-optimal
solution to the H2Bioil-STG superstructure optimization. In fact, the amount of
heat and H2 required for the optimal STG-FT processes are found to be consistently
higher than the requirements estimated for the optimal H2Bioil-STG processes (Fig.
2.5 vs Fig. 2.3). While the optimal H2Bioil-STG process remains standalone for
cases of ηcarbon ≤ 54% in Fig. 2.3, the STG-FT process requires solar heat input for
ηcarbon ≥ 40%. As shown in Fig. 2.6, when ηcarbon ≥ 70%, the optimal solution of the
H2Bioil-STG process results in ∼28-156% lower solar energy requirement relative to
the STG-FT process. As expected and also depicted in Fig. 2.6, solar energy input to
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Figure 2.6. Solar energy consumption of the optimal H2Bioil-STG and
STG-FT process configurations for different target carbon recovery levels.
Solar energy conversion efficiencies reported in Table 2.4.
the STG-FT process increases with a decrease in FT α, because increasing amounts
of C1-C10 hydrocarbons have to be recycled to the gasifier.
2.4.5 Accounting for intermittent solar energy
For enabling augmented biofuel production using intermittent solar energy, any
combination of the following storage options could be used: 1) when available, solar
energy is stored to supply heat and H2 later or 2) in the absence of solar energy,
unconverted carbon (e.g char/gas) is stored for subsequent conversion to liquid fuel.
Recently, a high efficiency energy and carbon storage concept based on the cyclic
transformation between carbon dioxide and carbon molecules like methane was pro-
posed for uninterrupted renewable power generation (see Chapter 5) [34]. Such
storage cycles could be integrated with a biofuel facility to enable round the clock
operation at high ηcarbon (see Chapter 8).
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On the other hand, if cost-effective energy or carbon storage options are not
available, the flexibility to operate a biofuel facility at different carbon recovery levels
can allow for continuous operation without startup/shutdown issues. Using the results
in Figs. 2.3-2.6, we can construct flexible biofuel process designs that are capable of
operating in augmented (high ηcarbon) or standalone (low ηcarbon) mode depending on
whether or not supplemental solar heat and H2 are available. For the standalone
mode of the process, the char and recycle gas will be used to supply the H2 required
for the H2Bioil process (via syngas generation) and process heat (via combustion),
resulting in a maximum standalone ηcarbon of ∼52-54% (for ηcarbon,hyp =43-48%). In
the augmented mode of the process, use of solar heat allows the recovery of a portion
of the carbon in the char and gas streams as liquid fuel using FT synthesis, thereby
resulting in ηcarbon of ∼73-74%(ηcarbon,hyp =43-48%). When use of both solar heat and
H2 is economical, the process may further be augmented to operate at ηcarbon > 74%.
In this augmented mode, the process economics will determine the ηcarbon that is
chosen. It should be noted that in case FT synthesis is found to be uneconomical for
a small-scale biofuel facility, then the H2Bioil process and the heat-assisted gasifier
can be operated round the clock in a standalone mode, at a carbon recovery, that is
primarily dependent on the parameter, ηcarbon,hyp. The optimization of HDO catalysts
and fast-hydropyrolysis operating conditions could potentially increase ηcarbon,hyp.
However, beyond a certain ηcarbon,hyp, the byproduct char and gas will be insufficient
to supply the needed heat and H2 and supplemental energy input would be necessary.
2.5 Conclusions
We have computationally demonstrated a method to systematically identify car-
bon and energy efficient biofuel processes using supplemental solar energy available
as heat or H2. The method is based on representing a process superstructure as
a non-convex MINLP model that allows for simultaneous heat, mass, and power
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integration. This MINLP is then solved using global optimization tools to identify
lucrative process configurations.
Synergistic process integrations are possible from simultaneously evaluating differ-
ent biomass thermochemical conversion pathways like fast-hydropyrolysis/HDO and
gasification-FT. From a topological standpoint, the optimal process configurations
favor: 1) feeding biomass to the H2Bioil process as against the heat-assisted gasifier
and 2) using char and gas byproducts for producing heat, H2, or additional liquid fuel
via FT synthesis. Depending on the target carbon recovery constraint, the optimal
process configuration is either a standalone process (ηcarbon ≤ 54%), an augmented
processes that uses solar heat (54% ≤ ηcarbon ≤ 74%) or an augmented process that
uses both solar heat and H2 (74% ≤ ηcarbon ≤ 95%). For the last class of processes, the
H2 consumption is verified to be close to the theoretical minimum H2 consumption.
We also suggest flexible biofuel processes capable of operating at low and high
carbon recovery levels to account for the intermittent availability of supplemental
solar heat or H2. Based on the H2Bioil-STG superstructure, a biofuel facility without
energy or carbon storage capabilities can operate at values of ηcarbon close to 52-54% in
the absence and at higher carbon recovery levels in the presence of supplemental solar
energy (heat and/or H2). The long-term viability of such flexible biofuel processes
will depend on overcoming the engineering challenges encountered in building such
facilities as well as the economic trade-off when compared to the processes operating
round the clock using energy/carbon storage facilities.
40
3. SUN-TO-FUEL ASSESSMENT OF ROUTES FOR FIXING CO2 TO LIQUID
FUEL
3.1 Introduction
The adoption of renewable energy sources like solar energy is one strategy for ad-
dressing greenhouse gas (GHG) concerns originating from fossil fuel use [3, 4]. Of
all end uses, the transportation sector poses the greatest challenge owing to its high
volumetric energy density fuel requirements, which are in contrast with the proposed
carbon-free alternatives such as H2 and electricity [74]. Given the existing hydrocar-
bon infrastructure, the continued use of carbon-based liquid fuels for transportation
seems reasonable [15, 32, 75].
However, the continued use of liquid fuels for transportation with simultaneous
GHG emission abatement depends on the availability of a renewable carbon feedstock
[30]. The CO2 present in Earths atmosphere provides such a carbon source. Use of
biomass, where the atmospheric CO2 is fixed via photosynthesis using solar energy
into dense lignocellulosic mass, to provide liquid fuel is well known [4, 15, 30, 76,
77]. However, only waste biomass obtained from existing agricultural and forestry
practices and dedicated fuel crops (e.g., perennial grasses like switchgrass) grown
on marginal lands unsuitable for agricultural use [17, 78], constitute the sustainably
available (SA) biomass resource for liquid fuel production [4, 15]. Consider a likely
scenario where use of SA biomass even via carbon-efficient liquid fuel producing routes
(such as those discussed in Chapter 2) is unable to supply the liquid fuel demand. In
such a case, alternative renewable carbon sources for meeting any unfulfilled liquid
fuel demand needs to be explored. In this chapter, we consider the use of fossil-CO2
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extracted from existing coal or natural gas power plants and atmospheric CO2, to
meet the unfulfilled carbon needs of immediate as well as distant futures respectively.
For our analysis, we advocate a systems approach, by defining a novel metric of
sun-to-fuel (STF) efficiency, to compare the alternative liquid fuel yielding routes.
The STF efficiency is defined as the fraction of the energy in the incident sunlight
that is recovered in the liquid fuel. The STF calculations are done on the basis of
average annual incident solar energy. An interesting finding of our study is that our
results regarding relative energy efficiency of different routes in converting CO2 to
liquid fuel is independent of the CO2 source-whether from a fossil fuel power plant or
extracted from the atmosphere. We will first discuss our method and results in the
context of direct extraction of atmospheric CO2 and then wrap the analysis with the
case of fossil power plant CO2.
3.1.1 Why STF efficiency?
The value of the STF efficiency metric can be understood in the context of
the limited land area available to meet the large amounts (trillion MJs) of energy
consumed globally for all end uses, including transportation. The notion of efficient
land use for energy generation is especially critical for high population densities such
as in China and India, where per capita land availability is an order of magnitude
lower than in regions such as the United States [79]. In addition, the per capita
energy demands of these regions are projected to grow in the coming decades. These
land stressed regions will potentially have to use land for dual-uses, utilize offshore
oceanic regions for harnessing solar energy or import energy from other areas. In all
such cases, efficient STF conversion would be beneficial in reducing the areal impact
of energy production and eliminating the geopolitical and economic pressures arising
from energy imports. An STF efficiency based analysis compares the relative land
area requirements for different sun-to-liquid fuel routes and highlights any energy flow
bottlenecks to be overcome.
42
An often cited limitation for the widespread adoption of renewable energy based
technologies is their unfavorably high economic costs, compared to fossil fuel al-
ternatives [15, 80–82]. However, in the long term view, several of the component
technologies for harvesting renewable (solar) energy are at different stages of research
and development, as compared to the mature fossil fuel technologies. Therefore, it is
premature to use the projected economic costs of the currently available renewable
energy technologies either as an indicator of their future applicability or for comparing
them against fossil fuel options. Several technologies including central processing
units, solar cells, gas turbines, and wind turbines have demonstrated the experience
curve effect, whereby drastic (10-1000 fold) decline in production costs are realized
with research breakthroughs and experience gained from large-scale manufacturing
[83].The same argument holds true for any of the renewable energy-based liquid fuel
routes considered here.
The proposed STF efficiency analysis leads to a preliminary ranking of the alterna-
tive routes for liquid fuel production over a given land area. In the process, the given
land is assumed to be equally well-utilized for any of the considered routes. However,
it is quite possible that there exists some bias of land use towards a particular route,
as a consequence of other environmental descriptors such as solar intensity, soil and
water as well as the possible availability of arable land for liquid fuel production
without competing with food (e.g., Brazil [11]).
3.1.2 An example STF analysis
We will present in detail an example STF efficiency analysis, which will show that
there could be drastically higher land area needs if lower energy efficient routes are
chosen, possibly because of their currently lower projected economic costs. The ex-
ample case considers the four potential routes, shown in Fig. 3.1, of direct extraction
of atmospheric CO2 and its thermochemical conversion, growing regulated biomass
and its subsequent conversion, algae oil and conversion of the algae residue, and direct
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Figure 3.1. Alternative routes for converting CO2 to liquid fuel using solar
energy considered here. Solar energy input to the process can be as solar
radiation, heat, H2 and/or electricity.
conversion of CO2 with photosynthetic bacteria. The main findings of the analysis
are based on elaborate calculations made for the major energy consuming steps and
are best summarized in the two STF efficiency projections for each potential route:
1) a current estimate, which is likely achievable with currently available technologies
and 2) a future estimate, which can be potentially achieved with future advances in
the technologies. Here, current is meant to present a credible representative scenario
of the existing state of various technical components pertaining to each route, even
though they may or may not have been implemented together as a single system.
The future projection is meant to highlight the optimism of the scientific community,
through rationalized feasible improvements expected in the performance of several of
the energy consuming steps for each route. In addition, sensitivity analysis is used to
identify the dominant factors governing the STF efficiency of each route.
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3.2 Methods
The STF efficiencies for the example case study are calculated using an incident
solar intensity of 1,000 W/m2 available 20% of the time in a day on an average in
regions such as the US [84], corresponding to an annual value of ∼6,300 MJ/ m2/y.
Depending on the geographic region and time of day, the precise value of incident
solar intensity could vary by as much as a factor of two in the US [85] . However,
since the STF efficiency of all routes would be equally impacted by the change in the
incident solar intensity, the use of a representative average value is deemed sufficient
and would not alter the trends emerging from this analysis. For the recovery of solar
energy as heat or electricity, the available solar energy was derated by a factor of
0.5 to account for the unusable land area due to multiple factors such as shading,
access to solar panels, right of way etc [9]. In some cases, this land use factor could as
well be relevant for photosynthesis based routes, as discussed later. In any case, for
solar electricity produced using ∼20% efficient PV modules currently available [2], the
net sun-to-electricity efficiency (E) is only 10%. Furthermore, despite 40% efficient
multi-junction solar cells (leading to E of 20% after including 0.5 land factor) being
a distinct possibility in the future [86], we conservatively consider solar electricity for
current and future scenarios to be available at E of 10%, with the E of 20% considered
only for sensitivity analysis.
For current solar H2 production via the use of commercial electrolyzers in conjunc-
tion with 10% efficient solar electricity, the percent of incident solar energy recovered
as lower heating value (LHV) energy in H2, i.e., sun-to-H2 efficiency (STH2) is 6.2%
[24]. In contrast, recent encouraging developments in the design of thermochemical
water-splitting ferrite cycles point to a future STH2 value as high as 12.4% [8].
The percent recovery of solar energy as heat, i.e., sun-to-heat efficiency is esti-
mated to be 38.4%, after accounting for blackbody radiation losses at the specified
temperature of heat absorption (∼ 1200 K), typical concentration ratio of 4000
achievable using heliostat fields in conjunction with secondary concentrators for a
solar tower [87], reported heat loss estimates for a scaled-up solar reactor absorbing
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heat [88], and the derated 0.5 land factor. In addition, no improvements in the
sun-to-heat efficiency are projected going from current to potential future scenarios.
Details of all calculations, including assumptions along with their justification, are
provided in Appendix B.
3.3 Results and discussion
3.3.1 Thermochemical route with direct CO2 extraction
3.3.1.1. CO2 extraction
Atmospheric CO2 extraction processes have been extensively discussed either for
carbon sequestering purposes [75, 82, 89–94] or for using the extracted CO2 to form
hydrocarbons or other fuels [95–97]. The trace concentration of CO2 in air renders
its extraction to be energy intensive, as seen from the fact that the thermodynamic
minimum or reversible work (Wmin) of extracting one mole of CO2 from air is ∼ 20
times the corresponding value for extracting O2, a bulk component in air, at 19.63
kJ/mol of CO2 extracted (calculated in Appendix B).
The energy requirements for real processes designed to extract CO2 from air can be
summarized by their process extraction efficiency, η, a measure of the actual electrical
energy input needed compared to theWmin. For the different CO2 extraction processes
reported in the literature, the survey of which is beyond the scope of this work, the
process extraction efficiency is expected to be much lower than O2 extraction efficiency
from air (η ∼ 20% for O2; see Appendix B). This is primarily due to increased parasitic
energy losses via pressure drops, temperature differences in the heat exchangers and
so on as a result of handling the much larger air flow rates needed to extract the same
number of moles of CO2 compared to O2 from air [97].
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We have considered the values of η = 5% for sensitivity analysis and η = 20% for
potential future energy estimate; with E of 10%, these efficiency values translate into
3.93 MJ and 0.98 MJ of solar energy per mol of CO2 extracted, respectively. The
potential future η estimate of 20% was chosen to be equal to the typical O2 extraction
efficiency, and therefore provides an estimate for the achievable upper value of CO2
extraction efficiency for the reasons given earlier.
For the current energy consumption of a feasible atmospheric CO2 extraction
process, we rely on Zeman’s estimates for a prototype process, developed using
available experimental evidence for several of the energy intensive steps [89, 90].
Through efforts such as synergistic heat integration between the hydration and drying
processes, the developed process is estimated to require lower total primary energy
(heating value) requirements than previously reported literature processes [89, 98].
The outlined process requires external energy in the form of heat for calcination
and electricity for compression and other needs, which for E of 10% and sun-to-heat
efficiency of 38.4% corresponds to a total of 1.79 MJ of solar energy per mol of CO2
extracted. This number falls in the range of prior estimates, developed using pilot
plant studies for a similar absorption based process [97], lending support to its current
feasibility. Additionally, the use of a natural draft to transport the large quantities
of air has been suggested to reduce air movement energy requirements and improve
the extraction efficiency [89]. In this manner, it is physically possible to approach the
potential future solar energy requirement mentioned earlier. Also, coupling the CO2
extraction step with the H2 generation process (needed for the downstream conversion
of extracted CO2 to liquid fuel) can reduce the total solar energy use in going from
atmospheric CO2 to liquid fuel [95].
3.3.1.2. CO2-to-liquid fuel
The thermochemical conversion of extracted CO2 to liquid fuel is carried out by using
the RWGS reaction followed by catalytic Fischer-Tropsch (FT) processing to produce
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diesel range linear alkanes. At the same time, other thermochemical, photochemical
or electrochemical pathways involving different syngas generating schemes (e.g., H2O
and CO2 electrolysis) as well as different catalytic syngas-to-liquid fuel schemes (e.g.,
methanol synthesis, methanol-to-gasoline) can also be used [13,99]. The details about
the process models with a sample flowsheet are provided in Appendix B.
The overall STF efficiency of the direct CO2 extraction/thermochemical route can
be then be calculated for several cases of CO2 extraction efficiencies, liquid fuel output
as well as solar conversion efficiencies (see Fig. B.5). A snapshot of this sensitivity
analysis, shown in Fig. 3.2, suggests that because a large portion of solar energy
input goes towards the production of H2, increasing STH2 leads to an increase in the
STF efficiencies for the direct CO2 extraction/thermochemical route. In Fig. 3.2,
between current and sensitivity cases for this route, all the parameters are the same
except STH2 efficiency being higher for the sensitivity case. The comparison between
these cases shows the increasing percentage of the total solar energy input for CO2
extraction (reflected in heat and electricity input percentages) with increasing STH2
efficiency. Thus, at higher STH2 values, the CO2 extraction process inefficiency has
a greater impact on the overall STF efficiency.
3.3.2 Growing regulated biomass and subsequent conversion
3.3.2.1. Regulated biomass
Regulated biomass is different from SA biomass, constituting all biomass grown on
land managed for energy use, which provides a carbon source for liquid fuel production
[4]. Land managed for energy use refers to the constrained land resource which could
equally well be used for alternative purposes. In some cases, for example, the land
used for growing regulated biomass could also be used to either grow agricultural food
crops or harness solar energy through PV or other means.
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The STF efficiency of the regulated biomass route considers the following energy-
intensive steps: portion of the solar energy stored in the biomass that is collected
and delivered to the conversion plant [30]; energy provided for agricultural input,
harvesting and delivery of biomass to the plant gate; and conversion of biomass to
liquid fuel. A current biomass collection rate of 3 kg/m2/y, with LHV of 17 MJ/kg
of biomass, corresponding to 0.81% of the incident annual solar energy delivered to
the conversion plant as biomass, was chosen. For comparison, reported growth rates
for switchgrass and miscanthus are 1.4 and 3.0 kg/m2/y respectively [10, 100]. Zhu
et al. have estimated maximum theoretical conversion efficiency achievable for C3
and C4 crops to be 4.6% and 6% respectively [12]. Assuming biomass grows for six
months and is delivered to the conversion plant, the corresponding collection rates are
calculated to be 8.53 and 11.13 kg/m2/y respectively, with the latter value used for
the potential future STF efficiency estimate. The agricultural energy input included
the energy required for seeding, fertilizer, herbicide, packaging, transportation, diesel,
machinery and labor [101], all of which have been assumed to be provided by using the
fraction of the fuel produced. In this way, we ensure no fossil fuel use and therefore
no associated fossil carbon emissions. The remaining fraction of the fuel was used for
STF efficiency calculations.
3.3.2.2. Biomass-to-liquid fuel
As discussed in Chapter 2, standalone biomass-to-liquid fuel conversion processes
use biomass as the main energy source and release about half to two-thirds of the
biomass carbon as CO2, resulting in low liquid fuel yields and STF efficiencies [4].
With 3 kg/m2/y collection rate, the highest STF efficiency via standalone processes
will be about 0.56% [45]. In contrast, augmented processes introduced in chapter 2,
use supplemental solar energy to increase the recovery of biomass carbon as liquid fuel
and result in much higher values of the STF efficiencies [32]. The H2CAR process [32],
which uses solar H2, a biomass gasifier and an FT process to convert synthesis gas
49
Figure 3.2. Percentage of solar energy inputs as H2, heat, electricity and
photosynthesis for Current estimate (CE), Sensitivity (SE) and Future
estimate (FE) of STF efficiencies via different routes. For all cases-STH2:
6.2% (CE), 12.4% (FE), CO2 extraction: Zeman - 1.79 MJ of solar
energy/mol of CO2 (CE), η = 20% - 0.98 MJ of solar energy/mol of CO2
(FE), E: 10% (CE, SE & FE). Direct CO2 extraction/Thermochemical-
FT selectivity- α = 0.95 (CE, SE & FE), SE: STH2=12.4% and CO2
extraction: Zeman; Regulated Biomass-H2CAR-biomass collection rates:
3 kg/m2/y (CE), 11.1 kg/m2/y (SE & FE), SE: STH2 = 6.2% ;
Algae oil+residue case- algae yields-5.47 kg/m2/y with 20 wt% lipids
(CE), 9.12 kg/m2/y with 50 wt% lipids (SE & FE), lipid oil LHV:
33.1 MJ/kg, SE: STH2=6.2%; Direct photosynthetic-Atsumi et al. [102]-
areal productivity: 1.80 l isobutyraldehyde/m2/y (CE & SE), pure CO2
(CE), SE: 5% CO2 and CO2 extraction: Zeman; Direct photosynthetic-
Robertson et al. [103] 10.32 l C17 alkane /m2/y (SE & FE), SE: 2% CO2
and η = 20%, FE: pure CO2. Reported percents in each pie chart may
not add exactly to 100 since the respective fractions have been rounded
off individually.
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from the gasifier to liquid hydrocarbons, was considered here. Among the published
augmented processes, H2CAR is known to provide the highest STF efficiency [45].
The relative inefficiency of photosynthesis in utilizing solar energy to recover
atmospheric CO2 as biomass carbon compared to solar H2 production for both current
and future scenarios is clearly reemphasized from Fig. 3.2. In particular, the major
fraction of total land used for harnessing solar energy is found to be for growing
regulated biomass, leading to the STF efficiency of the regulated biomass route being
heavily dependent on the biomass collection rate. The only difference between the
current and sensitivity cases is the increase in biomass collection rate from 3 kg/m2/y
to 11.1 kg/m2/y. Since 62.4% of the augmented process energy input is provided by
H2, for the same biomass collection rate of 11.1 kg/m2/y, the solar energy fraction
for H2 goes from 45% to 29% as the STH2 value is doubled from 6.2% for sensitivity
case to 12.4% for the future case in Fig. 3.2. Thus, alternative augmented processes
with potentially lower H2 requirements, at the expense of using high temperature
heat [32, 42], could improve the STF efficiency.
3.3.3 Algae oil and conversion of residue
The benefit of harvesting algae for liquid fuel stems from their high lipid content
and fast growth rates compared to terrestrial crops [104–107]. The current promise
of algal biofuels was evaluated using average yields of 5.47 kg/m2/y (converted from
15 g/m2/d) with 20 wt% lipids, achieved as part of the US aquatic species program
[108, 109]. Other literature studies evaluating the prospects of algal biofuels have
also considered similar yields and oil contents for their current estimate [105, 106].
Recently, Weyer et al. reported theoretical calculations estimating what they refer to
as the best case daily maximum algae growth rate of 12.04-15.33 kg/m2/y (converted
from 33-42 g/m2/d) with 50 wt% lipids, potentially attainable using optimized pro-
duction systems for short time periods. The authors recognize that the average yield
over a year could be lower, primarily due to variations in incident solar energy [110].
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Sheehan cites the same article of Weyer et al. in determining a future average yield
estimate of 9.12 kg/m2/y (converted from 25 g/m2/d) with 50 wt% lipids. Based on
Sheehans interpretation of the estimates of Weyer et al., we considered an average
yield of 9.12 kg/m2/y with 50 wt% lipids as potential future estimate. For both
current and future STF efficiency calculations, we did not derate the reported growth
rate for any unusable land in an algae farm. An unintended consequence of this might
be an overestimation of the STF efficiencies for algae routes.
Table 3.1













For a self-contained process using algae, the STF efficiency is calculated using
lipid oil (LHV of 33.1 MJ/kg) as the representative liquid fuel. In addition, the
residual biomass from algae oil production could potentially be converted to liquid
fuel via an augmented process like H2CAR. In contrast to the STF efficiency of the
self-contained route (see Table 3.1), the augmented route producing lipid oil as well as
liquid fuel from the conversion of non-lipid residue via the H2CAR process improves
the STF efficiencies at the expense of utilizing a portion of the solar energy input
(14-25% as seen in Fig. 3.2) for H2. Note that our calculations do not account for
the auxiliary energy input that will be needed to maintain the algal farms, produce
concentrated (∼5%) CO2 feed used typically in algal farms, and convert lipids to
usable liquid fuel [106,107]. Thus, a fraction of the solar energy input may need to be
used to provide the auxiliary plant energy requirements, which could reduce the STF
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efficiencies of both the algae routes presented. Also, similar to the regulated biomass
route, for the same algae growth rate, the fraction of the total solar energy input that
is used for H2 drops from 25% to 14% for doubling of STH2 value as shown in Fig.
3.2, because of the large H2 consumption of H2CAR.
3.3.4 Direct conversion of CO2 with photosynthetic bacteria
Advances in metabolic engineering have led to the emergence of an alternative
photosynthetic route involving the direct conversion of CO2 to liquid fuels or chemicals
using engineered bacteria exposed to sunlight [102, 111, 112]. The combining of the
stages of photosynthetic carbon capture and subsequent conversion to liquid fuel into
a single process has the potential to avoid the energy inefficiencies associated with
standalone biomass-to-liquid fuel processes.
3.3.4.1. Current estimate
Atsumi et al. recently demonstrated the technical feasibility of producing isobu-
tyraldehyde from cyanobacteria at productivity values higher than those for either
ethanol or H2 using the same approach [102]. The authors advocate the production of
isobutyraldehyde as a precursor to the gasoline substitute isobutanol, which has also
been shown to be produced from the cyanobacteria, albeit at a lower productivity than
isobutyraldehyde. We consider the production of the fuel precursor, isobutyraldehyde,
from cyanobacteria in calculating the representative current STF efficiency of the
direct photosynthetic route. Note that this does not include the energy balance
associated with converting isobutyraldehyde to isobutanol.
In calculating the current STF efficiency, we have relied on the scaled up areal
productivity estimates for the experimental results of Atsumi et al. [102,109]. These
estimates are assumed to include discounting due to unused land. 1 m2 land area used
for photosynthesis annually produces an estimated 45.37 MJ of isobutyraldehyde (see
Appendix B) and requires additional land area to provide the solar energy input
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for CO2 extraction from air and compression work. The current STF efficiency can
be calculated by using a total land area of 1 m2 receiving 6307 MJ of solar energy
annually as,
STF efficiency =
fraction of area for photosynthesis× 45.37
6307
× 100 (3.1)
As seen from Fig. 3.2, a negligible fraction of the total solar energy input is needed
for atmospheric CO2 extraction. This implies that the process is currently limited by
the efficiency of the photosynthetic conversion. Therefore, even if no separate CO2
extraction from air is needed for this route and all the land area is solely used for
photosynthesis, the STF efficiency numbers will still be in the vicinity of 0.7%. As
a corollary to this trend, the corresponding sensitivity case of Fig. 3.2 also shows
that solar energy input fraction does not change considerably even if a 5% CO2 in air
mixture instead of pure CO2 is used. This is because the corresponding lower work of
CO2 extraction (based on Wmin,5% < Wmin,pure from Tables B.1-B.2) is compensated
with the higher work needed for compressing the gas mixture.
3.3.4.2. Potential future estimate
From the limited data available for direct photosynthetic CO2 conversion routes, we
have chosen to use the projections provided by Robertson et al. using photosynthetic
bacteria to produce linear saturated alkanes in the diesel range (C17) in presence
of sunlight and CO2 [103]. Through empirical measurement based calculations, the
authors have presented two projections for the average conversion efficiency of incident
solar photons to diesel: a practical maximum of 7.2% referring to the projected
benchmark of their patented process and a theoretical maximum of 12%, different
from the former in certain bioprocess energy losses being zero, including surface
reflection, photon utilization and culture growth. We have chosen the latter projection
as a potential future energy estimate. It should be noted that, although Robertson et
al. have taken an optimistic posture with respect to eliminating the aforementioned
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losses altogether, it is possible that some or all of these losses may be minimized to a
great extent. In translating this theoretical estimate into a scaled-up process estimate,
we have used the earlier described derating factor of 0.5 to consistently account for
any unused land area associated with the process, leading to an average conversion
efficiency of 6%. This conversion efficiency does not consider the energy required to
produce the concentrated CO2 stream needed for the process, estimated by Robertson
et al. to be of the order of 50-100 times the atmospheric CO2 concentration [103], or
other auxiliary energy requirements such as CO2 compression. As part of sensitivity
analysis, we consider the energy inputs associated with producing CO2 stream of
∼2% CO2, ∼4% CO2 or pure CO2 as well as compression work (see Appendix B). The
highest process STF efficiency is observed for the pure CO2 case corresponding to the
optimal balance between the work for CO2 extraction and work for compression, which
is taken as the potential future STF efficiency estimate for the direct photosynthetic
CO2 conversion route.
The improved photosynthetic conversion efficiency reduces the fraction of solar
energy input required for photosynthesis compared to the current estimate (Fig. 3.2).
Additionally, unlike in the current estimate case, here the efficiency of CO2 extraction
as well as concentration of CO2 impacts the overall STF efficiency. An example of
this trend is shown in the corresponding sensitivity case of Fig. 3.2 using a 2% CO2
mixture instead of pure CO2. A related challenge would be to explore the feasibility
of growing photosynthetic bacteria in ambient conditions under atmospheric CO2
concentration.
3.3.5 STF efficiency comparisons- atmospheric CO2
Fig. 3.3 summarizes the current and future STF efficiency estimates of all the
four potential routes considered in our example case study. Fig. 3.3 suggests that the
atmospheric CO2 extraction and its conversion to liquid fuel via a thermochemical
route is likely to be more energy efficient than either of the photosynthetic routes
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considered in this study. Among the photosynthesis-based routes, the augmented
algae based process is estimated to provide the highest current STF efficiency, while
the direct photosynthetic conversion of CO2 route has the potential for the highest
future STF efficiency. Moreover, even in case the land resource under question is
arable, Fig. 3.3 suggests that growing regulated biomass is still likely to be an energy
inefficient option.
Figure 3.3. Current estimate (CE) and Future estimate (FE) for STF
efficiencies via different routes to convert atmospheric CO2 to liquid fuels
as defined in Fig. 3.2.
The underlying reasons for the STF efficiency difference between the direct CO2
extraction/thermochemical route and the regulated biomass route are illustrated in
Fig. 3.4, using a basis of 1 kg of carbon recovered as fuel. The solar energy flows
in going from pure CO2 to liquid fuel are comparable to the corresponding values
for biomass to liquid fuel despite the different extent of carbon flows and purges in
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Figure 3.4. The solar energy flows for extracting 1 kg of carbon as the
same liquid fuel molecule (diesel) from atmospheric CO2 via two routes:
direct CO2 extraction/thermochemical and the regulated biomass-H2CAR
route.
either route. Moreover, the H2CAR process utilizes the energy content of the biomass
carbon as well which is not available for the RWGS-FT pathway.
However, the solar energy requirement for generating 1 kg of carbon as pure
CO2 is found to be ∼ 29% of the energy required to produce 1 kg of carbon as
lignocellulosic biomass for the lowest CO2 extraction efficiency and the highest pho-
tosynthetic efficiency cases chosen in Fig. 3.4. A break-even CO2 extraction efficiency
corresponding to when the solar energy requirements for producing 1 kg of carbon
as pure CO2 or biomass are equal, for E of 10% and photosynthetic efficiency of 3%,
is estimated to be 1.47%. All higher extraction efficiencies will lead to lower solar
energy requirements and consequently higher STF efficiency for the direct CO2 ex-
traction/thermochemical route. A lower break-even extraction efficiency is estimated
for biomass photosynthetic efficiencies less than 3% and E values higher than 10%.
Hence, it is a combination of the high efficiency of solar electricity generation as well as
the CO2 extraction efficiency compared to the photosynthetic route that culminates
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in the superior STF efficiency findings. It is worth re-emphasizing that since the
dominant fraction of solar energy input for the CO2 extraction/thermochemical route
is H2, any potential improvements in the STH2 will boost the overall STF efficiency
as reflected in the potential future estimate of 7.9%. This is also the highest future
STF efficiency estimate.
3.3.6 STF efficiency comparisons- fossil CO2
While CO2 extraction from air is not yet economically viable [81,82], a transition
sun-to-liquid fuel route could use CO2 captured from the flue gas exhaust of fossil
fuel power plant. Aside from the regulated biomass to fuel route, the remaining
three routes can convert the captured CO2 stream to liquid fuel. For STF efficiency
calculations, the fossil power plant is assumed to be integrated with the well-developed
monoethanolamine (MEA) process for CO2 capture purposes [113,114]. As elaborated
in Appendix B, the energy penalty of CO2 extraction is included as the solar electricity
to be supplied to maintain the fossil plants power output without CO2 capture. Thus,
no additional fossil fuel is utilized for the CO2 capture process.
For the thermochemical CO2 to liquid fuel route, the much higher CO2 concentra-
tions in the flue gas (∼10-15 mol% [115]) relative to the atmospheric levels reduces the
work of CO2 extraction. This explains the higher current and future STF efficiency
estimates of 4.61% and 8.48% respectively (Fig. 3.5), compared to the estimates
presented in Fig. 3.3. The desired feed CO2 concentrations needed for algae growth
are similar to typical flue gas CO2 concentrations [106], leading to little energy input
required for CO2 capture. As a result, the STF efficiency estimates of algae routes
remain unchanged in Fig. 3.5 from the estimates in Fig. 3.3, where the work for
producing the feed CO2 stream from atmospheric CO2 was conservatively ignored.
For the direct photosynthetic conversion of CO2 to fuel route, using the flue gas
exhaust for CO2 feed (pure) results in a marginal improvement in the STF efficiencies
relative to the atmospheric CO2 case. This is because the STF efficiency estimate for
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this route is dominated by the solar energy consumption of the photosynthetic step
rather than the CO2 extraction.
Overall, Fig. 3.5 shows that the ordering in the current and future STF efficiency
estimates for the aforementioned routes remain the same as shown in Fig. 3.3 even
when flue gas is proposed to be used as the CO2 source. More generally, the findings
of the example STF efficiency analysis with respect to all the routes excluding the
biomass route are found to be independent of the concentration of the CO2 source
used.
Figure 3.5. Current estimate (CE) and Future estimate (FE) for STF
efficiencies via different routes to convert the fossil power plant CO2 to
liquid fuels as defined in Fig. 3.2. The CO2 extraction energy penalty is
estimated from the reported value for the MEA process [113].
3.3.7 STF efficiency targets
A direct consequence of the systems approach advocated here is the development of
universal STF efficiency benchmarks that are valid across a diverse range of technolo-
gies. Based on the findings of Fig. 3.3, we can estimate the target efficiency range for
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a photosynthesis route to be as energy efficient as the CO2 extraction/thermochemical
conversion process. If pure CO2 extracted from the atmosphere is to be used for the
photosynthesis route, then the target efficiencies based on the current and future
estimates are 4.8% and 9.1% corresponding to STH2 efficiencies of 6.2% and 12.4%,
respectively (see Appendix B). The same numbers when CO2 in the atmospheric
air can be directly used are 4.2% and 7.9%, respectively. The target solar energy
conversion efficiency for photosynthesis to liquid fuel route is clearly related to the
STH2 efficiencies used for the direct atmospheric CO2 extraction/thermochemical
conversion route.
A word of caution is needed while interpreting the target efficiencies for a photo-
synthetic route to compete with the proposed direct CO2 extraction/thermochemical
route. While calculating STH2, sun to heat and sun to electricity efficiencies we have
used a factor of 0.5 to account for the fact that not all the available land area can
be used to harness solar energy. Thus, the efficiency numbers such as STH2 of 6.2%
or E of 10% are actually half of what the conversion device would achieve based on
the incident solar energy on the device. Similarly, in order to estimate the respective
target efficiencies for a photosynthetic route that are based on actual solar energy
harnessed by the process, our reported values have to be increased by accounting for
the appropriate fraction (0.5 or different) of the actual land area used to harness solar
energy.
3.4 Conclusions
For the case study presented, the impact of the proposed STF efficiency analysis
can be seen from the fact that there is about an order of magnitude difference between
the highest and lowest STF efficiency estimate shown in Fig. 3.3. Thus, the use of
alternative metrics such as economic costs for determining the preferred liquid fuel
route could, in the worst case, lead to an order of magnitude increase in the land area
needed. For example, to produce one million barrels of oil per day throughout the
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year, the most efficient current photosynthetic route at STF efficiency of 1.82% will
need 18,270 km2 of land area as compared to 7,936 km2 for the thermochemical route
at an STF efficiency of 4.19%. Clearly, any economic feasibility analysis comparing
different sun-to-liquid fuel routes needs to account for the availability and the cost
associated with the additional land needed by the inferior STF efficiency routes.
The SA biomass resource alluded to in the introduction, is akin to a primary energy
source and is not subject to STF efficiency analysis developed and illustrated in this
study. Increasing the collection rate of such biomass along with the improvements
in the yield of liquid fuel are clearly areas of great research and production interest.
Only when one is constrained with the availability of such biomass as well as land
and there is a need for liquid fuel does the STF efficiency analysis of different routes
become important. As in the US, such constraints often exist for nations where per
capita demand for liquid fuel is substantially high relative to the availability of land
to supply the needed amount of carbon as biomass.
Our study points to the need to include the direct CO2 extraction/thermochemical
conversion route along with the other photosynthesis based routes in a balanced
research portfolio addressing the needs of a renewable economy. During the transition
from fossil fuel to renewable energy use, this increased research emphasis will help in
exploiting the STF efficiency advantage of thermochemical CO2 to liquid fuel routes,
in using fossil power plant CO2. In the long term, disruptive technologies identified
through research and development will be help to drive down the cost of atmospheric
CO2 extraction as well as to realize an efficient and economical process for solar H2
production.
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4. LIMITING AND ACHIEVABLE EFFICIENCIES FOR SOLAR THERMAL
HYDROGEN PRODUCTION
4.1 Introduction
The abundance of solar energy makes it a likely primary energy resource to displace
the use of fossil fuels in the future. Yet, as discussed in Chapter 1, the intermittence,
diffuse and uneven geographical distribution of incident solar radiation are among the
grand challenges to be overcome in order for solar photons to meet the major human
needs of chemicals, heat, electricity and transportation fuel [3, 4, 116]. Towards this
end, the conversion of solar energy into chemical energy in the form of a fuel derived
from the raw materials of air, water and soil, is critical for energy storage in a solar
economy. For the known approaches of converting sunlight to fuel [116–120], the
process sun-to-fuel (STF) efficiency [121], introduced in Chapter 3, is a key metric of
interest. It refers to the fraction of incident solar energy recovered as the lower heating
value (LHV) of the fuel produced and is useful for comparing the relative land area
requirements of different processes. Among different candidate fuels, hydrogen (H2)
produced via water-splitting is an important carbon-free secondary energy carrier for
a renewable energy future [22, 23, 122]. Here, we calculate the theoretical limits and
achievable ranges of the sun-to-H2 (STH2) efficiency while absorbing solar radiation
(AM1.5 sunlight) as thermal energy. The intent is to explore the long-term potential
of different STH2 processes from a thermodynamic viewpoint, rather than looking at
what is practical or economical in the short-term. The presented framework can also
be extended to evaluate the STF efficiency of producing carbon-based fuels from CO2
and H2O.
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The use of concentrators makes it possible to recover an increased fraction of
solar energy as heat at higher than ambient temperatures, which can be used for
water-splitting either directly or indirectly via generating electricity [123–126]. Al-
ternatively, solar energy could be harnessed for chemical reactions through photo-
chemical or photoelectrochemical processes, relying on the absorption of a specific
wavelength band of the solar spectrum [116–119,127]. There also exists the potential
of hybrid processes using solar energy both as heat and light synergistically via high
temperature photo-electrochemical water-splitting for H2 production [128].
Thermochemical processes absorbing solar energy as heat for H2 production can
potentially have higher STH2 efficiencies compared to electrochemical processes us-
ing electrical energy alone, due to the fewer solar energy transformations involved.
At the same time, solar thermochemical processes, by virtue of using the entire
solar spectrum, are expected to have higher STH2 efficiencies than photochemical
or photo-electrochemical processes that use a finite number band gap photosystem.
Incidentally, for the latter process, the theoretical STH2 efficiency has previously been
derived to be close to 31% and 46% for using a single and double band-gap schemes
respectively [117].
This study examines the theoretical STH2 efficiency of thermal water-splitting
processes over the range of possible solar concentration ratios (C) and water-splitting
reaction temperatures and pressures. Previous conceptual studies on thermal water-
splitting focused on the process energy efficiency [129,130]. In contrast, our analysis
based on STH2 efficiency distinguishes between process heat and work inputs and
considers the blackbody re-radiation losses in identifying efficient process designs.
Specifically, we model conceptual processes for direct and two-stage thermal water-
splitting to account for the unavoidable energy losses of irreversible processes. For
two-stage water-splitting, our modeling results are based on the Fe3O4/FeO thermo-
chemical cycle [8,129,131] as a representative example. For each conceptual process,
our analysis benchmarks the achievable STH2 efficiency range, the optimal operating
conditions and key design challenges to be overcome. The comparison between the
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direct and two-stage processes also serves to highlight the trade-off in energy efficiency
of selecting either approach. All the relevant calculation details are provided in
Appendix C. It should be noted that the estimated STH2 efficiency values represent
a peak value for the process. We assume an instantaneous solar intensity of 1000
W/m2 and do not account for the variability and intermittency associated with solar
energy.
4.2 Theoretical STH2 efficiency
4.2.1 Process description
In order to calculate the theoretical STH2 efficiency, we will invoke the concept
of thermodynamic reversibility to estimate the solar energy input (either as heat
or work) for the conversion of H2O(l) to products, pure H2(g) and O2(g), both at
ambient conditions (Ta =293.15 K and 1 atm). We calculate the theoretical STH2
efficiency for two alternative reversible water-splitting processes, both of which rely
on solar heat recovered using a single blackbody absorber. The first process relies
on electrolytic water-splitting and requires reversible work input equal to the Gibbs
free energy change of the water-splitting reaction at ambient conditions (∆Gwsplit,Ta
=237.9 kJ/mol H2; LHVH2 =241.8 kJ/mol). This work is supplied using a re-
versible heat engine absorbing heat from a single blackbody absorber exposed to
solar radiation. For a fixed value of C, the theoretical STH2 efficiency for electrolytic
water-splitting is given by Eq. 4.1. Here, the term in the outermost bracket refers to
the maximum sun-to-electricity (STE) efficiency, which is obtained by maximizing the
inner expression over the blackbody absorber temperature, T (denoted by max
T
). The
maximum STE efficiency is obtained for a single blackbody absorber of Tmax,e (C).
In Eq. 4.1, Isun = 1000 W/m2 is the AM1.5 solar intensity and σ is the Stefan‘s
constant. The denominator in Eq. 4.1 refers to the minimum solar energy needed at
solar concentration ratio of C to produce one mole of H2 via electrolysis. For AM1.5
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sunlight, the maximum solar concentration ratio is not well-defined due to a poor
blackbody approximation. However, if one were to use the value for the maximum
concentration ratio for AM0 sunlight, Cmax =46,200 [132], then the STH2 efficiency












 × 100 (4.1)
For a practical process, the two-step energy transformation from thermal to elec-
trical and then to chemical energy for electrolytic water-splitting introduces cascading
energy efficiency losses associated with each transformation. Therefore, it is worth
considering alternative water-splitting process configurations using a single blackbody
absorber, where energy transformations can be minimized.
Consider a second reversible process of Fig. 4.1 based on thermal water-splitting,
also using a single blackbody absorber at Tmax,e(C). The process begins with H2O(l)
at ambient conditions being reversibly heated to produce steam. The steam at Tboil
is subsequently heated to Top, the water-splitting reactor temperature, a parameter
to be varied. During this heating step, steam is assumed to dissociate to H2(g),
O2(g), H(g), O(g), and OH(g) at every incremental temperature level as governed
by chemical equilibrium (Fig. C.1). Once the feed mixture is heated to Top, the
reaction is completed through the use of a membrane reactor which selectively draws
out H(g) and H2(g), and O(g) and O2(g), on either side at their respective equilibrium
partial pressures (PH , PH2, PO and PO2 atm). Subsequently, the two product streams
are reversibly cooled by incrementally rejecting infinitesimal sensible heat amounts
at every temperature level from Top to Ta. During the cooling process, the atomic
species, i.e. H(g) and O(g), are allowed to recombine to form the respective molecular
species (H2(g) and O2(g)) at each temperature level, as per the reaction equilibrium.
The rejected heat at each temperature level is downgraded to ambient heat by use of
reversible heat engines, which cumulatively leads to the generation of a finite amount
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Figure 4.1. Process configuration for reversible thermal water-splitting
using a single blackbody absorber. HE= Heat Engine. The energy flows
of the process are colored grey while the mass flows are colored black.
Wnet refers to the net process requirement, after accounting for Wsep,rev
and Wcool.
of work,Wcool. Finally, the cooled product streams at Ta, composed of pure H2(g) and
O2(g) respectively, are reversibly compressed from their partial pressures (PH + PH2
and PO + PO2 atm) to 1 atm, requiring work input Wsep,rev. This quantity, defined
in Eq. 4.2 on a per mole of H2O(l) basis, corresponds to the reversible work required
for the membrane separation and depends on the equilibrium partial pressures at the
reaction temperature, Top.
Wsep,rev = −RTa[ln (PH2 (Top) + PH (Top)) + 0.5 ln (PO2 (Top) + PO (Top))] (4.2)
To maintain reversible heat transfer, the solar heat available at Tmax,e (C) is
transferred reversibly to heat at each temperature level between Ta and Top through
the combined use of a reversible heat engine at Tmax,e (C) and a series of heat pumps.
Here, each heat pump supplies heat within a specific temperature interval (Fig. 4.1).
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The fraction of heat absorbed by the blackbody at Tmax,e (C) that is recovered as
heat at each temperature level Tj, using the reversible heat pump approach is given














Alternatively, for a given C, one might consider directly using infinitely many
blackbodies to supply the heat at various temperature levels between Ta and Top
(see Fig. C.2). In such a case, the fraction of heat available at each temperature
Tj corresponds to what is available after subtracting the portion lost in re-radiation
(Eq. C.2). The process configuration using infinite blackbodies for heat transfer
results in lower STH2 efficiency compared to the case of a single blackbody operating
at the optimal temperature Tmax,e (C) (see Fig. C.2). As illustrated in Fig. 4.2, for
a fixed C, a blackbody absorber at Tmax,e (C) in conjunction with a reversible heat
engine and then a reversible heat pump, delivers more heat at temperature Tj, than
a blackbody absorber directly operating at Tj. However, when using irreversible heat
engine/heat pumps, the use of a blackbody absorber directly operating at Tj is bound
to be more energy efficient beyond a certain Tj (∼550 K in Fig. 4.2) since cascading
energy losses from converting heat to work and then back to heat are encountered for
heat pumps (Fig. 4.2).
4.2.2 Results
From the definition of thermodynamic reversibility, the STH2 efficiency of any
reversible water-splitting process using solar heat recovered from a single blackbody
absorber at a fixed temperature should be the same. Indeed, the STH2 efficiency
of the direct thermal water-splitting process of Fig. 4.1 is invariant with reaction
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Figure 4.2. Fraction of heat recovered via a blackbody absorber and
the heat pumping approach for reversible (top) and irreversible (bottom)
processes over a range of temperatures. C = 8000, Tmax,e (C) = 1640
K. Irreversible processes: heat engine and heat pump operating at
50% of their thermodynamic efficiency values and a blackbody absorber
recovering 80% of the heat available in the reversible case [7].
temperature and equal to the STH2 efficiency of the reversible electrolytic water-
splitting process (given by Eq. 4.1). This finding, illustrated in Fig.4.3a for the
case of C=8,000, confirms the internal consistency of our thermodynamic analysis.
The theoretical STH2 efficiency will be the same if thermal CO2 splitting is carried
out and later CO is converted to H2 via water-gas shift reaction reversibly. When
using a single blackbody absorber, the theoretical STH2 efficiency is a function of
the solar concentration ratio and the absorber temperature. For a given C, the
maximum theoretical STH2 efficiency occurs at Tmax,e (C) as shown in Fig. 4.3b. For
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C=2,000-10,000, the maximum theoretical STH2 efficiency using a single blackbody
absorber is in the range of 72.4-80.1%, which is 1.6-2.7 times the corresponding
values for photolysis of water using single and double bandgap schemes.
Figure 4.3. Theoretical STH2 efficiency of thermal and electrolytic
water-splitting process using a single blackbody absorber. (a) at different
reaction temperatures for thermal process of Fig. 4.1, (b) different
absorber temperatures and solar concentration ratios. For each C,
Tmax,e (C) refers to the blackbody absorber temperature corresponding
to the maximum STE efficiency.
4.3 Estimating Achievable STH2 efficiencies
In contrast to the reversible processes discussed above, real STH2 processes will oper-
ate with inherent irreversibilities originating from large positive chemical potential
and temperature gradients. In recognition of this fact, we construct conceptual
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processes for thermal and electrolytic water-splitting to develop expressions for the
achievable STH2 efficiency in each case. These conceptual processes are described
below which are then followed by the discussion of results.
4.3.1 Direct thermal water-splitting
In case of direct thermal water-splitting, instead of separately heating the reac-
tants and cooling the products, we allow for irreversible heat exchange between these
streams as shown in Fig. 4.4. Since it is expected that a catalyst would be needed
to carry out the water-splitting reaction at reasonable rates, we ignore the possibility
of reaction equilibrium at all temperatures below Top. This also implies that all the
heat of reaction is directly supplied at the reactor temperature, Top. Additionally,
the membranes separating hydrogen and oxygen on either side are assumed to be
permeable to atomic (H(g) or O(g)) as well as molecular (H2(g) or O2(g)) species.
This assumption is consistent with the ion transport mechanism of high temperature
dense ceramic membranes for hydrogen and oxygen separation [133]. On the permeate
side, we also allow for atomic and molecular species to reach chemical equilibrium as
per the temperature (Top) and permeate side pressure. A single blackbody absorber
at Top is used to supply the process work and heat inputs.
The operation of the membrane reactor at greater than ambient pressure increases
the partial pressure of hydrogen and oxygen species, despite the lower equilibrium
conversion at higher pressures (see Appendix C) [129, 130]. We consider different
values of membrane operating pressure, Pop to investigate its effect on the STH2
efficiency. Additionally, we account for the thermodynamic efficiency of H(g)+H2(g)
and O(g)+O2(g) separation, in terms of the pressure ratio employed across the mem-
branes Ωratio. The thermodynamic efficiency is defined as the ratio of the reversible
work of separation to the actual work required without accounting for compressor
inefficiencies. Higher values of Ωratio are indicative of lower thermodynamic efficiencies
for the separation process.
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Figure 4.4. Feasible process configuration for a direct thermal water-
splitting process. The energy flows of the process are colored grey while
the mass flows are colored black. Pout1 = (PH+PH2)(1- Ωdp,loss)/Ωratio ,
Pout2 = (PO+PO2)(1- Ωdp,loss)/Ωratio, Pin = Pop(1+Ωdp,loss).
The minimum solar heat requirement for the process is derived from the overall
process heat balance using the pinch analysis method [134]. In this method, we
first generate the hot and cold composite curves for the process operating at a given
reaction temperature, Top. The hot composite curve plots the total heat to be rejected
at every temperature level (between Top to Ta) from all the hot streams and heat
sources. For the process of Fig. 4.4, this includes the heat rejected in cooling
the products streams containing H(g)+H2(g) and O(g)+O2(g) in their equilibrium
composition, from Top to Ta. The heat rejected at each temperature level is the
sum of the sensible heat and the heat of reaction from the atomic recombination
of hydrogen and oxygen to form the corresponding molecular species. The cold
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composite curve plots the total heat needed at every temperature level for all cold
streams and heat sinks. This includes the sensible and latent heat needed to produce
steam at Top from water at Ta as well as the heat of reaction to be supplied at
Top. For a fixed minimum temperature of approach (∆Tmin) for heat exchange, the
minimum solar heat requirement (Qheat,Top) needed at the highest temperature, Top is
calculated by allowing for vertical heat transfer between the hot and cold composite
curves. Such composite curves are shown in Fig. 4.5 for some of the cases considered
in this work. For ∆Tmin = 0 K, Qheat,Top is the least solar heat input needed for
maintaining positive temperature gradients between the hot and cold streams (Fig.
4.5a). Notice that there are no heat transfer losses assumed between the blackbody
absorber at Top and the membrane reactor and heat exchanger also at Top, requiring
a total heat of Qheat,Top. This is equivalent to a process configuration where the
integrated reactor/heat exchanger unit operating at Top directly absorbs the incident
radiation [8, 40].
We also account for the following process inefficiencies. 1) Optical losses associated
with solar concentration system (Ωoptical), defined as the fraction of total incident
solar radiation received by the ideal blackbody absorber. Typical values of (Ωoptical
for solar concentration systems are close to 80% [7]. 2) Pressure drop losses in the heat
exchanger (Ωdp,loss), defined as a fraction of the heat exchange inlet stream pressures.
3) Compressor isentropic efficiency (Ωcomp), typically around 70%. 4) Inefficiency
of heat engine operation (ΩCarnot), defined as the fraction of work produced from a
heat engine relative to a reversible heat engine. Here, we consider ΩCarnot = 50%.
There are also likely to be additional energy losses such as those due to conduction
and convection during heat transfer, which have been neglected here. In addition,
if 100% H2O(g) conversion is not realized in a single pass through the membrane
reactor, recycling would become necessary, which will add to the process energy losses
estimated here. For a given solar concentration ratio C, the achievable STH2 efficiency
for the thermal water-splitting process is described in terms of the process parameters
by Eq. 4.4. Here, Wsep, refers to the work of isothermally compressing the cooled
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Figure 4.5. Hot and cold composite curves to calculate the minimum
process solar heat requirement (∆Tmin = 0 K ) for the following cases:
a) Direct water-splitting, Top = 2300 K; Hot (quench) refers to when the
products are quenched to 1000 K without recombination. b-d) Two stage
water-splitting using Fe3O4/FeO cycle b) T1 = 2300 K, T2 = 600 K, c)
T1 = 1800 K, T2 = 1000 K, and d) T1 = 1600 K, T2 = 1000 K. Basis: 1
kmol/hr of H2 production.
product streams (H2(g) and O2(g)) to 1 atm and is defined in Eq. 4.5. Wpump refers
to the work required for pumping water (vl =1000 kg/m3) to the desired operating
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pressure (Pop (1 + Ωdp,loss)), to account for pressure drop across heat exchanger) and


































l (Pop (1 + Ωdp,loss)− Pa) (4.6)
4.3.2 Low temperature (LT) electrolysis
For an irreversible electrolytic water-splitting process operating at close to Ta,
the achievable STH2 efficiency, defined in Eq. 4.7, accounts for the inefficiency
in producing work from a heat engine (ΩCarnot), the optical losses from the solar
concentration system (Ωoptical) and the energy efficiency of the electrolytic process
(Ωelec). Ωelec is defined as the ratio of LHV of H2 produced over the electricity input
to the process, and is generally between 50-70% for alkaline or polymer electrolyte
membrane electrolyzers operating at close to ambient temperature [122].
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4.3.3 High temperature (HT) electrolysis
Since the Gibbs free energy of the water-splitting reaction decreases with tem-
perature, the efficiency of the electrolytic water-splitting process can be improved
by operating the process at higher than ambient temperatures [13, 122]. However,
material fabrication and durability generally limits the operating temperatures (Thte)
of electrolysis cells to near 950◦C (1223 K) [13,122]. At these temperatures, the feed
to the HT electrolysis cell is steam rather than liquid water, and the energy balance
for the steam-splitting reaction is provided by a combination of heat and work input.
The work input to be supplied, Whte, is related to the Gibbs free energy change of
the steam-splitting reaction at Thte, and operating pressure, Phte, by Eq. 4.8.
Whte (Thte, Phte) = (1 + Ωhte,loss)∆Grxn (Thte, Phte) (4.8)
For an irreversible process, Ωhte,loss refers to the fractional additional work input
necessary to overcome the internal resistance of the cell. Generally, higher tempera-
tures and pressures reduce the value of Ωhte,loss [13]. The resulting heat dissipation
from the applied overpotential can provide a portion of the heat input to the cell [13].
By energy balance, the residual heat requirement to the electrolysis cell, Qhte , is
given by Eq. 4.9.
Qhte (Thte, Phte) = ∆Hrxn (Thte)−Whte (Thte, Phte) (4.9)
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However, Qhte doesnt account for the heat required for generating the feed H2O(g)
at Thte from H2O(l) at Ta. The minimum heat requirement for steam generation,
Qhte,steam, is calculated from the pinch analysis method described earlier, involving
irreversible heat exchange between the product streams (H2(g) and O2(g)) and feed
(H2O(l)). The achievable STH2 efficiency for a HT electrolytic water-splitting process
operating at Thte and Phte is given by Eq. 4.10. Here, Whte,pump refers to the work
required for pumping water to the desired operating pressure (Phte) of the electrolysis
process and is similarly defined asWpump in Eq. 4.6. Wrec refers to the work recovered
from expanding the products H2(g) and O2(g) from the pressure of Phte (1− Ωdp,loss)


















Whte = 1.5ΩcompRTa ln (Phte (1− Ωdp,loss)) (4.11)
4.3.4 HT electrolysis (spectral)
In a variation of the HT electrolytic water-splitting process, the incident concen-
trated solar radiation can be spectrally resolved into its constituent wavelengths.
Subsequently, the work needed for electron transfer (Whte) is generated using a
photovoltaic (PV) device corresponding to photons with energy greater than the band
gap (Eg = hc/λg) of the semiconductor material used in the device (or wavelengths
less than the band gap wavelength, λg). The remaining portion of the solar spectrum
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(denoted as Iheat for λ > λg), typically not absorbed by the PV device, is instead
used to supply the thermal energy required for the HT electrolysis process (Qhte +
Qhte,steam (∆Tmin) at temperature of Thte) [128]. For typical semiconductor materials
such as GaAs, with Eg close to 1.4 eV (λg ∼ 885nm) [128], the thermal energy
available at Thte =1223 K from Iheat is found to be in excess of what is required for
the process, namely Qhte+Qhte,steam (see Appendix C). Therefore, the expression for
the achievable STH2 efficiency using the HT electrolysis (spectral) process is only a
function of the solar conversion efficiency of the PV device (ηPV ), as shown in Eq.
4.12. Here, ηPV refers to the fraction of incident (concentrated) solar radiation that
is converted to electrical energy.
STH2 efficiency =
LHVH2
Whte +Whte,pump −Wrec × ηPV × 100 (4.12)
4.3.5 Results
In case of an irreversible direct thermal water-splitting process, Fig. 4.6 presents
the achievable STH2 efficiencies for a possible set of process parameters. For a fixed
C and Top, operating at high pressures (>1 atm) increases the partial pressures of the
permeating species, which reduces the downstream work input for compressing the
H2(g) and O2(g) streams to 1 atm. This leads to an increase in the STH2 efficiency,
which for example at Top = 2000 K, goes from 45.9% to 48.5% as Pop is increased
from 1 to 10 atm (Fig. 4.6a). Notice also that there exists an optimal value of
Top beyond which one sees a steep drop in the STH2 efficiency. For C = 8000,
the optimal Top is near 1900-2000 K. With increasing Top, the enthalpy of reaction
(Qheat,rxn) increases because of the equilibrium favoring the formation of atomic
species (H(g) and O(g)) rather than molecular species (H2(g) and O2(g)) within
the reactor. This is further compounded by the increasing losses due to blackbody
re-radiation (scaling as T 4op), resulting in a steep decline in the STH2 efficiency beyond
a certain reaction temperature as seen in Fig. 4.6a-b. At reaction temperatures lower
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than the optimal value, the work of separating H(g)+H2(g) and O(g)+O2(g) using
membranes is relatively large due to the low equilibrium product partial pressures
(Eq. 4.5). The energy required for separating H(g)+H2(g) and O(g)+O2(g) using
membranes also depends on the pressure ratio necessary for the separation (Ωratio),
as seen from the maximum achievable STH2 efficiency dropping from 51.5% for
Ωratio = 1 (reversible separation) to 46.5% for Ωratio = 20 in Fig. 4.6b. Higher values
of Ωratio lower the pressure on the permeate side of the membrane, which favors
the equilibrium conversion to atomic rather than molecular hydrogen and oxygen
species. This results in an increased solar energy penalty as work (for H(g)+H2(g) and
O(g)+O2(g) membrane separation), and heat (for supplying heat of water-splitting
reaction). Thus, our assumption of reaction equilibrium on the permeate side of the
membrane could potentially overestimate the solar heat input to the reactor.
The solar heat input for the process is a function of the extent of heat integra-
tion, measured by the value of ∆Tmin -increasing ∆Tmin lowers the achievable STH2
efficiencies and vice versa. However, the decline in the achievable STH2 efficiency,
for reasonable approach temperatures is not large. For example, at C = 8000, the
maximum value of the achievable STH2 efficiency drops from 48.7% (Ωratio = 5,
Pop = 10 atm in Fig. 4.6) to 47.2% as ∆Tmin is increased from 0 K to 250 K. This is
because the solar heat input is dominated by the heat of water-splitting reaction, to
be supplied at Top. Since we are not allowing the water-splitting reaction to proceed
at temperatures below Top, the corresponding heat duty doesn’t contribute to the
heat integration between the hot and cold streams (Fig. 4.5a). The minimum solar
heat input also remains unchanged in case the product streams are rapidly quenched
to a lower temperature (say 1000 K) where atomic recombination of H(g) and O(g)
is completed, as seen in Fig. 4.5a. However, as against simultaneous product cooling
and recombination, the low temperature quenching reduces the potential work that
could be generated from the heat rejected during atomic recombination.
Fig. 4.6 also presents a comparison between the achievable STH2 efficiency of
thermal water-splitting processes and electrolytic water-splitting processes for differ-
78
Figure 4.6. Achievable STH2 efficiency for thermal and electrolytic water-
splitting processes. a) Variation with total pressure, Pop. b) Variation
with pressure ratio (Ωratio) across the membrane reactor. Ωoptical = 80%
[7],Ωcomp = 70%, ΩCarnot = 50%, ∆Tmin = 0 K, Ωdp,loss = 0.1, C =
8000. HT= high temperature, LT= low temperature. Yellow shaded
region represents the range of possible STH2 efficiency values for different
parameters and configurations of electrolytic water-splitting, as derived
from Eqs. 4.7-4.12.
ent parameter values. For example, at C = 8000 and the estimated energy losses
for separation and electrolysis, the maximum achievable STH2 efficiency for LT elec-
trolysis is 16-22% (ΩCarnot = 50%,Ωelec = 50-70%,Ωoptical = 80%) versus 46.5-50.9%
(Ωratio=5-20, Pop= 10-50 atm in Fig. 4.6) for the thermal process operating at close
to 2000 K.
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In case the electrolytic water-splitting process is carried out at high temperatures
such as 1223 K, the corresponding achievable STH2 efficiency increases to 32.7% for
Ωhte,loss = 0. This value is still below the maximum achievable STH2 efficiency of the
thermal process. For a practical process, the value of Ωhte,loss is likely to be non-zero
and depends on, among other factors, the operating conversion (or current density),
temperature and pressure of the electrolytic cell [13]. For example, the overpotential
applied to overcome the internal resistance of the cell anode using earth-abundant
catalysts translates to Ωhte,loss in the range of 0.17-0.33 [135]. In a particular example
of HT electrolysis at Thte = 1223 K, an overpotential corresponding to Ωhte,loss =
0.49 was reported for high current densities of 3.6 A/cm2 [13]. From Eqs. 4.8 -
4.9, this suggests that the process will require increased work input and lower heat
input compared to the Ωhte,loss = 0 case. The solar conversion efficiency to produce
electrical energy is much lower than the efficiency at which heat is recovered at 1223 K.
Therefore, the STH2 efficiency of HT electrolysis processes operating with a non-zero
value of Ωhte,loss will be lower than 32.7%. For example, the achievable STH2 efficiency
for HT electrolysis with Ωhte,loss = 0.49 − 0.17 is 25.9-29.9%. This low efficiency for
electrolytic water-splitting is due to the use of electrical energy primarily, which is
recovered at a low efficiency of ΩCarnot = 50%.
For the HT electrolysis (spectral) process, when heat from part of the spectrum
corresponding to Iheat is in excess of Qhte +Qhte,steam, the achievable STH2 efficiency
is governed by ηPV alone (Eq. 4.12). For instance, consider the most efficient single
junction concentrator PV device reported using GaAs (Eg = 1.4 eV) with ηPV =
29.1% [136]. Then the achievable STH2 efficiency for Thte =1223 K, Phte= 10 atm and
Ωhte,loss =0.49-0.17 is 25.2-32.2%. As seen in Fig. 4.6, this is lower than the maximum
achievable STH2 efficiency of the direct thermal water-splitting process operating
at Phte = 1 atm. The achievable STH2 efficiency of the HT electrolysis (spectral)
process can be further increased by reducing the fraction of the spectrum available
for heat supply (i.e. Iheat). Multijunction PV devices absorb an increased fraction
of spectrum available for work generation, which ultimately increases ηPV and STH2
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efficiency. For example, consider the highest efficiency multijunction concentrator
PV device reported with the lowest band gap energy Eg = 0.8 eV (λg = 1539 nm)
and ηPV = 44% [136, 137]. At Thte =1223 K, Phte = 10 atm and Ωhte,loss =0.49-0.17,
the achievable STH2 efficiency is 38.02-45.05%, which is comparable to the values
for the direct thermal process (Fig. 4.6). Note that if Ωhte,loss = 0.17 or lower,
the heat available from part of the spectrum corresponding to Iheat is insufficient
to meet Qhte + Qhte,steam, thereby requiring additional solar heat input (see Table
C.1). Overall, the shaded region in Fig. 4.6 represents the range of achievable STH2
efficiencies for different configurations of electrolytic water-splitting processes and
their corresponding parameter values.
The potential for achieving the suggested STH2 efficiencies for direct thermal
water-splitting processes should be interpreted keeping in mind the existing exper-
imental literature. The earliest reports considered direct thermal water-splitting
processes at 2000 K or higher followed by either high temperature separation or
quenching [138, 139]. The major challenges for these systems were the material
limitations, high concentration ratios requirement (∼10,000), and low equilibrium
conversion (∼6%) even at 2500 K. Large water recycle was deemed necessary for
reasonable H2 production leading to energy losses as seen in the estimated STH2
efficiencies of 6.4-8.8% based on higher heating value [138]. In contrast, Fig. 4.6
suggests the possibility of nearly 6-8 fold higher STH2 efficiencies, achievable using
membrane reactors for thermal water-splitting. By allowing for the continuous with-
drawal of H(g)+H2(g) and O(g)+O2(g) through membranes that are permselective
for either H(g) and H2(g) or O(g) and O2(g), it is possible to drive conversion towards
completion at a given reaction temperature. The thermal water-splitting process of
Fig. 4.4 has the potential to minimize water recycle through complete conversion,
and operate at lower temperatures (< 2000 K) to possibly avoid material limitations
issues. Recent experiments with membrane reactors withdrawing O2(g) alone have
reported 9% water conversion at temperatures near 1200 K and 1 atm [140,141], while
the equilibrium conversion is ∼ 1.1×10−5. The high conversion of 9% was attained by
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simultaneously consuming O2(g) via reaction on the permeate side of the membrane.
Similarly, membrane reactors withdrawing hydrogen (as H2(g) or H(g) or both) could
possibly consume H2(g) on the permeate side by using the reverse water-gas shift
reaction. The resulting CO2-rich gas mixture containing the other components of CO,
H2, and H2O can be used downstream to either reporduce H2 via forward water-gas
shift reaction or for carbon-based fuel synthesis. Dual-membrane reactor systems
with in situ H(g)/H2(g) and O(g)/O2(g) separation can achieve close to complete
conversion without having to use a sweep gas [142, 143], supporting the possibility
of achieving the STH2 efficiencies estimated here. Encouraging developments in
high temperature inorganic membrane separation of hydrogen [139, 144] and oxygen
transport membranes for oxygen separation [145–147] are invaluable in this regard.
4.3.5.1. Effect of concentration ratio
The added benefit of operating at lower reaction temperatures is the reduced solar
concentration ratios required to attain high STH2 efficiencies as seen in Fig. 4.7. For a
fixed reaction temperature, increasing the concentration ratio improves the achievable
STH2 efficiency due to decreasing blackbody re-radiation losses. However, Fig. 4.7
shows that the impact of increasing the concentration ratio on the STH2 efficiency
is more pronounced at higher temperatures (2000 K) than at lower temperatures
(1300 K). This is because blackbody re-radiation losses represent a negligible fraction
of the total process energy losses at 1300 K and become dominant only at higher
reaction temperatures. At any concentration ratio, the achievable STH2 efficiency is
bounded by the maximum achievable value. This value is achieved at the optimal
reaction temperatures, as illustrated in Fig. 4.6 for C = 8000. Fig. 4.7 presents
a choice of possible operating conditions to achieve the same STH2 efficiency. For
instance, a STH2 efficiency of ∼42% can be achieved at: 1) C ∼ 3000, Top ∼ 1300
K, 2) C ∼ 4000, Top = 2000 K and 3) C ∼ 2500, Top = 1500 K. Ultimately, the
choice of operating conditions will depend on other factors, including the economics
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Figure 4.7. Variation of achievable STH2 efficiency with solar concentra-
tion ratios. For all cases: ∆Tmin = 0 K, Ωcomp = 70%,ΩCarnot = 50%,
Ωoptical = 80%, Pop = 10 atm, Ωratio = 5, Ωdp,loss = 0.1.
of a process operating at lower temperatures (increased compression costs) versus a
process operating at higher temperature and/or higher concentration ratios (increased
capital costs, material costs).
4.3.6 Two-stage water-splitting
In the event of no immediate product separation, conventional direct thermal
water-splitting processes suffer from product recombination with the potential to
form an explosive mixture [124]. Consequently, various two-stage and multi-stage
processes have been investigated, which can potentially overcome the safety concerns
of conventional direct water-splitting (without membrane reactors) [124, 125, 148].
Of these, two-stage processes such as the metal/metal oxide thermochemical cycles
are attractive due to the fewest additional stages and lower process irreversibility
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compared to multi-stage processes [124]. Two-stage processes also allow for separating
H2(g) and O2(g) with little work input. A general comparison between different
two-stage metal-metal oxide cycles is out of the scope of this paper and can be
found elsewhere in the literature [7,148]. In order to benchmark the achievable STH2
efficiency of two-stage processes versus the direct process, we analyze the well-studied
Fe3O4/FeO water-splitting cycle [8,124,129,131,149]. This cycle is attractive because
of the gas-solid reactions involved, which simplify product separation and avoid any
recombination during cooling.
4.3.6.1. Fe3O4/FeO cycle
We use the following conceptual model for estimating the achievable STH2 efficiency
of Fe3O4/FeO water-splitting cycle. The first stage of the cycle involves dissociating
Fe3O4 to FeO and O2(g) via an endothermic reaction (Eq. 4.13). Oxygen partial
pressures below 1 atm and temperatures (T1) greater than 1600 K are required for
reasonable Fe3O4 conversion rates [8,131,149]. In the absence of inert gaseous species,
the total pressure of the first stage reaction (Pstage1) is fixed by the oxygen partial
pressure. The conversion can be completed by continuously withdrawing O2(g), the
sole gas phase product, at the reaction pressure. Downstream of the reactor, the
products FeO and O2(g) are cooled to the temperature of the second stage (T2) and
Ta respectively. The cooled O2(g) stream is then isothermally compressed to the final
state of 1 atm.
Fe3O4 → 3FeO + 0.5O2 (4.13)
3FeO +H2O → Fe3O4 +H2 (4.14)
At the second stage of the cycle, the exothermic reaction between water and the
cooled FeO (Eq. 4.14) produces H2(g) and the metal oxide Fe3O4 to be recycled
to the first stage. The reaction conversion is independent of the operating pressure
84
(from stoichiometry), and can be carried out at temperatures (T2) up to 1200 K, albeit
decreasing the conversion with increasing temperature. For example, the equilibrium
mole fraction of H2(g) in the gas phase, y
two−stage
H2 , drops from 87.2% at 600 K to 58.1%
at 1000 K (derived using HSC Chemistry [150]). In order to achieve 100% H2O(g)
conversion, one option is to cool the gaseous mixture to condense water, reheat and
recycle it to the second stage reactor. Alternatively, one could use a H2-selective
membrane to continuously draw out H2(g) produced in the reactor and complete
the conversion of H2O(g) in a single pass. The recycle approach requires additional
heat supply for sensible heating and latent heat of vaporization of water while the
single pass approach requires compression work to drive the membrane separation
process. Moreover, recycling tends to result in parasitic energy losses via pressure
drops, temperature differences in the heat exchangers and so on as a result of handling
larger feed flow rates. For this reason, we have chosen to use the H2(g)-H2O(g)
membrane separation in estimating the achievable STH2 efficiency of the Fe3O4/FeO
water-splitting cycle. The pressure of the permeate H2(g) stream is estimated from
scaling the equilibrium H2(g) partial pressure on the retentate side with the pressure
ratio across the membrane, Ωratio. Subsequently, the permeate H2(g) stream is
compressed to 1 atm. The cycle work input per mol of H2 produced, Wtwo−stage,
is given by the sum of the work for O2(g) compression and H2(g)-H2O(g) membrane
separation in Eq. 4.15. Notice that we have not considered additional work input
for continuously withdrawing O2(g) from the first stage. We assume the Fe3O4/FeO
water-splitting cycle to operate at a constant pressure, equal to the preferred pressure
of the first stage- Pstage1 = Pstage2 = 0.2 atm [8]. In Eq. 4.15, Ωdp,loss refers to the
stream pressure loss factor associated with the heat exchange process.The minimum
solar heat requirement of the Fe3O4/FeO water-splitting cycle (Qheat,T1), supplied at
T1, is estimated from the heat integration between the process streams as illustrated
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in Fig. 4.5b-d. The achievable STH2 efficiency of the Fe3O4/FeO water-splitting cycle
is then calculated from Eq. 4.16.
Wtwo−stage =− 0.5RTa
Ωcomp



























The above assumptions regarding the Fe3O4/FeO water-splitting cycle energy
balance are primarily based on the work of Diver et al. [8], who have considered heat
integration, constant pressure operation and continuous product withdrawal in their
experimental design. The authors proposed two sets of operating temperatures for
the Fe3O4/FeO water-splitting cycle-T1=2300 K, T2=600 K and T1=1800 K, T2=1000
K. Here, we extend the work of Diver et al. to estimate the achievable STH2 efficiency
of Fe3O4/FeO water-splitting cycle across a range of possible operating temperatures
for the first and second stages. The calculations rely on thermodynamic data for
Fe3O4 and FeO available in the HSC chemistry database [150].
4.3.6.2. Effect of T1 and T2
The minimum solar heat requirement for the two-stage process, to be supplied at
the temperature T1, is dependent on whether or not FeO or Fe3O4 undergo any
phase changes during the cycle [8]. Figs. 4.5b-d illustrates this point using the heat
integration plots for the operating temperature sets proposed by Diver et al. as well
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as a third temperature set of T1=1600 K, T2=1000 K. The latter set is included as
a limiting case when the cycle would operate below the melting temperature of both
FeO (1650 K) and Fe3O4 (1870 K). There is little change in Qheat,T1 for the Fe3O4/FeO
water-splitting cycle in going from Fig. 4.5b to Fig. 4.5c. The reduction in Qheat,T1
from eliminating the latent heat associated with Fe3O4 phase change is compensated
by the increase in first stage reaction enthalpy change. In both Fig. 4.5b and Fig.
4.5c, the heat integration is limited by the minimum temperature of approach (= 0 K),
occurring at the melting temperatures of FeO and Fe3O4. Consequently, Qheat,T1 also
remains unaffected from variations in the temperature T2 (from 600 K in Fig. 4.5b
to 1000 K in Fig. 4.5c). However, lowering T1 below 1650 K to avoid phase change
(and associated latent heats) in both FeO and Fe3O4 reduces Qheat,T1 for the process
compared to the higher T1 cases (Fig. 4.5d). In the absence of any phase changes in
FeO and Fe3O4, Table 4.1 suggests that increasing the temperature T2 also improves
the heat integration between the hot and cold process streams, resulting in reduced
process solar heat requirement. For a fixed T2, the achievable STH2 efficiency, seen
Table 4.1
Estimated energy input and STH2 efficiency of the Fe3O4/FeO water-
splitting cycle for different second stage reaction temperatures. T1 =1600
K, C = 8000, Ωoptical = 80% [7], Ωcomp = 70%, ΩCarnot = 50%, ∆Tmin = 0









1000 299.1 16.5 54.4
800 304.4 15.8 53.8
600 314.0 15.0 52.6
in Fig. 4.8, increases with decreasing T1 because of the compound effect of reducing
Qheat,T1 and blackbody re-radiation losses. Depending on whether T1 is greater than
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Figure 4.8. Achievable STH2 efficiencies for the direct and two-stage
(Fe3O4/FeO) water-splitting for different set of process operating con-
ditions. For all cases, C = 8000, ∆Tmin = 0 K, Ωratio =5, Ωdp,loss =0.1,
Ωcomp =70%, ΩCarnot =50% and Ωoptical =80%. The dotted vertical lines
correspond to the melting point of FeO (1650 K) and Fe3O4 (1870 K).
or lower than 1650 K, we observe two different trends in the variation of the achievable
STH2 efficiency with T2.For T1 greater than 1650 K, the STH2 efficiency decreases
with increasing T2 as a result of the decreasing equilibrium H2 (g) partial pressures.
However for these cases, the decrease in STH2 efficiency is marginal with increasing
T2 (Fig. 4.8). On the other hand, for T1 lower than 1650 K, higher STH2 efficiencies
can be achieved for the Fe3O4/FeO water-splitting cycle at T2=1000 K than T2=600
K. In this case, the solar energy savings from improved heat integration outweighs
the additional energy penalty for H2(g)-H2O(g) separation.
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4.3.6.3. Effect of pressure
In order to ensure reasonable rates of Fe3O4 dissociation, the oxygen partial pressures
may need to be adjusted accordingly with the reaction temperature, T1 [129,131]. For
fixed T1 and T2, reductions in system pressure increase the work input to the process
(Eq. 4.15) and reduce the STH2 efficiency. For example, for T1=1600 K, T2=1000
K, the STH2 efficiency drops from 54.4% to 51.7% when changing system pressure
(Pstage1 = Pstage2) from 0.2 to 0.05 atm. As against operating both the first and
second stage at lower pressures, a sweep gas (e.g. N2) could be used to maintain a
sub-ambient O2 partial pressure for the first stage alone. However, the introduction
of a sweep gas, in addition to producing an impure product (O2(g)), could lead to
parasitic thermal energy losses associated with increased gas flow rates.
4.3.7 Direct vs two stage water-splitting
Fig. 4.8 suggests that the highest STH2 efficiencies for the Fe3O4/FeO water-
splitting cycle can be achieved by lowering the temperature of the O2(g) production
stage and increasing the temperature of the H2(g) production stage to when neither
FeO or Fe3O4 undergo any phase change. These general findings are in agreement with
the particular modeling results of Diver et al. [8], who predicted higher heat-to-H2
energy efficiencies for the Fe3O4/FeO water-splitting cycle at T1=1800 K, T2= 1000
K compared to T1=2300 K, T2= 600 K. Our proposed case study of T1=1600 K, T2=
1000 K (Fig. 4.5d), is meant to depict a favored scenario corresponding to a STH2
efficiency of 52.5-54.4% (for Ωratio = 5-20).
Fig. 4.8 also summarizes the comparison of the STH2 efficiency between the
direct water-splitting process and the two-stage process represented by the Fe3O4/FeO
water-splitting cycle. At temperatures of solar heat recovery greater than 1650 K, the
direct process of Fig. 4.4 has a higher achievable STH2 efficiency than the two-stage
process. For example, at Top = T1 = 2300 K, the achievable STH2 efficiency of
the direct process and the two-stage process are 46.1%-48.4% (Pop=10 and 50 atm)
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and 37.8% respectively. Here, the higher solar heat requirement for the two-stage
process (Fig 4.5a vs Fig. 4.5b) marginally outweighs the lower work requirement
for separation/compression compared to the direct process. As we decrease the
temperature of solar heat recovery, the achievable STH2 efficiency of the two-stage
process increases for the reasons described earlier. In contrast, the STH2 efficiency
of the direct process goes through a maximum and then declines as shown in Fig.
4.8, primarily due to increasing work of H(g)+H2(g)/O(g)+O2(g) separation. For
temperatures such as Top = T1 = 1600 K, the increased work of separation of the
direct process (Wsep +Wpump ∼ 37 kJ/mol H2) compared to the two-stage process
results in a lower achievable STH2 efficiency for the former.
Here, we have not optimized either process for co-production of power from
improved heat integration. In the case of the two-stage process, it is possible to co-
produce power by generating steam from improved heat integration of the exothermic
reaction heat at T2 in Figs. 4.5b-d. For the direct process, as mentioned earlier, the
heat released from recombination of atomic species during product cooling can also
be used to make high pressure steam for power generation. The power produced in
the above manner can offset a portion of the process work requirement for the both
the direct and two-stage processes, thereby further improving the achievable STH2
efficiency beyond the values estimated here.
4.4 Conclusions
This study has identified the theoretical STH2 efficiency when predominantly
harnessing solar energy as heat, to be greater than those derived for photochemical
or photoelectrochemical water-splitting processes using single or double bandgap
methods. Though the theoretical STH2 efficiency presents an absolute thermody-
namic limit, realistic processes will likely operate at lower STH2 efficiencies due
to unavoidable process irreversibilities. Towards this end, we have conceptualized
attractive water-splitting process options (either direct or two-stage), their optimal
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operating conditions, and the existing fundamental design challenges to be overcome
in each case.
Direct thermal water-splitting, despite the energy losses from concentrating solar
radiation, chemical potential gradients in separating and compressing gases, heat
to work conversion, heat exchange and pressure drop, can be more energy efficient
than electrolytic water-splitting processes operating at close to ambient tempera-
ture and higher temperatures. For solar concentration ratios of 2,000-10,000, it is
estimated that STH2 efficiencies of 35-50% are practically achievable for the direct
water-splitting process at temperatures of 1300-2000 K and pressures greater than
1 atm. The realization of the proposed design requires efficient process heat inte-
gration, availability of high temperature membranes that are permselective to either
H2(g) or O2(g) for surpassing equilibrium limitations and water-splitting catalysts for
reasonable kinetics at the specified temperatures. The noted challenges of using such
membrane reactors are their long-term stability when exposed to corrosive gases (e.g.
steam) and high temperature sealing to avoid gas leakages [133].
In case of electrolytic water-splitting, operating at near 1200 K results in the
highest STH2 efficiency between ∼25-30%. For HT electrolysis processes that spec-
trally resolve the solar spectrum to produce heat and work, the STH2 efficiency is
predominantly governed by the conversion efficiency of the utilized PV device.
In contrast to direct thermal water-splitting, two-stage processes separate the
H2(g) and O2(g) producing steps, and eliminate the safety concerns associated with a
direct process without product separation. Considering the Fe3O4/FeO thermochem-
ical water-splitting cycle, high STH2 efficiencies between ∼38-54% are potentially
achievable corresponding to a system pressure of 0.2 atm, O2(g) production stage at
1600-2300 K, the H2(g) production stage at 600-1000 K and a solar concentration ratio
of 8000. As the temperature of the O2(g) production stage is lowered, the resulting
two-stage process is also estimated to be more energy efficient than a practical direct
process. The feasibility of realizing the highest STH2 efficiencies for the two-stage
process are dependent on experimentally achieving reasonably fast kinetics for the
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first stage reaction below 1650 K and the second stage reaction close to 1000 K. In
addition, process designs allowing for efficient heat integration between the process
streams need to be developed. Experimental investigation is also necessary to better
understand the tradeoffs between the O2 partial pressure and the first stage reaction
temperature on the Fe3O4 dissociation rates.
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5. MOLECULE SELECTION FOR CARBON-BASED ENERGY STORAGE
CYCLES
5.1 Introduction
Concerns over the role of anthropogenic greenhouse gas (GHG) emissions in affecting
climate change have prompted widespread research and development efforts into
reducing future emissions from stationary and distributed sources [25, 151]. Plants
producing electricity and heat from the combustion of fossil fuels like coal and natural
gas are among the major stationary sources of GHGs like carbon dioxide (CO2),
accounting for 41% of global CO2 emissions in 2010 [152, 153]. One option towards
reducing future CO2 emissions from electrical power generation is the switch to
carbon-free renewable energy sources like solar, wind etc. The global installed ca-
pacity of solar and wind power generation grew by ∼73% (29 GW) and ∼20% (41
GW) in 2011 [5]. Overall, the non-hydroelectric renewable power generation capacity
grew by 77 GW in 2011 [5, 154]. This growth is a result of several factors including
favorable government policies and drastic cost reductions associated renewable power
generation. However, in the absence of cost-effective energy storage options, the
intermittent nature of renewable energy currently limits its use to peak shaving rather
than baseload power generation.
The scale of renewable energy storage necessary for enabling uninterrupted power
supply is dependent on, among the other things, the availability of the renewable
energy source. For example, in the United States, solar energy is typically available
for 20% of the twenty four hour day [3]. Consequently, for 100 MW power supply,
sufficient energy must be stored during the period of solar availability to provide ∼2
GWh of electrical energy for the rest of the day. The precise amount of energy to
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be stored is governed by the storage efficiency of the system, defined as the ratio
of electricity recovered from the system to the electricity input to the system. For
the efficiency calculation, electricity input to the system includes directly consumed
electricity and any used heat accounted by converting it to exergy at the temperature
of use. We use exergy to account for the process heat input in the storage efficiency
as it allows us to differentiate between heat used at different temperatures.
Among energy storage options, compressed air energy storage (CAES) and pumped
hydroelectric storage offer high storage efficiencies of around 50% and 80% respec-
tively, as well as large scale storage capabilities (>3 GWh [26, 155]). However,
both these storage options are limited by the availability of suitable geological and
geographical locations. Batteries, despite their high storage efficiency of 70-80%,
are impractical for GWh level energy storage due to their low volumetric energy
densities (<1 GJ/m3). For instance, commercially available sodium-sulfur batteries
have been deployed for storing MWh of energy (300 MWh or 50 MW for 6 hours)
[26, 155]. Storage of thermal energy via molten salts and subsequent conversion
to electricity (using a Rankine cycle) is constrained by low energy density (< 3
GJ/m3) and a low storage efficiency (<30%) originating from the thermodynamic
limitations of heat to electricity conversion [26]. In Chapter 4, we observed the high
energy efficiency (∼35-50%) potential of converting a particular renewable (solar)
energy source to a chemical energy form like hydrogen (H2). However, the storage of
gaseous (∼ 700 bar) or liquid H2 ( at 20 K) is limited by the relatively low energy
storage efficiencies of 20-30%, owing to the energy penalty of compression/liquefaction
[156]. As against direct H2 storage, in this chapter, we will analyze options for
storing renewable H2 (and other secondary forms) on the backbone of carbon atoms.
The analysis will identify storage solutions capable of achieving high energy density
without compromising on storage efficiency1.
Chemical energy storage in carbon molecules such as hydrocarbons and alcohols
is relatively dense (1-100 GJ/m3) and allows for efficient conversion to electricity (50
1The findings reported in this chapter were developed in collaboration with Easa Al-musleh
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to 70% [157]). However, the use of carbon molecules for renewable energy storage is
contingent on the availability of a suitable (preferably renewable) carbon source [13,
158]. The use of CO2 from the atmosphere or flue gas as a feedstock for synthesizing
carbon molecules entails energy losses associated with the carbon capture process.
For example, the energy input for capturing CO2 from power plants results in about
9-15% reduction in the efficiency of converting primary energy to electricity [159]. On
the other hand, the use of sustainably available (SA) biomass, introduced in Chapter
2 and 3, for energy storage has to compete with its alternative uses for chemicals
and transportation fuels production [158]. Thus, the cyclic nature of energy storage
means that the use of external carbon supply from biomass or CO2 is limited by the
ability to replenish the carbon feed for repeated use.
5.2 Closed cycle for GWh storage
As against the open loop approach, a closed loop transformation of carbon atoms
between CO2 and a suitable carbon molecule eliminates the need for an external car-
bon source and can be scaled to store GWh of electrical energy to support a baseload
renewable power plant. Fig. 5.1 describes the concept of the proposed cycle, in which
CO2 and the carbon molecule are stored as liquids to minimize storage volumes and
avoid the practical challenges of storing large quantities of pressurized gas [34]. When
renewable energy is available, the cycle operates in the storage mode, where the stored
CO2 is vaporized and subsequently converted to the particular carbon molecule, using
renewable energy sourced hydrogen (H2), heat and/or electricity. The synthesized
carbon molecule is purified and subsequently liquified for storage.When the renewable
energy source is unavailable, the cycle operates in the delivery mode. Here, the carbon
molecule is vaporized and oxidized (with air or oxygen) to produce electrical power as
well as CO2 and H2O. Any power generation scheme such as Brayton cycle, combined
cycle, fuel cell system etc. can be used here. Subsequently, the produced CO2 is


























Figure 5.1. Schematic of the proposed carbon cycle for storage and
delivery of GWh amounts of electrical energy.
store the H2O produced from the delivery mode for reuse during the storage mode
for H2 production.
5.2.1 Cycle synergies
If the carbon molecule exists as a gas at ambient temperature and pressure, the
purification and liquefaction steps can be integrated with the vaporizing step for both
CO2 and the carbon molecule. In particular, during the storage mode, a portion of the
refrigeration needed for purifying and liquefying the carbon molecule can be provided
by the vaporizing CO2 [160]. Similarly, during the delivery mode, the purification
and liquefaction of CO2 can be integrated with vaporization of the carbon molecule,
through appropriate refrigeration exchange [160]. Such synergistic energy integration
schemes are expected to improve the overall storage efficiency of the resulting energy
storage cycle [34].
If the carbon molecule exists as a liquid at ambient temperature and pressure, the
cycle allows for the option of directly storing the mixture of carbon molecule and water
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produced from the synthesis step in the storage mode. During the delivery mode, the
stored mixture can be vaporized and reformed prior to oxidation for electrical power
generation. In this manner, the energy required for separating the carbon molecule
and water is minimized at the expense of increasing the storage volume for delivering a
fixed electrical energy output. This degree of freedom in the cycle operation allows for
balancing the storage efficiency and the storage volume, as illustrated elsewhere [34].
5.3 Carbon molecule selection
The selection of a carbon molecule for the cycle in Fig. 5.1 impacts the overall
storage efficiency and storage volume. Here, we suggest metrics to systematically
compare different candidate carbon molecules for the cycle of Fig. 5.1 or any other
energy storage strategies using carbon molecules [13, 161]. Based on these metrics,
it is possible to identify favourable carbon molecules, which can be further evaluated
by conducting rigorous simulations or experimentation. The suggested metrics are:
1) ￿C : carbon molecule exergy content per mole of carbon, 2) ￿H→C : exergy stored
in the carbon fuel relative to H2 exergy input during the carbon molecule synthesis
step, 3) ￿V : carbon molecule exergy content per unit volume under storage.
In all these metrics, the exergy of a molecule, ￿, refers to the maximum reversible
work that can be generated from it. For each molecule, ￿ is calculated from an exergy
balance around the reversible process of Fig. 5.2. The value of ￿C is calculated by
dividing ￿ by the number of carbon atoms per mole of the carbon molecule. The value
of ￿V at storage conditions (i.e. temperature and pressure) is calculated by multiplying
￿ by the molecule’s molar density at storage conditions. The molar densities are
obtained using the PSRK thermodynamic package available in Aspen Plus [52]. For
molecules that are gases at 298 K and 1 atm, the molar densities are obtained at
the gas boiling point at 1 atm. On the other hand, for liquids molar densities are all
obtained at 298 K and 1 atm. The value of ￿H→C , is calculated by dividing ￿, with
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the total exergy supplied as H2, as shown in Eq.5.1. Here, ν refers to the moles of H2





￿C measures the moles of carbon atoms needed to store one unit (MJ) of exergy
in the carbon molecule. Molecules with higher value of ￿C reduce the carbon demand
for storing a unit of exergy. For the cycle of Fig. 5.1, increasing ￿C reduces the carbon
circulation between the two operation modes (i.e. storage and delivery modes). This
translates into reduced energy penalties of CO2 circulation (e.g. pressure drops,
temperature differences, etc) and CO2 purification and liquefaction. ￿H→C indicates
how much hydrogen exergy is wasted as heat of reaction during the carbon molecule
synthesis step. The impact of this lost exergy could be minimized by recovering the
heat of reaction either as electrical power through steam generation or for heating
process streams. However, such energy recovery mechanisms will only partially
compensate for the H2 exergy that is lost due to increased H2 use. Therefore, choosing
a molecule with higher values of ￿H→C may be beneficial and it could minimize the
exergy (electricity) requirement for H2 production during the storage mode of the
cycle. The third metric, ￿V , gives an indication of how much volume the molecule
will occupy to store a unit amount of exergy. Molecules with higher values of ￿V will
require lower storage volumes to meet a given energy demand.
5.3.1 Key findings
Table 5.1 lists different carbon molecules (alkanes, alkenes, alcohols, ethers, car-
boxylic acids, ketones, and aldehydes) of which some are gases and other are liquids
at ambient conditions. Although, carbon monoxide and ammonia are highly toxic
and hydrogen and ammonia are not carbon molecules, they are listed in the table for
comparison. The initial conclusion that can be drawn from Table 5.1 is that there is
no molecule that is superior in all the three proposed metrics. Gases, such as methane
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Table 5.1
Comparison of candidate carbon moleculess for energy storage.
Molecule ￿C(MJ/kmol C)1,2,4 Boiling pt.1,3 ￿H→C (%)1 ￿V (GJ/m3)1,3
Gases
Methane 806 112 86 21
Ethane 723 185 88 25
Propane 692 231 89 26
Dimethyl
ether
685 249 97 20
Ethene 657 169 93 26
Propene 643 225 92 27
Formaldehyde 523 255 112 14
Carbon
monoxide
239 81 - 7
Non carbon options
Hydrogen 234 21 - 9
Ammonia 335 240 95 11
Liquids
Methanol 693 338 99 13
Ethanol 654 351 93 19
1-Butanol 641 391 90 27
Iso-octane 652 399 89 27
Diethyl ether 651 308 93 22
Cetane 640 560 89 25
Acetone 572 329 92 18
Acetic acid 433 391 93 10
Formic acid 270 373 116 3
1 Numbers rounded to nearest decimal for presentation
2 For non carbon molecules, ￿C unit is MJ/kmol
3 Gases: at 1 atm and boiling point. Liquids: at 1 atm and 298 K
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Figure 5.2. Representation of the reversible process used to calculate the
exergy of carbon molecule. In case the molecule is hydrogen or ammonia,
then the carbon dioxide stream is eliminated. If the molecule is carbon
monoxide, then the water stream is eliminated.
and ethane, are associated with higher values of ￿C when compared to liquids such as
iso-octane, ethanol and methanol. However, the high exergy content of these gases
comes at the expense of lower values of ￿H→C , particularly when compared against
methanol. Nevertheless, gases such as methane and ethane, when liquefied, have
comparable ￿V as liquids such as iso-octane and butanol, as shown in Table 5.1.
In general, carbon molecules that are gases at ambient conditions do not require
energy intensive purification from the water (as seen in case of methanol-water sep-
aration) produced during the carbon molecule synthesis step of the storage mode.
However, this advantage is traded off with the corresponding energy requirements
for purification (from the unconverted hydrogen and carbon dioxide) and liquefac-
tion, also during the storage mode. Here, it is worth reiterating that the energy
requirements for purification and liquefaction of the carbon molecule can be reduced
by making use of the refrigeration of the vaporizing CO2. The proximity between
the boiling points of the carbon molecule and the boiling point of CO2 at storage
conditions (∼218 K at 5 bar) indicates the impact of the refrigeration exchange on the
external refrigeration requirements. However, a direct comparison of boiling points
of different carbon molecule to predict external refrigeration needs for purification
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and liquefaction is only valid if the corresponding carbon molecule synthesis step
has similar conversion and selectivity. In particular, the energy input for gaseous
fuel purification is expected to substantially increase for cases with lower carbon
conversion per pass during the carbon molecule synthesis step.
In case of carbon molecules with values of ￿H→C greater than 100% (formic acid
and formaldehyde), additional work input is necessary for the carbon fuel synthesis
reaction to proceed to completion. In other words, the direct synthesis of formic acid
and formaldehyde from carbon dioxide and hydrogen results in a positive Gibbs free
energy change and a negative enthalpy change which makes their synthesis demanding
[162]. Additionally, notice the much lower values of ￿C and ￿V for these two candidates
compared to other molecules in Table 5.1. Therefore, formic acid or formaldehyde
are not deemed to be favorable candidates for the energy storage cycle of Fig. 5.1.
5.3.2 Favorable candidates
Among the different classes of carbon molecules considered in Table 5.1, methane
has the highest value of ￿C followed by ethane, methanol, propane, dimethyl ether
and so on. Consequently, to the first approximation, if we assume that the ￿C to
electricity conversion efficiencies are similar for all the molecules, methane use in
the cycle will beneficially minimize the amount of carbon cycled to deliver a given
amount of electrical power. Another interesting candidate in Table 5.1 is methanol,
associated with the highest value of ￿H→C among all fuels and the highest value of ￿C
compared to other liquids. It is also worth mentioning that there exist catalysts for
selectively synthesizing these fuels from CO2 and H2 [163,164]. In addition, catalysts
for methane synthesis can achieve near equilibrium conversion (per pass), which is in
excess of 90% at 623 K [164].
In addition to methane and methanol, there exist other options in Table 5.1,
which warrant further evaluation, such as ethane, propane and dimethyl ether. All
these molecules have lower energy penalty of liquefaction (as shown by their higher
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normal boiling points) and higher values of ￿H→C compared to methane. Moreover,
ethane, propane and dimethyl ether have their normal boiling point temperatures
much closer to carbon dioxide liquefaction temperature of ∼218 K at 5 bar than that
of methane. The increased extent of overlapping between the boiling point temper-
atures of carbon molecules with carbon dioxide suggests the potential for reducing
external refrigeration for the carbon molecule liquefaction and/or CO2 purification
and liquefaction. Incidentally, dimethyl ether also has second highest value of ￿H→C
in Table 5.1, while ethane and propane also have higher values of ￿V than methane.
However, to our knowledge, the synthesis step for ethane, propane, dimethyl ether
have much lower selectivities and carbon conversion per pass compared to methane.
For example, synthesizing dimethyl ether in a single step hydrogenation of carbon
monoxide gives carbon conversion per pass up to ∼ 60% with ∼95% selectivity [165].
The energy penalty of separating the unconverted reactants and by-products (i.e. H2,
CO2, CO, and methanol) would consume part or all of the available refrigeration of
the vaporizing CO2. Consequently, the remaining refrigeration may not be sufficient
to provide the refrigeration needed for liquefying dimethyl ether.
For a non-carbon molecule like ammonia, the fraction of hydrogen exergy stored
per mole, the energy content per mole of N2 and the value of ￿V are comparable
to that of methanol, as seen in Table 5.1. However, the purification (from H2)
and the low liquefaction temperature of N2 (∼77 K), produced during ammonia
oxidation/decomposition, makes the implementation of the delivery mode challenging.
Rather than purifying and liquefying N2 during the delivery mode, it can instead
be supplied during the storage mode from the relatively less energy intensive air
separation process. Thus, the energy storage cycle would operate in an open loop to
exploit the relative abundance of N2 in air. Despite open loop operation, the high
pressure operation of ammonia synthesis (100-500 bar), versus other carbon fuels
like methanol (∼80 bar) and methane (∼20 bar) could make the use of ammonia
unfavorable in terms of storage efficiency. Based on these observations, processes
applying the concept of Fig. 5.1 for methane and methanol are most appealing in
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the near term, while use of other favorable candidates such as ethane, propane and
dimethyl ether is contingent on improvements in selectivity and conversion per pass
of catalysts used in their synthesis.
5.4 Process simulation
Rigorous Aspen simulations have been carried out to evaluate the performance
of methane and methanol for GWh electrical energy storage [34]. The simulated
cycles make use of a high temperature (1223 K) solid oxide electrolysis cell (SOEC)
for hydrogen production during the storage mode, which is subsequently reversed to
operate as a solid oxide fuel cell (SOFC) for power generation during the delivery
mode [34]. This continuous use of the cell stack is critical to avoid the daily thermal
cycling associated with startup and shutdown [161]. The cycles have been simulated
for solar energy as the renewable energy source, with the storage mode operating for
4.8 hours and the delivery mode operating for 19.2 hours of a twenty four day. The
detailed description of the process modeling, simulations and the related sensitivity
analysis are presented elsewhere [34]. Through these simulation results, we confirm
the favorability of methane and methanol as predicted by the exergy metric analysis.
In particular, we have identified preferred configurations of the storage cycles using
methane and methanol that can achieve storage efficiencies of ∼53-58% along with
much reduced storage volume compared to other options [34]. As a reference, Fig. 5.3
illustrates the comparison of storage cycle using methane with other options discussed
in the introduction of this chapter.
5.5 Conclusions
This chapter has analyzed an array of solutions for GWh level electrical energy
storage based on closed loop transformation of carbon atoms between liquid CO2
and liquid carbon molecules. Depending on the type of carbon molecule selected,
the cycle concept can be adjusted to maximize the storage efficiency. If the molecule
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Figure 5.3. Storage efficiency and volumetric energy density of the
methane cycle (LM-C, high-hi and low -lo) vs. H2 (gas-GH2, liquid-LH2),
batteries (Na-S, Li-ion), compressed air energy storage (CAES), and
pumped hydroelectric storage (Hydro). Simulation details reported
elsewhere [34].
is a gas at ambient conditions, then one can integrate the vaporization and purifi-
cation/liquefaction steps for both CO2 and the carbon molecule. If the molecule
is a liquid at ambient conditions, storing the carbon molecule/water mixture and
subsequently reforming it prior to oxidation, does away with the energy intensive
separation from water.
Generalized metrics are introduced for selecting favorable carbon molecules for
energy storage, either using the concept of Fig. 5.1 or any other approach. The
metrics are based on the exergy of a molecule. For a given energy demand, the metrics
help to identify molecules which minimize the carbon circulation, maximize the
fraction of hydrogen exergy stored, and minimize the volume of storage. Although no
single molecule is superior among all three metrics, some favorable candidates include
methane, methanol, ethane, propane, and dimethyl ether. The selective catalysts
available for synthesizing methane and methanol from CO2 and H2 makes their use
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attractive compared to other candidates. Additionally, methane, having the highest
energy content per carbon atom, beneficially minimizes the amount of cycled carbon
to deliver a given amount of power, while also utilizing the synergistic refrigeration
exchange with CO2 purification/liquefaction. Alternatively, methanol stores a greater
fraction of hydrogen exergy than any alkane and higher alcohols. Detailed simulations
of GWh level storage plants based on methane and methanol confirm the high storage
efficiency potential (∼ 53-58%) and much reduced storage volumes predicted by the
exergy metrics analysis. For other favorable carbon molecules, achieving high storage
efficiencies greater than or equal to methane and methanol is likely to depend on
developing selective and high conversion per pass catalysts for their synthesis from
CO2 and H2.
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6. FROM SHALE GAS TO RENEWABLE ENERGY BASED
TRANSPORTATION SOLUTIONS
6.1 Introduction
There exists wide recognition of the need to transition from fossil fuels to renewable
energy sources as the dominant primary energy supply [3, 25]. However, the use of
renewable energy sources for various end uses currently faces economic as well as
several technical challenges [2,3,15,22,25]. For the transportation sector, alternatives
like biomass-derived carbon fuels, electrification (partial or complete) and Hydrogen
(H2) in their present state of development, cannot economically compete with the
liquid hydrocarbons derived from petroleum [15, 25, 166]. For instance, despite the
existing policy incentives for cellulosic biofuels, there are few commercial production
facilities in operation or being developed [166, 167]. This situation motivates us to
explore transition transportation pathways meeting the following criteria. 1) In the
short term, transition pathways should use fossil fuels in a way that reduces lifecycle
greenhouse gas (GHG) emissions compared to petroleum-derived fuels. 2) In the
long-term, these pathways should remain feasible despite switching from finite fossil
fuels to renewable energy and/or carbon sources as they become economical. For
the United States (US) transportation sector, the vast domestic natural gas (NG)
reserves may be used as a transitional energy source to a renewable energy future
[168, 169]. Compared to coal and petroleum, NG by virtue of its higher hydrogen to
carbon molar ratio, could potentially contribute to reducing GHG emissions with little
sequestration efforts in the short term [170, 171]. However, for realizing maximum
GHG benefit relative to coal and petroleum, it is necessary to minimize fugitive
methane emissions during NG extraction [172]. Beyond the traditional sectors of
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electrical power generation, heating and petrochemicals, NG use for transportation
is a possible option that could have short-term societal and economic benefits by
reducing US petroleum imports [169, 171].
This chapter explores possible roadmaps for the US light duty vehicle (LDV) sector
that utilize NG in the short-term, but also provide a feasible transition to the foresee-
able renewable energy future. Using a well-to-wheels (WTW) efficiency analysis, we
compare alternative pathways of using NG for LDV transportation and discuss their
resource and policy implications. For periods of reduced NG supply, candidate NG
transportation pathways that can substitute NG with the use of renewable energy
(e.g. solar energy) and carbon sources (e.g. biomass) are identified. Our analysis
suggests using compressed natural gas (CNG) that can later be substituted with
compressed methane derived from biomass. To reduce the biomass requirements of
the LDV sector, the role of carbon-efficient biomass-to-methane conversion using solar
energy as well as the use of electricity via Plug-in hybrid electric vehicles (PHEV) is
discussed. Such transition pathways allow for LDV infrastructure that would have
been developed for NG, to be compatible with long-term use of renewable energy and
carbon sources.
6.2 NG use for LDV transportation
Currently, less than 3% of the NG consumed in the US is for transportation and
most of that is used for powering the transportation pipeline and distribution systems
[173]. NG can be used for LDV transportation via several pathways, combining
different end use fuels and vehicle technologies [27, 28, 174]. This study considers
the following pathways, shown in Fig. 6.1: 1) Internal combustion engine vehicle
(ICEV) using gasoline, diesel, H2, or CNG. For this analysis, we define ICEV to
include so-called Hybrid-Electric vehicles, which use an on-board battery that is not
recharged externally from the grid. 2) Fuel-cell vehicles (FCVs) using either one of
gasoline, methanol, H2, and CNG. 3) Battery electric vehicles (BEVs) powered by
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electricity only. 4) PHEVs using electricity combined with either one of gasoline,
diesel, H2, and CNG. A PHEV using gasoline, diesel, or CNG as secondary fuel is
assumed to utilize ICEV technology for secondary fuels. In case of a H2 PHEV,
we consider the use of FCV technology that has a lower fuel consumption (MJ/km)
relative to H2 ICEV [175].
We compare different pathways in Fig. 6.1 using the WTW efficiency metric,
defined as kilometers (km) driven per 100 MJ of NG in well. This energy efficiency
metric considers all the energy transformations going from primary energy (NG in
well) to end-use (wheels). In the absence of carbon capture and sequestraton, the
GHG emissions of a WTW pathway tend to scale with the quantity of primary energy
used. Pathways with higher WTW efficiency are favorable since they will require lower
amounts of NG (and lower associated GHG emissions) to drive the distance traveled
by the entire LDV sector. To facilitate consistent comparison, we use the energy
efficiency/consumption data in the GREET (Greenhouse Gas, Regulated Emissions,
and Energy use in Transportation) database for our analysis [174]. In the following
section, we discuss the WTW efficiency calculation for pathways using PHEV. Details
and assumptions for the remaining pathways in Fig. 6.1 are provided in Appendix
D.
6.2.1 PHEV energy use
For pathways using PHEV, the WTW efficiency is calculated as the weighted
average performance of the two operating modes shown in Fig. 6.2. The blended
charge depleting (CD) mode corresponds to when the electrical energy stored in the
on-board battery (CDelec) and the secondary fuel (CDfuel) are utilized. In contrast,
the charge sustaining (CS) mode uses the secondary fuel (CSfuel) exclusively. The
fraction of total distance travelled by a PHEV in CD mode (α) is a function of
the battery energy storage capacity, which correlates with the rated all electric range










































































































































































































































higher than the operational electric range (i.e. actual distance travelled in CD mode),
depending on other factors including battery discharge rate and the architecture used
by the PHEV (referred as powertrain) to transmit the energy for propelling the vehicle
[174,175]. For instance, a gasoline PHEV40 with AER of 40 miles is estimated to have
an operational electric range of 37.1 miles and spends 56.7% and 43.3% of the total
miles travelled in CD mode and CS mode, respectively [174]. We consider PHEVs
with AER values between 5 and 60 miles, with their corresponding CD and CS modes
energy consumption estimates available in the GREET model [174]. The trends in
CDfuel, CDelec, and CSfuel are illustrated in Fig. 6.3 using data for CNG PHEV. As
per Eqs.6.1-6.7, the overall PHEV WTW efficiency (Ztotal) is calculated as the sum of
the distance travelled in CD (ZCD) and CS (ZCS) modes. Here, ηelec and ηfuel refer
to the lumped energy efficiency of converting NG available in the well to electricity
and secondary fuel, respectively. x and y refer to portions of NG available in well for
electricity and secondary fuel production.
x+ y = 100 (6.1)




















Figure 6.2. Flowchart describing the WTW efficiency calculation for
PHEV. The variable energy flows and output distances are marked.
Typically, for a PHEV with AER of 30 miles or greater, the combustion engine
(utilizing the secondary fuel) is exclusively used with an electric generator to power
the electric motor connecting to the wheels and charge the battery when required
[175]. This powertrain is referred as a series configuration. For AER greater than 30
miles, the vehicle predominantly operates in the CD mode (α > 50%). Therefore,
a series powertrain is justified since it allows for reducing fuel consumption in CD
mode by using an all-electric drive power transmission [175, 176]. However, the fuel
consumption in CS mode is estimated to be higher than an ICEV, owing to the
additional step of converting mechanical energy to electrical energy (engine to battery
or motor) and back to mechanical energy (motor to wheels). In contrast, for AER
between 5 and 25 miles, the PHEV typically employs a power-split configuration,
whereby the engine power is distributed between electricity generation (to motor
and/or battery) and driving the wheels. For a power-split PHEV, the increased use
of engine power for driving the wheels during CD mode is reflected in the higher
value of CDfuel compared to a series PHEV, as seen in Fig. 6.3. Additionally, the
fuel consumption during CS mode for a power-split PHEV is similar to a traditional
ICEV. For a H2 PHEV using FCV technology, an all electric series powertrain is used
for all AER cases [175].
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Figure 6.3. Energy consumption as secondary fuel or electricity (left) for
CNG PHEV and fraction of distance traveled in CD mode (right) for
different AER values and PHEV powertrains. Data derived from GREET
model [174]. Energy consumption for ICEV and BEV correspond to fuel
economy values of 32.8 miles per gallon-gasoline-equivalent (mpgge) and
93.6 mpgge respectively.
6.2.2 WTW efficiency results
In Fig. 6.4a-b, we compare the WTW efficiency of different NG pathways for
current and future scenarios of electrical power generation efficiency and ICEV fuel
consumption. Here, current scenario refers to ICEV fuel consumption estimates
for 2010 and natural gas combined-cycle power plants (NGCC) for electrical power
generation [174]. In contrast, the future scenario considers the following technological
improvements. 1) The gasoline ICEV fuel economy (inverse of fuel consumption) is
assumed to be 49.7 miles per gallon of gasoline-equivalent (mpgge) as against 32.8
mpgge for the current scenario. 49.7 mpgge corresponds to the upper end of the
recently mandated corporate average fuel economy (CAFE`) standards for the US
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LDV sector by 2025 [176, 177]. The future fuel economy of ICEVs using fuels other
than gasoline is estimated by scaling the current values reported in the GREET
model, using gasoline ICEV as the reference. 2) Electrical power generation from NG
is assumed to take place using Solid Oxide Fuel Cell (SOFC) plants having NG at
plant-to-electricity efficiency of 70% [157], compared to 49.8% for NGCC plants [174].
The impact of this increased energy efficiency of electrical power generation is reflected
in the future WTW efficiency estimates of BEV and PHEV pathways in Fig. 6.4b. At
the same time, the early stage of PHEV, BEV and FCV commercial deployment makes
it difficult to project future improvements in their on-board energy consumption.
This uncertainty is reflected in the range of projections available for PHEV, BEV
and FCV performance [2, 23, 28, 178–180]. Therefore, we have not considered future
on-board energy consumption estimates and on-board storage options for BEV, FCV
and PHEV in Fig. 6.4b, even though these technologies are expected to improve with
increasing adoption. In particular, the non-engine related fuel consumption benefits
(e.g. load reduction, aerodynamics) that would contribute towards lowering the fuel
consumption of ICEVs, are equally applicable to BEV, FCV and PHEV [179].
Among current and future ICEVs pathways, CNG is the most energy efficient due
to the fewer number of energy transformations involved in its production compared
to producing liquid fuels and H2. Fig. 6.4a also shows that the direct use of CNG in
a FCV is estimated to have a higher WTW efficiency than using H2 even though the
fuel economy when using H2 in a FCV is ∼ 33% higher than using CNG (49.1 mpgge
vs 36.9 mpgge). The energy losses associated with H2 production via NG reforming,
purification and subsequent H2 compression are cumulatively greater than the losses
associated with NG compression to produce CNG. It should be noted that the lower
fuel economy when using CNG (and other carbon fuels) in FCV compared to H2
FCV is due to the additional preprocessing step (e.g. steam reforming) required for
on-board H2 production.
The BEV pathway using only electricity has the highest WTW efficiency in Fig.
6.4a-b. Yet, current BEVs are limited to niche end-uses because of their short travel
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Figure 6.4. WTW efficiency of NG transport pathways based on (a)
current and (b) potential future technologies. Current: 32.8 mpgge for
gasoline ICEV, NG at plant-to-electricity efficiency via NGCC is 49.8%.
Future: 49.7 mpgge for gasoline ICEV, NG at plant-to-electricity efficiency
via SOFC is 70%. PHEV40: designed to travel about 40 miles in CD
mode. FC H2: Fuel cell Hydrogen. Numbers rounded for presentation.
range of 90-100 miles using existing battery technologies and costs [175]. On the
other hand, PHEVs allow for extending beyond the BEV driving range via use of
secondary fuel stored on-board the vehicle. For a typical AER of 40 miles similar to
the Chevrolet Volt, current PHEVs are estimated to offer ∼ 5 − 22% higher WTW
efficiency compared to the corresponding fuel-only (ICEV or FCV) pathway. In Fig.
6.4a, even though H2 FCV is nearly as efficient as CNG ICEV, the corresponding
PHEV with AER of 40 miles using H2 has a marginally higher WTW efficiency than
CNG. This is because the fuel consumption in CS mode for CNG PHEV is ∼ 26%
higher than CNG ICEV. In contrast, the fuel consumption in CS mode for H2 PHEV
is only ∼ 18% higher than H2 FCV. This smaller decline in CS mode fuel consumption
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for H2 PHEV is due to the benefit of an all-electric series powertrain [175]. If CNG
PHEV were to use FCV instead of ICEV technology for secondary fuel utilization,
the WTW efficiency is bound to be higher than that of H2 PHEV. Conversely, a H2
PHEV using ICEV rather than FCV technology will have a similar WTW efficiency
as CNG PHEV shown in Fig. 6.4a.
The impact of electrical energy storage capacity (or AER) on the WTW efficiency
of a PHEV pathway is illustrated for current and future scenarios using CNG PHEV
in Fig. 6.5. As the AER increases, so does the share of total distance travelled
using electricity (or α) compared to secondary fuel. Moreover, the use of electricity
(just as in a BEV) is more energy efficient than other fuel and propulsion systems
combinations (Fig. 6.4a). Consequently, for both the power-split (AER=5-25 miles)
and series (AER=30-60 miles) PHEV powertrains, increasing electrical energy storage
capacity improves the WTW efficiency.
The discontinuity in the WTW efficiency trends on transitioning from power-split
to series PHEV powertrains originates from the abrupt shift in CD and CS mode
energy consumption patterns, seen in Fig. 6.3. The large increase in CSfuel from
power-split to series PHEV results in a marginally lower WTW efficiency than even
the corresponding ICEV pathway for AER=30 miles in Fig. 6.5. However, increasing
the AER beyond 30 miles restores the superior WTW efficiency of the PHEV pathway
relative to the ICEV, due to the increasing share of distance traveled using electricity
predominantly (CD mode). With the exception of H2 PHEV, the trends in AER
for other PHEV pathways are similar to the trends observed for CNG PHEV. For
H2 PHEV, an electric series powertrain ensures an increasing WTW efficiency trend
with AER. In Figs. 6.4-6.5, the comparison between current and the future scenario
quantifies the increase in PHEV WTW efficiency with increasing energy efficiency
of electrical power generation from NG. If the energy savings arising from future
non-engine modifications and secondary fuel utilization via ICEV or FCV are also
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Figure 6.5. WTW efficiency of CNG PHEV for different AER values
and current and future technology scenarios as defined in Fig. 6.4. For
reference, the WTW efficiency range for other PHEVs is given. 1) H2
PHEV is 30.7-44.6 km/MJ of NG, 2) gasoline PHEV is 24.5-31.7 km/MJ
of NG and 3) diesel PHEV is 26.4-33.8 km/MJ of NG.
included, then the PHEV WTW efficiency will likely be greater than the future
scenario projected here.
6.2.3 Policy implications
In light of the recently mandated CAFE` standards for the US LDV sector, im-
provements seen in ICEV fuel economy are likely to decrease the economic incentive
for consumers to shift to alternative fuels and vehicle technologies [179]. So long as
ICEV continues to be the dominant vehicle technology, the use of NG as CNG is
the most favored option from Fig. 6.4. CNG production and its use via ICEV is
a proven technology and has been deployed in several nations for LDV and heavy
duty vehicles (HDV) [181, 182]. Moreover, the future CNG ICEV pathway is not
only more energy efficient than the current BEV pathway, but also provides a greater
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driving range. The volumetric energy density of CNG is higher than H2 and current
batteries, but is lower than a liquid fuel like gasoline (batteries < 2 GJ/m3, H2
at 700 bar ∼ 4 GJ/m3, CH4 at 330 bar ∼ 12 GJ/m3, Gasoline ∼ 32 GJ/m3).
Thus, a CNG ICEV will use a larger volume for fuel storage to achieve a similar
driving range as a gasoline ICEV. The additional weight of the CNG storage tank
(due to the reinforcement needed for high pressure storage) compared to a liquid
fuel tank also needs to be considered in determining the driving range. CNG as a
fuel is also an attractive economic option in the US, because of its currently lower
energy-equivalent price compared to petroleum-based gasoline [183], as well as the
existing pipeline network for NG distribution. CNG ICEV pathways will benefit from
policy intervention in the following areas. 1) Improvements in energy and volumetric
efficiency of on-board CNG storage. An example is the recent US Department of
Energy initiative promoting research in the area of methane storage and natural gas
compressors for home and centralized use [184]. 2) Reducing the economic burden on
individuals or entities establishing refueling stations and consumers modifying their
own vehicles for CNG use.
Fig. 6.4 also points towards the more efficient use of electricity as a transportation
fuel when produced centrally and distributed (i.e. BEV) rather than generated
from a secondary fuel on-board the vehicle (i.e. FCV). For this reason as well as
the significant infrastructural challenges of delivering and storing H2 in the near
future [22,23,185], we estimate a diminished role for H2 as a direct fuel for NG-based
transportation. This finding has been acknowledged in the recent budget cuts in US
H2 and fuel cell research & development [186, 187]. At the same time, our analysis
provides fuel economy targets for FCV research and development that will make FCV
pathways competitive with the other more efficient future transport pathways (like
CNG ICEV or BEV).
PHEV, in addition to the higher WTW efficiency over corresponding ICEV path-
ways, provides flexibility in sourcing electricity from alternate primary energy sources
other than NG. Consider the CNG PHEV which is the most energy efficient option in
117
Fig. 6.4 using ICEV technology. The battery storage capacity of a CNG PHEV needs
to be optimized keeping in mind the WTW efficiency and other factors like on-board
volumetric constraints and economic cost. Recently, a prototype vehicle combining
CNG and battery electrical power was demonstrated [188]. Yet, the critical barriers
to be addressed for PHEV adoption are the same as those for BEV adoption, namely
battery costs and the charging infrastructure [179].
The existing refueling infrastructure for liquid fuels as well as the mandated use of
liquid biofuels such as ethanol [166] could favor the use of liquid fuels produced from
NG, albeit at the expense of reduced WTW efficiency compared to CNG (Fig. 6.4).
Between diesel and gasoline ICEVs, traditionally diesel has been the more energy
efficient fuel option. In addition, the anticipated improvements in ICEV technology
makes the use of gasoline via ICEV more energy efficient than their alternative use
in current FCVs. Currently, higher WTW efficiency values are estimated when using
liquid fuels via PHEV (for most AER values as illustrated in Fig. 6.5) rather than
ICEV, which is further improved using more efficient electrical power generation
(SOFCs). As mentioned earlier, the projected improvement in ICEV technology could
further improve the future PHEV WTW efficiency beyond the values in Fig. 6.4b,
thereby continuing to favor liquid fuels use via PHEVs. This potential benefit of using
liquid fuel with PHEVs aligns with current US policies (e.g. tax credits) promoting
partial or complete vehicle electrification. The liquid fuel PHEV pathway also requires
policies promoting the construction of NG to liquid fuel conversion facilities and
battery charging infrastructure for PHEVs. For the former aspect, an example policy
is the recent regulatory announcement to include integrated biomass and natural gas
derived fuels within the US Renewable Fuel Standard program [189].
6.2.4 Resource implications
Based on the 2012 consumption rate, the technically recoverable US NG reserves
are estimated to last close to 91 years [79]. However, the possible expanded use
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of NG for LDV transportation as well as its increased use in other sectors such as
electricity generation could potentially decrease the lifetime of US NG reserves. Here,
we estimate the lifetime of US NG reserves for two plausible NG demand scenarios
beyond 2012. Scenario I considers the future growth in NG LDV consumption from
using any of the WTW pathways considered here. Scenario II considers future growth
in NG consumption from the LDV sector and the electricity generation sector.
For scenarios I and II, the projected annual NG LDV consumption for 2013 and
beyond is obtained via dividing the share of annual vehicle miles travelled (VMT)
using the specified NG transport pathway with its WTW efficiency. Our calculations
consider the penetration of the specified pathway into the existing LDV sector,
according to a rate proposed by the National Research Council in its analysis of a
Hydrogen economy [23]. For the chosen rate of vehicle penetration, ∼ 6%, ∼ 50% and
100% of the total LDV miles are travelled using the selected NG-transport pathway
in 10 (2023), 22 (2035) and 37 (2050) years after introduction, respectively. We
also assume the annual VMT for the entire LDV sector to remain unchanged from
the value reported for 2011. This is a conservative estimate, as the annual VMT
is projected to increase in the US if historical growth rates prevail [23, 179]. Thus,
any increase in the annual VMT in the future will lead to lower NG lifetimes than
estimated here.
For projecting future growth in NG use for electricity generation, we assume that
all the projected growth in electricity consumption is sourced from NG via either
SOFC or NGCC power plants. This may not necessarily be the case, as increasing
levels of renewable electricity penetration could offset some NG use for electricity
[168]. However, our assumption could yet be reasonable for the following reasons. 1)
Several existing coal power plants are due to be retired in the coming decades. For
instance, 24.7 GW of specific plant retirements have already been announced by 2020
[190] and more retirements are anticipated in the coming decades [168]. This retired
capacity would need to be replaced with additional electricity generation capacity,
derived from either NG, nuclear or renewable energy sources. 2) The construction
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of new coal power plants without CO2 sequestration to either add capacity or to
replace the retired plants appears remote, given the recent policy proposal by the
US Environmental Protection Agency (EPA) on limiting new power plants to emit
less than 1000 lb-CO2/MWh [191]. 3) The low economic cost of NG relative to
coal and even renewable energy sources has led to its increasing share in electricity
generation in the last few years [168]. For the calculation, we use the annual electricity
consumption growth rate of ∼0.8% as forecasted by the Annual Energy Outlook
document [168].
With the above assumptions, demand scenario I using the current CNG ICEV
pathway (Fig. 6.4a) results in an estimated ∼70 years worth of NG reserves. If the
future CNG ICEV WTW efficiency is used, the lifetime of US NG reserves increases
by ∼6 years relative to the current CNG ICEV case. It is worth noting that there is
also potential for expanded use of NG in the HDV sector (as liquefied or compressed
NG), which could further reduce the lifetime of US NG reserves.
For the more realistic scenario II, using future CNG ICEV for LDVs, the total
recoverable NG reserves are estimated to last 60-63 years, depending on the use of
either NGCC or SOFC power plants. The corresponding lifetime of NG reserves for
scenario II when using the less efficient gasoline PHEV (AER=40) pathway for LDVs
is estimated to be ∼58-61 years. Thus, compared to the current consumption rate,
our analysis points to the potentially drastic reduction (∼30 years) in lifetime of
NG reserves in case of its dominant use in future LDV transportation and electricity
generation. Moreover, the expanded use of NG, whether partially or fully adopted
by the LDV sector, could potentially increase its price and adversely affect other
sectors relying on NG (e.g. chemicals). These findings reiterate the need to use NG
primarily as a transitional energy source, along with the simultaneous development
of alternative renewable energy technologies for US LDV transportation.
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6.3 Transition from NG to renewable energy
Of the various WTW pathways, CNG PHEV offers an efficient transition to the
future use of renewable energy and carbon sources. Firstly, CNG PHEV is more
efficient than the corresponding ICEV or liquid fuel PHEV pathways, and provides the
flexibility to integrate with different primary energy sources for electricity generation.
Secondly, for periods of limited NG supply, all or a portion of the CNG requirement
can be met from biomass-derived compressed methane. In this way, the infrastructure
that would need to be developed to use CNG for transportation can also be used
beyond the period of NG availability, by methane produced from biomass.
The potential of using methane derived from biomass to meet the CNG require-
ment of the US LDV sector, is dependent on, among other things: 1) the quantity of
sustainably available (SA) biomass (introduced in Chapter 1) [4,15], and 2) the carbon
conversion during methane production, referring to the fraction of biomass carbon
atoms recovered as methane. Traditional biomass-to-fuel processes are standalone
processes that utilize a portion of the carbon feed to supply the energy required for the
process [32]. Consequently, the carbon conversion of standalone processes producing
methane is generally reported to be ∼30% [68, 192, 193]. In contrast, using biomass
along with non-carbon energy sources such as solar-derived H2, heat and electricity
via an augmented biomass-to-fuel process allows for increasing the carbon conversion
compared to standalone processes [4]. In addition, augmented processes allow for
storing solar energy in an energy dense form (e.g. methane) that is compatible with
the existing energy infrastructure.
6.3.1 Augmented biomass-to-methane process
Among the select augmented processes in the literature, biomass gasification in a
hydrogen atmosphere or hydrogasification, at ∼30 bar and 1073-1173 K, is estimated
to produce a methane-rich gas, corresponding to a carbon conversion of ∼64% based
on carbon feed as biomass and pure CO2 [193]. Here, we use the standalone biomass
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Figure 6.6. Augmented hydrothermal gasification process converting
biomass to methane. Detailed flowsheet available in Appendix D.
hydrothermal gasification process suggested by Gassner et al. [194] to model an
alternative augmented process design using supplemental H2 and heat derived from
solar energy. The process developed by Gassner et al. involves hydrolysis and
gasification of biomass in supercritical water (at 300 bar and 573-673 K), which
is followed by separation to produce a methane-rich stream (96 mol%), a carbon
dioxide rich stream (∼84 mol%) and co-product electricity (see Fig. D.3). As
per the optimized process flow rates reported by Gassner et al., a portion of the
crude-methane stream is combusted for process heat, resulting in a standalone process
carbon conversion of 30.0%. We propose to improve the carbon conversion from 30.0%
to 38.7% by recovering the methane that was combusted and instead using solar heat
for the process (see Appendix D).
To further increase the carbon conversion, we propose utilizing the carbon dioxide-
rich stream for additional methane production via the use of solar H2 in conjunction
with the Sabatier reaction. Aspen Plus [52] is used to simulate the resulting aug-
mented process of Fig. 6.6 (see Appendix D). For maximum methane production,
we model the use of a high temperature (673 K) and a low temperature methanation
reactor (573 K) with intermediate byproduct (water) separation. The reactors are
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modeled to be in chemical equilibrium at their respective temperatures, which is
in agreement with the experimental evidence [164]. The augmented process also
accounts for the energy required to compress the methane-rich stream to 70 bar for
pipeline transportation to the refueling stations. The overall process recovers 86.4%
of the biomass carbon as methane, at the expense of using solar H2 and heat in
the amounts shown in Fig. 6.6. A process design challenge yet to be addressed
is the intermittent availability of solar H2 and heat, particularly in the absence of
cost-effective energy storage methods. As discussed in Chapter 2, innovative process
designs allowing for flexible operation between high and low carbon conversion modes
as per the availability of solar energy could be useful. Another option for round the
clock operation is the use of coal, or nuclear-derived H2 and heat when solar energy
is unavailable [32, 195].
6.3.2 LDV biomass requirements
For a given WTW pathway, the estimated CNG demand for the entire LDV sector
is calculated by multiplying the corresponding on-board fuel consumption (MJ/km)
with the annual VMT for the LDV sector in 2011. In case of CNG PHEV, the
on-board fuel consumption is the weighted average of the secondary fuel consumption
in CS and CD modes (given by (1− α)CSfuel + αCDfuel). This CNG demand is
subsequently divided by the energy efficiency of gas compression for on-board storage
(92.8%, see Fig. 6.1), to yield the methane demand (in MJ) at the biomass-to-
methane conversion plant. The biomass requirement for the CNG WTW pathway
is calculated by scaling the methane demand with the fuel yield (MJ of fuel/kg of
biomass) of the process.
The biomass requirements for the LDV sector using CNG PHEV decreases with
increasing AER values, due to the increasing reliance on electricity stored on-board
the vehicle (Fig. 6.7). The abrupt shift in biomass consumption trends from AER of
25 miles to 30 miles is because of the shift from power-split to series PHEV powertrains
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Figure 6.7. Biomass (left) and electricity requirement (right) for the US
LDV sector using current CNG PHEV. The effect of biomass-to-methane
carbon conversion and rated AER are shown. 1 TWh= 1 billion kWh.
[174]. For AER between 5 and 60 miles, the LDV sector consumes an estimated 82-639
billion kWh (or TWh) of electrical energy annually at the point of charging (includes
charging efficiency of 85%), which corresponds to 2-16% of the US annual electricity
demand in 2010. This amount may be supplied by the existing electrical grid, so long
as most PHEV charging is carried out during off-peak hours (i.e. night) [21, 178]. It
is also worth noting that the co-product electricity from the process of Fig. 6.6 is
sufficient to supply ∼68% and ∼4% of the electricity consumed by the LDV sector
using PHEV with AER of 5 miles and 60 miles respectively.
For each PHEV AER scenario, the proposed augmented process requires ∼65%
less biomass than the case of using a standalone process. As a benchmark, Fig.
6.7 also depicts the minimum biomass requirement corresponding to an augmented
process with 100% carbon conversion to methane. For a typical AER of 40 miles,
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the minimum biomass requirement is about 182 million metric tons per year. A key
aspect of the proposed augmented process is the use of solar heat and the biomass
hydrothermal gasification approach, which together result in lower H2 consumption
compared to other augmented biomass-to-fuel processes with similar carbon conver-
sion values [32, 42]. The 21-45 billion kg of H2 annually required by the augmented
process using PHEV (with AER of 60 miles and 5 miles respectively) is less than
the 55 billion kg of H2 needed for switching the entire LDV sector to H2 FCV
(with a fuel economy of 49.1 mpgge and not including H2 compression energy input).
Despite the reduced H2 consumption, it is clear that a key enabler for the proposed
augmented biomass-to-methane conversion is the ability to use the CNG based LDV
infrastructure. The biomass carbon conversion of the augmented process may be
optimized to provide the required trade-off between the H2 consumption and the
quantity of biomass feedstock required for the LDV fleet.
Table 6.1 suggests that the continued use of current ICEV, either with gasoline,
diesel or even CNG results in greater biomass requirements than the current PHEV
pathway, for both standalone and augmented processes. The future scenario in
Table 6.1 quantifies effect of improving ICEV fuel economy on the LDV biomass
requirements. For gasoline and diesel production from biomass, we assume the
same biomass carbon conversion as calculated for the standalone and augmented
biomass-to-methane processes. Among the three carbon fuels, methane has the
highest energy content per carbon atom followed by gasoline and diesel. For fixed
biomass feed and carbon conversion to fuel, more energy is available as methane than
gasoline or diesel for use in an ICEV. This unique attribute of methane results in
lower biomass requirement for CNG ICEV than the gasoline ICEV or diesel ICEV
scenario in Table 6.1.
The US annual SA biomass resource is estimated to be 498-775 million metric tons
for the time period of 2020-2022 and 696-950 million metric tons for 2030 [15, 196].
Thus, it would appear that sufficient SA biomass could be supplied for nearly all
of the LDV transportation roadmaps presented here. However, there could be other
125
competitive uses for the renewable carbon, such as high energy density fuel production
for HDVs, chemicals, residential heating and electrical power generation. In addition,
the estimated biomass requirements in Fig. 6.7 and Table 6.1 are conservative
since they do not account for any increases in annual VMT. Together, these factors
could favor the viability of the low biomass roadmaps for the LDV sector.
Table 6.1
Biomass required for the US LDV sector using CNG, gasoline
and diesel via ICEV. Standalone and augmented refer to
processes having biomass-to-fuel carbon conversion of 30.0%
and 86.4% respectively. Gasoline and diesel distribution
efficiency ∼100%. Numbers rounded for presentation.
ICEV fuel


















1 Gasoline: 85.9 wt% carbon, 750 kg/m3, 32.4 GJ/m3.
2 Diesel: 87.7 wt% carbon, 838 kg/m3, 35.8 GJ/m3
6.4 Conclusions
This paper has identified alternative LDV transportation pathways that allow for
the transition from petroleum to NG in the short-term and to the use of renewable
(solar) energy and carbon sources like SA biomass ultimately. For the short-term
analysis, we use km driven/MJ of NG in well as a metric to evaluate alternative
transportation pathways using NG. Among ICEV technology the use of CNG is most
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efficient for current and future technologies. Currently, the use of BEV is the most
energy efficient WTW pathway, reflecting the preference towards centralized power
generation rather than on-board generation via FCV. PHEV, notably using CNG,
simultaneously overcome the range limitations of BEV and lead to higher WTW
efficiencies than the corresponding ICEV.
In addition to the WTW efficiency, the choice of the future transport pathway
could depend on other factors such as the ability of the developed infrastructure to
transition to a renewable energy future. In this context, the use of CNG PHEV is
interesting, since: 1) it allows the flexibility of sourcing electricity from different
primary energy sources, 2) it potentially increases the estimated lifetime of NG
availability compared to liquid fuel options and current ICEV use and 3) it allows
for smooth transition when NG use is to be reduced at the expense of using lesser
renewable carbon (biomass) than liquid fuel pathways. In such a scenario, the
infrastructure built for CNG PHEV would allow the use of methane and electricity
from renewable sources such as biomass, solar, wind etc. The use of augmented
biomass-to-methane processes can reduce the biomass requirements of the US LDV
sector to amounts which can potentially be met by the projected SA biomass resource.
The viability of the discussed transportation roadmaps will also be affected by
several factors that have not been considered in this analysis. These include, but
are not limited to, the following. 1) Although our analysis has considered candidate
NG transportation pathways in isolation to construct representative roadmaps for the
LDV sector, it is likely that some combination of the roadmaps considered here will
be realized. Thus, it is likely that no single NG pathway will dominate the entire
LDV sector. 2) The utility of augmented biomass-to-fuel processes is contingent on
their economic viability relative to standalone processes. An economic analysis could
indicate the optimal carbon conversion that balances the biomass resource constraints
with the fuel yield and supplemental energy (e.g. H2) requirement for the process.
Here, the introduction of a carbon (or CO2) tax, can improve the economic viability of
augmented processes having higher carbon conversion [49]. 3) The economic cost and
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energy density of battery technology could limit the AER value feasible for PHEVs.
In addition, volume constraints for a CNG PHEV could limit the battery capacity
to be stored on board along with the relatively large CNG storage tank. 4) The rate
of deployment and locations of battery charging infrastructure and CNG refueling
stations could alter the electricity and CNG consumption patterns of CNG PHEV to
be different from the values assumed here.
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7. SYNERGISTIC USE OF BIOMASS AND NATURAL GAS FOR LIQUID FUEL
PRODUCTION
7.1 Introduction
For the past century, petroleum derived liquid hydrocarbons have been the predomi-
nant fuel for the transportation sector. However, concerns regarding scarce petroleum
reserves and increasing greenhouse gas (GHG) emissions from fossil fuel use has
stimulated interest in identifying alternative transportation fuels [1, 15, 197]. The
direct use of electricity and hydrogen (H2) for transportation are currently limited
by their low volumetric energy density relative to liquid fuels like gasoline and the
lack of a refueling infrastructure [22, 74, 185]. At the same time, the continued use
of liquid fuels for transportation is contingent on synthesizing them from alternative
carbon sources, such as natural gas (NG), coal, and biomass. In this chapter, we
utilize a mathematical programming framework to identify energy efficient processes
for converting biomass and NG to high energy density liquid fuels for transportation.
Liquid fuels produced from biomass can result in lower lifecycle GHG emissions
relative to petroleum-derived fuels [31]. However, the supply of biomass-derived liquid
fuel is dependent on the quantity of sustainably available (SA) biomass (introduced
in Chapter 2) and the fraction of SA biomass carbon converted to liquid fuel. In the
United States (US), the annual SA biomass resource is estimated to be around 498
million metric tons by 2020 [15]. As discussed in Chapter 2, standalone biomass-to-
liquid fuel processes using biomass as the primary energy source, typically convert
between ∼ 27 − 44% of the biomass carbon to liquid fuels [45]. Such standalone
conversion of the SA biomass resource can supply 1.6-2.5 million barrels of liquid fuel
per day (MMbbl/d), which corresponds to12-20% of the daily liquid fuel consumption
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of the US transportation sector.1. Augmenting biomass-to-liquid fuel conversion with
supplemental energy sources (e.g. solar H2) can increase the carbon conversion to
liquid fuel (see Chapter 2) and the fraction of liquid fuel demand met using SA
biomass. However, in the absence of cost-effective energy storage options, these
processes have to contend with the intermittent nature of non-carbon energy sources
like solar heat or H2. Moreover, the currently high cost associated with using solar
heat or H2 is likely to negatively impact the economic competitiveness of the resulting
augmented processes [49].
During this interim period, NG could be used to supply a portion of the deficit
liquid fuel demand. The recent surge in shale gas reserves and its production, most
notably in the U.S., has led to interest in utilizing NG for different end uses including
transportation [169, 179, 198]. The appeal for using NG as a feedstock for liquid
fuel production stems from its higher hydrogen to carbon molar ratio, compared
to petroleum and coal in that order. Consequently, for the same primary energy
supply, NG emits the least amount of CO2 among fossil fuels. At the same time, for
maximum GHG emissions reduction compared to petroleum, the fugitive methane
emissions during shale gas extraction need to be minimized [170,172]. As pointed out
in Chapter 6, the use of NG via compressed natural gas vehicles is the most energy
efficient well-to-wheels transportation pathway. However, the existing liquid fuel
infrastructure as well as recent policy initiatives have generated interest in producing
liquid transportation fuels from NG [37,39,199,200]. Baliban et al. report integrated
biomass and NG to liquid fuel processes based on biomass gasification and different
NG conversion methods such as syngas conversion to Fischer-Tropsch (FT) diesel and
methanol, oxidative coupling to olefins and partial oxidation to methanol [39, 199].
Other efforts have focused on developing modeling tools for project development
activities pertaining to NG and/or biomass to liquid fuel processes [37, 200].
Here, we use the superstructure optimization framework discussed in Chapter 2
to identify energy efficient processes for integrated biomass and NG conversion to
1carbon content in crude oil and biomass 86 wt% and 50 wt% respectively, and 2011 U.S.
transportation oil consumption is 12.68 Million barrels per day (MMbbl/d)
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liquid fuel. At the molecular level, the hydrogen to carbon molar ratio of liquid fuels
like gasoline (∼ 2) are between that of biomass (∼ 1 − 1.5) and NG (∼ 3 − 4),
which justifies their proposed integrated conversion [33, 39, 198]. In addition, the
oxygen present in the feed biomass at close to 40 wt%, needs to be released as CO2
or H2O. Of particular interest to us are integrated processes capable of producing
more liquid fuel than the sum of the liquid fuel output from individual standalone
processes using the same quantity of biomass and NG, respectively. This synergy in
liquid fuel production from biomass and NG, is measured by the synergy factor, ηsyn,
defined in Eq. 7.1. We will first discuss the process superstructure to be investigated
and the salient aspects of the mixed integer nonlinear programming (MINLP) model
formulation. This will be followed by a summary of the main results, including the
potential lifecycle GHG emissions of the integrated processes.
ηsyn =
liquid fuel output of integrated process
liquid fuel from biomass + liquid fuel from NG
(7.1)
7.2 Process superstructure
Fig. 7.1 is a simplified representation of the process superstructure investigated
here. Biomass can be fed to either thermochemical routes of fast-hydropyrolysis/
hydrodeoxygenation (H2Bioil from here onwards) or gasification/FT [45]. The reader
is referred to Chapter 2 for a detailed description of both these routes. Fig. 7.1 also
includes NG reforming to produce synthesis gas (syngas) followed by catalytic con-
version of syngas to liquid fuel [37,39,200]. Other approaches of NG conversion based
on partial oxidation to methanol and oxidative coupling to olefins have low product
selectivity and conversion to liquid fuel using current catalysts [201]. Consequently,
these approaches are less energy efficient than the syngas to liquid fuel route [39] and
therefore have not been considered here.
Additionally, Fig. 7.1 considers the following process interactions. 1) Desulfurized
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Figure 7.1. Simplified process superstructure for converting biomass and
NG to liquid fuel. Gasification-FT and NG reforming-FT pathway marked
in blue, fast-hydropyrolysis/hydrodeoxygenation (HDO) pathway marked
in green. All the purge streams (dotted red) are utilized for their heating
value via combustion in air. The dotted units have not been explicitly
modeled here. ASU = Air Separation Unit.
air as the oxidant) to provide process heat. The reformer can be either operated
adiabatically (autothermal) using enriched oxygen from an air separation unit (ASU)
or as an indirectly heated steam reformer. 2) The syngas produced from the biomass
gasifier, after separation from the solids, is fed to the reformer for increasing the
composition of H2 and CO in the syngas. Since biomass is generally composed of
trace quantities of sulfur much less than 1 wt%, the composition of sulfur species
(H2S, COS) in the syngas is typically in the ppm range. Hence, no syngas purification
is necessary, as the available sulfur-tolerant NG reforming catalysts are known to be
stable upto 2000 ppm of sulfur species in the feed [202]. 3) The biomass gasifier can
be either operated as an indirectly heated (steam alone) or directly heated (steam
and O2 supply) adiabatic unit. 4) The residual gas streams separated downstream of
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FT synthesis and H2Bioil process as well as the CO2 produced from syngas cleaning
can be recycled to the biomass gasifier and the NG reformer. 5) If the mole fraction
of CO2 in the syngas is below the threshold value acceptable for downstream FT
synthesis (typically 5% for Cobalt based FT catalysts [203]), the syngas cleaning step
can be bypassed. 6) All the purge streams of the process (marked dotted red in Fig.
7.1) are combusted in air to recover a portion of their heating value for supplying the
minimum process heat requirements. As in Chapter 2, this quantity is evaluated from
simultaneous heat and mass integration, modeled based on the formulation of Duran
and Grossmann [69]. 7) The electrical power requirements for the process is met by
utilizing the waste heat available from the process streams and sources via a set of
pre-defined Rankine cycles [70]. This is identical to the electrical power generation
model discussed in Chapter 2 (see Section 2.3.5).
7.3 Model description
The major decision variables and assumptions of the MINLP model formulation
are the same as the formulation presented in Chapter 2 (see Section 2.3). Here, we
present only the unique aspects of the MINLP model description that have not been
discussed in Chapter 2 or Appendix A. With the exception of the NG reformer and the
ASU, the models describing the unit operations in Fig. 7.1 and the process topology
have been discussed in either Chapter 2 or Appendix A. For example, FT synthesis is
modeled with product selectivity calculated as per a lumped Anderson-Schulz Flory
product distribution (with the chain growth probability factor, α = 0.95) [62,66] and
CO conversion per pass of 90% [204,205].
7.3.1 NG reforming
For the NG reformer (reference operating conditions of Treform=1223 K and
35 atm), we use an equilibrium model subject to the existence of the following
components in the syngas: H2, CO, CO2, CH4, H2O, and N2. Thus, all the higher
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(>C1) carbon containing components as well as any O2 fed to the reformer are
assumed to be completely converted to the above components. This is consistent
with the high temperature operation of NG reformers [39,198,203]. The composition
of the syngas leaving the reformer is estimated from the chemical equilibrium of
the Water-Gas Shift (WGS), CO methanation reactions (Eqs.7.2- Eq.7.3) as well as
the atom (C, H, O) balance across the unit. The reader is referred to the gasifier
equilibrium model discussion in Appendix A for the relevant mathematical equations
(Eqs.A.14-A.19). Additionally, the steam input to the reformer is set by the molar
ratio of steam to total carbon feed. This value is constrained to be greater than or
equal to 0.5 to ensure that solid carbon formation is suppresed [39, 206].
CO +H2O → CO2 +H2 (7.2)
CO + 3H2 → CH4 +H2O (7.3)
7.3.2 O2 supply
The ASU is not explicitly modeled, rather the electricity consumption by the unit
for O2 production is scaled according to the O2 molar flowrate used. For a typical
ASU recovering 99.5% of the O2 present in the incoming air to produce a stream
containing 99.5 mol% O2 and 0.5 mol% Argon, the electrical energy requirement is
29.8 kJ/mol of O2 recovered [207, 208]. As a simplification, we approximate the O2
stream to be pure, thereby neglecting the presence of inert Argon.
7.3.3 Direct vs indirect heating
The option of operating the gasifier and reformer either as a directly heated unit
(requiring O2 and steam) or an indirectly heated unit (requiring steam alone) is
determined by a unique binary variable, yu, for each unit, u and the constraints
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defined in Eqs. 7.4-7.5. In Eq.7.4, qu is the heat duty of the gasifier or reformer unit,
calculated as the difference of the enthalpy of the outlet streams and inlet streams,
and M1 is an upper bound (like 1000 MJ/hr). In Eq.7.5, fud,u is the molar flow
rate of the pure O2 stream connecting the preheater ud (after the ASU) to the unit
u (gasifier or reformer), and M2 is an upper bound (like 10 kmol/hr). The use of
the upper bound (also known as big M formulation) maintains feasibility for the case
when the right hand side of either constraint is non-zero [209]. Note that by modeling
the gasifier and reformer to be either directly or indirectly heated, we are eliminating
all solutions that simultaneously feed O2 to the unit and also require indirect heating.
While it is possible that such a solution could have energy efficiency benefits, it is
made impractical due to the differing material characteristics needed for constructing
directly and indirectly heated units. Indirectly heated units need to absorb heat from
the exterior, while directly heated units require insulation to minimize heat losses [63].
qu ≤M1 (1− yu) u = gasifier, reformer (7.4)
fud,u ≤M2yu u = gasifier, reformer, ud = O2 preheater (7.5)
7.3.4 Objective function
For specific biomass and NG feed rates, the MINLP model is solved to maximize
the objective function, Qfuel, equal to the total liquid fuel production rate from FT
synthesis/hydrocracking and the H2Bioil process (in MJ/hr, Eq.7.6). The first and
second term on the right hand side of Eq.7.6 refer to the lower heating value (LHV) of
the liquid fuel (after vapor-liquid separation) from FT synthesis/hydrocracking and
H2Bioil process, respectively. In Eq.7.6, fuelft (j) and fuelhyp (j) refer to the set of
components (j) present in the liquid fuel produced from FT synthesis/hydrocracking
and H2Bioil process. LHVj andmwj refer to the lower heating value (LHV, in MJ/kg)
and molecular weight (mw, kg/kmol) of component j. The flow rates of the problem
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(nfl1,pdi,j and nfl2,pgas,j) are normalized to the biomass feed flow rate of 1 kmol of
carbon/hr. The NG feed rate is set by the parameter, δng, which refers to the molar
ratio of NG carbon to biomass carbon feed. The composition of biomass is given in
Table 2.1, and the desulfurized NG molar composition is given by: 93.1% CH4,1%









We also include a constraint which upper bounds the relative amount of carbon
recovered as liquid fuel from each pathway. The upper bound is derived from an
overall balance across the entire process, as given by Eq.7.7. Here, the first and
second term on the left hand side refer to the lumped molecular formula for biomass
and NG respectively. The O2 supply to the process is sourced from air and is used
for direct heating and indirect heating via purge stream combustion. In other words,
all the carbon and hydrogen atoms that are not recovered in the liquid fuel leave the
process as CO2 and H2O. Among the coefficients x1-x6, x3 and x4 are the coefficients
for H2Bioil liquid fuel (see Table 2.2) and FT liquid fuel (C15H32), respectively. As
discussed in Chapter 2, the H2Bioil fractional carbon conversion ηcarbon,hyp is a pre-
specified parameter for the optimization, meaning that x3 cannot be greater than
ηcarbon,hyp ( =48% for the reference case; see Section 2.3.1 and Table 2.3). For a given
value of δng, the atom balance across the process and the H2Bioil carbon conversion
constraint results in a linear program (Eq.7.8) whose solution yields the maximum
amount of carbon recovered as liquid fuel (x3 + x4).
CH1.44O0.60 + x1C1.04H4.01O0.02 + x2O2 → x3CH1.46O0.01 + x4CH2.13 + x5CO2 + x6H2O
(7.7)
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Maximize x3 + x4
Subject to:
1.04x1 = δng
x3 + x4 + x5 = 1 + δng
−4.01x1 + 1.46x3 + 2.13x4 + 2x6 = 1.44
−0.02x1 − 2x2 + 0.01x3 + 2x5 + x6 = 0.60
x3 ≤ ηcarbon,hyp
x1, x2, x3, x4, x5, x6 ≥ 0 (7.8)
7.3.6 Summary
The overall MINLP model describing the process superstructure of Fig. 7.1
consists of 1120 continuous variables, 10 binary variables and 1209 constraints, of
which 1157 are equality constraints. The model contains 532 nonlinear terms, as
bilinear terms describing the mole fraction of components in a particular stream,
the chemical equilibrium relation in a reactor (e.g. gasifier, reformer) or the split
fractions for stream splitters. We have coded the model in GAMS [71] and solved it
for different values of δng between 1% and 150% using the branch-and-bound global
optimization algorithm implemented in the solver, BARON [72]. In each case, the
solution is certified to be globally optimal with an objective function value that is
within 10−4 of its lower bound.
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7.4 Results and discussion
7.4.1 Topological trends
The topological trends of the optimal process configuration can be categorized
according to the value of δng as follows: low NG feed cases corresponding to 1% ≤
δng < 50%, and high NG feed cases corresponding to 50% ≤ δng ≤ 150%. Common
to both regimes is the preference of feeding all of the biomass to the H2Bioil process
rather than the gasification/FT pathway. This is similar to the trend observed in
Chapter 2 and follows from the superior energy and carbon efficiency of the H2Bioil
process [45].
For low NG feed cases, the molar ratio of hydrogen to carbon fed to the process is
between 1.5 and 2.1, suggesting that the process is deficient in hydrogen for liquid fuel
production (H/C ratio near 2). Moreover, the oxygen present in the biomass needs
to be vented primarily as CO2 rather than H2O. Consequently, some of the carbon
present in the feed is necessarily lost as CO2, either to provide process heat (e.g.
char/gas combustion) or to provide an indirect supply of H2 via reforming reactions.
Part a of Fig. 7.2 illustrates the process topological trends for the low NG feed cases
using the example of δng = 10%. Here, use of 100% of the char for process heat
(via combustion) rather than for syngas production eliminates the high temperature
gasifier unit from the optimal process configuration. In addition to char, a portion of
the gas byproduct from the H2Bioil process is also combusted to meet the minimum
heat requirements for the process. The remaining H2Bioil byproduct gas and 100%
of the gas stream from FT synthesis is recycled to the NG reformer where CH4 and
other hydrocarbons are converted back to H2 and CO. The CO2 present in the recycle
gas streams from H2Bioil and FT synthesis enables methane conversion via the dry
reforming reaction (Eq.7.9), which reduces the steam requirement for reforming and
increases the fraction of NG carbon recovered as liquid fuel [210]. In order to reduce
CO2 formation in the syngas stream, the NG reformer is indirectly heated rather than
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directly heated using O2 from ASU. The heat duty of the NG reformer dominates
the process heat requirement and increases with increasing values of δng. This fact is
illustrated from the comparison of the hot and cold composite curves of the optimal
configuration for δng = 10% and δng = 100% in Fig. 7.3. As δng is increased, so does
the fraction of H2Bioil byproduct gas combusted for process heat.
For the low NG feed cases, a large fraction of the syngas (∼40-70%) is used for
supplying H2 to the H2Bioil process, while the rest is used for liquid fuel production
via FT synthesis. Since the energy penalty of CO2 capture directly scales with the
gas feed [50], only a fraction of the syngas is sent to the Rectisol unit to achieve
the threshold CO2 mole fraction (of 5 mol%) while the remaining shifted syngas is
directly sent to FT synthesis. Thus, the constraint on CO2 tolerance is active at the
optimal solution. Developing FT catalysts with greater than 5 mol% CO2 tolerance
and similar rates, selectivity, and conversion to diesel as existing catalysts will likely
improve the energy efficiency of the integrated process.
CH4 + CO2 → 2CO + 2H2 (7.9)
For the high NG feed cases considered here, the molar ratio of hydrogen to carbon
feed to the process is between 2.1 and 2.9. The excess hydrogen in the feed ensures
that the mole fraction of CO2 in the syngas leaving the reformer is reduced below the
threshold value of 5 mol%, implying that no CO2 removal prior to FT synthesis is
necessary (Fig. 7.2b). Further, as δng is increased, the optimal solution favors removal
of biomass oxygen as H2O rather than CO2. Part b of Fig. 7.2 illustrates the optimal
process topology of the high NG feed cases using the result for δng = 100%. Due to
the excess hydrogen to carbon ratio of the feed, a portion of the carbon in the char
is also recovered for liquid fuel production via gasification. In addition, the gasifier is
operated adiabatically by feeding O2 from ASU, along with steam and a portion of the
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Figure 7.2. Optimal process topology for different NG/biomass molar
carbon feed (δng) ratios. a) δng=10%, b) δng=100%. Only the major
process topological trends are shown. The streams marked in thick
orange are the dominant output stream from an upstream splitter. The
dotted black streams are minor output streams from an upstream splitter.
Compositions of the different gas streams may not sum to 100 either due
to individual rounding or presence of minor components. FT chain growth
probability factor, α = 0.95, ηcarbon,hyp = 48%.
140
Figure 7.3. Hot and cold composite curves for the integrated process
converting NG and biomass to liquid fuel. Top: δng = 10%. Bottom:
δng = 100%. Treform =1223 K, FT chain growth probability factor, α =
0.95, ηcarbon,hyp = 48%.
the ASU, the direct heating with O2 is favored over the indirect heating option since
it allows for retaining the combusted carbon as CO2 in the syngas leaving the gasifier.
As seen from the molar compositions in Fig. 7.2, a portion of this CO2 is subsequently
converted back to H2 and CO during NG reforming. With increasing δng, the optimal
solution also favors feeding an increasing fraction of the gas stream from FT synthesis
to the gasifier rather than the NG reformer. The higher temperature of the gasifier
allows for increased conversion of recycled FT hydrocarbons to H2 and CO, via both
the dry and steam reforming reactions. As seen in Part b of Fig. 7.2 , the directly
heated gasification of the FT recycle gas and char using steam and O2 at 1400 K
produces a gas mixture containing CO2 and H2O, which is subsequently fed to the
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NG reformer. This reduces steam requirement and the heat duty for the NG reformer
compared to the case when 100% of the FT recycle gas is fed to the NG reformer.
7.4.2 Synergy factor
For each value of δng, the synergistic nature of the process integration between
biomass and natural gas conversion to liquid fuel is revealed from the value of the
synergy factor for the optimal process configuration. According to Eq. 7.1, the value
of ηsyn is based on the individual yields of the standalone H2Bioil process and the
standalone NG to liquid fuel (GTL) process. The yield of the standalone H2Bioil
process is derived from the results presented in Chapter 2, to be 0.619 MJ of fuel/MJ
of biomass feed (see section 2.4.2). To estimate the yield of the standalone GTL
process, we solve the MINLP model describing the superstructure of Fig. 7.1 for a
reference NG feed flow rate and set the biomass feed flow rate equal to zero. For
Treform = 1223 K, the optimal GTL process is estimated to produce 0.619 MJ of
liquid fuel/MJ of NG feed.
In the best NG feed case, corresponding to δng = 2%, the integrated process is
estimated to produce 13.7% more liquid fuel compared to the combined output of
the standalone H2Bioil and GTL processes (Fig. 7.4). This synergy in liquid fuel
production originates from combining optimal amounts of residual carbon available
as char and gas from the H2Bioil process along with the excess hydrogen per carbon
(relative to liquid fuel) present in the NG feed. However, as seen in Fig. 7.4, further
increase in NG feed results in decreasing values of ηsyn. With increasing δng, the
process heat requirement to supply the steam and the heat duty associated with
NG reforming also increases. This translates into increasing amounts of feed carbon
combusted for process heat. In addition, a greater fraction of the feed energy is lost
as low-temperature (523 K) waste heat during FT synthesis, as seen from the heat
integration plots for δng = 10% and δng = 100% (Fig. 7.3). Ultimately, these process
energy losses lower the additional liquid fuel produced per unit of additional NG
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Figure 7.4. Synergy factor (left) and energy efficiency (right) for the
integrated conversion of biomass and NG to liquid fuel. Treform =1223 K,
FT chain growth probability factor, α = 0.95. Energy efficiency = LHV
of fuel produced/(LHV of biomass and NG fed).
input. This is confirmed from the decreasing trend in process energy efficiency with
increasing values of δng (Fig. 7.4). It is worth noting that even for the highest value
of NG feed (or least synergy corresponding to δng = 150%) considered here, ηsyn is
calculated to be ∼ 1.05. Moreover, the integrated process energy efficiency of ∼ 65%
is greater than the standalone H2Bioil and GTL processes. This is indicative of the
robustness of the identified process integration.
7.4.3 Lifecycle GHG emissions
The proposed biomass and NG integration could also offer significant GHG emis-
sions reduction compared to petroleum-based fuels, without needing any carbon
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capture and sequestration. We estimate the lifecycle GHG emissions reduction of
the optimal integrated processes using the emission factors provided in the GREET
database [174]. The following aspects are included in the lifecycle GHG emissions
(CO2, CH4, and N2O) calculations. 1) The emissions associated with NG extraction,
recovery and distribution via pipeline to the production facility. This also includes
an estimate for the fugitive methane emissions during NG extraction. 2) Emissions
from woody biomass (Poplar) farming and transportation, and negative emissions
from atmospheric CO2 captured in the biomass. This also includes the emissions
from land-use change for Poplar farming as estimated in the GREET database. 3)
Emissions downstream of liquid fuel production, including refining, transportation,
distribution to pump and combustion during end-use. As seen in Fig.7.5, the lifecycle
GHG emissions reduction for the low NG feed cases (1% ≤ δng < 50%) are between
34% and 80%. Among the high NG feed cases, beyond a certain increase in NG feed
(δng = 150%), the GHG emissions reduction turn out to be negative, i.e., the optimal
process results in greater emissions than petroleum-based liquid fuel production (91.3
kg CO2eq/GJ fuel produced [174]).
In the US context, it is worth noting the policy implications of the proposed
integrated biomass and NG processes. The US Renewable Fuel Standard (RFS2)
mandates the production of a fixed amount of biofuels with differing lifecycle GHG
emission reductions till 2022 [166]. However, the lack of any commercially viable
cellulosic biofuel (defined based on 60% GHG emissions reduction) facilities has raised
concerns regarding the ability to supply the fuel amounts mandated by RFS2 [166].
Recent regulatory changes to the RFS2 have made it possible to fulfill the mandated
biofuel output using liquid fuel produced from biomass and NG as long as they
also meet the proposed GHG emissions reduction criteria [189]. Thus, the optimal
integrated biomass and NG processes achieving greater than 60% GHG emissions
reduction (δng = 1 − 10%) can supply the RFS2 mandated fuel amounts under the
category of cellulosic biofuel. Similarly, the optimal processes in Fig. 7.5 with greater
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Figure 7.5. Lifecycle GHG emissions reduction for integrated biomass and
NG conversion to liquid fuel. The horizontal dotted lines mark the 20%
and 60% GHG emissions reduction, as mandated by RFS2. NG reformer
temperature, Treform =1223 K, FT chain growth probability factor, α =
0.95, ηcarbon,hyp = 48%.
than 20% GHG emission reductions (δng = 1− 60%) qualify as conventional biofuels
which can potentially offset corn-based ethanol under the RFS2 mandate.
7.4.4 Sensitivity analysis
The impact of the NG reformer temperature (Treform) on the synergy factor is
shown in Fig. 7.6, for different values of δng. For each Treform case, the synergy factor
for the integrated process is defined based on the standalone GTL process using a
reformer, also operating at Treform.
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Figure 7.6. Variation of synergy factor of the integrated process with
NG feed (δng) and NG reformer temperature (Treform). FT chain growth
probability factor, α = 0.95, ηcarbon,hyp = 48%.
Generally, higher values of Treform increase the equilibrium conversion of CH4
and CO2 to H2 and CO according to Eq.7.9. The additional H2 and CO in the
syngas results in producing additional liquid fuel via the H2Bioil process and FT
synthesis. At the same time, higher values of Treform also require increased heat
requirements associated with heating recycle streams, steam supply and endothermic
heat of reforming reactions. For a particular δng, Fig. 7.6 shows that increasing the
reforming temperature increases the extent of synergy ηsyn. This suggests that the
energy benefit of increased conversion to H2 and CO generally outweighs the energy
penalty associated with heat supply. For example at δng = 30%, increasing Treform
from 1173 K to 1373 K results in ηsyn increasing from 1.10 to 1.12. For the lowest
NG feed cases near 1-6%, since the fraction of liquid fuel produced from FT synthesis
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is a relatively small portion of the overall liquid fuel yield, the impact of Treform on
the value of ηsyn is also small.
Other parameters affecting the liquid fuel yield (or energy efficiency) of the inte-
grated process include the FT synthesis chain growth probability (α = 0.95) and the
biomass carbon conversion to liquid during fast-hydropyrolysis/HDO (ηcarbon,hyp =
0.48). As illustrated in Chapter 2, lower values of these parameters (α = 0.90,
ηcarbon,hyp = 0.43) reduce the liquid fuel output, primarily due to energy losses
associated with increased recycling of undesirable byproducts. These same trends
are also valid for the integrated processes studied here. For example, at δng = 50%,
the energy efficiency of the optimal integrated process for α=0.90, 0.95 and 0.98 is
65.6%, 67.9%, and 68.4% respectively. Here, higher values of α favor the formation
of longer chain hydrocarbons during FT synthesis, such as diesel and wax compared
to light hydrocarbons like naphtha or C1-C3.
7.5 Conclusions
In this chapter, we have identified energy efficient process designs for integrated
conversion of biomass and NG to liquid fuel. We formulate an MINLP model allowing
for simultaneous mass, heat and power integration over a process superstructure
comprising of two biomass thermochemical conversion routes and a route based on
NG reforming followed by syngas conversion to liquid fuel. The developed model was
solved using global optimization tools to maximize the liquid fuel output from the
integrated process. For different ratios of NG to biomass carbon feed, we identified
optimal process designs with energy efficiency values between 65-70%. The synergistic
nature of the proposed integration is evident from the ∼5-14% more liquid fuel output
compared to the combined output of individual processes using the same quantity of
biomass and NG. This synergy originates from synthesizing additional liquid fuel
by combining the residual biomass carbon with the excess hydrogen per carbon
(∼ 4) available in the NG feed. Overall, such hybrid renewable and fossil carbon
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based processes can supply liquid fuel during the transition period when carbon-free
energy sources are (e.g. H2) are still uneconomical. In addition, these processes
are also estimated to significantly reduce (upto 80%) GHG emissions relative to
petroleum-based fuels.
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8. CONCLUSIONS AND OUTLOOK
8.1 Overview
This dissertation has identified energy and carbon efficient pathways for harnessing
renewable energy sources for various end uses including transportation and energy
storage. These efforts have been complemented with a feasibility analysis of existing
fossil-energy and other hybrid pathways for the transportation sector. Below is a
summary of the key findings, along with recommendations for future work.
8.2 Renewable liquid fuel supply
8.2.1 Augmented biomass conversion
Chapter 2 discussed a method for synthesizing augmented biofuel processes, which
improve biomass carbon conversion to liquid fuel (ηcarbon) compared to standalone
processes by using supplemental solar energy in the form of H2, heat, and electricity.
For a target ηcarbon, the emphasis of our method was on identifying augmented
processes requiring the least solar energy input. A non-convex mixed integer nonlinear
programming (MINLP) model allowing for simultaneous mass, heat and power inte-
gration, was built over a process superstructure and solved using global optimization
tools. For the example superstructure investigated, the optimal process configurations
were categorized either as standalone (ηcarbon ≤54%), augmented using solar heat
(54%≤ ηcarbon ≤ 74%) or augmented using solar heat and H2 (74 %≤ ηcarbon ≤ 95 %).
To accommodate for the intermittent supply of solar heat and H2, we suggested
flexible process configurations that can operate either in augmented (high ηcarbon)
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or standalone (low ηcarbon) modes. Alternatively, the high efficiency energy and
carbon storage concept introduced in Chapter 5 can be adapted for round the clock
augmented biofuel production, as shown in Fig.8.1. During the day time, biomass and
stored liquid CO2 (produced in the night time) can be converted to liquid fuel and
a carbonaceous molecule using solar heat and/or H2. The produced carbonaceous
molecule is liquefied and stored for use in the night time, where it provides the
necessary supplemental energy to augment biomass conversion to liquid fuel. The
unconverted carbon from the process in the night time is captured as CO2, which
is liquefied and stored for use in the day time. In this manner, the biofuel facility
can be operated to achieve higher than standalone ηcarbon. Rigorous simulations are
necessary to validate the concept of Fig. 8.1. A key aspect of the process to be
studied is the choice of carbonaceous molecule and its impact on the supplemental
solar energy consumption [34].
As part of future work, the process superstructure of Fig. 2.1 may be modified to
further improve the extent of heat integration in the optimal solution. For instance,
from the optimal process composite curves in Fig.2.2, we observe that there exists a
large temperature difference (i.e process irreversibility) at higher temperatures near
1000 K. This large temperature difference can be exploited for additional power
generation by expanding the hot syngas to a lower temperature. Such schemes could
be explored by including them within the process superstructure. In another extension
of the current work, the investigated process superstructure of Fig.2.1 can be modified
to include other biomass thermochemical and biochemical conversion routes like syn-
thesis gas to methanol, methanol to gasoline, hydrothermal gasification, fermentation
etc. In addition, the option of separately processing the different components of
biomass (i.e. cellulose, hemicellulose, and lignin) for energy efficiency benefits is
worth exploring.
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Figure 8.1. Concept for round the clock operation of an augmented
biomass to liquid fuel process
8.2.2 Non-carbon options
In spite of using augmented biomass to liquid fuel processes, the limited sustain-
ably available (SA) biomass resource could be insufficient to meet the existing liquid
fuel demand [20]. The deficit liquid fuel demand remaining after exhausting the SA
biomass resource via augmented conversion to liquid fuel, could be displaced by the
use of alternative fuels like H2 and electricity, which may be produced efficiently
from solar photons. Chapter 6 touched upon some of these aspects in the context of
using NG for transportation. In particular, the use of plug-in hybrid electric vehicle
(PHEV), which uses a externally rechargeable battery alongside a secondary fuel for
extended driving range, has the potential to partially offset the associated liquid
fuel consumption. Future research could explore the implications of using PHEV for
transportation on the (renewable) power generation sector.
8.2.3 Atmospheric CO2 to liquid fuel
Once all the SA biomass is consumed and there is still a need for carbon containing
molecules, either for fuels or chemicals, the next logical research direction is to find
other efficient sources of renewable carbon. One obvious source is atmospheric CO2.
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Chapter 3 presented a comparison of different routes for fixing atmospheric CO2 as
liquid fuel on the basis of their Sun-to-Fuel (STF) efficiency. The STF analysis‘s
unique insights are particularly relevant for densely populated regions, having scarce
per capita land availability relative to the per capita energy demands. We presented
a detailed case study comparing the currently known photosynthetic routes with
a theoretical route based on direct extraction of CO2 from air and its subsequent
thermochemical conversion to liquid fuel. The findings indicated that the latter route
could be potentially more energy (and thereby land use) efficient than any of the
currently known photosynthetic routes, therefore, warranting its inclusion in any
transportation fuels research portfolio. An interesting finding of our study is that
for the interim period while CO2 extraction is still uneconomical and CO2 sourced
from power plants is instead used, the relative energy efficiency of different routes
remains unchanged. This suggests that the results in general are independent of the
concentration of the CO2 source.
The specific pathway of CO2 extraction/thermochemical route considered in the
above case study has not been optimized for the maximum achievable STF efficiency.
A recommended direction of future work would be to evaluate alternative thermo-
chemical processes for CO2 extraction and subsequent conversion to liquid fuel using
the superstructure optimization methods discussed in Chapter 2. Promising CO2
to conversion methods to be investigated include co-electrolysis or thermochemical
splitting of CO2 and H2O [13,99].
8.3 Solar energy conversion
As a direct extension of the STF efficiency analysis, Chapter 3 attempted to answer
a fundamental question: What are the limiting and achievable Sun-to-H2 (STH2)
efficiencies for water-splitting processes using solar energy as heat predominantly?
While photoelectrochemical STH2 approaches have received considerable attention
in recent times [211], our analysis shows that thermal water-splitting processes are
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also worth considering if only for their 1.6-2.7 times higher theoretical STH2 efficien-
cies. Moreover, even when considering practical process limitations, direct thermal
processes could achieve STH2 efficiencies between 35-50% for reaction temperatures
of 1300-2000 K and solar concentration ratios of 2,000-10,000. This STH2 efficiency
range is greater than the estimates of achievable values available for low and high
temperature water electrolysis or single bandgap methods for generating H2. The
conceptualized direct process relies on efficient heat integration, high pressure opera-
tion (∼10 atm) and membranes for separating H2 and O2 as they are formed during
reaction, which allows for surpassing chemical equilibrium limitations. Alternatively,
two-stage water-splitting using metal-metal oxide pairs like Fe3O4/FeO is estimated
to achieve STH2 efficiencies of 38-54%, with solar heat recovered at 1600-2300 K.
The above results also offer guidance for improving the efficiency of solar electricity
generation. Solar thermal power plants using Rankine cycles are limited to around
20% sun-to-electricity (STE) efficiency [212], due to the temperatures (∼600-900 K)
of solar heat recovery. In contrast, use of H2 produced from the analyzed thermal
water-splitting processes, in a 60% efficient polymer electrolytic membrane fuel cell
results in STE efficiency of 21-30%. This efficiency range would make solar thermal
power generation competitive with the most efficient single junction photovoltaic (PV)
systems. A possible direction of future research should investigate the integration
between the thermal water-splitting and electricity generation steps, to determine
the maximum achievable STE efficiencies. An important question to be answered
is whether or not such processes would be competitive with the STE efficiency of
multijunction PV systems.
The presented analysis for STH2 processes also lays the foundation for subsequent
works on synthesizing other energy-relevant molecules (e.g. methanol, methane) from
CO2 and H2O using solar energy. At the same time, the exergy metrics introduced in
Chapter 5 can screen for favorable molecules to be synthesized. For instance, based
on the fraction of hydrogen exergy stored in the molecule, methanol and dimethyl
ether are attractive candidates.
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8.4 Transition and policy implications
Transition from a fossil resource state to a solar energy driven state can be
facilitated by planning and policy decisions made in concert with a good systems
analysis approach. Chapter 6 and 7 illustrated this point by evaluating transition
transportation pathways in the US context. In Chapter 6, we presented an energy
roadmap for the US light duty vehicle (LDV) sector that efficiently utilizes natural
gas (NG) and transitions to renewable energy and carbon sources as they become
economical.
For the interim period, we compared alternative NG transportation pathways
based on their well-to-wheels (WTW) efficiency. From a policy perspective, the key
messages were the following. 1) If Internal Combustion Engine Vehicles (ICEVs)
remain prevalent, then compressed natural gas (CNG) is the favored fuel. 2) Among
electric powertrains, centralized electricity generation with Battery Electric Vehicle
(BEV) is more efficient than on-board generation via secondary fuel with Fuel Cell
Vehicles (FCV). 3) Plug-in Hybrid Electric Vehicles (PHEVs), notably using CNG,
balance the longer driving range of ICEV against the improved WTW efficiency of
BEV. Additionally, PHEV also provide flexibility in sourcing electricity from different
energy sources. 4) Despite these efficient WTW pathways, supplying NG for the US
LDV sector is estimated to decrease the lifetime of current US NG reserves to about
60 years. This suggests that NG should be treated primarily as a transitional energy
source, along with continued policy support for the development of renewable energy
technologies. 5) Beyond periods of NG availability, compressed methane derived from
biomass can replace CNG, and utilize the would-be developed CNG infrastructure.
Compressed methane also requires lesser biomass amounts to supply the entire LDV
sector than ICEV or PHEV pathways using liquid fuel.
On the other hand, the use of liquid fuel for transportation could continue to
dominate in the interim period, primarily due to the existing fueling infrastructure. In
such a scenario, NG could be converted to liquid fuel albeit at lower WTW efficiencies
than using CNG. Rather than direct NG conversion, in Chapter 7, we investigated
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transition liquid fuel solutions using NG along with biomass. The identified process
designs are capable of producing ∼5-14% more liquid fuel output than the combined
fuel output of individual standalone processes converting biomass and NG. More-
over, these integrated processes are also estimated to achieve sufficient reductions in
greenhouse gas (GHG) emissions relative to petroluem-based fuels to qualify for the
current US Renewable Fuels Standard program.
APPENDICES
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u, ud, udd units of the superstructure
j Chemical species (j=1,. . . ,33)
b Reactions (b = wgs, hyp, ftm, fte, ftp, ftb, ftn, ftd, ftw, hyc)
k Elements- C, H, O, N, ash
pin Candidate pinch temperatures
pb Rankine cycle boiler pressures
pco Rankine cycle condenser pressure





str(u, ud) Streams connecting units u and ud
cycsolid(u, ud) Solid product stream of cyclone unit u
cycgas(u, ud) Gas product stream of cyclone unit u
inspec(u, j)
Components present in the input streams to unit
u
outspec(u, j)
Components present in the outlet streams from
unit u
distspec(u, j) Distributing components of the separation unit u
hspec(u, j)
Components fully condensed in the liquid phase
of separation unit u
eqbpdt(j) Components present in the equilibrium syngas
fuelhyp(j) Components of H2Bioil liquid fuel
fuelft(j) Components of FT diesel fuel
solid(j) Solid components (biomass, ash and char)
gas(j)
Gaseous components (all except biomass, ash and
char)
rxn(u, b) Chemical reaction b ocurring in unit u
vap(u, ud) Gas phase stream of separation unit u
liq(u, ud) Organic liquid phase stream of separation unit u
aquliq(u, ud) Aqueous phase stream of separation unit u
kovap(u, ud),
kowat(u, ud)
Vapor and aqueous phase streams of knockout
unit u
sep(u) 3-phase separator
split(u) Stream splitter units
mix(u) Stream mixer units




Single phase stream coolers and heaters





rbi Biomass feed hopper
rh2o Feed water supply unit
rh2 H2 generation unit
gfy Biomass gasifier
hyp H2Bioil process (reactor+cyclone)
wgs Water-gas shift reactor
ft Fischer-Tropsch reactor (low temperature)
hyc Wax hydrocracker
fl1, f l2 3-phase separator units
spl1, . . . , spl5 Stream splitters
mix1 Stream mixer
cy1, cy2 Cyclone separators
co1, . . . , co4 Stream coolers
he1, . . . , he10 Stream heaters
cmp1, . . . , cmp7 Compressors
pdi FT diesel fuel storage tank
pgas H2Bioil liquid fuel storage tank
pash Ash collection unit
wwat Waste water storage tank
rec Rectisol acid gas removal unit
purg Purge to ambient or combustion unit






Component molar flow rate of stream between unit u
and ud
kmol/hr
fu,ud Total molar flow rate of stream between unit u and ud kmol/hr
xu,ud,j
Component mole fraction in stream between unit u
and ud
-
λu,ud Split fraction corresponding to stream (u, ud) -
￿u,b Extent of reaction b in unit u kmol/hr
qu Heat rate of unit u MJ/hr
Wu Power consumption of unit u MJ/hr
Wrec Power consumption of Rectisol unit MJ/hr
ypb,pco,th
Binary variable for presence or absence of Rankine
cycle
-
Wnet Net process power input MJ/hr
npb,pco,th Molar flow rate of water in Rankine cycle kmol/hr
Qhpin Heat rate available above candidate pinch point pin MJ/hr
Qcpin Heat rate needed above candidate pinch point pin MJ/hr
Qnet




Maximum of the minimum gross heating requirement
and the heat recovered from purge stream combustion
MJ/hr
Qcutil Minimum process cooling requirement MJ/hr
Qcomb Heat available from combustion of purge streams MJ/hr
Qhutil Minimum solar heat requirement MJ/hr
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Table A.5
Parameters for heat integration
Parameter Explanation
LHVj Lower heating value of component j in MJ/kg
Tu,ud Temperature of stream connecting unit u and ud
Tpin Candidate pinch point temperature
Tsat35 Water vapor condensation temperature at 35 atm
Tsat5 Water vapor condensation temperature at 5 atm
Tcw Cooling water temperature (288 K)
T condinpb,pco,th
Condensor inlet temperature for Rankine cycle
(pb, pco, th)
T econinpb,pco,th
Economizer inlet temperature for Rankine cycle
(pb, pco, th)
T econoutpb,pco,th
Economizer outlet temperature for Rankine cycle
(pb, pco, th)
T supinpb,pco,th
Superheater inlet temperature for Rankine cycle
(pb, pco, th)
T supoutpb,pco,th
Superheater outlet temperature for Rankine cycle
(pb, pco, th)
henthj (Tu,ud) Enthalpy of component j at temperature Tu,ud
∆HvapH2O
Enthalpy of vaporization of water vapor at 35 atm
and Tsat35
∆Hvaplpsteam
Enthalpy of vaporization of water vapor at 5 atm
and Tsat5
∆Hcondpb,pco,th
Enthalpy of condensation of water vapor for
Rankine cycle (pb, pco, th)
∆Hboilpb,pco,th
Enthalpy of vaporization of water vapor for Rankine
cycle (pb, pco, th)
Cplud,u,H2O
Heat capacity of liquid water at 35 atm between
Tud,u and Tsat35
Cpllpsteam
Heat capacity of liquid water at 5 atm between Tcw
and Tsat5
Cpvu,udd,H2O
Heat capacity of superheated steam at 35 atm
between Tsat35 and Tu,udd
Cpud,u,udd,j
Heat capacity of component j between Tud,u and
Tu,udd
Cpeconpb,pco,th
Heat capacity of liquid water between T econinpb,pco,th and
T econoutpb,pco,th
Cpsuppb,pco,th
Heat capacity of superheated steam between





All the molar flow rates of the process are normalized to 1 kmol/hr of biomass
carbon feed, which corresponds to 23.7 kg/hr of bone dry biomass. To convert the
biomass flow rate into a molar flow rate, we define the molecular weight of biomass to
be 23.7 kg/kmol. The biomass feed stream consists of bone dry biomass and residual
water arising from its moisture content (Eqs.A.1-A.2). rmoist is a parameter referring
to the mole fraction of water present in the feed (Table 2.1). The addition of the
residual moisture content rmoist to the bone dry biomass flow rate gives a total feed
molar flow rate of fo =1.09 kmol/hr. This feed is split between the different biomass
thermochemical pathways and the combustion unit according to the split fraction of
each stream (Eq.A.3). For all streams of the process, the total molar flow rate is
related to the individual component flow rates by Eq.A.5.
nrbi,udd,H2O = r
moistfrbi,udd ∀udd ∈ str (rbi, udd) (A.1)
nrbi,udd,bio =
￿
1− rmoist￿ frbi,udd ∀udd ∈ str (rbi, udd) (A.2)
frbi,udd = λrbi,uddfo ∀udd ∈ str (rbi, udd) (A.3)￿
str(rbi,udd)




nu,ud,j ∀ (u, ud) ∈ str (u, ud) (A.5)
A.3 Fast-hydropyrolysis/HDO
The H2Bioil process, consisting of a fast-hydropyrolysis reactor, cyclone separator
and a downstream hydrodeoxygenation (HDO) reactor, is modeled using the con-
version of the lumped fast-hydropyrolysis/HDO reaction (Eq.1 of main text) as well
as the (Water-gas-Shift) WGS reaction. In Eq.A.6, νb,j refers to the stoichiometric
coefficient of component j in reaction b, with positive values for products and negative
values for reactants. As explained in the main text, the stoichiometric coefficients for
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the fast-hydropyrolysis/HDO reaction are derived from the experimental data sets
presented in Table A.6. We assume that all of the H2 supplied or generated from
the WGS reaction is consumed by the fast-hydropyrolysis/HDO reaction (Eq.A.7).
Although the fraction of biomass to be converted is a variable, 100% CO conversion is
modeled for the WGS reaction (Eq.A.8) with the provision that additional steam as re-
quired be input to the reactor; see Eq.A.9 [45]. Even though fast-hydropyrolysis/HDO
is expected to be an exothermic process [33, 43], the enthalpy change of reaction






￿hyp,bνb,j = nhyp,udd,j udd ∈ str (hyp, udd) , ∀j ∈ outspec (hyp, j)
(A.6)










￿hyp,bνb,H2O ≥ 0 (A.9)
qhyp = ∆Hpyromwbionrbi,hyp,bio (A.10)
The exhaust from the fast-hydropyrolysis reactor, after removal of solids, is fed to
the HDO reactor to produce the final vapor product [43, 45]. However, since we are
evaluating the H2Bioil process using a lumped fast-hydropyrolysis/HDO stoichiomet-
ric model, the solids are separated from the gas phase products downstream of the
reaction. 100% of the solid is assumed to be separated using a cyclone. The cyclone




nu,udd,j ∀u ∈ cyc (u) , ud ∈ str (ud, u) , j ∈ inspec (u, j) (A.11)
nu,udd,j = 0 ∀ (u, udd) ∈ cycsolid (u, udd) , j ∈ gas (j) (A.12)
nu,udd,j = 0 ∀ (u, udd) ∈ cycgas (u, udd) , j ∈ solid (j) (A.13)
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Table A.6
Experimental fast-hydropyrolysis/HDO product distribution data [43,46].
Wt% reported is with respect to moisture and ash free biomass feed.
Experimental data sets
Yield Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8
H2 (wt%) 6 .0 5.70 3.50 4.60 4.60 5.70 4.60 5.90
Carbon recovery
in liquid (%)
48.68 46.71 40.11 44.03 43.83 47.81 48.35 45.95
CO+CO2 (wt%) 14.30 19.60 21.60 13.90 16.10 14.40 16.30 15.70
CH4 (wt%) 6.08 6.55 3.61 3.73 4.96 5.65 4.88 5.77
C2H6 (wt%) 5.39 6.44 4.17 6.68 6.05 7.49 6.55 7.62
C3H8 (wt%) 4.33 5.10 4.22 4.09 4.39 4.96 4.18 5.11
H2O (wt%) 37.00 34.70 32.80 37.00 34.10 37.60 36.10 36.30
Char (wt%) 10.70 6.80 14.40 13.40 14.00 8.00 8.70 9.30
A.4 Gasification
The gasifier produces syngas via partially oxidizing biomass and char in the
presence of steam as well as by reforming the recycle gas components. The equi-
librium syngas composition is calculated by minimizing its total Gibbs free energy,
subject to constraints that enforce that each of the products H2, CO, CO2, CH4, and
H2O, and N2 exist [56, 59]. The residual solid consists of ash in the feed biomass.
Observe that char formation has been neglected, as is reasonable due to the high
temperature operating conditions [40]. The cyclone downstream of the gasifier, is
assumed to separate 100% of the residual solids (ash) from the hot syngas stream
(Eqs.A.11-A.13). For ideal gas thermodynamics, Gibbs free energy minimization is a
convex optimization problem, which can be formulated via the necessary and sufficient
Karush-Kuhn-Tucker (KKT) conditions [213]. However, we use a more succinct
formulation that does not introduce the Lagrange multiplier variables for the atom
balances but uses chemical equilibrium of the independent WGS and CO-methanation
reactions (Eqs.A.14-A.18) [58]. Also, since each of the gas phase products are enforced
to exist at equilibrium, their corresponding Lagrange multipliers are set to zero and
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not included in the model. In the atom balances of Eq.A.14, φk,j and mwj represent
the mass fraction of atom k and molecular weight of component j respectively. The
reaction equilibrium is expressed in terms of vapor mole fraction variables defined in
Eq.A.15. The steam consumption of gasifier is bounded by the absolute upper bound






 = 0, k = C,H,O,N, ash
(A.14)
ngfy,udd,j = xgfy,cy1,j (fgfy,udd − ngfy,udd,ash) ∀j ∈ eqbpdt (j) (A.15)
￿
eqbpdt(j)









frh2o,he1 ≤ steamUB (A.19)
A.5 Splitters/mixers
Stream splitters are modeled to split a single stream in two or more streams
(Eq.13-15 of main text) while stream mixers allow mixing of two or more streams, all
streams being at the same temperature and pressure in both cases. For mixers, the
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individual component mass balances constraint (Eq.A.20) is sufficient to describe the




nud,u,j udd ∈ str (u, udd) , j ∈ inspec (u, j) (A.20)
A.6 Syngas cleaning
The raw syngas produced from biomass heat-assisted gasification has a typical
H2/CO molar ratio near one, which needs to be adjusted to near two (2.07 for FT
synthesis) using a low temperature WGS reactor. The WGS reactor is modeled
by specifying the limiting reactant (CO) conversion (Eq.A.21). The desired CO
conversion is bounded by equilibrium conversion at the reactor conditions (Eq.A.24),
which can be adjusted by manipulating the external steam input to the process. For
udd ∈ str (wgs, udd),
￿
str(ud,wgs)










￿wgs,wgs ≥ 0 (A.23)
nwgs,udd,CO2nwgs,udd,H2 ≤ Keqwgs (Twgs,udd)nwgs,udd,COnwgs,udd,H2O (A.24)
The removal of CO2 and H2O from the adjusted syngas prior to FT synthesis
helps to increase the partial pressures of reactants CO and H2 and thereby improves
the reaction kinetics [50]. In addition, although the chosen biomass composition
does not contain sulfur, the possibility of trace quantities of sulfur in the biomass
feedstock makes it necessary to remove sulfur containing compounds such as H2S
from the syngas before it reaches the FT reactor. The adjusted syngas after the
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WGS reaction is cooled to near ambient temperature and fed to a knockout unit for
water removal.The knockout unit is modeled using Raoult’s law (Eq.A.25) based on
the vapor pressure of water, psat (Tu,udd) and the stream pressure, Pu,udd. Here, we
have neglected the trace solubility of CO2 and other gas components in the water




fu,udd udd ∈ kovap (u, udd) (A.25)
nu,udd,j = 0 ∀j ￿= H2O, udd ∈ kowat (u, udd) (A.26)
￿
str(u,udd)
nu,udd,j = nud,u,j ∀j ∈ inspec (u, j) , ud ∈ str (ud, u) (A.27)
Table A.7
Main parameters - syngas cleaning
Parameter Symbol Values
Water-Gas Shift reactor
Temperature Twgs,udd 523 K
Pressure Pwgs,udd 34.5 atm
WGS eqbm. constant Keqwgs 8.9
Acid gas removal [50]
Primary CO2 exhaust temperature Trec,mix1 298 K
Primary CO2 exhaust pressure Prec,mix1 2.96 atm
Secondary CO2 exhaust temperature Trec,cmp1 298 K
Secondary CO2 exhaust pressure Prec,cmp1 1.18 atm
Clean syngas temperature Trec,cmp2 300 K
Clean syngas pressure Prec,cmp2 19.84 atm
Fraction of CO2 captured βCO2,rec 97%
Feed cooling temperature tcool 285 K
Auxiliary work input waux 1.9 MJ/kmol CO2
Saturated steam (5 atm) mlpsteam 6.97 kg/kmol CO2
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Subsequently, a Rectisol unit removes CO2 and H2S from the syngas via physical
absorption using methanol as the solvent. The Rectisol unit utilizes electricity for
auxiliary process needs (waux) as well as for providing refrigeration (Eq.A.32) to cool
the input stream to a temperature of tcool [50]. The unit also requires low pressure
(5 atm) steam to regenerate the solvent (methanol). The unit captures 97% CO2
in the feed (Eqs.A.29-A.30), as per the reported operating conditions given in Table
A.7 [36, 50]. If sulfur is present in the feed biomass, the same unit can is capable of
capturing H2S present in the syngas [50].
￿
str(rec,udd)



















Low temperature FT synthesis using Cobalt catalysts is modeled using the lumped
reactions producing C1-C4 hydrocarbons, naphtha, diesel and wax from CO and H2.
Table A.8 shows the scaled molar conversions calculated for each hydrocarbon lump,
which are derived from the Anderson-Schulz-Flory product distribution model with
the parameter α set to 0.90, 0.95, and 0.98. The cumulative FT product distribution
for the three major hydrocarbon lumps of less than C10, C10-C20, and greater than
C20 are reported in Table A.9.
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Table A.8
Main parameters - syngas to liquid fuel conversion. Multiple values
(separated by commas) considered for certain parameters.
Parameter Symbol Values
Fischer-Trospch synthesis
Temperature Tft,udd 523 K
Pressure Pft,udd 34.5 atm
ASF parameter α 0.90, 0.95, 0.98




Naphtha βft,ftn 2.047,0.362, 0.054
Diesel βft,ftd 1.691, 0.456, 0.087
Wax βft,ftw 1, 1, 1
Hydrocracker
Temperature Thyc,udd 603 K
Pressure Phyc,udd 34 atm
Separation units
FT flash temperature Tfl1,udd 400 K
FT flash pressure Pfl1,udd 10 atm
H2Bioil flash temperature Tfl2,udd 300 K
H2Bioil flash pressure Pfl2,udd 10 atm
Compressors
Isentropic efficiency ηisentropic 70%
Heat capacity ratio: recycle gas and clean syngas γ 1.41
Heat capacity ratio: CO2 γ 1.30
Table A.9
Lumped Anderson-Schulz-Flory product distribution for FT synthesis as
a function of chain growth probability [62]
ASF probability, α Product distributions (wt %)
<C10 C10-C20 >C20+
0.90 26.4 37.1 36.5
0.95 8.6 19.7 71.7
0.98 1.6 4.9 93.5
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The reaction extents (Eqs.A.33-A.35) of the lumped reaction system are calculated
from the overall 90% CO conversion per pass. This conversion was chosen after
reviewing the literature on achievable FT syngas/CO conversions per pass for a variety
of reactor configurations. The literature review summarized in Figure A.1 suggests
that typical conversions reported lie in the range of 70-90% for the low temperature















nud,ft,CO = 0 (A.34)
￿ft,b = βft,b￿ft,ftw, b = ftm, fte, ftp, ftb, ftn, ftd
(A.35)
Figure A.1. Summary of literature reported syngas conversions per pass
for FT synthesis [64, 65, 204,205,214–218]
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The downstream wax hydrocracking reaction is modeled for complete carbon
conversion of wax (Eq.A.37) to lower hydrocarbons in the proportion: 80% diesel










The single stage separation is modeled via vapor-liquid-liquid (VLL) equilibrium
(Eqs.A.38-A.43), where one of the liquid phases has been approximated to be a pure
water phase. The separation is modeled using the component mass balance (Eq.A.41),
the phase equilibrium between vapor and organic liquid phases (Eq.A.42) as well
as the vapor and aqueous phase (Eqs.A.43-A.44). The set of heavier hydrocarbon
components (hspec (u, j)) with the equilibrium factor, Ksepj ￿ 1 are assumed to
completely condense in the organic liquid phase (Eq.A.40). For u ∈ sep (u),
nu,udd,j = xu,udd,jfu,udd, ∀udd ∈ vap (u, udd) ∩ liq (u, udd) , j ∈ inspec (u, j)
(A.38)￿
inspec(u,j)
xu,udd,j = 1, ∀udd ∈ vap (u, udd) ∩ liq (u, udd) (A.39)













∀udd ∈ vap (u, udd) (A.43)
nu,udd,j = 0 j ￿= H2O, ∀udd ∈ aquliq (u, udd) (A.44)
A.9 Compressors
All compressors are modeled to operate as multi-stage compressors with a pre-
specified number of stages, δstg,u, equal compression ratios between stages and a
pre-specified isentropic efficiency (Table A.8). The inter-stage cooling duty of streams
is deemed small compared to the larger chemical energy flows and is thus ignored while
performing the process heat integration. To estimate the work of compression, we
use fixed values of the heat capacity ratio, γ, which is chosen based on the expected
composition for the particular stream. For example, the clean adjusted syngas,
composed primarily of CO and H2, was estimated to have γ =1.41, as is recommended
for diatomic gases [219]. The corresponding adiabatic outlet temperature, given by
Eq. A.46, can then be used to calculate the work of compression. In Eq.A.47, R
refers to the universal gas constant. For u ∈ comp (u),
nud,u,j = nu,udd,j ∀ud ∈ str (ud, u) , udd ∈ str (u, udd) , j ∈ inspec (u, j) (A.45)













T adu,udd − Tud,u
￿ ∀ud ∈ str (ud, u) , udd ∈ str (u, udd)
(A.47)
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A.10 Heat and power integration
The process heat integration considers: 1) the various reaction units, 2) heaters
(coolers) used for increasing (decreasing) the temperature of multicomponent (vapor
or liquid) streams, 3) the high pressure steam generating units and 4) the streams
of the Rankine cycles defined in Table A.10. The heat duty of a reaction unit, as
defined by Eq.A.48, is negative when heat is rejected from the unit and vice versa.
















u = gfy, wgs, ft, hyc (A.48)
For ud ∈ str (ud, u) , udd ∈ str (u, udd) , j ∈ inspec (u, j),
nud,u,j = nu,udd,j u = heat (u) , cool (u) , hpsteam (u) (A.49)
For fixed process operating variables, the minimum process heating and cooling
requirement is determined by identifying the pinch temperature. The pinch temper-
ature occurs at the location where the minimum temperature of approach (∆Tmin) is
reached between the process composite hot and cold enthalpy curves [68]. Duran and
Grossmann [69] proposed a set of constraints for calculating the pinch temperature
for the case of variable flow rates and compositions. In their method, the pinch
temperature is identified from among a set of candidates, which include the inlet
temperature of the hot and cold process streams and sources. For each candidate
temperature, the difference between the heat needed and the heat available above
that temperature gives the minimum heating requirement, if that candidate were
the pinch temperature (Eqs.A.50-A.52). The candidate temperature which attains
the maximum among these minimum heating requirements is the true pinch point,
corresponding to no ∆Tmin violations. This condition is modeled through the set of
heat deficit constraints of Eq.A.53. We use Eq.A.53 and the overall energy balance
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(Eq.A.54), to calculate the minimum gross heating and cooling requirements for the
process. A portion of the minimum gross heating requirement can be provided from


















Where, hotstr (ud, u, udd, j) = cool (u) ∩ str (ud, u) ∩ str (u, udd) ∩ inspec (u, j)
hpoi (u, udd) : u = ft, wgs, hyc; udd ∈ str (u, udd)










































































































































Where, coldstr (ud, u, udd, j) = heat (u) ∩ str (ud, u) ∩ str (u, udd) ∩ inspec (u, j)
cpoi (u, udd) : u = gfy, hyp; udd ∈ str (u, udd) ;
h2oi (ud, u) = heh2o (u) ∩ str (ud, u) ;h2oo (u, udd) = heh2o (u) ∩ str (u, udd) ;
∆tud,u,pin = max (0, (Tud,u − Tpin +∆Tmin)) ;∆tu,udd,pin = max (0, (Tu,udd − Tpin +∆Tmin)) ;
∆tsat,pin = max (0, (Tsat35 − Tpin +∆Tmin)) ;∆tcw,pin = max (0, (Tcw − Tpin +∆Tmin)) ;
∆tlp,pin = max (0, (Tsat5 − Tpin +∆Tmin)) ;∆t￿lp,pin = max (0, (Tsat5 + 1− Tpin +∆Tmin)) ;
∆t
￿













































u,udd,pin = max (0, (Tu,udd + 1− Tpin +∆Tmin)) (A.52)
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Qcpin −Qhpin ≤ Qhutil,gross ∀pin (A.53)














Pre-specified set of steam cycles and their respective specific electrical
energy outputs
Pressures, pco, pb (bar) Specific power, wpb,pco,th (MJ/kmol)
th = 700 K th = 800 K
(0.035, 160) 15.60 17.99
(0.1, 160) 14.28 16.57
(0.035, 80) 15.89 17.81
(0.1, 80) 14.46 16.29
A.11 Solar conversion efficiencies
The efficiency of absorption of incident solar radiation as heat at 1400 K or the
instantaneous sun-to-heat efficiency, ηheat, is estimated by accounting for the following
losses: 1) blackbody radiation losses at the temperature of gasification (1400 K) for
concentrated sunlight (concentration ratio of 4000), 2) 10% optical losses from the
solar collector system, and 3) other non-radiative losses, estimated to be 10% of
incident solar radiation [6]. In addition, a derating factor of 0.5 is used to reflect the
additional unusable land area needed during the commercial operation of the solar
collector system [9]. This will account for the land that is needed for access, to avoid
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shading and other uses. For 1000 W/m2 instantaneous solar intensity and operating











× 0.5 = 37.5% (A.56)
In Eq. A.56, σ is the Stefans´ constant and the expression in the inner parenthesis
represents the net fraction of incident light absorbed by the reactor without ac-
counting for optical losses. Solar electricity is used to meet those process power
requirements which are in excess of the power generated by using the available
waste heat. The solar electricity is assumed to be supplied using commercially
available PV modules operating at 20% conversion efficiency [2] which leads to 10%
sun-to-electricity efficiency (ηE) when the 50% land use factor described earlier has
been accounted. Finally, H2 is assumed to be available from commercial electrolyzers




• All calorific values are reported as lower heating value (LHV).
• Unless specified, biomass refers to dry biomass.
• LHV of biomass is assumed to be 17 MJ/kg [76].
• Biomass is assumed to contain 50.93 wt.% carbon on a dry basis [220].
• LHV of H2 is 120.1 MJ/kg.
• When needed, for conversion of Higher heating value (HHV) to LHV for H2, a
factor of 0.845 is used.
• Average solar insolation is taken to be 6307 MJ/m2/y based on an instantaneous
intensity of 1000 W/m2, available annually for 20% of the time.
• Compressors used for all cases are assumed to operate at 70% isentropic effi-
ciency.
• All the results presented do not include the energy associated with the man-
ufacturing of the equipments used within a plant and maintenance of plants
producing electricity, H2 or liquid fuel. In each case, it is assumed that the
energy associated with the manufacturing and maintenance of the plant and its
equipment is small compared to the energy of the feed or product processed
through the plant over its lifetime.
B.2 Minimum work of CO2 separation from air
The minimum work of separation (Wmin,pure) for pure CO2 extraction from air
is calculated in the limit of zero recovery, leading to no composition change of the
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residual air stream remaining from separation. For a given molar concentration of
CO2 in air (xCO2,air = 383× 10−6 ),





= 7.87RT = 19.63 kJ/mol at T= 300 K (B.1)
Where CO2 has a molecular weight of 44 g/mol. Higher recoveries of CO2 from air
!
Separation





Figure B.1. Process for calculating minimum work of separating 1 mol of
CO2 from air
would increase the minimum work of separation as demonstrated below. Consider
a chemical process which separates 1 mol of CO2 as shown in Figure B.1. N is the
number of moles of air needed to produce 1 mol of CO2. The feed is treated as a
binary mixture of rest of air and CO2. For CO2 recovery of β, the minimum work of




moles of feed air
yCO2 =
NxCO2,air − 1












{0 ln 0 + 1 ln 1} (B.3)
Similarly, the minimum work to produce a less than 100% CO2 molar concentration
Table B.1













Minimum work of separation per mol of CO2 extracted for producing








stream can also be calculated. For example, for 5% CO2 in air mixture, we know that
there would be 1 mol of CO2 for 20 mol of the mixture. The minimum work of
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separation to produce 20 mol of 5% CO2 in air mixture (Wmin,5%) can be calculated
from the work of mixing 19.01 moles of air (containing 383 ppm of CO2) with 0.99
mol of pure CO2, and the minimum work of separation to produce the pure CO2
stream, given by 0.99Wmin,pure. The minimum work of producing the various CO2
concentration streams used in the STF efficiency calculations is summarized in Table
B.2.
B.3 Process energy inputs for CO2 extraction from air
Since a CO2 extraction from air process generally requires a mix of thermal and
electrical work, we compare the processes based on the total solar energy required to
extract 1 mol of CO2 from air as has been done elsewhere [97]. Zeman reported 225
kJ of thermal energy and 121 kJ of electrical energy per mol of CO2 extracted [89];
In our calculations, 225 kJ of thermal energy is directly supplied with a sun-to-
heat conversion efficiency of 38.4% (based on the highest temperature of absorption),
inclusive of a 0.5 factor to account for the land area that cannot be effectively used
for solar collection due to effects such as shading etc [9]. The remaining 121 kJ of
electrical energy is supplied at 10 or 20% efficient solar electricity (inclusive of the
0.5 land factor) depending on the case.
In addition, we have considered two other energy estimates for CO2 extraction
based on different values of extraction process efficiency (defined as the minimum
work of separation divided by actual electrical energy used; synonymous with ther-
modynamic efficiency). By specifying the extraction process efficiency, the analysis
is general and not limited to any one particular type of extraction process. Since
CO2 extraction from air is a trace component separation, we expect it to be more
inefficient than the well established bulk separation of air, which typically has a
thermodynamic efficiency of 20%. Typically, air (molar composition: O2=20.95%,
N2=78.12%, Ar=0.93%) separation recovers 0.2040 moles of O2 out of 0.2095 moles















Figure B.2. Process for evaluating the minimum work of separation of air
producing 99.5% pure O2 stream
separation of 1.19 kJ/mol of O2 recovered based on the process of Figure B.2. The
actual process requires compression of the air stream to 5.5 atm so the work require-
ment is RT ln (5.5) = 4252 J/mol and with typical compressor efficiency of 70%,
the actual work requirement in the form of electricity is 6074.3 J/mol, leading to a
thermodynamic efficiency of 19.7% [207,208].
The minimum work of separation for 1 mol of pure CO2 from air is nearly 4 times
the minimum work for separating 1 mol of O2 from air. This reflects the penalty
associated with extracting the trace component of air versus the bulk component.
Also, the amount of air processed to extract 1 mol of CO2, will be two to three
orders of magnitude greater than the amount of air processed to extract one mol of
O2. This is likely to contribute to increased parasitic losses due to pressure drop,
temperature differences etc. within a plant. Therefore, the thermodynamic efficiency
for CO2 extraction from air, even from a mature process, could be lower than ∼ 20%.
We have used an upper value of 20% and lower value of 5% for the thermodynamic
efficiency (η) of a process extracting CO2 from air.
For 5% and 20% extraction efficiency, Table B.3 lists the amount of solar energy
needed if all the energy needed to extract CO2 were supplied as work from solar
electricity. Thus for 5% CO2 extraction efficiency, the estimate for electrical energy
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needed is 392.6 kJ/mol of CO2; and for 10% sun-to-electricity efficiency (E), the solar
energy needed is estimated to be 3926 kJ/mol of CO2. Table B.3 also shows the solar
energy estimate for the Zeman process to be well bounded within our choice of CO2
extraction process efficiencies. Further, the numbers reported in Table 3 are within
the range of previous solar energy estimates reported for processes extracting CO2
from air. For example, Weimer et al. report solar energy estimates for two absorption
based processes similar to the Zeman process, equal to 700 kJ/mol of CO2 and 2150
kJ/mol of CO2 respectively [97].
Table B.3
Solar energy required per mol of CO2 extracted from air based on two





Solar energy requirement (kJ/mol CO2)
CO2 extraction efficiency, η (%) Zeman [89]
5% 20%
10 3926.0 981.5 1795.3
20 1963.0 490.8 1190.3
B.4 CO2 to liquid fuel via thermochemical route
B.4.1 ReverseWater-gas shift (RWGS)
The RWGS reactor is modeled as a solar reactor at 1250 K and 30 atmosphere
(atm) with the heat for the reaction supplied by concentrated solar radiation. The
unconverted CO2 in the synthesis gas mixture, whose composition is estimated via
an equilibrium model, is recycled to the RWGS reactor after Fischer-Tropsch (FT)
synthesis. The hot synthesis gas is cooled by means of heat exchange to near 523
K, generating steam as well heating recycle and feed streams in the process, before
being fed to the FT reactor. The high reaction temperature and recycle ensures near
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complete CO2 conversion as reflected in the syngas molar composition of 67.4% H2,
13.7% CH4, 13.6% CO, 4.7% H2O and 0.6% CO2 for the example flowsheet shown in
Figure B.3.
B.4.2 FT synthesis
We have considered the use of commercial FT cobalt catalysts capable of max-
imizing wax production, which subsequently can be hydrocracked to produce diesel
range linear alkanes [62, 63]. In addition, a feasible CO conversion per pass of 90%
was chosen along with knowledge that water-gas shift activity is not significant for
cobalt catalysts [64].
In general, FT product distribution is well-represented by the Anderson-Schulz-
Flory distribution, which is a function of the chain growth probability parameter, α.
Higher α values promote chain growth, leading to maximum wax production. Table
A.9 shows calculated lumped product distributions (wt%) obtained for α values of
0.90, 0.95, and 0.98 [62]. Commercial FT catalysts corresponding to α as high as 0.96
have been reported in the literature [66]. For modeling, representative compounds
have been used to consider the presence of each lumped product group: C3H8 (C1-C4)
and C6H14 (naphtha) for < C10; C15H32 (diesel) for C10-C20; and C25H52 (wax) for
>C20+.
The current and potential future energy estimates for the direct CO2 extrac-
tion/thermochemical route are calculated using α = 0.95 lumped product distribu-
tion, where the presence of C1-C4 products are neglected in the < C10 lump, and
C6H14 is the representative product for that particular lump. In addition, α = 0.98
and α = 0.90 cases are considered as part of a sensitivity analysis with the former
case neglecting C1-C4 products and the latter including C1-C4 products in the <C10
lump respectively. In case of α = 0.90, C1-C4 hydrocarbons (represented by C3H8)
constitute 10 wt% of the 26.4 wt.% associated with the < C10 lump. Downstream
of the FT reactor, the mild hydrocracking of the paraffinic wax produces yields
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corresponding to 80% diesel (C15H32), 15% naphtha (C6H14) and 5% light gases
(CH4) [67]. No carbon loss is considered during the hydrocracking process, which
is consistent with the experimental results [67].
B.4.3 Overall flowsheet
The major flowsheet simulation results for CO2 conversion to liquid fuel in each
α case, are summarized in Table B.4. Here, deficit process electricity refers to the
requirement over and beyond that which is obtained by heat and power integration,
taken to be available from solar electricity. Table B.4 suggests that there is little
difference between the three α cases, primarily because the FT by-product hydro-
carbons are recycled to the RWGS reactor to improve the conversion to diesel. The
slightly higher heating and deficit electricity requirements for α = 0.95 and α =
0.98 are because of the increased extent of recycling compared to the α = 0.90 case.
Furthermore, the energy efficiency for the RWGS-FT pathway, defined here as the
fraction of input energy in the form of H2, heat and electricity recovered as liquid
fuel, is comparable to other alternative CO2-to-liquid fuel pathways suggested [13,99].
However, while interpreting the reported energy efficiencies, one must keep in mind
the differing exergies of the respective input energy sources.
A single stage equilibrium separation into vapor and organic rich liquid phases
is simulated as a simplified representation of the product separation section of the
flowsheet. This simplification leads to lower product recoveries than what can be
achieved by employing more energy intensive separation processes. Furthermore, in
calculating the deficit electricity requirements, work of compression is subtracted by
the work produced from steam generation using the waste heat of the FT process as
well in cooling the effluent from the RWGS reactor. As an illustration of the process
simulation results, Figure B.3 depicts the process flow diagram of the direct CO2
extraction/thermochemical route for the current STF efficiency, with all the stream
flow rates given in kg/hr, corresponding to 15.3 kmol/hr of extracted CO2 flow.
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Notice the large air flow requirements estimated to be fed to the CO2 extraction unit,
assuming a 50% air capture rate, compared to the rest of the flows. Also, the low
mole fraction of CO2 in the syngas means that no CO2 removal prior to FT process
is deemed necessary.
Table B.4
Simulation results for CO2 to liquid fuel via RWGS-FT.
MJ/mol CO2
extracted
Simulation cases for chain growth probability α
α = 0.90 α = 0.95 α = 0.98
H2 0.735 0.735 0.735
Heat 0.195 0.207 0.223






64% 63 % 61%
B.4.4 Sensitivity analysis
In an effort to identify the key parameters governing the STF efficiency of the
direct CO2 extraction/thermochemical route, we have presented a parametric study
of the STF efficiency in Figure B.5. The striking feature from Figure B.5 is the major
impact of the STH2 on the overall STF efficiency as well as the increased importance
of the CO2 extraction efficiency at higher STH2 values. Additionally, the general
impact of FT product selectivity on STF efficiency is low, although this impact is
more pronounced at higher STH2, as reflected in the error bars of Figure B.5.
B.5 Regulated biomass route
The regulated biomass route STF efficiency is calculated based on the flowsheet
































































































































































































































































































Figure B.4. Sensitivity of STF efficiency for direct CO2 extrac-
tion/thermochemical route to liquid fuel for different values of STH2
(6.2% and 12.4%), sun-to-electricity efficiency (E:10 and 20%) and CO2
extraction from air energy estimate (η = 5%, η = 20% and energy based
on Zeman process [89]). Solid bars represent results using α = 0.98 for
FT selectivity and solid bars + error bars represent α = 0.90 case for FT
selectivity respectively.
B.5.1 H2CAR process
The H2CAR process is based on well established technologies of biomass gasifica-
tion and FT synthesis. Added to this are the novel concepts of recycling unconverted
carbon present as light hydrocarbons and CO2 from the FT process to the gasifier
as well as feeding H2 to the gasifier. CO2 recycle to a steam methane reformer to
increase the yield of CO is well known [221]. Thus, in an H2CAR process, recycle of
CO2 to the biomass gasifier in presence of H2 will convert CO2 to CO.
For the STF efficiency calculations, the percent of input energy in the form of
biomass and H2 to produce a given quantity of liquid fuel from the H2CAR process is
estimated to be 37.6% and 62.4%, respectively, for biomass carbon content of 50.93
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Figure B.5. Process diagram for the production of liquid fuel from biomass
via the H2CAR process [32]. The electricity for H2 compression is supplied
from the FT waste heat.
wt% and biomass gasifier efficiency of 70% [32]. Then, based on the efficiency at
which solar energy is harvested to produce biomass and H2, the land area allocated
to each biomass and H2 is calculated for the production of a given quantity of liquid
fuel.
B.5.2 Agricultural input
The conclusions made by Schemer et al. [101] regarding the net energy value
(NEV = output energy-input energy) of switchgrass grown and converted to biofuel
assumes a conversion rate of 0.38 l of ethanol/kg of harvested biomass. The authors do
however suggest that improvements in biomass to fuel conversion technology should
improve the NEV of Switchgrass [101]. Furthermore, it should be pointed out that
the output energy reported by Schmer et al. [101] is the sum of the fuel ethanol
and export electricity produced and the input energy includes the energy required
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for transporting biomass to the conversion plant. For the H2CAR process, with a
estimated conversion of 1.24 l of ethanol/kg of biomass [32] the fraction of fuel used
as agricultural input is estimated as follows:
Average NEV (inclusive of ethanol and export electricity) of ethanol from Switch-
grass as per Schmer et al. [101] = 21.5 MJ/l of ethanol produced.
For 500% more output energy produced than consumed, agricultural energy in-
put= 0.2× 21.5 MJl of ethanol produced × 0.38 l of ethanolkg of biomass = 1.63 MJkg of biomass
H2CAR process agricultural energy input=
1.63 MJkg of biomass× 1 kg of biomass harvested1.24 l of ethanol produced× 1l of ethanol21.2 MJ = 0.06 MJMJ of fuel produced by H2CAR process
In addition, the agricultural energy input is assumed to remain constant per kg of
biomass harvested as the biomass collection rate is increased from current to future
estimated values.
Table B.5
H2CAR process STF efficiency estimates for three different biomass


















6.2 0.82 0.18 60.8 0.96
12.4 0.90 0.10 66.7 1.06
8.53
6.2 0.62 0.38 130.0 2.06
12.4 0.76 0.24 160.8 2.55
11.13
6.2 0.55 0.45 151.8 2.41
12.4 0.71 0.29 195.7 3.10
B.5.3 Sensitivity analysis
The current estimate of the STF efficiency for the regulated biomass route is based
on a biomass collection rate of 3 kg/m2/y and 6.2% STH2. For sensitivity analysis
shown in Table B.5 and future estimate calculations, we consider two collection rates
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based on theoretical maximum conversion efficiencies reported by Zhu et al. for
C3 and C4 crops of 4.6% and 6% respectively [12]. Assuming that all the biomass
grown is collected, these photosynthetic efficiencies translate into maximum biomass
collection rates of 8.53 kg/m2/y and 11.13 kg/m2/y respectively. The latter value
combined with 12.4% STH2, is chosen for the future estimate.
B.6 Algae routes
Table B.6
STF efficiencies for total liquid fuels produced from algae, namely, algal























6.2 0.76 0.24 114.7 1.82




6.2 0.75 0.25 203.4 3.22
12.4 0.86 0.14 232.4 3.68
The current algae yield of 15 g/m2/d with 20 wt% lipids is based on the exper-
imental yields obtained as part of over two decades of algal research sponsored by
the United States government [108, 109]. The STF efficiency for the self-contained
process is estimated to be 0.57%, while the corresponding value for the augmented
process with 6.2% STH2 is 1.82%. Sheehan has made projections for future algae
productivity of 25 g/m2/d with 50 wt% lipids [109], for which the self-contained
process STF efficiency is estimated to be 2.39%. The relevant calculations are shown
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× 365dy × 0.001kgg × 33.1MJkg × 0.2
6307 MJ
m2-y
× 100 = 0.57% (B.4)
25 g
m2-day
× 365dy × 0.001kgg × 33.1MJkg × 0.5
6307 MJ
m2-y
× 100 = 2.39% (B.5)
B.7 Direct photosynthetic conversion route
The STF efficiency of the direct photosynthetic conversion of CO2 to liquid fuel
route is calculated based on the process flow diagram shown in Figure B.6. The
specific fuel productivities and CO2 extraction specifications chosen for the current
and future STF efficiency estimates are described below.
!
Figure B.6. Process diagram for direct conversion of CO2 to liquid fuel
via engineered cyanobacteria.
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B.7.1 Isobutyraldehyde from cyanobacteria
The currently achievable STF efficiency calculations are based on the areal yields
reported by Sheehan [109] from the data of Atsumi et al. [102] for direct conversion
of CO2 to isobutyraldehyde and isobutanol by genetically engineered cyanobacteria.
Sheehan estimates a highly productive annual yield of isobutyraldehyde to be 18,011
l/ha/y assuming that sunlight cannot penetrate beyond 10 cm depth in the reacting
medium during the growth of the cyanobacteria. Using an overall carbon balance, the
annual rate of consumption of CO2 by the process is estimated to be 78.96 mol/m2/y.
Thus, the calorific value of the total fuel product produced annually from 1 m2 of land
used for photosynthesis is 45.37 MJ/m2/y (LHV of isobutyraldehyde is 25.2 MJ/l).
Table B.7















0.98 44.3 0.70 0.70
η = 20% 0.98 44.5 0.70 0.71
η = 5% 0.95 43.1 0.68 0.70
Zeman
20
0.98 44.7 0.71 0.71
η = 20% 0.99 44.9 0.71 0.71
η = 5% 0.98 44.2 0.70 0.71
The sensitivity analysis of STF efficiency for the direct photosynthetic conversion
route to produce isobutyraldehyde is presented in Table B.7. Note that for the 5% CO2
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case, the STF efficiency using Zemans energy estimates assumes that the resulting
CO2 concentration stream is obtained by diluting a pure CO2 stream with air.
B.7.2 Diesel from cyanobacteria
Table B.8

















0.71 268.7 4.26 4.65 5.02
η = 20% 0.84 317.4 5.03 5.37 5.46
η = 5% 0.74 279.8 4.44 4.64 3.86
Zeman
20
0.83 313.6 4.97 5.16 5.35
η = 20% 0.92 347.9 5.52 5.69 5.73
η = 5% 0.87 329.1 5.22 5.32 4.93
In calculating the potential future estimate of STF recovery of the direct photosyn-
thetic route, we have chosen to utilize the 12% STF efficiency estimated for producing
a C17 diesel product from cyanobacteria. In translating this theoretical estimate into
a scaled-up process estimate, we have used the earlier described derating factor of 0.5
to consistently account for any unused land area associated with the process, leading
to an average conversion efficiency of 6%. If all the land area harnessing solar energy
was used for photosynthetic production of diesel from cyanobacteria, then the liquid
fuel produced would be 378.4 MJ/m2/y at the expense of consuming 567.9 mol/m2/y
of CO2 (LHV =47.2 MJ/kg and density of 0.78 kg/l). However, in order to provide
the energy required for CO2 extraction, compression as well any other auxiliary needs,
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only a fraction of the total land area can be used for photosynthesis, implying that
the liquid fuel output would be less than 378.4 MJ/m2/y.
In particular, we have included the energy required to produce the concentrated
CO2 stream and work of compression reported to be needed for the process. As seen
in Table B.8, we have considered three cases namely, 2% CO2, 4% CO2 and pure
CO2 streams being used for the STF efficiency calculations. With increasing purity
of the CO2 stream used, there is a decrease in the compression work requirement per
mol of CO2 fed, as well as an increase in the work of extracting CO2 from air. The
fact that the STF efficiency for the potential future energy estimate is seen to be the
highest for the pure CO2 case, suggests that in this case, the energy penalty of CO2
compression for impure CO2 streams outweighs the correspondingly lower extraction
work.
B.8 Using CO2 from fossil fuel power plants
The STF efficiency estimate of the routes converting CO2 in the flue gas exhaust
(10-15 mol% CO2 [114, 115]) of a fossil-fuel power plant to liquid fuel must account
for the energy penalty of flue gas CO2 capture. Here, we consider the well-developed
solvent absorption process using monoethanolamine (MEA) for CO2 capture. The
MEA process requires the use of low pressure steam for solvent regeneration and is
capable of producing a nearly pure CO2 stream as product. The energy requirement
for the MEA based processes reported in the literature varies greatly, depending on
the extent of process heat integration and the baseline thermal efficiency of the power
plant [113–115]. The overall energy penalty for CO2 capture is subsequently reflected
in either lower power production or increased primary fuel consumption than the
baseline flue gas vent case.
We derived the CO2 capture energy estimate from a recent National Energy
Technology Laboratory (NETL) carbon capture study [113]. For a constant power
output of 550 MW and baseline plant efficiency of 39.3% (HHV), the design including
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the MEA process and CO2 compression (for transport and storage) resulted in primary
energy (coal) consumption increase from 1400.2 MW to 1934.5 MW for capturing
548.3 metric tons/hr of CO2. From this data, the total MEA process and CO2
compression energy consumption is calculated as the electric power that would have
been produced from the baseline power plant using the additional primary energy of
the fuel (534.3 MW). After discounting for the CO2 compression energy input, we
find the energy consumed by the MEA process equal to 47.7 kJ of electric power/mol
of CO2 captured.
For direct CO2 extraction/thermochemical route and the direct photosynthetic
CO2 conversion route using pure CO2 streams, the solar energy needed to supply
the energy input for the MEA process is included in the STF efficiency calculation
in the same way as previously described for the case of atmospheric CO2. For the
self-contained and augmented algae routes, the available flue gas CO2 concentrations
are deemed sufficient to be directly used, thereby requiring no additional energy input
for CO2 capture.
We also considered an alternative lower energy estimate for the MEA process,
corresponding to 28.1 MJ of electric power displaced per kmol of CO2 captured [114].
Despite the nearly 40% lower electric power requirement compared to the NETL case
study value of 47.7 kJ per mol of CO2 captured, the STF efficiency estimates show
only a marginal improvement as seen in Figure B.7. This observation reaffirms the
earlier finding that the solar energy needed for CO2 extraction is but a small portion
of the overall solar energy input for each route.
B.9 Target efficiency for photosynthetic routes
From the current and future STF efficiency estimates for the direct CO2 extrac-
tion/thermochemical route, one can calculate the target conversion efficiencies for a
photosynthesis based liquid fuel process which would make it competitive with the
aforementioned process. If atmospheric CO2 is used during direct photosynthetic
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Figure B.7. STF efficiency variation with energy consumption for CO2
extraction from flue gas exhaust. The solid bars are for the case of 47.1
kJ of electric power/mol of CO2 extracted, while the positive error bars
are for 28.1 kJ /mol of CO2 extracted.
liquid fuel production, the target efficiency simply corresponds to the current STF
efficiency of the direct CO2 extraction/thermochemical route of 4.19%. However, it is
likely that higher concentrations of CO2 will be needed for the photosynthetic liquid
fuel route [103]. In the extreme case when a pure CO2 stream is already available,
the target conversion efficiency would be equal to the corresponding efficiency of solar
energy utilization in converting the available pure CO2 stream to liquid fuel by the
thermochemical process.
100 MJ of solar energy is estimated to produce 4.19 MJ of liquid fuel via the direct
CO2 extraction/thermochemical route of which 87.6 MJ is used for producing the
heat, H2 and electricity needed during the thermochemical conversion step. Therefore,
the efficiency of storing solar energy as liquid fuel, when pure CO2 is available, via
thermochemical conversion is 4.78% which is also the corresponding current target
conversion efficiency for a photosynthetic process. Therefore, depending on the
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concentration of the CO2 stream used, the target photosynthetic conversion efficiency
lies in the range of 4.19-4.78%. Similarly using the potential future STF efficiency
estimate, the resulting target conversion efficiency range for a photosynthesis route
is calculated to be 7.92-9.09%.
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C. SUN-TO-H2 EFFICIENCY CALCULATIONS
C.1 Solar energy recovery using a blackbody absorber
The fraction of solar energy available as heat (fheat) from a blackbody absorber
depends on the absorber temperature (T ) and concentration ratio (C) of incident
solar radiation. For zero air mass (AM0) solar irradiation considered in Eq. C.1, the
sun is modeled as a blackbody with Tsun = 5760 K. The shape factor representing
the solid angle subtended by the earth is given by Fs = 2.165 × 10−5π and σ is
the Stefan-Boltzmann constant. AM0 solar intensity is equal to 1350.9 W/m2 for 1
sun concentration ratio. However, the intensity of sunlight is reduced as it traverses
through the atmosphere due to absorption by CO2, water vapor etc. and scattering.
AM1.5 sunlight, which considers 1.5 times the vertical distance traversed in the
atmosphere to reach sea level, is a standard used to report solar intensity striking
the surface of the earth. We have chosen to use the AM1.5 solar intensity, Isun =


















C.2 Maximum sun-to-electricity (STE) efficiency
The maximum STE efficiency is calculated via using a reversible heat engine in
conjunction with a blackbody absorber to recover heat from sunlight. The efficiency
of a reversible heat engine is related to the temperature of the heat source and
the heat sink, which in this case correspond to the absorber temperature (T ) and
ambient temperature (Ta = 293.15 K) respectively (Eq. C.3). As T is increased,
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the heat engine efficiency (ηCarnot) increases while Eq. C.2 tells us that the fraction
of heat recovered by the blackbody absorber decreases. For a fixed C, the STE
efficiency goes through a maximum value STEmax (Eq. C.4), corresponding to an
absorber temperature Tmax,e (C). For the maximum possible solar concentration
ratio (generally derived for AM0 sunlight), Cmax = 46, 200, the STEmax is 84.3%.
Concentration ratios lower than Cmax have lower values of STEmax, due to increased
fraction of incident radiation lost in re-radiation from the absorber.
ηCarnot = 1− Ta
T
(C.3)









Figure C.1 shows the variation of the equilibrium partial pressure for the different
species formed during the water-splitting reaction with temperature. As seen from the
inset in Fig. C.1, increasing the total pressure increases the product partial pressures
as well as the driving force for product separation in the membrane reactor.
C.4 Theoretical STH2 efficiency using multiple blackbodies
The theoretical STH2 efficiency assumes reversible water dissociation with in-
finitesimal chemical potential or thermal gradients. Yet, the mere act of recovering
solar energy to supply the process energy input is an inherent source of process
irreversibility. This is because the fraction of heat recovered from a blackbody is
governed by the finite temperature difference between the blackbody absorber and
the temperature of sun (Eq. C.1). Consequently, the definition of theoretical STH2
efficiency is dependent on the specific temperature levels of blackbody absorbers used.
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Figure C.1. Equilibrium partial pressure of species formed during thermal
water-splitting for different reaction temperatures. Inset: effect of total
pressure on the H2 partial pressure for the water-splitting reaction.
The reversible thermal water-splitting process configuration proposed in Fig. 4.1
makes use of a single blackbody absorber at Tmax,e (C) in conjunction with heat
engine and heat pumps to supply heat at various temperature levels for the process.
Alternatively, here we consider the use of infinite number of blackbody absorbers
to supply the process heat required between Tboil and Top, where each blackbody is
dedicated to supply heat within an infinitesimal temperature interval and it does so
with negligible temperature difference with the process stream (Fig. C.2). The heat
required between Ta and Tboil for producing steam from liquid water is provided by
reversible heat pumps, consuming Wsteam amount of work in the process. All the
blackbody absorbers receive solar irradiation with the same concentration ratio C.
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In addition, the net process work , defined in Eq. C.5, is recovered at an efficiency of
STEmax (C) corresponding to an absorber temperature of Tmax,e (C).
Wnet = Wcool −Wsep,rev −Wsteam (C.5)
Figure C.2. Process configuration for reversible thermal water-splitting
using infinite blackbody absorbers. HE= Heat Engine, HP = Heat Pump.
The energy flows of the process are colored grey while the mass flows are
colored black.
For a given C, the work balance around the process could either result in net excess
or deficit work, depending on the value of Top of the reactor. As Top is increased,
Wcool increases while Wsep,rev decreases by virtue of increasing partial pressures of the
product streams (Fig. C.2). Consequently, Wnet increases with increasing Top, going
from negative to positive corresponding to the transition from deficit work to excess
work as seen in Fig. C.3.
The excess process work can supply heat to the feed stream at intermediate
temperature levels (Tboil < T < Top) through the use of reversible heat pumps as
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Figure C.3. Theoretical STH2 efficiency for processes using infinite
blackbody absorbers (top) and the corresponding net process work
(bottom). C=8000.
shown in Fig. C.2, thereby reducing the total solar energy input for heating the
feed stream. Thus, the energy balance for infinite blackbody configuration utilizes all
the excess work to drive infinitely many heat pumps from Ta to some intermediate
temperature Tswitch (< Top). From Tswitch to Top, the heat is supplied by recovering
heat from infinitely many blackbodies. Overall, the STH2 efficiency via the infinite
blackbody configuration involves a transition from deficit work to excess work as
reaction temperature is increased and this transition point is reflected as a kink in
Fig. C.3, corresponding to Wnet being zero. One major observation from Fig. C.3
is that except for a small operating temperature range, the STH2 efficiency of the
process of Fig. C.2 is generally lower than the reversible process of Fig. 4.1. This
implies that the use of multiple blackbody absorbers at various temperatures increase
the inefficiency of harnessing solar energy.
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C.5 Reversible thermal water-splitting model
C.5.1 Equilibrium composition
The independent chemical reactions Eqs.C.6-C.9 describe the chemical equilibrium
for water-splitting. The resulting equilibrium composition Xi (i=H2, H, OH, O, O2,
H2O) and the total number of moles, NT , is given by the solution of the system
equations described in Eqs. C.10-C.17.
H2O → H2 + 0.5O2 (C.6)
H2 → 2H (C.7)
O2 → 2O (C.8)






















fori = 1, 2, 3, 4 (C.14)
XH2 +XH +XOH +XO +XO2 +XH2O = 1 (C.15)




2XH2 +XH +XOH + 2XH2O
(C.17)
The process energy inputs for the reversible thermal water-splitting process (Fig.
4.1 and Fig. C.2) include: 1) the incremental heat input, dQH2O(l) (Ti), for reversibly
heating liquid water to its boiling point, Tboil , 2) the heat input, Qvap to subse-
quently vaporize water to produce steam at Tboil, 3) the incremental heat input,
dQheat+rxn (Tj), to reversibly heat the feed stream (H2O(g)+ H2(g)+ H(g)+ O(g)+
O2(g)+ OH(g)) to Top , 4) the heat input at Top, Qrxn,Top, to complete the reaction to
100% H2O conversion, and 5) the work input, Wsep,rev for compressing the individual
product streams to 1 atm.
C.5.2 Steam production
The heat input for reversibly heating water to Tboil and subsequently vaporizing
it to produce steam is provided via heat pumping ambient heat to the desired tem-

























C.5.3 Feed heating and reaction
At each temperature level Tj between Tboil and Top, the incremental heat input
dQheat+rxn (Tj) to reversibly heat the feed stream is given by Eq. C.19. The first
two terms in Eq. C.19 represents the contribution for supplying the heat of reaction,
while the third term corresponds to the contribution for sensible heating. We ignore
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the heat of reaction related terms in Eq. C.19 for Tj < 1000 K due to the negligible
equilibrium dissociation of water at these temperatures.

























In Eq. C.19, the partial derivatives with respect to Xj and NT can be converted to
partial derivatives with respect to Tj using the equilibrium relations of Eq. C.10-C.17.
Subsequently, the solar energy requirement is calculated by integrating the incremen-
tal solar energy input over the temperature range Tboil ≤ Tj ≤ Top. For process
configuration using a single blackbody at Tmax,e (C), the solar energy requirement
to heat the feed is given by Eq. C.20. Here, we integrate the incremental work
requirement to supply heat at each temperature level Tj using heat pumps. The
resulting work input is supplied from a single blackbody absorber at Tmax,e (C) in
conjunction with a reversible heat engine.
Qsolarheat+rxn =


















For process configuration relying on infinite blackbodies for recovering solar energy
as heat, the total solar energy input for heating the feed is obtained via integrating
the incremental solar energy input from Tswitch (≥ Tboil) to Top, as shown in Eq. C.21.
As explained in section C.4, for the case of Wnet ≤ 0, Tswitch = Tboil; for Wnet ≥ 0, all




dQheat+rxn (Tj)1− σT 4j
IsunC
 (C.21)
Once the feed mixture is brought to Top, heat in the amount of Qrxn,Top is supplied
to the membrane reactor. Qrxn,Top is equal to the enthalpy change between the
output (H(g)+ H2(g) and O(g)+ O2(g) at PH2+PH and PO2+PO atm respectively)
and input (feed mixture of H2O(g), H2(g), H(g), O(g), O2(g), OH(g)) streams of
the membrane reactor. The input and output stream compositions are derived from
chemical equilibrium at stream conditions. For the process of Fig. C.2 using infinite






For process configuration using a single blackbody absorber at Tmax,e (C), the heat
requirement at Top translates into work input for heat pumping as given by Eq. C.23.
Qsolarrxn,Top =
















The individual product streams leaving the membrane reactor contain 2 moles of
hydrogen atoms (as a mixture of H2(g) and H(g)) and 1 mole of oxygen atoms (as
a mixture of O(g) and O2(g)) per mole of feed water. As these product streams are
reversibly cooled from Top to Ta, the atomic species recombine to form the respective
molecular species as per the equilibrium composition at each temperature level Tj.
Below some temperature level, nearly all the atomic hydrogen and oxygen species
recombine to their respective molecular forms. For the calculations, we ignore the
presence of atomic hydrogen and oxygen species below 1000 K.
The reversible cooling and atomic recombination process leads to the production
of finite amount of work, Wcool. This quantity is obtained from integrating the
incremental work produced from the heat rejected at each temperature level Tj
between Top and Ta (Eq. C.24). The rejected heat from each product stream, defined
in Eq. C.25, consists of contributions from heat of recombination and sensible heat.
In Eq. C.25, NM refers to total molar flow rate of product stream of atoms M (H or
O) and Yj refers to the species mole fractions in that stream (H2/H or O2/O). The
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partial derivatives in Eq. C.25 with respect to Yj and NM can be converted to partial
















YjHj (Tj) ∂NM +
￿
M2,M









Subsequently, the cooled streams at temperature of Ta (1 mole of H2(g) and
0.5 mole of O2(g)) are reversibly compressed from their respective partial pressures
(PH+PH2 and PO+PO2) to a final pressure of 1 atm, requiring Wsep,rev amount of
work input (Eq. 4.2).
C.6 High temperature (HT) electrolysis with spectral resolution
The energy requirements of the HT electrolysis process can be met by spectrally
resolving the incident concentrated solar radiation to supply work (via photovoltaic
(PV) device) and thermal energy generation (Fig. C.4). This configuration exploits
the fact that a PV device is only capable of absorbing a fraction of the incident
solar radiation (Iphot) corresponding to photons with energy greater than the band
gap (Eg = hc/λg) of the semiconductor material used in the device (or wavelengths
less than the band gap wavelength, λg). The remaining portion of the solar spectrum
(Iheat, λ > λg), typically not absorbed by the PV device, is instead used to supply the
heat requirement for the electrolytic water-splitting process operating at temperature
Thte and pressure Phte. For semiconductor material with a bandgap near 1.4 eV like
GaAs (or λg = 885.6 nm), we estimate the incident solar radiation absorbed by the
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Figure C.4. Depiction of HT electrolytic water-splitting process where the
solar spectrum is split to supply the needed heat and work. The notation
above each arrow refers to the associated energy flows.
PV device (Iphot) is estimated to be 671 W/m2 (Isun =1000 W/m2). Therefore, the
remaining portion of the solar spectrum (Iheat), corresponding to an intensity of 329
W/m2 is available for thermal energy supply.
The amount of heat available at Thte from the portion of the solar spectrum
denoted by Iheat is given by Eq. C.26. Here, A is the receiver area (and the absorber
area for HT electrolysis) for utilizing solar radiation with a concentration ratio C as




IheatC − σT 4hte
￿
Ωoptical (C.26)
The net work requirement for the HT electrolysis process, Welec,net, includes the
work requirement for the electrolytic cell (Whte, defined in Eq. 4.8), the work input for
pumping liquid water to the desired pressure (Whte,pump) and the work recovered from
expanding the cooled product streams to 1 atm (Wrec, defined in Eq. 4.11). Welec,net
is related to the corresponding PV device conversion efficiency, ηPV , by Eq. C.27.
Here, we conservatively assume that ηPV includes the energy losses associated with
solar concentration. For a given value of ηPV , we can solve for the unknown parameter
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A in Eq. C.27 and substitute its value in Eq. C.26 to calculate the amount of heat
available from the portion of the spectrum denoted by Iheat.
Welec,net = Whte +Whte,pump −Wrec = AIsunCηPV (C.27)
Table C.1
Electrolysis energy input and solar heat input for different operating
conditions of HT electrolysis (spectral) process. Phte =10 atm, Ωdp,loss





Solar heat at Thte=1223




ηPV = 29.1% ηPV = 44%
0.17 218.8 60.4 188.1 29.3
0.33 249.5 29.7 214.5 33.4
0.49 279.8 0 240.6 37.5
As discussed in the main text, the total heat requirement for the HT electrolytic
process is equal to the sum of two terms, Qhte + Qhte,steam. Qhte is residual heat
requirement of electrolysis cell and is defined by Eq. 4.9. Qhte,steam refers to the
heat requirement for steam generation and depends on the minimum temperature
of approach (∆Tmin) during heat exchange between the cooling product streams (H2
and O2) and the feed stream (H2O).
As seen in Table C.1, for the single junction PV device (ηPV = 29.1%), the thermal
energy available at Thte =1223 K from the portion of the solar spectrum denoted by
Iheat, is in excess of what is required for the HT electrolytic water-splitting process.
Therefore, the STH2 efficiency can be further improved by increasing the fraction
of the spectrum utilized by the PV device which translates into improving ηPV .
Multijunction concentrator PV devices using two or three materials with different
band gaps can achieve high values of ηPV close to 40%. For the highest multijunction
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PV device fabricated with ηPV = 44%, the lowest energy band gap is 0.8 eV (or
λg = 1539 nm). We estimate the value of Iphot and Iheat to be 910 W/m2 and
90 W/m2, respectively. As seen from Table C.1, for Ωhte,loss =0.17, the solar heat
available at Thte from the part of the spectrum unused by the PV device is less than
the HT electrolysis total heat requirement. In such a case, additional heat is soaked
up from concentrated incident solar radiation (Isun). The resulting STH2 efficiency









Increasing the value of Ωhte,loss beyond 0.17 increases the work input and decreases
the residual heat requirement for the electrolysis process (Eqs.4.8-4.9). This increased
work input also results in increased area for solar energy collection (Eqs.C.26 -C.27).
Consequently, for Ωhte,loss > 0.17, Qsolar,avail is found to be in excess of the total heat
required by the HT electrolytic water-splitting process (Qhte,steam+Qhte).
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D. CALCULATIONS FOR NATURAL GAS WELL-TO-WHEELS ANALYSIS
D.1 General assumptions
1. All conversion processes assume natural gas (NG) availability at plant gate.
2. Unless specified, all calorific values are reported as lower heating value (LHV).
3. The electrical energy input during the recovery and processing of NG is provided
using a natural gas combined cycle (NGCC) power plant.
4. Residual oil required as input to the NG processing step is produced from NG
at the same energy conversion efficiency as gasoline.
5. Gasoline distribution is assumed to have the same energy losses as diesel distri-
bution.
6. The annual vehicle miles travelled (VMT) by the US light duty vehicle (LDV)
fleet is equal to the value reported for the year 2011 at 2,661 billion miles [222].
7. The baseline US annual NG consumption is equal to the value reported for 2012
at 25.46 trillion cubic feet (tcf) [173].
8. According to the US Energy Information Administration, the technically recov-
erable US NG reserves are estimated to be 2327 tcf [223].
9. 1 tcf of NG has the energy content of 1.08× 1012 MJ.
10. 1 gasoline gallon equivalent (gge) has the energy content of 122.4 MJ.
11. All supplemental energy sources (hydrogen (H2) and heat) consumed by the
augmented biomass-to-methane process are generated at the site. Hence no
distribution energy losses are included for these supplemental energy forms.
12. The results do not include the embodied energy (e.g. manufacturing of equip-
ment and maintenance) of the process and/or vehicles for each pathway. It is
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assumed that this embodied energy is small compared to throughput of energy
over the pathways anticipated lifetime.
D.2 Definitions
Well-to-wheel (WTW) pathway: Such a pathway accounts for all the energy trans-
formations occurring between the primary energy sources (well) and the end use
(wheel).
Well-to-tank (WTT) pathway: Such a pathway accounts for all the energy trans-
formations occurring between the primary energy source and the fuel storage (tank)
prior to use (wheels).
D.3 Energy efficiency calculations
The WTW efficiency for each NG transport pathway can be summarized by the
sequence of steps shown in Fig. D.1. As presented in the GREET model [174],
the major transformations of NG recovery, processing, and fuel production require
multiple forms of secondary energy inputs such as residual oil, gasoline, diesel, n-
butane and electricity. For the WTW efficiency analysis, all the aforementioned
secondary energy inputs are derived from NG, as discussed below.
Figure D.1. WTW efficiency calculation approach.
Consider the NG recovery step, which includes activities such as well completion
and workover, liquid unloading from the wet gas wells, compressors and related
equipment operation for extracting the gas from below the ground. According to
the data from the GREET model [174], for 1 million Btu of NG throughput, the
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NG recovery step requires 256 Btu of residual oil, 2,816 Btu of diesel, 256 Btu of
gasoline, 22,016 Btu of NG, and 256 Btu of electricity. Besides that, 7,585 Btu of
NG is flared while 19,332 Btu of NG is lost as fugitive emissions [174]. In addition,
the conversion efficiency of an NGCC plant (ηNGCC,prod) is 49.8%, the conversion
efficiency of NG to gasoline or residual oil (g,prod) is 58% [224], gasoline and diesel
distribution efficiency (ηg,dist and ηd,dist) is ∼ 100%, electricity distribution efficiency
(ηe,dist) is 93.5% [174] and the energy efficiency of NG distribution from well to fuel
production facilities (ηNG,dist) is 98%. Thus, the expression for the energy efficiency





ηNG,rec × ηNG,pros × ηNG,dist × ηg,prod × ηg,dist + 7, 585
+
2, 816
ηNG,rec × ηNG,pros × ηNG,dist × ηd,prod × ηd,dist + 22, 016
+
2, 816
ηNG,rec × ηNG,pros × ηNG,dist × ηNGCC,prod × ηe,dist + 19, 332
(D.1)
The three unknowns in Eq. D.1 are ηNG,rec, the energy efficiency of NG processing,
ηNG,pros, and the energy efficiency of transformation from NG to diesel, ηd,prod. Similar
to Eq. D.1, equations describing the unknowns of ηNG,pros (Eq. D.2), ηd,prod (Eq.
D.3), energy efficiency in converting NG to methanol, ηm,prod (Eq. D.4) and energy
efficiency in converting NG to hydrogen at a refueling station, ηh2,prod (Eq. D.5) are
developed.
As part of NG processing, the raw gas is purified by removing some select compo-
nents such as sulfur, mercury, CO2 and higher hydrocarbons referred as NG liquids.
For 1 million Btu of NG throughput, the process requires 273 Btu of diesel fuel, 26,211
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Btu of NG and 819 Btu of electricity. In addition, an estimated 1,504 Btu of NG is





ηNG,rec × ηNG,pros × ηNG,dist × ηd,prod × ηd,dist + 26, 211
+
819
ηNG,rec × ηNG,pros × ηNG,dist × ηNGCC,prod × ηe,dist + 1, 504
(D.2)
For diesel production, NG is reformed to produce synthesis gas, which is subse-
quently converted to diesel range alkanes via Fischer-Tropsch (FT) synthesis. For
1 million Btu of diesel product, the process is estimated to consume 1,585,540 Btu
of NG feed and 1,762 Btu of n-butane. The n-butane is used as a feed for the
C-4 isomerization and subsequent alkylation units, which are part of FT product
upgrading. The supply of n-butane is assumed to be sourced from NG at the same




ηNG,rec × ηNG,pros + 1, 585, 540
(D.3)
For methanol production, NG is reformed to produce synthesis gas, which is
subsequently fed to a methanol synthesis reactor. For 1 million Btu of methanol
produced, the process is estimated to consume 1,480,519 Btu of NG feed and 963 Btu




ηNG,rec × ηNG,pros × ηNG,dist × ηNGCC,prod × ηe,dist + 1, 480, 519
(D.4)
For H2 production, NG is reformed to produce synthesis gas, which is then sent
to a Water-gas Shift reactor followed by gas purification. In our analysis, H2 is
produced from NG at the refueling station, rather than at a central facility. This
215
distributed H2 production model enables the use of more efficient and practical CNG
pipeline transportation at the expense of a small decrease in the NG to H2 conversion
efficiency. For 1 million Btu of H2 produced, the process is estimated to consume





ηNG,rec × ηNG,pros × ηNG,dist × ηNGCC,prod × ηe,dist + 1, 407, 571
(D.5)
Table D.1









The solution of the above system of equations, Eqs.S1-S5, returns the values
reported in Table D.1.
D.4 WTW efficiency calculation
Below are specific calculations for WTW efficiencies (km/100 MJ NG in well) for
each NG based transport pathway. Plug-in-Hybrid electric vehicle (PHEV) pathways
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are not included here since they have already been discussed in Chapter 6. Unless
specified otherwise, all the data has been derived from GREET database [174].
D.4.1 NG to CNG ICEV
NG is recovered (ηNG,rec=94.8%), processed (ηNG,pros=97.1%) and distributed
(ηNG,dist=98.0%) to the refueling stations, where it is compressed to about 330 bar
(ηNG,comp=92.8%). The compressed natural gas (CNG) is used via the dedicated
internal combustion engine vehicle (ICEV) having a fuel economy of 32.8 miles per
gallon gasoline equivalent (mpgge).





= 36.0 km (D.6)
D.4.2 NG to CNG FCV
This pathway follows the same WTT pathway as CNG ICEV and uses a CNG
fuel cell vehicle (FCV) with a fuel economy of 34.6 mpgge. The fuel economy of CNG
FCV is lower than a H2 FCV (49.1 mpgge) due to the energy losses associated with
on-board reforming for H2 generation.





= 38.0 km (D.7)
D.4.3 NG to BEV via NGCC
NG is recovered (ηNG,rec = 94.8%), processed (ηNG,pros = 97.1%) and transported
(ηNG,dist=98.0%) to be used in a NGCC plant for electricity generation (ηNGCC,prod =
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49.8%). The electricity generated is distributed to the end user (ηe,dist = 93.5%),
where it is used to charge (ηcharging = 85%) a battery electric vehicle (BEV) with fuel
economy of 93.6 mpgge.
100 MJ×94.8%× 97.1%× 92.8%× 49.8%× 93.5%× 85%× 1 gge
122 MJ
× 93.6 mpgge× 1.61 km
1 mile
= 43.9 km (D.8)
D.4.4 NG to BEV via SOFC
This pathway follows the same WTT pathway as NG to BEV via NGCC with the
exception of the electricity generation step, which uses a solid oxide fuel cell (SOFC)
system at an energy efficiency of 70% [157].
100 MJ×94.8%× 97.1%× 92.8%× 70.0%× 93.5%× 85.0%× 1 gge
122 MJ
× 93.6 mpgge× 1.61 km
1 mile
= 61.7 km (D.9)
D.4.5 NG to gasoline ICEV
NG is recovered (ηNG,rec=94.8%), processed (ηNG,pros=97.1%) and transported
(ηNG,dist = 98.0%), to plants where it is converted to gasoline using the TIGAS
process (ηg,prod =58%) [224]. The TIGAS process consists of NG reforming to produce
synthesis gas, followed by methanol synthesis and methanol to gasoline conversion
[224]. The gasoline is then distributed to the refueling station (ηg,dist =∼ 100%), and
used in a gasoline ICEV with fuel economy of 32.8 mpgge.
100 MJ× 94.8%× 97.1%×98%× 58.0%× 100%× 1 gge
122 MJ
×
32.8 mpgge× 1.61 km
1 mile
= 22.5 km (D.10)
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D.4.6 NG to gasoline FCV
This pathway follows the same WTT pathway as NG to gasoline ICEV, and uses
a gasoline FCV with fuel economy of 34.6 mpgge.
100 MJ× 94.8%× 97.1%×98%× 58.0%× 100%× 1 gge
122 MJ
×
34.6 mpgge× 1.61 km
1 mile
= 23.8 km (D.11)
D.4.7 NG to diesel ICEV
NG is recovered (ηNG,rec = 94.8%), processed (ηNG,pros=97.1%) and transported
(ηNG,dist = 98.0%) to plants where it is converted to diesel via FT synthesis (ηd,prod =
63.0%). Diesel is then distributed to the refueling stations (ηd,dist =∼ 100%), and
used in a diesel ICEV with fuel economy of 37.4 mpgge.
100 MJ× 94.8%× 97.1%×98%× 63.0%× 100%× 1 gge
122 MJ
×
37.4 mpgge× 1.61 km
1 mile
= 27.9 km (D.12)
D.4.8 NG to methanol FCV
NG is recovered (ηNG,rec = 94.8%), processed (ηNG,pros = 97.1%), and transported
(ηNG,dist=98.0%) to plants where it is converted to methanol (ηm,prod = 67.4%). The
methanol is then distributed to the refueling stations (ηm,dist =∼ 100%), and used in
methanol FCV with fuel economy of 37.0 mpgge.
100 MJ× 94.8%× 97.1%×98%× 67.4%× 100%× 1 gge
122 MJ
×
37 mpgge× 1.61 km
1 mile
= 29.5 km (D.13)
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D.4.9 NG to H2 FCV
NG is recovered (ηNG,rec = 94.8%), processed (ηNG,pros = 97.1%), and transported
(ηNG,dist = 98.0%) to the refueling station where it is converted to H2 via reforming
(ηh2,prod = 68.6%). Of the total NG feed to the refueling station of 90.1 MJ, a portion
(12.3 MJ) is used to compress the H2 produced from the remaining NG (77.8 MJ). For
on-board gas storage, the compression to about 800 bar is achieved with an energy
efficiency of 81.2%. The overall WTT conversion efficiency of the H2 production
pathway is 53.4%. The compressed H2 is used in a H2 FCV with fuel economy of 49.1
mpgge, resulting in an WTW efficiency of 34.5 km/100 MJ of NG in well.
D.4.10 NG to H2 ICEV
This pathway follows the same WTT pathway as NG to H2 FCV, and uses a H2
ICEV with fuel economy of 37.4 mpgge. The resulting WTW efficiency is equal to
26.2 km/100 MJ of NG in well.
D.5 Annual NG LDV consumption
To estimate the lifetime of US NG reserves, we need to estimate the annual NG
consumption by the LDV fleet. For each NG-transport pathway, our calculations
make use of the vehicle penetration rates assumed by the National Research Council
in its analysis of a hydrogen economy [23]. Fig. D.2 shows the LDV penetration
rates and the corresponding annual NG consumption (in well) for the current CNG
ICEV pathway. According to Fig. D.2, CNG-ICEV will cover 100% of the total VMT
by 2049, which is 37 years after its introduction (i.e. 2013). The annual NG LDV
consumption in 2049 is estimated to be 11.0 tcf and is assumed to remain constant
for years beyond 2049.
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Figure D.2. Fraction of total vehicle miles travelled (left) and correspond-
ing annual NG consumption in well (right) by the LDV fleet using current
CNG ICEV pathway.
D.6 Biomass to methane conversion
Here we summarize the simulation results of an augmented biomass hydrothermal
gasification process using supplemented heat and H2 derived from solar energy. The
augmented process is based on the standalone hydrothermal gasification process
developed by Gassner et al. [194]. The optimized process flow rates reported by
Gassner et al. are summarized in Fig. D.3. We use Aspen Plus R￿ [52] to simulate the
proposed augmented process of Fig. D.4.
D.6.1 Additional methane recovery via membrane
In the standalone hydrothermal gasification process developed by Gassner et al.,
the outlet stream (82.6 mol% H2O, 8.6 mol% CH4, 8.4 mol% CO2, 0.4 mol% H2) from
hydrothermal gasification unit is sent to a high pressure water-absorption column.
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Figure D.3. Summary of the standalone hydrothermal gasification process
[194].
The (top) vapor product (containing 94 mol% CH4) leaving the column is fed to
a membrane to increase the concentration of CH4 in the product CH4 rich stream
to 96 mol% (see Fig. D.3). A portion of the feed to the membrane is split to
provide the deficit heat requirements for the process at 773 K (recycle stream in Fig.
D.3). Instead of combusting a portion of the feed to the membrane, the deficit heat
requirement of hydrothermal gasification can be met by using solar heat. This allows
for additional methane (that was previously lost during the combustion process) to
be recovered as part of the retentate stream (CH4 rich-1 stream in Fig.D.4) exiting
the membrane. In Fig. D.3 and D.4, the vented gas stream is the permeate stream
exiting the membrane, while the CO2-rich gas refers to the vapor stream produced
from flashing the high pressure (bottom) liquid product leaving the water absorption
column.
Due to the increased feed flow rate to the membrane, the retentate and permeate
stream compositions and flow rates for the augmented process design (Fig. D.4) will
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be different than the values reported by Gassner et al. (Fig. D.3). We calculate
the modified retentate and permeate compositions and molar flow rates using a
multi-component membrane separation model [68, 225]. The membrane properties
and dimensions, summarized in the dimensionless permeation factor Ri for each
component i (Eq. D.14), are estimated by reproducing the compositions reported
by Gassner et al. [194]. In Eq. D.14, A is membrane area, Pi is the permeability of
component i, pf is the feed pressure (= 70 bar), δ is the membrane thickness, nf is






Modified streams for hydrothermal gasification process [194]. Mole% may














Temperature (K) 298 298
Pressure (bar) 70 1
The estimated Ri values are subsequently scaled to account for the increased feed
flow rate to the membrane, while keeping the membrane area, thickness and pressure
ratio equal to the values used by Gassner et al.. Thereafter, we solve the membrane
separation model of Pettersen and Lien [225] using the scaled Ri values, to evaluate the
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modified retentate and permeate stream compositions and flow rates. The resulting
stream compositions are reported in Table D.2.
D.6.2 CO2-to-CH4 conversion
The H2 feed to the process at 1 bar, stream 1, is specified to ensure a 4:1
molar ratio between H2 and CO2 in the mixed compressed stream 2, at 20 bar.
The compressed stream 2, after being heated in multi-stream heat exchangers HE1
and HE2, is fed to the first equilibrium methanation reactor operating at 673 K.
The stream exiting the reactor, stream 5, is cooled via heat exchangers HE2, HE1
and HE3 and flashed to separate water via condensation. The vapor stream from
the flash unit 1, stream 11, is reheated via heat exchanger HE2 and fed to the
second equilibrium methanation reactor operating at 673 K. The stream exiting the
reactor, stream 13, is cooled via heat exchangers HE2, HE1 and HE3 and flashed to
separate the water via condensation. The vapor from the flash unit 2, CH4 rich-2,
is compressed to 70 bar for pipeline compression. The overall CO2 conversion of the
process relative to the feed CO2 is 99.2%. The exothermic heat released from both
the methanation reactors and the residual heat of the product streams is utilized for
producing steam, which is subsequently used to generate power via a Rankine cycle
(streams 19 → 20 → 21 → 22 → 23). Detailed process simulation results of the
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