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Overview
The following thesis is comprised of four main areas of work. These are centred
around the experimental observation of phenomena associated with both linear
and non-linear optics in silicon photonic-wires. As a comparison, I also discuss a
similar coupled-waveguide system; dual-core hollow-core photonic crystal fibre.
To introduce the reader to this work, the first chapter will recap some un-
dergraduate level theory; a general introduction to optical waveguides. It is not
intended to be a complete theoretical picture, as many beautiful texts on optics
already exist [1–3]. This chapter concerns itself only with the aspects of optics
with which the author was intimately aware of throughout the completion of this
thesis.
Thereafter, the chapters become specific to the particular experiments under-
taken. Each one follows a simple framework: examination of the relevant theory,
extending upon that already discussed in the first chapter, a literature review
and finally a discussion of the work I completed within this thesis.
Chapter 2 is the only chapter not related to silicon based photonics. Here I
discuss dual-core hollow-core photonic crystal fibres; including guidance mecha-
nisms, fabrication methods and the numerical modelling techniques employed in
my work. I will compare these numerical results to experimental results taken by
colleagues at the university of Bath.
Chapter 3 analyses linear propagation in arrays of silicon photonic wires.
I extend the simple picture of light propagating in waveguides to discuss the
di↵erent types of dispersion inherent in this system and how dispersion tailoring
can be achieved; with reference to the other literature on this topic. Experimental
results are examined and discussed.
Chapters 4 and 5 discuss non-linear propagation in silicon photonic wire ar-
rays; modulation instability and spatio-temporal solitons respectively. In each
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case I extend the ideas on non-linearity presented in Chapter 1 to explain both
modulation instability and optical solitons. Detailed descriptions of the experi-
ments undertaken, and associated numerical modelling completed are then dis-
cussed. Whilst the work I present is incomplete, I will discuss subsequent work
performed by my colleagues at the University of Bath based on my initial work.
Finally, Chapter 6 draws together my conclusions.
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Chapter 1
Optical Waveguides
1.1 Introduction
The work presented throughout this thesis is concerned solely with the guidance
of electromagnetic waves along a waveguide in bound modes. Already, I have
mentioned many important terms here. It is pertinent at this point, therefore, to
discuss some relevant terminology.
1.2 Waveguides and Waveguide modes
A waveguide is quite simply “any structure which confines the propagation of
electromagnetic waves along a path defined by the physical construction of the
Figure 1-1: A cartoon of a step-index fibre showing a ray trace through the core
region. Reprinted from [4].
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Figure 1-2: Diagrams of the field profiles of low-order modes of both a cylindrical
waveguide (left) and rectangular waveguide (right). Both images are reprinted
from [6].
waveguide” [5]. The simplest example in optics is the step index waveguide; in
which a core region with a higher refractive index is surrounded by a material
of a lower refractive index (figure 1-1). The simplest geometry to consider is the
cylindrical step-index fibre. In this geometry, the rotational symmetry enables
analysis to be undertaken in only two dimensions. The light can subsequently
be represented by rays that undergo total internal reflection at the core-cladding
boundary as they propagate [1].
Whilst the ray method of determining how light travels in a waveguide is
useful, a more complete picture is obtained by thinking about waveguide modes
(figure 1-2). In the linear limit, a bound mode is an electromagnetic wave which
does not change its profile during propagation, apart from in phase. This phase
change is determined by the propagation constant. There are a discrete set of
bound modes, propagating without loss, for each given waveguide.
1.3 Maxwell’s Equations, theWave Equation and
the Propagation Constant
The transverse electromagnetic field profile, that comes to mind when describing
a mode, is an outcome of analysing waveguides using Maxwell’s equations [1, 2].
For completeness, let us consider this further by following the analysis presented
in the literature. Maxwell’s equations, in their macroscopic form are given by:
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r ·B = 0 (1.1)
r ·D = ⇢ (1.2)
r⇥ E =  @B
@t
(1.3)
r⇥H =  J+ @B
@t
, (1.4)
where H and B are the magnetic field and magnetic flux density, E and D are
the electric field and electric displacement field respectively, J is the free electric
current density and ⇢ is the free electric charge density. For the waveguides of
this thesis, I shall consider only source-free Maxwell equations in non-magnetic
media; setting ⇢ and J to zero.
Flux densities arise in response to these magnetic and electric fields. Where
the relationship between the field and the flux density is linear, the constitutive
relations are given by:
D = n2(x, y)✏0E+P (1.5)
B = µ0H (1.6)
where we have introduced the refractive index, n(x, y) and the polarisability
P. By combining these relations with the aforementioned Maxwell’s equations
we can define a second order wave equation that fully describes the propagation
of light in a waveguide:
r2E =   1
c2
@2E
@t2
  1
µ0
@2P
@t2
+r (r · E) (1.7)
Further simplification of this equation can occur by considering propagation
in a single direction only, which in the usual formalism is zˆ. Thus
@2E
@z2
+r2?E =  
1
c2
@2E
@t2
  1
µ0
@2P
@t2
(1.8)
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where we have split the gradient term into constituent components both in,
and perpendicular to, the direction of propagation.
In isotropic media, like the waveguides considered in the later chapters of this
thesis, the solutions to the wave equation take the form of modes that propagate
with a frequency, !, and propagation constant,  . For a lossless waveguide mode,
we can define the electric field as
E = F (x,y) cos ( z   !t) (1.9)
where F is the spatial profile, or modal profile, of the waveguide mode. The
frequency dependent propagation constant,  , is defined by the refractive index
of the medium and the contribution of the physical geometry of the waveguide
such that
  (!) = n (!)
!
c
(1.10)
where n (!) is the frequency dependent refractive index of the material, ! the
frequency of the propagating wave and c the speed of light in a vacuum.
1.4 Chromatic Dispersion
The frequency dependent refractive index, as described in equation 1.10, leads
to a di↵erence in both phase and group velocities for di↵erent frequencies of
light [2, 4]. This is known as chromatic dispersion, although sometime the term
is incorrectly used synonymously with group-velocity-dispersion (GVD) or just
dispersion. Consider a medium whereby the refractive index of a red wavelengths
is smaller than that of blue wavelengths; the red wavelengths will travel at a
faster phase velocity.
This can be expanded further by thinking about the dispersive e↵ects on an
optical pulse. Consider a pulse containing some set of frequency components. Due
to the chromatic dispersion described above, the higher frequency components
have a lower phase velocity than the lower frequency components. The pulse
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maximum forms where the wavefronts coincide and it propagates with the group
velocity [7], given by
1
vg
=
1
c
✓
n( )   dn( )
d 
◆
(1.11)
where we know that n is the frequency (or wavelength) dependent refractive
index and c is the speed of light in a vacuum. In general this group velocity
will also be dependent on wavelength and will yield a group velocity dispersion, a
frequency dependency in the rate of change of the amplitude of the pulse envelope.
The pulse envelope, in the case of optics, is the slowly varying outline of the
minimal and maximal extremes of the electric or magnetic fields.
Mathematically, we can see the e↵ects of chromatic dispersion by considering
a Taylor expansion of   around some central frequency !0 such that:
  (!) =  0 +  1 (!   !0) +  2
2!
(!   !0)2 +  3
3!
(!   !0)3 + ... (1.12)
where the dispersion coe cients,  m are given by the mth derivative of  ,
 m =
✓
dm 
d!m
◆
!=!0
. (1.13)
The first two non-constant terms are related to the refractive index through
the relationships:
 1 =
1
vg
=
1
c
✓
n+ n
dn
d!
◆
(1.14)
 2 =
1
c
✓
2
dn
d!
+ !
d2n
d!2
◆
. (1.15)
It can be seen that  1 is the reciprocal of the group velocity and thus de-
termines the propagation speed of an optical pulse, whereas  2 yields the rate
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at which the di↵erent frequency components temporally disperse as the pulse
propagates.
Rather than discuss negative and positive values of this group velocity disper-
sion we use the terms normal and anomalous. Normal dispersion is where lower
frequencies travel faster than the higher frequencies, and  2 is positive. Anoma-
lous Dispersion is where the higher frequencies travel faster than the lower fre-
quencies, and  2 is negative. In either case, dispersion usually acts to lengthen a
pulse temporarily creating a frequency chirp across the pulse, a time dependence
of its instantaneous frequency [7].
It is also common, in telecommunications engineering, to talk about the dis-
persion parameter D, which is related to  2 by
D =  2⇡c
 
 2 (1.16)
where the sign change denotes that conversely to  2, negative values of D
correspond to normal dispersion.
Finally, the remaining coe cients in the Taylor expansion,  3 and above, com-
prise what is known as higher order dispersion (HOD). These provide corrections
to the simple parabolic dispersion model. In many cases, their magnitude is neg-
ligible, except at wavelengths close to the zero-dispersion wavelength, where the
values of  2 are small. As we shall see in later chapters, the e↵ects of higher-order
dispersion in this scenario can be seen far from the zero-dispersion wavelength.
1.5 Attenuation
Unlike the assumptions made in our earlier analysis, no waveguides guide light
without a loss of optical power as the mode propagates. Attenuation is generally
expressed on a logarithmic scale; in units of dB/km or dB/cm, depending on the
application. The attenuation ↵ is given by
↵ =
10
L
log
✓
Pin
Pout
◆
(1.17)
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where L is the distance along the waveguide and Pin and Pout are the input
power and power at point L respectively. From a mathematical perspective,
attenuation, also known as transmission loss, is the manifestation of an imaginary
component in the propagation constant, such that   !   + i↵, which decays the
amplitude during propagation.
The contributing factors that make up this imaginary propagation constant
are numerous and application dependent. This thesis is concerned with two di↵er-
ent waveguide technologies and some distinct loss mechanisms for each technology
shall be discussed below.
1.5.1 Photonic Wires
For photonic wires, of any material, the main contributions to optical loss come
from either surface roughness remnant from the fabrication process [8–10], optical
coupling to an optical substrate [11], and material absorptions [12]. Typical values
of absorption are of the order of a few dB.cm 1.
For silicon, the material pertinent to the majority of the work in this thesis, we
need to consider two further mechanisms that induce loss. Silicon is an indirect
bandgap semiconductor with a bandgap of approximately 1.1 eV. Two or more
photons with energies below this can combine, in the presence of a phonon, to
excite electrons from the valence to conduction bands and generate free carriers
[12, 13] (see figure 1-3). This nonlinear absorption can be linked mathematically
to optical nonlinearity (See section 1.6) such that
n2 ! n2 + ic↵TPA
2!0
(1.18)
where ↵TPA is the two-photon-absorption (TPA) coe cient and has a typical
value of either 0.3⇥ 10 11 mW 1 [14] or 1.1⇥ 10 11 mW 1 [15]. More than two
photons can combine to overcome the silicon bandgap, resulting in losses such as
three-photon-absorption [16], but is not discussed here.
The free carriers generated during propagation, in part by TPA, can them-
selves both absorb photons, by a mechanism known as free-carrier absorption
(FCA), and change material refractive index.
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Figure 1-3: Cartoon showing the mechanisms of TPA and FCA in silicon.
Reprinted from [13].
1.5.2 Hollow-Core Photonic Bandgap Fibres
Generally, optical loss in silica fibres (fig.1-4) has mainly material contributions.
The edges of the silica transparency window (0.25 µm to 2.5 µm) are defined
by electronic absorption and absorption by the atomic bonds in silica. Rayleigh
scattering, which arises due to density fluctuations frozen into the fibre, funda-
mentally determines the minimum loss within this transparency window. The
equation to describe Rayleigh scattering is dependent on many of the material
properties of the guiding medium. It is usually given that
↵Rayleigh =
8⇡3
3 4
n8p2kBTf T (1.19)
where   is the wavelength of the incident light, n is the refractive index of
the guiding medium, p is the photoelastic constant, kB is Boltzmann’s constant,
 T is the isothermal compressibility and Tf the temperature at which the density
fluctuations were frozen into the material [18]. This can be simplified to
↵Rayleigh =
CR
 4
(1.20)
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Figure 1-4: Attenuation in SiO2 fibres (solid line) overlaid by the fundamen-
tal limits imposed by infrared absorption and Rayleigh scattering (red and blue
dashed lines respectively). The absorption from the second harmonic of the OH-
vibration, at 1380 nm, is clearly seen. Reprinted from [17].
where CR can take a typical value of 0.7  0.9 (dB.µm4)/km for silica fibres
[2,18]. From this equation is is clear that Rayleigh scattering increases drastically
as propagating wavelengths approach sizes comparable to those of the density
fluctuations.
Across this transmission region, resonances from impurity ions add further
losses. In particular, OH- ions have a fundamental absorption close to 2.7 µm,
with several higher harmonics also contributing to loss at other wavelength inside
the transparency window.
One of the driving forces to develop air-guiding fibres is the possibility to
avoid the losses associated with silica. In a standard hollow-core photonic crystal
fibre 99% of the light resides in the air core. Initial predictions suggested losses
lower than the current minimum loss fibres used for long-haul telecommunications
networks ( 0.2dB/km) could be achieved. However, the introduction of the hollow
core means the fibre inherits new loss mechanisms.
Firstly, the finite extent of a microstructured cladding allows tunnelling or
confinement loss, where the exponential tail of the guided mode extends beyond
the microstructured cladding. Analysis of the current generation of fibres suggests
that above a certain number of periods of cladding holes, this e↵ect is negligible.
Secondly,during fabrication, surface capillary waves at the air-silica interface be-
come frozen into the silica as it cools through the melting point. The presence
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of this surface roughness couples light out of the guided core mode into lossy
cladding modes [11,19]. Finally, depending on the geometry of the core-cladding
boundary, modes localised to the glass core surround, called surface modes, can
exist. They are high loss due to an increased overlap with the cladding modes
and from having the majority of their energy inside the silica. The overlap be-
tween the scattering from core modes to cladding modes via surface modes is
much larger than when surface modes are not present. Although the wavelengths
comprising these modes exist within the bandgap of the fibre and limit the useful
bandwidth, they can be shifted spectrally by employing innovative fabrication
techniques [20].
1.6 Nonlinearity
In the earlier consideration of a propagating optical mode, only a linear relation-
ship between the applied field and dielectric polarisation was considered, such
that
P = ✏0 E. (1.21)
where ✏0 is the permittivity of free space,   is the linear electric susceptibility
and E is the applied field. This is an excellent approximation for weak fields,
as the higher order terms are negligible. In general, however, the dielectric po-
larisation is not proportional to the applied field and for strong fields we cannot
continue to use this assumption.
Physically, this relates directly to the breakdown of Hooke’s Law. Electrons
within the valence band of a material are displaced only a short distance from
the atomic nucleus when excited by low intensity electric fields. Let us consider a
simple Lorentz model under these conditions, where the restraining elastic force is
proportional to the displacement and the equilibrium displacement is proportional
to the applied field [21]. In this case the medium is linear, and P is related to
E as per equation 1.21. When electric fields are of high intensities, the restoring
force on the valence band electrons becomes aharmonic, and is not explained by
the previous analysis. If we expand P in a Maclaurin series such that:
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P = ✏0
 
 (1)E +  (2)E2 +  (3)E3 + · · ·   (1.22)
where  (m) represent both the linear and non-linear susceptibilities of the
medium. It is observed that the polarisation is now not linear with the applied
field but it expands as a power series of the applied field.
1.6.1 Kerr Nonlinearity
The nonlinear relationship between polarisation and electric field gives rise to
some interesting e↵ects. The first term in equation 1.22 describes linear disper-
sion, as discussed in the preceding chapters. The second term, describes the
Pockel’s e↵ect and the third describes Kerr Nonlinearity.
For Silicon, it is important to simplify the above equation. In general,  (j) is a
tensor of rank j+1. It can be treated as scalar if it is assumed that only one field
is applied [16]. Both silicon and silica have inversion symmetry meaning they
do not have a preferred direction for their polarisability. All the even exponent
terms in equation 1.22 are therefore zero. Finally, terms with an odd exponent
higher than  (3) can be assumed negligible.
The induced polarisation can therefore be written in the following form
P = ✏0
 
 (1)E +  (3)E2E
 
. (1.23)
Substituting into the electric displacement equation yields
~D = ✏0 ~E + ~P = ✏0n
2 ~E. (1.24)
Here we have defined the total refractive index, n, as [2]
n
⇣
!,
    ~E   ⌘ = n0 + n˜2     ~E   2 (1.25)
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where n0 is the linear refractive index contribution and n˜2 is the nonlinear
refractive index, the term conventionally used to describe nonlinearity. The non-
linear refractive index is a coe cient describing a proportionality between optical
intensity and refractive index, known as the Kerr E↵ect. When high intensity
waves travel through a nonlinear medium the refractive index changes depending
on this intensity; the rate of change being determined by the nonlinear refrac-
tive index. Given this description involving intensity, we can also use the more
common mathematical description of nonlinearity [22]
n = n0 + n2I (1.26)
where n2 is also a nonlinear refractive index and I is the time-averaged inten-
sity given by I = 2n0✏0c |E|2. For silicon the nonlinear refractive index, n2, has
a value of between 10 18 m2W 1 and 10 17 m2W 1 [14,15], whilst for silica it is
much smaller around 3⇥ 10 20 m2W 1 [23].
1.6.2 Self-Phase Modulation
By considering a high intensity pulse travelling in a Kerr medium, we can observe
one of the main manifestations of the Kerr e↵ect; self-phase modulation (SPM).
As a summary, Kerr nonlinearity leads to the generation of a intensity dependent
phase shift across a pulse which in turn leads to the generation of new spectral
components. The front end of the pulse is red-shifted whilst the trailing edge
is blue-shifted. After propagating in such a medium, the spectrum is broadened
whilst the temporal pulse shape remains una↵ected.
Let us consider this in slightly more detail. To simplify our analysis we shall
ignore the dispersive e↵ects discussed in section 1.4; and set  2 and all higher
order dispersive terms to zero. Given this scenario, the governing equation of
pulse dynamics is the nonlinear phase shift equation [2, 24]:
@U
@z
= iei↵z P0|U |2U (1.27)
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where U is a normalised envelope function, P0 is the peak power,   is a
nonlinear parameter related to n2 through   = n2!/cAeff , and ↵ accounts for
losses during propagation. This equation has standard solutions of the form
U(L, T ) = U(0, T )e NL(L,T ) (1.28)
where U0, T is the amplitude of the pulse envelope at z = 0 and  NL is the
nonlinear phase shift given by
 NL(L, T ) = |U(0, T )|2 P0Leff . (1.29)
We have introduced the e↵ective length, Leff , which plays the role of the
length, adjusted to take into account of propagation losses [2].
The solutions to equation 1.27, given by equation 1.28, shows that the tem-
poral profile of the pulse is independent of the e↵ects of SPM. They only add
an intensity dependent phase shift,  NL, across the pulse, which grows with in-
creasing propagation distance. This change in nonlinear phase across the pulse
generates new frequencies of light, detuned from the central frequency of the
pulse, given by
 !(T ) =  @ NL
@T
=  Leff P0 @
@T
|U(0, T )|2. (1.30)
These new frequencies are continuously generated during propagation.
A simple example can be shown with a Gaussian pulse (fig. 1-5). The value
of  ! at the leading edge of the pulse (with negative values of T) is negative,
shifting the frequencies to lower values (red-shifting). At the trailing edge of
the pulse,  ! is positive, shifting the frequencies to higher values (blue-shifting).
Given an initially unchirped pulse, the new frequencies broaden the spectrum
from its initial width, at z = 0 and induce a frequency chirp across the pulse
(central plot in fig. 1-5).
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Figure 1-5: Figure showing the temporal (left) and spectral (centre) profiles of
a Gaussian pulse given a phase shift of  NL = 3.5⇡. The chirp associated with
this phase shift is shown in the figure on the right. For comparison, the spectral
profile of the Gaussian pulse with zero phase shift is also shown (blue dashed line
in centre figure). Calculation performed using SSPROP [25].
1.6.3 Dispersion and SPM
On a more practical note, it is usually unreasonable to ignore dispersive e↵ects
when we consider pulse propagation. Qualitatively the results of combining both
e↵ects is di↵erent depending on whether we are in the normal or anomalous
dispersion regime and on the chirp of the input pulse.
First we shall consider an unchirped pulse propagating in a normally disper-
sive medium where the relative importance of SPM and GVD are similar. What
we would observe is that in the presence of SPM a pulse travelling in a normally
dispersive medium would lengthen much more rapidly than if there was no SPM
present. This can be understood by noting that at the front of the pulse, the fre-
quency components are red-shifted. These red-shifted components travel faster
in the normal dispersion regime leading to an enhancement of the pulse length-
ening when SPM is present. This rapid pulse lengthening leads to a smaller than
expected spectral broadening due to the decrease in peak intensity.
Let us consider the same unchirped pulse considered in the previous case but
propagating in the anomalous dispersion regime. In this case it might be expected
that the pulse lengthening will be at a much lower rate than in the absence of
SPM. At the same time, the spectrum broadening will be either much reduced or
possibly even negative, denoting a spectral narrowing. This can be understood
by noting that the two mechanisms yield chirp of opposing signs. The specific
behaviour will depend on the relative strength of the GVD and SPM e↵ects, and
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the initial pulse shape. It is this scenario that will be discussed in more detail in
section 1.6.4 on solitons.
Finally we shall discuss chirped pulses. If we consider a pulse which has some
initial chirp on it, this chirp can be removed by flattening the spectral phase.
As we have seen already in this chapter, applying the correct sign of chromatic
dispersion can reduce this phase. In doing so they will reduce the duration, to the
minimum value (whereby we have bandwidth-limited pulses). this regime is used
for nonlinear-pulse compression techniques where the initial chirp is the result of
a nonlinear interaction such as SPM [7,26,27].
1.6.4 Solitons
We have already discussed the interplay between SPM and GVD and alluded to
their interplay when the dispersion is anomalous. Under certain circumstances
the frequency chirp generated by SPM can be completely compensated for by
anomalous dispersion. The resulting pulses propagate without changing either
temporally or spectrally during propagation along a waveguide and are known as
fundamental optical solitons. Anomalous dispersion lengthens initially transform-
limited pulses. However, in the case where there is an initial positive chirp, like
that imposed by SPM, the pulse will look to be compressed. Another way of
thinking about it is that SPM red-shifts the frequency components at the front
of the pulse and blue-shifts the frequency components at the tail, the anomalous
dispersion redistributes these frequencies, pushing the blue-shifted components
to the front of the pulse where they are red-shifted. This latter description is
not quite true in that it seems to show oscillatory behaviour. In practice both of
these e↵ects occur at the same time and the pulse shape is maintained.
The requirements for such a compensation is that the pulses have a sech-
shaped envelope function, such that:
A(T ) =
s
| 2|
T 20  
sech
✓
T
T0
◆
. (1.31)
where this solution comes from the nonlinear Schro¨dinger equation, which is
discussed in more details in Chapters 4 and 5.
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The above solutions are temporal optical solitons. We refer only to temporal
solitons here, as in a single waveguide the balancing e↵ects confine the soliton
in the time domain only. The transverse confinement is not a function of the
propagation but of the waveguide itself. In the final chapter, on spatio-temporal
solitons, we shall discuss a situation when this is not the case.
1.7 Waveguide Arrays and Coupled Mode The-
ory
The experimental work presented in this thesis deals with arrays of strongly
coupled silicon waveguides and the linear and non-linear propagation phenomena
observed. The presence of a secondary waveguide at a close enough spacing to
perturb the guided mode leads to coupling of the power from one waveguide into
the other.
There are two di↵erent descriptions of this e↵ect. The first is to consider
the modes of each individual waveguide and consider that the power transfers
between the modes of one waveguide and its neighbour. The other is to think
of the whole coupled array as a single structure. An array of N waveguides will
have N modes of a given polarisation. These modes, known as supermodes, have
di↵erent propagation constants and the superposition of them yields the observed
spatial field and power transfer e↵ect as discussed in the first description of this
system.
The interesting point here is how to calculate the fields of the supermodes.
Coupled mode theory (CMT) was first developed heuristically in the early 1950’s.
Rigorous equations were then established for microwave oscillations using mode
expansion [28] and a variational principle [29]. CMT was then introduced into
guided-wave optics in the 1970’s [30–32]. Conventional CMT, as it is known,
is entirely based on the modes of individual waveguides. Once these modes are
determined, the amplitudes of the modes in the coupled-waveguide systems are
governed by coupled-mode equations.
To introduce the coupled mode formalism, we consider the modes of a 2-
channel waveguide array, with amplitudes a1 and a2, and implicit time depen-
dence of exp (i!t) as described in [33]. When the waveguides are far apart the
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mode amplitudes obey the equations
da1
dz
=  i 1a1 (1.32)
da2
dz
=  i 2a2 (1.33)
and the modes will propagate independently, with propagation constants  1
and  2 respectively. When the waveguides are brought close together the spatial
dependence of each mode will be modified by the existence of the other. In the
case of weak coupling, the coupling takes the form
da1
dz
=  i ( 1 + 11) a1   i12a2 (1.34)
da2
dz
=  i ( 2 + 22) a2   i21a1 (1.35)
where xx and xy are the self- and mutual- coupling coe cients between
the modes [33]. Making the assumption that the modes are lossless, yields the
total power in the system as P (z) = |a1|2 + |a2|2. By applying the law of power
conservation we obtain the relation that
12 = 
⇤
21 =  (1.36)
and that all xx have to be real. For the simple case of uniform couplers, both
the coupling coe cients and propagation constants are invariant with propaga-
tion and equations 1.34 and 1.35 can be solved analytically by transforming them
such that
da1
dz
=  i aˆ1   iaˆ2 (1.37)
da2
dz
=  i aˆ2   iaˆ1 (1.38)
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where
  =
 1 + 11    2   22
2
(1.39)
is the phase-mismatch factor and
ai (z) = aˆi exp
✓
 i 1 + 11 +  2 + 22
2
z
◆
(1.40)
simplifies the equations by removing the common phase factor [33].
This conventional CMT was formulated to be valid for weak-coupling and
power-orthogonal modes only. It has received more rigorous analysis to yield
both scalar non-orthogonal coupled-mode equation [33] and vectorial coupled
mode theory [34]. Orthogonality is not discussed further as the analysis discussed
in later chapters is based on numerical simulations, not the formalism presented
within this section.
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Chapter 2
Coupled waveguides in Hollow
Core Photonic Bandgap Fibre
2.1 Introduction
2.1.1 Synopsis
Unlike the remainder of this thesis, this chapter does not describe silicon based
photonics. Other technologies, such as optical fibres, are also able to support
coupled waveguides with non trivial coupling coe cients. This chapter considers
coupling between two hollow-cores in a multi-core hollow-core photonic crystal
fibre (HC-PCF). Comparisons will be made, to the silicon waveguides studied
elsewhere.
The chapter will commence with an introduction to photonic crystal fibres
(PCF), sometimes called microstructured fibres or holey fibres. The chapter
will then discuss the guidance mechanism for confining light in an air core; where
conventional total internal reflection (TIR) is not possible. Fabrication techniques
will be explained with particular reference to the stack and draw method used
herein to produce multi-core HC-PCF.
The chapter will then progress to a literature review of the current work on
multi-core photonic crystal fibres. The sub-chapters following this represent the
authors work modelling a multi-core HC-PCF. The model was based on a fibre
fabricated at the University of Bath by Brian J. Mangan.
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2.1.2 Introduction to PCF and PBGF
An optical fibre is a cylindrically symmetric flexible glass waveguide that guides
light inside a core medium, surrounded by a cladding medium. The central
core region has a refractive index that is usually higher than the cladding region
that surrounds it, creating a step in refractive index. Fibres with this geometry
guide light through total internal reflection (TIR). Guiding light by TIR can be
described by considering a light ray that is incident on an interface to a low
index material from a higher index material. If the angle of incidence, the angle
between the ray and the normal to the interface, is above a critical angle then
the wave is completely reflected by the interface.
In 1996, a new generation of optical fibres were reported [35], Photonic Crystal
Fibres (PCFs). These fibres have a cladding region comprising of a periodic array
of air holes that run down the length of the fibre, generating a two-dimensional
photonic crystal. Other types of fibre comprising of a cladding made of air holes
have also been produced; these microstructured fibres, or holey fibres, may not
necessarily have a periodic cladding structure. These fibres will not be discussed
further.
PCFs can also display guidance mechanisms far di↵erent from the TIR guid-
ance exhibited by conventional fibres. The requirement of the core region having
a higher refractive index than the cladding can be lifted; allowing fibres to be fab-
ricated with a core material of a lower refractive index than the cladding region.
In this case, the light guided solely by a property of the cladding; the presence
of a photonic bandgap.
2.2 Photonic Bandgap Guidance
Photonic-bandgap fibres (PBGF), a subset of photonic crystal fibres (PCF), are
fibres in which the guidance mechanism relies on the optical properties of the
periodic two-dimensional array of air holes that makes up the cladding region
of the fibre. The periodicity gives rise to a photonic bandgap; a set of photonic
states that are forbidden to exist in the cladding. A bandgap can exist both in
the plane of the periodicity, as has been exploited in silicon photonics [36,37], or
perpendicular to it as employed in PBGF. For the remainder of this chapter we
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Figure 2-1: (a) Propagation diagram for a single mode fibre guiding via total
internal reflection. Guided modes from at R where light is free to travel in the
core but are totally reflected at the core cladding interface. The regions 1 through
4 are discussed in the text. (b) Propagation diagram for a fibre consisting of a
triangular lattice of air holes (inset). The same features can be seen for the index
guiding fibre but with the inclusion of black fingers. These represent the regions
where the full two-dimensional photonic bandgap exists (see fig2-2). Reprinted
from [39]
are, quite naturally, only going to consider out-of-plane propagation.
To understand bandgap guidance let us take a step back and consider guid-
ance in a step-index fibre, consisting of a doped silica core and silica cladding,
suspended in air [38, 39], with the doped core having a higher refractive index
than the cladding. The structure is invariant along its length, meaning that
any interfaces between materials are parallel to this direction of propagation.
When light encounters these interfaces, the wavevector parallel to the interface
is conserved [1]. This wavevector, kz, is also known as the propagation constant,
 . In a homogeneous medium the value of this propagation constant can take
a continuum of values up to a maximum; when the wave travels completely in
the direction of propagation, and has a value of nko, where k0 is the free space
wavevector and n is the refractive index of the medium.
Given our step-index fibre structure there are four di↵erent propagation regimes
(see fig. 2-1(a)):
1.   < nk0 in all media and the light may propagate in any of the materials.
2.   < nk0 only within the fibre cladding and fibre core. The light is forbidden
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Figure 2-2: Band diagram versus in-plane wave vector in the Brillouin zone of a
triangular lattice of air holes. The lower of the two gaps corresponds to the index
guiding region of the core defect whilst the upper gap corresponds to a bandgap
inside the light cone. Here guidance in an air core would be allowed as it crosses
the light line k = w0/c. Reprinted from [40].
to travel in the air because   < n/k0 and total internal reflection at the
material interface prevents light from entering that medium.
3.   < nk0 only inside the core.   is now too large to exist even inside the
cladding. It is this region that is used for conventional telecommunica-
tions. Any mode guided by the core has a propagation constant defined by
ncladdingk0 <   < ncorek0. In general, light becomes confined to regions of
higher refractive index due to total internal reflection.
4.   > nk0 for all media and light is forbidden to propagate within the system
described.
Consider the same type of fibre but with a set of cladding holes in a photonic
crystal arrangement within the cladding (as depicted in the inset in figure 2-1(b)).
The regions described above also exist within this case, but there appear some
fingers within the plot. They are bandgaps that appear due to the periodicity of
the cladding holes and show a range of   values for which the microstructured
cladding does not support guidance. The origin of such bandgaps is that for a
given   value the solution to Maxwell’s equations within the photonic crystal are
Bloch modes [40]. Superposing the Bloch modes over the entire reciprocal space
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Figure 2-3: (A) Schematic of the stack and draw fabrication process. (1) Glass
tubes are drawn down into thin capillaries. (2) These are stacked in a triangular
lattice arrangement to create a “stack” with a core defect. (3) The stack is
drawn down into “canes”. (4) The canes are jacketed and drawn to fibre using
di↵erential pressure (B). Reprinted from [42].
yields a two dimensional band structure (fig. 2-2). The gaps present within this
bandstructure only stay open for a given range of  .
If the holes that comprise the photonic crystal cladding have the correct prop-
erties the bandgap can open when   is not too large and can therefore extend
above the light line of air [40]. In this case, if a hollow defect were to be placed
in such a cladding the air within the core could support modes of a given range
of   that is confined to the core by the bandgap present in the cladding.
2.3 Fabrication
Fabrication of many PCF, and other “holey fibres”, follows a common stack-and-
draw procedure [41]. Extrusion, and other methods, are also used for di↵erent
types of microstructured fibre, but are not common for photonic bandgap fibre.
The stack-and-draw procedure consists of first drawing a tube of fused silica glass
down to hundreds of capillaries with a diameter of approximately 1 mm. These
are then stacked in in a triangular lattice in the cross sectional plane in what is
known as a “stack” (fig:2-3a).
To create a hollow core fibre, a hexagonal section from the centre of the
stack is removed. Usually this is replaced with a larger capillary, known as a
core-tube, that just fits the remaining hole in the lattice [41]. This increases
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integrity during the drawing process, but the extra glass increases the number of
lossy modes supported by the core-wall structure. There is no necessity for this
fabrication step, and by removing the core-tube from the process, and holding the
cladding capillaries in place by another means, the interaction between core and
core-surface modes can be removed from the bandgap [20, 43, 44]. Although the
increased spectral width of the bandgap for an idealised core is evident, due to
less core modes in the bandgap region, the structural integrity of the core during
fabrication is lessened and needs to be monitored closely.
The stack is then jacketed in a larger tube to add mechanical strength. A
packing of glass rods is used to fill the air gaps between the stack and the inner
wall of the jacket. This reduces deformation of the cladding structure during
the drawing process. The stacks are drawn down to “canes” a few millimetres
in diameter before being jacketed for a second time with a thicker glass tube,
to increase the total glass volume, whence they are drawn down to fibre with a
typical diameter of a few hundred microns.
One requirement, for bandgap guidance, on most HC-PBGF is that the air
filling fraction of the cladding is high, of the order of 80%. Careful choice of the
glass capillaries used in the stack is not enough to control the air filling fraction of
the final fibre. As the fibre is being drawn the air holes within the cladding have
a propensity to collapse due to the increased e↵ect of surface tension at the glass
air interface. This needs to be counteracted by a force directed outwards [45];
usually accomplished experimentally by the process of di↵erential inflation (fig:2-
3b). This method applies gasses at di↵erent pressures to the di↵erent regions of
the fibre: vacuum between the outside of the cane and the jacket to remove all the
air between the capillaries; a pressure Pcladd is applied to the cladding structure
region; and a pressure Pcore to the fibre core region. For multi-core fibres it
is important to note that the cladding will not be uniform enough for a single
pressure to generate nominally identical cores. Therefore separate pressures must
be applied to each core and controlled independently.
2.4 Core-to-core coupling in multi-core HC-PCF
Many textbooks on waveguide optics [1, 46, 47] will introduce the coupling of
waveguides via the overlap of the wavefunctions of each core. In the most part,
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this is true of any coupled waveguides as long as their separation is finite and the
evanescent tails of the guided modes are non-zero. The only thing that changes
for larger separation is the strength of this coupling, and thus the distance over
which the light needs to extend to couple completely to the adjacent waveguide.
Applying scalar wave theory to this problem shows that adjacent waveguides
can never be decoupled. The formalism outlined by Someda [48] involving in-
tegration over the positive half-plane and applying Green’s Theorem yields the
resultant equation:
 
 21    22
  Z 1
0
dx
Z 1
 1
dy 1 2 =
Z infty
 1
 1
✓
@ 2
@x
◆     
x=0
dy (2.1)
where the even (odd) supermode has a propagation constant  1 ( 2) and a
wavefunction  1 ( 2). The wavefunctions are both even with respect to y and
have even partial derivatives with respect to x. Here, x is the direction coupling
the waveguides, with light propagating in the z-direction. The right hand side of
equation 2.1 can never go to zero and as such  1 6=  2 must always be true and
the waveguides must always be coupled.
Scalar equations, however, are an approximation to the full picture. Vector
theory shows that adjacent waveguides can be made to decouple by shaping the
index of any intermediate anti-guiding region between the waveguides [48–50].
For electromagnetic waves, and other vector fields, there is a distinction between
odd and even modes. Let us consider TE modes only, by which we mean that the
main component of the electric field is in the direction adjoining the two adjacent
waveguides. In this case, the Maxwell equations for the even supermode are:
r⇥ E1 =  j!µH1 (2.2)
r⇥H1 = j!✏E1 (2.3)
Using the analysis outlined by Someda [48] the result is:
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j ( 1    2)
Z 1
0
dx
Z 1
 1
dy (E1 ⇥H⇤2 + E⇤2 ⇥H1) · ez
=
Z infty
 1
E1 ⇥H⇤2 · ex
    
x=0
dy (2.4)
where ex and ez are unit vectors in the x  and z  directions. Now, the
equality  1 =  2 can be satisfied when
Z infty
 1
 
E1yH
⇤
2z   E1zH⇤2y
 
dy = 0 (2.5)
In order to satisfy this condition, it is necessary to introduce independence
between field components. This can be done, according to the literature, by
making the medium between the guides inhomogeneous [48].
2.5 Literature Review
A cladding comprised of a periodic medium, like that present when using a mi-
crostructured fibre, can create the inhomogeneity required for complete decou-
pling of adjacent waveguides. Theoretical analysis of the coupling between core
modes for non-uniform, and non-physical, cookie-cutter cores in a photonic crys-
tal fibre has been performed [51]. The resulting eigenmodes of the PBGF were
treated as combinations of Gaussian-like air-core modes and surface modes, resid-
ing at the core-cladding interface. The dispersion of the eigenmode is steeper for
even TE polarised modes, causing the dispersion curves to cross those of the odd
modes; decoupling the two. It was found that the point at which this decoupling
occurs can be shifted across the bandgap by changing the radius of their core
region, rc.
For conventional fibres, those that are index guiding, the coupling length, Lc
has two general properties. Firstly it increases monotonically with frequency and
core separation. Secondly, the e↵ective index of the even supermode is always
greater than that of the odd supermode. This is because the fundamental modes
of the individual cores have positive phase everywhere, yielding a positive overlap.
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Figure 2-4: Graphs of coupling Length, Lc, as a function of normalised frequency.
Results for two di↵erent core-core geometries and in the first two bandgaps of a
multi-bandgap all-solid silica band-gap fibre. Reprinted from [52].
This makes it impossible to engineer the dispersion as required to decouple the
cores. However, the complicated structure of a HC-PCF, whereby the core index
is lower than the material index of the cladding lifts this prohibition. The fun-
damental guided modes of the core are no longer the fundamental guided modes
of the fibre.
All-solid PBGF, comprising of high-index germanium-doped rods in a pure
silica matrix [52] has been used to validate these early theoretical predictions.
Complete decoupling, and supermode ordering reversal were observed (fig. 2-4).
This work concentrated on the field distributions of the first ring of high-index
rods that surround the core, and the decoupling is described in terms of an
avoided-crossing e↵ect between a supermode of the dual core and the modes of
the inter-core rods. The coupling lengths were measured experimentally using a
standard cut-back method.
To my knowledge, no experiments of this type have been made using hollow-
core photonic crystal fibres with an air-silica matrix cladding.
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2.6 Modelling HC-PGBF
The following sections describe work done by me in modelling the linear properties
of dual-core hollow core photonic crystal fibres. It is split into two sections.
Firstly the properties of the cladding are calculated using a fixed-frequency plane-
wave expansion (FFPW) method, developed at the University of Bath by Greg
Pearce. A full-fibre model is then generated and analysed inside a full vector finite
element method package (Comsol Multiphysics and RF module) to calculate the
properties of the core modes. These will be discussed in detail in the following
sections.
2.6.1 Maxwell’s Equations
We have already looked at Maxwell’s equations in Chapter 1. If we consider
a waveguide that is uniform along its length we can separate the electric and
magnetic fields into their Cartesian coordinates, with the z-direction defining the
direction of propagation such that
E (x, y, z) = e (x, y) exp(i z) (2.6)
H (x, y, z) = h (x, y) exp(i z) (2.7)
Further analysis, by decomposing the fields into longitudinal and transverse
components, leads to the following relation that equates the transverse compo-
nents of the wave equations such that [1]:
 r2t + n2k20    2  et =  rt  et ·rt lnn2  (2.8) r2t + n2k20    2 ht = (rt ⇥ ht)⇥rt lnn2. (2.9)
By solving either one of the above equations it is possible to obtain all field
components by substitution into Maxwell’s equations. It is customary to use
the H field for calculation due to the fact it is a continuous quantity across all
boundaries in a material. If ht is known, then the remaining fields are calculated
from [1]:
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hz =
i
 
rt · ht (2.10)
ez = i
✓
µ0
✏0
◆1/2 1
k0n2
zˆ ·rt ⇥ ht (2.11)
et =  
✓
µ0
✏0
◆1/2 1
k0n2
zˆ ⇥ ( ht + irthz) (2.12)
Thus, solutions to either eq. (2.8) or eq. (2.9) provide a complete description
of the electromagnetic fields.
2.6.2 Fixed-Frequency Plane-Wave Expansion Method
The fixed-frequency plane-wave expansion modelling used within this thesis was
devised within the Department of Physics and written by Greg Pearce. In the
code, the solutions are found using algorithms based on iterative eigensolvers and
fast Fourier Transform techniques. Below we will outline the function of the code:
a full explanation, which is not presented here, can be found from the manual [53]
or its author’s thesis [38]. We will continue our discussion with a pre´cis of his
analysis.
In the fixed-frequency method frequency is fixed through k0 and the eigenvalue
solutions are the set of allowed  2 values found from
 rt + n2k20 +rt lnn2 ⇥rt⇥ ht =  2ht (2.13)
for which a generalised eigensolver is required to generate a set of solutions
[53].
Plane-wave methods use expansions of fields and dielectric functions in the
form of plane waves. The only requirement is that the structure , and hence
the dielectric function, is periodic. The manipulation of Maxwell’s equations
determines that this periodicity is necessary in the transverse plane only [38].
Using the reciprocal lattice vectors [54], the dielectric function may be ex-
panded in a plane-wave basis as
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n2(x) =
X
G
n2Ge
iG·x, (2.14)
where G are reciprocal lattice vectors and exp(iG · x) are the basis plane
wave functions [53]. Bloch’s Theorem states that a field resulting from a periodic
’potential’ can also be written as a sum over plane waves with the inclusion of a
Bloch vector k
hm(x) =
X
G
km,k,Ge
i(k+G)·x (2.15)
The sets of coe cients n2G and km,k,G(mx, y) represent n
2 and ht in reciprocal
space and these coe cients completely describe the dielectric function and trans-
verse magnetic field. Substitution of these two summations into eq. (2.13) yields
the reciprocal space form of the vector wave equation. It is this matrix equation
that is solved to yield the properties of the cladding.
Modelling a PCF cladding using the FFPW method
In this thesis, we model a dual-core HC-PCF. The main analysis is done using
finite-element analysis, as discussed in later chapters. However, the simplicity of
the FFPW code available at the University of Bath made it a good choice for
quickly determining the physical parameters of the cladding.
The model itself uses a single unit cell (fig. 2-5a) to represent an idealised
cladding (fig. 2-5b). Rectangles of length, l, and thickness, t, are centred on a
single point, along the directions of a hexagonal lattice. Circles are then placed
at the point of intersection between adjacent rectangles. The perimeter of the
composite shape defines the edge of the air region of the cladding, and the re-
sulting struts and interstitial glass regions (grey region of figure 2-5a). During
fibre fabrication, pressure and surface tension fluctuate across the plane of the
cladding. These fluctuations yield small dimensional changes in each of the cells
within the resultant cladding with respect to the idealised unit cell making a
fabricated cladding non ideal but e↵ectively ideal.
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(a) (b) (c)
Figure 2-5: (a) Cartoon of the process for defining the parameters of a PCF
cladding unit cell [53]. (b) The output from defining the cladding as per figure
(a) based on fabricated device sizes and transmission spectra (Fig. 2-6). (c)
Optical micrograph of a dual core fibre fabricated during this work. The image
shows the excellent similarities between the two adjacent cores.
To obtain the properties of the fibre fabricated by Brian Mangan, (fig. 2-
5c), optical micrographs like the one showed were used to calculate the physical
dimensions of the cladding structure; pitch (⇤), strut thickness and corner round-
ness. The resultant dimensions gave an idealised cladding hole for that fabricated
fibre.
The physical measurements, as calculated above were used to generate param-
eters for the unit cell file input into the FFPW code. These parameters, defined
in (fig. 2-5a), were l = 0.8575⇤ and t = 0.21⇤ in dimensionless units, where ⇤
is the hole to hole spacing of the cladding, or pitch. For the fabricated fibre the
pitch was 2.1 µm.
The output from running the code is the density of states (DOS) plot (fig.
2-6b). On the plot, the red regions denote that the code could not find a mode
of the cladding at that frequency. Where the DOS plot is black, there are one
or multiple states existing in for that wavelength and wavevector. The blue line
across the centre of the plot shows the air-line (  = nk0), the e↵ective index of a
free space mode. Core modes of a fibre have most of their properties defined by
the large air core which they inhabit and as such will sit close to this line.
In order to ensure that the modelled fibre was a suitable approximation to
the fabricated fibre white light transmission measurements were taken. These
measurements were taken with both a black-body radiator and a fibre-generated
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(a) (b)
Figure 2-6: (a) Optical output from each of the cores when the fibre illumination
was into a single core only. (b) Plot of the photonic density of states (DOS) for
normalised wavevector and normalised frequency. The red regions show where
no modes exist within the cladding structure defined (fig. 2-5b). The blue line
denotes the refractive index of air.
supercontinuum. The output of each core was measured with light input into
a single core (fig. 2-6a). The experimental transmission window was used to
validate the cladding parameter selection by matching it against the spectral
width of the bandgap in the DOS plot produced by the FFPW code. The width
of the bandgap is 130 nm, centred at 1035 nm as measured along the light line
of the DOS plot (calculated using a pitch of 2.1µm); compared to 130 nm width,
centred at 1032.5 nm in the experimental measurement. Therefore the numerical
model has good correlation to the real fibre.
2.6.3 Full-vectorial Finite Element Method
FEM Introduction
Many of the equations of physics, including those describing the propagation of
light in a waveguide, are partial di↵erential equations (PDEs). Some PDEs have
higher order terms, or are applied to complex geometries. In these cases, they
do not have analytical solutions. When a numerical solution is required, two
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methods are generally used: Finite di↵erence methods (FDM) or finite-element
methods (FEM). Finite element methods have a more global approach, based on
the calculus of variations [55]. One advantage of their use here is their inherent
capability to incorporate mixed boundary conditions and random element sizes,
unlike FDM which requires discretisation on a regular grid.
The basic steps that make up FEM are as follows:
• Rephrase your equations into their weak formulation, This step changes our
problem from solving a PDE to minimising a functional. For most FEM,
the functional is in the form of an integral.
• Discretise your infinite linear problem into a finite discrete one. To com-
plete this, it is necessary to put a mesh over your model space; which is
most commonly triangular. The vertices of the applied mesh become your
solution points, and you interpolate between them either linearly or using
low order polynomials.
• Apply appropriate boundary conditions.
• Solve.
Whilst this seems to over simplify FEM, a fuller, and more verbose, explana-
tion can be found in some standard texts [56–58]. One main point to discuss is
the last one. FEM analysis is usually done by a commercial package designed to
solve your particular PDE. For the case of the wave equation, in any of its forms,
the package used for this analysis was Comsol Multiphysics R .
Comsol Multiphysics RF Module
Within this thesis I utilise Comsol Multiphysics with the attached RF module
as a standard FEM package. I implement the geometry with the perpendicular
waves application mode. In this mode, the waves propagate out of the plane of
the 2-dimensional geometry analysed. In general, this deals with waves of the
form E(x, y, z, t) = E(x, y) exp(i(!t    z)) as discussed previously. These fields
are applied to various formulations of the relations [59]:
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r⇥H = i!✏E (2.16)
r⇥ E = i!µH. (2.17)
These can be solved in either of two methods; calculating   =   z  i  as the
eigenvalue, or using the eigenvalue   =    i! to calculate the angular frequency
!. If we consider TE waves only we can remove the z-component of the electric
field and derive a PDE for the Hz component of the magnetic field.
By combining the relative Maxwell-Ampere and Faraday laws, given the above
stipulations, we obtain:
 r ·  n 2rHz   µrk20Hz =   2n 2Hz (2.18)
where I have substituted the refractive index, n, for the dielectric constant, ✏
using the relationship n =
p
✏µ [59, 60]. However, if we also require to consider
hybrid waves, where either the modes are not completely TE or TM, but are only
quasi-transverse modes, or where we have inhomogeneous materials, then the
formulation is more complex. In this case, either two equations for the transverse
field components are solved, or three equations for each field component is solved.
2.6.4 FEM Model of a dual-core HC-PCF
Generating the geometry of the dual-core HC-PCF consists of three parts:
• create a bulk cladding structure consistent with the unit cell from the
FFPW calculations and insert an idealised bulk cladding into your model
space;
• take boundary conditions and symmetry into account to simplify the prob-
lem and generate an associated model space.
• insert dodecagonal cores regions, modifying the surface cladding rings, the
nearest ring of bulk cladding holes to the core boundary,to match the ex-
perimental fibre;
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These are each discussed in turn below.
Bulk Cladding
In order to do create a bulk cladding, a triangular lattice of cladding hole sites
was generated by converting the lattice coordinates aˆ and bˆ into Cartesian lattice
vectors:
aˆ = 0.5⇤xˆ+ 0.5 ⇤ 32⇤yˆ (2.19)
bˆ = 0.5⇤xˆ  0.5 ⇤ p3⇤yˆ (2.20)
such that the lattice pitch, ⇤, was equivalent to the fabricated fibre (2.1 µm).
These lattice vectors can describe an infinite set of possible coordinates for the
cladding holes. To define the sub-set that make our fibre cladding we generated
a set of 7 cladding rings about the centre point 0,0. Once complete, a further
third of a complete ring was added (Fig. 2-7a), to elongate the cladding in the
horizontal direction and make it equivalent to the cladding of the real fibre.
These coordinates were then moved horizontally by a half-pitch. This is to
retain the symmetry of a dual-core as defined by the fabricated fibre. The axes of
symmetry for the real fibre goes through a vertical cladding “strut” in its centre
(Fig. 2-5c). These struts are generated at the cladding hole boundary and as
such are equidistant between two horizontally adjacent cladding holes.
At each lattice site, a regular hexagon was formed by coercing a set of six
lines, whose end points were formed using the simple formula:
xy =
1p
3
exp 2i⇡(n+ 1/2) (2.21)
where n is a set of 7 linearly spaced numbers from 0 to 6. The real and
imaginary part of this equation yields the set of Cartesian coordinates to generate
the vertices of a hexagon, oriented so that it pointed vertically, about its centre.
The hexagon was scaled using both the pitch, ⇤, and the relative hole width with
respect to the pitch, the l parameter from the FFPW code. Finally, to match the
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Figure 2-7: (a) Image of the bulk cladding during generation of the model space.
The ringed structure is clear to see, with the extra cladding holes highlighted. (b)
A blown up cartoon of a modelled cladding hole showing the vertically aligned
hexagonal shape with the filleted corners.
hole shape from the FFPW code, the corners of the hexagons were rounded using
the fillet command. This rounded them using a user-defined radius of curvature,
derived from the previously calculated t and l parameters (Fig. 2-7b). These
bulk cladding hexagons were placed at each lattice point defined previously.
Symmetry and the Model Space
Coupled Mode Theory (CMT) tell us that identical cores are required for complete
power transfer to occur during mode propagation. Whilst the greatest e↵ort was
made to obtain this experimentally, the final fibre has what can be described as
nominally identical cores; in that both their physical dimensions and the physical
dimension of the surface cladding holes are similar, if not identical. In the real
fibre, although the cores appear similar during image analysis, there appears to
be a di↵erence in the transmission measured out of each core. It is observed
that when measuring the output from each core for a fixed input there is a
wavelength shift between the regions of higher loss (Fig. 2-6a). A sensible origin
of this di↵erence would be the di↵ering interaction between the core mode and
the surface and cladding modes surrounding each of the cores.
In the modelled space, we can match the cores completely, in terms of their
physical dimensions. In reality, however, during the meshing phase of the sim-
ulation, the mesh elements are not exactly the same. As is explained later, the
quality of the mesh can a↵ect the solution parameters, making identical cores,
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Figure 2-8: Plots showing (a) the quarter structure used for the Comsol model.
The PML layers and trapezium used to bound the high density mesh region. (b)
A plot showing the extra mesh refinement in the core and coupling regions.
into nominally similar cores; and no decoupling will be observable.
The solution to this problem is to only use a single core in the model space;
utilising the symmetry of the model space to determine the complete solution.
This method provides the capability to generate identical cores but also minimises
the required number of elements that make up the model space.
The total model space was now able to be defined, by using the origin (0, 0)
and the Cartesian x- and y- axes as two of the boundaries. The other two bound-
aries were chosen such that a rectangular model space was defined that was ap-
proximately 1.5 times larger than the maximum dimension of the cladding struc-
ture. Along the “outer” boundaries, we used perfectly matched layers (PML) to
minimise any e↵ect of the presence of the boundary on the model structure. The
dimension of these perfectly matched layers was chosen arbitrarily as the pitch
of the fibre. This is completely unoptimised, and some simulations were done
whereby this thickness was changed. No observable change in the results was
detected, so the thickness was left in its unoptimised state.
A PML is a domain that acts as an artificial absorbing layer for wave equations
with no reflections back to the domain which the wave is incident to the PML
from. The original formulation for PMLs involved splitting electromagnetic fields
into two non-physical fields in the PML region [61]. The usual approach taken
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now is that of a stretched-coordinate PML [62,63], which is a generalisation of the
problem and encompasses the earlier approach. In this case, the PML corresponds
to a coordinate transformation mapping coordinates to complex numbers, e↵ec-
tively changing a propagating wave into an exponentially decaying wave. Comsol
Multiphysics implements this by using the transformation
t0 = t
 
 t
(1  i) (2.22)
where t is the coordinate being transformed [60].
Boundary Conditions
Initially, to understand the boundary conditions, let us think about the funda-
mental modes supported by each core and what the supermodes of the dual-core
structure may look like. We shall consider only the transverse electric (TE)
polarisation here, whereby the main field components are the Ex and Hy field
components. The analysis steps also hold for the TM mode, but this will not be
shown here.
Considering the fundamental TE mode of each core only (TE01 modes) we
can immediately understand that the horizontal boundary, defined by the x-axis
of our model space cuts the cores directly in half. For a fundamental TE mode,
we need a continuous value of the Ex field across this boundary. The electric field
component perpendicular to the boundary, Ey, is zero at the boundary in this
case. We can use the perfect electric conductor boundary condition to enforce this
symmetry; such that nˆ ⇥ ~E = 0, where n is the vector normal to the boundary.
This boundary condition now yields a symmetry condition that means we can
reduce our model to the upper half-plane and consider only TE modes.
To further exploit the symmetry of the problem we now consider the vertical
boundary, as imposed by the Cartesian y-axis. We know that coupled waveguides
support the same number of supermodes as cores. In this case we have two
supermodes, a symmetric and anti-symmetric mode. In the antisymmetric TE
mode, the Ex field component will be zero at the boundary that bisects the two
cores This can be enforced by using a prefect electric conductor condition. For the
symmetric mode, the Ex component is continuous and it is the Hx component,
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Table 2.1: Table giving the supported modes in the core region for the di↵erent
combinations of boundary conditions that bisect the centre of the fibre cladding.
Each combination only supports a single mode of the dual core structure.
Horizontal Boundary Vertical Boundary Supported Mode
nˆ⇥ ~E = 0 nˆ⇥ ~E = 0 Anti-symmetric TE modes
nˆ⇥ ~E = 0 nˆ⇥ ~H = 0 Symmetric TE modes
nˆ⇥ ~H = 0 nˆ⇥ ~E = 0 Symmetric TM modes
nˆ⇥ ~H = 0 nˆ⇥ ~H = 0 Anti-symmetric TM modes
and similarly the Ey component, that is held at zero for this mode. In this case we
can use the perfect magnetic conductor boundary condition; such that nˆ⇥ ~H = 0;
to achieve this.
By limiting the field components at the boundary we can generate the sym-
metry observed in our large structure by only using the small quarter structure
defined in figure 2-8. However, the model space now only supports a single mode
for each boundary condition setting. The full structure modes, and their asso-
ciated boundary conditions when modelling the quarter-structure are given in
Table 2.1. By using the symmetry to make the two cores e↵ectively identical,
there is a separate problem. Rather than have separate mesh formulations for
each core, we have one for each di↵erent boundary condition setting as these need
to be set prior to determining the mesh. However, if the mesh is not generated
automatically but the parameters of the mesh are set as constant the user has
more control over the density and position of the mesh elements.
Air Cores and Surface Cladding Rings
To generate core regions when fabricating fibre; either 1,7 or 19 bulk cladding
capillaries (in a one, two or three ringed hexagonal arrangement) are removed.
For the model, the same approach was taken, in which five cladding holes are
removed in a semi-hexagonal arrangement (a trapezium). The centre of the core
wad located at the fourth cladding hole from the centre of the cladding structure
to match the geometry of the fabricated fibre.
The resultant shape is not similar to the core as seen in the fabricated fibre
(figure 2-5c). The di↵erential pressure applied to the core deforms the first ring
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Figure 2-9: (a) Diagram of the bulk cladding near the core region. The surface
ring of holes that surround the core are highlighted. Every other cladding hole
has been turned into a irregular pentagon, and the curvature of the corners that
edge the core has been changed. (b) Diagram of the core region with the core
hole inserted. The irregular semi-dodecagon structure is easily observed.
of cladding holes by using surface tension to form an almost circular core region.
The core is not actually circular, but due to the geometry constraints is a rounded
dodecagon.
The surface ring of cladding holes was modified by making every second reg-
ular hexagon into an irregular pentagon (figure 2-9a). The core was then added
by inserting a dodecagon into the space provided. The relative width of the do-
decagon was calculated by ensuring the core wall was half as thick as the cladding
struts in the bulk cladding (figure 2-9b) in order to minimise the interaction be-
tween core and surface modes.
The corners of both the dodecagonal core and the corners of the surface ring
pentagons and hexagons that were adjacent to the core were modified so that their
radius of curvature was scaled relative to the bulk cladding radius of curvature.
The rate of scaling was controlled by the di↵erence in curvature between the core
and bulk radius of curvature in the real fibre.
Meshing
The mesh is one of the fundamental components of FEM modelling. As discussed
in the earlier section on FEM, it provides small elements for approximating a PDE
solution. The most common shape for elements in an FEM analysis are triangles
as this allows closer approximation to the real shape within your modelling space,
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Figure 2-10: (a) Convergence plot of relative error against the number of core
elements. Also shown is the relationship to computation time for obtaining the
modes for a single wavelength (b).
Table 2.2: Table of mesh parameters for dual-core PCF modelling in Comsol
Multiphysics
Parameter Value
Maximum Element Size ⇤/10
Core Maximum Element Size ⇤/40
Element Growth Rate 1.4
Mesh Curvature Factor 0.15
Narrow Region Resolution 2
in this case the curvature of the air holes of a PCF, although this is not exclusively
used.
Choice of suitable mesh parameters is important in any modelling situation
and in all the work done here, convergence testing was performed to optimise
the mesh parameters, given a reasonable computation time and the computing
constraints available. One such convergence plot can be seen in figure 2-10. Here,
I have used the result from the most dense mesh as the “true” value and computed
the di↵erence between one iteration and the next by changing one of the mesh
parameters.
Comsol MultiphysicsR  keeps mesh generation simple. It allows control of five
main parameters: the maximum element size, or maximum element size scaling
factor; element growth rate; mesh curvature factor and cut-o↵, and resolution
parameter for narrow regions. The latter parameter is particularly important in
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Figure 2-11: Plot of e↵ective index against wavelength. The colours of the plots
show the power present in the air core (a) and the power present in the glassy
region surrounding the core and bounded by the trapezium of 2-8 (b).
this work as it determines the number of layers of elements created in narrow
regions, for example the struts of a PCF. The mesh parameters for this work are
given in table 2.2. For further information, see the Comsol User Guide [59].
Obviously, a simple way to make the computational time less but keep the
level of accuracy required is to adapt your mesh more closely to the geometry in
question. For this work, a simple trapezium was added to the geometry to act
as a boundary between the bulk cladding and the core region. Whilst the full
structure is important to the model, the area where the light is confined requires
more attention. and as such the maximum element size in this region was a
quarter of the value in the bulk device. Again this value was chosen to maximise
the accuracy without having inordinately long computation time.
2.7 Analysis
The FEM analysis shows that within the simulation space of the modelled fibre,
there exist both TE and TM modes, with both symmetric and antisymmetric
modes. It can also be seen that despite the authors best e↵orts to control the
surface modes [44], there still exist surface modes within this fibre that a↵ect
these modes. The power present in the surface modes is significantly lower than
that present in the air region of a bound mode, but it is non-trivial (Fig. 2-11).
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Figure 2-12: Field plots for the antisymmetric TE mode away from the decoupling
point, at 931 nm (a), at the decoupling point, at 968 nm (b) and during an anti-
crossing at 986 nm.
As can be seen when looking at the field profile of the antisymmetric TE
mode, the mode shape is severely distorted when the core and surface modes
interact (2-12 (c)). The presence of these surface modes does however, not deter
from the qualitative nature of the results as they are su ciently away from the
peak of the decoupling point. Following the analysis of academic publications on
this subject [51, 52], it may seem that the surface mode coupling is essential in
the explanation of the presence of the decoupling point and so potentially they
are a necessary component of decoupling adjacent cores.
A point of note for the surface mode is that it is not circularly symmetric.
There appears to be a negative lobe missing from the core-cladding interface.
Whilst it could denote a higher order of rotational symmetry, it might also be an
artefact of the model space or more importantly a pointer to the modal decou-
pling. Potentially this interaction could signal that the decoupling mechanism is
similar to that already observed for the all-solid fibre.
Continuing along this thought process, it would appear that the field profiles
themselves (fig. 2-12) might show some di↵erence between the decoupled cores
and the cores far away from this point. This is clearly not the case, as both
fields appear similar on initial inspection, and this has been confirmed through
numerical comparison. This is however the first time that this work has been
completed on a fibre with such a large di↵erence in the refractive index of the
low and high index materials. Previous work on all solid fibre yields a much less
confined field profile for the core mode, with more interaction in the first ring of
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Figure 2-13: (a) A plot of the two TE core modes of the dual-core HC-PCF (b)
Plot of the coupling length as a function of wavelength for the transverse electric
(blue) and transverse magnetic (red) modes. Clearly a single peak, marking the
decoupling point, can be seen with a maximum value of approximately 102. This
is two orders of magnitude greater than any of the other features of the curves,
which can all be directly attributable to anti-crossings with surface modes.
cladding holes than has been observed here. This might explain the di culty in
observing the role of the periodic lattice in the decoupling process.
If we extract the data for the fundamental core modes and calculate the
resulting coupling length (fig. 2-13), we see that the hollow-core PCF creates
a significant decoupling point with two orders of magnitude di↵erence between
the coupling length at the decoupling point and along the rest of the fibre. This
high peak stands alone as the only feature that cannot be directly related to an
anti-crossing interaction between the core modes and cladding modes. The lack
of intensity inside the cladding at this wavelength shows that the overlap with
these surface modes has not yet become significant, as can be seen by comparing
the field plots. We can compare the decoupling peak from this work directly with
those present in the published literature (fig. 2-4). In our case, we have a much
narrower peak (if we make assumptions about the FWHM of the previous work).
Again this is hardly surprising from a qualitative point of view as the strength
of the interaction between the surface and cladding modes has been shown to be
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much weaker due to the higher confinement of the core modes and lower density
of surface modes across the transmission window.
2.8 Discussion
2.8.1 Future Work
In this section we have seen that a qualitative assessment of the decoupling of
dual-core HC-PCF has been analysed. This shows very little di↵erence to the
understanding gained from published literature, except in the fact that we do not
yet understand the full ramifications of introducing a higher di↵erential between
the refractive index of the cladding holes and the cladding struts. Some simple
hypotheses have been given above, based on the presented findings but more work
needs to be completed to fully understand this.
It would also be the authors wish that further experimental evidence was
gained to corroborate the above results with HC-PCF. Whilst some initial exper-
imentation was completed during the authors time at Bath, mainly by Dr. Brian
Mangan, there was not enough mature evidence to present here.
2.8.2 Comparison to Silicon-on-Insulator Waveguide cou-
pling
This work has been included within this thesis to show the importance of un-
derstanding dispersion and coupling across a diverse collection of areas of study,
namely optical communications and photonics. Size scales in these two disciplines
are an order of magnitude apart and as such we move away from the strongly
guided and weakly coupled modes of HC-PCF to the strongly coupled waveguide
arrays that are the object of study in the silicon photonics. The physics behind
each one involves a di↵erent set of assumptions, for example: is the tight binding
approximation valid in both cases? Recent literature has shown that in the case
of silicon, the tight binding approximation has indeed been validated [16], sug-
gesting more similarity between the di↵erent waveguide regimes where coupling
is concerned.
Importantly, apart from the di↵erences in analysis is the di↵erence in applica-
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tion. Optical fibres are a mature technology and one that has a well defined use
within industry in the transmission of signals and power. The new possibilities
yielded by PCF have meant that optical fibre faces new uses as a non-passive
component in many systems. From a transmission sense, understanding core-to-
core interaction would be of importance if you could operate at a point where
you could permanently decouple the cores. However, if we consider active com-
ponents, being able to couple and decouple the cores with di↵erent wavelengths
may lead to some interesting active components involving wavelength selection
transmission and generation. This is in contrast to the role of coupling in the
silicon photonics sections of this thesis. Here we are only focused on facilitat-
ing further exploration of non-linear phenomena as we shall see in the following
chapters.
2.9 Summary
In this chapter we have shown that dual-core hollow core fibre can support a
decoupling of the core modes of adjacent cores. This extends the published
literature, where only all-solid fibre has been considered. A decoupling point,
with a numerical increase of two orders of magnitude of the coupling length has
been found numerically, in a fibre generated from the parameters of a real dual
core fibre (fabricated at Bath by Dr. Brian Mangan). Future work has been
suggested that would help further explore this phenomenon and any interesting
attributes that come from the host material. A comparison between the results
obtained here and the results of the rest of this thesis has also been discussed, in
terms of their physics and of their technological significance.
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Chapter 3
Silicon Photonic Wires in the
Linear Regime
3.1 Introduction
The remainder of this thesis is a description of an experimental and numerical
investigation into the behaviour of coupled silicon photonic wires on the nanome-
tre scale. This behaviour includes both linear characteristics, the subject of this
chapter, and non-linear characteristics, the subject of subsequent chapters. Al-
though the linear characteristics are important in their own right for propagation
under low intensity fields, the characterisation of this behaviour is paramount to
understand the non-linear e↵ects observed under propagation of high intensity
fields. The linear measurements also serve to verify the expected physical and
optical properties of the samples used throughout the work.
This chapter consists of a discussion of the theory of the di↵erent types of dis-
persion observed in arrays of silicon photonic wires: material dispersion, waveg-
uide dispersion and coupling induced dispersion. To understand this last point
coupled oscillators will be discussed and equations governing linear propagation
in coupled waveguides mentioned.
I then briefly describe the fabrication of real devices. Although this is not
the author’s own work, it is included here for completeness. I will review the
academic literature on linear propagation in photonic wires, and show where this
work fits within the research landscape.
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Finally I will describe my own work and the numerical and experimental
results obtained, which are also published in the academic literature [64–66].
3.2 Chromatic Dispersion
We have covered the basics of chromatic dispersion, or more accurately the basics
of GVD, in the opening chapters of this thesis. In that explanation we concerned
ourselves with the changes to the description of the light itself with no considera-
tion of the origin of these e↵ects. Below, we consider these origins, both material
and geometric, in more detail; with particular reference to a geometry consisting
of arrays of rectangular silicon waveguides.
3.2.1 Material Dispersion
Material dispersion is the component of chromatic dispersion resulting from the
spectral variation in the optical properties of the guiding material. This has
been studied extensively and in general, there are three main approaches when
modelling refractive index as discussed below.
The Sellmeier Equation
In Chapter 1, we saw the relationship of the displacement field ~D to the electric
field ~E via the polarisation ~P such that:
~D = ✏0 ~E + ~P (3.1)
The polarisation can be thought of as a sum of harmonic oscillators, which will
cause absorption at resonance [3]. The equation of motion of the nth oscillator is
given by
!2n ~Pn +
@2 ~Pn
@t2
= ✏0 ✏n!
2
n
~E (3.2)
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where !n is the resonant frequency of the oscillator, and  ✏n is the coupling
between the electric field and the oscillator. Summing over these polarisations
gives a displacement field of the form:
~D = ✏0✏1 ~E +
X
n
~Pn + ✏0 
(3)
0 (3.3)
where the quasi-instantaneous term, ✏1, has been added. It has a value,
in silicon, of 11.6858 and results from the summation of high-energy direct-gap
transitions [67,68]. In response to an electric field, the oscillators reach a steady
state. If we assume an equation of Lorentzian form to describe the frequency
dependence, the frequency dependence of the dielectric permittivity is found to
be
✏ (!) = ✏1 +
X
n
 ✏n!2n
!2n   !2
(3.4)
which can be rearranged in terms of free space wavelength and refractive index
to give the usual form of a group of equations known as Sellmeier equations:
n (!) =
s
✏1 +
X
n
 ✏n 2
 2    2n
(3.5)
These fitting of these equations to the experimental refractive index for silicon
and silica has been extensively studied, and is well documented [67, 69](with
fitting parameters defined in Table 3.1). The oscillators described do not relate to
physical oscillators but are merely curve-fitting parameters. For silicon and silica
the only di↵erence is the number of oscillator terms generally used. However, in
the case of silicon, the Sellmeier equation is more usually modified to improve
the fitting with experimental data [67]:
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Table 3.1: Sellmeier equation coe cients for silicon and silica used throughout
this work. For silica, the conventional Sellmeier equation has been used (3.5) and
for silicon, the modified equation (3.6).
Silicon Silica
✏1 11.6858 1
 ✏1 0.00810461 0.6961663
 ✏2 0.939816 0.4079426
 ✏3 - 0.8974794
 1 (µm) 1.1071 0.0684043
 2 (µm) 1 0.1162414
 3 (µm) - 9.896161
nSi (!) =
s
✏1 +
 ✏1 2
 21    2
+
 ✏2 2
 22
(3.6)
The Herzberger Equation
Like the Sellmeier equation above, the Herzberger equation [70, 71] was initially
developed to study the optical properties of glasses. However, again like the
Sellmeier equation it has been shown to adequately model the dielectric constant
of many crystalline materials and is used to approximate the dielectric constant
of silicon in many applications.
n = A+B +
C
( 2    20)
+
D
( 2    20)2
(3.7)
The origin of this equation comes from two likely sources: the Helmoltz-
Kettler-Drude formula [3, 72], a derivation of the Sellmeier equation discussed
previously, and the Schott dispersion formula [73]. The theory assumes that
glasses have two absorption bands, one in the near ultra-violet and the other in
the far infra-red. This red absorption is far enough away from the spectrum of
interest to be approximated by its linear form. This is similar to the justification
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for using the Laurent series expansion of the Sellmeier equation [72].
The Model Dielectric Function (MDF)
The most complete way to study the optical properties of a material is to use
the atomic band-structure to determine the important transitions that contribute
to the dielectric function, ✏ (!) = ✏1 (!) + i✏2 (!). For silicon, the most widely
accepted model of this type is the MDF set out by Adachi [68]. In his formalism,
the conduction to valence band transitions are linked via their momentum matrix
to ✏2 (!) such that
✏2 (!) =
4~2e2
⇡m2!2
| < c|p|v > |2Jev (!) (3.8)
where Jev (!) is the joint-density-of-states function and < |p| > is the momen-
tum matrix element of the valence to conduction band transitions. This contains
all of the relevant transitions across the silicon band-structure (E0, E1, E10 , E2
and E1Dg ), as outlined in figure 3-1a.
The contribution to the refractive index comes in four forms. Firstly, the
one-, two- and three-dimensional critical points are included using the following
equations:
✏1D =  B1
✓
E + i 
E1
◆ 2
ln
 
1 
✓
E + i 
E1
◆2!
(3.9)
✏2D =  F
✓
E + i 
E2
◆ 2
ln
0B@
⇣
1  E+i E1
⌘2
⇣
E+i 
E2
⌘2
1CA (3.10)
✏3D =
1X
n
B1x
(2n  1)3
1
E21   E2   i2E 
(3.11)
where B1, B1x and F are all fitting parameters, and   is the oscillator strength.
It appears that di↵erent iterations of the MDF use either the same strength or
di↵erent strengths for each transition.
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(a) (b)
Figure 3-1: (a) Numerically modelled silicon band-structure along two symmetry
directions. The location of the transitions responsible for the refractive index
are included in red. This diagram was calculated using the pseudo-potential
method [76, 77]. (b) Imaginary part of the dielectric constant and the relevant
contribution from each of the terms used. This model and its parameters have
been fitted to the experimental data from [78]. The solid lines correspond to
the ✏1, ✏2D and ✏3D components, and the dashed lines three damped harmonic
oscillators, about E0, E10 and E2.
Finally, the E2. E10 and E0 transitions are of the form of a damped harmonic
oscillator (DHO). In the case of the E2 transition, the physics is more complicated.
The DHO employed in this model [74] is representative of a broadened two-
dimensional M1 critical point that has been used to characterise this transition
[75]:
✏DHO =
CE22
E22   E2   iE2E E2
(3.12)
where  E2 is the damping term, and C the oscillator strength. The E10 and E00
transitions are usually omitted from analysis of dielectric constant due to their
relative weakness but are included in this model in a DHO form for simplicity.
.
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The above terms are all complex and so contribute to the real and imaginary
parts of the dielectric constant. The contribution can be seen directly, in the
case of silicon, in figure 3-1b. For our analysis, it is then trivial to convert this
to refractive index via the relationship n+ ik =
p
✏1 + i✏2.
Experimental Data and model fitting
The refractive index of silicon is an important quantity for many areas of physics,
due to the versatility of the material itself and its wide application to areas as
diverse as optics, microelectronics, solid-state and quantum physics. To this
end, the experimental determination of this constant has received much attention
historically [78–84] and has been measured over a wide range of wavelengths
(see Fig. 3-2 (left)). The measurement technique mainly used for this type
of experiment is spectral ellipsometry. This technique uses reflected light in
both s- and p- polarisation, across the full spectrum of wavelengths. The light
is incident on a layered sample consisting of homogeneous layers with perfectly
abrupt interfaces. Model parameters are fitted to the data across the entire range
of measurements using standard curve-fitting algorithms.
To test the accuracy of each of the model considered in the previous section,
the most complete measurement set across the spectral region of interest [78,85]
was used as the experimental test data. The models were then fitted using a
least-square fitting algorithm (see Fig. 3-2 (right)) over a large spectral range.
The fitting of the MDF was slightly more complicated as the real and imaginary
parts needed to be fitted simultaneously so as to produce physically meaning-
ful parameters. Immediately, from the fitting, a large resonance peak can be
observed in the Sellmeier equation. This is present due to the fitting region
extending into the infrared and visible spectra. In the later chapters we shall
see the importance of this as we consider the non-linear behaviour of light in
silicon waveguides. For example, in studying modulation instability (MI) the
values of dispersion, especially second-order dispersion, far away from the pump
is paramount to understanding experimentally observed behaviour.
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Figure 3-2: (left) Experimental measurements of refractive index of silicon from
literature [67,78–84]. It can clearly be seen that this quantity has been determined
over a large range of values. For the optical measurements discussed within this
thesis, only a small range of values are relevant. This region has been magnified
in the inset graph. (right) Fitting of Sellmeier (black), Herzberger (green) and
Adachi’s MDF (red) to experimental data from [78]. Inset is a plot of the residual
di↵erence between the relevant fit and the experimental data.
3.2.2 Waveguide Dispersion
Waveguide dispersion describes the chromatic dispersion e↵ects that field confine-
ment have on a wave as it propagates through a waveguide compared to those
experienced in propagation through a homogeneous medium [7]. Inherent in the
parameters that describe a propagating mode, such as the propagation constant
 , is wavelength dependence even in the absence of material dispersion. This can
be seen by considering the spread in the mean transit time,  t, when material
dispersion has been ignored [1]:
 tj = z
d2 
d!2
 !. (3.13)
Another way to think about this is to consider a step-index fibre where two
modes are travelling [86]. The first has a large wavelength relative to the core
and the second has a small wavelength relative to the core. In the first case,
the mode is very loosely confined and the majority of power is carried within
the cladding material. The propagation constant and group delay approach that
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Figure 3-3: (left) Plot of the dispersion curves of four di↵erent waveguide cross-
sections: 340 nm x 220 nm(blue), 360 nm x 220 nm (gold), 380 nm x 220 nm
(black) and 420 nm x 220 nm (red). Positive values correspond to the anomalous
GVD region. For comparison, a graph of the dispersion in bulk silicon (black)
and bulk silica (blue), i.e. without waveguide dispersion, is also shown (right).
of a plane wave propagating in the cladding. In the second case, the mode is
very tightly confined and the power is predominantly carried by the core. The
propagation constant approaches that of a plane wave propagating in the core
material. Inbetween these cases, the confines of the waveguide control the modal
profile and the relative propagation constants of each wavelength within a mode.
As can be seen from figure 3-3, the presence of waveguide dispersion can
make the total dispersion anomalous, where material dispersion alone is normal.
By studying the two figures, and comparing to the earlier discussion on material
dispersion, it can be seen that making the total dispersion anomalous over a given
spectral window generates two zero-dispersion wavelengths. The long wavelength
zero-dispersion point appears to be heavily dependent on the geometry of the
waveguide. The variation of the short wavelength zero-dispersion point, however,
shows less variation with geometry over the range of physical dimension studied.
3.2.3 Coupling induced dispersion
We have already seen the previous sections, there have been e↵orts in the litera-
ture to understand and control the linear propagation properties of light in silicon
photonic wires [87, 88]. In the main, this has been achieved through controlling
the properties of the individual waveguide or by surrounding it with materials of
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Figure 3-4: (left) Figure showing the dispersion of the quasi-TE supermodes of
a single waveguide (solid), a two channel array of waveguides (dashed) and a
six-channel array (dotted). (right) A schematic showing the six supermodes of a
six-channel array. The supermode number relates to the dispersion curve shown
on the left. Reprinted from [89].
di↵erent dielectric constant. More recently, a theoretical paper has suggested that
this control can be achieved by using coupling-induced dispersion (Fig. 3-4) [89].
In the following work we consider the regime whereby the waveguide dimen-
sions are small, and there is strong coupling due to the small separation between
adjacent wires. In this regime, the coupling between the wires is strongly dis-
persive but remains evanescent. To understand this theoretically we assume the
tight binding approximation; that the modes of the coupled system, also known
as supermodes, are a linear superposition of the modes of the each individual
waveguide that makes up that system [90,91].
Consider the envelopes of the symmetric and antisymmetric supermodes, As
and Aa respectively
As =
1
2
(A1 + A2) (3.14)
Aa =
1
2
(A1   A2) (3.15)
where A1 and A2 are the envelope functions of the individual wires. By
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applying the tight binding approximation, the propagation constants of each su-
permode can be written as  s,a =   (!)±  (!) where   (!) is a small perturbation
that is dependent on the coupling strength. In almost all cases the symmetric
supermode has a higher e↵ective index, meaning that   (!) is positive. By al-
tering the waveguide separation, the coupling can be altered through the extent
to which the evanescent field of the individual waveguide modes overlap. In this
case, the frequency dependence of the coupling can be approximated as
  ⇡  0e x(! !0) (3.16)
where x is a positive constant. If we make a Taylor expansion on both the
propagation constant and the coupling coe cient, then the linear propagation
will continue as
@As,a
@z
+
MX
m=0
im 1 ( m ±  m) @
mAs,a
@tm
= 0 (3.17)
By substituting the definition of As and Aa from above, and rearranging these
equations for A1 and A2 such that
@A1,2
@z
+
MX
m=0
im 1
m!
✓
 m
@mA1,2
@tm
+  m
@mA2,1
@tm
◆
= 0. (3.18)
This equation is just a di↵erent formalism of our standard wave equation for
a single wire. The only di↵erence is the added term. This extra term,
MX
m=0
im 1
 m
m!
@mA0
@tm
, (3.19)
defines the contribution from the envelope of the neighbouring waveguide, A0,
and the relative strength of such an interaction, through  m.
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Coupling Length
We can now define a coupling length between the waveguides as the distance over
which the light couples from a single waveguide into the an adjacent waveguide.
It can also be defined as the propagation distance when the light has coupled from
one waveguide to its neighbour and back to the original waveguide, in which case
it is a factor of two larger. The derivation for this can be found elsewhere [2, 16]
but only the result is included here
Lc =
⇡
2| 0| =
⇡
| s    a| (3.20)
3.2.4 Slot Modes
For all the silicon waveguide modes so far, we have considered only the modes
of a high index silicon waveguide surrounded by a low index material. This
mode is not completely confined to the silicon and has evanescent tails that
extend into the surrounding medium. The magnitude of these tails is defined
by the continuity of the electric flux density, D, normal to the interface between
the core (the waveguide) and the cladding material. The corresponding electric
field must undergo a large discontinuity at this interface, with a much higher
amplitude on the side of the interface with the lower refractive index. By putting
two waveguides very close to one another, the evanescent tails can combine to
greatly enhance the confinement of light within a low-index slot region. This
mode is thus defined as a slot mode and an example field plot is shown in figure
3-5.
It has been shown in the literature that high intensities can be achieved in the
low index slot between high-index silicon photonic wires [92] and in metal-void
nanostructures [93], the analytical analysis of which is shown in both works. This
phenomena yields applications across many areas of nonlinear optics, including
nonlinear switching [94]. Nonlinear e↵ects in silicon photonic wire arrays can
be enhanced by working in the slot mode regime where the magnitude of the
electric field vector can be greatly increased, enhancing the nonlinear interaction
within the material. In this case, the power does not reside in the silicon. To
take advantage of the higher electric fields, a suitable nonlinear polymer should
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Figure 3-5: Normalised transverse electric field distribution of the fundamental
TM eigenmode (solid curve) for a 2-dimensional slot waveguide consisting of two
180 nm wide silicon waveguides (n = 3.48), separated by a 50 nm wide slab of
silica (n = 1.44). The waveguides are also surrounded by silica. Also shown
are the individual slab modes for the TE eigenmode of each silicon waveguide
given that the adjacent waveguide was missing (dotted and dashed-dotted lines).
Reprinted from [92].
be used to fill the slot [94]. This will not only increase the nonlinearity, supposing
the polymer is more nonlinear than silicon, but will also reducing the e↵ects of
two photon and free carrier absorption observed when the power is in the silicon
wires.
3.3 Fabrication of Real Devices
The waveguides used for the following experimentation were fabricated by my
collaborators at the University of Glasgow [95–99]. The information included in
this section was not performed by the author of this thesis, but is included as
a brief summary to waveguide fabrication. Further information can be found in
the references it contains.
The fabrication starts with a silicon wafer. This is treated with a process
called SIMOX [100] (separation by implantation of oxygen) whereby a 5 µm thick
layer of oxygen ions are implanted into the wafer using an ion beam, leaving a
small surface of silicon, approximately 200 nm thick, at the surface of the wafer.
The oxygen-rich layer is then converted into a native oxide in a high temperature
68
(a) (b) (c)
Figure 3-6: SEM micrographs of a three-channel array of silicon waveguides.
These comprised of a 220 nm x 380 nm silicon channel on top of a 20 nm silica
pedestal with a 160 nm HSQ mask layer on top. Di↵erent wall to wall separations
were fabricated on the same sample. The good side wall verticality ((a) and (c))
and minimal line-edge roughness (b) are clearly observed.
annealing process. Other processes for obtaining a buried oxide layer are used,
such as a smart-cutting process [101].
To pattern the waveguides a hydrogen silsesquioxane (HSQ) mask was used
and patterned using a VISTEC VB6 e-beam lithography machine. HSQ is a pos-
itive resist and as such irradiation with electrons causes it to become resistant to
etching with certain chemicals. The remaining resist, and silicon underneath is
etched completely using fluorine based chemistry (SF6 and C4F8) in an STS-ICP
machine. The inductively-coupled-plasma (ICP) reactive-ion-etching (RIE) pro-
cess employs radio frequencies to create a plasma from the reactive gas mixture.
A second radio frequency source is coupled to the sample, creating a voltage bias,
which extracts the reactive species from the plasma and accelerates it towards
the sample, allowing highly anisotropic etching to be performed. Once at the
sample either chemical or mechanical etching takes place, removing the etchable
species [102]. The choice of mask and chemistry has been shown [95, 98] to have
high resolution at moderate sensitivity and provide minimal line edge roughness
due to its high level of etch resistance (Fig. 3-6). The criticality of the line edge
roughness has already been discussed with respect to loss and coupling. Using
the above technique the side wall verticality of the underlying silicon structures
has been reported above 88  [98].
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(a) (b) (c)
(d) (e) (f)
Figure 3-7: Images of the modelling space. (a) Geometry of the structure under
test. This is surrounded by a 4 µm square boundary. (d) A zoom of the mesh
used for the analysis. This shows that the element size is a minimum near the
internal boundaries of the modelling space. The remaining plots are the field
components oft the quasi-TE mode: (b) Ex, (c) Hx, (e) Ey and (f) Hy. In this
figure, the x and y directions are horizontal and vertical on this page respectively.
3.4 Modelling Coupled Silicon Photonic Wires
There are many readily available software packages that can solve Maxwell’s
equations to find the propagation constant,  , and modal profile, F , of a defined
geometry at a given wavelength. In this work, the RF module of Comsol Multi-
physics has been used to calculate all of these values. A brief discussion of the
methods used to calculate this are discussed in the preceding chapter on photonic
crystal fibres.
The silicon-silica waveguide geometry is defined by a series of enclosed shapes,
each with its own set of parameters (figure 3-7). The main parameter of use here
is the refractive index, and to model the devices the refractive index of silicon
was assumed to follow the modified Sellmeier equation, as defined above, and
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that of silicon to follow the standard Sellmeier equation. After discussion with
collaborators, it was defined that the post irradiated refractive index of HSQ was
also very close to that of silica, so an identical equation was used.
The output of the software is not only the modal profile, as shown in figure 3-
7, but also the corresponding values of the propagation constant. For our simple
single channel structure as seen in the figure, we obtain two modes. These modes,
can be defined as quasi-TE0 and quasi-TM0 modes. The term TE (TM) here is
determined from the early work done on slab-waveguide geometries and is here
taken to mean that the main component of the electric field (magnetic field) is
parallel to the silica-silicon interface. The modes are defined as quasi-TE due
to the fact that the electric field component along the direction of propagation
is non-zero, but very small. Finally, the subscript denotes that these modes are
fundamental modes of the waveguide and contain no nodes. Throughout this
thesis the terms, quasi-TE0, quasi-TE and TE will be used interchangeably to
describe this mode.
For the remainder of this thesis we shall predominantly consider the TE modes
above all. As can be seen from the cross sections of the two modes (figure 3-8)
we see that the TE modes are more confined within the silicon. The result will
be that more nonlinear response of this mode should be higher. Even given this,
the more tightly confined mode means that any coupling between adjacent wires
will be weaker due to the reduced interaction between modes of adjacent wires.
One important point to note here is that the TE modes are the only modes to
exhibit the slot-mode behaviour discussed in the preceding sections.
3.4.1 White-Light Interferometry
Historically, white-light received much attention as a source for measuring the
dispersion characteristics of materials [103–107], with particular emphasis on
measuring the group-delay dispersion using an interferometer. Two methodolo-
gies have been presented in the academic literature. The first employs multiple
measurements of the centroid of the interference patterns from spectrally filtered
pulses of a white light source [104, 105]. The second involves using the entire
bandwidth of the source and obtaining the information from the Fourier trans-
form of a single measurement [103,106,107].
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(a) (b)
Figure 3-8: Figure showing the comparison of the horizontal confinement of the
electric and magnetic fields for the TE and TM mode as defined through the
centre of the waveguide. (a) Horizontal extent of the Ex (blue line) and Ey (red
line) fields for the TE and TM mode respectively. (b) Horizontal extent of the Hy
(blue line) and Hx (red line) fields for the TE and TM mode respectively. Clearly,
although the electric field shows similar levels of confinement the magnetic field
is much less confined in the TM mode.
In the work by Scott Diddams and Jean-Claude Diels they show the funda-
mentals behind both regimes [103]. Here, we shall overview their analysis to
explain the measurement system employed in this thesis. Whilst the literature
discusses a Michelson interferometer directly there are no di↵erences when consid-
ering the Mach-Zehnder interferometer discussed later in the subsequent sections
of this Chapter.
To understand the measurement technique, consider an input field, E1(t) that
is split in two by the input beamsplitter of an interferometer (fig. 3-9). In the
absence of a sample, we can consider the field from the stationary arm and that
from the delayed arm as E2(t) and E1(t ⌧) where ⌧ is the temporal delay induced
by increasing the path length of the delayed arm by a distance x.
With continuous increase of this delay, a square-law detector at the output of
the interferometer will measure the interferogram that results from the two fields
72
moving in and out of phase with each other [103]. As a function of this delay the
interferogram has the form:
I(⌧) / hE21 (t  ⌧)i+ hE22 (t)i+ hE1(t  ⌧)E⇤2 (t)i exp( i!lt)
+hE⇤1 (t  ⌧)E2(t)i exp(i!lt) (3.21)
where the angled brackets denote the time average performed by the detector
and we have used a complex field representation such that
E1(t) = E1(t) exp(i!lt)/2. (3.22)
The first two terms of equation 3.21 denote the constant average intensity of
the two beams. The second two correspond to the interference information in
the form of first-order correlations between the two beams. Using the Fourier
transform to move to the frequency domain, and introducing a shifted frequency,
⌦ = !   !l, the correlation function is given by
A+1 (⌦) = E
⇤
1 (⌦)E2(!). (3.23)
This simple case obviously needs to be extended to consider the inclusion of
a dispersive medium within one of the arms. This is achieved mathematically by
using a complex optical transfer function with a frequency dependent amplitude
filter and a path-length dependent phase factor, T (⌦)exp[ ik(⌦)]. The Fourier
transform of the measured correlation then becomes:
A+2 (⌦) = r12(⌦) |E(⌦)|2 T (⌦)⇥ exp
⇢
 id

k(⌦)  ⌦+ !l
c
  
(3.24)
where r12(⌦) is a complex, frequency dependent function representing am-
plitude losses and any unbalanced phase shifts in the two arms and d is the
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length of the sample (if the sample is only traversed once, as per a Mach-Zehnder
interferometer).
The phase term of equation 3.24 describes the dispersive properties of the
medium added into the empty interferometer. We can expand k(⌦) as a Taylor
series and end up with a description of the higher order dispersions and their
impact on the interferogram:
E2(⌦) ⇡ T (⌦)E1(⌦)
⇥ exp
⇢
 id

kl + k
0
l⌦+
k00l
2
⌦2 +
k000l
6
⌦3 + . . .
 
+ i
⌦+ !l
c
d
 
.(3.25)
Each of the di↵erent terms of the expansion plays a specific role in the ob-
served characteristics of the measured interferogram. However, for the rest of
this work we shall be using a spectrally filtered input pulse with a bandwidth
of 10 nm. By combining this with the fact that we only considering the shift
of the interferogram rather than its frequency content (as per [104, 105]) we can
truncate the expansion to first order in ⌦ [103]. It is known that an exponential
factor linear in ⌦ transforms into a time shift. The inverse Fourier transform of
the truncation of our Taylor expansion (eqn. 3.25) yields a complex field envelope
that looks like:
E2(t) = exp
 i!ld(nl   1)
c
 
E1(t  t) (3.26)
where the time delay,  t, is given by
 t =
d
c

(nl   1)   l
✓
dn
d 
◆
l
 
=
d
vg
. (3.27)
Interferogram Shape
From the above analysis it can be seen that the shape of the interferogram is
closely related to the shape of the input pulses. It has been shown in the litera-
ture [108] that for Gaussian or sech-shaped pulses the interferograms also show
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the same shape. For the work which we followed the analysis from in the pre-
vious section the measured interferograms from a balanced interferometer were
Lorentzian in shape. This however was attributed to a limit in the bandwidth
of the measurement source and not expected given the statistical nature of the
white light [103].
3.5 Experimental Determination of Dispersion
In order to verify the modelling results, low coherence white-light interferometry
measurements were taken in a Mach-Zehnder configuration (see figure 3-9). The
arrangement consisted of two light sources co-incident on a 10 m length of solid-
core photonic crystal fibre: a continuous-wave (CW) distributed feedback diode
laser at 1510 nm, and a Q-switched microchip laser generating 700 ps pulses with
a central wavelength of 1064 nm at a repetition rate of approximately 10 kHz.
The fibre has a 5 µm core and when pumped by the microchip laser generates
a broad-band optical supercontinuum extending from 400 nm to approximately
2300 nm [4, 109]. As we have seen with the refractive index of silicon, there is a
sharp absorption band in the low-infrared region. To stop optical and thermal
damage to the samples from absorption in this region a low-pass (long wavelength)
filter was placed directly after the photonic-crystal fibre.
In the standard Mach-Zehnder arrangement the beam is split into two arms
using a non-polarising beam splitter cube; one containing the sample and the
other used as a reference beam. Bulk objective lenses (60⇥, NA = 0.65) were
used to couple into and out of the waveguide arrays tested and an identical pair
of lenses were put in the path of the reference arm so that any dispersion present
in the glass would be cancelled out in the measurement. To minimise any error in
variation between optical elements, and to ease alignment, no other optics were
present inside the interferometer cavity. The beams are recombined using another
non-polarising beam-splitter cube and there is a polarisation selection element (a
rotatable polariser) before the light is focused onto a femtowatt photoreceiver via
a length of single-mode fibre. Finally, wavelength selection is done by inserting
bandpass filters (with a 10 nm full-width-half-maximum (FWHM)) into the beam.
Bandpass filters with a central wavelength between 1200 nm and 2000 nm, in
approximately 50 nm steps were used.
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Figure 3-9: Schematic of the experimental set-up for low coherence white light in-
terferometry. The dual arm Mach-Zehnder configuration can clearly be observed.
To the right of the diagram are two laser sources as described in the text, BPF
and LPF are the band-pass and long-pass filters respectively and BS1 through
BS3 denote the three beam-splitter cubes, of which BS3 is polarised and the other
two are not.
The measurement set up actually measures the group-delay, the temporal
delay in travelling through a medium at a given mode’s group velocity. In a
balanced interferometer, the two arms would interfere constructively and a signal
would be obtained. By changing the optical path-length in either of the arms,
the phase between the light in each arm changes. This creates a series of fringes.
This optical path length change happens in the sample arm due to the group
delay induced by the sample for each specific wavelength. To match this delay,
the physical length of the reference arm is changed using a computer-controlled
motorised stage. The change of length of this arm, compared to when no sample
was present, gives a measurement of the group delay inside the sample.
Coupling to and from the waveguides was made repeatable by the use of
the DFB laser and an InGaAs array camera. This was either mounted in the
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output beam from the sample to view the output intensity pattern, or on a Zeiss
V6 microscope directly above the sample. The latter view provided a look at
scattering loss and was used as an initial placement tool, after which the view
was changed to the former description. The InGaAs camera used had a spectral
range up to 1700 nm and thus measurements above this had to be aligned using
the photoreceiver at the output of the interferometer.
3.6 Analysis
Two di↵erent regimes were considered during experiments, the first is arrays with
large separation. To test this, an array of 3 channels, with cross-section 220 nm
by 380 nm, were examined. They had a wall-to-wall separation of 600 nm. Each
waveguide was capped with a 160 nm thick layer of HSQ mask left over from
the etching process and stood on a 20 nm thick silica pedestal. The pedestal is
the result of a slight over-etch to ensure that the silicon was completely etched
through. In this regime, we are mostly interested in looking at coupling-induced
dispersion for the three-mode system.
The second regime is arrays with small separation. To examine this configu-
ration, an array of only 2 channels is considered. These also have a cross section
of 220 nm by 380 nm but have a wall-to-wall separation of only 100 nm. The
other features of the surrounding dielectric are as described above. Each of these
regimes will be treated separately.
3.6.1 Waveguide Arrays with Large Separation
To analyse the data from the interferometer, the quasi-TE and quasi-TM modes
had to be separated (figure 3-10a). This was done by using a rotatable polarising
beam-splitter in the output beam of the waveguides (BS3 in figure 3-9). Once
this had been done, the interference fringe packet was analysed to see if the
component for each supermode was extractable.
A Fourier transform method previously used to characterise a fibre-mode con-
verter [110] was tested. This method involves recording interference field profiles
of an interferometer for di↵erent reference arm lengths and then using Fourier
analysis to extract beat frequencies and filter the relative spatial components con-
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(a) (b)
Figure 3-10: (a) Plot of representative interference fringes, with no polarisation
control and then showing the di↵erent polarisation components by rotating the
polarising beam splitter cube BS3 (figure 3-9). As can clearly be seen, the two
interference fringes correspond to a TE like and TM like modes. The TE only
and TM only traces have been o↵set for clarity. (b) Higher resolution scan of the
interference fringe. The vertical markers denote the centroid of the fringe and the
extremal values that were used to mark the physical extent of the fringe packet.
tributing to each frequency. It was hoped that for each section of the interference
fringe, the supermode might be extractable. Unfortunately, the assumption of
this work is that the output field is well defined. In this sample this was not the
case, and no further analysis could be performed.
There are three TE (and TM) supermodes supported by the geometry under
test (figure 3-11). The transverse profile of the supermodes that an N channel
array can support follows the following formula:
xj = sin
✓
nj⇡
N + 1
◆
(3.28)
where N is the number of channels in the array, j is the order of the super-
mode, and n is the waveguide number (nominally from left to right). Using this
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(a) (b)
(c)
Figure 3-11: Figure showing the three di↵erent modes output from the numerical
modelling of a three channel array. The modes can be characterised by their
order j as given in equation 3.6.1: (a) defines a fundamental symmetric mode
where j = 1, (b) defines an antisymmetric mode where j = 2 and (c) defines
another symmetric supermode with a higher transverse wavenumber and j = 3.
formula, it can be seen that the electric field in fictional channels outside of our
array, E0 and EN+1 are both zero. A more formal discussion of this is found in
a discussion by Benton [16].
Thus, we can define the di↵erent parts of the fringe with each supermode such
that:
• the shortest reference arm length would correspond to the mode with the
lowest group index. In the three channel case this is the fundamental mode
(fig. 3-11 (a)) where j = 1.
• the maximal extent of the interference fringe corresponds to the mode with
the highest group index. In the case of the three channel array, this is the
symmetric mode with j = 3 (fig. 3-11 (c)).
• the centroid, or centre-of-mass, of the fringe corresponds to the decoupled
mode (in this case the antisymmetric mode (fig. 3-11 (b)) where j = 2.
This fringe position was then converted into a group index via the relationship
between the relative time delay in each arm of the interferometer. The change
in mirror position  D yields a change in optical path length of 2 D for the
non-sample arm of the interferometer. This equates to a group delay of 2⇤ D/c
where c is the speed of light. The group delay per unit length is then easily
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calculable using the sample length, L. The inverse of the group delay per unit
length is the group velocity. Thus the group velocity is given by:
vg =
cL
2 D
. (3.29)
We can then use the relationship between group velocity and group index to
yield:
ng =
2 D
L
. (3.30)
However, this is not quite correct. What we have calculated is the relative
group delay in response to replacing air with a sample of length L. This is
therefore not a group velocity but a change in group velocity relative to the
group velocity of the air. Therefore, the final equation that we should use is:
ng =
2 D
L
+ 1. (3.31)
These measurements were then compared to the numerical modelling for both
the quasi-TE and quasi-TM modes (figure 3-12). At short wavelengths, the cou-
pling induced dispersion is minimal and so the fringes observed have a minimum
width. Let us consider the coherence length of our input pulses. The coher-
ence length determines the distance over which the phase of the pulses can be
determined. The coherence length, lc, is defined by
lc =
 2
2 ⇤   (3.32)
where   is the centre wavelength of the radiation and    is the bandwidth of
the pulse. For the filtered pulses of our experimental set up, where the bandwidth
is 10 nm wide, a pulse centred at 1550 nm has a coherence length of 120 µm.
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(a) (b)
Figure 3-12: (a) TE mode group indices of each fringe analysed at each filter
wavelength available (blue dots). The vertical bars mark the temporal extent of
the fringe packet as defined in the text. The numerical modelling of the modes
for j = 1 (red-dashed line), j = 2 (black line) and j = 3 (red-solid line) are
also shown. Inset is shown the dispersion of each of these modes (with the same
colour notation) and an example fringe taken at 1800 nm. (b) Group indices of
the measurements of the TM mode.
This e↵ectively defines the minimum width of our interference fringes due to the
fact that the phase cannot be determined for di↵erences longer than the path
length di↵erence [7]. As we have seen, the finite bandwidth of the filtered input
pulses determines the length of the interferogram observed. However, the slope
of the dispersion across this bandpass window will also be a factor in determining
the interferogram width. As we are in the linear regime of propagation, there is
no reason to believe that the temporal or spectral properties of the pulses should
change. Given this, observing a fringe pattern smaller than that defined by the
coherence length is not possible.
For wavelengths far above 1600 nm, it is observed that there is significant
broadening of the interference fringes over this minimum limit. This is due di-
rectly to the coupling induced dispersion, described theoretically earlier in the
chapter. The match to the numerical modelling of this array (fig. 3-12) is ex-
tremely good across the entire wavelength range. Two di↵erences are apparent
from the figures. Firstly the numerical data appears to be slightly below that ex-
pected from the modelling. Primarily this could be due to a discrepancy between
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Figure 3-13: Representative interferogram measurement for the TE modes of a
two channel waveguide array with small wall-to-wall separation. As can be seen,
there are two extremal peaks with larger amplitude than any other features. In
between these peaks is a series of other interference features, with a modulated
amplitude.
the refractive index values as defined within the model space or simplifications
that were made in calculating the group indices, such as the group index of air
being exactly 1. The second thing is that the experimental data appears to have
a turning point that is at shorter wavelengths than the numerical data. This is
most likely due to a discrepancy between the modelled geometry and the numeri-
cal one. Slight changes in waveguide width, of only a few nanometres can change
the position of the turning point considerably [87].
3.6.2 Waveguide Arrays with Small Separation
In order to more clearly observe the splitting of the interference fringe into sep-
arate supermode components, the coupling-induced dispersion needs to increase
above that observed in arrays with large separation as discussed in the preceding
section. Experimental measurements were made on waveguides of a two channel
array, similar to those already used but with a 100 nm wall-to-wall separation.
A two-channel array was considered here to make fringe analysis easier, as only
two supermodes exist for each polarisation; a symmetric and anti-symmetric su-
permode.
The fringe analysis is however not trivial as can be seen from the representative
interference fringe for the TE polarisation, taken using a band-pass filter with
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a central wavelength of 1500 nm (figure 3-13). Using a similar argument to
before, the extremal peaks can be identified with travel through the array in
either of the two supermodes: the symmetric (antisymmetric) mode having the
lower (higher) group index and being at the short (long) reference arm length
end of the interference fringe. In almost all of the fringes the amplitude of these
peaks are much higher than the interferogram within a coherence length of their
centroid and are thus well formed. Interestingly the amplitude of the interference
fringe from the symmetric mode is always higher than the antisymmetric mode
(as can be seen in 3-13 and the inset of 3-12). This would most likely be due to
the di↵erent mode composition at the input of the waveguide array. Given that
the spot size of the illuminating beam is of the order of the size of the whole
array then it is a good assumption that the overlap with the symmetric mode of
the waveguide array is good and a larger proportion of power will be transferred
into this mode.
The modulation between these extremal parts of the interferogram is more
di cult to understand. Both of the TE and TM modes are only quasi-TE and
quasi-TM and have a small but finite field in the z-direction. We therefore need
to rethink our assumption that the waves propagate down the waveguide with no
coupling between the TE and TM modes. Coupling could occur between each of
these modes within the waveguide. The polarisation controller was moved within
the set up to be next to the bandpass filter to try and remove this e↵ect. The
results were exactly the same. This could be due to the impossibility of completely
filtering out one or other of the polarisation modes. One other explanation could
be the coupling of modes through a scattering point. Modes of opposite symmetry
but the same polarisation (TE) could couple in the presence of a significant
scattering point or defect within or around the waveguide structure. However, no
significant scattering points were observed during the alignment process, when
viewing the waveguides from above. As yet, the author has no other explanation
for the modulation.
If we consider only the extremal peaks of the interferogram, over the whole
measurement region of interest (figure 3-14a) then we observe that the coupling
induced dispersion is much larger than for the large separation regime, as ex-
pected. It can also be shown that for this geometry the coupling-induced group
velocity dispersion is larger than the group velocity dispersion, caused by ma-
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(a) (b)
Figure 3-14: (a) Graph of experimentally measured group index of a two-channel
array of 220 nm by 380 nm waveguides with a 100 nm wall to wall separation.
The filled (empty) blue circles correspond to the maximal (minimal) peak of the
interferogram for each wavelength (see figure 3-13). The numerical modelling
results for the symmetric and antisymmetric modes are also shown (solid and
dashed lines respectively). Inset is a plot of the single waveguide dispersion (red)
plotted against the coupling induced dispersion of the two-channel array. Beyond
1800 nm only a single fringe is observed for the TE polarisation. (b) Numerical
modelling of the e↵ective index of the TE and TM modes of the two-channel
array. Inset is an expanded view of an anti-crossing feature observed.
terial and waveguide e↵ects, for an individual waveguide (figure 3-14a inset) as
theoretically predicted [89].
What is also observed in the analysis is that at approximately 1800 nm there
is a shift to a single interference with symmetric symmetry. By looking at the
observed, numerical field patterns for the symmetric modes before and after the
transition, we can see that the supermode has changed. Instead of two modes
that are well contained by the silicon (figure 3-15a and 3-15b) we can see that
there exists only a single mode and that the majority of the electric field intensity,
and also the power, is confined to the slot between the waveguides (figure 3-15c).
To observe this transition a little more closely, we consider the numerical
calculation of e↵ective index (figure 3-14b). The antisymmetric mode will be
cut-o↵ when its e↵ective index drops below the refractive index of silica. At this
point it is not guided by the silicon and disperses into the substrate. This can
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(a) (b) (c)
Figure 3-15: Electric field component parallel to the silicon-silica interface for the
symmetric and anti-symmetric quasi-TE supermodes before the waveguide-mode
to slot-mode transition at 1400 nm ((a) and (b)) and the symmetric quasi-TE
mode, or slot mode, after the transition at 1950 nm (c).
clearly see to be the case at approximately 1800 nm, as observed experimentally,
but an anti-crossing is also observed at this point. The highly dispersive anti-
symmetric mode drastically changes e↵ective index until it has the same e↵ective
index as the symmetric TM mode. As the modes have the same symmetry (figure
3-16a and 3-16d)), they would be degenerate at this point. This degeneracy is
forbidden and as such the modes convert from one to the other.
This anti-crossing is a result of the vertical asymmetric mode confinement
induced by the vertical asymmetry of the geometry under test. Under the waveg-
uide is a block of silicon, whilst on top of the waveguides are individual caps of
HSQ, which can be approximated to behave like silicon after irradiation. This
mismatch means that as the confinement of the modes by the silicon gets weaker
(at longer wavelengths) the individual lobes of the antisymmetric TE mode see
a di↵erent local geometry . This causes them to be confined in a di↵erent spa-
tial configuration (figure 3-16b). This configuration becomes more and more TM
mode like (figure 3-16c) as the wavelength increases. This change forces a change
to the e↵ective index of the mode, and complementary changes to the e↵ective
index and field profile of the symmetric quasi-TM mode. After the anti-crossing,
the resultant field of the TE mode is exactly the same as a less confined version
of the TM mode from before the transition. At this point ,the e↵ective mode
index of the anti-symmetric TE mode drops below refractive index of silica and
is no longer a confined mode of the silicon nanostructures. At this point we have
only two modes of our system, both of which can be thought of as slot modes.
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(a) (b) (c)
(d)
Figure 3-16: Numerically calculated mode profiles for the magnetic field compo-
nent parallel to the silicon-silica interface, for the antisymmetric quasi-TE mode
(at 1650 nm (a), 1790 nm (b) and 1950 nm (c)) and the symmetric quasi-TM
mode (at 1650 nm (d)) near the anti-crossing.
3.7 Summary
In this chapter we have shown that dispersion is an important property of silicon
waveguides. This dispersion is a controllable quantity through the interaction
with other closely spaced waveguides. Numerical calculation and experimental
results confirm that we have observed coupling induced dispersion in coupled
waveguide arrays on the order of, or greater, than the group-velocity dispersion
of a single waveguide of similar dimensions. In this chapter we have also observed,
both numerically and experimentally, the transition from a waveguide-guidance
regime to a slot-guidance regime. During analysis of this transition an anti-
crossing has been observed numerically. The presence of this anti-crossing has
been explained through the vertical asymmetry of the geometry under consider-
ation.
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Chapter 4
Silicon Photonic Wires in the
Nonlinear Regime: Modulation
Instability
4.1 Introduction
The following chapter extends the work on linear optics presented in Chapter 3.
In this work we examine the non-linear phenomenon of modulation instability in-
side both isolated and coupled silicon photonic wires. Section 4.2 will discuss the
background theory. This will be followed by a discussion of previously published
academic literature in section 4.3. Once we have introduced the relevant back-
ground, section 4.4 will discuss my work on both numerically and experimentally
studying modulation instability in silicon photonic wires. I shall put particular
emphasis on describing the complicated experimental set-up. I shall compare nu-
merical analysis from the academic literature to the results of these experiments.
Finally, in section 4.5, I will discuss the paper published by researchers at Bath
that followed on from this work.
4.2 Optical Nonlinearity
We have already defined, in the introductory chapter the concepts of nonlinear
refractive index, the Kerr e↵ect and self-phase modulation. However, in order to
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understand more complex nonlinear behaviour, and in particular when we deal
with pulses, we should consider nonlinearity in more detail and introduce the
non-linear Schro¨dinger equation.
4.2.1 Third-Order Susceptibility
In Section 1.6 we discussed Kerr nonlinearity and the nonlinear relationship be-
tween the applied field and dielectric polarisation of a medium. To do this we
expanded the polarisation in a Maclaurin series (equation 1.22). The result was
a set of tensors, describing the linear,  (1), and nonlinear,  (m>1), relationship
between the polarisation and electric field. To describe nonlinearity in silicon and
silica, we can ignore the first nonlinear term,  (2), due to inversion symmetry and
also ignore higher order terms due to their relative magnitude. We are left with
considering only the third-order susceptibility,  (3). The term in our description
of the polarisation (equation 1.22) that depends on the third-order susceptibility
implies an interaction between three electric fields to produce a fourth field [111].
The  (3) interaction is thus a four-photon process. Given this, the generalised
polarisation arising from this third order susceptibility is given by:
P (3) = ✏0 
(3) (!;!i,!j,!k) ~E (!i) ~E (!j) ~E (!k) (4.1)
where the third-order susceptibility term defines:
 (3) (!;!i,!j,!k) =  
3 (! = ±!i ± !j ± !k) (4.2)
for i, j, k = 1. Given this there are 108 di↵erent terms covering all the possible
permutations of the three fields at each of the three frequencies. This does not
mean that there are 108 di↵erent mechanisms describing nonlinear interactions.
The third-order nonlinear polarization defined by (equation 4.1) is responsible for
mechanisms such as four-wave mixing, Kerr-e↵ect phenomena such as self-phase
modulation, Raman scattering and two-photon absorption [112]. Each of these
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mechanisms has its own component or components within the  (3) tensor that
govern their behaviour.
The most general case is when all four fields are at di↵erent frequencies and
we have four-wave mixing (FWM). There are then a myriad of degenerate cases:
• all three laser fields have the same pump frequency, !0, and the generated
field has a frequency !FWM = 3!0. This is third-harmonic generation, con-
trolled by the third-order susceptibility element  THG =  (3) (3!0;!0,!0,!0).
• if a frequency di↵erence of two of the fields is tuned to a resonance with
a Raman-active mode of the medium then the four wave mixing, !FWM =
!CARS = !1 !2+!3, then we refer to this as coherent anti-Stokes Raman
scattering (CARS).
There is also a component of the  (3) tensor that defines the e↵ect of three
frequency-degenerate fields on the polarisation at their own frequency. The cor-
responding tensor element,  3 (!;!,!, !), is responsible for this and is referred
to as the Kerr-type nonlinear susceptibility. This component generates the non-
linear refractive index, n2 discussed in Section 1.6 through [16, 111]:
n2 =
3
4✏0cn20
 (3) (!;!,!, !) . (4.3)
For very short laser pulses and broadband field waveforms, SPM can be
thought of as a four-wave mixing process ( !p1 + !p2 = !3 + !4), where we
have two pump photons at frequencies !p1 and !p2 generating new frequency
components at !3 and !4. The pump photons can also be degenerate, whereby
the new frequency components generated through FWM appear as Stokes and
anti-Stokes sidebands in the output field spectrum. Under certain conditions,
the pump modifies the refractive index and phase matching conditions of the
modes involved in the FWM process, leading to a rapid growth of the Stokes and
anti-Stokes signals [111].
This is what is known as modulation instability, whereby two photons from
a pump field, with frequency !p generate sideband frequencies with frequencies
!p ± ⌦.
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4.2.2 Nonlinear Schro¨dinger Equation
Pulse propagation dynamics in waveguides can generally be described by the
nonlinear Schro¨dinger equation (NLSE), which has been derived in many text-
books and publications [2, 16, 113, 114]. Although it is a nonlinear propagation
equation concerned primarily with optics, its functional form is similar to that of
the Schro¨dinger equation from quantum mechanics in that we have two di↵eren-
tial components and a component related to the total energy, or in this case the
nonlinearity.
In the absence of higher order dispersion e↵ects the equation is given by:
i
@A
@z
=   i↵
z
A+
 2
2
@2A
@T 2
   |A|2A (4.4)
where A is the slowly varying pulse envelope. The first term on the right hand
side of this equation describes loss; the second dispersive e↵ects and the third
nonlinearity. It can be seen that the NLSE can be seen to be a combination of
the nonlinear phase-shift equation and the dispersive wave equation discussed.
Solutions to this equation can be found by using the inverse scattering method
[2], but the more common methodology is the split-step Fourier method [2, 115,
116]. In this case, the NLSE is treated as two separate equations, a dispersive
equation and a nonlinear equation. These are solved separately over a small time
step compared to both the nonlinear and dispersive lengths of the waveguide.
4.2.3 Modulation Instability
Modulation instability (MI) manifests itself as a reinforcement of small devia-
tions of the waveform by the interplay of nonlinear and dispersive e↵ects. This is
observed through the generation of spectral side-bands in the frequency domain,
akin to degenerate four-wave-mixing that is phase matched by SPM through the
nonlinear phase factor,  P . For a full explanation of the relationship between
four-wave-mixing and modulation instability in the frequency domain, see ref-
erence [2]. Modulation instability can also be thought of in the time domain,
where it manifests itself as the collapse of a CW or quasi-CW waveform into a
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chain of pulses. For isolated SOI waveguides MI has been both predicted theo-
retically [117] and observed experimentally [118].
To analytically predict modulation instability we start by taking the steady
state solution to the non-linear Schro¨dinger equation (NLSE), introduced in the
preceding section, and adding a small perturbation. In the steady state, we
can assume that the amplitude is independent of time at the input end of the
waveguide and remains as such during propagation. In this case, the steady state
solution is:
A(z, T ) =
p
P0e
 P0z =
p
P0e
 NL (4.5)
where  NL is the non-linear phase shift induced by self-phase modulation
acquired during pulse propagation. The implication of this solution is that this
power-dependent phase shift is the only modification to the pulse. Adding a small
perturbation, a(z, T ) to the solution and substituting into equation 4.4 yields
@a
@z
+ i 2
@2a
@T 2
=  P0 (a+ a
⇤) (4.6)
where the presence of the conjugate of the perturbation denotes coupling
between positive and negative components of frequency. The solution yields the
following dispersion relation for the wavenumber, K, and frequency, ⌦, such that
K = ±1
2
| 2⌦|
 
⌦2 + sgn ( 2)⌦
2
c
 1/2
(4.7)
where sgn ( 2) denotes whether dispersion is normal or anomalous, and ⌦c is
given by the following
⌦c =
4 P0
| 2| . (4.8)
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Considering the above analysis, there are two important points concerning
modulation instability. Firstly, the signature of MI is the appearance of spectral
side-bands at frequencies !0+⌦ and !0 ⌦. Secondly, the steady-state solution
of the NLSE is immune to the e↵ects of small perturbations only in the normal
dispersion regime only (sgn ( 2) = +1). In the presence of anomalous dispersion
the small perturbation grows exponentially and causes the splitting of a CW
beam into a pulse train.
It is possible to define a growth rate, g, of the perturbation defined as the
imaginary part of the expression K. It is possible to convert from amplitude gain
to power gain by including a factor of 2 such that, g(⌦) = 2=(K) = 2Im(K).
This yields
g(⌦) = | 2⌦|
p
⌦2c   ⌦2 (4.9)
This equation describes maximal gain at two frequencies, ⌦SL, and denotes
the frequency at which the two spectral side lobes appear (fig. 4-1).
⌦SL = ± ⌦cp
2
= ±
✓
2 P0
| 2|
◆1/2
(4.10)
In the above discussion, it has been noted that we have truncated this anal-
ysis to the presence of second-order dispersion only. In the presence of higher
order dispersion, it is typical to see an extra pair of modulation instability peaks
generated much further away from the pump [16,119,120].
4.3 Literature Review
As discussed above, modulation instability (MI) is a degenerate case of four
wave mixing (FWM). Both MI and FWM have been studied extensively in other
optical media, such as optical fibres, but until recently the application of this
nonlinear phenomenon in silicon waveguides has been neglected. Some of the
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Figure 4-1: Plot showing the standard shape of modulation instability peaks
as the power is increased from low (dashed) to high (solid) in the absence of
higher-order dispersion.
recent academic literature that was instrumental in shaping this work is reviewed
below.
In 2005, NIT Microsystems Integration Laboratories published the report of
experimental observations of four wave mixing in silicon nano-wires on the silicon-
on-insulator platform [121]. In this work, the authors were concerned with the
e↵ects of crosstalk on optical components in telecommunications networks. Their
work considers a single silicon wire fabricated on an SOI wafer. The wire is 400
nm wide and 200 nm thick, with spot-size converters at either end [122]. In their
work they use an EDFA to amplify pump light at a frequency of 1546.9 nm to
a power of 7 dBm. This was coupled into the spot-size converters along with a
weaker idler signal at 1547.7 nm. Their results show clear side-band generation
in the output spectrum (fig. 4-2 (a)), that they determine is due to FWM.
This hypothesis is further enhanced by the power dependence of the conversion
e ciency that is approximately 2, a characteristic of FWM conversion [2]. Also
of interest are the temporal measurements that show a decrease in intensity of
the output signal over time (fig.4-2 (b)). The understanding of the authors is
that this relates directly to free-carrier absorption generated by TPA.
The discussion presented in the paper deals more with the technological im-
pact of using silicon waveguides in optical communications systems. On a more
fundamental level they briefly attend to the influence of SPM and XPM on their
results, although in no great detail. Another consideration not discussed at all is
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(a) (b)
Figure 4-2: (a) Figure showing output spectra from a pump and idler being
input into a 5.8 cm long silicon waveguide. The generated wavelength is centred
at 1554.12 nm. (b) The output waveform for 100 ps pulse trains. A clear decrease
in amplitude can be seen. This was attributed to free-carrier absorption due to
TPA. Reprinted from [121].
the e↵ect of the spot-size converters on any nonlinearity, or the presence of the
cladding layers. This may be unimportant in further analysis, due to the relative
nonlinearities of both cladding materials concerned but the solution is non trivial.
Whilst the telecommunications industry are interested directly in silicon pho-
tonic wires, some research institutions have published research on FWM and MI
that is more concerned with fundamental physical understanding. Two of the
more published groups in non-linear optics in silicon are Columbia University
and Cornell University. Both have published on modulation instability in single
silicon photonic wires.
In 2006, researchers at Columbia University published a theoretical observa-
tion of MI in silicon waveguides of only a few millimetres in length, achieving
three orders of magnitude more gain when compared to optical fibres [117]. The
modulation instability that they demonstrate in the paper can be optically tuned
unlike the phenomena in previous works. Their gain reaches a maximum when
both waves experience anomalous GVD (denoted case B). They also consider
the case where one of the input waves experiences normal GVD whilst the other
experiences anomalous GVD (denoted case A).
The silicon wires that are used here have a height of 220 nm and a width of
360 nm, not dissimilar to the work by Fukuda [121]. These dimensions are chosen
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Figure 4-3: Calculated MI gain spectra for cases A (a) and B (b). The powers of
the signal wave are 50 mW and 10 mW in case A and B respectively. Temporal
and spectral output for an incident Gaussian pulse are shown for case A ((c) and
(d)) and case B ((e) and (f)). The temporal signals, (c) and (e), are at positions
19.5, 20 and 20.5 mm from bottom to top with the peaks vertically o↵set by 1
for clarity. Reprinted from [117].
to give a zero dispersion wavelength of 1550 nm. The steady-state gain spectra
in both case A and B, as a function of pump power and detuning frequency are
shown in figure 4-3. It can clearly be seen that although the power is smaller in
case B a larger MI gain is observed when both waves are in the anomalous GVD
regime. This initial analysis included intrinsic and free carrier losses, and the
associated change in refractive index due to the presence of the free carriers, but
there appears to be no consideration of multi-photon absorption. They continued
this analysis by numerically launching a 10 ps Gaussian pulse, with a peak power
on the order of 100 mW, into the waveguides (fig. 4-3). Their results showed a
significant temporal modulation, a manifestation of the onset of MI, for both case
A and case B. However there were also di↵erences in the two spectra. In case A,
when one of the waves experiences normal GVD, the MI side-band growth only
happens after the central part of the spectrum has broadened due to self- and
cross- phase modulations. Contrary to this, in case B, the side-bands develop well
away from the central part of the spectrum and develop from the noise, without
the need for a seed laser. This has been observed experimentally elsewhere [123].
As mentioned above, experimental observation of FWM has also received at-
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tention. Cornell University have published many works showing experimental
observation of these e↵ects [123–125]. In the first work [123], the focus is trans-
ferring highly developed active optical components from the optical fibre platform
to the SOI platform. They extend the work discussed previously by Fukuda, by
increasing bandwidth and conversion e ciency through proper phase-matching.
They use waveguides of di↵erent shapes and sizes to control the GVD in the
desired manner: 300 nm x 600 nm, 200 nm x 400 nm and 1.0 µm x 1.5 µm. GVD
and gain were calculated numerically, and compared to experimental results. Ex-
perimentally, they use an optical parametric oscillator centred at 1550 nm as a
source for both the pump and signal pulses. These are then filtered to 1 nm
and 1.5 nm FWHM respectively, yielding temporal durations of 3.5 ps and 2.4
ps respectively. The pump pulse is passed through an EDFA, but no mention of
the total gain is discussed. Finally, both pulses are combined using a wavelength
division multiplexer and coupled to the silicon waveguide using both a tapered
lensed fibre and an inverse silicon taper.
The outcome of their observations is that they observe smaller gain than pre-
dicted due to the combined e↵ects of nonlinear absorption, free carrier absorption
and pump depletion. They state that the results show that these processes are
dominant at low pump powers. They also go on to say that the limit of their
source bandwidth impairs their measurement of the true gain bandwidth and
larger values are expected.
The second paper from this group goes into more depth about their results
[124]. In this work, their 3 dB bandwidth is 150 nm, with peak conversion
e ciency of -9.6 dB. Here they use similar experimental methods but expand on
their results, citing that the phase-matching bandwidth is not only dependent on
the GVD but also the fourth-order dispersion. Using this higher-order dispersion
phase-matching they can extend their previous results to span the C-band of the
telecommunications network with minimal signal degradation. In the first paper,
discussed above, the focus appeared more on peak e ciency, but here they have
obviously extended their understanding of FWM within silicon nano-wires to
more actively understand the bandwidth of the gain spectra (fig. 4-4).
More recently, further bandwidth gains have been made by this group [125].
In this work they take care to optimise their system to push the first zero-GVD
point into the C-band. In doing this they reduce the fourth-order dispersion by
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Figure 4-4: The phase-mismatch after 1 cm of propagation (a) and the subse-
quent conversion e ciency for 100 mW pump power for the three waveguides
considered in [124]. All curves assume a pump of 1550 nm except the black curve
which has a pump at 1585 nm. In the presence of fourth-order dispersion a sec-
ond phase matching point appears detuned from the pump. (c) Experimentally
measured conversion e ciency for the TM polarisation mode pumped at 1550
nm.The TM mode for the smallest waveguide has the lowest GVD and hence the
largest conversion bandwidth. (d) Output spectra showing wavelength conver-
sion over four telecommunications bands, from 1477 nm to 1672 nm with -12 dB
e ciency. Reprinted from [124].
two orders of magnitude. Now the waveguides are 270 nm x 700 nm but sit on a
30 nm thick silicon slab. The result is that their gain spectra bandwidth is greater
than 840 nm, the limit of the detection equipment. The change in bandwidth
is not only due to the drastic reduction in fourth-order dispersion but also due
to a reduction in free-carrier absorption. This is achieved by the presence of
the silicon slab under the waveguide. Whilst the mode area of the composite
geometry is not drastically increased by the presence of the slab, there is a larger
silicon cross section and the authors argue that this reduces the presence of free
carriers in the areas of high optical intensity.
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Figure 4-5: (a) Predicted wavelengths of MI side-bands versus pump wavelength.
The grey arrow denotes a 1550 nm pump, with the dashed (solid) lines corre-
sponding to the peak gain for the symmetric (antisymmetric) supermodes. As
can be seen, MI does not occurs in the symmetric supermode using a 1550 nm
pump due to it experiencing normal dispersion at this wavelength. (b) and (c)
show output spectra at a distance of 1.93 mm through the array when pumped
with a rectangular 10 ps pulse with power 10 P0. (c) has free carrier e↵ects in-
cluded and as such the gain peaks that are far detuned from the pump do not
appear. Reprinted from [89].
4.3.1 Waveguide arrays
In the preceding literature review we have concentrated solely on single silicon
waveguides. However, recent theoretical work on arrays of silicon wires has been
published by researchers at the University of Bath [89]. The main concepts in
this work are the shifting of GVD induced by the presence of coupling. This
work, and the experimental confirmation completed as part of this thesis, were
discussed in the preceding chapter. The theoretical paper also discusses two
two nonlinear processes, namely MI and soliton e↵ects. The experimental work
outlined in the rest of this chapter is based upon the analysis of MI presented in
the aforementioned work.
The waveguides considered in the work by Benton et al [89] are 220 nm high
and 330 nm wide with an edge-to-edge separation of 330 nm. For the out-of-phase
mode, this yields strongly dispersive coupling in the proximity of a 1550 nm pump
pulse. The MI side-band growth rate, and output pulses after a 10 ps rectangular
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pulse has propagated through 1.93 mm of waveguide, can be seen in figure 4-5.
The 10 ps pulses were chosen to enable propagation in the quasi-continuous-wave
regime, whilst remaining experimentally achievable. As with the work by Foster
et al, the presence of fourth order dispersion yields a prediction of frequency
generation that is far detuned from the pump [124]. Unlike authors of other work,
Benton et al believe that without a seed laser the presence of FCA will overwhelm
any MI gain and hamper detection of spectral side-bands. The suggestion is that
techniques to sweep free carriers away from the waveguide be employed to enable
observation of the spectral side-bands without a seed. Subsequent discussions
with the authors of this work suggested that the calculations had been done with
an over conservative estimate of the absorption due to FCA and that MI gain
could be observed without a seed laser.
4.4 Experimental Observation of MI in Silicon
Photonic Wire Arrays
The experimental work outlined here tries to follow that of the theoretical work on
MI in waveguide arrays [89]. To that end, the initial consideration is generation of
a suitable pump pulse. My aim was to generate a Gaussian, or sech-squared type
pulse of approximately the same FWHM as the rectangular pump as described
in the literature. As with the numerical work, I am not going to use an idler
pulse as a seed, but rather let the MI gain generate the appropriate signal from
the background noise.
4.4.1 Waveguide Selection
In this work we start by considering a single waveguide of 220 nm x 380 nm.
The zero dispersion wavelength of this waveguide is approximately 1600 nm, as
shown in figure 4-6 (a). I measured the dispersive properties of this waveguide
utilising the same method as used in Section 3 of this thesis. The results com-
pare favourably with my numerical simulations using the Comsol Multiphysics
software (shown by the blue dashed line in figure 4-6 (a)). Using the theoretical
equations, knowledge of the dispersive properties is all that is required to calcu-
late the modulation instability gain (fig. 4-6 (b)). The power was fixed and the
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Figure 4-6: (a) Plot showing the experimental (blue circles) and numerically
modelled (dashed line) group index for a 220 nm x 380 nm silicon waveguide. (b)
Modulation instability gain in the wire defined in (a) pumped at a wavelength of
1231 nm (blue solid), 1234 nm (green solid), 1236 (red solid) and 1260 nm (blue
dashed). The increase in the gain is directly related to the value of  2 as the
power is fixed at P = 10P0. As the higher-order dispersion begins to take e↵ect,
the gain peak splits and is shifted from the central wavelength. The peak values
of the gain spectra are plotted as a function of the input wavelength, showing the
clear presence of two extremal peaks at far detuned wavelengths (c).
peak gain is only modified by the change in the dispersion characteristics. It can
be seen that this waveguide has non-trivial higher-order dispersion, as discussed
in many previous works, and the modelling shows the presence of the modulation
instability side-bands far detuned from the pump. This can be seen better in the
peak gain map (fig. 4-6 (c)). Here, I have plotted the peak values of the gain
spectrum as a function of the pump wavelength.
The main goal of this experimental research is to consider modulation insta-
bility in waveguide arrays. The coupling-induced dispersion of the arrays will
undoubtedly mean that a di↵erent geometry will be required in order to set the
zero-dispersion wavelength of either the symmetric or anti-symmetric modes to
the spectral region around 1600 nm. This coupling-induced dispersion also in-
creases the complexity of the observed physics. To eliminate this complexity,
I decided to consider only a single 380 nm single wide waveguide in the first
instance. The geometry change yields not only a change in zero GVD wave-
length but also a substantial GVD at the pump wavelength, approximately 2500
ps/nm/km. This simplification to the geometry allowed me to perfect the exper-
imental configuration prior to evaluation of the array structures.
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4.4.2 Pulse Generation
Generation of suitable pulses to stimulate MI growth, is a two stage process.
The first stage uses a commercial ultra-fast laser system, a Coherent RegA9000
regenerative amplifier seeded by a Coherent Mira Oscillator, as a source for a
parametric amplifier. The Mira oscillator is a titanium-sapphire laser that out-
puts a 76 MHz pulse train of 100 mW average power. The pulses within this
pulse train are centred at 800 nm and have a duration of the order of 0.1 ps.
The high repetition rate means individual pulses have relatively low energy and
peak power. These pulses are injected into the Coherent RegA 9000 regenera-
tive amplifier. This again uses titanium-sapphire as the gain medium but with a
higher pump power creating population inversion. A combination of a Q-switch
and pulse-picker dump this energy into the seed pulse and out of the cavity. The
output pulse train now has an average power of approximately 1.1 W and a 250
kHz repetition rate.
The output pulses are input into an optical parametric amplifier (OPA). An
optical parametric amplifier makes use of materials that lack inversion symme-
try. In the non degenerate case, there is an interaction between three distinct
frequencies of light: a pump wave, !p, a signal wave, !s and an idler wave, !i.
Conservation of energy tells us that the relation !p = !s + !i. In the plane-wave
limit this leads to interactions such that the rate of change of the amplitude of
each component can be described by the amplitude of the other two and the
phase mismatch
@
@z
As = ApAi ⇤ exp ( iz k) (4.11)
where z is the propagation direction,  is a coupling constant, A denotes the
wave amplitude for a given component and  k is the phase mismatch, given
by  k = kp   (ki + ks). The Coherent OPA splits the input pulse train from
the RegA into a 75:25 split. The larger of the two amplitudes is then directed
into the nonlinear crystal. In this OPA, Coherent use a barium-borate (BBO)
crystal. The smaller amplitude wave is passed through a thin sapphire crystal to
generate a broadband supercontinuum. The supercontinuum is then fed into the
BBO crystal going through a first pass delay. A second pass delay controls the
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co-incidence of the pump and supercontinuum on a second pass through the BBO
crystal. Wavelength selection is done through angular rotation of the BBO crystal
with respect to the pump and supercontinuum beams. Maximising amplification
then takes careful control of the two pass delay lengths. The output pulses of
the OPA were centred at 1537 nm, with a repetition rate of 250 kHz, an average
power of 30 mW and a duration of 100 fs.
4.4.3 Bandwidth Selection
In order to spectrally filter the pulses from the OPA, I used a silica transmission
grating from Ibsen Photonics. The grating has 996 lines/mm and the angular
dispersion can be calculated by
@✓D
@ 
=
sin(✓i)  sin(✓D)
  cos(✓D)
. (4.12)
For a central wavelength of 1550 nm, incident on the grating in the Littrow
configuration (at an angle of 49.6 ), this yields a dispersion of 0.08  /nm. The
transmission grating is placed in the output of the OPA and a 0.65 NA aspherical
objective, 30 cm away from the grating, couples the collected light into the input
of an EDFA. It would be possible to measure the temporal width of the pulses
at this point, but the dispersive properties of the EDFAs may alter the temporal
characteristics of the pulses prior to insertion into the silicon waveguides.
Using the above equations yields a spectral width of 0.5 nm. Making the
assumption that the pulse is Gaussian, transform-limited and chirp-free, we can
calculate the temporal duration to be 6.7 ps.
4.4.4 EDFA
Post spectral filtering using the transmission grating, I chose to use two erbium
doped fibre amplifiers (EDFAs) to provide the necessary amplification of the
pulses.
An EDFA is an all-fibre optical amplifier using a length of optical fibre with
an erbium-doped core as the gain medium. Fibre Amplifiers are commonly used
to overcome transmission losses in fibre-optic communication systems but also
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Figure 4-7: (a) Energy Levels of erbium ions in silica fibres. (b) Absorption and
gain spectra of an erbium doped fibre [126]. Both reprinted from [127].
provide a gain mechanism for pulse amplification at higher powers. Erbium, in
the form of Er3+ ions are a commonly used rare earth material for providing
gain due to the emission wavelengths associated with its excited states. The
energy levels of Erbium and the relative absorption and gain spectra are shown
in figure 4-7. As can be seen from the energy levels, e cient pumping is possible
using lasers near 980 nm and 1480 nm wavelengths. A non optical mechanism,
such as a phonon, can then reduce the ion to the lower edge of its 4l13/2 state.
From here, optical emission at 1.53 nm is achieved, within the C band of the
telecommunications spectrum.
4.4.5 Experimental Configuration
As can be seen in figure 4-8, we use two EDFAs to achieve the required ampli-
fication. The first uses a highly doped Erbium fibre (Thorlabs Er110-4/125) as
the gain medium. This fibre is spliced to a length of Nufern 4 µm core dispersion
compensation fibre, to compensate the dispersive properties of the Erbium fibre.
Splicing was achieved using an arc-fusion splicer. Initially both fibres had to
be stripped, and their end faces cleaved as close to a perpendicular as possible.
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Figure 4-8: Schematic of the experimental configuration of the EDFAs and sub-
sequent insertion and collection optics. The OPA pulse is spectrally filtered by
a silica transmission grating (TG) before being inserted into the first of two ED-
FAs. Both EDFAs comprise a length of dispersion compensation fibre (DCF),
erbium doped fibre (EDF), a wavelength multiplexer (WDM) and a distributed
feedback laser (DFB). Isolators (ISO) and bandpass filters (BPF) reduce ASE
and feedback between the EDFAs. Various pick-o↵s are in place to measure the
temporal and spectral properties of the input pulse prior to entering the sample,
via an autocorrelator and OSA respectively. The OSA is also used for the output
spectra.
The end places are then placed within a few microns of each other. An electric
arc, an electric breakdown that produces an ongoing plasma discharge, is used
to super heat both ends of the fibre simultaneously. Both surfaces melt, whereby
they are pushed together. As the fibres cool, they fuse together. This whole
process is very quick and as such there is negligible di↵usion of the dopants that
make up the core region. Losses of the order of 0.01 dB were expected but not
formally measured. Finally, a protective layer was put over the splice to protect
the exposed fibre from damage.
With the two main fibres connected, a free space coupling system was em-
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ployed to assess the length of each of the pieces. Finally lengths of 60 cm and
200 cm were chosen for the EDF and dispersion compensating fibre respectively.
This was based on the characterisation of the output power, gain and amplified
spontaneous emission (ASE). Once cut to the desired length, the Erbium fibre
was spliced to the single tail side of an all-fibre wavelength division multiplexer
(WDM). This device uses a fused biconical-taper to co-propagate the light from
two separate fibres into a single output [128]. The WDM used was specific to 980
nm and 1550 nm with a 20 nm bandwidth on each fibre. In the orientation used,
the single output was spliced to the Erbium-doped fibre and the 980 nm input
was spliced to a 980 nm distributed-feedback diode laser.
The set-up was positioned in a backwards pumping regime as the power of
the DFB diode laser put us in the saturation regime. In the backwards-pumping
configuration there is lower ASE and thus better power conversion [129]. A fibre
polariser, comprising of two quarter-wave plates sandwiching a half-wave plate
was placed over the fibre. This uses stress-induced birefringence, generated from
coiling the fibres around a spool, to create the three fractional wave plates. The
spools are then axially rotated with respect to one another to achieve the desired
polarisation state.
After the output from the fibre coupler, we used a 20x aspheric objective lens
to couple to some free space optics. The first was an isolator to prevent the
back reflecting pump from the second EDFA from entering the first; followed by
a bandpass filter, to remove some ASE. Another 20x aspheric lens was used to
couple into the second EDFA. An isolator was not required between the OPA and
the first fibre amplifier as the backward propagating pump was not transmitted
back along the light path by the transmission grating.
The second EDFA also used Nufern 4 µm core fibre for dispersion compen-
sation but used some Thorlabs Er16-8/125 fibre as the gain medium. This fibre
has a larger core and a lower concentration of erbium ions. This larger core area
avoids non-linearity for the higher signal powers. A 4 m length of this fibre was
used to maximise the power, whilst keeping the noise and nonlinearity to an ac-
ceptable level. This fibre was pumped with a 1480 nm DFB diode laser. The
reason for pumping in this regime is to maximise conversion e ciency.
After the second EDFA (fig. 4-8) I used a similar isolator and bandpass
configuration to minimise ASE into the device. I also used two rotatable beam-
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splitter cubes (PBS) to control the polarisation and power entering the waveguide.
At this point, the input pulses were temporally characterised prior to insertion
into the waveguide. This is discussed in the section immediately following this.
Insertion into and emission from the sample waveguide was controlled by a 60x
aspheric lens (using a similar alignment procedure as discussed in Chapter 3),
and the output was analysed on an optical spectrum analyser.
4.4.6 Autocorrelation
Temporal characterisation of the input pulses was achieved using interferometric
autocorrelation. The basic premise of an autocorrelator is that a beam splitter
splits a pulse into two copies. These are then overlapped on a nonlinear medium,
where they interact if they are temporally superimposed. The second harmonic
recording is proportional to
It =
Z     ⇣ ~E (t) ei(!t+ ) + ~E (t  ⌧) ei(!(t ⌧)+ )⌘2    2 dt (4.13)
where ~E is the electric field from each arm [108, 130]. At zero delay the
interferometric signal is a coherent superposition of the relevant fields, yielding
It(0) = 2
4
Z
~E4(t)dt. (4.14)
Far from the coherent superposition, the interference fringes lose their co-
herence, and the value of the interferometric autocorrelation is equivalent to an
intensity autocorrelation.
The upper and lower envelopes of the interferometric signal are given by
Z
| ~E(t)± ~E(t  ⌧)|4dt (4.15)
where the negative denotes the lower envelope (fig. 4-9 (a)). The autocorre-
lation can easily tell you about the pulse characteristics. Not only is it possible
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(a) (b)
Figure 4-9: (a) Cartoon of an interferometric autocorrelation. The interference
fringes can be seen, with the envelope added for clarity (red dashed lines). Also
shown are the equations for the two envelopes along with the equation defining the
maxima of the upper envelope, and the background signal level. (b) Locus of the
upper and lower envelopes of the interferometric and intensity autocorrelations
given by pulses with linear chirp. The level of chirp increases from the dotted to
solid lines. Reprinted from [108].
to translate from your delay time to real time, to calculate the pulse duration,
but it is also possible to tell if the pulse has any chirp, observed by the presence
of “wings” at either end of the interferogram. In a chirped pulse, the phase of
the frequency components with is not constant across the pulse. A linear phase
shift between di↵erent frequency components, translates the temporal position of
that component in the pulse train. Pulses with the low-frequency components of
the pulse at the front (back) are known as positively (negatively) chirped. The
mathematical explanation of the interferometric shape of a linearly chirped pulse
is explained in reference [108], but is shown graphically in figure 4-9 (b). As can
be seen, with a chirped pulse the measured full width half maximum of a chirped
interferogram does not reflect the temporal duration of the pulse accurately.
In my set up I use interferometric autocorrelation in a Michelson arrangement
(fig. 4-8). The mirror, M2, defining one of the arms of the interferometer is
mounted on the top of a translation stage. This is used to equalise the optical
path length in both arms. The second mirror, M1, is mounted on an oscillating
stage, made from an audio speaker. This is driven by a function generator to
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Figure 4-10: Plot of the autocorrelation trace of the input pulse into the silicon
waveguide. The autocorrelation was taken using a laser diode and a Michelson
interferometer geometry. The second peak represents the temporal shift of the
pulse given a change in the path length of 5 mm.
create the temporal delay required, ⌧ . I took two sets of measurements of the
pulse. Each was the same except that the delay path in the static arm was
changed by 5 mm, with the mirror moving half that distance. From this I created
a conversion factor to real time. The distance between the two traces is 0.42 s.
Equating this to a travel time for light gives a conversion factor of ⇠ 2.55 x
10 11. The pulse width, using this conversion equates to 6.2 ps (fig. 4-10). The
autocorrelation also shows us that there are no wings, and the ratio of the peak
intensity and incoherent intensity autocorrelation is almost the ideal value of 8:1.
Time-Bandwidth Product
As an important aside to the above section, pulse characterisation depends heavily
on the relative phase of the frequencies that comprise the pulse. An un-chirped
pulse happens when the phase of all of the frequencies is constant at the centre
of the pulse. In this case the pulse can be represented by an envelope and single
monochromatic carrier frequency.
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Figure 4-11: Spectra output from a single 380 nm x 220 nm waveguide, when
pumped with pulses of average power as given by the legend.
A quantity, referred to as the time-bandwidth product can be calculated such
that, for a Gaussian shaped pulse,
tFWHM⌫FWHM =
2ln(1/2)
⇡
⇡ 0.44 (4.16)
where ⌫FWHM and tFWHM are the full-width-half-maxima of the spectrum
and temporal duration of the electric field. This product sets the minimum pulse
duration that a Gaussian shaped spectrum can generate. Di↵erent pulse shapes
have di↵erent time-bandwidth products, notably a sech-squared pulse has a time-
bandwidth product of 0.315. Pulses that have the lowest possible time bandwidth
product are referred to as time-bandwidth limited.
If a pulse is not time-bandwidth limited, and has a longer duration, it is
most likely due to the presence of chirp, as discussed previously. The pulses we
produced show no signs of chirp. The temporal measured duration of 6.2 ps and
the measured wavelength bandwidth of 0.15 nm yield a time-bandwidth product
of 0.5. If my assumption about the Gaussian pulse shape is correct, this puts
the pulse near the time-bandwidth limit.
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4.4.7 Results and Analysis
Results were collected using the method above, for di↵erent incident pump pow-
ers, controlled by the polarising beam splitter configuration prior to insertion
into the waveguide (fig. 4-8). The powers input into the waveguide were 150 mW
to 300 mW in steps of 50 mW. The power was further increased by removal of
the second bandpass filter. Whilst the primary increase in power was away from
the peak, matching the high attenuation region of the filter, there was also gain
within the peak. In this configuration, the total input powers considered were
300 mW, 400 mW and 600 mW. This increased the total power across the entire
spectrum, but also increased the peak power due to the non-zero attenuation in
the centre of the bandgap. It can be seen, from the output spectra (fig. 4-11),
that the majority of the pulse energy resides within the peak at 1537 nm. Pre-
vious analysis shows that the pulse is approximately Gaussian. The peak power,
under these conditions, can be approximated as
Ppk ⇡ Ep
⌧p
=
Pavg
⌧prrep
(4.17)
where Ppk is the peak power, Ep is the pulse energy, Pavg is the average power,
⌧p is the pulse duration and rrep is the repetition rate of the laser. Given these
parameters, the peak pulse energy is 18 W. This compares favourably with the
values used in the academic literature where it is the order of 20P0. The value
of P0 is calculated from the nonlinear coe cient,  , and the dispersion length,
LD, such that P0 = (LD ) 1. It is expected, from the results obtained by other
researchers in our laboratories, that the insertion loss is of the order of 10 dB.
Given this factor, the peak power inside the waveguide is only of the order of P0.
The output spectra (fig. 4-11) shows that we observe asymmetrical spectral
broadening around the pump wavelength. This is observable both with and
without the extra filter. The apparent spectral contraction of the broadening at
300 µW after inserting this filter is due to the lower spectral power density in
the peak but larger power present in the wings of the pulse. The pulse appears
broader in this case. However, the trend of an asymmetric pulse broadening is
still observed. It is unlikely that this pulse broadening is due to MI but looks
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more like solitonic behaviour or other nonlinear phenomenon. It is possible that
the nonlinear losses, namely TPA and FCA are higher than originally expected.
The pulse characteristics are also lower than proposed in the literature and so we
could be below the power threshold to observe MI. A seed pulse could be required
to help overcome this.
4.5 Subsequent Work
Following the work described above, my colleagues at the University of Bath
built upon this work to publish further experiments using a seeded system [131].
Here they use an idler at 1542 nm along with the pump signal at 1532 nm both
generated from the optical parametric amplifier, OPA. In order to compensate
for the delay in the pump signal induced by the EDFA, the idler signal is passed
through a 10 m length of HC-PCF, engineered to provide negligible dispersion at
the idler wavelength, and inherently low nonlinearity.
In this work, they use directional couplers of 380 nm width that are separated
by 900, 800 and 400 nm distances. With the large separation waveguides, the
splitting of the supermodes is negligible and hence MI develops similarly to the
case where only a single wire exists as per my original experiments. The 400 nm
separated directional coupler has a large shift in GVD due to the coupling-induced
GVD, making the zero dispersion wavelength for the symmetric supermode fall
between 1500 nm and 1600 nm. The experiments were performed similarly to
those described in the previous sub-sections, but with more optimisation of the
pulse generation. The input pulses were tuned to be 8.5 ps long, centred at 1530
nm (fig. 4-12 (a) Inset 1).
On top of observing clear wavelength conversion detuned away from the pump
wavelength (fig. 4-12 (a) Inset 2), the authors extend this to look at the conversion
e ciency as a function of the idler wavelength, and the MI gain as a function
of pump power (fig 4-12 (b) and (c) respectively). The conversion e ciency, ⌘,
is defined here as the converted idler power divided by the signal power in the
output; and the MI Gain, G, as the signal power with the pump switched on
divided by that with the pump o↵; such that:
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Figure 4-12: (a) Schematic of the experimental set up showing both the auto-
correlation of the input pulse (Inset 1) and a typical output spectrum (Inset 2)
showing pump (green), signal (blue) and idler (red) components. (b) Measured
conversion e ciency spectra of three single-channel waveguides (widths: 380, 360,
and 340 nm, respectively) with the pump at 1532 nm. The peak pump power
inside the waveguide is shown in the label. (c) MI gain versus peak pump power
inside the 380 nm wide (black,  signal = 1520 nm) and 340 nm wide (blue,  signal
= 1518 nm) wires. The peak signal power inside the wires is 0.15 W. Reprinted
from [131].
⌘ =
P outidler
P insignal
(4.18)
G =
P outsignal|pumpon
P outsignal|pumpo↵
(4.19)
For a single wire, as the waveguide width changes from 340 nm to 380 nm, the
GVD at the pump wavelength goes from being normal to being anomalous. The
wire width at 360 nm exhibits the broadest MI conversion band and, thus, the
expected absolute value of GVD is smallest in this case. In order to determine
if the converted spectrum experiences any MI gain, the dependence of the gain
parameter, G, on the pump power was measured (fig 4-12 (c)). Their assertion
from these results is that the dominant process at the signal wavelength in both
wires is the cross-phase modulation induced spectral broadening accompanied by
112
Figure 4-13: (a) Supermode excitation and collection in a directional SOI coupler.
The radiation patterns of the symmetric and asymmetric supermodes are also
shown. (b) Conversion e ciency versus idler wavelength in the couplers with
separation distances 900, 800, and 400 nm. Estimated peak pump powers inside
the waveguides are given in the label. (c) MI gain versus peak pump power of
the arrays with  pump = 1530 nm and  signal = 1518 nm.
both TPA and FCA e↵ects. Above moderate power, there is a divergence of the
gain behaviour between the two waveguide widths. The rise for the 380 nm width
coupler is associated with MI gain counterbalancing all the loss mechanisms. In
the 340 nm wire, the rise in MI gain is not observed, noting that the spectral
broadening is dominated by cross-phase modulation, not modulation instability
gain.
As was discussed in the previous section, the nonlinear absorption could be
too high to allow generation of spectral sidebands using the background noise as
a seed. For the subsequent experiments completed here, the use of a seed laser
provides ample intensity at the peak gain wavelength to observe the nonlinear
wavelength conversion e↵ects. If we look at the plot of gain as a function of peak
pump power we see that all values are negative and we see a net absorption.
These results shows that without a seed, it would not be possible to see the
wavelength conversion processes at all; concordant with the results I presented
earlier. For the 380 nm waveguide width it is possible to see that the MI gain
is beginning to overcome some of the nonlinear losses above 1 W peak power in
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the pump laser, however it is not strong enough to completely overcome them
and induce positive net gain. Only at this point would an non-seeded experiment
show any indication of modulation instability.
Excitation conditions have been carefully monitored (fig. 4-13 (a)) so as to
exclude possible instabilities associated with nonlinear cross coupling between
supermodes [132]. Conversion e ciency and MI gain for the couplers are shown
in figure 4-13 (b) and (c) respectively. For the large separations, the dependen-
cies are similar to the single waveguide cases and the presence of MI-generating
parametric gain. For the 400 nm separation, we also observe spectral narrowing
and continuous decrease of gain with pump power; unambiguous indication that
MI is not present.
4.6 Summary
Work has been presented that shows modulation instability with in silicon waveg-
uide arrays. My initial work on preparing the experimental set-up and obtaining
the first set of results with a single wire have been described. In this work, 6.2
ps pulses of 18 W peak power were input into a silicon waveguide in order to
observe modulation instability. Although non-linear e↵ects were observed, there
is no evidence of modulation instability in this configuration. The work has
been continued by colleagues at the University of Bath, including a seed pulse
generated from the parametric amplifier used in my experiments. They observe
modulation instability and its pronounced dependence on the coupling-induced
group-velocity dispersion.
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Chapter 5
Silicon Photonic Wires in the
Nonlinear Regime:
Spatiotemporal Solitons
5.1 Introduction
Like the preceding chapter of this thesis this chapter focuses on nonlinear optics
in arrays of silicon photonic wires. In particular here we discuss light bullets, or
spatiotemporal solitons. The first section discusses some background theory on
spatiotemporal solitons and spectral signatures that can be used to detect them,
namely Cˇerenkov radiation. The following sections will discuss my work towards
academic publications on spatiotemporal solitons [133,134]. Finally, I will discuss
the extension to this work completed at the University of Bath [135,136] and my
contribution to this work.
5.2 Background Theory
5.2.1 Temporal Solitons
In Chapter 1, we discussed how a balance between self-phase modulation and
dispersive pulse broadening can result in a solitary wave, or soliton, that does
not change during propagation. At the leading edge of the pulse, the refractive
index increases with time due to the increase in optical intensity. This gives a
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red-shift in the frequencies in this part of the pulse due to the retardation of the
temporal oscillation relative to the rest of the pulse. At the trailing edge of the
pulse there is a decrease in optical intensity with time. This causes a blue-shift
of components of the pulse that exist within the tail.
In the presence of anomalous dispersion the bluer frequencies of light have a
higher group velocity than the red frequencies. In the linear regime this would
cause pulse broadening. However, for high optical fields, where nonlinear e↵ects
occur, the dispersion can be counteracted by nonlinear self-phase modulation.
Temporal solitons can be analysed using the nonlinear Schro¨dinger equation,
as discussed in the preceding chapter. The NLS equation yields a well known
soliton solution [2, 22, 114] of the form
E (⇠, ⌧) =
p
2qsech
⇣p
2q⌧
⌘
eiq⇠ (5.1)
where ⌧ is a dimensionless unit of time, ⇠ is a dimensionless unit of distance
and q is the wavenumber. The usual derivation of this form can be found using
the inverse scattering transform [2,137].
5.2.2 Cˇerenkov Radiation
The soliton solutions to the NLS equation are highly stable to perturbations. This
is because the soliton modifies the dispersion characteristics of the medium so that
there are no dispersive waves with real frequencies having wavenumbers close to
the soliton ones [138]. However, when the GVD of the fibre changes significantly
over the spectral bandwidth of the pulse whereby we have appreciable higher-
order dispersion, the wavenumbers of dispersive radiation and parts of the soliton
spectrum are matched at a given frequency. The matching of wavenumbers in this
case can yield resonant radiation known as Cˇerenkov radiation or non-solitonic
radiation [2, 16, 138–144].
One clear characteristic required for this exchange is non-zero spectral am-
plitude within the soliton at this frequency [141]. The amplitude of the emitted
radiation is primarily determined by the spectral amplitude of the soliton at the
resonance frequency, !r. The spectral amplitude of an ideal soliton with central
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Figure 5-1: (top) The output of a 33.3 fs pulse at 1.5 µm after 0.6 mm propagation
in a 220 nm x 380 nm silicon waveguide. The soliton (left hand peak) is formed
and produces the Cˇerenkov radiation (right hand peak). The frequency of this
peak can be found by matching the soliton wavenumber to the linear wavenumber
(bottom). This plot shows the dispersion relations of both the soliton (marked q)
and the dispersive waves (marked D(!) in the frame of reference of the soliton.
Reprinted from [16].
frequency !s is given by:
1
e (!r !s)⇡⌧/2 + e(!r !s)⇡⌧/2
, (5.2)
where ⌧ is the soliton duration. It can be seen that as the soliton approaches
the zero-GVD wavelength the resonance frequency will get closer to the soliton
frequency and the intensity of the emitted radiation will increase exponentially
[138] as the intensity of the soliton at that frequency increases.
There are two important points here, the wavelength of the resonance and how
the intensity of the Cˇerenkov radiation can exceed the intensity of the soliton at
that wavelength. Let us consider a soliton travelling in a system with appreciable
higher-order dispersion (fig. 5-1). In this case, we are forming the soliton close
to the second zero-GVD point of the waveguide, where the GVD slope, and
hence the third-order dispersion,  3, is negative. In this case we can see that the
resonance occurs on the long wavelength edge of the soliton, in agreement with
the literature [139–141].
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To calculate the resonance condition, the ideal soliton solution is input in the
equations of motion. The resulting outcome is
q = D(!) (5.3)
where the resonance exists at frequency where the soliton dispersion relation,
q, is equal to the dispersion relation of the dispersive waves, D(!). For this
analysis, the frame of reference of the system is the moving frame of reference
of the soliton and as such q appears as a constant (all frequncies travel at the
same speed) as shown by the straight green line in figure 5-1. The dispersion of
the linear waves in this frame of reference yield the curve D(!) labelled in figure
5-1. At the central frequency of the soliton, D(!) has a point of inflection. In
the absence of higher-order dispersion, the soliton wavenumber would be higher
than that of the dispersive waves for all frequencies; due to the local modification
of the refractive index by the soliton [138]. As such, the wavenumber of the
dispersive waves in the soliton frame of reference, D(!), becomes negative - even
though they are not negative in the laboratory frame of reference. In the presence
of higher order dispersion, this is not the case, and the above equation yields a
resonance condition whereby the wavenumber of the soliton and the dispersive
waves is the same (fig. 5-1). Between the central frequency of the soliton, and
the resonant radiation freqeuncy there is a point of inflection in the dispersion
relation of the dispersive waves. This point of inflection marks the transition
from an anomalous dispersion regime (where the soliton is formed) to a normal
dispersion regime (where the radiation is emitted).
So the soliton intensity at the frequency of the resonance acts as a source for
the dispersive waves, with photons moving from one to the other. The driving
force of this transfer is not discussed in the literature. The soliton, or perhaps
more accurately pseudo-soliton due to the fact that it is constantly losing energy
to the dispersive waves [144], looks to reform itself. In losing energy it will lose
peak power and get temporally broader at the same time (reducing its band-
width). This reformation, and the Kerr non-linearity and anomalous dispersion
that drive it, means that more energy is present at the resonance wavelength;
enabling further emission into the dispersive wave. Under these conditions, there
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Figure 5-2: Cartoon depicting the Raman e↵ect. The left hand diagram shows
Rayleigh scattering, where the incident and scattered photons are the same. The
other two diagrams show Raman scattering, with the scattered photon having
both a lower (centre) and higher (right) energy than the incident photon.
will come a point whereby the rate of exchange of energy is negligible and the
soliton is temporally longer and spectrally narrower to the point where the over-
lap to the resonance condition is negligible. At this point we can think that the
energy transfer has e↵ectively stopped [139,141].
Spectral Recoil and Raman shift
The characteristics of Cˇerenkov radiation in the waveguides we are considering,
depend on two further mechanisms worth discussing.
The first is the soliton self-frequency shift, due to Raman scattering. Raman
scattering is an inelastic scattering process [145]. Usually when a photon is
scattered, the energy of the incoming and outgoing photons are the same, an
elastic scattering event. However, if the scattering process involves an excitation
to a higher vibrational, rotational or electronic energy state then the the process
is inelastic and the incoming and outgoing photons have di↵erent energies (fig:5-
2). The incident photon can thus be red-shifted or blue shifted depending on
whether it loses or gains energy from the medium through Stokes scattering or
Anti-Stokes scattering.
For pulse widths on the order of picoseconds the spectral width of the pulse
is large enough that the Raman gain can amplify the low frequency components,
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with the high frequency components acting as a pump. This process continues
along the fibre with the continuous transfer of energy to red components and a
self-frequency shift of the soliton to redder wavelengths.
Therefore, as a soliton approaches a red-shifted zero-GVD point in the pres-
ence of negative third-order dispersion, the intensity of the red-shifted Cˇerenkov
radiation is expected to increase [138,141].
This growth of radiation should saturate due to spectral recoil. The conserva-
tion of momentum yields the concept that the spectral centre of mass is invariant
to propagation [141]. Any radiation to longer wavelengths results in a spectral
recoil of the soliton away from the radiation and back into the anomalous dis-
persion regime (in this case blue-shifting it) [139, 140]. This recoil can be seen
in figure 5-1. If we are not seeing a red-shift due to the presence of the Raman
nonlinearity, the change of energy to long wavelengths must be directly being
emitted into the dispersive waves, rather than shifting the soliton.
In the absence of a Raman response, the soliton will continue to emit radiation
and experiencing the subsequent spectral recoil until the soliton stabilises itself
through dispersive wave losses. At this point the radiated energy and associated
spectral recoil are negligible [141]. This point, also sets an lower limit on the
distance from the zero-GVD that a soliton can be launched without experiencing
these dispersive losses.
Relation to Particle Physics
Cˇerenkov radiation is emitted when a charged particle travels faster than the
phase velocity of light. It is commonly seen as a blue glow surrounding water-
cooled nuclear reactors. Charged particles from the reactor, usually electrons,
enter the water whereby they are travelling faster than the speed light would
normally travel in water. The charged particles polarise the atoms of the insu-
lating material, which emit photons to return to their ground state. One can say
that the Cˇerenkov e↵ect takes place if the wavenumber of the wave created by
the particle becomes smaller than the wavenumber of the dispersive wave for the
same frequency. The wavenumber matching condition is satisfied and radiation
is emitted under some angle to the direction of the particle motion [138]. The
dispersive radiation described above can be shown to be exactly the same as the
Cˇerenkov radiation of particle physics [16,141,146]. A waveguide can be consid-
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ered here as a one-dimensional system and the angle is in the space-time plane.
This angle determines the frequency of the dispersive wave relative to the soliton
frequency [138].
5.2.3 Solitons in Waveguide arrays
Up to now, the consideration of solitons has been exclusively in the temporal
domain. Within an array of silicon photonic waveguides, such solitons are known
as solitonic supermodes, whereby the soliton has a spatial profile coinciding with
one of the linear supermodes of the array (fig. 5-3a). Solitonic supermodes
have previously been reported in the literature [89,142,147]. Given an excitation
regime, whereby a number of supermodes were excited, at a given power, the
relative dispersion relations of each supermode will determine which modes can
support solitons at that given input power. This would depend on whether the
soliton threshold, the peak power required to generate a soliton [2,16], was reached
for that supermode:
P0 =
| 2|
T 20  
(5.4)
where T0 is the pulse duration,   is the nonlinear parameter given by   =
n2!0/Seffc and  2 is the dispersion parameter for that particular supermode.
Obviously given this equation, the required power to form a soliton is inversely
proportional to the product of the duration of the soliton and the nonlinear
parameter. It can be seen that in general, a soliton can always be formed for
nominally weark nonlinearity and/or low power as long as the above equation
holds. In such cases they will be temporally broad (large T0) and may be fragile
in practice [148] and will exist as supermodal solitons.
This is not the only soliton formation that we can expect within the afore-
mentioned arrays. Self-trapping of an optical beam in a continuous medium can
form a spatial soliton [149]. The normal behaviour of di↵raction is counteracted
by self focusing; a convergence of the beam due to the nonlinear refractive in-
dex increase. This self focusing can be thought of as the spatial analogy to
self-phase modulation in the time domain. This behaviour is also observed in
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discrete spatial media, such as the silicon photonic wire arrays described here.
In this case the suppression of inter-waveguide coupling yields a discrete spatial
soliton [150, 151]. One advantage to considering discrete media over continuous
ones is the reduction in the power requirements for spatial soliton formation [16].
Arrays of silicon photonic wires are a prime candidate for studying spatiotem-
poral solitons due to their relatively high nonlinearity, which helps to reduce the
required pump power, combined with the tunability of both the dispersion length
and the coupling length, our discrete di↵raction length. The balancing of these
lengths is crucial for observation of spatiotemporal solitons [89].
Increasing the power above that required for soliton formation, to a given
threshold, breaks the symmetry of the solitonic supermodes so that the stable so-
lution no longer reflects the spatial symmetry of the linear system [147,152]. This
yields a low-power range whereby supermodal solitons are expected to dominate,
and a high-power range whereby it is expected that spatiotemporal solitons will
dominate the propagation physics.
Cˇerenkov radiation as a signature of solitons in waveguide arrays
We have seen above, that Cˇerenkov radiation can be emitted from a soliton
given higher-order dispersion. This is also true for spatiotemporal solitons and
supermodal solitons. In general, a N-wire system will exhibit N separate resonant
frequencies. The presence of these frequencies is controlled by the symmetry of
the array. Using the same analysis as above, the e↵ect of substituting a perturbed
ideal soliton solution into the NLS equation we obtain a similar output
q ~En = D(!) ~En + C(!)( ~En 1 + ~En+1. (5.5)
Here ~En is the amplitude of the electric field in wire n, D(!) relates to disper-
sion and C(!) the coupling coe cient of the system that describes the discrete
di↵raction present. When solved, this eigenvalue problem yields the eigenvectors
describing the modes of the system (fig. 5-3a). Combining the eigenvector equa-
tions with the resonance condition yields the equation defining the N wavelength
radiation peaks of the system [16]:
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(a) (b)
Figure 5-3: (a) Normalised eigenvectors shown for (top to bottom) 3, 4, 5 and
7 channels. Each eigenvector corresponds to an amplitude projection in each
waveguide across the array. (b) Power spectra summed over all three waveg-
uides after 2.4 mm propagation distance for a 3-channel array of 220 nm x 380
nm waveguides. Both the symmetric and asymmetric excitation conditions are
shown. Clearly the presence of the radiation peak in the antisymmetric mode is
suppressed for the centrally excited spatiotemporal soliton. Reprinted from [16].
q = D(!) + 2C(!)cos
✓
j⇡
N + 1
◆
. (5.6)
Both supermodal and spatiotemporal solitons will emit Cˇerenkov radiation.
In the case of supermodal solitons, the radiation will be emitted into the specific
supermode that the soliton is propagating in (as no other supermodes have a
non-zero projection onto that mode). A soliton that is propagating as a spa-
tiotemporal soliton will emit radiation into multiple di↵erent dispersive waves as
it will have non-zero projection on more than one supermode. These radiation
into these modes will happen at di↵erent resonant frequencies depending on the
dispersion relations of the specific supermodes.
Soliton Excitation
Excitation of individual solitons is non-trivial. In the case whereby we are in the
spatiotemporal soliton power regime then there are two distinct types of soliton:
edge solitons and central solitons.
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Consider the simplest case of a three-channel array. If a spatiotemporal soliton
forms in the central waveguide, it must be made up of a superposition of the two
symmetric supermodes (fig. 5-3a). Therefore, it can only project radiation into
these modes (fig. 5-3b). If the soliton forms in either of the edge waveguides,
then the spatial profile can only be made from a superposition of all of the
supermodes. In this case, the resonance condition can be Cˇerenkov satisfied by
all of the supermodes and thus we can observe three radiation peaks in the output
spectrum (fig. 5-3b).
Perfectly symmetric or antisymmetric excitation conditions could lead to one
of these scenarios. Another possibility is to extend one of the waveguides at the
input end, coupling light into this will mean that as the array starts you have a
very defined supermode contirbution. This does however pose a problem in that
nonlinear interactions will happen during this propagation in the extended single
channel. One way around this would be to weaken the nonlinear interaction by
changing the intensity in the coupled mode. This could be done by tapering an
extended input waveguide (so that it started much bigger than the waveguides
comprising the array) [153], or by cladding it in a higher index dielectric so that
the mode was less confined to the silicon [94, 122].
When we consider supermodal solitons we have a more complex excitation
requirement. Whilst the energy of a spatiotemporal soliton is confined primarily
to a single photonic wire within the array, supermodal solitons have a more
spatailly dipsersed energy profile. In the same way that I discussed using tapered
input waveguides to couple light selecitvely into individual waveguides for exciting
spatiotemporal solitons, a similar method could be employed for supermodal
solitons. However, coupling in adjacent input tapers would need to be considered.
Also, generation of a phase change across the waveguides (in the case of higher-
order spatial wavevectors) would need to be addressed. Potential avenues for
exploration would be the use of phase mask [154] or inducing the phase change
using waveguides of di↵erent path lengths, by creating curved input waveguides
for example.
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Figure 5-4: (a) Measured group indices of a 3-channel array of SOI waveguides
(dots). The numerically calculated values for each supermode are represented by
the dotted, dashed and solid curves. The grey area indicates where the second
region of normal dispersion. Directly below this measurement is the input spectra
for the nonlinear measurements. Transmission spectra of OPA pulses through a
3-channel waveguide array with central (b) and edge (c) excitation conditions. A
10 dB o↵set has been applied between adjacent measurements for clarity.
5.3 Spatiotemporal Soliton Experiments
In the preliminary sections of this chapter, we discuss that control of both the
dispersion, coupling and nonlinear lengths was important for generating the right
conditions to observe spatiotemporal solitons. Our experiments use a three-
channel array containing waveguides of 220 nm x 380 nm in cross section that
have a wall-to-wall separation of 600 nm. Three channels were chosen as this
is the simplest geometry that can display both a central and edge bullet, a ge-
ometry that gives us an ability to control the generation of the radiation from
the antisymmetric mode. These experiments were conducted alongside Dr. Wei
Ding of the University of Bath. The work on measurement of the dispersion is
my own, but the non-linear measurements were started by myself and built upon
by Wei Ding. The specific results were taken by Wei Ding but the experimental
set-up was developed together.
Using the methods discussed in Chapter 3, I measured the dispersion using
a white light interferometer (fig. 5-4). I also performed numerical FEM simula-
tions for comparison. Using this data the dispersion length of a 150 fs pulse as
approximately 0.6 mm and the coupling length as approximately 0.6 mm. The
nonlinear length, given a peak power of 10 W, is 0.5 mm.
Experimental probing of these conditions was done by using an input pulse
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directly from an optical parametric amplifier (OPA). This amplifier is a Coherent
9850, as described in the previous section, and is pumped by an ultra-fast laser
system from Coherent. The output pulses from the OPA are measured as 150 fs,
using a two-photon absorption based autocorrelator, centred at 1540 nm. The
pump pulses were input into the waveguide array using a 60⇥ aspheric objective
lens (numerical aperture of 0.65). This yielded a calculated spot size of 1.45
µm. Whilst this spot-size is not small enough to illuminate a single waveguide,
it is small enough to be manoeuvred across the face of the array to control the
symmetry of the excitation. This was achieved by moving the waveguide array
in the focal plane using a micro-positioning stage. Collection optics were another
set of aspheric coupling lenses to collimate the output from the waveguide array
and then couple into a single-mode optical fibre. This optical fibre was connected
to an optical spectrum analyser.
Output spectra were recorded for average input powers of 0.08 µW, 6.2 µW, 37
µW, 74 µW and 123 µW. The power was controlled by rotatable polarising beam-
splitter-cubes in the input optical beam, as has been described in the previous
chapters of this thesis. The powers recorded equate to peak input powers inside
the waveguides of up to 16.4 W, given an approximate -23 dB coupling insertion
loss.
Under these conditions we observe clear generation of new wavelengths at
1720 nm when the excitation is assymetric and the majority of the input is
concentrated into the edge waveguide. If this were the case, then the radiation
could be attributed to the antisymmetric mode; which is only present in this
coupling regime. If the pump beam is aligned with the geometrical centre of
symmetry it has a zero projection onto this mode.
Let us consider the dispersion relations of all the excited modes, in the frame
of reference of the soliton, at the pump frequency of 1540 nm (fig. 5-5). It can
clearly be seen that the soliton dispersion relation (black line) intersects with
dispersion relation of a dispersive wave in the antisymmetric mode (solid blue
line). This occurs 176 nm from the pump, at a wavelength of 1716 nm. This is
consistent with the data from the experiment shown in figure 5-4.
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Figure 5-5: Graph showing both solitonic (black line) and linear wavenumbers
(blue lines) for a three channel array. The soliton is shown with a nominal zero q
value for clarity, at a pump wavelength of 1540 nm. A single resonance condition
can be observed, 176 nm away from the pump wavelength (at a wavelength of
1716 nm). This radiation is in the antisymmetric supermode of the array.
5.4 Subsequent Work
Subsequent to the work presented above, my colleagues at the university of
Bath furthered the numerical study of spatiotemporal solitons in silicon photonic
wires [135, 136]. These works involved refining the experimental measurements
further using narrower pulses, with a duration of 120 fs, and generating a more
comprehensive set of results (fig. 5-6). Experimentally the main contribution
came from Dr. Wei Ding. However, the biggest di↵erence was the complex nu-
merical modelling undertaken to understand the experimental results. This was
completed by Dr. A. Gorbach and O. K. Staines.
5.4.1 Modelling Spatiotemporal Solitons
Numerically solving linear Maxwell’s equations shows that adjacent wires are cou-
pled through their evanescent tails. Nonlinear propagation can be approximated
through a set of coupled nonlinear Schro¨dinger equations:
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Figure 5-6: Experimentally measured transmission spectra of 120 fs pulses for
the edge (left) and centre (right) excitations as a function of increasing power.
The edge of the image denotes the edge of the detection bandwidth provided by
the optical spectrum analyser. A spectral component can clearly be seen at the
long wavelength side of the pulse for an edge excitation that is not present when
the waveguide array is excited symmetrically. This is highlighted by the white
arrow. Below the experimental measurements are the corresponding numerical
calculations (c,d) with the spectral region of the excitation dependent spectra
observed experimentally highlighted by a white arrow. Reprinted from [135].
@zEn = iDˆ (i@t)En+iCˆ (i@t) (En 1 + En+1)+i  (1 + i✏tpa) |En|2En (✏+  fccQn)En
(5.7)
where n is the wire number and En is the amplitude of the electric field in wire
n,   is the nonlinear coe cient, ✏tpa is the two-photon absorption coe cient, ✏ is
the linear loss. Qn is the free carrier density and  fcc is the free carrier scattering
coe cient. Dˆ(i@t) and Cˆ(i@t) are the polynomial operators for dispersion and
coupling respectively [135].
In the absence of the nonlinearity, the resulting dispersive wave equation is
usually solved in the frequency domain. The nonlinear terms, a form of nonlin-
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Figure 5-7: (a-c) Temporal and (d-f) spectral evolution of the S1 (a,d), S2 (b,e)
and S3 (c,f) supermodes along the array under edge excitation with average power
of 70 muW. The soliton and linear radiation are plotted on a di↵erent intensity
scale to enable both to be seen simultaneously. In the spectral plots, R1, R2 and
R3
ear phase equation, are more readily solved in the time domain. Therefore the
solution is to employ a split-step Fourier technique [2, 16].
In this work A. Gorbach et al numerically model the NLS equation using two
types of initial condition. Firstly, where the input pulse is coupled into an edge
wire, exciting a superposition of all three supermodes; and secondly when the
pulse is coupled into the central wire so that a superposition of the symmetric
supermodes only is excited. The modelling suggests that during the propagation
through the array, the S3 supermode (which is symmetric but with the edge
waveguides out of phase with the centre one) has the highest threshold. During
propagation it becomes distorted (fig. 5-7). The other modes are more stable over
the 3 mm length of the waveguides. All three supermodes emit resonant radiation
at a certain stage of their evolution. This radiation propagates at di↵erent group
velocities and therefore separates from the soliton in the time domain. In the
spectral domain (fig. 5-7), it forms peaks that break the symmetric spectral
broadening of self-phase modulation. If only the central wire is pumped, the S2
mode is not excited, while the evolution of the other modes is broadly similar
to the edge excitation shown. Both inter-mode and intra-mode radiation can be
observed. Inter-mode radiation is allowed between the S1 and S3 supermodes due
to symmetry.
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In order to compare the numerical and modelling results, the numerical output
in one of the edge wires is monitored. Unlike the central wire, this carries a
component of all the excited supermodes. The resulting spectrum vs. power
can be seen in figure 5-6. There is very good qualitative agreement with the
experimental measurements. The radiation in the spectral region around 1720
nm is directly associated with the intra-mode resonance of the quasi-soliton in
the S2 supermode. There is a slight shift towards shorter wavelengths due to
the approximation of the dispersion model of bulk silicon used in the numerical
modelling.
Distinguishing Spatiotemporal and Supermodal solitons
As discussed by A. Gorbach [135] it is expected that supermodal solitons will
dominate nonlinear propagation characteristics below the point whereby sym-
metry breaking occurs. However, in experimental context this means that using
Cˇerenkov radiation will not be su cient to discern between the two regimes. Both
solitonic supermodes and spatiotemporal solitons will both generate Cˇerenkov
radiation at the same resonances. Consider pulse injection that is completely
symmetric through the waveguides (injected into the centre waveguide). This
will have non-zero projection onto the antisymmetric supermode. Regardless of
power, once either two supermodal solitons or a spatiotemporal soliton have been
formed, both will emit Cˇerenkov radiation into dispersive waves travelling into
the other two modes. The same analysis is true for edge excitations, where all
the dispersive radiation will exist in all three modes.
It has been reported [16] that spatiotemporal solitons contain much more
energy, and require higher peak power to form compared to their supermodal
counterparts. In his thesis, such a ratio was of the order of 3.5, for a given
pumping regime. This suggests that it is potential possible to form higher-order
supermodal solitons before spatiotemporal solitons can form. Cross correlation
measurements of the input and output pulses in this regime may help discern
whether we are inside this higher-order soliton regime. These same temporal
measurements could discern the relative delays of each component of the signal,
potentially enabling some further analysis in the temporal domain.
The other, and more striking option is to look at the spatial signature of
the propagation. The amplitude of the Cˇerenkov radiation produced is much
130
smaller than the amplitude of the soliton, and as such a large proportion of the
intensity of the output light would be in the spatial profile of the soliton. In the
supermodal soliton regime,this would be in the superposition of the excited su-
permodes, whereas in the spatiotemporal soliton regime, the output light would
be located in a single waveguide only when it was created (due to the superposi-
tion of the supermodes). However, after some distance of propagation, the modes
would not be in phase and the amplitude of the observed intensity pattern would
be a superposition of all of the supermodes dependent on their relative phase
shifts. Characterisation of this type could be done by collecting a magnified im-
age of the output faces of the waveguides. Given the small geometry bulk optics
may not be suitable and perhaps some form of scanning near-field measurement,
for example rastering a tapered fibre tip across the end face of the array, may
provide more resolution.
Therefore, Cˇerenkov radiation is a good signature for the presence of solitons,
but cannot be used as the sole characteristic to determine which soliton regime
you are in. Other measurement techniques will also be needed.
5.5 Summary
In summary, I have shown preliminary experimental measurements that show
pronounced generation of new wavelengths when a 3-channel array is pumped
by 150 fs pulses centred at 1550 nm. These wavelengths are only generated
during asymmetric input coupling and are shown to be at the same frequency of
resonant radiation, or Cˇerenkov radiation, in the asymmetric waveguide mode.
Further work completed at the University of Bath corroborates these results
by comparing more detailed experimental results with numerical calculations of
nonlinear propagation. Whilst this work shows that the peaks are undoubtedly
Cˇerenkov radiation emitted from propagating solitons, no distinction is made
between supermodal and spatiotemporal solitonic behaviour.
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Chapter 6
Conclusions and Future Work
In this thesis I have explored linear and nonlinear optics across two di↵erent
forms of optical waveguides. Linear and nonlinear experimentation has been
undertaken, the results of which have been confirmed by numerical modelling by
both myself and other members of the University of Bath.
In chapter 2, I reported on modelling done that shows that dual-core hollow-
core photonic crystal fibre can support a decoupling of the core modes of adjacent
cores. This work extends published literature concerning all-solid fibre to consider
fibres of an air-silica matrix. With this new geometry, a decoupling point has
been found numerically. This point shows an increase in the coupling length of
over two orders of magnitude, similar in value to the academic literature. This is
the first work to attempt to understand decoupling in a fibre comprising a silica-
air matrix as its cladding. Future work, to experimentally observe the decoupling
has been suggested to further explore this phenomenon.
In chapter 3, I discussed linear optics in silicon photonic waveguides. The dis-
persive properties of arrays of waveguides were investigated experimentally and
numerically. The experimental results showed observation of coupling-induced
dispersion of similar order to the group-velocity dispersion of a single waveg-
uide. This confirmed predictions made by Christopher Benton of the University
of Bath in previously published work. In this chapter I also numerically and
experimentally observed the transition from a waveguide-guidance regime to a
slot-guidance regime, and discussed the accompanying modal anti-crossing that
was present during this transition.
In chapter 4, I presented preliminary work pertaining to modulation instabil-
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ity within silicon waveguide arrays. The experimental set-up and initial results,
whereby only a single photonic wire is concerned, have been described. In this
work, 6.2 ps pulses of 18 W peak power were input into a silicon waveguide in or-
der to observe modulation instability. Although non-linear e↵ects were observed,
there is not significant evidence of modulation instability in this configuration.
The chapter concludes with a description of the continuation of this work by col-
leagues at the University of Bath, primarily by Dr. Wei Ding. In this work, we
observe modulation instability and its pronounced dependence on the coupling-
induced group-velocity dispersion, using a seeded, non-degenerate configuration.
Again, in chapter 5, I present my preliminary experimental measurements
that show pronounced non-linear wavelength generation when a 3-channel array
is pumped by 150 fs pulses centred at 1550 nm. These wavelengths are only gener-
ated during asymmetric input coupling and are shown to be at the same frequency
of resonant radiation, or Cˇerenkov radiation, in the asymmetric waveguide mode.
Subsequent progression of these initial results by Dr. Wei Ding and Dr. Andrey
Gorbach have also presented. The initial results were corroborated by compar-
ing more detailed experimental results with numerical calculations of nonlinear
propagation. This work shows that the peaks are undoubtedly Cˇerenkov radi-
ation emitted from propagating solitons, but it remains di cult to distinguish
whether the observed phenomena originate from supermodal- or spatiotemporal-
solitonic behaviour.
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