Abstract. We study the restriction of a log canonical algebra of general type to a codimension one log canonical centre.
Introduction
In an inductive study of log canonical algebras, it is important to understand their restrictions to log canonical centers. Let X be a nonsingular complex variety, let Y ⊂ X be a nonsingular divisor and let π : X → S be a projective morphism Siu's [13] invariance of plurigenera of varieties of general type can be restated as follows: if S is a smooth curve and Y is a smooth π-fiber of general type, the restricted algebra R X/S (K + Y )| Y coincides with R Y /S (K Y ). Kawamata [6, 7] and Nakayama [8, 9] obtained singular versions of this result, and extended it in a different direction: if K + Y is π-big and its relative Iitaka map maps Y birationally onto its image, the restricted algebra R X/S (K + Y )| Y coincides with R Y /S (K Y ) in degrees i ≥ 2.
A characterization of the restricted algebra was also expected in the logarithmic case (see Nakayama [8] ), but a new point of view was necessary, since it was known that the inclusion in (1) may be strict in all degrees in the logarithmic case. The new idea, due to Hacon and M c Kernan, is that the restricted algebra is equivalent with the log canonical algebra of a log structure defined not on Y , but on a birational In this paper we describe the restricted algebra in the logarithmic case. The reader may first consult Lemma 2.4 for a conditional proof, modulo the log Minimal Model Program in the same dimension. Our main result is as follows (we work over an algebraically closed field of characteristic zero). 
The following properties hold:
(1) The inclusion is an equality if n ≥ 2 and {nB} ≤ B, or if n = 1 and π(Y ) = π(X). (2) Assume that B has rational coefficients and the log canonical divisor K Y + Θ has a Zariski decomposition relative to S. Then Θ has rational coefficients and
is relatively mobile at Y and choose a birational modification µ : X ′ → X such that the mobile part M i of µ * (iK + iB) is relatively free, and the proper transform
is necessary for the restricted algebra R X/S (K + B)| Y to have a presentation as a log canonical algebra on Y . A similar result holds when (Y, B Y ) has only Kawamata log terminal singularities (Theorem 4.1), but one has to pass to a birational model of Y so that Θ takes into account all valuations of Y whose log discrepancy with respect to (Y, B Y ) is less than one (see Section 2) .
The proof of (1) is based on Siu's method, with modifications by Kawamata and Nakayama. The original idea of Siu was to view nK Y as K Y +(n−1)K Y and to pass by induction a property from (n−1)K Y to nK Y . This idea still works in the logarithmic case, provided we replace the given boundary by a canonical sequence of boundaries, satisfying certain arithmetic properties (see Lemmas 1.1 and 1.5). The real coefficients of the boundary pose no problem, since Kawamata-Viehweg vanishing is known to hold in the real case. Also, by Diophantine approximation, there are infinitely many positive integers n satisfying {nB} ≤ B.
The proof of (2) is based on an arithmetic property of the restricted algebra (Proposition 3.2), generalizing Shokurov's asymptotic saturation [11] , and on a criterion for a real nef divisor to be rational and semiample [2] . The existence of a Zariski decomposition for the big log canonical divisor KỸ + Θ is a consequence of the log Minimal Model Program (with real boundaries) in the dimension ofỸ (see Lemma 1.6).
Finally, we note that we make heavy use of Shokurov's b-divisors, a terminology for working with divisors without specifing their ambient space, instead of the more traditional multiplier ideal sheaves. The interested reader may translate the proof of Theorem 0.1 in the terminology of multiplier ideal sheaves, but we believe that Siu's original idea is best expressed in terms of b-divisors (cf. Lemma 1.5).
Acknowledgments . I would like to thank Professors Yujiro Kawamata, James M c Kernan and Noboru Nakayama for useful discussions.
Preliminary
1-A. Boundary arithmetic.
The following properties hold:
Proof. Properties (1) and (2) are easy to see. Property (3) is clear if b = 0 or 1, so let b ∈ (0, 1). The claim is then equivalent to
Lemma 1.2. Let n be a positive integer and let b, e ∈ R ≥0 such that e − bn ∈ Z. Then ⌈−b + e n ⌉ ≤ e.
Proof. Let e − bn = p ∈ Z. For p ≥ 0, we have
Proof. Since a + 1 + c ≤ (a + 1)(1 + γ −1 ) and ⌈a
This is equivalent to the conclusion, by a straightforward computation.
1-B. B-divisors, log pairs, log varieties. We refer the reader to [2] for standard definitions on Shokurov's b-divisors, log pairs and log varieties. Just to fix the notation, recall that a log pair (X, B) is a normal complex variety X endowed with an R-divisor B such that K + B is R-Cartier. A log variety is a log pair whose boundary B is effective. The discrepancy R-b-divisor of a log pair (X, B) is
where K is the canonical b-divisor of X and K + B is the Cartier closure of the log canonical class. If (X, B) has log canonical singularities, let R be the reduced b-divisor of all prime b-divisors of X which have zero log discrepancy with respect to (X, B). Define A(X, B) * = A(X, B) + R, so that ⌈A(X, B) * ⌉ ≥ 0. Let π : X → S be a proper morphism from a normal variety X and let D be an R-Cartier R-divisor on X. We denote by M(D) the mobile
Note that Fix(D), the trace of Fix(D) on X, is the fixed part of D relative to S in the usual sense. Locally over S,
Lemma 1.4 (Terminal resolution). Let (X, B) be a log pair with Kawamata log terminal singularities. Then the set of prime b-divisors E of X, having log discrepancy a(E; X, B) at most one, is finite.
Proof. We may assume that X is smooth and Supp(B) has simple normal crossings. Consider the set of pairs of distinct prime divisors on X
If S is empty, it is easy to see that a(E; X, B) > 1 for every prime b-divisor E which is exceptional over X. If S is nonempty, define
Since (X, B) has Kawamata log terminal singularities, we have a > 0 and a(E 1 ; X, B) + a(E 2 ; X, B) ≥ 2a for (E 1 , E 2 ) ∈ S. Let X 1 → X be the composition of the blow-ups of X in E 1 ∩ E 2 , after all (E 1 , E 2 ) ∈ S, and let µ * 1 (K + B) = K X 1 + B X 1 . Then X 1 is smooth and Supp(B X 1 ) has simple normal crossings. Consider the set of distinct prime divisors on X 1
If S 1 is empty, we are done. Otherwise,
and we repeat the process: let X 2 → X 1 be the composition of the blow-ups of X 1 in E 1 ∩ E 2 , after all (E 1 , E 2 ) ∈ S, and so on. After n blowups, either S n is empty, or
Therefore there exists n ≤ ⌈a −1 ⌉ such that S n = ∅, that is (X n , B Xn ) has terminal singularities in codimension at least two. Let n be a positive integer such that π * O X (nK + nB) = 0. Then the following properties hold:
The sheaf on the right hand side is independent of i sufficiently large and divisible.
(2) Equality holds in (1) if i = n, or if {nB} ≤ B and i ∈ nN.
Proof. (1) This follows from the case i = n of (2), since
(2a) We show equality holds for i = n. For the direct inclusion, let
Since ⌈A(X, B)
We now consider the opposite inclusion. By Hironaka, there exists a proper birational morphism µ :
We have
Since (X, B) has log canonical singularities and B is effective, the divisor ⌈−B Y + R⌉ is effective and µ-exceptional. Since F n is effective, we obtain
On the other hand, F n − nB X ′ = nK X ′ − M n is an integral divisor. By Lemma 1.2, we obtain
where the sum runs after the prime divisors in X ′ where B X ′ is negative. Combining the above inequalities, we obtain
The Cartier divisor G n is effective and µ-exceptional, since B is effective. In particular,
Therefore we obtain inclusions
(2b) Assume now that {nB} ≤ B and i ∈ nN. We have inclusions
where the first inclusion holds by D i (K + B) ≤ K + B, and the third by Lemma 1.1. By (2a), all inclusions are equalities.
1-C. Zariski decomposition. We refer the reader to Nakayama [9] for an excellent introduction to the Zariski decomposition problem. There have been proposed several higher dimensional versions of the 2-dimensional Zariski decomposition. They all coincide for big divisors. Consider a proper surjective morphism π : X → S and a π-big Rdivisor D on X. We say that D has a Zariski decomposition, relative to S, if there exists a birational contraction µ :
Lemma 1.6. Let (X, B) be a log variety with log canonical singularities and let π : X → S be a proper surjective morphism such that K + B is π-big.
Assume the log Minimal Model Program (with real boundaries) is valid in dimension dim(X).
Then K + B has a Zariski decomposition, and P is the pullback to a suitable model of the log canonical class of the log minimal model of (X, B).
Proof. If log Minimal Model Program holds for (X/S, B)
, we obtain a birational map to a log minimal model over S
If we consider the normalization of the graph of Φ, this means that we have a Hironaka hut
with the following properties:
is a log variety with log canonical singularities and
′ is relatively nef and big;
Remark 1.7 (Real logMMP). The largest category in which logMMP is expected to work is that of relative log varieties (X/S, B) with log canonical singularities. The Cone and Contraction Theorems are known ( [1] ). The existence of extremal flips is numerical, hence it follows from the existence of flips with rational boundary. The termination of log flips is known in dimension 3 (Shokurov [10] ) and is open in dimension at least 4 (see Shokurov [12] for more on termination).
The boundary of the induced log canonical algebra
Let (X, B) be a log pair with log canonical singularities and let π : X → S be a proper morphism. Assume that Y is a normal prime divisor in X with mult Y (B) = 1, and there exists a positive integer l such that lK + lB is π-mobile at Y .
By codimension one adjunction, there exists a canonically defined log pair structure (Y, B Y ) on Y such that
For every i ∈ lN, let Fix(iK + iB) be the fixed R-b-divisor of iK + iB relative to S. By assumption, Fix(iK + iB) is b-R-Cartier and it has multiplicity zero at Y . Therefore its restriction Proof. Property (i) is clear. For (ii), we have
where F is effective and µ-exceptional. In particular, 
Equality holds if
is a log variety with canonical singularities in codimension at least two.
Proof. The inclusions are clear, since
For the second claim, there exists a ν-exceptional R-divisor E such that
does not have canonical singularities in codimension at least two. Contradiction! Therefore E is effective and ν-exceptional, which implies the claim. (1) For every n ≥ 1, we have natural inclusions
has zero multiplicity at each component of Θ Y ′ .
Proof. By Lemma 2.2, we may assume that Y ′ = Y . Let i ∈ lN, so that iK + iB is relatively mobile at Y . By Hironaka, there exists a resolution µ i : X i → X with the following properties:
(i) Let µ * (iK + iB) = M i + F i is the mobile-fixed decomposition relative to S. Then M i is relatively free.
(1) Fix n and choose i ∈ lnN. We have
Therefore the restriction to Y i of the right hand side is included in
In turn, this sheaf is included in
. We claim that iK Y + iB i is relatively mobile at the components ofB i .
Indeed, let B i = max(B X i − 
Dividing by i and taking the limit, we obtain the claim. 
If the (real) log Minimal Model Program holds in dimension dim(X), there exists a birational contraction ν :Ỹ → Y such that
for every n ≥ 2 such that {nB} ≤ B. Moreover, Θ is rational if B is rational.
Proof. If the real logMMP holds, (X, B) has a log minimal model
If we consider a resolution of the graph of Φ, this means that we have a Hironaka hutX
′ is relatively nef and big and the R-Cartier divisor
. Then µ * (K+B) = P +F is a Zariski decomposition:
) is relatively nef and big; (ii) RX /S (P ) = R X/S (K + B).
We may assume thatỸ , the proper transform of Y onX, is normal. Since lK + lB is relatively mobile at Y , we have multỸ (F ) = 0. We have P |Ỹ = KỸ + BỸ − F |Ỹ . By definition, ΘỸ = max(BỸ −F |Ỹ , 0). In particular, P |Ỹ ≤ KỸ +ΘỸ . We claim that this is a Zariski decomposition:
(iii) P |Ỹ ≤ KỸ + ΘỸ is relatively nef and big; (iv) RỸ /S (P |Ỹ ) = RỸ /S (KỸ + ΘỸ ). Indeed, by assumption Y is mapped birationally by Φ to a prime divisor We have
Y ′ is effective, the negative part of BỸ −F |Ỹ is ν ′ -exceptional. Therefore P |Ỹ ≤ KỸ +ΘỸ . is a Zariski decomposition.
Let n ≥ 2 be an integer and let i ∈ nlN. We have a commutative diagram
The horizontal arrows are inclusions. For i sufficiently large and divisible, the right hand side vertical arrow becomes
which is surjective by Kawamata-Viehweg vanishing. Assume moreover that {nB} ≤ B. Then the top horizontal arrow is an equality, by Lemma 1.5. Therefore the bottom horizontal arrow is an equality and the left hand side vertical arrow is surjective. Finally, assume that B is rational. Then B ′ is rational, hence F is rational. Therefore Θ is rational. Let H be a π-very ample divisor with mult Y (H) = 0 and let A = dim(X)·H. There exists a positive integer l such that l(K+B) ∼ A+C, where C is an effective R-divisor with mult Y (C) = 0. For n ≥ 1, define
Note that (X, B n ) satisfies the same properties as (X, B).
Lemma 3.1. The following properties hold:
(
Proof.
(1) This follows from Lemma 1.1.
(2) The inequality Θ n ≤ B n,Y holds by construction. We have
Since B n − B is effective and A is π-free, we obtain
which is equivalent to
Restricting these R-Cartier R-b-divisors to Y and taking the trace on Y we obtain
Taking the effective part and the limit with respect to i, we obtain Θ ≤ Θ n . 
The restriction of this
whose mobile b-divisor is at most the mobile b-divisor of
By the definition of Θ n and the convexity of the sequence of fixed parts, we have
Therefore the restriction to Y of the mobile b-divisor of i(K +B n + 1 n A) is at most the mobile b-divisor of i(K Y + Θ n ). We obtain the claim by dividing by i.
Proof of Theorem (0.1)(1).
Step 1. For every n ≥ 0, there exists i n ∈ lN such that for every i ∈ i n N the following inclusion holds
For n = 0, set i 0 = l. Since A is free, we have D i (A) = A for every i. Therefore the inclusion is an equality.
Let now n ≥ 1 and assume the inclusion holds for n − 1, with corresponding index i n−1 . Let i n be the smallest positive integer j satisfying the following properties: 
Indeed, the first inclusion is clear, the second holds by Lemma 3.1. (1), and the third follows from the inequality ⌈A(X, Y + R) * ⌉ ≥ 0. By Kawamata-Viehweg vanishing, the restriction to Y of the first sheaf is
Combining this with Step 1 for n − 1, we obtain
In particular, we obtain inclusions
Let U ⊂ Y be an open set and let a be a nonzero rational function on Y such that
We can write (a)
− are effective b-divisors of U with no common components. From the inclusions above, we have ⌈Θ⌉ + E + − E − ≥ 0. Therefore E − ≤ ⌈Θ⌉. But E − has zero multiplicity at the components of Θ, by (iii). Therefore E − = 0, that is
This shows that
which is the desired inclusion for n.
Step 2. For n ≥ 1 and i ∈ i n N we have
To see this, note first the inclusions
The argument is the same as in Step 1, except that for the last inclusion we use ⌈A(X, B n ) * ⌉ ≥ 0. By Kawamata-Viehweg vanishing, the restriction to Y of the first sheaf is π
Combining this with Step 1, we obtain
, Lemma 3.9), this is equivalent to the claim.
Step 3. For n ≥ 1 and i ∈ i n N we have
Indeed, l(K + B n ) ∼ A + C n . Since l ≥ 1 and A is π-free, we obtain
We obtain the claim by restricting to Y , using Step 2 and canceling A| Y .
Step 4. For n ≥ 1, there exists i
Fix n ≥ 1. There exists γ n > 0 such that the log variety
has Kawamata log terminal singularities. By Diophantine approximation [3] , there exists an integer e ≥ 1 + γ
Step 3, for every i ∈ i ′ n we have
Since M n has integer coefficients, this is equivalent to
By the choice of γ and Lemma 1.1. (2), we have
Therefore we may apply Lemma 1.3 at each prime b-divisor of Y and obtain
Step 5. For n ≥ 2 we have
Indeed, the following inequality holds:
By
Step 4, for n ≥ 1 and i ≫ 1 we have
, which is included in π * O X (⌈K +Y +(n−1)(K +B n−1 )⌉). By Lemma 1.1.(3), this is included in π * O X (nK + nB n ). This proves the claim.
Step 6. Let n ≥ 2 such that {nB} ≤ B. Then
The second assumption means B n = B, hence Step 5 gives the direct inclusion. The opposite inclusion is clear.
Step 7. Assume that n = 1 and π(Y ) = π(X). Then
Indeed, Steps 5 and 6 hold for n = 1 as well, by Kollár's torsion freeness rather than Kawamata-Viehweg vanishing.
Proof. The log canonical divisor K Y + Θ is relatively big, by the assumption (a). By Diophantine approximation [3] , there exists an inte-
is relatively b-nef and b-big. By Theorem 0.1. (1), we have 
The claim follows from
Proof of Theorem (0.1)(2). Let I ≥ 2 be an integer such that IB is integral. Assume that the real log divisor K Y + Θ, which is π| Y -big by the assumption (a) in Theorem 0.1, has a Zariski decomposition. Thus there exists a birational contraction µ :
Step 1. We claim that P is rational and relatively semiample. In particular, by (ii), the O S -algebra R Y /S (K Y + Θ) is finitely generated.
Indeed, after possibly blowing up Y ′ and replacing P by its pullback, we may assume that Y ′ is smooth and Supp(P ) ∪ Supp(Θ Y ′ ) is a simple normal crossings divisor, where 
and Supp(P ) has simple normal crossings, this is equivalent to
has Kawamata log terminal singularities (the boundary may not be effective), and 2P
We have verified the assumptions of [2] , Theorem 2.1 for (Y ′ /S, Θ Y ′ − N) and P , hence we conclude that P is rational and π ′ -semiample.
Step 2. Since P is relatively semiample and big, there exists a birational contraction ν : Y ′ → Y ′′ , defined over S, and a relatively ample
Y ′′ → S be the induced morphism. Since P ′′ is relatively ample, there exists a positive integer n such that nP ′′ is Cartier and the
The right hand side is generated by global sections, hence
Therefore N is ν-exceptional. In particular,
and ν * (Θ Y ′ ) is rational. We have
In particular, we have Fix(µ
By Lemma 2.3.(2), µ * N has zero multiplicity at each component of Θ.
Combining with the above, we obtain
for each prime divisor E in the support of Θ. Therefore Θ is rational.
Applications
The following result generalizes [4] , Theorem 4.3 and simplifies its proof. , hence by Kawamata-Viehweg vanishing we infer that the right hand side vertical arrow is surjective. The top horizontal arrow is an equality from above. This implies that the bottom horizontal arrow is an equality and the left hand side vertical arrow is surjective. This finishes the proof of (1). For (2) , assume that B is rational and KỸ + Θ has a Zariski decomposition relative to S. In particular,B has rational coefficients. By
