This paper presents a numerical method for verifying the existence and local uniqueness of a solution for an initial-boundary value problem of semilinear parabolic equations. The main theorem of this paper provides a sufficient condition for a unique solution to be enclosed within a neighborhood of a numerical solution. In the formulation used in this paper, the initial-boundary value problem is transformed into a fixed-point form using an analytic semigroup. The sufficient condition is derived from Banach's fixedpoint theorem. This paper also introduces a recursive scheme to extend a time interval in which the validity of the solution can be verified. As an application of this method, the existence of a global-in-time solution is demonstrated for a certain semilinear parabolic equation.
Let Ω be a bounded polygonal domain in R 2 . We consider the following initialboundary value problem of semilinear parabolic equations:
Here, f is a mapping from R to R such that f • ϕ ∈ L 2 (Ω) for each ϕ ∈ H 1 0 (Ω), so we can also consider f as a map from H 1 0 (Ω) to L 2 (Ω) given by ϕ → f • ϕ, and we impose that this is twice Fréchet differentiable. Furthermore, J := (t 0 , t 1 ] with 0 ≤ t 0 < t 1 < ∞ or J := (0, ∞), ∂ t = ∂ ∂t , u 0 ∈ H 1 0 (Ω) is a given initial function, and A : D(A)⊂H α (Ω) ∩ H 1 0 (Ω) → L 2 (Ω) is defined by
where a ij (x) ∈ W 1,∞ (Ω), a ij (x) = a ji (x), and α depends on a shape of the domain 1 .
The operator A is also assumed to satisfy the following ellipticity condition: ∑ 1≤i,j≤2
where ∥ · ∥ denotes the Euclidean norm of a vector. It is known [23, 29] that the operator "−A" generates an analytic semigroup { e −tA } t≥0 over L 2 (Ω). This initialboundary value problem includes certain reaction-diffusion equations and nonlinear heat equations.
The main aim of this paper is to present Theorem 2.7, which provides a sufficient condition for guaranteeing the existence and local uniqueness of a mild solution for (1) when J = (t 0 , t 1 ] with 0 ≤ t 0 < t 1 < ∞. The definition of this mild solution is given in Section 2.1. Such a sufficient condition can be checked using verified numerical computations, which derive mathematically rigorous conclusions using numerical computations.
To extend the time interval in which the existence of the mild solution is guaranteed, we consider the initial-boundary value problem (1) with J = (t 1 , t 2 ], (t 1 < t 2 < ∞). For this purpose the initial function should be replaced by a certain ball in H 1 0 (Ω) that is an inclusion of u(t 1 , ·). Then, we can apply Theorem 2.7 for this initial-boundary value problem on (t 1 , t 2 ], and recursively repeat this process. If the sufficient condition of Theorem 2.7 does not hold, then the process is stopped.
Considering semilinear parabolic equations of the form (1), many analytic studies have been performed using the semigroup theory 2 , which originated from pioneering studies by E. Hille [12] and K. Yosida [31] . For example, the following results concerning nonnegative solutions are well-known:
• In the case that f (u) = u p (p > 1) and Ω = R m (m ∈ N) in (1), H. Fujita determined an exponent concerning the existence of a global-in-time 1 The expression Aϕ for ϕ ∈ H 1 0 (Ω) is defined in the distributional sense, i.e., Aϕ ∈ H −1 (Ω) for ϕ ∈ H 1 0 (Ω), and one defines D(A) := {ϕ ∈ H 1 0 (Ω) : Aϕ ∈ L 2 (Ω)}. Furthermore, it can be proved (see, e.g., [11] ) that D(A) ⊂ H α (Ω) for some α depending on the domain, e.g., α ∈
when Ω is polygonal. 2 For the development of the semigroup theory, see [23] . solution 3 in [7] . This is the so-called Fujita exponent. It has also been shown in [16] that the Fujita exponent of (1) is determined by the minimal eigenvalue of A, which depends on the domain Ω. • Global existence in the case of small initial data has also been shown in, e.g. [13] for (1) where f (0) = 0. In such a problem, the solution exponentially converges to the zero function as t → ∞. • When f (u) = u p (q ≥ p > 1) in (1), the existence of a mild L q -solution has been studied in [1] . Here a mild L q -solution of (1) is defined by a function u ∈ C(J; L q (Ω)) that is given by
, then there exists T > t 0 such that this problem admits a unique mild L q -solution for J = [t 0 , T ). For numerous other results see, for example, [2, 25] etc.
The results obtained in the analytical studies above give qualitative properties of solutions to (1) . On the other hand, in order to observe the behavior of solutions, various numerical schemes have been developed for this type of parabolic equations (cf. [28] ). Furthermore, convergence analyses have been performed for such numerical schemes. For example, H. Fujita and his collaborators [8, 9, 10] have demonstrated the convergence of a full discretization scheme using semigroup theory. They have also presented a priori error estimates of the scheme. Subsequently, some a posteriori error estimates based on Green's functions and elliptic reconstructions were introduced in [5, 15] .
A number of computer-assisted methods based on verified numerical computations for proving the existence and local uniqueness of solutions to various elliptic equations have been developed over the last two decades by M.T. Nakao, M. Plum, and their collaborators (see [19, 22, 24, 27, 30] etc.). Recently, such computerassisted methods have been extended to parabolic equations in [14, 20, 21] . In [21] , M.T. Nakao, T. Kinoshita, and T. Kimura proposed a method for estimating the norms of inverse operators for linear parabolic differential equations. Next, in [20] , the same authors proposed the "time interpolation scheme" for a class of heat equations, and provided a constructive error estimate for this scheme. Subsequently, in [14] the norm estimate proposed in [21] was improved using the error estimate proposed in [20] .
Another recent approach to verified numerical computations for partial differential equations is based on the Conley index and the verification of corresponding topological conditions. See, for example, [32, 33] . These studies use an astute application of the characteristics of the spectrum method. In addition, in [4] the author made use of the spectrum method to propose a method for finding a continuous parameterized family of stationary solutions for certain evolution equations. For the evolution equation itself, P. Zgliczyński and K. Mischaikow proved the existence of periodic solutions to the Kuramoto-Sivashinsky equation defined on a one-dimensional space in [33] .
The main contribution of this paper is to combine a "classical analysis" with "computer-assisted methods" in order to provide a new numerical method of bounding a solution for semilinear parabolic equations using classical semigroup theory.
Computer-assisted methods that employ analytic semigroups have not been applied in any previous studies. The combination of quantitative estimates arising from verified numerical computations and qualitative results obtained by analytical studies can be expected to provide a good approach to many unsolved problems. Moreover, the existing studies [14, 20, 21] require a computable a priori error estimate (called a constructive error estimate), which is related to an orthogonal projection. This error estimate restricts the function space of approximate solutions and numerical schemes. On the other hand, in this paper, the projection error estimate is only required for obtaining the minimal eigenvalue of A. This indicates that our method can employ more accurate approximate solutions using some numerical schemes.
The remainder of this paper is organized as follows. In Section 2, we introduce our notation and present the definition of a mild solution for (1) . Furthermore, we transform the initial-boundary value problem (1) into a fixed-point form using an analytic semigroup formulation. Then, on the basis of Banach's fixed-point theorem, we derive a sufficient condition for the existence and local uniqueness of a mild solution. If this condition holds, then the mild solution is enclosed in a ball centered at a numerical solution ω with a radius ρ > 0:
This sufficient condition is presented in Theorem 2.7. The proof of Theorem 2.7 and some related estimates are also provided. Afterwards, we set 0 ≤ t 0 < t 1 < · · · < t n < ∞ for a fixed natural number n, and we define J k := (t k−1 , t k ] (k = 1, 2, ..., n) and J := ∪ J k . In Section 3, we consider the initial-boundary value problem (1) . A recursive scheme for enclosing the mild solution for t ∈ J is introduced in Section 3.1. For k = 1, 2, ..., n, B J k (ω| t∈J k , ρ k ) becomes an enclosure of the mild solution u(t, ·), t ∈ J k . We construct each enclosure using an iterative numerical verification scheme based on Theorem 2.7. Then, we demonstrate numerically that the mild solution for t ∈ J uniquely exists in
In Section 3.2, we present some computational examples to illustrating the features of the numerical verification method. As an application of this method, we present a sufficient condition for proving the existence of global-in-time solutions in Section 4. As a result, the existence of a global-in-time solution to a certain semilinear parabolic equation is proved.
2. Verification theory in a time interval 2.1. Preliminaries. Throughout this paper, the space of all p th power Lebesgue integrable functions on Ω is denoted by L p (Ω), for p ∈ [1, ∞) and L ∞ (Ω) := {v : ess sup x∈Ω |v(x)| < ∞}. For p = 2, the inner product on L 2 (Ω) is defined by : v = 0 on ∂Ω}, where the condition that v = 0 on ∂Ω is meant in the trace sense. Furthermore, H −1 (Ω) denotes the topological dual space of H 1 0 (Ω), i.e., the space of linear continuous functionals in H 1 0 (Ω). We employ the usual norms, given by
where ⟨·, ·⟩ is a dual product between H 1 0 (Ω) and H −1 (Ω). Let a :
From the assumptions on A, it follows that the bilinear form a(·, ·) satisfies the condition of strong coercivity,
For α ∈ (0, 1), a fractional power of A is defined by
The following lemma holds for A 1 2 .
The proof of Lemma 2.1 is given in [29] . In the following, we present a fundamental theorem for the analytic semigroup { e −tA } t≥0 generated by −A. Proofs of this theorem can be found in several textbooks, e.g. [23] . (3) and (4) that the operator −A generates an analytic semigroup { e −tA } t≥0 over H −1 (Ω). In this paper, the function u ∈
given by
is called a mild solution of (1). Now, we provide two lemmas concerning the relationship between fractional powers of A and the analytic semigroup e −tA .
, the following holds for α ∈ (0, 1]:
On the basis of the representation formula given by the Dunford integral, the spectral mapping theorem can be applied to e −tA . Thus, we can derive the following Lemma.
Lemma 2.4. Let α ∈ (0, 1). Then, for a fixed β ∈ (0, 1) it holds that
where λ min is the minimal eigenvalue of A and e is the Euler number.
Proof. Because the minimum value of σ(A) is positive, we have sup x∈σ(A)
Therefore, the spectral mapping theorem implies that the following inequality holds:
. This in turn implies (7) . □ From Lemma 2.4, it follows that if we set α = β = 1/2, the following corollary holds.
Corollary 2.5.
We remark that the verified inclusion of λ min can be obtained by a natural extension of the method described in [17] . The upper bound can easily be obtained using Rayleigh-Ritz's method for a finite dimensional space V h satisfying V h ⊂ H 1 0 (Ω). For the lower bound, we apply the main theorem of the paper [17] , which we state as follows.
Theorem 2.6. Let V h be an N -dimensional subspace of H 1 0 (Ω), and let R h :
In this subsection, we present a theorem that gives a sufficient condition for the existence and local uniqueness of a mild solution for (1). (1),
Theorem 2.7. Let us consider the initial-boundary value problem defined by
Assume that the initial function u 0 satisfies ∥u 0 −û 0 ∥ H 1 0 ≤ ε 0 , and that ω satisfies the following estimate:
Furthermore, assume that f satisfies
for all ρ 0 ∈ (0, ρ] for a certain ρ > 0. If
It is assumed in this theorem that the integrand is bounded and integrable in the sense of Bochner.
Proof. Let us define an operator S :
using the analytic semigroup e −tA as
is in H 1 0 (Ω) in the sense of Bochner for s ∈ J, because e −(t−s)A is an analytic semigroup. The fact that the integral is bounded follows by assumptions (8) and (9) .
For
. We note that u is a mild solution if and only if z := u − ω is a fixed-point of the operator S in Z. In the following, on the basis of Banach's fixed-point theorem, we derive a sufficient condition of S having a fixed-point in Z. First, we derive a condition guaranteeing that S(Z) ⊂ Z.
We will employ the inequality
which follows from (3), (4), and (5). The first term in the right-hand side of (10) can be estimated using the spectral mapping theorem and (11), as
where λ min denotes the minimal eigenvalue of A in H −1 (Ω). Therefore, it follows that
To estimate the second term in the right-hand side of (10), we decompose
and
respectively. Now, set
Then, using (6) in Lemma 2.1, (11), and Corollary 2.5, it follows that ∫ t t0 e −(t−s)A g 1 (s)ds
Furthermore, (9) and (14) yield that
Now, it follows from (13), (15) , and (16) that
Then, the fact that the desired estimate ∥S(z)∥ L ∞ (J;H 1 0 (Ω)) < ρ holds follows from the conditions stated in the theorem, and this implies that S(z) ∈ Z.
Next, we show that S is a contraction mapping on Z under the assumption of the theorem. For any z 1 and z 2 in Z, it holds that
Here, it holds that z i + ω ∈ B J (ω, ρ) (i = 1, 2). From (9) and (14), we obtain
. Furthermore, the conditions of the theorem imply that
Therefore, S becomes a contraction mapping, and Banach's fixed-point theorem asserts that there exists a unique fixed-point of S in Z. □ Because S has a fixed-point in Z, the following a posteriori error estimate at t = t 1 holds. Theorem 2.8. Assume that the conditions of Theorem 2.7 are satisfied, so that the existence and local uniqueness of a mild solution u(t) is guaranteed in B J (ω, ρ), for t ∈ J. Furthermore, assume also that ω satisfies
Then, the following a posteriori error estimate holds: (12), (15) , and (17) we obtain the following estimate:
3. Residual estimation. This subsection is devoted to presenting a method of calculating residual estimates δ in (8) andδ in (17) .
By applying techniques of verified numerical computations for operator equations (e.g. [27] ), we can numerically evaluate β, η > 0, such that
Then, the function p(t) is a linear approximation of f (ω(t)). The classical error bound of the linear interpolation yields that, for a fixed x ∈ Ω,
It follows that
) .
The second term in the right-hand side vanishes, because ω is linear function corresponding to t. Then, we obtain that
From the facts that ω(t) =û 1 ϕ 1 (t) +û 0 ϕ 0 (t) and ϕ 1 (t) + ϕ 0 (t) = 1, it follows that
.
where C ω := max t∈J, x∈Ω |f ′′ [ω(t)]|. Combining this with (14) yields that
Next, we can perform an integration by parts to obtain that
Because A e −(t−s)A = ∂ s e −(t−s)A , we can consider (11) and the spectral mapping theorem, to yield
Finally, from (20) and (22) we have
Then, we can choose the right-hand side of (23) as δ. By setting t = t 1 in (21), we obtain the same estimate as in (23) . Thus, the right-hand side of (23) can be also taken asδ. 1, 2, 3) . The Fréchet derivative of f : ρ) is given by f ′ [y] = c 1 + 2c 2 y + 3c 3 y 2 . Hölder's inequality gives the following estimate for all
where C p (p = 2, 4, 6) is the Sobolev embedding constant 5 satisfying ∥ϕ∥ L p ≤ C p ∥ϕ∥ H 1 0 , ∀ϕ ∈ H 1 0 (Ω). Thus, the local Lipschitz bound L ρ can be taken as
Remark. The operator "−A" also generates an analytic semigroup { e −tA } t≥0 over L 2 (Ω). The main theorem (Theorem 2.7) could also be constructed using the analytic semigroup { e −tA } t≥0 . Such a result is given in the paper [18] . The main difference between the result in [18] and the one in this paper is the residual estimate. In [18] , letting
the residual estimate is given by
This estimate is sharper than (23), but the additional assumption that V h ⊂ D(A) is required. 1, 2, ..., n) , and J = ∪ J k . In this subsection, we will demonstrate a recursive scheme for proving the existence and local uniqueness of a mild solution for the initial-boundary value problem (1) .
Proof of existence on several time intervals

Concatenation scheme of verified numerical inclusion. For a fixed nat-
For i = 0, 1, ..., n, letû i ∈ V h . Then, we define
where ϕ i (t) is a piecewise linear Lagrange basis satisfying ϕ i (t j ) = δ ij (δ ij is the Kronecker's delta with j = 0, 1, ..., n) .
Because u 0 is a given function, we can calculate some ε 0 that satisfies ∥u 0 − u 0 ∥ H 1 0 ≤ ε 0 . Then, on the basis of Theorem 2.7 with J = J 1 , we attempt to enclose the mild solution u(t), with t ∈ J 1 . If the sufficient condition of Theorem 2.7 is satisfied, then the mild solution is enclosed in a ball centered at ω(t), t ∈ J 1 , with a radius of ρ 1 . Furthermore, we have an a posteriori error estimate based on Theorem 2.8, given by ∥u(t 1 ) −û 1 ∥ H 1 0 ≤ ε 1 . From the error estimate ∥u(t 1 ) −û 1 ∥ H 1 0 ≤ ε 1 , we attempt to further enclose the mild solution u(t) on the basis of Theorem 2.7, with J = J 2 . We repeat this process recursively. That is, using the error estimate
.., n) we recursively prove the existence and local uniqueness of the mild solution in each ball
Finally, the mild solution of (1) is enclosed in B(ω), which is defined in (2) . We call this process a "concatenation scheme of verified numerical inclusion".
Remark. It is proved that the above mild solution u of (1) is in C(J; L 2 (Ω)), because u(t) ∈ H 1 0 (Ω) ⊂ L 2 (Ω) for t ∈ J and f (u) ∈ L 1 (J; L 2 (Ω)).
Computational example.
In this subsection, we present two illustrative computational examples. All of the computations are carried out on Cent OS 6.3 with a 3.10 GHz Intel Xeon E5-2687W, using MATLAB 2013a with the INTLAB toolbox for verified numerical computations, ver. 7.1 [26] . Let Ω = {(x 1 , x 2 ) : 0 < x i < 1, i = 1, 2} ⊂ R 2 be a unit square domain. Using the usual finite element procedure and a simple first order approximation of the time derivative, we employ the following full discretization scheme for obtaining
.., n) be a numerical approximation of u h k . Then, we use the quadratic conforming finite elements (P 2 -elements) on the uniform mesh triangulation. Let h be the mesh size and τ k the step size of time discretization.
First, we consider the following Fujita-type parabolic equation:
where γ > 0 is a parameter of the initial function. It is known [6] that for sufficiently large γ, any solution of (24) blows up in finite time. Let h = 2 −4 and τ k = 2 −8 (k = 1, 2, ..., n). By varying γ over the values 1, 10, 15, and 20 we try to enclose the mild solution of (24) using our concatenation scheme. If the sufficient condition of Theorem 2.7 holds, then we can obtain ε k and ρ k (k = 1, 2, ..., n) satisfying
Here, we stopped our concatenation scheme at t = 0.5. Table 1 shows the time interval J k as well as ε k and ρ k for γ = 1. As seen in Table 1 , the values of ε k and ρ k gradually increase until t = 0.05078125. After this time the error estimates begin to decrease. It seems that the dissipative property of this parabolic equation causes this decreasing of the error estimates. The concatenation scheme succeeds in enclosing the mild solution of (24), at least until t = 0.5. Table 1 . The error estimates ε k and ρ k are shown for varying J k , where h = 2 −4 , τ k = 2 −8 , and γ = 1. For γ = 10, we obtained similar behavior to that for γ = 1. Following several steps of numerical verification, ρ k achieves a peak in the interval t ∈ (0.05859375, 0.0625]. The concatenation scheme also succeeds in enclosing the mild solution of (24) until t = 0.5. Figure 1 displays the results of the concatenation scheme for γ = 1 and γ = 10, respectively. Figure 2 illustrates the error estimate ρ k for γ = 15 and γ = 20 on the semilogarithmic scale. For γ = 15, the existence and local uniqueness of the mild solution can be verified until t = 0.5. The peak of the curve plotting the error estimate occurs in the interval t ∈ (0.070312, 0.074219]. On the other hand, for γ = 20 the concatenation scheme succeeds until t = 0.218998440105011127343459520489. After that, the numerical verification scheme fails to enclose the mild solution. Next, we consider another initial-boundary value problem, of the form
By varying τ k and h, we investigate the dependence of the error estimate ρ k on the step size τ k and the mesh size h, respectively.
In Figure 3 , the error estimate ρ k (k = 1, 2, ..., n) is plotted with τ k = 2 −j (j = 4, 5, ..., 9) and h = 2 −4 . Finally, Figure 4 illustrates the error estimate ρ k (k = 1, 2, ..., n) for h = 2 −j (j = 2, 3, 4, 5) and τ k = 2 −9 . 4. Global existence proof using verified numerical computations 4.1. Global existence theorem. In the remainder of this paper, we consider existence of a global-in-time solution. Here, a global-in-time solution is a solution of (1) that can be proved to exist in t ∈ (0, ∞). In [13, 25] , an analytic result is given that the global existence of a solution corresponding to small initial data by imposing an assumption that f (0) = 0. However, with such an analytic approach it is difficult to obtain quantitative results. For example, using the analytic approach it is difficult to answer the question of how small the initial data must be in order to obtain global-in-time solutions. In the following, we will present a method for numerically proving the existence of a global-in-time solution starting from some given initial data. To illustrate our computer-assisted method, we will provide a numerical example, proving the existence of a global-in-time solution for a certain semilinear parabolic equation, whose global existence for small initial data has already been proven. Letû n ∈ V h for a fixed n ∈ N, and suppose that our concatenation scheme succeeds in proving the existence and local uniqueness of a mild solution in t ∈ (0, t n ]. Now, we present a sufficient condition, which can be checked numerically, for the existence of a solution to the following parabolic equations:
where ζ satisfies ∥ζ −û n ∥ H 1 0 ≤ ε n . For a fixed λ > 0, we introduce the function space
which becomes a Banach space with the norm ∥u∥ X λ := ess sup t>tn e (t−tn)λ ∥u(t)∥ H 1 0 . Theorem 4.1. For the first Fréchet derivative of f : H 1 0 (Ω) → L 2 (Ω), we assume that a non-decreasing functionL : R → R exists such that
for any y ∈ L ∞ ( (t n , ∞); H 1 0 (Ω)
) . Moreover, we impose the condition that f (0) = 0. Then, for a fixed 0 < λ < λmin 2 , if there exists ρ > 0 such that
then a solution u(t) of (26) uniquely exists for t ∈ (t n , ∞). Furthermore, the following estimate holds: ∞) . Remark. Assume that the concatenation scheme succeeds in enclosing a mild solution u(t) for t ∈ (0, t n ], and also that the sufficient condition (28) holds for ζ = u(t n ). Then, Theorem 4.1 proves the existence of a global-in-time solution for (1).
Proof. We define an operator S : L ∞ ( (t n , ∞);
: ∥u∥ X λ ≤ ρ } for ρ > 0. Now, we will derive a sufficient condition for S to have a fixed-point in U on the basis of Banach's fixed-point theorem. For u ∈ U , Corollary 2.5, (6), and (11) yield that
Because of the condition that f (0) = 0, the mean-value theorem implies that
For y(s) = θu(s) ∈ H 1 0 (Ω) for each s and for each θ, it follows from (27) that
Thus, it holds that
Now, let Γ be the Gamma function. From u ∈ U , Γ ( 1 2 ) = √ π, and (28) we have
This implies that S(u) ∈ U . Next, let φ, ψ ∈ U . It follows from the mean value theorem that
Then, for y(s) = θφ(s) + (1 − θ)ψ(s) ∈ H 1 0 (Ω) for each s and for each θ, we have
From this, it follows that
2 λmin e −(s−tn)λ ds.
By applying similar procedures to those used to derive the estimates in (29) and (30), we obtain that
From the assumption in (28) , it follows thatL (ρ) µ √ 2M π (λmin−2λ)e < 1 holds. Therefore, S is a contraction mapping on U . Then, Banach's fixed-point theorem states that there exists a fixed-point u ∈ U . Furthermore, it follows from the definition of X λ that the following holds for t ∈ (t n , ∞):
Computational results. Let us again consider the Fujita-type parabolic problem (24) from Section 3.2. Here, we fix λ = 0.5, h = 2 −4 , and τ k = 2 −8 (k = 1, 2, ...). When the numerical verification based on Theorem 2.7 succeeds in enclosing a mild solution in t ∈ (t k−1 , t k ], we check whether the sufficient condition (28) holds. If it holds, then we set t n = t k . In this case, the existence of a globalin-time solution for (24) is proven, because the existence and local uniqueness of the mild solution has already been proven in t ∈ (0, t n ]. Otherwise, we continue the numerical verification to the next step, i.e., t ∈ (t k , t k+1 ]. Table 2 presents the results of applying our method from Section 4.1 to (24) . For γ = 1, 2, ..., 18, the existence of the global-in-time solution is proved by checking the sufficient condition of Theorem 4.1 at t 1 = 0.00390625. For γ = 19, 20, ..., 24, the existence of mild solutions for (24) is verified at some at t n with n > 1. For γ > 24, the concatenation scheme fails because the error estimate becomes too large to satisfy the sufficient condition of Theorem 2.7.
Conclusion
We conclude this paper by summarizing our results and discussing some potential extensions. We have proposed a novel method based on verified numerical computations to verify the existence and local uniqueness of mild solutions for Table 2 . The existence of a global-in-time solution for (24) is proved after the n th time verification when λ = 0.5, h = 2 −4 , and τ k = 2 −8 . γ n t n ρ until 18 1 0.00390625 (<) 6.4291 19 initial-boundary value problems of semilinear parabolic partial differential equations, using semigroup theory. Theorem 2.7 presents a sufficient condition for a mild solution to be enclosed in a ball centered at a numerical solution ω with a radius ρ > 0. We have also presented a concatenation scheme of verified numerical inclusion, to extend the time interval in which the existence of a mild solution is guaranteed. If the concatenation scheme succeeds in proving the existence and local uniqueness of a mild solution for t ∈ (0, t n ], then Theorem 4.1 provides a sufficient condition for the existence of a global-in-time solution for a certain semilinear parabolic equation. The proposed method could be generalized to semilienar parabolic equations for a bounded polyhedral domain Ω ⊂ R d (d = 1, 2, 3) of the form { ∂ t u + Au = f (u) in (0, ∞) × Ω, u(0, x) = u 0 (x) in Ω for a triplet of Hilbert spaces such that V ⊂ X ⊂ V * and appropriate boundary conditions corresponding to A, where A : D(A) ⊂ V → H (= X or V * ) is a selfadjoint differential operator on the space variable generating an analytic semigroup { e −tA } t≥0 , ∂ t = ∂ ∂t , f : V → X is a certain nonlinear mapping, and u 0 ∈ X is a given initial function.
