Uncertainty of the coefficient of band-to-band absorption of crystalline silicon at near-infrared wavelengths We present data of the coefficient of band-to-band absorption of crystalline silicon at 295 K in the wavelength range from 950 to 1350 nm and analyze its uncertainty. The data is obtained from measurements of reflectance and transmittance as well as spectrally resolved photoluminescence measurements and spectral response measurements. A rigorous measurement uncertainty analysis based on an extensive characterization of our setups is carried out. We determine relative uncertainties of 4% at 1000 nm, increasing to 22% at 1200 nm and 160% at 1300 nm, and show that all methods yield comparable results. V C 2014 AIP Publishing LLC.
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The determination of the coefficient of band-to-band absorption of crystalline silicon is an ongoing research topic since 1955. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] However, as can be seen from Fig. 1 , the datasets from literature show significant deviations in the near-infrared and subbandgap region. 9, 11, 12 Critically, it is exactly this wavelength range, which is important for photonical technologies that make use of the transparency of silicon, for imaging applications using silicon detectors as well as for device characterization by luminescence measurements. The datasets shown in Fig. 1 are based on different measurement approaches, namely, measurements of reflectance and transmittance, spectrally resolved luminescence measurements, and spectral response (SR) measurements. Unfortunately, the datasets had been determined at different temperatures ranging from 291 to 300 K and the authors do not report on substantiated estimates of the uncertainty of their data. Hence, it is unclear whether the deviations are due to sample properties such as temperature or doping concentration, and to which extend they can be explained by the accuracy of the different approaches. Our work therefore aims at comparing the different approaches on the basis of a systematic measurement uncertainty analysis according to the Guide to the Expression of Uncertainty in Measurement (GUM), 13 which is based on an extensive characterization of the measurement setups. This yields data of the absorption coefficient including substantiated estimates of its uncertainty. Deviations between the datasets from literature are discussed with respect to these uncertainties.
Absolute values of the absorption coefficient are usually determined by absorptance measurements on planar samples. The calculation of the absorption coefficient from this data requires knowledge about the reflectance of the sample's surfaces. Alternatively, one might also use a set of reflectance and transmittance measurements, since both, surface reflectance and absorption coefficient, can be calculated directly from this data. However, measuring the absorptance or transmittance in the bandgap and sub-bandgap range is experimentally challenging, since it becomes very small or saturates at unity, respectively. One approach for the precise determination of the absorption coefficient in the subbandgap range is the measurement of the luminescence spectrum. This approach makes use of the reciprocity between the absorption and emission of light.
14 The relation between the absorption coefficient and the luminescence spectrum is defined by the generalized Planck law for luminescence emission. 15 If either the charge carrier density within the sample is homogenous or the absorption coefficient is very low, the luminescence spectrum is proportional to the absorptance of the sample or the absorption coefficient, respectively. In these cases, the absorption coefficient can be obtained from the luminescence spectrum by scaling the data to a previously determined absolute value of the absorptance or absorption coefficient, respectively. This approach has been demonstrated in Refs. measurement of the SR of silicon solar cells. By an optical reciprocity theorem, 16, 17 the spectral response is related to the luminescence spectrum and thus the same theory applies. This approach has been demonstrated, for instance, in Ref. 6 .
In this work, reflectance/transmittance (R/T) measurements are carried out on double side polished monocrystalline Czochralski grown p-type silicon wafer samples with an area of 3 Â 3 cm 2 , a resistivity of 6 X cm and thicknesses ranging from 550 to 770 lm. Moreover, spectrally resolved photoluminescence (PL) measurements are carried out on the same wafers and additionally on double side textured wafers of the same material, which exhibit an enhanced luminescence emission at long wavelengths and thereby allow for measurements with an increased signal-to-noise ratio. For the PL measurements, all samples are passivated on both sides by a 15 nm thick layer of atomic-layer-deposited Al 2 O 3 in order to enhance luminescence emission. The passivation layers are characterized by ellipsometry and numerical raytracing simulations in order to ensure that the impact of the passivation layers on the luminescence spectrum is negligible. The sample temperature is 295 6 1 K for all R/T measurements and 295 6 0.5 K for all PL measurements carried out in this work. For comparison, SR measurements are performed by the Physikalisch-Technische Bundesanstalt (PTB) in Braunschweig, Germany, on high-efficiency n-type back-contact silicon solar cells with a bulk resistivity of 1 X cm at a sample temperature of 298.15 6 0.5 K.
R/T measurements are performed using a Varian Cary 5000 photospectrometer equipped with an integrating sphere. The system detects radiation either by a photomultiplier or a lead sulfide detector, depending on the wavelength. A reference beam is used to monitor and correct for variations of the illumination intensity over time. The wavelength calibration is automatically performed by the system using a built-in mercury vapor lamp. The calibration with respect to intensity depends on the measurand (reflectance or transmittance) and includes the acquisition of a 100% baseline and a 0% baseline. In case of reflectance measurements, the 100% baseline is defined by the reflectance of a spectralon standard which is primary calibrated at the PTB. The illumination intensity within the system is generally low, and sample heating due to illumination during the measurements is not observed. PL data are acquired using a tec5 CompactSpec 1.7 diode array spectrometer featuring a cooled InGaAs detector. The light is coupled into the device using an optical fiber with a numerical aperture of 0.22 positioned perpendicular above the front surface of the samples at a distance of 3 cm. Luminescence emission is excited by laser light at 808 nm which homogenously illuminates an area of 5 Â 5 cm 2 with an intensity of 100 mW/cm
2 . An optical long-pass filter with a cut-off wavelength of 860 nm circumvents stray light and second order effects caused by the laser light. Spectral stray light caused by the luminescence radiation itself is corrected for. Spectrometer and entrance optics are calibrated with respect to spectral irradiance using a halogen lamp which was primary calibrated at the PTB. The wavelength calibration of the manufacturer is verified by measuring the distinct emission lines of a mercury pencil lamp. Note that a calibration with respect to absolute spectral irradiance is not necessary due to the scaling of the data as described above. The samples are placed on a temperature-controlled black anodized chuck, and a PT1000 temperature sensor is attached to the front surface of the samples during the measurements in order to compensate for sample heating due to illumination. We verify that reflections at the chuck do not affect the shape of the measured luminescence spectrum. A rigorous measurement uncertainty analysis according to the Guide to the Expression of Uncertainty in Measurement 13 is carried out for all measurements. The analysis includes an extensive characterization of our setups with respect to reproducibility, sample adjustment, measurement amplifier effects, linearity of the detectors, thermal drifts, spectral bandwidth, wavelength accuracy, and spectral stray light. Details about the SR setup at the PTB and the uncertainty analysis for the SR measurements can be found in Refs. 18 and 19.
The absorption coefficient data and its expanded uncertainty for a coverage probability of 95% (corresponding to a coverage factor k ¼ 2, see Ref. 13 ) as determined from our measurements are given in Table I and are shown in Fig. 2 TABLE I. Absorption coefficient of crystalline silicon at 295 K. (bottom graph). The expanded uncertainty is calculated from the standard uncertainty (corresponding to a coverage probability of 68%, i.e., k ¼ 1) by multiplication with 2. For a definition of the coverage factor, please also refer to Fig. 4 . Additionally, the datasets by Daub 5 and Green 10 are plotted since they are also specified for 295 K. Below 1120 nm, our data are deduced from R/T measurements. The wavelength range from 1120 to 1200 nm is covered by PL data of a polished sample, which is scaled to the data from R/T in the wavelength range between 1100 and 1150 nm. This range is chosen such that the uncertainty of the scaling factor is minimized. Using data at several wavelengths for scaling reduces the uncertainty of the scaling factor compared to using only one wavelength for scaling. For wavelengths above 1200 nm, PL data from a textured sample are used and scaled to the data from PL of the planar sample in the wavelength range between 1200 and 1250 nm. The middle graph of Fig. 2 shows the ratio of our data to that of Green and Daub. At wavelengths below the bandgap (1150 nm), the ratio of our data to that of Green is around unity. Compared to the values of Daub, our data are smaller by a factor of around 0.9. Above 1150 nm, our values are smaller by a factor of approximately 0.6. In the top graph of Fig. 2 , the absolute value of the deviation d ¼ a b (this work) À a b (lit.) between our and literature data is compared to the uncertainty U of our data (specified for k ¼ 2). Values below unity mean that the deviation is smaller than the estimated uncertainty of our data (see Fig. 4 ). The plot shows that the deviations can only partly be explained by the uncertainty of our data (in the regions where jdj=U 1). This points towards systematic effects due to, e.g., sample temperature or stray light. Note that the uncertainty of the literature data is unknown and thus not taken into account for this analysis. The relative uncertainty of our data increases from 4% at 1100 nm to 22% at 1200 nm and 160% at 1300 nm. The increase is mainly due to the strongly decreasing signal-to-noise ratio and spectral stray light. Future work will aim at the reduction of uncertainty in this region. The uncertainty of the absorption coefficient deduced from R/T measurements increases steeply to 100% rel. at 1175 nm (see dotted line in Fig. 2) , showing that scaling of PL or SR data to R/T data at wavelengths of 1180 nm or above as demonstrated, e.g., in Ref. 6 , may be subject to large uncertainties, which propagate into the data at longer wavelengths. This might also provide an insight into the deviation between our data and the data of Green, which is partly based on the data of Ref. 6 . Figure 3 compares the absorption coefficient as deduced from PL to that deduced from SR measurements carried out in the wavelength range from 900 to 1300 nm. The SR data are scaled to the absorption coefficient from PL between 1200 and 1250 nm. The top graph shows the ratio of PL to SR data as well as the deviation compared to the uncertainty of the PL data. Values of jdj=Uðk ¼ 2Þ 0:5 for all wavelengths show that the SR data agree with the PL data within one standard deviation of the latter (see Fig. 4 ), which means that both methods yield comparable results. As the SR data are measured at higher temperature and possible systematic deviations due to the highly doped layers within the solar cell have not been investigated yet, the SR data are only used for comparison and not given in Table I . The uncertainty of the SR data at 295 K is comparable. Correcting for temperature using the temperature coefficients given in Ref. 10 before scaling would shift down the SR data around 1300 nm by about 5% rel., thus leading to even better agreement between PL and SR. The accurate determination of the absorption coefficient from SR measurements will be subject of future work. In summary, it is shown that the combination of reflectance/transmittance and spectrally resolved photoluminescence measurements allows the absorption coefficient of crystalline silicon to be determined with relative uncertainties below 6% up to 1150 nm, increasing to 160% at 1300 nm. Our data are confirmed by SR measurements carried out at the PTB. Reasonable agreement between our and literature data is found. The uncertainty analysis shows that scaling of PL or SR data to R/T data at wavelengths of
