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x0. Abstrat
In this paper we study the hyperboliity in the Gromov sense of metri spaes. We dedue the
hyperboliity of a spae from the hyperboliity of its \building blok omponents", whih an be
joined following an arbitrary sheme. These results are espeially valuable sine they simplify notably
the topology and allow to obtain global results from loal information. Some interesting theorems
about the role of puntures and funnels on the hyperboliity of Riemann surfaes an be dedued from
the onlusions of this paper.
x1. Introdution
A good way to understand the important onnetions between graphs and Potential Theory on
Riemannian manifolds (see e.g. [ARY℄, [CFPR℄, [FR℄, [HS℄, [K1℄, [K2℄, [S℄) is to study the Gromov
hyperboli spaes. This approah allows to establish a general setting to work simultaneously with
graphs and manifolds, in the ontext of metri spaes. Besides, the idea of Gromov hyperboliity
grasps the essene of negatively urved spaes, and has been suessfully used in the theory of groups
(see e.g. [GH℄ and the referenes therein).
Although there exist some interesting examples of hyperboli spaes (see the examples after Deni-
tion 1), the literature gives no good guide about how to determine whether or not a spae is hyperboli.
This limitation an be somehow got round, sine the theory allows to obtain powerful results about
non-hyperboli spaes whih have hyperboli universal overings. As topologial \obstales" may pre-
vent a spae from being hyperboli, the possibility of studying its universal overing instead, whih is
always free of obstales, implies a substantial simpliation, and sometimes let us extrat important
information about the spae itself (see [P℄).
However, as was stated above, the haraterization of hyperboli spaes remains open. Reently,
some interesting results about the hyperboliity of Eulidean bounded domains with their quasihyper-
boli metri have made signiant progress in this diretion (see [BHK℄ and the referenes therein).
Originally, we were interested in studying when non-exeptional Riemann surfaes equipped with its
Poinare metri were Gromov hyperboli. However, we have proved several theorems on hyperboliity
for general metri spaes, whih are interesting by themselves and have important onsequenes for
Riemann surfaes (see [PRT℄). Although one should expet Gromov hyperboliity in non-exeptional
Riemann surfaes due to its onstant urvature  1, this turns out to be untrue in general, sine
topologial obstales an impede it: for instane, the two-dimensional jungle-gym (a Z
2
-overing of a
torus with genus two) is not hyperboli. Let us reall that in the ase of modulated plane domains,
quasihyperboli metri and Poinare metri are equivalent. One an nd results on hyperboliity of
Riemann surfaes in [RT℄ and [PRT℄.
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2Here we present the outline of the main results. We refer to the next setions for the denitions
and the preise statements of the theorems.
The main aim in this paper is obtaining global results on hyperboliity from loal information.
That was the idea that lead us to think of a spae X as the union of some \piees" or \building blok
omponents" fX
n
g
n2
.
Our rst theorem (see Theorem 1) states that if the above mentioned piees X
n
are joined together
following a tree-like design (that is, avoiding the reation of extra topologial obstales), then the
uniform hyperboliity of the piees guarantees the hyperboliity of the global spae X .
However, if piees are joined together in a general graph-like style (that is to say, the hypothesis
on simple topologial onnetions is removed), the uniform hyperboliity of piees is no longer enough
to guarantee the hyperboliity of the global spae X . But, surprisingly, if Y is a graph that models
appropriately the onnetions among uniformly hyperboli piees X
n
's, the hyperboliity of Y let us
assure the hyperboliity of X . (This fat turns out to be obvious when Y is a tree.)
It is notieable that the graph Y must omply with some metrial requests in order to be an
aeptable model for the onnetions among the piees X
n
. However, Y is not required at all to
model the subspaes themselves (whih might be arbitrarily wide far away from the onnetions).
Taking advantage of these fats, Theorem 2 provides a muh more general frame, sine it does not
require that the spae Y used as a model to stik the piees together is a graph.
When applied to Riemann surfaes these theorems let us dedue interesting onsequenes. In
[PRT, Theorems 3.2 and 3.4℄ we work on the role of puntures and funnels of a Riemann surfae in its
hyperboliity. These results allow, in many ases, to forget puntures and funnels in order to analyze
the hyperboliity of a Riemann surfae; this fat an be a signiant simpliation in the topology of
the surfae, and therefore makes easier the study of its hyperboliity.
It is a remarkable fat that the onstants appearing in the theorems of this paper depend just on
a small number of parameters. This is a ommon plae in the theory of hyperboli spaes (see e.g.
theorems A, B and C).
Notations. We denote by X or X
n
geodesi metri spaes. By d
X
, L
X
and B
X
we shall denote,
respetively, the distane, the length and the balls in the metri of X .
Finally, we denote by k
i
positive onstants whih an assume dierent values in dierent theorems.
Aknowledgements. We would like to thank Professors J. L. Fernandez and M. V. Melian for
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x2. Results in metri spaes
In our study of hyperboli Gromov spaes we use the notations of [GH℄. We give now the basi
fats about these spaes. We refer to [GH℄ for more bakground and further results.
Denition 1. Let us x a point w in a metri spae (X; d). We dene the Gromov produt of
x; y 2 X with respet to the point w as
(xjy)
w
:=
1
2
 
d(x;w) + d(y; w)   d(x; y)

 0 :
3We say that the metri spae (X; d) is Æ-hyperboli (Æ  0) if
(xjz)
w
 min

(xjy)
w
; (yjz)
w
	
  Æ ;
for every x; y; z; w 2 X . We say that X is hyperboli (in the Gromov sense) if the value of Æ is not
important.
It is onvenient to remark that this denition of hyperboliity is not universally aepted, sine
sometimes the word hyperboli refers to negative urvature or to the existene of Green's funtion.
However, in this paper we only use the word hyperboli in the sense of Denition 1.
Examples: (1) Every bounded metri spae X is (diamX)-hyperboli (see e.g. [GH, p.29℄).
(2) Every omplete simply onneted Riemannian manifold with setional urvature whih is
bounded from above by  k, with k > 0, is hyperboli (see e.g. [GH, p.52℄).
(3) Every tree with edges of arbitrary length is 0-hyperboli (see e.g. [GH, p.29℄).
Denition 2. If  : [a; b℄  ! X is a ontinuous urve in a metri spae (X; d), we an dene the
length of  as
L() := sup
n
n
X
i=1
d((t
i 1
); (t
i
)) : a = t
0
< t
1
<    < t
n
= b
o
:
We say that  is a geodesi if it is an isometry, i.e. L(j
[t;s℄
) = d((t); (s)) = jt   sj for every
s; t 2 [a; b℄. We say that X is a geodesi metri spae if for every x; y 2 X there exists a geodesi
joining x and y; we denote by [x; y℄ any of suh geodesis (sine we do not require uniqueness of
geodesis, this notation is ambiguous, but it is onvenient). It is lear that every geodesi metri
spae is path-onneted.
Denition 3. If X is a geodesi metri spae and J = fJ
1
; J
2
; : : : ; J
n
g, with J
j
 X , we say that
J is Æ-thin if for every x 2 J
i
we have that d(x;[
j 6=i
J
j
)  Æ. If x
1
; x
2
; x
3
2 X , a geodesi triangle
T = fx
1
; x
2
; x
3
g is the union of three geodesis [x
1
; x
2
℄, [x
2
; x
3
℄ and [x
3
; x
1
℄. The spae X is Æ-thin
(or satises the Rips ondition with onstant Æ) if every geodesi triangle in X is Æ-thin.
If we have a triangle with two idential verties, we all it a \bigon". Obviously, every bigon in a
Æ-thin spae is Æ-thin.
Denition 4. Given a geodesi triangle T = fx; y; zg in a geodesi metri spae X , let T
E
be
a Eulidean triangle with sides of the same length than T . Sine there is no possible onfusion,
we will use the same notation for the orresponding points in T and T
E
. The maximum insribed
irle in T
E
meets the side [x; y℄ (respetively [y; z℄, [z; x℄) in a point z
0
(respetively x
0
, y
0
) suh that
d(x; z
0
) = d(x; y
0
), d(y; x
0
) = d(y; z
0
) and d(z; x
0
) = d(z; y
0
). We all the points x
0
; y
0
; z
0
; the internal
points of fx; y; zg. There is a unique isometry f of the triangle fx; y; zg onto a tripod (a tree with one
vertex w of degree 3, and three verties x
00
; y
00
; z
00
of degree one, suh that d(x
00
; w) = d(x; z
0
) = d(x; y
0
),
d(y
00
; w) = d(y; x
0
) = d(y; z
0
) and d(z
00
; w) = d(z; x
0
) = d(z; y
0
)). The triangle fx; y; zg is Æ-ne if
f(p) = f(q) implies that d(p; q)  Æ. The spae X is Æ-ne if every geodesi triangle in X is Æ-ne.
A basi result is that hyperboliity is equivalent to Rips ondition and to be ne:
4Theorem A. ([GH, p.41℄) Let us onsider a geodesi metri spae X.
(1) If X is Æ-hyperboli, then it is 4Æ-thin and 4Æ-ne.
(2) If X is Æ-thin, then it is 4Æ-hyperboli and 4Æ-ne.
(3) If X is Æ-ne, then it is 2Æ-hyperboli and Æ-thin.
We present now the lass of maps whih play the main role in the theory.
Denition 5. A funtion between two metri spaes f : X  ! Y is a quasi-isometry if there are
onstants a  1; b  0 with
1
a
d
X
(x
1
; x
2
)  b  d
Y
(f(x
1
); f(x
2
))  ad
X
(x
1
; x
2
) + b ; for every x
1
; x
2
2 X:
A suh funtion is alled an (a; b)-quasi-isometry. We say that the image of f is "-full (for some
"  0) if for every y 2 Y there exists x 2 X with d
Y
(y; f(x))  ". We say that X and Y are
quasi-isometrially equivalents if there exists a quasi-isometry between X and Y , with image "-full,
for some "  0. An (a; b)-quasigeodesi in X is an (a; b)-quasi-isometry between an interval of R and
X . An (a; b)-quasigeodesi segment in X is an (a; b)-quasi-isometry between a ompat interval of R
and X .
Let us observe that a quasi-isometry an be disontinuous.
Remark. It is well known (see e.g. [K1℄, [K2℄) that quasi-isometrial equivalene is an equivalene
relation. In fat, if f : X  ! Y is an (a; b)-quasi-isometry with image "-full, then there exists a
funtion g : Y  ! X whih is an (a; 2a" + ab)-quasi-isometry. In partiular, if f is a surjetive
(a; b)-quasi-isometry, then g is an (a; ab)-quasi-isometry (in this ase we an hoose as g(y) any point
in f
 1
(y)).
Quasi-isometries are important sine they are the maps whih preserve hyperboliity:
Theorem B. ([GH, p.88℄) Let us onsider an (a; b)-quasi-isometry between two geodesi metri
spaes f : X  ! Y . If Y is Æ-hyperboli, then X is Æ
0
-hyperboli, where Æ
0
is a onstant whih only
depends on Æ, a and b. Besides, if the image of f is "-full for some "  0, then X is hyperboli if and
only if Y is hyperboli.
It is well-known that if f is not "-full, the hyperboliity of X does not imply the hyperboliity of
Y : it is enough to onsider the inlusion of R in R
2
(whih is indeed an isometry).
Denition 6. Let us onsider H > 0, a metri spae X , and subsets Y; Z  X . The set V
H
(Y ) :=
fx 2 X : d(x; Y )  Hg is alled the H-neighborhood of Y in X . The Hausdor distane of Y to Z is
dened by H(Y; Z) := inffH > 0 : Y  V
H
(Z); Z  V
H
(Y )g.
The following is a beautiful and useful result:
Theorem C. ([GH, p.87℄) For eah Æ  0, a  1 and b  0, there exists a onstant H = H(Æ; a; b)
with the following property:
Let us onsider a Æ-hyperboli geodesi metri spae X and an (a; b)-quasigeodesi g starting in x
and nishing in y. If  is a geodesi joining x and y, then H(g; )  H.
This property is known as geodesi stability. Mario Bonk has proved that, in fat, geodesi stability
is equivalent to hyperboliity [B℄.
5Along this paper we will work with topologial subspaes of a geodesi metri spae X . There is a
natural way to dene a distane in these spaes:
Denition 7. If X
0
is a path-onneted subset of a geodesi metri spae (X; d), then we assoiate
to it the restrited distane
d
X
0
(x; y) := d
X
j
X
0
(x; y) := inf

L() :   X
0
is a ontinuous urve joining x and y
	
 d
X
(x; y) :
Theorem 1 below allows to transfer the study of the hyperboliity of a ertain spae X to their
\building blok omponents" X
n
determined by the following denition.
Denition 8. We say that a geodesi metri spae X has a deomposition, if there exists a family
of geodesi metri spaes fX
n
g
n2
with X = [
n2
X
n
and X
n
\ X
m
= [
i2I
nm

i
nm
, where for eah
n 2 , f
i
nm
g
m;i
are pairwise disjoint losed subsets of X
n
(
i
nm
= ? is allowed); furthermore any
geodesi segment in X meets at most a nite number of 
i
nm
's.
We say that X
n
, with n 2 , is a (k
1
; k
2
; k
3
)-tree-piee if it satises the following properties:
(a) ℄I
nm
 1 (then we an write 
i
nm
= 
nm
); if ℄I
nm
= 1, then X n 
nm
is not onneted and a; b
are in dierent onneted omponents of X n 
nm
for any a 2 X
n
n 
nm
, b 2 X
m
n 
nm
.
(b) diam
X
n
(
nm
)  k
1
for every m 6= n, and there exists A
n
 , suh that diam
X
n
(
nm
) 
k
2
d
X
n
(
nm
; 
nk
) if m 6= k and m; k 2 A
n
, and
P
m=2A
n
diam
X
n
(
nm
)  k
3
.
We say that a geodesi metri spae X has a tree-deomposition if it has a deomposition and there
exist positive onstants k
1
; k
2
; k
3
; suh that every X
n
, with n 2 , is a (k
1
; k
2
; k
3
)-tree-piee.
We wish to emphasize that ondition diam
X
n
(
nm
)  k
1
is not very restritive: if the spae is
\wide" at every point (in the sense of long injetivity radius, as in the ase of simply onneted
spaes) or \narrow" at every point (as in the ase of trees), it is easier to study its hyperboliity; if
we an found narrow parts (as 
nm
) and wide parts, the problem is more diÆult and interesting.
Remarks.
1. Obviously, ondition (b) is required only for 
nm
; 
nk
6= ?.
2. The sets  and A
n
do not need to be ountable.
3. The hypothesis diam
X
n
(
nm
)  k
2
d
X
n
(
nm
; 
nk
) holds if we have d
X
n
(
nm
; 
nk
)  k
0
2
, sine
diam
X
n
(
nm
)  k
1
.
4. Condition (a) for every n 2  guarantees that the graph R = (V;E) onstruted in the following
way is a tree: V = [
n2
fv
n
g and [v
n
; v
m
℄ 2 E if and only if 
nm
6= ?.
The following result is an improvement of Theorem 2.4 in [RT℄, using a ompletely dierent line of
argument; furthermore, this proof provides an expliit expression for the onstants involved. It will
be used in the proof of Theorem 2 and an be applied to the study of the hyperboliity of Riemann
surfaes (see [PRT, Propositions 3.1 and 3.2℄).
Theorem 1. Let us onsider a geodesi metri spae X with a tree-deomposition fX
n
g
n2
. Then
X is Æ-hyperboli if and only if there exists a onstant k
4
suh that X
n
is k
4
-hyperboli for every
n 2 .
6Furthermore, if X
n
is k
4
-hyperboli, we an take Æ = 4(2k
1
+4k
4
+2H(k
4
; 2maxf1; k
2
g; 4k
1
+2k
3
)),
where H is the onstant in Theorem C; if X is Æ-hyperboli, we an take k
4
= 16maxf1; k
2
g
 
2Æ+k
1
+
k
3
+H(Æ; 2maxf1; k
2
g; 2k
1
+ 2k
3
)

.
Observe that the sets 
nm
do not need to be onneted and therefore we an reate a nite number
of \handles" eah time we paste two piees.
The onlusion of Theorem 1 is not true without hypothesis (b) in Denition 8, as it is shown in
following examples:
The set Q = fz = x + iy : x  0; y  0g, with its Eulidean distane, is not hyperboli, but Q is
the union of the 1-thin piees X
n
= fz 2 Q : n  1  jzj  ng.
Let us onsider any funnel F with boundary . The results on [RT℄ gives that F is hyperboli.
However, it is the union of the non-uniformly hyperboli piees X
n
= fz 2 F : n  1  d(z; )  ng
(the hyperboliity onstant of X
n
is omparable with L(X
n
)).
The proof of Theorem 1 gives the following results.
Corollary 1. Let us onsider a geodesi metri spae X with a deomposition fX
n
g
n2
. Let us
assume that, for some xed n
0
2 , X
n
0
is a (k
1
; k
2
; k
3
)-tree-piee and it is k
4
-hyperboli. If T is
a geodesi triangle in X and X
n
0
intersets at least two sides of T , then X
n
0
\ T is Æ

-thin, with
Æ

:= 3k
1
=2 + 4k
4
+ 2H(k
4
; 2maxf1; k
2
g; 4k
1
+ 2k
3
).
Corollary 2. Let us onsider a Æ-hyperboli geodesi metri spae X with a deomposition fX
n
g
n2
.
Let us assume that, for some xed n
0
2 , X
n
0
is a (k
1
; k
2
; k
3
)-tree-piee. Then X
n
0
is Æ
0
-thin, with
Æ
0
:= 4maxf1; k
2
g
 
2Æ + k
1
+ k
3
+H(Æ; 2maxf1; k
2
g; 2k
1
+ 2k
3
)

.
In order to prove Theorem 1 we need some tehnial results.
Lemma 1. Let us onsider a geodesi metri spae X and a geodesi  = [x
0
; x
2n+1
℄ = [
2n+1
j=1
[x
j 1
; x
j
℄.
For eah 1  j  n, let us onsider a ontinuous urve 
0
j
joining x
2j 1
and x
2j
, suh that L(
0
j
)  a
for every 1  j  n and L(
0
j
)  bL([x
2j
; x
2j+1
℄) for every 1  j  n  1. If 
0
is the urve obtained
from  by replaing [x
2j 1
; x
2j
℄ by 
0
j
, then 
0
is a ontinuous (2maxf1; bg; 2a)-quasigeodesi with its
ar-length parametrization.
Proof of Lemma 1. Let us onsider the ar-length parametrizations  : [0; l℄  ! X and 
0
:
[0; l
0
℄  ! X . We an write [0; l℄ = [
2n+1
j=1
[t
j 1
; t
j
℄ and [0; l
0
℄ = [
2n+1
j=1
[l
j 1
; l
j
℄, suh that 
0
(l
j
) = (t
j
) =
x
j
for every 0  j  2n+ 1, 
0
([l
2j
; l
2j+1
℄) = [x
2j
; x
2j+1
℄ for every 0  j  n and 
0
([l
2j 1
; l
2j
℄) = 
0
j
for every 1  j  n. The hypothesis give that l
2j
  l
2j 1
 a for every 1  j  n and l
2j
  l
2j 1

b(l
2j+1
  l
2j
) for every 1  j  n  1.
Sine we onsider 
0
with its ar-length parametrization, then, for every s; t 2 [0; l
0
℄, we have
d(
0
(t); 
0
(s))  L(
0
([s; t℄)) = jt  sj.
If s; t 2 [l
2j
; l
2j+1
℄, then d(
0
(t); 
0
(s)) = jt  sj for every 0  j  n.
If s 2 [l
2i
; l
2i+1
℄ and t 2 [l
2j
; l
2j+1
℄, without loss of generality, we an assume that i < j; then there
7exist s
0
2 [t
2i
; t
2i+1
℄ and t
0
2 [t
2j
; t
2j+1
℄ suh that
d(
0
(t); 
0
(s)) = d((t
0
); (s
0
))  t
2i+1
  s
0
+
j 1
X
k=i+1
(t
2k+1
  t
2k
) + t
0
  t
2j
= l
2i+1
  s+
1
2
j 1
X
k=i+1
 
l
2k+1
  l
2k
+ l
2k+1
  l
2k

+ t  l
2j

1
2

l
2i+1
  s+ b
 1
j 1
X
k=i+1
(l
2k
  l
2k 1
) +
j 1
X
k=i+1
(l
2k+1
  l
2k
)
+ l
2j
  l
2j 1
  a+ t  l
2j


1
2
minf1; b
 1
g(t  s) 
a
2
:
In the general ase, if s; t 2 [0; l
0
℄ there exist s

2 [l
2i
; l
2i+1
℄ and t

2 [l
2j
; l
2j+1
℄, with js  s

j  a=2
and jt  t

j  a=2. Hene
d(
0
(t); 
0
(s))  d(
0
(t

); 
0
(s

))  a 
1
2
minf1; b
 1
gjt

  s

j  
3a
2

1
2
minf1; b
 1
gjt  sj   2a: 
Lemma 2. Let us onsider a geodesi metri spae X and a ontinuous (a; b)-quasigeodesi with
its ar-length parametrization  : [0; l℄  ! X, suh that [0; l℄ = [
2n+1
j=1
[t
j 1
; t
j
℄. For eah 1  j  n,
let us onsider a ontinuous urve 
0
j
joining (t
2j 1
) and (t
2j
) suh that
P
n
j=1
L(
0
j
)  . If 
0
is the
urve obtained from  by substituting ([t
2j 1
; t
2j
℄) by 
0
j
, then 
0
is a ontinuous (a; b+(1+3a
 1
)=2)-
quasigeodesi with its ar-length parametrization.
Proof of Lemma 2. Let us onsider the ar-length parametrization 
0
: [0; l
0
℄  ! X . We an write
[0; l
0
℄ = [
2n+1
j=1
[l
j 1
; l
j
℄, suh that 
0
(l
j
) = (t
j
) for every 0  j  2n+1, 
0
([l
2j
; l
2j+1
℄) = ([t
2j
; t
2j+1
℄)
for every 0  j  n and 
0
([l
2j 1
; l
2j
℄) = 
0
j
for every 1  j  n. We have that
P
n
j=1
(l
2j
  l
2j 1
)  .
Sine we onsider 
0
with its ar-length parametrization, then, for every s; t 2 [0; l
0
℄, we have that
d(
0
(t); 
0
(s))  L(
0
([s; t℄)) = jt  sj. In order to prove the other inequality, we have:
If s; t 2 [l
2j
; l
2j+1
℄, then d(
0
(t); 
0
(s))  a
 1
jt  sj   b for every 0  j  n.
If s 2 [l
2i
; l
2i+1
℄ and t 2 [l
2j
; l
2j+1
℄, without loss of generality we an assume that i < j; then there
exist s
0
2 [t
2i
; t
2i+1
℄ and t
0
2 [t
2j
; t
2j+1
℄ suh that
d(
0
(t); 
0
(s)) = d((t
0
); (s
0
))  a
 1
jt
0
  s
0
j   b
= a
 1

t
0
  t
2j
+
2j 1
X
k=2i+1
(t
k+1
  t
k
) + t
2i+1
  s
0

  b
 a
 1

t  l
2j
+
2j 1
X
k=2i+1
(l
k+1
  l
k
) + l
2i+1
  s

  (b+ a
 1
)
= a
 1
(t  s)  (b+ a
 1
):
In the general ase, if s; t 2 [0; l
0
℄, there exist s

2 [l
2i
; l
2i+1
℄ and t

2 [l
2j
; l
2j+1
℄, with js  s

j+ jt 
t

j  =2. Hene
d(
0
(t); 
0
(s))  d(
0
(t

); 
0
(s

))  =2  a
 1
jt

  s

j   (b+ a
 1
+ =2)
 a
 1
jt  sj   (b+ 3a
 1
=2 + =2): 
8Lemma 3. Let us onsider an (a; b)-quasigeodesi q
1
: [; ℄  ! X and two ontinuous urves
with ar-length parametrization q
0
: [   d
1
; ℄  ! X, q
2
: [;  + d
2
℄  ! X, verifying q
0
() = q
1
()
and q
2
() = q
1
(). Then the urve q := q
0
[ q
1
[ q
2
is an (a; b+ (1 + a
 1
)(d
1
+ d
2
))-quasigeodesi.
Proof of Lemma 3. We onsider the ase s 2 [  d
1
; ℄ and t 2 [;  + d
2
℄, sine the other ases
are easier.
d(q(t); q(s))  d(q(t); q
1
()) + d(q
1
(); q
1
()) + d(q
1
(); q(s))
 d
2
+ a(   ) + b+ d
1
 a(t  s) + b+ d
1
+ d
2
;
d(q(t); q(s))  d(q
1
(); q
1
())   d(q(t); q
1
())   d(q
1
(); q(s))
 a
 1
(   )   b  d
1
  d
2
 a
 1
(t  s)  a
 1
(d
1
+ d
2
)  b  d
1
  d
2
: 
Denition 9. Let us onsider three quasigeodesi segments J
1
joining x
1
and x
0
2
, J
2
joining x
2
and
x
0
3
, J
3
joining x
3
and x
0
1
, in a metri spae. We say that T = fJ
1
; J
2
; J
3
g is an (a; b; )-quasigeodesi
triangle if J
1
; J
2
; J
3
are (a; b)-quasigeodesis and d(x
i
; x
0
i
)   for 1  i  3.
Lemma 4. For eah Æ; b;   0 and a  1, there exists a onstant K = K(Æ; a; b; ) with the
following property:
If X is a Æ-hyperboli geodesi metri spae and T  X is an (a; b; )-quasigeodesi triangle, then
T is K-thin. Furthermore, K = 4Æ + + 2H(Æ; a; b+ 2), where H is the onstant in Theorem C.
Proof of Lemma 4. We onsider three geodesi segments [x
0
2
; x
2
℄, [x
0
3
; x
3
℄ and [x
0
1
; x
1
℄. By
Lemma 3 (with d
1
= 0 and d
2
 ), the urves s(x
1
; x
2
) := J
1
[ [x
0
2
; x
2
℄, s(x
2
; x
3
) := J
2
[ [x
0
3
; x
3
℄
and s(x
3
; x
1
) := J
3
[ [x
0
1
; x
1
℄ are (a; b + 2)-quasigeodesis. By Theorem C, there exist geodesis
f[x
1
; x
2
℄; [x
2
; x
3
℄; [x
3
; x
1
℄g with H(s(x
i
; x
j
); [x
i
; x
j
℄)  H , for some onstant H = H(Æ; a; b+ 2).
We prove now that the (a; b+2; 0)-quasigeodesi triangle T
0
= fJ
1
; J
2
; J
3
g is (4Æ+2H)-thin. Let
us onsider any permutation fx
i
; x
j
; x
k
g of fx
1
; x
2
; x
3
g and x 2 s(x
i
; x
j
); then there exists x
0
2 [x
i
; x
j
℄
with d(x; x
0
)  H .
Sine the geodesis f[x
1
; x
2
℄; [x
2
; x
3
℄; [x
3
; x
1
℄g are a geodesi triangle 4Æ-thin, there exists y
0
2
[x
j
; x
k
℄ [ [x
k
; x
i
℄ with d(x
0
; y
0
)  4Æ. Now we an hoose y 2 s(x
j
; x
k
) [ s(x
k
; x
i
) with d(y; y
0
)  H .
Hene, T
0
is (4Æ + 2H)-thin.
Consequently, T is K-thin, with K := 4Æ + + 2H , sine [x
0
2
; x
2
℄, [x
0
3
; x
3
℄ and [x
0
1
; x
1
℄ have length
less or equal than . 
Denition 10. Let us assume that we have a triangle T (not neessarily geodesi) with verties
fx
1
; x
2
; x
3
g; we denote by x
i
x
j
the side of T joining x
i
with x
j
. We onsider now another triangle T
0
with verties fx
0
1
; x
0
2
; x
0
3
g suh that x
0
i
x
0
j
is obtained by a ertain kind of modiation of x
i
x
j
. We say
that z 2 T and z
0
2 T
0
are in orresponding sides if z 2 x
i
x
j
and z
0
2 x
0
i
x
0
j
for some i; j.
Proof of Theorem 1. Let us assume that X
n
is k
4
-hyperboli for every n 2 .
We onsider a geodesi triangle T = fa; b; g in X . We x z 2 T ; if z belongs to two sides of T ,
there is nothing to prove; if z only belongs to one side of T , we denote by A the union of the sides of
T whih does not interset z. Without loss of generality we an assume that z 2 [a; b℄.
If T  X
n
for some n, then T is 4k
4
-thin, by Theorem A.
9We assume that T intersets several X
n
's. We intend to study T in eah of those X
n
's separately.
Let us x n 2 . We onsider rst the ase in whih every side of T interset X
n
. We onstrut
a quasigeodesi triangle T
n
 X
n
modifying T in the following way: If [a; b℄  X
n
, we onsider
[a
n
; b
n
℄ = [a; b℄. If [a; b℄ is not ontained in X
n
, then we onsider g : [0; l℄  ! X as an oriented
geodesi joining a and b. By hypothesis, the geodesi segment g meets at most a nite number of

nm
's. Let us dene
t
0
:= minf0  t  l : g(t) 2 X
n
g ; t
l
:= maxf0  t  l : g(t) 2 X
n
g :
First of all, let us assume that g meets [
m2A
n

nm
. We dene
t
1
1
:= minft
0
 t  t
l
: g(t) 2 [
m2A
n

nm
g :
There exists this minimum sine g is a ontinuous funtion in a ompat interval and g\ ([
m2A
n

nm
)
is a ompat set: eah 
nm
is a losed set and g meets at most a nite number of 
nm
's.
Then there is m
1
2 A
n
suh that g(t
1
1
) 2 
nm
1
, and we dene
t
2
1
:= maxft
0
 t  t
l
: g(t) 2 
nm
1
g :
In a similar way, we dene reursively
t
1
i
:= minft
2
i 1
< t  t
l
: g(t) 2 [
m2A
n

nm
g ;
if g(t
1
i
) 2 
nm
i
, for some m
i
2 A
n
, we take
t
2
i
:= maxft
2
i 1
< t  t
l
: g(t) 2 
nm
i
g :
We an ontinue this hoie for 1  i  r. We dene g
0
as the restrition of g to the losed set
[t
0
; t
1
1
℄ [ [t
2
1
; t
1
2
℄ [    [ [t
2
r 1
; t
1
r
℄ [ [t
2
r
; t
l
℄. Observe that g
0
 X
n
. Now, let us hoose geodesis g
i
in
X
n
onneting g(t
1
i
) and g(t
2
i
). We dene  := g
0
[ g
1
[ g
2
[    [ g
r
. By Lemma 1, we have that
 : [0; L℄  ! X
n
is a ontinuous (2maxf1; k
2
g; 2k
1
)-quasigeodesi with its ar-length parametrization
(observe that (0) = g(t
0
) and (L) = g(t
l
)).
If g does not meet [
m2A
n

nm
(or if t
1
i
= t
2
i
for 1  i  r), we take  = g.
We assume now that  meets [
m=2A
n

nm
. If we repeat the previous argument, then we an nd a
m
1
=2 A
n
for whih we have
s
1
1
:= minf0  s  L : (s) 2 
nm
1
g ; s
2
1
:= maxf0  s  L : (s) 2 
nm
1
g :
In a similar way, there exist m
2
; : : : ;m
j
for whih we dene reursively for i = 2; : : : ; j,
s
1
i
:= minfs
2
i 1
< s  L : (s) 2 
nm
i
g ; s
2
i
:= maxfs
2
i 1
< s  L : (s) 2 
nm
i
g :
We dene 
0
as a restrition of  to the losed set [0; s
1
1
℄[ [s
2
1
; s
1
2
℄[    [ [s
2
j
; L℄; we also have 
0
 X
n
.
Now, let us hoose geodesis h
i
in X
n
onneting (s
1
i
) and (s
2
i
). We dene 
1
:= 
0
[h
1
[h
2
[  [h
j
.
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If 
1
: [0; l
1
℄  ! X
n
is its ar-length parametrization, Lemma 2 gives that 
1
is a (2maxf1; k
2
g; 2k
1
+
2k
3
)-quasigeodesi.
If  does not meet [
m=2A
n

nm
(or if s
1
i
= s
2
i
for 1  i  j), we take 
1
= .
In a similar way, we onstrut the quasigeodesis 
2
: [0; l
2
℄  ! X
n
and 
3
: [0; l
3
℄  ! X
n
orresponding to the sides [b; ℄ and [; a℄ respetively.
Observe that if 
1
(l
1
) 6= 
2
(0), then both points belong to some 
nm
, sine we have a tree-
deomposition; ondition (b) gives that d
X
n
(
1
(l
1
); 
2
(0))  k
1
. The same is true if 
2
(l
2
) 6= 
3
(0),
and if 
3
(l
3
) 6= 
1
(0). Hene T
n
:= 
1
[
2
[
3
is a (2maxf1; k
2
g; 2k
1
+2k
3
; k
1
)-quasigeodesi triangle.
Lemma 4 gives that T
n
is Æ
1
-thin, with Æ
1
= k
1
+ 4k
4
+ 2H(k
4
; 2maxf1; k
2
g; 4k
1
+ 2k
3
), where H is
the onstant in Theorem C.
If z 2 X
n
, without loss of generality we an assume that z 2 
1
; if A
0
:= 
2
[ 
3
, then there exists
z
0
2 A
0
with d
X
n
(z; A
0
) = d
X
n
(z; z
0
)  Æ
1
. If z
0
2 A, then d
X
(z; A)  Æ
1
. If z
0
=2 A, then, there exists
z
0
2 A suh that d
X
n
(z
0
; z
0
)  k
1
=2; then, d
X
(z; A)  d
X
n
(z; z
0
) + d
X
n
(z
0
; z
0
)  Æ
1
+ k
1
=2.
If only two sides of T interset X
n
, we have the same result sine we an see a bigon as a triangle
with two equal verties. These fats prove Corollary 1. We nish now the proof of Theorem 1.
If A \X
n
= ?, then z belongs to some geodesi g
0
 g joining some 
mk
with itself suh that A \
X
m
6= ?, sine we have a tree-deomposition. By (b), there exists z
0
2 g
0
\
mk
with d
X
(z; z
0
)  k
1
=2,
and then, there exists z
0
2 A\X
m
suh that d
X
m
(z
0
; z
0
)  Æ
1
+k
1
=2. Consequently, d
X
(z; A)  Æ
1
+k
1
,
and X is Æ-thin with Æ := 2k
1
+ 4k
4
+ 2H(k
4
; 2maxf1; k
2
g; 4k
1
+ 2k
3
).
Let us assume that X is Æ-hyperboli.
We prove now that the inlusion i : X
n
 ! X is a (2maxf1; k
2
g; 2k
1
+ 2k
3
)-quasi-isometry.
Given x; y 2 X
n
, we have that d
X
(x; y)  d
X
n
(x; y), sine there are more urves joining x and y in
X than in X
n
. In order to prove the other inequality, let us onsider a geodesi g in X joining x and y.
If g  X
n
, then d
X
(x; y) = d
X
n
(x; y). In other ase, we an dene t
1
1
; t
2
1
; : : : ; t
1
r
; t
2
r
; s
1
1
; s
2
1
; : : : ; s
1
j
; s
2
j
, and
the (2maxf1; k
2
g; 2k
1
+2k
3
)-quasigeodesi 
1
: [0; l
1
℄  ! X
n
joining x and y as in the proof of the rst
part of the theorem. Sine 
1
has its ar-length parametrization,
1
2
minf1; k
 1
2
gL(
1
)  2(k
1
+ k
3
) 
d
X
(
1
(0); 
1
(l
1
)) = d
X
(x; y).
Sine 
1
is a ontinuous urve in X
n
joining x and y, d
X
n
(x; y)  L(
1
), and then
1
2
minf1; k
 1
2
gd
X
n
(x; y)  2(k
1
+ k
3
)  d
X
(x; y)  d
X
n
(x; y):
Hene, if X is Æ-hyperboli, thenX
n
is 4maxf1; k
2
g
 
2Æ+k
1
+k
3
+H(Æ; 2maxf1; k
2
g; 2k
1
+2k
3
)

-thin
(see [GH, p.88℄).
Let us observe that in this proof of the hyperboliity of X
n
we do not use that the other piees are
tree-piees; this gives Corollary 2. 
Theorem 2 below let us move the study of the hyperboliity of a ertain spae X to another spae
Y with simpler struture, so long as between them there exists the type of relationship desribed by
the following denition.
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Denition 11. We say that two geodesi metri spaes X and Y (in this order) have omparable
deompositions, if there exist deompositions fX
n
g
n2
of X and fY
n
g
n2
of Y , and onstants k
i
, with
the following properties:
(a) If X
n
\X
m
= [
i2I
nm

i
nm
, then Y
n
\ Y
m
= [
i2I
nm

i
nm
, and 
i
nm
= ? if and only if 
i
nm
= ?.
(b) For any n;m; i; diam
X
n
(
i
nm
)  k
1
and diam
Y
n
(
i
nm
)  k
1
.
() We an split  into F [G and F into F
1
[ F
2
with:
(1) If n 2 G, X
n
is a (k
1
; k
2
; k
3
)-tree-piee.
(2) If n 2 F , diam
X
n
(
i
nm
)  k
2
d
X
n
(
i
nm
; 
j
nk
) and diam
Y
n
(
i
nm
)  k
2
d
Y
n
(
i
nm
; 
j
nk
) if (m; i) 6=
(k; j).
(3) If n 2 F
1
, for eah 
i
nm
6= 
j
nk
, there exists a geodesi 
ij
mnk
in X
n
, joining 
i
nm
with 
j
nk
, and
a (k
4
; b
ij
mnk
)-quasi-isometry f
ij
mnk
: 
ij
mnk
 ! h
ij
mnk
 Y
n
, with h
ij
mnk
starting in 
i
nm
and nishing in

j
nk
, and
P
n2F
1
P
m;k;i;j
b
ij
mnk
 k
5
, suh that for any x; y 2 [
m;k;i;j

ij
mnk
, with orresponding points
x
0
; y
0
2 [
m;k;i;j
h
ij
mnk
, we have k
 1
4
d
X
n
(x; y)  k
5
 d
Y
n
(x
0
; y
0
).
(4) If n 2 F
2
, there exists a (k
4
; 0)-quasi-isometry f
n
: X
n
 ! Y
n
, with f
n
(
i
nm
)  
i
nm
.
Remarks.
1. Obviously, these onditions are required only for 
i
nm
; 
i
nm
6= ?.
2. The sets ; F;G and I
nm
do not need to be ountable.
3. We obviously have 
i
nm
= 
i
mn
and I
nm
= I
mn
.
4. The hypothesis (2) trivially holds if for n 2 F , d
X
n
(
i
nm
; 
j
nk
)  k
0
2
and d
Y
n
(
i
nm
; 
j
nk
)  k
0
2
,
by (b).
5. The hypothesis (3) an be relaxed: let us onsider any onneted omponent B
s
of [
n2F
X
n
;
the proof of Theorem 2 gives that it is enough to have
P
n2F
s
1
;m;k;i;j
b
ij
mnk
 k
5
, for any s, where
F
s
1
:= fn 2 F
1
: X
n
 B
s
g (see the onstrution of T
2
in the proof of Theorem 2).
6. As a onsequene of (3), we have that k
 1
4
d
X
n
(x; 
t
nr
)  k
1
  k
5
 d
Y
n
(f
ij
mnk
(x); 
t
nr
), for every
x 2 
ij
mnk
and r; t.
7. Sine ondition (3) an be tedious to hek, it ould be interesting to hek instead the following
statement whih implies (3):
(3
0
) If n 2 F
1
, we have that k
 1
7
 d
X
n
(
i
nm
; 
j
nk
)=d
Y
n
(
i
nm
; 
j
nk
)  k
7
, diam
X
n
([
mi

i
nm
)  k
8
and diam
Y
n
([
mi

i
nm
)  k
8
.
In the deomposition of X one an nd piees of two dierent types: fX
n
g
n2F
and fX
n
g
n2G
. The
onnetions among a piee X
n
, with n 2 G, and the rest of the piees are simple enough for being
X
n
a tree-piee. The onnetions of the piees X
n
, with n 2 F , do not have topologial restritions;
therefore, besides (b) and (2) (as in the ase n 2 G), they must be ontrolled somehow: the onditions
(3) and (4) let us assure that the onnetions between X
n
and the rest of the piees must be alike
to the ones in Y
n
. Observe that ondition (3) involves just a small subset of points of eah X
n
, with
n 2 F
1
.
In spite of lengthening Denition 11, splitting  into the union of the three types of sets F
1
; F
2
and
G is an extremely onvenient ourse of ation: on the one hand, the wider the range of possibilities,
the easier it will be to t a ertain piee into one of them. On the other hand, the determination of
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the onditions that X
n
must verify when n belongs to F
1
; F
2
or G, is not arbitrary at all. In fat,
what lies behind is an appropriate modelization for the study of the following problem in Riemann
surfaes (see [PRT℄): Given a Riemann surfae S, another one S

an be obtained from S by removing
a union of simply onneted losed sets fE
m
g
m2M
. In [PRT℄ it is proved that S is hyperboli if and
only if S

is hyperboli, when fE
m
g are suÆiently separated. Theorem 2 is used in the proof of the
latest statement: The idea is to onsider some neighborhoods of fE
m
g as piees fS
m
g (in S

we take
S

m
:= S
m
n E
m
). G is dened as the set of m's belonging to M suh that S
m
is a tree-piee; F
1
is
the rest of indies of M , and F
2
is the set of indies whih parametrizes the onneted omponents
of S n [
m2M
S
m
(in S

we take the same onneted omponents). Finally, Denition 11 has been
formulated by abstrating the essential properties of piees in eah of the three sets.
Theorem 2. Let us assume that two geodesi metri spaes X and Y have omparable deompo-
sitions. If Y is Æ
0
-hyperboli and there exists a onstant k
6
suh that X
n
is k
6
-hyperboli for every
n 2  n F
2
, then X is Æ-hyperboli, with Æ a onstant whih only depends on Æ
0
and k
i
.
There is an expliit expression of Æ at the end of the proof of Theorem 2.
It is obvious that (4) is muh more restritive than (3); however, it is a small prie to pay in
return for not having to hek the hyperboliity of piees in F
2
.
We an see this theorem as a version of Theorem B: if  = F
1
, ondition (3) says somehow that
there is a quasi-isometry of a small subset of X on a subset of Y . From a dual point of view, we
an onsider that there is a quasi-isometry of a subset of Y on a subset of X ; in this ase we have
the surprising result that the hyperboliity of the original spae implies the hyperboliity of the nal
spae.
The hyperboliity of X does not imply the uniform hyperboliity of X
n
in general (this is another
dierene with Theorem 1). In fat, the hyperboliity of X does not guarantee the hyperboliity of
eah X
n
, as it is shown in the following example: let us onsider X
1
as the Cayley graph of the group
Z
2
, and X
2
the tree with a ountable number of edges of length 1 with a ommon vertex v
0
; we
onstrut X by gluing in a bijetive way eah vertex of X
2
(exept for v
0
) with a vertex of X
1
; it is
lear that X is hyperboli sine it is bounded, and that X
1
is not hyperboli. In the same line, it is
easy to onstrut a loally nite graph X = [
n
X
n
with lim
n!1
Æ(X
n
) =1.
Next, we provide some onditions whih guarantee the hyperboliity of X
n
.
Proposition 1. Let X be a Æ-hyperboli geodesi metri spae with a deomposition as in Denition
11. If for some n 2  there exist onstants k
7
 1; k
8
 0, with d
X
n
(
i
nm
; 
j
nk
)  k
7
d
X
(
i
nm
; 
j
nk
)+k
8
,
for any m; k; i; j; then X
n
is k
6
-hyperboli, with k
6
:= 4k
7
 
4Æ+k
 1
7
(2k
1
+k
8
)+2H(Æ; k
7
; k
 1
7
(2k
1
+k
8
))

,
where H is the onstant in Theorem C.
The following result is weaker than the one in Proposition 1, but it has the advantage that it only
involves distanes in X
n
. In fat, this is the best possible general result involving just distanes in
X
n
; besides it allows to get sharper onstants.
Proposition 2. Let X be a Æ-hyperboli geodesi metri spae with a deomposition as in Denition
11. If for some n 2  there exists a positive onstant k
7
with diam
X
n
([
mi

i
nm
)  k
7
, then X
n
is
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(Æ + 3k
7
=2)-hyperboli.
Corollary 3. Let us assume that two geodesi metri spaes X and Y have omparable deompo-
sitions, that Y is hyperboli, and that there exists a positive onstant k
7
with diam
X
n
([
mi

i
nm
)  k
7
for every n 2 . Then X is hyperboli if and only if there exists a onstant k
6
suh that X
n
is
k
6
-hyperboli for every n 2 .
Proof of Theorem 2. Let us onsider a geodesi triangle T = fa; b; g in X . It is obvious that if
T  X
n
for some n 2 nF
2
, then T is 4k
6
-thin by hypothesis. In other ase (i.e., whether T  X
n
with
n 2 F
2
or T intersets several X
n
's), the main idea of the proof is to hoose suessively quasigeodesi
triangles T
1
; T
2
; T
3
; T
4
in X (losely related to T ), whih will allow to onstrut a quasigeodesi triangle
T
5
in Y (related to T
4
). Sine Y is hyperboli, then T
5
is thin by Lemma 4, and we will use this
information in order to obtain that T is also thin. One of the main obstales is that although X
and Y have similar onnetions among their omponents, eah pair of spaes X
n
and Y
n
an be very
dierent (in fat, a quasi-isometry might not exist between X
n
and Y
n
).
Even though the main idea is simple, the proof is long and tehnial; in order to make the arguments
more transparent, we ollet some results we need along the proof in tehnial lemmas. Most of them
will be proved in the last setion of the paper.
A partial goal is to obtain a triangle T
4
in X easily transformable into another triangle T
5
in Y (in
fat, T \X
n
is ontained in [
m;k;i;j

ij
mnk
if n 2  nF
2
). In order to do this, the rst step is to obtain
a triangle T
1
in X suh that for any n 2  nF
2
, eah onneted omponent of T
1
\X
n
is a geodesi in
X
n
. Reall that although eah onneted omponent of S \X
n
of any side S of T is a geodesi in X
n
,
there an exist onneted omponents of T \ X
n
(ontaining a vertex of T ) whih are not geodesis
in X
n
.
We start with the onstrution of T
1
.
Let us assume that in the piee X
n
there is at least one vertex a of T . If n 2 F
2
, we do not hange
T \X
n
. (In partiular, if T  X
n
, with n 2 F
2
, then T
1
= T .) Let us onsider now n 2  n F
2
, and
let us all 
a
to the onneted omponent of T \X
n
whih ontains a.
Case 1. Assume rst that 
a
only ontains a vertex of T . We denote by x
1
; x
2
the end points
of 
a
. Then, we onsider a geodesi triangle T
a
= fa; x
1
; x
2
g in X
n
with [a; x
1
℄; [a; x
2
℄  T . Let
us denote by a
1
the internal point of T
a
in the geodesi [x
1
; x
2
℄ in X
n
. We dene 
a
1
:= [x
1
; x
2
℄ =
[x
1
; a
1
℄ [ [a
1
; x
2
℄  T
a
. If b 2 X
m
(where m an be either n or not) and the onneted omponent 
b
of T \X
m
whih ontains b does not ontain , then we an proeed with the verties b;  in a similar
way that with a. In this ase, T
1
is dened as the (not neessarily geodesi) triangle onneting the
verties a
1
; b
1
; 
1
, obtained from T by replaing 
a
; 
b
; 

by 
a
1
; 
b
1
; 

1
respetively.
Case 2. Let us assume now that b 2 
a
and  =2 
a
.
Without loss of generality, we an assume that 
a
starts in x
1
, ends in x
2
, and meets a before than
b. We onsider the quadrilateral 
a
[ [x
1
; x
2
℄  X
n
and we draw its diagonal [a; x
2
℄ (we an get a
similar result by drawing [b; x
1
℄), obtaining two geodesi triangles in X
n
: T
a
= fa; x
1
; x
2
g (with the
internal points u
1
2 [a; x
2
℄; u
2
2 [x
1
; x
2
℄ and u
3
2 [a; x
1
℄), T
b
= fa; b; x
2
g (with the internal points
v
1
2 [a; x
2
℄; v
2
2 [b; x
2
℄ and v
3
2 [a; b℄).
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Case 2.1. We onsider rst the situation d
X
n
(x
2
; v
1
) < d
X
n
(x
2
; u
1
). We denote by b
1
the point
in [x
1
; x
2
℄ with d
X
n
(x
2
; b
1
) = d
X
n
(x
2
; v
1
). If we denote a
1
:= u
2
, we an dene 
a
1
:= [x
1
; x
2
℄ =
[x
1
; a
1
℄ [ [a
1
; b
1
℄ [ [b
1
; x
2
℄  T
a
. We dene 

1
as in Case 1. Then we onstrut the triangle T
1
onneting the verties a
1
; b
1
; 
1
, obtained from T by replaing 
a
; 

by 
a
1
; 

1
respetively.
Case 2.2. We onsider the situation d
X
n
(x
2
; v
1
)  d
X
n
(x
2
; u
1
). If we denote a
1
:= b
1
:= u
2
, we
an dene 
a
1
:= [x
1
; x
2
℄ = [x
1
; a
1
℄[ [a
1
; x
2
℄  T
a
. We dene 

1
as in Case 1. Then we onstrut the
bigon T
1
onneting the verties a
1
; 
1
, obtained from T by replaing 
a
; 

by 
a
1
; 

1
respetively.
Case 3. Finally, let us assume that b;  2 
a
. Without loss of generality, we an assume that 
a
starts in x
1
, ends in x
2
, and meets a before than b and meets b before than .
We onsider the pentagon 
a
[[x
1
; x
2
℄  X
n
and we draw its diagonals [x
1
; b℄, [b; x
2
℄, obtaining three
geodesi triangles in X
n
: T
a
= fa; b; x
1
g (with the internal points s
1
2 [a; b℄; s
2
2 [a; x
1
℄, s
3
2 [b; x
1
℄),
T
b
= fb; x
1
; x
2
g (with the internal points u
1
2 [b; x
2
℄; u
2
2 [b; x
1
℄ and u
3
2 [x
1
; x
2
℄), T

= fb; ; x
2
g
(with the internal points v
1
2 [; x
2
℄; v
2
2 [b; ℄ and v
3
2 [b; x
2
℄).
Case 3.1. We onsider rst the situation d
X
n
(x
1
; s
3
) < d
X
n
(x
1
; u
2
) and d
X
n
(x
2
; v
3
) < d
X
n
(x
2
; u
1
).
We denote by a
1
the point in [x
1
; x
2
℄ with d
X
n
(x
1
; a
1
) = d
X
n
(x
1
; s
3
), and by 
1
the point in [x
1
; x
2
℄
with d
X
n
(x
2
; 
1
) = d
X
n
(x
2
; v
3
). If we denote b
1
:= u
3
, we an dene 
a
1
:= [x
1
; x
2
℄ = [x
1
; a
1
℄ [
[a
1
; b
1
℄ [ [b
1
; 
1
℄ [ [
1
; x
2
℄  T
b
. Then we onstrut the triangle T
1
onneting the verties a
1
; b
1
; 
1
,
obtained from T by replaing 
a
by 
a
1
.
Case 3.2. We onsider now the situation d
X
n
(x
1
; s
3
)  d
X
n
(x
1
; u
2
) and d
X
n
(x
2
; v
3
) < d
X
n
(x
2
; u
1
).
We dene a
1
:= b
1
:= u
3
, and we denote by 
1
the point in [x
1
; x
2
℄ with d
X
n
(x
2
; 
1
) = d
X
n
(x
2
; v
3
).
We an dene 
a
1
:= [x
1
; x
2
℄ = [x
1
; a
1
℄ [ [a
1
; 
1
℄ [ [
1
; x
2
℄  T
b
. Then we onstrut the bigon T
1
onneting the verties a
1
; 
1
, obtained from T by replaing 
a
by 
a
1
.
Case 3.3. The situation d
X
n
(x
1
; s
3
) < d
X
n
(x
1
; u
2
) and d
X
n
(x
2
; v
3
)  d
X
n
(x
2
; u
1
) is symmetri to
Case 3.2, hanging the roles of a and .
Case 3.4. Finally, we onsider the situation d
X
n
(x
1
; s
3
)  d
X
n
(x
1
; u
2
) and d
X
n
(x
2
; v
3
)  d
X
n
(x
2
; u
1
).
In this ase, we do not onstrut the triangle T
1
.
Lemma 5. If T
1
is Æ
1
-thin, then T is Æ
0
-thin, with Æ
0
:= maxfÆ
1
+ 16k
6
; 18k
6
g.
See the proof of Lemma 5 in Setion 3.
We have the following elementary fat.
Lemma 6. Let us onsider a metri spae X, an interval I, an (a; b)-quasigeodesi g : I  ! X and
a urve g
1
: I  ! X suh that d(g(t); g
1
(t))   for every t 2 I. Then g
1
is a (a; b+2)-quasigeodesi.
Proof. For any s; t 2 I , we have that
d(g
1
(t); g
1
(s))  d(g
1
(t); g(t)) + d(g(t); g(s)) + d(g(s); g
1
(s))  ajt  sj+ b+ 2 ;
d(g
1
(t); g
1
(s))  d(g(t); g(s))  d(g
1
(t); g(t))   d(g(s); g
1
(s))  a
 1
jt  sj   b  2 : 
Lemma 7. Eah side of T
1
is a (1; 16k
6
)-quasigeodesi with its ar-length parametrization. Fur-
thermore, eah onneted omponent of T
1
\X
n
is a geodesi in X
n
, if n 2  n F
2
.
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See the proof of Lemma 7 in Setion 3.
As a seond step, we split the triangle T
1
in several parts; Corollary 1 will allow to forget the part
of T
1
whih intersets the piees X
n
with n 2 G (see Lemma 8).
We onsider the onneted omponents fB
s
g
s2S
of the set [
n2F
X
n
. We an study the triangle T
1
in eah piee of fB
s
g
s2S
and of fX
n
g
n2G
. We denote by T
2
the quasigeodesi triangle T
1
\ B
s
, for
some xed s 2 S; in fat, we should write T
s
2
instead of T
2
, but our notation is simpler and there will
be no plae to onfusion. Let us observe that T
2
is the union of three sides (possibly not ontinuous)
joining a
2
with b
0
2
, b
2
with 
0
2
and 
2
with a
0
2
.
Reall that we want to obtain a triangle T
4
in X ontained in [
n;m;k;i;j

ij
mnk
. As a third step, we
onstrut the triangle T
3
in order to remove from T
2
the onneted omponents of T
2
\X
n
whih join
some 
i
nm
with itself.
We dene the triangle T
3
in the following way:
Without loss of generality we an onsider a side g
1
of T
1
as the oriented urve from a
1
to b
1
. We
have that a
2
= g
1
() and b
0
2
= g
1
(), for some real numbers  < . By hypothesis, g
1
meets at most
a nite number of 
i
nm
's. Let us assume that g
1
meets [
n;m;i

i
nm
. As we onsider g
1
: [; ℄  ! X ,
let us dene
t
1
1
:= minf  t   : g
1
(t) 2 [
n;m;i

i
nm
g :
There exists this minimum sine g
1
is a ontinuous funtion in a ompat interval and g
1
\([
n;m;i

i
nm
)
is a ompat set: eah 
i
nm
is a losed set and g
1
meets at most a nite number of 
i
nm
's.
Then g
1
(t
1
1
) 2 
i
1
n
1
m
1
, for some n
1
;m
1
; i
1
, and we dene
t
2
1
:= maxf  t   : g
1
(t) 2 
i
1
n
1
m
1
g :
In a similar way, we dene reursively
t
1
j
:= minft
2
j 1
< t   : g
1
(t) 2 [
n;m;i

i
nm
g ;
if g
1
(t
1
j
) 2 
i
j
n
j
m
j
, for some n
j
;m
j
; i
j
, we take
t
2
j
:= maxft
2
j 1
< t   : g
1
(t) 2 
i
j
n
j
m
j
g :
We an ontinue this hoie for 1  j  r. We dene t
2
0
:=  if  6= t
1
1
, and t
1
r+1
:=  if  6= t
2
r
.
We dene g
3
(in this ase) as the restrition of g
1
to the set [; t
1
1
℄[ (t
2
1
; t
1
2
℄[    [ (t
2
r 1
; t
1
r
℄[ (t
2
r
; ℄.
If g
1
does not intersets [
n;m;i

i
nm
, we take g
3
= g
1
. We dene a
3
:= a
2
if  < t
1
1
and a
3
:= g
1
(t
2
1
) if
 = t
1
1
; we dene b
0
3
:= b
0
2
if t
2
r
<  and b
0
3
:= g
1
(t
1
r
) if t
2
r
= . g
3
is a left ontinuous urve between a
3
and b
0
3
. We onsider a similar onstrution with the other sides of T
2
. The triangle T
3
is the union of
these three urves.
Lemma 8. If T
3
is Æ
3
-thin, then T
1
is maxfÆ
3
+k
1
; Æ

g-thin, with Æ

:= 3k
1
=2+4k
6
+2H(k
6
; 2maxf1; k
2
g; 4k
1
+
2k
3
), where H is the onstant in Theorem C.
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Proof. We study the triangle T
1
in eah piee of fB
s
g
s2S
and of fX
n
g
n2G
.
Reall that (1) gives that for any n 2 G, X
n
is a (k
1
; k
2
; k
3
)-tree-piee. Corollary 1 gives that
T
3
\ X
n
is Æ

-thin for every n 2 G(we an assume that X
n
intersets at least two sides of T
3
; if X
n
had interseted only one side of T
1
, this part of T
1
would have been removed during the onstrution
of T
3
, sine X
n
is a tree-piee). We onsider now T
1
\ B
s
for eah s.
By (b) and the onstrution of T
3
, given any z 2 T
1
\B
s
, there exists z
2
2 T
3
in the orresponding
side of z, with d
X
(z; z
2
)  d
X
n
(z; z
2
)  k
1
. Then there exists w in the union of the two other sides of
T
3
with d
X
(w; z
2
)  Æ
3
. Sine T
3
 T
1
\ B
s
, we have the result. 
Lemma 9. Eah side of T
3
is a (1+k
2
; k
1
+16k
6
)-quasigeodesi with its ar-length parametrization.
Furthermore, eah onneted omponent of T
3
\X
n
is a geodesi in X
n
, if n 2 F
1
.
See the proof of Lemma 9 in Setion 3.
Remark. After the onstrution of T
3
and lemmas 8 and 9, without loss of generality we an
assume that there is a unique omponent B
s
, i.e. that T
3
is a (1 + k
2
; k
1
+ 16k
6
; k
1
)-quasigeodesi
triangle in X , with  = F and G = ?.
We onstrut the triangle T
4
by hanging eah geodesi segment in T
3
joining 
i
nm
with 
j
nk
by a
new geodesi 
ij
mnk
. This triangle and onditions (3) and (4) will allow to obtain a triangle T
5
in Y
in an obvious way.
These are the details in the onstrution of T
4
:
Eah onneted omponent of T
3
is a geodesi segment g
ij
mnk
in some X
n
, joining 
i
nm
with 
j
nk
. If
n 2 F
1
, (3) gives that for eah g
ij
mnk
there exists a geodesi 
ij
mnk
in X
n
, joining 
i
nm
with 
j
nk
, and
a (k
4
; b
ij
mnk
)-quasi-isometry f
ij
mnk
: 
ij
mnk
 ! h
ij
mnk
 Y
n
. If n 2 F
2
, we dene f
ij
mnk
as the restrition
of f
n
to g
ij
mnk
, 
ij
mnk
:= g
ij
mnk
, and h
ij
mnk
:= f
ij
mnk
(
ij
mnk
). (Then, f
ij
mnk
is a (k
4
; b
ij
mnk
)-quasi-isometry,
with b
ij
mnk
:= 0.)
We obtain T
4
in X by replaing eah g
ij
mnk
by 
ij
mnk
. We only need to hoose the verties of T
4
, if
some vertex of T
3
is in [
n2F
1
X
n
:
Let us onsider n 2 F
1
and the ar-length parametrizations g
ij
mnk
: [0; l℄  ! X and 
ij
mnk
: [0; l
0
℄  !
X . We observe rst that (2) gives l
0
  l = L
X
(
ij
mnk
) L
X
(g
ij
mnk
)  diam
X
n
(
i
nm
) + diam
X
n
(
j
nk
) 
2k
2
L
X
(g
ij
mnk
) = 2k
2
l. Therefore we onlude l
0
=l  1 + 2k
2
, and symmetrially l=l
0
 1 + 2k
2
.
Lemma 10. Let us onsider an absolute ontinuous and bijetive funtion between two intervals
u : I  ! J with 
 1
 ju
0
j  , and an (a; b)-quasigeodesi g : J  ! X. Then g Æ u : I  ! X is an
(a; b)-quasigeodesi.
Proof. We have that 
 1
jt  sj  ju(t)  u(s)j  jt  sj, and hene
a
 1

 1
jt  sj   b  a
 1
ju(t) u(s)j   b  d(g(u(t)); g(u(s)))  aju(t) u(s)j+ b  ajt  sj+ b : 
Lemma 11. Let us onsider two geodesis 
1
: [0; l
1
℄  ! X and 
2
: [0; l
2
℄  ! X in a Æ-ne
spae X, with d(
1
(0); 
2
(0))   and d(
1
(l
1
); 
2
(l
2
))  . Then d(
1
(t); 
2
(l
2
t=l
1
))  2Æ + 7, for
t 2 [0; l
1
℄.
See the proof of Lemma 11 in Setion 3.
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We onsider the reparametrization g
ij
mnk
(lt=l
0
) : [0; l
0
℄  ! X of g
ij
mnk
; reall that l
0
=l; l=l
0
 1 +
2k
2
. Using these loal reparametrizations, if G
3
: J
0
 ! X and G
4
: I
0
 ! X are ar-length
parametrizations of T
3
and T
4
(respetively), we an onstrut a global bijetion u : I
0
 ! J
0
(in
fat, a ontinuous juxtaposition of straight lines) with (1 + 2k
2
)
 1
 ju
0
j  1 + 2k
2
. Sine G
3
Æ u and
G
4
are dened over the same interval I
0
, if (G
3
Æ u)(t
0
) is a vertex in T
3
, for some t
0
2 I
0
, we an
dene G
4
(t
0
) as its orresponding vertex in T
4
. Lemmas 9 and 10 give that if g
3
= (G
3
Æ u)j
I
, is a
side of T
3
, for some interval I , then g
3
is a ((1 + k
2
)(1 + 2k
2
); k
1
+16k
6
)-quasigeodesi. Observe that
g
4
:= G
4
j
I
is an ar-length parametrization of the side of T
4
orresponding to g
3
. Sine we have (b),
Lemma 11 gives that d
X
(g
3
(t); g
4
(t))  8k
6
+ 7k
1
, for every t 2 I . Then, Lemma 6 implies that g
4
is
a ((1 + k
2
)(1 + 2k
2
); 15k
1
+ 32k
6
)-quasigeodesi. Consequently we obtain the following result.
Lemma 12. Eah side of T
4
is a ((1 + k
2
)(1 + 2k
2
); 15k
1
+32k
6
)-quasigeodesi with its ar-length
parametrization. Furthermore, eah onneted omponent of T
4
\X
n
is a geodesi in X
n
, if n 2 F
1
.
If T
4
is Æ
4
-thin, then T
3
is (Æ
4
+ 14k
1
+ 16k
6
)-thin.
Proof. We have proved the rst two statements. In order to prove the last one we only need to
remark that for every point in any side of T
3
there is another one in the orresponding side of T
4
whih is at distane 7k
1
+ 8k
6
at most; the same result is true if we hange the roles of T
3
and T
4
.

Let us observe that if T  X
n
, with n 2 F
2
, then T
4
= T .
So far, we have modied the original triangle in X to obtain a new one T
4
whih an now be easily
transformed into a triangle T
5
in Y by replaing 
ij
mnk
 X
n
by h
ij
mnk
 Y
n
. We take the anonial
parametrization f
ij
mnk
(
ij
mnk
(t)) in h
ij
mnk
, where t is the ar-length parameter for 
ij
mnk
.
Lemma 13. Eah side of T
5
is a (d
1
; d
2
)-quasigeodesi with its anonial parametrization, where
d
0
:= (1 + k
2
)(1 + 2k
2
)k
4
, d
1
:= d
0
(1 + k
2
)(1 + 2k
2
) and
d
2
:= max

k
1
+ (1 + k
2
)k
5
; k
4
(15k
1
+ 32k
6
) + k
5
; d
 1
0
(17k
1
+ 32k
6
) + 2(k
1
+ k
5
) + (1 + 2k
2
)
 1
k
5
	
:
In fat, the proof of Lemma 13 (see Setion 3) gives the following result.
Corollary 4. For any x; y 2 T
4
with orresponding points x
0
; y
0
2 T
5
, we have that d
X
(x; y) 
d
0
d
Y
(x
0
; y
0
) + 2k
1
+ d
0
(2(k
1
+ k
5
) + (1 + 2k
2
)
 1
k
5
).
By Lemma 13, the sides of T
5
are (d
1
; d
2
)-quasigeodesis. By (b) and the onstrution of T
5
, we
have that an end point of any side of T
5
has an end point of another side at distane less or equal than
k
1
. Sine Y is Æ
0
-hyperboli, Lemma 4 gives that T
5
is Æ
5
-thin with Æ
5
:= 4Æ
0
+k
1
+2H(Æ
0
; d
1
; d
2
+2k
1
).
Now Corollary 4 gives that T
4
is Æ
4
-thin, with Æ
4
:= d
0
Æ
5
+ 2k
1
+ d
0
(2(k
1
+ k
5
) + (1 + 2k
2
)
 1
k
5
).
Lemma 12 gives that T
3
is Æ
3
-thin with Æ
3
:= Æ
4
+ 14k
1
+ 16k
6
. By Lemma 8, we have that T
1
is Æ
1
-thin with Æ
1
:= maxfÆ
3
+ k
1
; Æ

g, where Æ

= 3k
1
=2 + 4k
6
+ 2H(k
6
; 2maxf1; k
2
g; 4k
1
+ 2k
3
).
Theorem 2 is now a onsequene of Lemma 5, and we have Æ := 4(Æ
1
+ 16k
6
), sine Æ
1
 2k
6
(in fat,
Æ
1
 Æ
3
 16k
6
). 
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Proof of Proposition 1. Firstly we prove that the inlusion i : X
n
 ! X is a (k
7
; k
 1
7
(2k
1
+k
8
))-
quasi-isometry.
Given x; y 2 X
n
, we have that d
X
(x; y)  d
X
n
(x; y), sine there are more urves joining x and y in
X than in X
n
. In order to prove the other inequality, let us onsider a geodesi g in X joining x and
y. If g  X
n
, then d
X
(x; y) = d
X
n
(x; y). In other ase, we have for some m; k; i; j;
d
X
(x; y)  d
X
n
(x; 
i
nm
) + d
X
(
i
nm
; 
j
nk
) + d
X
n
(y; 
j
nk
)
 d
X
n
(x; 
i
nm
) + k
 1
7
d
X
n
(
i
nm
; 
j
nk
) + d
X
n
(y; 
j
nk
)  k
8
k
 1
7
 k
 1
7
 
d
X
n
(x; 
i
nm
)+ diam
X
n
(
i
nm
)+ d
X
n
(
i
nm
; 
j
nk
)+ diam
X
n
(
j
nk
)+ d
X
n
(y; 
j
nk
)  2k
1
  k
8

 k
 1
7
d
X
n
(x; y)  k
 1
7
(2k
1
+ k
8
) :
Hene, sine X is Æ-hyperboli, then X
n
is k
7
 
4Æ+ k
 1
7
(2k
1
+ k
8
)+2H(Æ; k
7
; k
 1
7
(2k
1
+ k
8
))

-thin (see
[GH, p.88℄). 
Proof of Proposition 2. Given x; y 2 X
n
, we have that
d
X
(x; y)  d
X
n
(x; y)  d
X
(x; y) + diam
X
n
([
mi

i
nm
)  d
X
(x; y) + k
7
:
If we denote by (x; y)
w
and (x; y)
w;n
the Gromov produts in X and X
n
respetively, the last inequal-
ities give for any x; y; w 2 X
n
(x; y)
w;n
  k
7
 (x; y)
w
 (x; y)
w;n
+ k
7
=2 :
Then, we dedue for any x; y; z; w 2 X
n
, that
(x; z)
w;n
 (x; z)
w
  k
7
=2  minf(x; y)
w
; (y; z)
w
g   Æ   k
7
=2
 minf(x; y)
w;n
  k
7
; (y; z)
w;n
  k
7
g   Æ   k
7
=2  minf(x; y)
w;n
; (y; z)
w;n
g   Æ   3k
7
=2 :
Hene, X
n
is (Æ + 3k
7
=2)-hyperboli. 
x3. Proof of tehnial lemmas
Lemma 5. For eah point z in one side of T , we denote by A = A(z) the union of the two other
sides of T . If we are in ase 3:4 we have d
X
(z; A)  18k
6
. In other ase, we have either:
(1) d
X
(z; A)  12k
6
, or
(2) there exists a point z
1
2 T
1
with d
X
(z; z
1
)  8k
6
, and besides z and z
1
are in orresponding
sides.
Moreover, for eah point z
1
in one side of T
1
there exists a point z 2 T with d
X
(z; z
1
)  8k
6
, and
furthermore z and z
1
are in orresponding sides.
Consequently, if T
1
is Æ
1
-thin, then T is Æ
0
-thin, with Æ
0
:= maxfÆ
1
+ 16k
6
; 18k
6
g.
Proof. Reall that if n 2 F
2
, then T
1
\ X
n
= T \ X
n
. Consequently, we an assume that the
verties of T belong to [
n2nF
2
X
n
, sine in other ase the argument is easier.
If z =2 
a
[ 
b
[ 

, then z 2 T
1
and we have (2) with z
1
= z. In other ase we an assume that
z 2 
a
. We onsider now the same ases in the onstrution of T
1
in the proof of Theorem 2.
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Case 1. We have that 
a
 X
n
only ontains a vertex of T . Let us denote by a
1
; x
0
1
; x
0
2
the
internal points of the geodesis [x
1
; x
2
℄; [a; x
2
℄; [a; x
1
℄ in X
n
respetively. We have 
a
1
:= [x
1
; x
2
℄ =
[x
1
; a
1
℄ [ [a
1
; x
2
℄  T
a
. Sine T
a
is 4k
6
-ne in X
n
by the hypothesis and Theorem A, if z 2 [x
1
; x
0
2
℄
then there exists z
1
2 [x
1
; a
1
℄ with d
X
(z
1
; z)  d
X
n
(z
1
; z)  4k
6
, and if z 2 [x
0
1
; x
2
℄ then there exists
z
1
2 [a
1
; x
2
℄ with d
X
(z
1
; z)  4k
6
; then, we have (2). If z 2 [a; x
0
1
℄, we an take w 2 [a; x
0
2
℄ with
d
X
(z; w)  4k
6
; z 2 [a; x
0
2
℄, we an take w 2 [a; x
0
1
℄ with d
X
(z; w)  4k
6
; then, we have (1).
Case 2. We have now that b 2 
a
and  =2 
a
.
Case 2.1. We onsider the situation d
X
n
(x
2
; v
1
) < d
X
n
(x
2
; u
1
). We denote by u
0
1
the point in
[a; v
3
℄  [a; b℄ with d
X
n
(a; u
1
) = d
X
n
(a; u
0
1
).
(i) If z 2 [x
1
; u
3
℄  [x
1
; a℄, then there exists z
1
2 [x
1
; a
1
℄ suh that d
X
(z; z
1
)  4k
6
.
(ii) If z 2 [u
0
1
; v
3
℄, then there exists z
1
2 [a
1
; b
1
℄ suh that d
X
(z; z
1
)  8k
6
, sine the triangles T
a
and T
b
are 4k
6
-ne.
(iii) If z 2 [x
2
; v
2
℄  [x
2
; b℄, then there exists z
1
2 [b
1
; x
2
℄ with d
X
(z; z
1
)  8k
6
.
In these three ases we have (2).
(iv) If z 2 [a; u
3
℄, then there exists w 2 [a; u
0
1
℄ suh that d
X
(z; w)  8k
6
.
(v) If z 2 [a; u
0
1
℄, then there exists w 2 [a; u
3
℄ suh that d
X
(z; w)  8k
6
.
(vi) If z 2 [b; v
3
℄, then there exists w 2 [b; v
2
℄ suh that d
X
(z; w)  4k
6
.
(vii) If z 2 [b; v
2
℄, then there exists w 2 [b; v
3
℄ suh that d
X
(z; w)  4k
6
.
In these four ases we have (1).
Case 2.2. We onsider the situation d
X
n
(x
2
; v
1
)  d
X
n
(x
2
; u
1
). Let us reall that a
1
= b
1
. We
denote by v
0
1
the point in [a; u
3
℄  [a; x
1
℄ with d
X
n
(a; v
1
) = d
X
n
(a; v
0
1
) and by u
0
1
the point in
[v
2
; x
2
℄  [b; x
2
℄ with d
X
n
(x
2
; u
1
) = d
X
n
(x
2
; u
0
1
).
(i) If z 2 [x
1
; u
3
℄  [x
1
; a℄, then there exists z
1
2 [x
1
; a
1
℄ suh that d
X
(z; z
1
)  4k
6
.
(ii) If z 2 [x
2
; u
0
1
℄  [x
2
; b℄, then there exists z
1
2 [b
1
; x
2
℄ with d
X
(z; z
1
)  8k
6
.
In these two ases we have (2).
(iii) If z 2 [a; v
0
1
℄, then there exists w 2 [a; v
3
℄ suh that d
X
(z; w)  8k
6
.
(iv) If z 2 [a; v
3
℄, then there exists w 2 [a; v
0
1
℄ suh that d
X
(z; w)  8k
6
.
(v) If z 2 [b; v
3
℄, then there exists w 2 [b; v
2
℄ suh that d
X
(z; w)  4k
6
.
(vi) If z 2 [b; v
2
℄, then there exists w 2 [b; v
3
℄ suh that d
X
(z; w)  4k
6
.
(vii) If z 2 [u
3
; v
0
1
℄, then there exists w 2 [v
2
; u
0
1
℄  [b; u
0
1
℄ suh that d
X
(z; w)  8k
6
.
(viii) If z 2 [v
2
; u
0
1
℄, then there exists w 2 [v
0
1
; u
3
℄  [a; u
3
℄ suh that d
X
(z; w)  8k
6
.
In these ve ases we have (1).
Case 3. We have now that b;  2 
a
.
Case 3.1. We onsider the situation d
X
n
(x
1
; s
3
) < d
X
n
(x
1
; u
2
) and d
X
n
(x
2
; v
3
) < d
X
n
(x
2
; u
1
).
We denote by u
0
2
the point in [b; s
1
℄  [a; b℄ with d
X
n
(b; u
2
) = d
X
n
(b; u
0
2
), and by u
0
1
the point in
[b; v
2
℄  [b; ℄ with d
X
n
(b; u
1
) = d
X
n
(b; u
0
1
).
(i) If z 2 [x
1
; s
2
℄  [x
1
; a℄, then there exists z
1
2 [x
1
; a
1
℄ suh that d
X
(z; z
1
)  8k
6
, sine the
triangles T
a
and T
b
are 4k
6
-ne.
(ii) If z 2 [s
1
; u
0
2
℄, then there exists z
1
2 [a
1
; b
1
℄ suh that d
X
(z; z
1
)  8k
6
.
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(iii) If z 2 [u
0
1
; v
2
℄, then there exists z
1
2 [b
1
; 
1
℄ suh that d
X
(z; z
1
)  8k
6
.
(iv) If z 2 [x
2
; v
1
℄  [x
2
; ℄, then there exists z
1
2 [
1
; x
2
℄ with d
X
(z; z
1
)  8k
6
.
In these four ases we have (2).
(v) If z 2 [a; s
2
℄, then there exists w 2 [a; s
1
℄ suh that d
X
(z; w)  4k
6
. We have a similar result if
z 2 [a; s
1
℄.
(vi) If z 2 [b; u
0
2
℄, then there exists w 2 [b; u
0
1
℄ suh that d
X
(z; w)  12k
6
. We have a similar result
if z 2 [b; u
0
1
℄.
(vii) If z 2 [; v
2
℄, then there exists w 2 [; v
1
℄ suh that d
X
(z; w)  4k
6
. We have a similar result
if z 2 [; v
1
℄.
In these three ases we have (1).
Case 3.2. We have the situation d
X
n
(x
1
; s
3
)  d
X
n
(x
1
; u
2
) and d
X
n
(x
2
; v
3
) < d
X
n
(x
2
; u
1
). We
denote by u
0
2
the point in [x
1
; s
2
℄  [x
1
; a℄ with d
X
n
(x
1
; u
2
) = d
X
n
(x
1
; u
0
2
), by u
0
1
the point in [b; v
2
℄ 
[b; ℄ with d
X
n
(b; u
1
) = d
X
n
(b; u
0
1
), and by s
0
3
the point in [b; v
2
℄  [b; ℄ with d
X
n
(b; s
3
) = d
X
n
(b; s
0
3
).
(i) If z 2 [x
1
; u
0
2
℄  [a; ℄, then there exists z
1
2 [x
1
; a
1
℄ suh that d
X
(z; z
1
)  8k
6
.
(ii) If z 2 [u
0
1
; v
2
℄  [b; ℄, then there exists z
1
2 [b
1
; 
1
℄ suh that d
X
(z; z
1
)  8k
6
.
(iii) If z 2 [x
2
; v
1
℄  [a; ℄, then there exists z
1
2 [
1
; x
2
℄ with d
X
(z; z
1
)  8k
6
.
In these three ases we have (2).
(iv) If z 2 [a; s
2
℄, then there exists w 2 [a; s
1
℄ suh that d
X
(z; w)  4k
6
. We have a similar result
if z 2 [a; s
1
℄.
(v) If z 2 [b; s
1
℄, then there exists w 2 [b; s
0
3
℄ suh that d
X
(z; w)  12k
6
. We have a similar result
if z 2 [b; s
0
3
℄.
(vi) If z 2 [; v
2
℄, then there exists w 2 [; v
1
℄ suh that d
X
(z; w)  4k
6
. We have a similar result if
z 2 [; v
1
℄.
(vii) If z 2 [u
0
2
; s
2
℄, then there exists w 2 [u
0
1
; s
0
3
℄ suh that d
X
(z; w)  12k
6
. We have a similar
result if z 2 [u
0
1
; s
0
3
℄.
In these four ases we have (1).
Case 3.3 is similar to 3.2.
Case 3.4. We have the situation d
X
n
(x
1
; s
3
)  d
X
n
(x
1
; u
2
) and d
X
n
(x
2
; v
3
)  d
X
n
(x
2
; u
1
). Without
loss of generality we an assume that d
X
n
(b; v
3
)  d
X
n
(b; s
3
), sine the other ase is similar. We denote
by v
0
3
the point in [b; u
2
℄  [b; x
1
℄ with d
X
n
(b; v
3
) = d
X
n
(b; v
0
3
), by v
00
3
the point in [x
1
; s
2
℄  [x
1
; a℄
with d
X
n
(x
1
; v
0
3
) = d
X
n
(x
1
; v
00
3
), and by s
0
1
the point in [b; v
2
℄  [b; ℄ with d
X
n
(b; s
1
) = d
X
n
(b; s
0
1
).
(i) If z 2 [a; s
2
℄, then there exists w 2 [a; s
1
℄ suh that d
X
(z; w)  4k
6
. We have a similar result if
z 2 [a; s
1
℄.
(ii) If z 2 [b; s
1
℄, then there exists w 2 [b; s
0
1
℄ suh that d
X
(z; w)  12k
6
. We have a similar result
if z 2 [b; s
0
1
℄.
(iii) If z 2 [; v
2
℄, then there exists w 2 [; v
1
℄ suh that d
X
(z; w)  4k
6
. We have a similar result if
z 2 [; v
1
℄.
(iv) If z 2 [v
00
3
; s
2
℄, then there exists w 2 [v
2
; s
0
1
℄ suh that d
X
(z; w)  12k
6
. We have a similar
result if z 2 [v
2
; s
0
1
℄.
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(v) In other ase, z 2 [v
00
3
; v
1
℄  [a; ℄. We have that L
X
([v
00
3
; v
1
℄) = d
X
(v
00
3
; v
1
)  12k
6
; onsequently
d
X
(z; fv
00
3
; v
1
g)  6k
6
and d
X
(z; A)  6k
6
+ 12k
6
= 18k
6
.
This nishes the proof of the rst part of the lemma. The proof of the seond one follows a similar
argument and is easier, sine there is no dihotomy.
Finally, let us see that T
1
is Æ
1
-thin in X implies that T is Æ
0
-thin in X . We onsider z 2 T ; if z
satises (1), there is nothing to prove. In other ase, there exists z
1
2 T
1
suh that d
X
(z; z
1
)  8k
6
and
z and z
1
are in orresponding sides. Sine T
1
is Æ
1
-thin in X , there exists w
1
2 T
1
with d
X
(z
1
; w
1
)  Æ
1
and w
1
in the union of the two other sides. The seond part of the lemma gives that there exists
w 2 A with d
X
(w
1
; w)  8k
6
. Therefore d
X
(z; A)  d
X
(z; w)  Æ
1
+ 16k
6
. 
Lemma 7. Eah side of T
1
is a (1; 16k
6
)-quasigeodesi with its ar-length parametrization. Fur-
thermore, eah onneted omponent of T
1
\X
n
is a geodesi in X
n
, if n 2  n F
2
.
Proof. We an assume that the verties of T belong to [
n2nF
2
X
n
, sine in other ase the argument
is easier.
The seond statement is a diret onsequene of the onstrution of T
1
. This rst one is a onse-
quene of Lemma 6 and the onstrution of T
1
:
If g : J  ! X is a geodesi side of T , Lemma 6 gives that it is enough to hek that there exists a
subinterval I  J suh that g
1
: I  ! X is the ar-length parametrization for the orresponding side
in T
1
of g, and that d
X
(g(t); g
1
(t))  8k
6
for every t 2 I .
We onsider now the same ases in the onstrution of T
1
in the proof of Theorem 2.
Case 1. If [x
1
; x
0
2
℄  g, then we substitute this interval for [x
1
; a
1
℄ in order to obtain g
1
, and then
we have d
X
(g(t); g
1
(t))  4k
6
in these ars, sine T
a
is 4k
6
-ne. The ase [x
2
; x
0
1
℄  g is similar.
Case 2. If [x
1
; u
3
℄  g, then we substitute this interval for [x
1
; a
1
℄ in order to obtain g
1
, and then
we have d
X
(g(t); g
1
(t))  4k
6
in these ars. The ase [x
2
; v
2
℄  g is similar, with onstant 8k
6
, sine
T
a
and T
b
are 4k
6
-ne.
Case 2.1. If g = [a; b℄, then [u
0
1
; v
3
℄  g and g
1
= [a
1
; b
1
℄. We have d
X
(g(t); g
1
(t))  8k
6
in g
1
.
Case 2.2. If g = [a; b℄, then a
1
= b
1
and g
1
is this unique point.
Case 3.1. If [x
1
; s
2
℄  g, then we substitute this interval for [x
1
; a
1
℄ in order to obtain g
1
, and then
we have d
X
(g(t); g
1
(t))  8k
6
in these ars. The ase [x
2
; v
1
℄  g is similar.
If g = [a; b℄, then [s
1
; u
0
2
℄  g and g
1
= [a
1
; b
1
℄. We have d
X
(g(t); g
1
(t))  8k
6
in g
1
. If g = [b; ℄,
then [u
0
1
; v
2
℄  g and g
1
= [b
1
; 
1
℄. We have d
X
(g(t); g
1
(t))  8k
6
in g
1
.
Case 3.2. If g = [a; ℄, we have [x
1
; u
0
2
℄ [ [x
2
; v
1
℄  g, and then we substitute these intervals for
[x
1
; a
1
℄[ [x
2
; 
1
℄ (respetively) in order to obtain g
1
; then we have d
X
(g(t); g
1
(t))  8k
6
in these ars.
If g = [b; ℄, then [u
0
1
; v
2
℄  g and g
1
= [b
1
; 
1
℄. We have d
X
(g(t); g
1
(t))  8k
6
in g
1
.
If g = [a; b℄, then a
1
= b
1
and g
1
is this unique point.
Case 3.3 is similar to 3.2; we do not onsider 3.4 sine in this ase we do not have T
1
. 
Lemma 9. Eah side of T
3
is a (1+k
2
; k
1
+16k
6
)-quasigeodesi with its ar-length parametrization.
Furthermore, eah onneted omponent of T
3
\X
n
is a geodesi in X
n
, if n 2 F
1
.
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Proof. We an assume that the verties of T belong to [
n2F
1
X
n
, sine in other ase the argument
is easier.
The seond statement is a diret onsequene of the onstrution of T
3
and Lemma 7. In order
to see the rst one, let us onsider an ar-length parametrization g
1
: [0; l℄  ! X of one side of
T
1
. Without loss of generality we an assume that g
1
(0) = a
2
and g
1
(l) = b
0
2
. g
1
is a (1; 16k
6
)-
quasigeodesi by Lemma 7. We onsider now an ar-length parametrization g
3
: [0; l
0
℄  ! X of the
side of T
3
orresponding to g
1
. If g
3
= g
1
, there is nothing to prove.
In other ase, if s; t 2 [0; l
0
℄ there exist s

2 (t
2
i 1
; t
1
i
℄ and t

2 (t
2
j 1
; t
1
j
℄ suh that s = s

 
P
i 1
k=1
(t
2
k
 
t
1
k
), t = t

 
P
j 1
k=1
(t
2
k
  t
1
k
), g
3
(s) = g
1
(s

) and g
3
(t) = g
1
(t

). Provided that i = j, we have that
d
X
(g
3
(t); g
3
(s)) = d
X
(g
1
(t

); g
1
(s

))  jt

  s

j = jt  sj ;
d
X
(g
3
(t); g
3
(s)) = d
X
(g
1
(t

); g
1
(s

))  jt

  s

j   16k
6
= jt  sj   16k
6
:
Otherwise, we an assume that i < j. Then we have that
d
X
(g
3
(t); g
3
(s)) = d
X
(g
1
(t

); g
1
(s

))  t

  s

= t  s+
j 1
X
k=i
(t
2
k
  t
1
k
) ;
d
X
(g
3
(t); g
3
(s)) = d
X
(g
1
(t

); g
1
(s

))  t

  s

  16k
6
 t  s  16k
6
:
Observe that (2) gives t
1
k+1
  t
2
k
 k
 1
2
(t
2
k
  t
1
k
). This fat implies that
t  s 
j 2
X
k=i
(t
1
k+1
  t
2
k
)  k
 1
2
j 2
X
k=i
(t
2
k
  t
1
k
) :
This inequality and (b) give
d
X
(g
3
(t); g
3
(s))  t  s+
j 2
X
k=i
(t
2
k
  t
1
k
) + t
2
j 1
  t
1
j 1
 (1 + k
2
)(t  s) + k
1
: 
Lemma 11. Let us onsider two geodesis 
1
: [0; l
1
℄  ! X and 
2
: [0; l
2
℄  ! X in a Æ-ne
spae X, with d(
1
(0); 
2
(0))   and d(
1
(l
1
); 
2
(l
2
))  . Then d(
1
(t); 
2
(l
2
t=l
1
))  2Æ + 7, for
t 2 [0; l
1
℄.
Proof. Without loss of generality we an assume that l
1
 l
2
. We onsider the geodesi quadri-
lateral Q = f
1
(0); 
1
(l
1
); 
2
(l
2
); 
2
(0)g and the geodesi triangles T
1
= f
1
(0); 
1
(l
1
); 
2
(0)g (with
internal points p
1
2 
1
, p
2
2 [
1
(l
1
); 
2
(0)℄, p
3
2 [
1
(0); 
2
(0)℄) and T
3
= f
1
(l
1
); 
2
(l
2
); 
2
(0)g (with
internal points q
1
2 [
1
(l
1
); 
2
(0)℄, q
2
2 
2
, q
3
2 [
1
(l
1
); 
2
(l
2
)℄).
Let us all q
0
1
the point in 
1
with d(
1
(l
1
); q
0
1
) = d(
1
(l
1
); q
1
) = d(
1
(l
1
); q
3
) =: v
1
, and p
0
2
the
point in 
2
with d(
2
(0); p
0
2
) = d(
2
(0); p
2
) = d(
2
(0); p
3
) =: u
2
. We dene u
1
:= d(
1
(0); p
1
) =
d(
1
(0); p
3
), and v
2
:= d(
2
(l
2
); q
2
) = d(
2
(l
2
); q
3
). Observe that d(
1
(0); 
2
(0)) = u
1
+ u
2
  and
d(
1
(l
1
); 
2
(l
2
)) = v
1
+ v
2
 .
We an assume that u
1
+ v
1
 l
1
= L(
1
), sine the another ase is simpler; this fat implies
u
2
+ v
2
 l
2
= L(
2
). Sine T
1
and T
3
are Æ-ne, we have that d(
1
(t+u
1
); 
2
(t+u
2
))  2Æ, for every
t 2 [0; l
1
  u
1
  v
1
℄.
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Observe that d(
1
(t); 
2
(t))  2Æ + , for every t 2 [0; l
1
  u
1
  v
1
℄:
d(
1
(t); 
2
(t))  d(
1
(t); 
1
(t+ u
1
)) + d(
1
(t+ u
1
); 
2
(t+ u
2
)) + d(
2
(t+ u
2
); 
2
(t))
 u
1
+ 2Æ + u
2
 2Æ +  :
If t 2 [l
1
  u
1
  v
1
; l
1
℄, we have that
d(
1
(t); 
2
(t))  d(
1
(t); 
1
(l
1
  u
1
  v
1
)) + d(
1
(l
1
  u
1
  v
1
); 
2
(l
1
  u
1
  v
1
))
+ d(
2
(l
1
  u
1
  v
1
); 
2
(t))
 u
1
+ v
1
+ 2Æ + + u
1
+ v
1
 2Æ + 5 :
Then we have d(
1
(t); 
2
(t))  2Æ + 5, for every t 2 [0; l
1
℄.
The same argument with parametrizations whih reverse the orientation, gives d(
1
(t); 
2
(t+ l
2
 
l
1
))  2Æ + 5, for every t 2 [0; l
1
℄.
Observe now that t  l
2
t=l
1
 t+ l
2
  l
1
, and l
2
  l
1
 2. Consequently we have
d(
1
(t); 
2
(l
2
t=l
1
))  d(
1
(t); 
2
(t)) + d(
2
(t); 
2
(l
2
t=l
1
))  2Æ + 5+ l
2
  l
1
 2Æ + 7 : 
Lemma 13. Eah side of T
5
is a (d
1
; d
2
)-quasigeodesi with its anonial parametrization, where
d
0
:= (1 + k
2
)(1 + 2k
2
)k
4
, d
1
:= d
0
(1 + k
2
)(1 + 2k
2
) and
d
2
:= max

k
1
+ (1 + k
2
)k
5
; k
4
(15k
1
+ 32k
6
) + k
5
; d
 1
0
(17k
1
+ 32k
6
) + 2(k
1
+ k
5
) + (1 + 2k
2
)
 1
k
5
	
:
Proof. Let us onsider a side g
4
: I  ! X in T
4
with its ar-length parametrization, and its
orresponding side g
5
in T
5
with its anonial parametrization.
Given s; t 2 I , let us hoose a geodesi  in Y between g
5
(s) an g
5
(t).
By hypothesis,  meets at most a nite number of 
i
nm
's. Let us assume rst that  does not meet
[
n;m;i

i
nm
. Then   Y
n
, for some n 2 , and we have by (3) and (4)
d
Y
(g
5
(t); g
5
(s)) = d
Y
n
(g
5
(t); g
5
(s))  k
 1
4
d
X
n
(g
4
(t); g
4
(s))  k
5
 k
 1
4
d
X
(g
4
(t); g
4
(s))  k
5
:
Let us assume now that  meets [
n;m;i

i
nm
. Our goal is to split  into some urves joining two
losed sets 
i
nm
and 
j
nk
in Y
n
, so that we an relate them with the geodesis 
ij
mnk
 X
n
joining 
i
nm
with 
j
nk
mentioned in (3) for n 2 F
1
; if n 2 F
2
we an take as 
ij
mnk
any geodesi joining 
i
nm
with

j
nk
. If  : [; ℄  ! Y , let us dene
v
1
1
:= minf  v   : (v) 2 [
n;m;i

i
nm
g :
There exists this minimum sine  is a ontinuous funtion in a ompat interval and  \ ([
n;m;i

i
nm
)
is a ompat set: eah 
i
nm
is a losed set and  meets at most a nite number of 
i
nm
's.
Then (v
1
1
) 2 
i
1
n
1
m
1
, for some n
1
;m
1
; i
1
, and we dene
v
2
1
:= maxf  v   : (v) 2 
i
1
n
1
m
1
g :
In a similar way, we dene reursively
v
1
j
:= minfv
2
j 1
< v   : (v) 2 [
n;m;i

i
nm
g ;
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if (v
1
j
) 2 
i
j
n
j
m
j
, for some n
j
;m
j
; i
j
, we take
v
2
j
:= maxfv
2
j 1
< v   : (v) 2 
i
j
n
j
m
j
g :
We an ontinue this hoie for 1  j  r. We have that
d
Y
(g
5
(t); g
5
(s)) = L
Y
() =      v
1
1
  +
r
X
k=2
(v
1
k
  v
2
k 1
) +    v
2
r
:
Given 
i
k 1
n
k 1
m
k 1
and 
i
k
n
k
m
k
, we have n
k 1
= n
k
, n
k 1
= m
k
, m
k 1
= n
k
or m
k 1
= m
k
.
Sine 
i
nm
= 
i
mn
, by simpliity in the notation we an assume that m
k 1
= n
k
and that the urve
f
i
k 1
i
k
n
k 1
n
k
m
k
Æ 
i
k 1
i
k
n
k 1
n
k
m
k
joining 
i
k 1
n
k 1
m
k 1
and 
i
k
n
k
m
k
, is ontained in Y
n
k
. If 
i
k 1
i
k
n
k 1
n
k
m
k
: [
k
; 
k
℄  !
X
n
k
(k = 2; : : : ; r), then (3) and (4) give that
k
 1
4
d
X
n
k
 

i
k 1
i
k
n
k 1
n
k
m
k
(
k
); 
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)

  b
i
k 1
i
k
n
k 1
n
k
m
k
 d
Y
n
k
 
f
i
k 1
i
k
n
k 1
n
k
m
k
(
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)); f
i
k 1
i
k
n
k 1
n
k
m
k
(
i
k 1
i
k
n
k 1
n
k
m
k
(
k
))

:
By (2),
d
Y
n
k
 
f
i
k 1
i
k
n
k 1
n
k
m
k
(
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)); f
i
k 1
i
k
n
k 1
n
k
m
k
(
i
k 1
i
k
n
k 1
n
k
m
k
(
k
))

 diam
Y
n
k
 

i
k 1
n
k 1
m
k 1

+ d
Y
n
k
 

i
k 1
n
k 1
m
k 1
; 
i
k
n
k
m
k

+ diam
Y
n
k
 

i
k
n
k
m
k

 (1 + 2k
2
) d
Y
n
k
 

i
k 1
n
k 1
m
k 1
; 
i
k
n
k
m
k

:
Consequently we have
v
1
k
  v
2
k 1
 d
Y
n
k
 

i
k 1
n
k 1
m
k 1
; 
i
k
n
k
m
k

 (1 + 2k
2
)
 1
d
Y
n
k
 
f
i
k 1
i
k
n
k 1
n
k
m
k
(
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)); f
i
k 1
i
k
n
k 1
n
k
m
k
(
i
k 1
i
k
n
k 1
n
k
m
k
(
k
))

 (1 + 2k
2
)
 1

k
 1
4
d
X
n
k
 

i
k 1
i
k
n
k 1
n
k
m
k
(
k
); 
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)

  b
i
k 1
i
k
n
k 1
n
k
m
k

:
We have that ([; v
1
1
℄)  Y
n
1
or ([; v
1
1
℄)  Y
m
1
, and ([v
2
r
; ℄)  Y
n
r
or ([v
2
r
; ℄)  Y
m
r
. By
simpliity in the notation, we an assume that ([; v
1
1
℄)  Y
n
1
and ([v
2
r
; ℄)  Y
n
r
. Then Remark 6
before Theorem 2 gives
v
1
1
    d
Y
n
1
 
g
5
(s); 
i
1
n
1
m
1

 k
 1
4
d
X
n
1
 
g
4
(s); 
i
1
n
1
m
1

  k
1
  k
5
;
   v
2
r
 d
Y
n
r
 
g
5
(t); 
i
r
n
r
m
r

 k
 1
4
d
X
n
r
 
g
4
(t); 
i
r
n
r
m
r

  k
1
  k
5
:
Consequently we have
d
Y
(g
5
(t); g
5
(s))  v
1
1
  +
r
X
k=2
(v
1
k
  v
2
k 1
) +    v
2
r
 k
 1
4
d
X
n
1
 
g
4
(s); 
i
1
n
1
m
1

  k
1
  k
5
+ k
 1
4
d
X
n
r
 
g
4
(t); 
i
r
n
r
m
r

  k
1
  k
5
+ (1 + 2k
2
)
 1
r
X
k=2

k
 1
4
d
X
n
k
 

i
k 1
i
k
n
k 1
n
k
m
k
(
k
); 
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)

  b
i
k 1
i
k
n
k 1
n
k
m
k

 k
 1
4
d
X
n
1
 
g
4
(s); 
i
1
n
1
m
1

+ k
 1
4
d
X
n
r
 
g
4
(t); 
i
r
n
r
m
r

  2(k
1
+ k
5
)  (1 + 2k
2
)
 1
k
5
+ (1 + 2k
2
)
 1
k
 1
4
r
X
k=2
d
X
n
k
 

i
k 1
i
k
n
k 1
n
k
m
k
(
k
); 
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)

:
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Now we want to obtain a ontinuous urve 
0
in X joining g
4
(s) with g
4
(t).
By (2) we an hoose geodesis 
k
in X
n
k+1
(2  k  r   1) joining 
i
k 1
i
k
n
k 1
n
k
m
k
(
k
) with

i
k
i
k+1
n
k
n
k+1
m
k+1
(
k+1
), suh that
L
X
n
k+1
(
k
) = d
X
n
k+1
 

i
k
i
k+1
n
k
n
k+1
m
k+1
(
k+1
); 
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)

 k
2
d
X
n
k+1
 

i
k
i
k+1
n
k
n
k+1
m
k+1
(
k+1
); 
i
k
i
k+1
n
k
n
k+1
m
k+1
(
k+1
)

:
By (b) we an hoose a geodesi 
1
in X
n
1
joining g
4
(s) with 
i
1
i
2
n
1
n
2
m
2
(
2
), suh that
L
X
n
1
(
1
) = d
X
n
1
 
g
4
(s); 
i
1
i
2
n
1
n
2
m
2
(
2
)

 d
X
n
1
 
g
4
(s); 
i
1
n
1
m
1

+ k
1
;
and a geodesi 
r
in X
n
r
joining 
i
r 1
i
r
n
r 1
n
r
m
r
(
r
) with g
4
(t), suh that L
X
n
r
 

r

 d
X
n
r
 
g
4
(t); 
i
r
n
r
m
r

+
k
1
.
We onsider now the ontinuous urve 
0
in X joining g
4
(s) with g
4
(t) obtained by the juxtaposition
of the geodesis f
k
g
r
k=1
and f
i
k 1
i
k
n
k 1
n
k
m
k
g
r
k=2
.
On the one hand, these fats give
d
X
(g
4
(t); g
4
(s))  L
X
(
0
)  d
X
n
1
 
g
4
(s); 
i
1
n
1
m
1

+ k
1
+ d
X
n
r
 
g
4
(t); 
i
r
n
r
m
r

+ k
1
+ (1 + k
2
)
r
X
k=2
d
X
n
k
 

i
k 1
i
k
n
k 1
n
k
m
k
(
k
); 
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)

 2k
1
+ d
0
(2(k
1
+ k
5
) + (1 + 2k
2
)
 1
k
5
) + d
0

k
 1
4
d
X
n
1
 
g
4
(s); 
i
1
n
1
m
1

+ k
 1
4
d
X
n
r
 
g
4
(t); 
i
r
n
r
m
r

+ (1 + 2k
2
)
 1
k
 1
4
r
X
k=2
d
X
n
k
 

i
k 1
i
k
n
k 1
n
k
m
k
(
k
); 
i
k 1
i
k
n
k 1
n
k
m
k
(
k
)

  2(k
1
+ k
5
)  (1 + 2k
2
)
 1
k
5

 2k
1
+ d
0
(2(k
1
+ k
5
) + (1 + 2k
2
)
 1
k
5
) + d
0
d
Y
(g
5
(t); g
5
(s))
(reall that d
0
:= (1 + k
2
)(1 + 2k
2
)k
4
); then we have Corollary 4, sine so far we have not used that
g
4
(s) and g
4
(t) belong to the same side of T
4
.
On the other hand, Lemma 12 gives
(1 + k
2
)
 1
(1 + 2k
2
)
 1
jt  sj   15k
1
  32k
6
 d
X
(g
4
(t); g
4
(s)) :
Consequently we have
d
Y
(g
5
(t); g
5
(s))  d
 1
0
(1 + k
2
)
 1
(1 + 2k
2
)
 1
jt  sj   d
 1
0
(17k
1
+ 32k
6
)  2(k
1
+ k
5
)  (1 + 2k
2
)
 1
k
5
:
In order to see the other inequality, we onsider the domain I of g
5
and s; t 2 I , with s < t.
If g
5
([s; t℄) does not interset with any 
i
nm
, then g
5
([s; t℄)  h
ij
mnk
, for some m;n; k; i; j. This fat,
(3) and (4) give
d
Y
(g
5
(t); g
5
(s))  d
Y
n
(g
5
(t); g
5
(s))  k
4
d
X
n
(g
4
(t); g
4
(s)) + k
5
:
In other ase, we an split the interval [s; t℄ into a union of intervals [u
0
; u
1
℄[ (u
1
; u
2
℄[    [ (u
l 1
; u
l
℄,
with l  1, suh that g
5
((u
r 1
; u
r
℄)  h
i
r
j
r
m
r
n
r
k
r
 Y
n
r
(1  r  l), u
0
= s and u
l
= t. We have that
g
5
(u
r
) is an end point of h
i
r
j
r
m
r
n
r
k
r
; we denote by g
5
(u
r 1
+) the other end point of h
i
r
j
r
m
r
n
r
k
r
.
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By (b) and (2) we have that d
Y
n
r+1
 
g
5
(u
r
+); g
5
(u
r
)

 k
2
d
Y
n
r+1
 
g
5
(u
r+1
); g
5
(u
r
+)

(1  r 
l  2), and d
Y
n
l
 
g
5
(u
l 1
+); g
5
(u
l 1
)

 k
1
. These fats, (3), (4) and Lemma 12 give
d
Y
(g
5
(t); g
5
(s)) 
l 1
X
r=0
d
Y
n
r+1
 
g
5
(u
r+1
); g
5
(u
r
+)

+
l 2
X
r=1
d
Y
n
r+1
 
g
5
(u
r
+); g
5
(u
r
)

+ d
Y
n
l
 
g
5
(u
l 1
+); g
5
(u
l 1
)

 k
1
+ (1 + k
2
)
l 1
X
r=0
d
Y
n
r+1
 
g
5
(u
r+1
); g
5
(u
r
+)

 k
1
+ (1 + k
2
)
l 1
X
r=0
 
k
4
d
X
n
r+1
 
g
4
(u
r+1
); g
4
(u
r
+)

+ b
r

 k
1
+ (1 + k
2
) k
5
+ (1 + k
2
) k
4
l 1
X
r=0
ju
r+1
  u
r
j  (1 + k
2
) k
4
jt  sj+ k
1
+ (1 + k
2
) k
5
:
Consequently we have the result. 
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