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En traitement d’image, il est souvent utile de transformer un objet tout en pre´servant
les caracte´ristiques topologiques de cet objet, par exemple pour le simplifier et en ex-
traire un squelette. Dans ce rapport, nous verrons comment de´finir et imple´menter ef-
ficacement de telles transformations. Nous verrons e´galement qu’il est inte´ressant et
possible de pouvoir modifier se´lectivement la topologie : nous pre´senterons en par-
ticulier une me´thode permettant de fermer les trous (ou tunnels) dans des objets tri-
dimensionnels. Nous e´tendrons ensuite ces transformations au cas des images 2D en
niveaux de gris, et montrerons comment exploiter ces ope´rateurs topologiques pour
filtrer, segmenter et restaurer des images.
1 Transformations topologiques binaires
1.1 Voisinages, connexite´
Nous rappelons ici les de´finitions de base de la topologie digitale pour les images
binaires [18].
Un point A∈Zd (d = 2,3) est de´fini par (A1, . . . ,Ad) avec Ai ∈Z. Nous conside´rons
les relations de voisinage N4 et N8 de´finies par, pour tout point A ∈ Z2 :
N4(A) = {B ∈ Z2; |B1−A1|+ |B2−A2| ≤ 1},
N8(A) = {B ∈ Z2;max(|B1−A1|, |B2−A2|)≤ 1},
et les relations de voisinage N6, et N26 et N18 de´finies par, pour tout point A ∈ Z3 :
N6(A) = {B ∈ Z3; |B1−A1|+ |B2−A2|+ |B3−A3| ≤ 1},
N26(A) = {B ∈ Z3;max(|B1−A1|, |B2−A2|, |B3−A3|)≤ 1},
N18(A) = {B ∈ N26(A); |B1−A1|+ |B2−A2|+ |B3−A3| ≤ 2}.
Ces voisinages sont illustre´s dans la figure 1.
FIG. 1 – Les diffe´rents voisinages d’un point A (le point central) en 2D et en 3D.
N4(A) N8(A) N6(A) N18(A) N26(A)
Dans la suite, nous de´signerons par α un nombre tel que α ∈ {4,8,6,18,26}. Nous
de´finissons N∗α(A) = Nα(A)\ {A}. Le point B ∈ E est dit α-adjacent au point A ∈ E si
B∈N∗α(A). Un α-chemin est une se´quence de points A0 . . .Ak telle que Ai est α-adjacent
a` Ai−1 pour i = 1 . . .k.
Soit X ⊆ E , nous disons que deux points A,B de X sont α-connecte´s dans X s’il
existe un α-chemin dans X entre ces deux points. Ceci de´finit une relation d’e´quivalence.
Les classes d’e´quivalence pour cette relation sont les composantes α-connexes de X
(voir la figure 2). Un sous-ensemble X de E est dit α-connexe s’il se compose exacte-
ment d’une composante α-connexe.
L’ensemble compose´ de toutes les composantes α-connexes de X est note´ Cα(X).
Un sous-ensemble de Y de E est dit α-adjacent a` un point A ∈ E s’il existe un point
B∈Y qui soit adjacent a` A. L’ensemble des composantes α-connexes de X α-adjacentes
au point A est note´ CAα(X). Remarquons que Cα(X) et CAα(X) sont des ensembles de
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FIG. 2 – L’ensemble forme´ par les points noirs se compose de deux composantes 4-
connexes, ou d’une composante 8-connexe.
sous-ensembles de X et non des ensembles de points. De plus, si S est un ensemble,
nous de´signerons par |S| le nombre de ses e´le´ments.
1.2 Nombres de connexite´
Nous de´signerons par E l’ensemble Z2 ou Z3. Intuitivement, un point A d’un ob-
jet X ⊆ E est dit simple si l’on peut le supprimer de X tout en pre´servant les ca-
racte´ristiques topologiques de X . Dans le cas de Z2, cela implique de pre´server le
nombre de composantes connexes de l’objet et de son comple´mentaire. Dans Z3, il
faut en plus pre´server les trous (ou tunnels), notion que l’on peut formaliser graˆce au
groupe fondamental (voir par exemple [17]).
La de´finition d’un point simple repose donc sur des notions (composantes connexes,
tunnels) qui sont qualifie´es de globales, car elles ne peuvent se de´finir sans prendre en
compte l’objet tout entier. Cependant, nous allons voir qu’il est possible de caracte´riser
localement les points simples en 2D et en 3D graˆce aux nombres de connexite´ qui sont
introduits dans cette section, ce qui permet d’obtenir des algorithmes efficaces pour les
transformations topologiques.
Donnons tout d’abord la de´finition des nombres de connexite´ pour le cas 2D. Nous
verrons par la suite que le cas 3D est plus complexe.
Soit X ⊆Z2 et A∈Z2. Les nombres de connexite´ Tα(A,X) sont de´finis par : Tα(A,X) =
|CAα [N∗8 (A)∩X ]|
Si nous utilisons une α-connexite´ pour X nous devons utiliser une α-connexite´ pour
X , par exemple en 2D la 4-connexite´ pour X est associe´e a` la 8-connexite´ pour X (et
vice-versa), et en 3D la 6-connexite´ pour X est associe´e a` la 18- ou la 26-connexite´ pour
X (et vice-versa). Ceci est ne´cessaire pour avoir une correspondance entre la topologie
de X et celle de X (voir [18]). De plus, il est parfois ne´cessaire en 3D de distinguer
la 6-connexite´ associe´e avec la 18-connexite´ de la 6-connexite´ associe´e avec la 26-
connexite´. Pour rendre explicite cette distinction, nous utiliserons le symbole 6+ pour
indiquer la notion de 6-connexite´ associe´e avec la 18-connexite´ (voir [7]). Donc, nous
avons les possibilite´s suivantes en 2D : (α,α) = (4,8) ou (8,4) ; et en 3D : (α,α) =
(6,26), (26,6), (6+,18) ou (18,6+).
Dans le cas 3D, la de´finition des nombres de connexite´ repose sur la notion de
voisinage ge´ode´sique. Soit X ⊆ Z3 et A ∈ Z3, l’α-voisinage ge´odesique de A dans X
d’ordre k est l’ensemble Nkα(A,X) de´fini re´cursivement par :
N1α(A,X) = N∗α(A)∩X , et
Nkα(A,X) = ∪{Nα(B)∩N∗26(A)∩X ,B ∈ Nk−1α (A,X)}.
En d’autres termes, Nkα(A,X) est l’ensemble compose´ des points B de N∗26(A)∩X tels
qu’il existe un α-chemin pi de A a` B de longueur infe´rieure ou e´gale a` k, tous les points
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de pi, sauf e´ventuellement A, appartenant a` N∗26(A)∩ X . Les voisinages ge´odesiques
Gα(A,X) sont de´finis par : G6(A,X) = N26 (A,X), G6+(A,X) = N36 (A,X), G18(A,X) =
N218(A,X), et G26(A,X) = N126(A,X).
Nous pouvons maintenant donner une de´finition des nombres de connexite´ en 3D [19,
7, 9]. La figure 3 contient des exemples illustrant cette de´finition.
DE´FINITION 1.1 Soit X ⊆ Z3 et A ∈ Z3. Les nombres de connexite´ Tα(A,X) sont
de´finis par : Tα(A,X) = |Cα[Gα(A,X)]|
Notons qu’une formulation en termes de voisinages ge´ode´siques permet e´galement
de retrouver la de´finition des nombres de connexite´ en 2D.
1.3 Classification topologique des points d’un objet
Si nous utilisons l’α-connexite´ pour X et l’α-connexite´ pour X , les nombres Tα(A,X)
et Tα(A,X) permettent de de´crire les caracte´ristiques topologiques du point A dans l’ob-
jet X . En particulier, les nombres de connexite´ permettent de de´tecter si un point est
simple ou non [7, 9], en 2D comme en 3D :
THEORE`ME 1.1 Soit X ⊆ E et A ∈ X. Le point A est α-simple si et seulement si
Tα(A,X) = 1 et Tα(A,X) = 1.
L’interpre´tation intuitive de cette caracte´risation est que pour qu’un point soit simple,
il faut et il suffit qu’il ait dans son voisinage une seule composante “objet” et une seule
composante “fond” (voir figure 3a). Il est remarquable qu’une notion globale, la notion
de point simple, puisse eˆtre caracte´rise´e localement : cette proprie´te´ va nous permettre
d’imple´menter efficacement des transformations topologiques.
FIG. 3 – Posons (α,α)= (6,26). (a) : Le point central A est un point simple (Tα(A,X)=
Tα(A,X) = 1) : l’unique composante “objet” dans son voisinage est en noir, et l’unique
composante “fond” est en blanc. (b) : Le point central A est un isthme 1D (Tα(A,X) =
2) ; les deux composantes “objet” sont en noir et en gris clair. (c) : Le point central A
est un isthme 2D (Tα(A,X) = 2) ; les deux composantes “fond” sont en blanc et en gris
clair.
(a) (b) (c)
Les nombres de connexite´ permettent e´galement de de´tecter d’autres types de points.
Un point A tel que Tα(A,X) = 0 est un point isole´. Si Tα(A,X) = 0, nous avons un point
inte´rieur. Les points de frontie`re sont caracte´rise´s par Tα(A,X) 6= 0.
Plac¸ons-nous dans le cas ou` E = Z3, et conside´rons maintenant un point A tel que
Tα(A,X)≥ 2. Si nous supprimons A de X , nous de´connectons localement l’objet X (voir
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figure 3b). Nous pouvons dire qu’un tel point est un isthme 1D. Deux situations peuvent
se rencontrer : soit les deux composantes “locales” qui servent a` de´finir Tα(A,X) sont
en fait relie´es entre elles par un chemin dans X en dehors du voisinage du point A, et la
suppression de celui-ci fait disparaıˆtre un tunnel de l’objet ; soit elles ne sont pas relie´es
et la suppression de A de´connecte effectivement X . Dans les deux cas, la topologie est
modifie´e, autrement dit le point A n’est pas simple.
De la meˆme manie`re, un point Tα(A,X) ≥ 2 peut eˆtre appele´ isthme 2D car sa
suppression conduit a` fusionner des composantes connexes du voisinage de A dans X
(voir figure 3b). Si ces composantes sont en fait relie´es entre elles dans X , supprimer
A cre´e un nouveau tunnel pour l’objet, et si elles ne le sont pas, la suppression de A
entraıˆne la diminution du nombre de cavite´s. Ici aussi, le point A est non-simple.
1.4 Amincissements et e´paississements homotopiques
Retirer un point simple d’un objet X permet d’obtenir un objet Y inclus dans X qui
est “topologiquement e´quivalent” a` X . En ite´rant cette ope´ration e´le´mentaire, on peut
obtenir une famille d’ensembles emboıˆte´s qui sont tous topologiquement e´quivalents a`
X . Plus formellement, on dit que Y est un amincissement homotopique e´le´mentaire de
X , et l’on note X e→ Y , s’il existe un point A simple pour X tel que Y = X \ {A}. On
dit que Y est un amincissement homotopique de X si Y = X ou s’il existe une se´quence
〈Y0, . . . ,Yk〉 telle que Y0 = X , Yk = Y et Y0
e
→ . . .
e
→ Yk. Si, de plus, aucun point de Y
n’est simple, on dit que Y est un amincissement homotopique ultime de X
Il est souvent utile, lorsque l’on veut transformer un objet X par un amincissement
homotopique, de garantir qu’un certain sous-ensemble K de X soit pre´serve´. On dit que
Y est un amincissement homotopique de X contraint par K si Y est un amincissement
homotopique de X tel que K ⊆ Y . Si, de plus, aucun point de Y \K n’est simple, on dit
que Y est un amincissement homotopique ultime de X contraint par K.
Notons enfin que pour e´paissir un objet X en pre´servant sa topologie, il suffit de
calculer un amincissement homotopique du comple´mentaire de X (dans la connexite´
duale), et de prendre le comple´mentaire du re´sultat.
1.5 Amincissements en largeur
Dans la figure 4a, on voit un objet X dont l’ensemble des points simples, note´ S(X),
a e´te´ marque´ (dans cet exemple, nous utilisons la 8-adjacence pour l’objet). Il est im-
portant d’observer que l’on ne peut pas retirer simultane´ment tous ces points simples
sans changer la topologie. En effet, dans le cas pre´sent, l’enle`vement simultane´ des
points simples A et B aurait pour effet de de´connecter la branche supe´rieure droite de
l’objet. Deux approches sont possibles pour faire face a` ce proble`me. L’approche pa-
ralle`le consiste a` identifier un sous-ensemble de points de S(X) qui peuvent eˆtre retire´s
simultane´ment sans changer la topologie [3, 5, 6]. L’approche se´quentielle consiste a`
retirer un point simple, a` recalculer l’ensemble des points simples pour le nouvel objet
obtenu, et a` re´ite´rer cette ope´ration. Par exemple, dans le cas de la figure 4a, si l’on
retire le point A de l’objet X , alors le point B devient non simple pour le nouvel objet
X \ {A} obtenu. Nous e´tudions l’approche se´quentielle dans ce rapport.
Conside´rons l’algorithme AmincissementLargeur. Il prend pour parame`tres d’entre´e
un objet X , un nombre d’ite´rations L et une contrainte K (ensemble de points a´ pre´server)
e´ventuellement vide. Au de´but de chaque ite´ration de la boucle “tant que” (ligne 2),
l’ensemble P contient tous les points simples de l’objet courant. Pour la raison discute´e
pre´ce´demment, il n’est pas possible d’oˆter tous les points de P sans pre´caution. Pour
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FIG. 4 – (a) : Un objet X (en noir), ses pixels simples sont marque´s en blanc, les
pixels simples A et B ne peuvent eˆtre retire´s simultane´ment. (b) : Un amincissement
homotopique de X , obtenu apre`s une e´tape de l’algorithme AmincissementLargeur.
(c) : Apre`s deux e´tapes de l’algorithme AmincissementLargeur. (d) : Un amincissement
homotopique ultime de X , obtenu par l’algorithme AmincissementLargeur avec K = /0





de´cider du retrait e´ventuel d’un point A (ligne 6), un test est donc effectue´ (ligne 5) pour
savoir si le point est toujours simple pour l’ensemble X . Si le point est effectivement re-
tire´, ses voisins qui sont dans l’objet (ensemble N(A)∩X , ligne 5) sont me´morise´s pour
examen a` l’ite´ration suivante. Notons que le voisinage conside´re´ est N = N8 en 2D, et
N = N26 en 3D. La composition de l’ensemble P permet de ne retirer de X a` chaque
ite´ration que des points qui e´taient simples pour X en de´but de l’ite´ration. Autrement
dit, une ite´ration de l’algorithme AmincissementLargeur retire une “couche unitaire” de
points de X , avec en premier lieu l’obligation de pre´server la topologie et l’ensemble
K. Le parame`tre L permet donc de controˆler l’e´tendue de l’amincissement (voir fi-
gure 4b,c). Cet algorithme permet e´galement d’obtenir un amincissement homotopique
ultime si l’on choisit K = /0 et L = +∞ (voir figure 4d). Il peut eˆtre imple´mente´ de fac¸on
a` s’exe´cuter en temps line´aire, graˆce a` l’utilisation de structures de listes pour les en-
sembles P,Q et d’un tableau de boole´ens permettant de tester en temps constant quels
sont les e´le´ments de E qui se trouvent dans Q, e´vitant ainsi la duplication d’e´le´ments
dans la liste correspondante. Le test pour savoir si un point est simple peut eˆtre effectue´
en temps constant graˆce a` la caracte´risation locale du the´ore`me 1.1.
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Algorithme 1 : algorithme AmincissementLargeur
Donne´es : X ⊆ E , L ∈ N, K ⊆ X
Re´sultat : X
P = {A ∈ X | A est simple pour X} ;1
tant que P 6= /0 et L > 0 faire2
Q = /0 ;3
pour chaque A ∈ P faire4
si A /∈ K et A est simple pour X alors5
X = X \ {A} ;6
pour chaque B ∈ N(A)∩X faire Q = Q∪{B} ;7
P = /0 ; L = L−1 ;8
pour chaque A ∈ Q faire si A est simple pour X alors P = P∪{A} ;9
1.6 Squelettes curvilignes et surfaciques
Nous avons vu comment obtenir un amincissement homotopique ultime d’un ob-
jet X qui soit approximativement centre´ dans X , graˆce a` l’amincissement en largeur.
Un tel amincissement homotopique ultime, parfois e´galement appele´ squelette ultime,
est par de´finition minimal dans le sens ou` aucun point ne peut en eˆtre retire´ sans mo-
difier la topologie. En 2D, dans le cas ou` l’objet est fini, connexe et sans trou, il est
de´montre´ dans [21] que tout amincissement homotopique ultime est re´duit a` un point
(voir figure 4d). Or dans beaucoup d’applications des squelettes, il est ne´cessaire de
pre´server en plus de la topologie, des caracte´ristiques ge´ome´triques de l’objet ini-
tial, comme ses parties saillantes. Dans la litte´rature, on trouve principalement deux
strate´gies permettant d’obtenir ce re´sultat. La premie`re consiste a` garantir l’inclusion
de l’axe me´dian (voir [10]). dans le squelette, cette strate´gie sera e´tudie´e section 1.7.
La seconde consiste a` de´finir une notion de point extre´mite´ (de courbe en 2D et 3D, de
surface en 3D). Habituellement, un point extre´mite´ de courbe pour X est de´fini comme
un point de X qui n’est adjacent qu’a` un seul autre point de X . Les extre´mite´s de sur-
faces sont plus difficiles a` de´finir, nous verrons dans la suite comment surmonter cette
difficulte´. Les points extre´mite´s seront pre´serve´s, en plus des points non simples, au
cours du processus d’amincissement, ce qui permettra de conserver dans le squelette
des “branches” et/ou des e´le´ments surfaciques. Pour obtenir un tel re´sultat, il suffit de
modifier l’algorithme AmincissementLargeur en ajoutant au de´but de la boucle “ pour
chaque A ∈ P faire ” (juste apre`s la ligne 4) l’instruction : “si A est un point extre´mite´
pour X alors K = K ∪{A}”. La contrainte K initiale est, sauf ne´cessite´ particulie`re,
l’ensemble vide.
On notera que l’ordre des points dans le processus peut jouer un roˆle important. En
effet, un ruban vertical de 2 pixels de large (en 2D) sera re´duit en un couple de pixels
si l’ordre choisi est l’ordre habituel de balayage (gauche-droite, haut-bas) alors qu’un
ruban horizontal de 2 pixels de large sera aminci en une ligne de meˆme longueur et
d’un pixel de large avec ce meˆme balayage. Pour e´viter ce de´faut, il faudra choisir avec
soin un ordre qui traite “e´quitablement” les diffe´rentes orientations. En 2D, certains
auteurs pre´conisent un parcours (horaire ou anti-horaire) du contour de l’objet [23],
mais cette strate´gie s’applique difficilement en 3D. La me´thode la plus couramment
employe´e consiste a` classer les points suivant leur position relative a` l’objet (en 2D :
nord, sud, est, ouest), a` se donner un ordre sur ces orientations, et a` traiter tous les
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Algorithme 2 : algorithme AmincissementDirectionnel
Donne´es : X ⊆ E , L ∈ N, K ⊆ X
Re´sultat : X
P = {A ∈ X | A est simple pour X} ;1
tant que P 6= /0 et L > 0 faire2
Q = /0 ;3
pour t = 1 a` nombre de directions faire4
pour chaque A ∈ P tel que type(A) = t faire5
si A est un point extre´mite´ pour X alors K = K ∪{A};6
si A /∈ K et A est simple pour X alors7
X = X \ {A} ;8
pour chaque B ∈ N(A)∩X faire Q = Q∪{B} ;9
P = /0 ; L = L−1 ;10
pour chaque A ∈ Q faire si A est simple pour X alors P = P∪{A} ;11
points ayant une meˆme orientation avant de passer a` l’orientation suivante.
Plus pre´cise´ment, en 2D, on dira qu’un pixel A appartenant a` l’objet est de type 1, et
l’on notera type(A) = 1 (resp. 2, 3, 4), si son voisin nord (resp. sud, est, ouest) est hors
de l’objet. Une classification analogue peut eˆtre de´finie pour le cas 3D. L’algorithme
AmincissementDirectionnel est une modification de l’algorithme AmincissementLar-
geur qui imple´mente cette strate´gie.
Bien que d’apparence simple, la me´thode base´e sur les points extre´mite´s pour ob-
tenir un squelette curviligne ou surfacique pose pourtant des proble`mes difficiles a`
re´soudre. Tout d’abord, si la de´finition d’un point extre´mite´ de courbe en 2D ou en
3D est relativement naturelle, il n’en est pas de meˆme pour la de´finition d’un point de
bord de surface en 3D. Il n’existe pas a` l’heure actuelle un consensus sur la “bonne”
de´finition d’une telle notion, dans le cadre de la topologie digitale. La seconde diffi-
culte´ concerne la robustesse du squelette vis-a`-vis des petites alte´rations du contour
de l’objet. En effet, cette strate´gie est particulie`rement sensible au “bruit” affectant le
contour, qui se traduit en ge´ne´ral par un grand nombre de branches parasites pouvant
perturber les e´tapes ulte´rieures d’exploitation du squelette.
Nous pre´sentons ici une troisie`me strate´gie, originale, base´e sur la classification
topologique des points pre´sente´e section 1.3. Cette strate´gie consiste a` de´tecter dyna-
miquement lors de l’amincissement, non pas des extre´mite´s de courbe ou de surface,
mais des points amene´s a` devenir dans le squelette des points de courbe ou de surface.
Ces points sont accumule´s dans l’ensemble K (la contrainte) pour la suite de l’amin-
cissement. Pour obtenir un squelette curviligne (resp. surfacique), il suffit de modifier
l’algorithme AmincissementDirectionnel en remplac¸ant la ligne 6 par l’instruction : “si
A est un isthme 1D (resp. 2D) pour X alors K = K ∪{A}”. Une illustration est donne´e
figure 5. En comparant le re´sultat (b) de cette strate´gie avec (a), on voit que seules les
saillances les plus significatives de cet objet donnent naissance a` des branches du sque-
lette. La figure 5(c,d) montre un exemple de squelette surfacique obtenu graˆce a` cette
approche.
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FIG. 5 – (a) : Un objet X et un squelette curviligne de X base´ sur les extre´mite´s de
courbes. (b) : Un squelette curviligne de X base´ sur les isthmes 1D. (c,d) : Un squelette
surfacique (vu sous deux angles) d’un objet X ′ base´ sur les isthmes 2D.
(a) (b)
(c) (d)
1.7 Transformations guide´es par une fonction de priorite´
Nous allons maintenant e´tudier une autre strate´gie d’amincissement qui consiste a`
controˆler, a` l’aide d’une fonction nume´rique appele´e fonction de priorite´, l’ordre dans
lequel les points sont traite´s. Cette fonction associe a` tout point A de X un nombre entier
ou re´el P(A), qui repre´sente la priorite´ du point A. Les points de X seront traite´s selon
les valeurs croissantes de P. On pourra donner a` certains points A la priorite´ P(A) =
+∞, ce qui aura pour signification que ces points ne doivent pas eˆtre retire´s ; autrement
dit, l’ensemble des points de priorite´ infinie sera la contrainte pour l’amincissement.
Cette strate´gie est re´alise´e par l’algorithme AmincissementGuide´. La complexite´
de cet algorithme est de´termine´e par le choix de la structure de donne´es utilise´e pour
repre´senter la fonction P, par exemple, un arbre de recherche e´quilibre´ permet d’obtenir
une complexite´ globale en O(n logn), ou` n est le nombre de points de l’image. Dans
certains cas particuliers de la fonction P, dont celui tre`s courant ou` P est une carte de
distance (voir [10]), il est possible d’imple´menter l’algorithme AmincissementGuide´ en
temps line´aire (voir [2]).
Une premie`re utilisation des squelettes guide´s consiste a` prendre pour P la carte
de distance au comple´mentaire de l’objet. Ainsi, seront choisis en priorite´ les points
de l’objet qui sont les plus proches du fond. Ceci permet de prendre une de´cision sur
la notion de distance utilise´e pour centrer le squelette : distances discre`tes, distances
de chamfrein, distance euclidienne, etc. (voir [10]) ; et d’obtenir, en particulier par le
9
Algorithme 3 : algorithme AmincissementGuide´
Donne´es : X ⊆ E,P une fonction de X dans Z ou R
Re´sultat : X
re´pe´ter
Soit A un e´le´ment de X tel que A est simple pour X et P(A) est minimal ;
X = X \ {A} ;
jusqu’a` stabilite´ ;
choix de la distance euclidienne, une bien moindre sensibilite´ aux rotations qu’avec la
strate´gie d’amincissement en largeur.
Il paraıˆt naturel d’associer a` un amincissement guide´ par une carte de distance, la
contrainte de pre´server en totalite´ ou en partie les points de l’axe me´dian de´fini par
cette meˆme distance. On peut ainsi associer les qualite´s ge´ome´triques de l’axe me´dian,
partout centre´ dans l’objet selon une de´finition pre´cise, et la pre´servation de la topologie
assure´e par l’amincissement homotopique.
Il n’est cependant pas suffisant pour obtenir un squelette correctement centre´, dans
le cas de la distance euclidienne en particulier, d’utiliser l’algorithme Amincissement-
Largeur avec la fonction de priorite´ de´finie par P(A) = +∞ si A ∈AME(X), et P(A) =
dE(A,X) sinon (ou` AME(X) de´signe l’axe me´dian euclidien de X , et dE la distance
euclidienne). Cette me´thode donne habituellement des re´sultats corrects sur des petites
images, mais ne garantit pas, en particulier dans le cas de grandes images, que les points
du squelette homotopique qui ne sont pas dans l’axe me´dian soient “bien centre´s” dans
l’objet. En 2D par exemple, cela se manifeste par des branches du squelette qui ne
suivent pas les lignes de plus grande pente de la carte de distance.
Ce proble`me a e´te´ mis en e´vidence dans [22] (voir e´galement [14]). Une solution a`
ce proble`me, qui s’applique aux cas 2D et 3D, a e´te´ propose´e dans [14]. Elle consiste
a` de´finir une fonction de priorite´ qui prend en compte a` la fois la carte de distance et
une fonction auxiliaire de´finie dans le voisinage de chaque point du squelette de´tecte´
dynamiquement.
Dans certaines applications, il peut eˆtre e´galement pertinent de prendre pour fonc-
tion de priorite´ les niveaux de gris d’une image. Ceci a du sens lorsqu’il est possible
d’interpre´ter le niveau de gris comme la “vraisemblance” pour un pixel d’appartenir
a` une certaine classe ou re´gion. Conside´rons par exemple l’application qui consiste a`
extraire, a` partir d’une image IRM en 3D de la teˆte, la matie`re blanche du cerveau (voir
figure 6a). D’apre`s les connaissances de la physiologie humaine et les parame`tres de
l’imageur a` re´sonance magne´tique, on sait qu’un e´le´ment de volume A se situant dans
la matie`re blanche produit une re´ponse, code´e par une valeur F(A) du voxel correspon-
dant, qui se situe entre deux bornes µ1 < µ2. On sait de plus, d’apre`s les donne´es anato-
miques, que la matie`re blanche du cerveau constitue un volume simplement connexe,
c’est-a`-dire topologiquement e´quivalent a` une boule. D’ou` l’ide´e de partir d’un ob-
jet X = {A0}, ou` A0 est un point quelconque se situant dans la matie`re blanche, par
exemple un point choisi par l’ope´rateur, et d’effectuer un amincissement homotopique




|F(A)−µ|, ou` µ = µ1+µ22 si µ1 ≤ F(A)≤ µ2,
+∞ sinon.
On a ainsi la garantie que l’objet re´sultat (le comple´mentaire de l’ensemble obtenu par
le processus d’amincissement) aura bien la topologie d’une boule, et que les points de
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FIG. 6 – (a) : De´tail d’un plan (2D) extrait d’une IRM 3D du cerveau. (b) : Re´sultat de
la me´thode de´crite dans le texte. Noter que le re´sultat est connexe en 3D, bien que la
coupe pre´sente´e ici ne le soit pas en 2D.
(a)
(b)
cet objet ont tous dans l’image F des valeurs se situant dans la plage permise (voir
figure 6b). Cette me´thode a e´te´ exploite´e avec succe`s et ge´ne´ralise´e pour segmenter
d’autres structures ce´re´brales, en particulier le cortex, dans [15, 16].
Dans ce dernier type d’application, il est particulie`rement utile de pouvoir ope´rer
des filtrages de type morphologique (ouvertures, fermetures, filtres se´quentiels alterne´s)
sur un objet tout en garantissant la pre´servation de la topologie. On trouvera dans [12]
la de´finition d’ope´rateurs permettant de tels filtrages.
1.8 Fermeture de trous
Nous avons vu qu’il est possible, graˆce a` la notion de point simple, de concevoir des
ope´rateurs qui transforment un objet en pre´servant strictement sa topologie. Cependant,
modifier la topologie de manie`re controˆle´e est ne´cessaire dans certaines applications.
Ce the`me est tre`s peu aborde´ dans la litte´rature. Nous pre´sentons ici ce qui est a` notre
connaissance, le premier algorithme permettant de fermer des trous (ou tunnels) dans
un objet en trois dimensions. Un trou dans un objet en 3D n’est pas une re´gion de
l’espace, comme on peut s’en convaincre en conside´rant un tore plein, qui est un objet
comportant un unique trou (voir aussi les exemples figure 7). Intuitivement, la pre´sence
d’un trou dans un objet peut eˆtre caracte´rise´e par l’existence d’un chemin ferme´ inclus
dans l’objet, et ne pouvant eˆtre transforme´ de fac¸on continue en un point unique, tout
en restant dans l’objet. Fermer des trous dans des objets 3D n’est donc pas un proble`me
trivial, en particulier il n’est pas possible d’utiliser, comme en 2D, des algorithmes de
recherche de composantes connexes. Base´e sur les nombres de connexite´ (section 1.2)
et la notion d’amincissement guide´ (section 1.7), la me´thode pre´sente´e ici permet de
fermer des trous dans un objet 3D. Cette me´thode permet de plus de controˆler par un
parame`tre la “taille” des trous a` fermer (figure 7b). Elle peut eˆtre implante´e par un
algorithme line´aire en temps de calcul.
L’ide´e de base de la me´thode consiste a` plonger l’objet X dont on veut fermer les
trous, dans un autre objet Y connexe, sans trou et sans cavite´ (une cavite´ est une com-
posante connexe finie du fond), tel qu’un cube par exemple. On amincit ite´rativement
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Y en enlevant des points n’appartenant pas a` l’objet X , et en s’assurant a` l’aide des
nombres de connexite´ que l’enle`vement du point ne cre´e pas de trou ni de cavite´. Cette
me´thode a e´te´ introduite et formalise´e dans [1, 2], nous en rappelons ici les principales
notions et proprie´te´s.
DE´FINITION 1.2 Soient X ,Y tels que X ⊆ Y ⊆ E. On dit que Y est une enveloppe
topologique de X si Y n’a ni trou ni cavite´, et si ∀A ∈ Y \X, l’ensemble Y \ {A} a un
trou ou une cavite´.
Le the´ore`me suivant permet de caracte´riser localement la classe des ensembles qui
sont des enveloppes topologiques, relativement a` la classe des ensembles qui sont sans
cavite´ et sans trou.
THEORE`ME 1.2 Soient X ,Y tels que X ⊆ Y ⊆ E. Supposons que Y soit sans cavite´ et
sans trou. Alors, Y est une enveloppe topologique de X si et seulement si, pour chaque
A de Y \X, A est un point inte´rieur ou un isthme 2D pour Y .
COROLLAIRE 1.1 Soient X ,Y,Z tels que X ⊆ Y ⊆ Z ⊆ E et que Z soit sans cavite´ et
sans trou. Si Y peut eˆtre obtenu a` partir de Z en retirant se´quentiellement et jusqu’a`
stabilite´ des points A tels que Tα(A,Z) = 1, alors Y est une enveloppe topologique de
X.
Afin d’obtenir un re´sultat bien “centre´” sur l’objet X , on guide le processus de´crit
ci-dessus par une carte de distance a` l’objet, calcule´e pour les points du comple´mentaire
de X (les points situe´s a` la plus grande distance de l’objet seront traite´s en priorite´). On
peut e´galement introduire un parame`tre t permettant de controˆler la “taille” des trous
que l’on ferme : si l’on de´cide de retirer durant l’exe´cution de l’algorithme les points
A tels que Tα(A,X) ≥ 1, et ayant une valeur supe´rieure a` t pour la carte de distance,
on laissera ouverts les trous de grande taille. Une le´ge`re modification de l’algorithme
AmincissementGuide´ avec un choix de structures de donne´es adapte´es permet d’obtenir
un algorithme line´aire en temps de calcul.
2 Transformations topologiques en niveaux de gris
Dans cette section, les notions topologiques telles que celles de point simple, d’amin-
cissement et d’amincissement ultime, sont e´tendues au cas des images en niveaux de
gris. Des applications au filtrage, a` la segmentation et a` la restauration d’images sont
pre´sente´es.
Une image 2D en niveaux de gris peut eˆtre vue comme une fonction F de Z2 dans Z.
Pour tout point A de Z2, F(A) est le niveau de gris, ou luminosite´ de A. On note F
l’ensemble de toutes les fonctions de Z2 dans Z.
Soit F ∈ F et k ∈ Z, la coupe (ou seuil) de F au niveau k est l’ensemble Fk
compose´ de tous les points A ∈ Z2 tels que F(A) ≥ k. Observons qu’une coupe est
un ensemble de points, i.e., une image binaire. Comme dans le cas binaire, si nous
utilisons l’α-adjacence pour les coupes Fk de F , nous devons utiliser l’α-adjacence
pour les ensembles comple´mentaires Fk, avec (α,α) = (8,4) ou (4,8). Conside´rons
la fonction −F , appele´e fonction comple´mentaire de F (pour chaque point A de Z2,
(−F)(A) =−F(A)). Notons que les ensembles comple´mentaires des coupes de F sont
des coupes de −F . Dans tous les exemples et figures de ce rapport, nous choisirons
α = 8 pour les coupes de F , donc nous devrons utiliser α = 4 pour les coupes de −F .
12
FIG. 7 – Illustration d’un algorithme de fermeture de trous dans des objets 3D. (a) :
L’utilisation d’une carte de distance permet de “centrer” la position de la surface qui
ferme le trou. (b) : Un parame`tre permet de re´gler la“taille” des trous a` fermer.
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(a)
(b)
Une composante connexe non vide X d’une coupe Fk de F est un maximum (re´gional)
pour F si X ∩Fk+1 = /0. Un ensemble X ⊆ Z2 est un minimum (re´gional) pour F s’il
est un maximum re´gional pour −F .
2.1 Topologie des coupes
Intuitivement, nous dirons qu’une transformation de F pre´serve la topologie si la
topologie de chacune des coupes de F est pre´serve´e. Donc, la “topologie des coupes”
d’une fonction (i.e., d’une image en niveaux de gris) de´rive directement de la topologie
des images binaires [8]. Base´es sur cette ide´e, les notions suivantes ge´ne´ralisent aux
fonctions la notion de point simple.
DE´FINITION 2.1 Soit F ∈ F , le point A ∈ Z2 est destructible (pour F) si A est simple
pour Fk, avec k = F(A). Le point A ∈ Z2 est constructible (pour F) si A est destructible
pour −F.
Nous voyons que le niveau de gris d’un point destructible (resp. constructible) peut
eˆtre abaisse´ (resp. e´leve´) d’une unite´, tout en pre´servant la topologie de F . Par exemple
figure 8 (a), le point au niveau 8 est a` la fois destructible et constructible ; les deux
points au niveau 2 sont constructibles, mais seulement l’un de ceux-ci peut eˆtre e´leve´
car, ensuite, l’autre point deviendrait non-constructible.
Soit F ∈ F et G ∈ F . On dit que G est un amincissement homotopique e´le´mentaire
de F , et l’on note G e→ F , s’il existe un point A destructible pour F tel que G(A) =
F(A)− 1, et pour tout B 6= A, G(B) = F(A). On dit que G est un amincissement ho-
motopique de F si G = F ou s’il existe une se´quence 〈G0, . . . ,Gk〉 telle que G0 = F ,
Gk = G et G0
e
→ . . .
e
→Gk. De plus, si aucun point de G n’est destructible, on dit que G
est un amincissement homotopique ultime de F . On de´finit de fac¸on duale les notions
d’e´paississement homotopique et d’e´paississement homotopique ultime.
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FIG. 8 – (a) : Image originale. (b) : Un amincissement homotopique ultime de (a). (c) :
Un e´paississement homotopique ultime de (a).
1 1 1 1 1 1 1 1 1
1 0 0 0 0 0 0 0 1
1 0 4 9 7 7 7 0 1
1 0 9 9 3 7 7 0 1
1 0 8 6 7 7 7 0 1
1 0 7 6 2 2 7 0 1
1 0 0 6 7 7 7 0 1
1 0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1
1 0 0 0 0 0 0 0 1
1 0 0 0 7 0 0 0 1
1 0 0 9 3 7 0 0 1
1 0 0 0 7 2 6 0 1
1 0 0 6 2 2 6 0 1
1 0 0 0 6 6 0 0 1
1 0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1
1 0 0 0 0 0 0 0 1
1 0 9 9 9 9 9 0 1
1 0 9 9 3 7 7 0 1
1 0 9 9 9 9 9 0 1
1 0 9 6 6 2 9 0 1
1 0 9 6 9 9 9 0 1
1 0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 1 1
(a) (b) (c)
Par exemple figure 8, l’image (b) est un amincissement homotopique ultime de (a),
et (c) est un e´paississement homotopique ultime de (a).
2.2 Caracte´risations locales et classification topologique des points
Soit F ∈ F et A ∈ Z2. Pour alle´ger les notations, nous omettrons dans la suite la
mention de F lorsqu’elle n’est pas indispensable, par exemple, nous noterons N++(A)
plutoˆt que N++(A,F). Nous de´finissons les quatre voisinages suivants :
N++(A) = {B ∈ N∗8 (A);F(B) > F(A)} ;
N+(A) = {B ∈ N∗8 (A);F(B)≥ F(A)} ;
N−−(A) = {B ∈ N∗8 (A);F(B) < F(A)} ;
N−(A) = {B ∈ N∗8 (A);F(B)≤ F(A)}.
Nous de´finissons e´galement :
η−(A) =
{
max{F(B);B ∈ N−−(A)}, si N−−(A) 6= /0,
F(A) sinon.
Il est facile de de´montrer qu’abaisser un point destructible A a` la valeur η−(A) est
une transformation homotopique. Par exemple figure 8 (a), le point au niveau 9 dans
la troisie`me range´e peut eˆtre abaisse´ a` 7, puis a` 4, et finalement a` 0 sans changer la
topologie des coupes. Cette proprie´te´, en plus de la caracte´risation locale des points
destructibles et constructibles que nous allons pre´senter maintenant, permet de conce-
voir des algorithmes efficaces pour calculer des transformations pre´servant la topologie
des coupes, sur le mode`le de l’algorithme AmincissementLargeur et de l’algorithme
AmincissementGuide´ (voir [13]).
Nous de´finissons les quatre nombres de connexite´ :
T ++(A) = |Cα[A,N++(A)]| ; T+(A) = |Cα[A,N+(A)]| ;
T−−(A) = |Cα[A,N−−(A)]| ; T−(A) = |Cα[A,N−(A)]|.
La proprie´te´ suivante peut eˆtre de´rive´e directement des de´finitions ci-dessus et de la
caracte´risation locale des points simples pour les images binaires (voir the´ore`me 1.1).
Elle montre que les nombres de connexite´ permettent de caracte´riser localement les
points destructibles et constructibles.
Soit F ∈ F et A ∈ Z2.
A est destructible pour F ⇔ T +(A) = 1 et T−−(A) = 1 ;
A est constructible pour F ⇔ T−(A) = 1 et T++(A) = 1.
De plus, les nombres de connexite´ permettent une classification des caracte´ristiques
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topologiques d’un point :
A est un pic si T+(A) = 0 ; A est minimal si T−−(A) = 0 ;
A est k-divergent si T−−(A) = k avec k > 1 ;
A est un puits si T−(A) = 0 ; A est maximal si T ++(A) = 0 ;
A est k-convergent si T ++(A) = k avec k > 1 ;
A est un point bas s’il n’est pas maximal ; A est un point haut s’il n’est pas minimal ;
A est un point inte´rieur s’il est a` la fois minimal et maximal ;
A est une marche simple s’il est a` la fois destructible et constructible ;
A est un point selle s’il est a` la fois convergent et divergent.
FIG. 9 – Type topologique. Le point central est du type suivant : a : pic ; b : inte´rieur ;
c : destructible maximal ; d : maximal 2-divergent ; e : destructible 2-convergent ; f :






















(a) (b) (c) (d) (e) (f) (g)
En conside´rant toutes les valeurs possibles des quatre nombres de connexite´, on
montre [8] que le type d’un point A ∈ Z2, quelle que soit la fonction F ∈ F , est
ne´cessairement l’un des suivants, et seulement celui-ci : 1) un pic ; 2) un puits ; 3) un point
inte´rieur ; 4) un point constructible minimal ; 5) un point destructible maximal ; 6) un point
minimal convergent ; 7) un point maximal divergent ; 8) une marche simple ; 9) un point
destructible convergent ; 10) un point constructible divergent ; 11) un point selle. La fi-
gure 9 montre des exemples de sept de ces types de points ; les quatre autres types
peuvent eˆtre obtenus par dualite´ (par exemple un puits est le dual d’un pic, etc).
Nous terminerons ce rapport en de´crivant trois applications de la topologie des
coupes. Ces applications combinent des e´tapes de transformation homotopique, et des
e´tapes durant lesquelles la topologie doit eˆtre modifie´e de manie`re controˆle´e.
2.3 Filtrage topologique
Dans le cas de bruit impulsionnel, une impulsion positive apparaıˆt dans l’image
comme un groupe constitue´ de quelque pixels, dont la valeur est plus e´leve´e que celles
des pixels du voisinage. Nous pouvons de´tecter une impulsion constitue´e d’un pixel
A isole´ en testant le type topologique de A : il s’agit d’un pic. On peut “de´truire”
ce pic en abaissant A a` la valeur η−(A). Pour des impulsions forme´es par plusieurs
pixels adjacents, cette proce´dure n’est pas suffisante. Cependant, si nous amincissons
l’image en abaissant des points destructibles, une impulsion forme´e de quelques pixels
se re´duira a` un pic, qui pourra donc eˆtre de´tecte´ puis abaisse´.
D’un autre coˆte´, nous ne voulons pas abaisser des groupes constitue´s d’un plus
grand nombre de pixels, qui correspondent a` des objets significatifs dans l’image. C’est
pourquoi nous avons besoin d’un analogue de l’algorithme AmincissementLargeur, qui
permet de controˆler par le nombre d’ite´rations, l’e´tendue spatiale de l’amincissement
(voir [13] pour plus de de´tails).
Dans la figure 10, nous montrons le re´sultat (c) de trois e´tapes d’amincissement
homotopique applique´es a` l’image (b), suivies d’un abaissement des pics. Les impul-
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FIG. 10 – Filtrage topologique. (a) : Image originale. (b) : Image originale plus bruit
impulsionnel. (c) : Apre`s 3 e´tapes d’amincissement et abaissement des pics. (d) : Re-
construction homotopique de (c) contrainte par (b).
(a) (b) (c) (d)
sions ont e´te´ e´limine´es, mais des points n’appartenant pas a` des impulsions ont aussi
e´te´ abaisse´s ; il faut donc leur redonner leur altitude initiale. Nous utilisons pour cela un
ope´rateur de reconstruction homotopique, qui n’est autre qu’un e´paississement homo-
topique contraint par l’image d’origine (c’est-a`-dire qu’un point ne pourra atteindre une
valeur supe´rieure a` celle qu’il avait dans l’image d’origine). La contrainte de n’e´lever
que des points constructibles garantit que les les pics abaisse´s ne seront pas restaure´s
a` leur altitude originale. La figure 10 (d) montre une reconstruction homotopique de
(c) contrainte par (b). Les impulsions ne´gatives peuvent eˆtre filtre´es par la proce´dure
duale. Ce filtrage topologique donne, pour filtrer du bruit impulsionnel, de meilleurs
re´sultats qu’un filtre me´dian ou qu’un filtre base´ sur l’ouverture et la reconstruction
morphologiques. En particulier, il permet de mieux pre´server les structures minces.
2.4 Segmentation topologique
La figure 11 (a) montre une image dans laquelle on perc¸oit des cellules sombres
se´pare´es par des frontie`res plus claires. A cause du bruit, cette image contient beau-
coup de minima re´gionaux : ils apparaissent en blanc dans (a’). Un amincissement
homotopique ultime (b) pre´serve par construction tous ces minima et les e´tend le plus
possible (b’). La figure 12 (a) montre un profil 1D extrait d’un tel amincissement ho-
motopique ultime. Dans ce profil, les points A, B et C correspondent a` des points diver-
gents qui se´parent des minima voisins. Certains de ces points divergents (A, B) peuvent
eˆtre conside´re´s comme des points “irre´guliers” [8] : nous voudrions les abaisser pour
e´liminer (fusionner) des minima de faible profondeur.
Pour cela, nous introduisons la notion de point λ-destructible et d’amincissement
filtre´ ultime.Intuitivement, un point λ-destructible A est soit un point destructible, soit
un pic, soit un point divergent se trouvant sur une creˆte qui divise son voisinage en
plusieurs re´gions plus basses, telles qu’au plus une de ces re´gions ait une diffe´rence
d’altitude supe´rieure a` λ par rapport a` A. Par exemple, les points a` 20 et 100 dans la
figure 12 (b) sont tous deux 10-destructibles, mais ne sont pas destructibles. Un amin-
cissement filtre´ ultime est de´fini de manie`re similaire a` un amincissement homotopique
ultime, en remplac¸ant “destructible” par λ-destructible.
Dans la figure 11 (c), nous voyons un amincissement filtre´ ultime de (a) avec
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FIG. 11 – Segmentation topologique. (a) : Image originale. (b) : Amincissement homo-
topique ultime. (c) : Amincissement filtre´ ultime avec λ = 40. (a’), (b’), (c’) : En blanc,
les minima de (a), (b), (c) respectivement.
(a) (b) (c)
(a’) (b’) (c’)
λ = 40. Une segmentation binaire (c’) est obtenue par extraction des minima re´gionaux
de (c). Notons que cette me´thode de segmentation ne fait intervenir qu’un seul pa-
rame`tre, qui est lie´ a` une notion de contraste local.
2.5 Restauration de creˆtes
Les me´thodes de segmentation base´es sur l’extraction de minima et la fusion de
re´gions, ainsi que celles base´es sur l’extraction de contours, sont sensibles a` la qualite´
des creˆtes qui se´parent les re´gions d’inte´reˆt (comme dans la figure 11 ou la figure 14) et
qui peuvent se trouver perturbe´es par le bruit. Nous proposons ici une proce´dure pour
de´tecter et e´liminer les cols e´troits sur les creˆtes d’une fonction 2D.
Tout d’abord, il est ne´cessaire d’ope´rer un amincissement homotopique ou filtre´
limite´, de manie`re a` re´duire les creˆtes a` des lignes minces (voir figure 13 (b)). Main-
tenant, nous pouvons de´tecter les points qui appartiennent a` des “creˆtes minces” et qui
vont devoir eˆtre e´leve´s pour e´liminer des cols.
Soit X ⊆ Z2 et A ∈ X , A est un point se´parant (pour X) si T (A) ≥ 2. Soit F ∈ F ,
un point A ∈ Z2 est appele´ un point se´parant (pour F) s’il existe un niveau k ∈ Z tel
que A est un point se´parant pour l’ensemble Fk.
Par exemple, dans la figure 13 (e) les points aux niveaux 15, 20 et 25 sont des
points se´parants. Nous voyons figure 13 (b) que pour e´liminer le col au niveau 90, nous
pouvons e´lever des points se´parants qui sont constructibles, jusqu’a` ce qu’un point
selle apparaisse ; le point selle pourra alors eˆtre de´tecte´ et remonte´. Nous voyons aussi
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FIG. 12 – Illustration des points λ-destructibles. (a) : Un profil 1D d’un amincissement
homotopique ultime. (b) : Une image avec deux points 10-destructibles (niveaux 20 et




0 0 0 0 0 0 0
0 0 0 30 10 10 0
0 0 0 20 10 10 0
0 200 200 200 200 200 0
0 0 0 100 90 110 0
0 0 0 110 110 110 0
0 0 0 0 0 0 0 (b)
FIG. 13 – Restauration de creˆtes. (a) : La valeur la plus basse sur la creˆte est celle
du col (90). (b) : Apre`s une e´tape d’amincissement homotopique. (c,d) : Apre`s 1 et 3
iterations de l’algorithme de restauration de creˆtes. (e) : Les points aux niveaux 15, 20
et 25 sont des points se´parants.
0 0 240 240 240 50 50
0 0 240 240 240 50 50
0 60 240 240 240 50 50
60 40 40 240 240 50 50
0 60 40 240 240 50 50
0 0 90 90 50 50 50
0 0 90 90 90 50 50
0 0 240 240 240 50 50
0 0 240 240 240 50 50
0 0 240 240 240 50 50
0 0 240 240 240 50 50
0 0 240 240 240 50 50
0 0 240 240 240 50 50
0 0 60 240 50 50 50
0 60 40 240 50 50 50
60 40 40 90 50 50 50
0 60 40 90 50 50 50
0 0 90 50 50 50 50
0 0 0 90 50 50 50
0 0 0 90 50 50 50
0 0 0 240 50 50 50
0 0 0 240 50 50 50
0 0 0 240 50 50 50
0 0 240 240 240 50 50
0 0 240 240 240 50 50
0 0 60 240 50 50 50
0 60 40 240 50 50 50
60 40 40 240 50 50 50
0 60 40 90 50 50 50
0 0 90 50 50 50 50
0 0 0 90 50 50 50
0 0 0 240 50 50 50
0 0 0 240 50 50 50
0 0 0 240 50 50 50
0 0 0 240 50 50 50
0 0 240 240 240 50 50
0 0 240 240 240 50 50
0 0 60 240 50 50 50
0 60 40 240 50 50 50
60 40 40 240 50 50 50
0 60 40 240 50 50 50
0 0 240 50 50 50 50
0 0 0 240 50 50 50
0 0 0 240 50 50 50
0 0 0 240 50 50 50
0 0 0 240 50 50 50
0 0 0 240 50 50 50









(a) (b) (c) (d) (e)
figure 13 (b) que si nous e´le`vons ite´rativement, sans restriction, des points se´parants
constructibles, nous renforcerons e´galement des lignes de creˆtes basses comme celle
au niveau 60 dans l’image. En effet, le point au niveau 60 qui est voisin d’un point a`
240 est un point se´parant constructible. De plus nous ne pouvons utiliser ici la notion
de point λ-destructible et l’amincissement filtre´ car nous risquerions d’abaisser les cols
que nous voulons pre´cise´ment remonter.
Nous de´finissons maintenant une classe de points qui forment de “bon candidats”
pour la restauration de creˆtes. Soit F ∈ F , un point A ∈ Z2 qui est se´parant pour F
est dit extensible s’il est soit un point constructible, soit un point selle pour F , et si A
posse`de au moins un voisin B qui ve´rifie les deux conditions suivantes :
i) B est se´parant (au sens binaire) pour Fk, avec k = F(A), et
ii) B n’est pas se´parant (au sens binaire) pour toute coupe Fj avec j > k.
La me´thode de restauration de creˆtes proce`de par de´tection et e´le´vation ite´rative de
points extensibles. Une description plus pre´cise de l’algorithme se trouve dans [13].
Dans la figure 13 (c), nous voyons le re´sultat apre`s une ite´ration de cet algorithme,
applique´ sur (b). En particulier, nous voyons que deux points de niveau 90 dans (b) on
e´te´ remonte´s a` 240, et que les points de niveau 60 n’ont pas e´te´ modifie´s. Dans (d),
nous voyons le re´sultat apre`s 3 iterations : la creˆte a` 240 a e´te´ restaure´e. Des ite´rations
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supple´mentaires ne changeraient pas ce re´sultat.
FIG. 14 – Restauration de creˆtes. (a) : Image originale. (b) : Apre`s un ope´rateur de
gradient (les valeurs les plus faibles sont en blanc). (c) : Apre`s un amincissement filtre´.
(e) : Apre`s restauration de creˆtes jusqu’a` stabilite´. (d,f) : Seuil de (c,e) respectivement,
au meˆme niveau.
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(a) (b) (c)
(d) (e) (f)
Dans la figure 14, nous illustrons cette me´thode sur une image de gradient (b).
L’image (b) est d’abord amincie, ce qui donne (c). Si nous seuillons cette image, soit
nous perdons des segments significatifs (d), soit nous obtenons trop de de´tails. L’image
(e) a e´te´ obtenue a` partir de (c) par restauration de creˆtes jusqu’a` stabilite´. Le meˆme
seuil a e´te´ applique´ sur (c,e), donnant (d,f) respectivement. Nous voyons que beaucoup
de segments significatifs ont e´te´ re´cupe´re´s, sans introduction d’artefacts.
3 Conclusion
Nous avons vu qu’il e´tait possible de de´finir rigoureusement et d’imple´menter effi-
cacement des ope´rateurs topologiques agissant sur des images binaires en 2D et en 3D,
ainsi que sur des images en niveaux de gris. Ces ope´rateurs permettent, soit de transfor-
mer une image en pre´servant la topologie, soit de modifier se´lectivement celle-ci pour
parvenir a` un filtrage, a` un re´haussement ou a` une segmentation. Les transformations
de´crites dans ce rapport sont de nature se´quentielle, au sens ou` apre`s modification de
chaque point simple, il est ne´cessaire de prendre en compte cette modification dans les
tests de simplicite´ d’autres points. Il en re´sulte que parfois, des choix arbitraires doivent
eˆtre effectue´s quant a` l’ordre dans lequel les points simples sont examine´s, menant a`
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des re´sultats diffe´rents. Les strate´gies d’amincissement en paralle`le, non de´crites ici,
permettent en revanche d’obtenir des squelettes de´finis de fac¸on unique.
Cependant, les conditions permettant de garantir la pre´servation de la topologie
lorsque l’on retire des points en paralle`le sont bien plus complexes a` e´tablir que la ca-
racte´risation des points simples. De nombreuses tentatives, durant ces quarante dernie`res
anne´es, ont e´te´ faites pour essayer de re´soudre ce proble`me [11]. La notion d’ensemble
non-simple minimal, introduite par C. Ronse [20], permet de tester si un ensemble
donne´ de points simples peut eˆtre enleve´ tout en pre´servant la topologie. La notion
de point P-simple propose´e dans [3] permet de plus, de concevoir des algorithmes pa-
ralle`les d’amincissement 3D dont le caracte`re homotopique est garanti par construc-
tion. Re´cemment, un cadre ge´ne´ral pour l’e´tude de l’amincissement paralle`le en di-
mension quelconque a e´te´ de´veloppe´ par un des auteurs de ce rapport [4]. Ce cadre, qui
a pour centre la notion de noyau critique, ge´ne´ralise a` la fois celui des ensembles non-
simples minimaux et celui des points P-simples. Le lecteur inte´resse´ pourra consulter
le site http://www.esiee.fr/˜info/a2si/ck pour une revue comple`te sur les noyaux
critiques.
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