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a b s t r a c t
Cyclic railway timetables are typically modeled by a constraint graph Gwith a cycle period
time T , in which a periodic tension x in G corresponds to a cyclic timetable. In this model,
the periodic character of the tension x is guaranteed by requiring periodicity for each cycle
in a strictly fundamental cycle basis, that is, the set of cycles generated by the chords of a
spanning tree of G.
We introduce the more general concept of integral cycle bases for characterizing
periodic tensions. We characterize integral cycle bases using the determinant of a cycle
basis, and investigate further properties of integral cycle bases.
The periodicity of a single cycle is modeled by a so-called cycle integer variable. We
exploit the wider class of integral cycle bases to find tighter bounds for these cycle integer
variables, and provide various exampleswith tighter bounds. For cyclic railway timetabling
in particular, we consider Minimum Cycle Bases for constructing integral cycle bases with
tight bounds.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In a cyclic timetable, connections are operated every cycle period at the same time instant. For example, the high speed
ICE trains from Frankfurt via Cologne to Amsterdam reach Amsterdam every two hours between 11:00 and 23:00 at 55 min
past the hour. Such cyclic timetables, also known as periodic timetables, are widely used in urban railway systems and in
European national railways.
Mathematical models and techniques for constructing cyclic timetables have been a lively topic for the last decade.
Because of the privatization of the Europeannational andurban railways, railway operators are showing a growing interest in
methods for improving their timetable planning processes. Moreover, the increasing power of computers and the advances
in mathematical models and solution methods have made it possible to solve large real-life timetabling problems in a
reasonable amount of time, refer to [2,3] for the latest computations of timetables that went into operation. These works
build upon the Periodic Event Scheduling Problem (PESP, [4]), which induced a considerable amount of research. We refer
to [5, Ch. 1.4] for a detailed review of the relevant literature.
An instance of a PESP based cyclic timetabling problem can be represented by a so-called constraint graph. Nachtigall [6]
described a transformation of the classical PESP model, which we call the Cycle Periodicity Formulation (CPF). The practical
applicability of the CPF is shown in both, extensive computational studies and real-world applications, see for example [7,8,
5,3]. The original CPF by Nachtigall [6] contains an integer variable and a linear constraint for each of the fundamental cycles
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generated by some spanning tree of the constraint graph. Each such integer variable is bounded from below and above, and
both bounds depend on the time windows of the arcs in the corresponding cycle [9].
This paper shows that a much wider class of cycles can be used to formulate the CPF. To that end, we first describe
the constraint graph representation of PESP in Section 2.2 and develop the CPF model for cyclic timetabling in Section 2.3.
Then, Section 3 recalls general cycle bases of graphs, and defines the determinant of a cycle basis. We introduce the class
of integral cycle bases, and characterize it through the cycle basis determinant. Subsequently, we relate integral cycle bases
to the known classes of strictly and weakly fundamental cycle bases. As integral cycle bases provide a wider class of bases,
they allow for formulating a CPF instance with tighter integer variable bounds than can be achieved with fundamental
cycles. Section 4 investigates cycle bases that yield tight bounds on the cycle integer variables. Indeed, we provide examples
where an integral cycle basis yields optimally tight bounds. Subsequently, we relate integral cycle bases with tight bounds
to Minimum Cycle Bases, and discuss the limits of this relation.
Eventually, stronger bounds on the integer variables are likely to speed up the solution of the CPF by Branch and Bound
or Branch and Cut. Indeed, some first computational experiments support this claim [8,10,5]. Thus, our theoretical results
have a clear practical relevance.
2. Cyclic timetabling models
The Periodic Event Scheduling Problem (PESP, [4]) is widely used formodeling cyclic timetables. The PESP considers time
window constraints on pairs of periodic event time variables pii and pij. In modeling cyclic timetables, such a periodic event
is formed by a triplet (line, station, arrival/departure), for example, the triplet (ICE78 northbound, Amsterdam, arrival) for
the arrival time of the mentioned high speed line ICE78 in Amsterdam.
A periodic time window constraint has the following general form
pij − pii + Tpij ∈ [`ij, uij]. (1)
For the moment ignoring the term Tpij, this constraint states that event j should take place between `ij and uij minutes later
than event i does. The interval [`ij, uij] is the time window for the constraint. Because of the cyclic nature of the timetable,
the constraint (1) should be taken modulo T , which is modeled by the term Tpij, pij being an integer variable. We refer to [5,
11] for extensive railway timetabling example constraints, which show that constraints of the type (1) can model the most
relevant timetable requirements.
2.1. Formulating the PESP
Let V be the set of events to be scheduled, representing train arrival and departure times, with |V | = n. Further, let A be
the set of event pairs for which we have a timetable constraint, with |A| = m. The PESP model for cyclic timetabling is then
defined as
PESP : Maximize FPESP(pi, p)
subject to pij − pii + Tpa ∈ [`a, ua] for all a = (i, j) ∈ A (2a)
pi ∈ [0, T )n (2b)
p ∈ Zm. (2c)
Here, FPESP(pi, p) is a (mostly linear) objective function reflecting the desired properties of a railway timetable. Note that the
standard PESP as introduced by Serafini and Ukovich [4] does not consider any objective function. We refer to the work of
Nachtigall [6] and Peeters [5] for discussions on the shape of railway timetabling objective functions.
Brief Complexity Review. For every fixed feasible vector p, the system (2) has a totally unimodular constraint matrix, and
thus an integer solution pi , assuming that ` and u are integer valued. The NP -completeness of the PESP for integer event
times pii and variable cycle time T was already shown in [4] by a reduction from the Hamiltonian Cycle Problem. For a fixed
cycle time T ≥ 3, Odijk [9] provedNP -completeness by a reduction from the Vertex Coloring Problem. From this reduction
and a result of [12], it follows that the PESP with cycle time T = 3 is NP -complete already for planar graphs. Moreover,
for every fixed cycle time T ≥ 3 it is MAXSNP-hard to determine the maximum number of constraints that can be satisfied
by the same vector pi [13]. After substituting a fixed vector p, the constraints in (2) are equal to the shortest path optimality
conditions for path distance labels pii [14]. Hence, the PESP is polynomially solvable for a fixed vector p, and the integer
vector p forms the hard part of the PESP.
2.2. A constraint graph representation
In order to profit from specific topological structures of each individual railway network, observe that PESP constraints
are defined on pairs of events. Hence, we may represent a PESP problem instance by a so-called directed constraint
graph G = (V , A). Each arc a ∈ A is described by its time window [`a, ua]. As the only remaining parameter is the cycle
time T , a PESP instance is completely described by the constraint graph G = (V , A, `, u) and the cycle time T .
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When the constraint graphG is a forest –which hardly happens in practice, though – a feasible solution to a PESP instance
can be found in polynomial time by a depth-first search for every connected component of G [4]. Moreover, a depth-first
search can also be used for optimizing a linear objective on a PESP instance. These observations indicate that the cycles in G
form the challenging part in cyclic scheduling.
In the remainder of the paper, we use the term node instead of event, and arc instead of event pair. We consider cycles
in G that need not be directed, with the following notation. Arbitrarily choosing a direction for each cycle C ∈ G, the sets of
forward and backward arcs in C are denoted by C+ and C−, respectively.
2.3. The cycle periodicity formulation
The constraint graph representation gives rise to an alternative formulation for the PESP. In this, time information is no
longer stored in variables for the vertices, but in variables on the arcs. Later, in Section 4.1, we will even find out that while
doing so we may cut the number of integer variables compared to the classical formulation (2). Last, and most important,
the time-on-arc formulation outperformed the classical one in several empirical studies (e.g., [8]). Large parts of this good
performance are due to a wise choice of an appropriate cycle basis, which we are about to discuss in more detail in the next
two sections.
In a directed graph G = (V , A), a potential is a function pi : V → R. So, the event time instant variables pii, i ∈ V form a
potential. A periodic tension with period T is a function x : A→ R for which a potential pi and an integer vector p ∈ Zm exist
such that xa = pij−pii+ Tpa for all a = (i, j) ∈ A. Thus, a solution (pi, p) to a PESP instance gives rise to a periodic tension x.
The following theorem gives a necessary and sufficient condition for checking whether a function x : A → R is a periodic
tension with period T , without having to construct a node potential pi .
Theorem 1 ([15]). Given a directed connected graph G = (V , A) and a period T , a function x : A → R is a periodic tension
with period T , if and only if there exists an integer variable qC for each cycle C ∈ G such that∑
a∈C+
xa −
∑
a∈C−
xa = TqC . (3)
The explicit transformations can be performed in linear time.
We refer to Eq. (3) as the cycle periodicity constraint for the cycle C . Theorem 1 generalizes a well-known result for classical
a-periodic tensions that has a right-hand side equal to zero in Eq. (3).
To summarize, a solution for the PESP can be obtained alternatively by solving the Cycle Periodicity Formulation (CPF),
which was first studied by Nachtigall [6]:
CPF : Minimize FCPF(x, q)
subject to
∑
a∈C+
xa −
∑
a∈C−
xa = TqC for all C ∈ G (4a)
`a ≤ xa ≤ ua for all a ∈ A (4b)
x ∈ Rm (4c)
q ∈ Zc . (4d)
Here, the function FCPF is the transformation of the function FPESP. The value c in (4d) is the number of cycles inG, which can be
exponential. The CPF thus has the drawback of containing a possibly exponential number of cycle periodicity constraints (4a),
and a possibly exponential number of integer variables qC . The PESP formulation, on the other hand, has m periodic time
window constraints andm integer variables.
Nachtigall [6], however, showed that it suffices to require the cycle periodicity constraints for the ν = m − n + 1
elementary cycles induced by a spanning tree of G. In matroid terminology, such a set of elementary cycles is called a strictly
fundamental cycle basis of G. The next section presents the wider class of integral cycle bases, also containing ν cycles each.
In Section 4, we prove integral cycle bases to yield a correct CPF formulation and motivate their advantages.
Cycle Inequalities. The next theorem is one of the main inspirations for our study of cycle bases, because the choice of the
cycle bases that we finally recommend for the CPF will be guided by the following bounds on its integer variables qC .
Theorem 2 ([16]). A PESP instance G = (V , A, l, u)with period T is feasible if and only if there exists an integer vector p ∈ Zm
satisfying the cycle inequalities aC ≤∑a∈C+ pa −∑a∈C− pa ≤ bC for all (simple) cycles C ∈ G, where aC and bC are defined by
aC =
⌈
1
T
(∑
a∈C+
`a −
∑
a∈C−
ua
)⌉
, bC =
⌊
1
T
(∑
a∈C+
ua −
∑
a∈C−
`a
)⌋
.
In particular,
aC ≤ qC ≤ bC , for all C ∈ G (4e)
are valid inequalities for the Cycle Periodicity Formulation (4).
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Note the importance of the requirement p ∈ Zm. Indeed, Lindner [17] describes an infeasible constraint graph, for which a
fractional vector p exists that fulfills all of the above cycle inequalities.
3. Classes and properties of cycle bases
This section describes several properties and classes of cycle bases of graphs. First, the concept and notation of cycle bases
for undirected and directed graphs are briefly reviewed. Next, we present determinants of cycle bases, as well as the class
of integral cycle bases. We relate integral cycle bases to the known classes of strictly and weakly fundamental cycle bases,
and finally discuss the relation between cycle bases of directed and undirected graphs.
3.1. Cycle bases of graphs
We first briefly review the concept of cycle bases of undirected and directed graphs. For an in-depth coverage of the
subject, see [18] or [19]. A cycle C in an undirected graph U = (V , E) is encoded by a cycle vector ϕC that has an entry
ϕC,e = 1 if e ∈ C , and 0 if e 6∈ C . Cycle vectors in undirected graphs are considered over the field GF(2). The cycle space of an
undirected graph U is the space spanned by the {0, 1} cycle vectors ϕC of cycles C ∈ U . Note that the sum of several cycle
vectors always represents one or more simple cycles. The cycle space of an undirected connected graph has the cyclomatic
number ν = m−n+1 as its dimension. A set of cycles is called a cycle basis, if it is a basis of the cycle space of U . For a cycle
basis Bwith cycle vectors ϕ1, . . . , ϕν , the cycle matrix Γ ′B is the ν ×mmatrix with the cycle vectors ϕ1, . . . , ϕν as rows.
In a directed graph G = (V , A), a cycle C is encoded by a {0,±1} cycle vector γC . Choosing an arbitrary direction for C ,
a cycle vector γC has an entry γC,a = 1 if a is a forward arc in C,−1 if a is a backward arc in C , and 0 if a 6∈ C . We consider
cycle vectors for a directed graph over the fieldQ. The cycle space of a directed graph G is the space spanned by the {0,±1}
cycle vectors γC of cycles C ∈ G, and the cycle space of a directed connected graph also has dimension ν = m−n+1. Again,
a set of cycles of G is called a cycle basis, if it is a basis of the cycle space of G. The cycle matrix ΓB corresponding to the set
of vectors γ1, . . . , γν of a cycle basis B, is the ν ×mmatrix with γ1, . . . , γν as rows.
3.2. The determinant of a cycle basis
We are interested in cycle bases with certain characteristics, that are beneficial for formulating the CPF (4). In order to
classify such cycle bases, we present the concept of the determinant of a cycle basis. The following two auxiliary lemmata
justify this definition. Although they have been already stated in [10], we present them here in order to offer the reader a
‘‘peep behind the scenes’’ before exploiting the concept of determinants of cycle bases.
Lemma 1. Consider a directed graph G, with cycle basis B and the corresponding ν × m cycle matrix Γ . A subset of ν columns
Γ ′ of Γ is maximal linearly independent if and only if these columns correspond to the chords of a spanning tree of G.
Proof. Let H be a spanning tree of D, and let Γ ′ be the ν×ν matrix consisting of the columns of Γ corresponding to the arcs
in H . Further, letΦ be the cycle matrix of the strictly fundamental cycle basis induced by H , ordered such that the incidence
vector of the cycle induced by chord ai appears in row i. Since both Γ andΦ are cycle matrices, there exists a unique ν × ν
matrixΛ representing the linear combinations required to transform Γ intoΦ , that is,ΛΓ = Φ . Considering this equality
for the first ν columns of Γ andΦ givesΛΓ ′ = Φ ′. By definition,Φ ′ equals the identity matrix, which means thatΛ is the
inverse of Γ ′. Therefore, Γ ′ is maximal linearly independent.
To prove necessity, suppose that the ν columns in Γ ′ do not correspond to the chords of a spanning tree. That means
that the n − 1 arcs that are not in Γ ′ do not form a tree, and thus induce some cycle C , with cycle vector γC . Since B is a
cycle basis, there exists a unique non-zero linear combination λC such that λTΓ = γC . Since the first ν entries of γC are by
assumption zero, the latter expression implies a non-trivial combination of the zero vector, a contradiction. 
Lemma 2. Consider a directed graph G, with cycle basis B and the corresponding ν×m cycle matrixΓ . For any two regular ν×ν
submatrices Γ ′ and Γ ′′ of Γ , it holds that detΓ ′ = ± detΓ ′′.
Proof. By Lemma 1, the ν columns of Γ ′ correspond to the co-tree arcs a1, . . . , αν of some spanning tree H of G. Again,
consider the cycle matrixΦ with the incidence vector of the unique cycle induced by the chord ai in row i. The matrixΦ is
totally unimodular, and it holds that Γ ′Φ = Γ . Considering only the columns of Γ ′′, this equation yields Γ ′Φ ′ = Γ ′′. As
detΦ ′ = ±1, and as the determinant function is distributive, we obtain detΓ ′ = ± detΓ ′′. 
This lemma allows us to define the determinant of a cycle basis as follows. Note that the determinant of a cycle basis is a
positive integer.
Definition 1 (Determinant of a Directed Cycle Basis, [10,20]). The determinant of a cycle basis B of a directed graph is defined
as det B = | detΓ ′|, where Γ ′ is any regular ν × ν submatrix of the ν ×m cycle matrix Γ of B.
Observe that the determinant is immune against changing the direction of a cycle or of an arc: the former simply
translates to changing the sign of a row, the latter operations changes the sign of a column.
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3.3. Integral and fundamental cycle bases
This section first introduces the class of integral cycle bases, and characterizes these using their determinants. Next,
following the matroid notation of [21], we describe weakly fundamental and strictly fundamental cycle bases for directed
graphs, and show that they are integral.
Definition 2 (Integral Cycle Basis, [22]). A cycle basis B of a directed graph is an integral cycle basis if every non-basic cycle
is an integer linear combination of the cycles in B.
Let us explain this definition in more detail. Consider a cycle basis B = {C1, . . . , Cν}with basic cycle vectors γ1, . . . , γν . For
an arbitrary cycle D, let (λD1 , . . . , λ
D
ν ) be the unique linear combination of basic cycles that yields D, that is, γD =
∑ν
i=1 λ
D
i γi.
Then B is an integral cycle basis if λD is an integral vector for every cycle D in G.
The following theorem states that the integrality of a cycle basis can be checked by its determinant, and thus in
polynomial time.
Theorem 3. A cycle basis B of a directed graph is integral if and only if det B = 1.
Proof. Consider the cycle matrix Γ t = [γ1, . . . , γν], and a ν × ν submatrix Γ ′ with | detΓ ′| = 1. The matrix Γ ′ can be
obtained by removing the rows corresponding to the arcs of some spanning tree from Γ t . Since | detΓ ′| = 1, the unique
solution to the system Ax = b is integer for every all-integer right-hand side b. In particular, every cycleD is an integer linear
combination of the basic cycles C1, . . . , Cν if | detΓ ′| = 1. An elementary result on the theory of integral lattices states that
the above condition on the determinant is also necessary [23]. 
Definition 3 (Weakly Fundamental Cycle Basis). A set B of ν cycles in a directed graph is a weakly fundamental cycle basis if
there exists an ordering C1, . . . , Cν of the cycles in B such that Ci \ (Ci−1 ∪ · · · ∪ C1) 6= ∅ for all i = 2, . . . ν.
Theorem 4. Each weakly fundamental cycle basis is integral.
Proof. Let B be a weakly fundamental cycle basis, with the basic cycle vectors γ1, . . . , γν ordered according to the
fundamental definition. We arrange the cycle matrix Γ such that row i contains cycle vector γν−i+1. Since each cycle in the
basis contains at least one arc that is not contained in its predecessors, there may be multiple candidates for being placed
in the corresponding column. In that case, we arbitrarily choose one. This arrangement of the cycle matrix Γ , possibly re-
orienting some of the basic cycles, yields Γ = [U|N], where U is an upper triangular matrix with all ones on the diagonal.
Thus, detU = 1, and B is an integral cycle basis by Theorem 3. 
Definition 4 (Strictly Fundamental Cycle Basis). A set B of ν cycles in a directed graph G is a strictly fundamental cycle basis
if there exists a spanning tree H of G such that the chords of H generate B.
Lemma 3. Each strictly fundamental cycle basis is weakly fundamental.
Proof. Since each cycle in a strictly fundamental cycle basis has a unique arc, it holds that for any ordering of the cycles in
a strictly fundamental basis, we have Ci \ (Ci−1 ∪ · · · ∪ C1) 6= ∅. 
Corollary 1. A strictly fundamental cycle basis is integral.
Analogously to the PESP’s polynomial solvability for a fixed vector p, strictly fundamental cycle bases show that the CPF is
polynomially solvable for a fixed vector q.Whenwriting the cyclematrixΓ of a strictly fundamental cycle basis asΓ = [I|N],
the matrix N is a network matrix [23], implying that Γ is totally unimodular. Consequently, for a fixed vector q and integer
time windows [`a, ua], the CPF defines an integral polyhedron, and can thus be solved by Linear Programming. This shows
that the integer variables qC form the hard part of the CPF, similar to the variables pa forming the hard part of the PESP.
Notice that the cycle matrix of a weakly fundamental cycle basis need not be totally unimodular, as is shown by the
example in Fig. 1. The cycle basis B = {C1, C3, C4} is weakly fundamental, since the ordering C4, C3, C1 satisfies Definition 3.
The cycle matrix ΓB is displayed below. The 2× 2 submatrix of ΓB consisting of the columns 1 and 5 and the rows γ1 and γ3
has determinant 2, and is, therefore, not totally unimodular.
ΓB =
1 2 3 4 5 6[1 −1 0 0 −1 1
1 0 −1 1 1 0
1 −1 −1 0 0 0
]
γ1
γ3
γ4
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Fig. 1. B = {C1, C2, C4} is a weakly fundamental cycle basis for G, but does not yield a totally unimodular cycle matrix Γ (B). B′ = {C1, C2, C3} is a cycle
basis for G, but not for the underlying undirected graph U .
3.4. Undirected vs. directed graphs
In the next section, we consider algorithms for the minimum cycle basis problem in undirected graphs as a means to
obtain good cycle bases for the CPF. As a preparation, this section describes the relation between cycle bases for undirected
and directed graphs.
Consider a directed graph G = (V , A), and let U = (V , E) be the underlying undirected graph. The projection of a cycle
C ∈ Gwith cycle vector γ is defined as the cycle C ′ ∈ U with cycle vector ϕ = |γ |. The lemma below describes the relation
between cycle bases for undirected and directed graphs.
Lemma 4. Let G = (V , A) be a directed graph with underlying undirected graph U = (V , E). If the cycle basis {C ′1, . . . , C ′ν} of
U is the projection of the set of cycles {C1, . . . , Cν} ∈ G, then {C1, . . . , Cν} is a cycle basis of G.
Proof. Let ϕ1, . . . , ϕν be the cycle vectors of C ′1, . . . , C ′ν . Since {C ′1, . . . , C ′ν} is a cycle basis of U , we have the following
ν∑
i=1
λiϕi = 0 modulo 2⇔ λi = 0 modulo 2 for all i = 1, . . . , ν. (5)
Next, let γ1, . . . , γν be the cycle vectors of C1, . . . , Cν . As remarked above, the cycle spaces ofU and G both have dimension ν.
Therefore, if γ1, . . . , γν do not form a basis of the cycle space of G, there must exist some rational λ 6= 0 such that∑ν
i=1 λiγi = 0.
We assume that λ is integer, and that it contains at least one odd λi. Both assumptions are without loss of generality,
since one can always construct an integer λ by multiplying by a sufficiently large number, and if all λi’s are even, one can
divide them by the smallest common power of 2.
Using the fact that γi modulo 2 = |γi| = ϕi, the expression∑νi=1 λiγi = 0 taken modulo 2 gives
ν∑
i=1
λiϕi = 0 modulo 2. (6)
Since λ is integer, with at least one odd element, (6) contradicts (5). It follows that C1, . . . , Cν must form a cycle basis of G.

The reverse of Lemma 4 does not hold in general. To see this, consider the cycle basis B′ = {C1, C2, C3} for the directed
graph G in Fig. 1. Through inspection of the possible cases, it follows that none of the three cycles C1, C2, C3 can be expressed
as a linear combination of the other two, proving that B′ is a cycle basis. However, the projection of B′ does not form a basis
for the underlying undirected graph U . Indeed, when considering the projections of C1, C2, C3, each cycle is equal to the sum
of the other twomodulo 2. Therefore, the projection of {C1, C2, C3} cannot form a cycle basis of U . This is obviously the node
minimal example with this property.
For certain cycle bases, however, the reverse of Lemma 4 does hold.
Theorem 5. A cycle basis B of a directed graph projects onto a cycle basis for the underlying undirected graph if and only if det B
is odd.
Proof. Consider the Laplace expansion for the determinant of an integer matrix. Taking the modulo 2 projection after every
step of this expansion maintains oddness over both Q and GF(2), which proves the theorem. 
Together with Theorem 3, this implies that integral cycle bases completely project onto undirected cycle bases.
To summarize this section, Fig. 2 contains a diagram of the relations between integral, undirected, strictly and weakly
fundamental cycle bases. The above described examples show that none of the displayed regions is empty, with the
exception of some elementary cases, and using [20] to show that the shaded region is non-empty.
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Fig. 2. Map of directed cycle bases (see also [20]).
4. Optimal cycle bases for cyclic railway timetabling
This section describes how the classes of integral, weakly fundamental, and strictly fundamental cycle bases can be
exploited for formulating the CPF (4) from Section 2.3. First, we show that it is sufficient to enforce the cycle periodicity
constraints (3) only for the cycles in an integral cycle basis, and no longer for each and every cycle in the constraint graph.
Next, Section 4.2 describes the potential benefit of integral cycle bases for formulating the CPF. Section 4.3 discusses a
measure for this potential benefit, and this measure is related to the Minimum Cycle Basis problem in undirected graphs in
Section 4.4. Finally, Section 4.5 reflects on the limits of using good cycle bases for the CPF.
4.1. Integral cycle bases for formulating the CPF
For characterizing a classical a-periodic tension it suffices to require the (a-periodic) cycle constraints
∑
a∈C+ xa −∑
a∈C− xa = 0 only for the cycles of an arbitrary cycle basis of G, rather than for all cycles in G (see, for example [18,19]).
The theorem below introduces a similar result for periodic tensions, stating that it suffices to require the cycle periodicity
constraint (3) for the cycles in an integral cycle basis of G only.
Theorem 6. If the cycle periodicity constraint
∑
a∈C+ xa −
∑
a∈C− xa = TqC holds for every cycle C in an integral cycle basis B
of a directed graph G, then it holds for every cycle in G.
Proof. As above, let B = {C1, . . . , Cν} be an integral cycle basis with cycle vectors γ1, . . . , γν , and suppose that the cycle
periodicity constraint holds for every cycle Ci in B, with qi denoting the cycle integer variable for cycle Ci. Further, let
λD = (λD1 , . . . , λDν ) be the linear combination of basic cycles that span some arbitrary cycle D. For the directed sum of
periodic tensions along Dwe have∑
a∈D+
xa −
∑
a∈D−
xa =
∑
a∈A
γD,axa =
∑
a∈A
xa
ν∑
i=1
λDi γi,a =
ν∑
i=1
λDi
∑
a∈A
γi,axa =
ν∑
i=1
λDi Tqi = T
ν∑
i=1
λDi qi.
Since B is an integral cycle basis, we have λD ∈ Zν . Since the cycle periodicity constraint holds for every cycle Ci in B, this
implies that
∑ν
i=1 λ
D
i qi is integer. Therefore, the cycle periodicity constraint holds for any cycle D in G. 
So, as long as one uses an integral cycle basis, in the CPF (4) it suffices to explicitly require the cycle periodicity for the
ν basic cycles only, in order to characterize periodic tensions. Moreover, if the cycle periodicity constraints are required
only for the cycles in a non-integral cycle basis, then a solution x to the CPF risks to violate the cycle periodicity property
for some non-basic cycles. As a consequence, no node potential pi – or timetable – exists that has x as its periodic tension
vector, thus such a vector x would be absolutely worthless. In Appendix A we describe an example for this phenomenon.
We collect these two observations in the following lemma.
Lemma 5. Let B be a generating system for the cycle space of a graph G and let the cycle periodicity constraints be satisfied for
the elements of B. If B contains some integral cycle basis, then for each cycle in G the cycle periodicity constraint (3) is satisfied.
Otherwise, there may be cycles for which (3) is violated.
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Fig. 3. Constraint graph with [`a, ua]T = [7, 13]10 for all arcs a ∈ A. Here,W (B) is minimized by an integral cycle basis B. Moreover, the minimum cycle
basis for the underlying undirected graph with edge weightswe = ua − `a is integral as well [1].
4.2. The benefits of integral cycle bases for the CPF
Earlierworks, such as [15,16], only proposed strictly fundamental cycle bases for formulating the CPF. Integral cycle bases
provide amuchwider choice of cycle bases, and the constraint graph in Fig. 3 shows the potential advantage of integral cycle
bases for the CPF. The four inner faces of the constraint graph form a weakly fundamental cycle basis B, since any ordering
starting with the middle face satisfies Definition 3. Each of the four inner faces C ∈ B has aC = bC = 3, so all cycle integer
variables are fixed to qC = 3. In contrast, a strictly fundamental cycle basis can contain at most three triangles. For example,
such a strictly fundamental cycle basis may consist of three triangles, each with cycle integer variable qC = 3, and one
‘diamond’, with a cycle variable qC ∈ {−1, 0, 1}. Clearly, the former cycle basis B is better for formulating the CPF than the
latter strictly fundamental cycle basis.
Thus, the question arises which integral cycle bases are best for formulating and applying the CPF. Suppose that we were
to solve the CPF by brute force enumeration of the possibilities for the vector q, and let the width of a cycle C be defined
as WC = bC − aC . One single cycle periodicity variable qC can take WC + 1 different values, and for a cycle basis B, the
vector q = (qC )C∈B can take
W (B) =
∏
C∈B
(WC + 1) (7)
different values. We call W (B) the width of the cycle basis B. In the example above, each of the cycles C ∈ B has width
WC = 0, the cycle basis B has widthW (B) = 1, and the strictly fundamental cycle basis has width 3.
Exhaustively enumerating all possible values for q is done in a minimum number of iterations when using an integral
cycle basis with minimum width. And also for more sophisticated solution methods, such as Branch & Bound or Branch &
Cut, a minimum width or small width cycle basis is likely to improve the solution process. Indeed, several computational
experiments in this direction [8,10,5] indicate that small width integral cycle bases lead to a decrease in the computation
time for solving the CPF. Therefore, we further investigate small width integral cycle bases below.
4.3. Transforming the cycle basis objective function
Thewidth of a cycle basis is defined as a product, and further contains the non-linear operation of rounding for computing
aC and bC . This ‘double’ non-linearity obscures the construction of a small orminimumwidth cycle basis. In order to obtain a
linear quantity for thewidth of a cycle basis, first consider logW (B) =∑C∈B log(WC+1). Since the logarithm is amonotonic
transformation, a minimum width cycle basis also attains the minimum for the function logW (B).
Second, consider the impact of rounding in computing aC and bC , and thus in computing WC . To that end, ignore
rounding for the moment, and consider the unrounded bounds a′C and b
′
C defined by a
′
C = 1T (
∑
a∈C+ `a −
∑
a∈C− ua),
b′C = 1T (
∑
a∈C+ ua −
∑
a∈C− `a). Define the unrounded width W
′
C of a cycle C as W
′
C = b′C − a′C = 1T
∑
a∈C (ua − `a) =
1
T
∑
a∈C wa, wherewa = ua− `a is the width of arc a. The unrounded widthW ′C is a linear function of the arc widthswa, and
does not depend on the direction of the arcs in C . The gap between the unrounded and rounded width of a cycle C equals
W ′C −WC = (b′C − bb′Cc)+ (da′Ce − a′C ), and is bounded by 0 ≤ W ′C −WC < 2.
Therefore, we consider minimizing the following objective functionW ′(B) as an approximation for logW (B), and thus
forW (B):
W ′(B) =
∑
C∈B
log(W ′C + 1) =
∑
C∈B
log
(
1+
∑
a∈C
wa
)
. (8)
We discuss the impact of this approximation in Section 4.5.
4.4. Minimum cycle bases for the CPF
Since the direction of the arcs does not matter in the functionW ′(B), it can also be defined on the underlying undirected
graphU ofG. This observation leads to thewell-knownminimumcycle basis problem for undirected graphs,which is defined
as follows.
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Fig. 4. Infeasible PESP instance with time windows [`a, ua]T = [4, 5]10 for all arcs a ∈ A.
Definition 5. Given an undirected graph U = (N, E) with non-negative edge costs ce for all e ∈ E, a Minimum Cycle
Basis (MCB) of G is a cycle basis B∗ that minimizes
∑
C∈B
∑
e∈C ce. A minimum weakly/strictly fundamental cycle basis has
minimum cost among all weakly/strictly fundamental cycle bases.
The following lemma by de Pina [24] and Chickering, Geiger and Heckermann [25] shows that minimizing W ′(B) is
equivalent to finding an MCB in the undirected graph underlying G.
Lemma 6. Let B∗ = {C∗1 , . . . , C∗ν } and B = {C1, . . . , Cν} be two cycle bases of U, eachwith its cycles appearing in non-decreasing
order of the cycle costs c(C) =∑e∈C ce. If B∗ is an MCB, then c(C∗i ) ≤ c(Ci) for all i = 1, . . . , ν .
Indeed, consider a PESP constraint graph G = (V , A), with arc time windows [`a, ua], a ∈ A, and the underlying undirected
graph U = (V , E)with edge costs ce = wa for e = {i, j}, a = (i, j). Then, Lemma 6 implies that an MCB for the edge weights
we in U minimizes the approximative cycle basis width functionW ′(B) in G:
Corollary 2. An MCB in the undirected graph U = (V , E) with edge costs ce, e ∈ E, minimizes the function W ′(B) in a directed
graph G = (V , A) with arc weightswij = cij for all a = (i, j) ∈ A.
As an example, consider the underlying undirected graph U = (V , E) of the graph G = (V , A) in Fig. 3, with edge costs
ce = wa for e = {i, j}, a = (i, j). The unique MCB for U consists of its four inner faces, and in this example, the MCB for U
corresponds to the cycle basis Bwith minimal widthW (B) for G, as described at the beginning of this section.
Corollary 2 seems to suggest using anMCB as a small width cycle basis for the CPF. However, anMCBmay be non-integral,
and the previous section showed that the CPF requires an integral cycle basis. Thus, an MCB cannot generally be applied to
formulate the CPF, and if it is, it must be checked carefully for integrality, using Theorem 3. Horton [26] introduced the first
polynomial-time algorithm for constructing an MCB, which can be seen to take O(mωn) time, with ω < 2.376 being the
matrix multiplication constant [27]. Based on similar ideas, de Pina [24] and Berger, Gritzmann and de Vries [28] proposed
newMCB algorithms. Kavitha et al. [29] tuned this approach to end with an O(m2n+mn2 log n) algorithm. At present, [30]
further refine Horton’s approach to squeeze out an O(m2n/ log n+mn2) algorithm.
As the complexity of directly computing a minimum integral cycle basis is still open, alternatively, one can search for a
minimum weakly or strictly fundamental cycle basis, which is guaranteed to be integral by Theorem 4. Deo, Prabhu and
Krishnamoorthy [31] proved that the problem of finding a minimum strictly fundamental cycle basis1 unfortunately is
alreadyNP -complete for unit edge weights. For weakly fundamental cycle bases, even APX-hardness had been established
most recently [32].
Deo et al. [31,33] describe several heuristics for constructing a minimum strictly fundamental cycle basis, which can
be used for finding a strictly fundamental cycle basis with small cost. But none of these comes with any approximation
guarantee. In contrast, Rizzi [32] introduced an O(log n) approximation algorithm for the minimum weakly fundamental
cycle basis problem. More precisely, this algorithm does always compute a weakly fundamental cycle basis of length O(W ·
log n), whereW denotes the sum of the weights of all the arcs.
4.5. The limits of using minimum cycle bases
This section discusses three issues that may arise when using anMCB as an approximation for aminimumwidth integral
cycle basis. First, to illustrate the inexactness of applying the unrounded cycle basis width, consider the directed graph in
Fig. 4. For edge costs ce = wa, e = {i, j}, a = (i, j), the unique MCB of the underlying undirected graph yields the two
directed cycles corresponding to the inner faces as a directed cycle basis, which is even strictly fundamental. For this basis,
the two cycle variables both admit the feasible integer values aC = bC = 2. However, this PESP instance is infeasible, as is
immediately clear from the cycle consisting of the arcs incident to the infinite face, with aC = 1 and bC = 0. To conclude,
only the longest cycle is suited to establish infeasibility here.
Second, an MCB may be non-integral. For an example of a minimum directed cycle basis over Q that is not a cycle basis
for the underlying undirected graph, we refer to [34]. Moreover, Liebchen and Rizzi [20] present minimum cycle bases of
undirected graphs which are not integral.
1 Deo, Prabhu and Krishnamoorthy [31] use the term ‘minimum-length fundamental cycle set’.
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Fig. 5. Directed graph Gwith cycle basis B = {C1, C2, C3, C4}.
Third, heuristics for the minimum strictly fundamental cycle basis problem have to be selected carefully. For instance,
Nachtigall [15] proposed to compute a minimum spanning tree with respect to the arc widthswa. But on a complete graph
with identical arc widths, this heuristic is unable to distinguish a minimum strictly fundamental cycle basis – which is
induced by a star tree – from a maximum strictly fundamental cycle basis – being induced by a Hamiltonian path.
Other heuristics for the minimum strictly fundamental cycle basis problem take into account vertex degrees, and hereby
overcome this one difficulty [31,33]. Yet, Liebchen et al. [35] showed that also these heuristics are vulnerable, i.e., could be
mislead by the graph’s topology. In this respect, at least in the unweighted case, the most recent recursive decomposition
approach by Elkin et al. [36] appears to be most promising.
5. Conclusions
We introduced the concept of integral cycle bases,which provide awider class of cycle sets for formulating the CPF,which
is widely used in cyclic railway timetabling, than the already known strictly fundamental cycle bases. In particular, integral
cycle bases allow for formulating the CPF with tighter bounds on the cycle integer variables. We presented examples that
show the potential benefit of integral cycle bases. Some first computational experiments in this direction [8,10,5] support
our claim that integral cycle bases can be exploited as a tool to decrease the computation time for solving the CPF.
The CPF would benefit from a further understanding of minimum integral or weakly/strictly fundamental cycle bases.
Therefore, we pose the following open theoretical research question: what is the complexity of computing a minimum
integral cycle basis of a directed graph? Depending on the answer to this question, directions for further research could
consider (approximation) algorithms for finding a minimum integral cycle basis.
On a more practical note, further computational experiments with various types of cycle bases and cycle basis objective
functions for solving the CPF would also be most useful.
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Appendix. Non-integral cycle basis
Section 4.1 mentioned that a solution to the CPF may violate the cycle periodicity property for non-basic cycles when
requiring the cycle periodicity constraints for a non-integral cycle basis. The directed graph G in Fig. 5 provides an example
of this situation. The example is adapted from [37], where the authors used it for proving a theorem stating under which
conditions every cycle basis of an undirected graph is fundamental.
The projection of {C1, C2, C3, C4} forms a basis for the underlying undirected graph U over GF(2), since ν = 4, and no
subset of the projected cycles sums up to zero modulo 2. By Lemma 4, it follows that B = {C1, . . . , C4} is a basis for G. The
cycle matrix for B is the following:
ΓB =
1 2 3 4 5 6 7 81 1 1 0 −1 1 0 00 1 1 1 0 −1 1 01 0 1 1 0 0 −1 1
1 1 0 1 1 0 0 −1
 γ1γ2γ3
γ4
However, B is not a fundamental cycle basis, since each arc in G appears in at least two cycles of the basis. It is therefore not
possible to re-order the cycles C1, . . . , C4 such that Ci \ (Ci−1 ∪ . . . ∪ C1) 6= ∅ for i = 2, 3, 4.
Next, consider the non-basic cycles C5, C6, C7 in Fig. 6. The cycle vectors γ5, γ6, γ7 can be expressed as the following linear
combinations of the cycle basis vectors γ1, γ2, γ3, γ4:
3γ5 = γ1 − 2γ2 + γ3 + γ4,
3γ6 = 2γ1 − γ2 − γ3 + 2γ4,
3γ7 = γ1 + γ2 + γ3 + γ4.
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Fig. 6. Non-basic cycles C5, C6, C7 .
Fig. 7. (a) Infeasible PESP instance, (b) feasible solution x¯ for the CPF in terms of the cycle basis B.
Since B is a basis, these expressions are unique. It follows that B is non-integral. Note that the three cycles C5, C6, C7 represent
the structure of all cycles in G that are not in the cycle basis, and so every non-basic cycle in G is a non-integer linear
combination of the basic cycles. Recall that changing the direction of a cycle or of an arc does not have any influence on the
determinant of the cycle basis.
To illustrate that this may lead to an incorrect solution, consider the PESP instance in Fig. 7(a), with T = 60. Fig. 7(b)
shows the solution x¯ = (x¯1, . . . , x¯8) = (20, 20, 20, 20, 15, 15, 15, 15), which is feasiblewith respect to the cycle periodicity
constraints for all cycles in B. However, for the non-basic cycles C5, C6, C7, we have respectively
x¯1 + x¯6 − x¯7 = 20,
x¯1 + x¯2 + x¯6 − x¯8 = 40,
x¯1 + x¯2 + x¯3 + x¯4 = 80.
Since T = 60, these cycles clearly do not satisfy the cycle periodicity property.
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