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In this work, we investigated very high quality carbon-doped two-di-
mensional hole gases (2DHGs). The first part deal with high-mobility 
GaAs/AlGaAs quantum wells (QWs). Optimizing the heterostructure 
design, the hole mobility was extremely increased. Quantum Hall ef-
fect, photoconductivity effect, Rashba spin splitting, fractional quan-
tum Hall effect (revealing interesting anisotropy in the thermally ac-
tivated transport) and the band structure were investigated. In the 
second part, we studied InAs/InGaAs/InAlAs QWs with high spin-orbit 
coupling. A great success was the preparation of a carbon p-type 
doping in QWs with high indium content. A conductivity type inver-
sion from p- to n-type with changing composition was observed. The 
heterostructures exhibit weak-antilocalization, hole-hole interaction 
effect and strong transport anisotropy. The spin splitting can be en-
gineered providing small changes in the structure design. Both topics 
are of major interest for spintronics research.
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Chapter 1
Introduction
While the second half of the 20th century was marked by a strong improvement
of transistor technology, now, at the beginning of the 21th century, this technology
reaches soon the limits of miniaturization increasing the packing density (22 nm,
structure size of Ivy Bridge processor from Intel, 2012). The development targeting
at faster, smaller, more efficient and more powerful devices has led to tiny structures,
where quantum effects start dominating the physical properties. In the past decades,
new and promising concepts for the future computer have been presented such as:
the spin transistor and the quantum computing.
In 1982, R. Feynman [1] introduced the idea of quantum computing,
which uses quantum mechanics for performing computations instead of classical
physics, providing an enormous speed advantage over the classical computer for
certain algorithms. There are quite a few concepts of how to realize the quan-
tum computer. One of the potential candidates is the fractional quantum Hall
state ν = 5/2 because it is supposed to show non-Abelian statistics (topological
quantum computing developed by Kitaev, Freedman, and Preskill [2, 3, 4, 5, 6]).
However, experimental studies of the ν = 5/2 state require a high quality of the
sample, especially concerning the carrier mobility. While two-dimensional electron
gases (2DEGs) with electron mobilities on the order of 107 cm2/Vs have already
been achieved, [7], the mobilities of holes in two-dimensional hole gases (2DHGs)
are still at least one order of magnitude lower, [8]. This also limits the perfor-
mance of common transistors. Nevertheless, great progress in the molecular beam
epitaxy (MBE) of p-type GaAs/AlGaAs heterostructures was achieved by using a
high-purity graphite-filament source for carbon modulation doping. This approach
enables to grow 2DHGs of quality comparable with high-mobility 2DEGs, [9], ex-
hibiting well-resolved fractional quantum Hall states, including the ν = 5/2 state,
[9, 10]. Recently, great progress has been achieved in the field of spintronics. The
concept of the spin transistor proposed by S. Datta and B. Das in 1990, [11] is based
on the manipulation of the electron spin instead of the electron charge to process
information. The realization is challenging and requires: (a) high spin-orbit cou-
pling as it allows the control of the spin via electric fields, (b) long spin dephasing
times, and (c) effective spin injection between ferromagnetic electrodes and the 2D
channel. Therefore, a lot of attention focuses on indium-containing narrow-gap semi-
conductors especially InAlAs/InGaAs/InAs heterostructures, since InAs exhibits a
3
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high spin-orbit coupling, a high electron mobility compared with GaAs and highly
transmissive metal-semiconductor interfaces. Indeed, in 2009, Koo et al. succeeded
in fabricating the first spin-injected field effect transistor in a high-mobility InAs
channel, [12].
Compared to electrons, holes offer some advantages for the spintronics
applications. Due to the p-like symmetry of the hole wave function, the contact
hyperfine interaction with the nuclei is considerably reduced, which leads to long
spin coherence times of localized holes, [13, 14]. In a narrow p-doped GaAs/AlGaAs
quantum well (QW), spin dephasing times exceeding tens of nanoseconds were re-
ported by Korn et al. [13]. For this reason, localized hole spins are also interesting
for future quantum computing schemes. In addition, the spin-orbit coupling effects
are more important for holes due to their higher effective mass (meff = 0.2− 0.8m0,
m0 is the free electron mass) compared to electrons (meff = 0.067m0), [15]. Very
recently, the first direct Raman-spectroscopy measurements of the Rashba-induced
spin splitting of the heavy-hole subband in a GaAs/AlGaAs QW revealed an ex-
tremely high energy of the spin splitting of a few meV, which is even comparable
with the heavy-hole light-hole subband distance, [16]. Further demonstration of the
strong spin-orbit interaction in GaAs/AlGaAs is the weak antilocalization observed
by Grbic et al., [17]. Because of the high ratio of Coulomb energy to the Fermi
energy, holes are interesting for 2D carrier-carrier interaction physics including the
fractional quantum Hall effect, [18, 19], which will also be discussed in this thesis.
Owing to the high complexity of the GaAs valence-band structure, the 2DHGs are
not well-explored yet. Nonetheless, this topic still covers a lot of interesting physical
phenomena.
The presented thesis deals with two main themes: first, the MBE growth
and characterization of carbon-doped high-mobility 2DHGs of exceptional quality in
GaAs/AlGaAs QWs, and second, nonmagnetic p-type doping in indium-containing
heterostructures with high spin-orbit coupling. Both topics are of major interest for
spintronics research.
One of the goals of this work was to increase the hole mobility in carbon-
doped GaAs/AlGaAs heterostructures. For this purpose, a new structure design
with four doping layers (two on both sides of the QW) was applied, promising a
reduction of interface roughness scattering and remote impurity scattering limit-
ing the mobility in a widely-used single-sided-doped (ssd) QW. Optimization of
the parameters enabled us to double the hole mobility (over the ssd-QW) near the
current maximum [8], however in a completely different design. Subsequently, the
properties of the highest mobility samples were studied via magnetotransport mea-
surements. In this way, the activated transport of the fractional quantum Hall states
was evaluated revealing a remarkable anisotropy. In literature dealing with carbon-
doped 2DHGs, some reports concerning the persistent photoconductivity effect can
be found, [20, 21]. However, its origin is not well understood, yet, also because car-
bon is not expected to create DX centers as silicon doping does in 2DEGs, [22, 23].
With regard to the influence of the growth conditions, the hole-density variations
induced by illumination at low temperatures could be suppressed.
The second main challenge of this work was to prepare nonmagnetic
5p-type doping in InAlAs/InGaAs/InAs heterostructures using carbon as a doping
material. Apart from the manganese-modulation doping, which leads to interesting
magnetic effects, [24], there have been no reports on hole conductivity in modulation-
doped InAs QWs. Using a standard InxAl1−xAs step-graded metamorphic buffer
layer, the structures have been grown on GaAs substrates. A conduction-type in-
version from p- to n-type was observed as the indium content in the InxAl1−xAs,
InxGa1−xAs ternary compounds has been increased. Developing a new doping design,
it was possible to overcome the natural tendency of carbon to incorporate as a donor
in InAs and a good quality 2DHG was prepared in an In0.75Al0.25As/In0.75Ga0.25As
QW with an embedded InAs channel. Magnetotransport investigations at mK tem-
peratures show the typical quantum Hall effect and Shubnikov-de Haas oscillations
superimposed at intermediate magnetic fields by an extensive negative parabolic
magnetoresistance pointing out a strong hole-hole interaction effect. An extremely
pronounced weak-antilocalization minimum and a Rashba-induced spin splitting un-
ambiguously prove a strong spin-orbit interaction. All transport parameters include
a distinct anisotropy.
The thesis starts with an overview of the physical basics needed for
the understanding of the physical effects discussed in the experimental chapters,
in Chapter 2. The MBE method of layer growth is introduced in Chapter 3, to-
gether with a schematic description of our experimental set-ups and the sample
preparation.
Chapter 4 focuses on the carbon-doped high-mobility GaAs/AlGaAs het-
erostructures. The first part is devoted to the optimization of the growth condi-
tions and structure parameters, which induces low-temperature hole mobility of
2.1× 106 cm2/Vs without showing a persistent photoconductivity effect. In the sec-
ond part, a comparison between a conventional single-sided-doped structure and an
improved double-sided-doped structure is given in their magnetotransport param-
eters and calculated subband dispersion. Both are of excellent quality exhibiting a
large number of fractional quantum Hall states enabling to investigate their acti-
vated transport. It follows an examination of a hole-hole interaction effect, which
becomes noticeable as a negative parabolic magnetoresistance in the ssd-QW.
In Chapter 5 we investigated the MBE growth and magnetotransport
properties of InAlAs/InGaAs/InAs heterostructures with a variety of indium con-
tents. At the beginning, we discuss specifics of the carbon incorporation in the
InxAl1−xAs, InxGa1−xAs ternary compounds, especially the fabrication difficulties of
p-type doping for high concentrations x. In this part we could successfully show the
preparation of a 2DHG in the whole range of studied indium contents x = 0.20−0.75.
Their magnetotransport data exhibit: (a) weak-antilocalization effect, from its the-
oretical fits phase-coherence and spin-orbit scattering times are extracted, (b) large
negative parabolic magnetoresistance, from which we determined the hole-hole in-
teraction time, (c) well-resolved Shubnikov-de Haas oscillations, and (d) pronounced
transport anisotropy caused by several anisotropic scattering mechanisms discussed
here as well. Additionally, multiband k · p simulations of the valence-band disper-
sion are used to explain the surprising experimental findings concerning the spin
splitting. Finally, in Chapter 6, we summarize the results achieved in this thesis.

Chapter 2
Theory
In this work, we deal with two-dimensional hole systems of a high purity and mobil-
ity. In the theoretical chapter we introduce the general physical fundamentals neces-
sary for understanding these systems and experiments done on them. It summarizes
important equations used for the evaluation of characteristic sample parameters such
as hole density and mobility, effective mass, scattering times, etc.
The first section presents a short introduction to the basics of the two-
dimensional hole gas (2DHG), its characteristic parameters and magnetotransport
phenomena such as: quantum Hall effect, Shubnikov-de Haas oscillations and frac-
tional quantum Hall effect. The following sections concentrate on peculiarities of the
valence band structure, especially spin splitting in 2DHGs. As a further manifesta-
tion of spin-orbit interaction, the weak antilocalization effect will be described. The
chapter is concluded by an overview of research highlights done on similar materials
and structures, as studied in this work, in recent years.
Detailed discussion to particular effects and their comparison with liter-
ature will be given separately in the related experimental sections.
2.1 Two-dimensional hole gas
A two-dimensional hole (electron) gas is a system, where the charge carriers are
confined in one direction (typically growth direction) and can move freely in the
plane perpendicular to it. The confinement potential, important for development of
a two-dimensional charge-carrier system, can be realized on a heterojunction of two
semiconductors with different band gaps (GaAs/AlGaAs interface) or in a quantum-
well (QW) structure, where the material of lower band gap (GaAs, InAs) is enclosed
by the semiconductor of a higher energy gap (AlGaAs, InAlAs). For 2D electrons,
which have parabolic band dispersion resulting in a constant effective mass m∗, the
two-dimensional density of states is constant and independent on energy:
D(E) =
m∗
π2
= const (2.1)
where  = h/2π is the reduced Planck constant. In 2D hole systems, where the
nonparabolic effects are important, the effective mass is a function of E, [15], and
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Eq. 2.1 is valid only in first approximation for small values of the in-plane wave
vector k||.
At low temperatures, only the states near the Fermi energy contribute
to the transport. Assuming parabolic bands1 the Fermi energy is given as EF =
π2p/m∗, p is the carrier density, and for the Fermi wave vector follows:
kF =
√
2πp. (2.2)
To get knowledge about the quality and properties of the 2DHG, magne-
totransport measurements at low temperatures are performed. The most interesting
characteristics are hole density p and hole mobility μ. Using the Drude theory, both
can be easily extracted from the magnetotransport data. In the Drude model, the
carrier mobility is defined as a proportionality constant between the electric field E
applied along the x-axis and the drift velocity vD:
μ ≡ |vD|| E| =
eτt
m∗
, (2.3)
τt is the transport scattering time. In this section, three important effects arising in
2D carrier systems will be described: Hall effect, quantum Hall effect (QHE) (and
related Shubnikov-de Haas oscillations) and fractional quantum Hall effect (FQHE).
Quantum Hall effect
In magnetic fields applied perpendicular to the 2DHG-plane, the components of the
resistivity tensor can be expressed as:
ρxx = ρyy =
1
epμ
(2.4)
ρxy = −ρyx = −B
pe
(2.5)
The Hall resistance ρxy increases linearly with the magnetic field (Hall effect) and
the slope determines the carrier density p. The carrier mobility μ can be obtained
from the sheet resistivity, which equals the longitudinal resistance ρxx at B = 0T
multiplied by the geometry factor W/L (width/length), see also Section 3.2. The
Drude model describes well the properties of the 2DHG only at weak magnetic field,
where ωcτq < 1, (ωc = eB/m
∗ is the cyclotron frequency and τq is the quantum
scattering time) and if no quantum effects take place.
At higher magnetic fields, the constant density of states is replaced by
a sequence of δ-peaks, the Landau levels (LL), separated by ωc in energy. In the
experiment, due to the presence of scattering the Landau levels are broadened into
bands of width Γ = /2τq (τq is the quantum scattering time). The degeneracy
of the LLs is B-dependent and the number of states in each LL per unit area is
pL = eBgs/h. At high magnetic fields, the LLs are spin split due to the Zeeman
1for holes satisfied at small values of the in-plane wave vector k||
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Figure 2.1: [25], Magnetotransport of a Si-doped n-type In0 .75Al0 .25As/
In0 .75Ga0 .25As/InAs QW. Hall curve (black) exhibits plateaus at integer filling factors.
Longitudinal magnetoresistance (red curve) shows Shubnikov-de Haas oscillations.
energy g∗μBB, (g∗ is the effective g factor, μB is the Bohr magneton), and the
degree of degeneracy is gs = 1. If the two spins are counted as separated levels, the
number of LLs below the Fermi level is given by the filling factor:
ν =
p
pL
=
ph
gseB
(2.6)
In this definition, two spins are counted as separated levels.
As a consequence of formation of LLs, two effects in magnetotrans-
port measurements are observed: the quantum Hall effect in the ρxy curve and the
Shubnikov-de Haas oscillations in the ρxx. The Hall resistance ρxy displays plateaus,
which develop exactly at the resistance values:
ρxy =
1
ν
h
e2
(2.7)
independent on material parameters, ν is integer, see Fig. 2.1. RH = h/e
2 =
25812.807Ω is the von-Klitzing constant. The quantum Hall effect can be explained
by means of the Landau-Bu¨ttiger formalism as a formation of edge channels, which
arise due to the finite size of the sample. When the Fermi energy is located between
two LLs, the current is carried only via edge states and back scattering is reduced.
As a consequence ρxy exhibits a quantized value and ρxx a minimum. An overview
about the QHE is given in [26, 27].
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Shubnikov-de Haas oscillations
In the classical theory the longitudinal resistance is independent on the magnetic
field, see Eq. 2.5. At high magnetic fields and low temperatures, oscillations in the
longitudinal resistance arise as a consequence of the oscillations of the density of
states at the Fermi edge. The so-called Shubnikov-de Haas (SdH) oscillations are
1/B-periodic:
Δ
(
1
B
)
=
e
ph
, (2.8)
and this relation can be used for calculating the carrier density p. The SdH minima
correspond to the plateaus in ρxy and in an ideal case they show zero resistance.
The envelope function of the SdH oscillations can be described by the
Ando formula [28, 29, 30, 31, 32, 33]:
1
2
Δρxx
ρ0
= 4
χ
sinh(χ)
exp
( −π
ωcτq
)
cos[π(2ν − 1)], (2.9)
where χ = 2π2kBT/ωc, ωc is the cyclotron frequency and ρ0 is the zero-field resis-
tance. Thermal damping of the amplitude is given by the Dingle factor χ/sinh(χ),
which depends on the effective mass m∗. At the ρxx extrema the cosine term is ±1,
[34]. According to Elhamri et al. [35], Eq. 2.9 can be simplified to:
ln
(
A
T
)
≈ C1 − 2π
2kBm
∗
eB
T, (2.10)
where A is the amplitude of SdH oscillations at a fixed magnetic field and C1 is the
temperature-independent term. From the slope of the plot ln(A/T ) versus T , the
effective mass can be calculated. This method was used for the estimation of the
effective mass of 2D holes in AlGaAs/GaAs and InAlAs/InGaAs/InAs heterostruc-
tures in Sections 4.4.2 and 5.4.
The exponential term in Eq. 2.9 depends on the quantum scattering
time τq, which determines the collision broadening of the Landau levels
2. Using a
“Dingle plot” τq can be evaluated from the amplitude of the oscillation at a fixed
temperature, [32, 35, 36, 37, 30]:
ln
(
1
4
Δρxx
ρ0
sinh(χ)
χ
)
= C2 −
(
πm∗
eτq
)
1
B
, (2.11)
where C2 represents the non-oscillating part. Plotting the term on the left hand side
of the Eq. 2.11 versus 1/B with a knowledge of the effective mass, the quantum
scattering time can be estimated. This procedure was applied in Sections 4.4.2 and
5.4.
2The Γ = /2τq is the full width at half maximum (FWHM) of a Landau level.
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Figure 2.2: [38] The integer and fractional QHE states. The integer QHE is marked with
a blue color. Around the half fillings ν = 1/2 and ν = 3/2 a series of FQH states are
grouped (red and brown colors). The similarity to the integer QHE is demonstrated by the
effective magnetic field Beff and the CF filling factor νeff in the upper part of the picture.
Fractional quantum Hall effect
Fig. 2.2 shows plateaus in ρxy and minima in ρxx not only at the integer values of
the filling factor ν, but also at ν = r/s, where r = 1, 2, 3, ..., s = 1, 3, 5, .... This
is due to the fractional quantum Hall effect (FQHE) discovered by Tsui, Sto¨rmer,
Gossard, [39]. It can be observed in samples with a very high mobility and at very
low temperatures. For simplicity, we will discuss the FQHE for electrons.
In contrast to the integer QHE, the FQHE is a many-body effect and
originates from the strong carrier-carrier Coulomb interaction. The relevant energy
scale is the Coulomb repulsion e2/(4π

0lB) ∝
√
B (with 
 the dielectric constant and
lB =
√
/eB the magnetic length). The first description was done by Laughlin via a
many-body wave function, [40]. Later, Jain [41] introduced a new theoretical model
based on new quasiparticles, called composite fermions (CFs). They are composed
of 2m magnetic flux quanta attached to each electron. For example, at ν = 1/2 or
ν = 1/4 two or four magnetic flux quanta are attached to create a CF. In this way, the
many-body system of strong interacting particles is translated into a simpler system
of almost noninteracting quasiparticles. In other words, the FQHE resulting from
complicated many-body interactions in the electron system could be understood as
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the integer QHE but for non-interacting CFs. The CFs experience a reduced effective
magnetic field:
Beff = B − 2mφ0ne = B − Bν= 1
2m
, (2.12)
φ0 = h/e is the magnetic flux quantum, ne is the average electron density. Since
for the filling factor ν = 3/2 the composite fermion density nf differs from the
electron density ne, nf = ne/3, Eq. 2.12 has a form Beff = 3B − 2φ0ne, [42]. The
effective magnetic field Beff vanishes exactly for filling factors with even denominator
(ν = 1/2, 1/4, ... and also ν = 3/2, 3/4, ...). At these states CFs fill up a Fermi sea
with kCFF =
√
4πne. At Beff = 0 Landau levels of the CFs build up and their filling
factor is given as:
νeff =
neφ0
Beff
= ±1, 2, 3, ... (2.13)
They are separated in energy by a cyclotron gap ωeffc = eBeff /m
CF
eff . Negative
filling factors correspond to a negative effective magnetic field. The CF effective
mass mCFeff has its origin in the electron-electron interaction
3 and is magnetic field-
dependent as mCFeff ∝
√
B. For the relation between the electron filling factor ν and
the CF filling factor νeff it follows:
ν =
|νeff |
2m νeff ± 1 (2.14)
Around the ν = 1/(2m) filling factors a series of fractional quantum Hall (FQH)
states develop, which consist of particle-hole symmetric counterparts arising sym-
metrically around the central half filling. This is demonstrated by series around
ν = 3/2 and ν = 1/2 in Fig. 2.2. Further apparent is the similarity of the FQH
states belonging to one series around Beff = 0T to the SdH oscillations of electrons
around B = 0T. This fact was used by Manoharan et al. to calculate the CFs effec-
tive mass4 in a 2DHG-sample in the vicinity of the ν = 1/2. They found that the
mCFeff is strongly dependent on the Beff and divergent if one approaches ν = 1/2,
[34].
Attaching an odd number of flux quanta to the electron, the quantum
statistics changes and composite bosons are formed. The most prominent represen-
tative is ν = 1/3, which can be well described by the Laughlin many-body wave-
function, as well as other ν = 1/5, 1/7, .... An overview of the FQHE can be found
in [42, 38, 44].
Recently, even denominator states were reported in higher Landau levels,
ν = 5/2, 7/2, 9/2, 11/2, 13/2 in both 2DEGs and 2DHGs as well. In contrast to the
ν = 1/(2m) in the lowest LL, the ν = 5/2 was reported to exhibit a plateau in the
Hall resistance and activated transport in spite of its even denominator classification.
It is believed that it arises from a p-wave pairing of the CFs described by either
the Pfaffian or the anti-Pfaffian wave function, [45]. Some of these half fillings in
higher LLs exhibit a pronounced anisotropy on crystallographic directions ascribed
3In contrast, the electron effective mass is a consequence of the kinetic energy.
4A similar experiment was done simultaneously by Du et al. on a 2DEG-sample, [43].
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to formation of a striped phase, [46]. This behavior was investigated on 2DHGs by
Manfra et al. [19], and on 2DEGs by Du et al. [47] and by Lilly et al. [48].
In Section 4.4.3 we will describe some remarkable features, which we ob-
served on FQH states 2 > ν > 1. At this point, it should be mentioned that these
FQH states possess another interesting property; they undergo a transition from a
spin-unpolarized to a spin-polarized state in tilted magnetic fields [49, 50, 51, 52].
This is accompanied with successive emergence and destruction of the ν = 4/3 and
ν = 7/5 (ν = 8/5 and ν = 11/7) states and is also manifested in sharp changes of
the activation energy (see the definition below) with the total magnetic field. Ex-
periments done in Refs. [50, 51] on 2DEGs, and in Refs. [49, 52] on 2DHGs, showed
that the transition can be driven by tilting the sample relative to the external mag-
netic field, varying the carrier density or changing the symmetry of the confinement
potential.
One of the experimental signatures of a FQH state is the thermally acti-
vated transport. This is associated with a finite energy gap, which must be present
in the density of states in order to be able to observe the integer and the fractional
QHE. The activation gap equals the energy necessary to create a quasiparticle-
quasihole pair, which moves then independently across the system and contributes
to the transport. It can be calculated from the temperature dependence of the min-
imum in the longitudinal magnetoresistance corresponding to the FQH state using
an Arrhenius plot:
ρxx(T ) = ρ0 exp(− Δ
2T
). (2.15)
A derivation of this equation can be found in Ref. [45]. However, the measured
activation gap is lower than the ideal gap Δid, because of disorder broadening of the
CF LLs. Very recently, d’Ambrumenil, Halperin and Morf presented a new model of
dissipative transport in the FQH regime, [53]. They found out that the gap extracted
from the Arrhenius plot is reduced by tunneling effects through saddle points in the
effective potential for excitations created by ionized impurities, [53].
2.2 Spin-orbit coupling
Spin-orbit coupling is the interaction of the electron spin with its orbital motion. It
is a consequence of relativistic effects, where the electron moves in an electric field
E = (−1/q)(∇V (r)). By a relativistic transformation of fields B = (1/c2)v× E, the
electric field of the core is transformed into the magnetic field, which couples with
the electron spin. This coupling leads to a correction term to the Hamilton operator:
HSO = − 
4m20c
2
σ · (p×∇V (r)) (2.16)
where  is Planck constant, m0 is the free electron mass
5, c is the velocity of light in
vacuum, p is the momentum operator and σ = (σx, σy, σz) is the vector of the Pauli
5m0 = 9.1 · 10−31 kg
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spin matrices, and V (r) is the Coulomb potential of the atomic core. In semicon-
ductors V (r) includes the potential of ions, defects and deviations due to phonons,
etc., [54].
2.3 GaAs valence-band structure
GaAs is a III-V semiconductor, which crystalizes in the zinc-blende crystal structure.
It is a direct semiconductor with an energy gap of 1.42 eV at room temperature. Its
conduction band has s-like symmetry (the orbital angular momentum l = 0). The
valence band has p-like symmetry (l = 1). Spin-orbit interaction leads to the splitting
of the uppermost valence band into subbands with a total angular momentum j =
3/2 and j = 1/2. The j = 1/2 is the split-off (SO) band and is twofold degenerated.
The j = 3/2 states are fourfold degenerated at the Γ point. A qualitative sketch of
the GaAs valence band structure near the Γ point is depicted in Fig. 2.3(a). Fig.
2.3(b) shows the calculated dispersion of the GaAs bulk crystal.
In contrast to the bulk, in 2DHGs a size quantization along the growth
axis z takes place. As a consequence, the fourfold degeneracy of the j = 3/2 states (Γ8
valence band) is lifted. There are two subbands separated in energy at the in-plane
wave vector k|| = 0: the heavy-hole (HH) subband with a z component of the angular
momentum m = ±3/2 and the light-hole (LH) subband with m = ±1/2. Both
are twofold degenerate concerning the spin. For comparison, the lowest conduction
band Γ6 has j = 1/2 and is twofold degenerate concerning the spin. The HH (LH)
subbands refer to the higher (lower) effective mass of holes for the motion along
the growth axis. For the in-plane motion their character is reversed. The subband
structure of a 2DHG consists of individual HH and LH subbands. The HH-LH
splitting causes a mixing of the HH and LH states at higher values of the in-plane
wave vector k|| and the HH-LH anticrossing takes place, see scheme in Fig. 2.3(c).
In Fig. 2.3(d) a subband dispersion calculated for 2D holes in a 15 nm wide GaAs
quantum well is shown. More information about the theoretical calculations of the
valence-band dispersion can be found in Ref. [15].
2.4 Spin splitting in 2D hole systems
In III-V semiconductor heterostructures, the spin splitting of the spin degenerate
states was observed in both: conduction [56] and valence band [16]. It arises as
a consequence of the bulk inversion asymmetry (BIA) of the zinc-blende crystal
structure and the structure inversion asymmetry (SIA) even at B = 0T. As a third
origin the microscopic asymmetry of the interfaces should be remarked, [57]. The
BIA spin splitting is described by the Dresselhaus term and is a fixed material
property. Its relevance depends on the QW width and the Fermi wave vector, [15].
Even though BIA spin splitting is an intrinsic property of GaAs, in an asymmetric
structure the SIA-induced spin splitting is more dominant, [58, 59]. It originates
from internal or external electric fields, thus it can be tuned. The SIA spin-orbit
interaction causes an in-plane effective magnetic field, which tends to orient the
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(a) GaAs bulk crystal
(b)
(c) GaAs quantum well
(d)
Figure 2.3: (a) [15], qualitative sketch of GaAs band structure near the Γ point. (b) [55],
calculated band structure of bulk GaAs. (c) [15], scheme of the HH-LH anticrossing in a p-
type GaAs QW. The HH-LH splitting appears as a consequence of the quantum confinement
in a QW, see text. (d) [15], calculated subband structure of a 2DHG confined in a 15 nm
wide GaAs QW.
quantization axes in plane. On the contrary, the quantization axis of the angular
momentum is perpendicular to the 2DHG-plane. Hence, the spin splitting of the
HH states competes with the HH-LH splitting and as a consequence it is a higher
order effect. The dominant component to the spin splitting of the HH states is then
cubic in k||, but for the LH states with m = ±1/2 the spin splitting is linear in k||
(satisfied for small k||), see Fig. 2.4(a). In contrast to electrons, the energy of the
spin splitting is very high for holes. Even more, it is comparable to the subband
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separation, [16].
Most important for the SIA Hamiltonian is the Rashba term. The effec-
tive Rashba Hamiltonian for the HH states with the electric field oriented perpen-
dicular to the 2DHG-plane (z direction) is given as, [60]:
HhSO = β
h
REzi(k3+σ− − k3−σ+), (2.17)
with σ± = 1/2(σx±iσy) and k± = kx±iky, where σx and σy are the Pauli spin matri-
ces in the x and y directions, respectively. The effective electric field Ez = ep/(2

0),

 is the dielectric constant), is proportional to the 2D hole density p, [61]. As a con-
sequence, the internal electric field can be increased by both: increasing the doping
or decreasing the thickness of the spacer layer.
In the usual case of a quantum well containing a 2DHG with hole density
of p ∼ 1011 cm−2, only the HH subband as the uppermost subband in the valence
band is occupied. The spin-split HH-subband dispersion can be approximated by,
[61]:
Eh±(k||) = 〈μh〉k2|| ± 〈βhREz〉k3||, (2.18)
where μh (times 2/
2) stays for the reciprocal effective mass and 〈βhREz〉 is the
effective Rashba coefficient for the cubic splitting, further assigned as β, which can
be calculated from the experimental magnetotransport data, [15]:
β =
√
2
π
〈μh〉p(p˜+ − p˜−) + Δp(p˜+ + p˜−)
6p2 + 2Δp2
, (2.19)
where p˜± =
√
p±Δp, Δp = |p1−p2|, p1, p2 are the densities in the two spin subbands
and p is the total hole density. Then for the spin splitting it follows ΔSO = 2βk
3
||,
[15].
The anisotropic spin splitting
Taking into account both BIA and SIA, the spin splitting of the HH subband will
be direction-dependent and to first approximation it can be written as [62]:
ΔEHH(k) = 2k3||
√
α2RE2z + β2D − 2αREzβDsin(2ϕ), (2.20)
where βD is the Dresselhaus coefficient, αREz the effective Rashba coefficient. The
dominant contributions for the spin splitting are considered to be cubic in k.
In Ref. [62], Eq. 2.20 was used to calculate the Fermi contour kF,+ and
kF,− of the spin-split HH subbands, see Fig. 2.4(b). It is apparent that the inter-
ference of BIA and SIA causes small spin splittings along the [110] direction. In
contrast, the [11¯0] direction exhibits the largest spin splitting. The fourfold sym-
metry of the dispersion is now reduced to a twofold with one symmetry axes along
these two directions. The directions [100] and [010] exhibit intermediate values of
the spin splitting.
More accurate numerical calculations of the BIA term show, that its
effective field changes its orientation with increasing k along the [110] and [11¯0]
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(a) (c)
(b)
Figure 2.4: (a) [59], Calculated spin splitting E+(k||)− E−(k||) (upper) and subband dis-
persion E±(k||) (lower) of the HH subband of a GaAs/Al0.50Ga0.50As heterostructure grown
in [001] direction. The horizontal line indicates the Fermi energy EF .(b) [15], The effec-
tive field when both BIA and SIA spin splittings are taken into account, calculated for a
Ga0 .47 In0 .53As-InP QW. The length of the arrows is proportional to the intensity of the
field. (c) [62], The angular anisotropy of the spin-split HH subbands of a 2DHG. Solid
lines are the Fermi contours for kF ,+ and kF ,− Fermi wave vectors.
directions. On the contrary, the Rashba effective field is perpendicular to the in-
plane wave vector k|| and keeps to point clockwise (or anticlockwise) exhibiting a
rotational symmetry, [15]. The superposition of both effective fields is displayed in
Fig. 2.4(c). As a consequence, it is possible to tune the interference from destructive
to constructive with varying the density and so the Fermi wave vectors of the spin
subbands kF,+ and kF,−. Further, it is worth to note that with increasing wave vector
18 Chapter 2. Theory
k the subbands proceed more non-parabolically and the warping6 plays an important
role. Both effects contribute to the anisotropy of the spin splitting.
2.5 Weak-antilocalization effect
The weak-antilocalization (WAL) effect originates from interference on time-reversed
paths, see Fig. 2.5(a). It appears in systems with strong spin-orbit interactions,
where the phase-coherence length lϕ of the charge carriers is longer than their mean
free path l. In disordered conductors the ring path of charge carriers is given by
the arbitrary distribution of defects, see Fig. 2.5. Due to scattering events the spin
orientation is randomized along the path leading to phase differences and destructive
interference of the electron partial waves running along the time-reserved path. This
results in a reduction of the backscattering probability and is demonstrated as a
positive magnetoresistance around B = 0T, see top curves in Fig. 2.5(b).
In contrast, the weak-localization (WL) effect arises due to constructive
interference, if the spin-orbit interaction is negligible. The backscattering is enhanced
in this case. In applied magnetic fields both partial waves obtain a different phase
shift, the time-reversal symmetry is broken, and it leads to a negative magnetore-
sistance around B = 0T, see the bottom curves in Fig. 2.5(b). The appearance
of WAL or WL is strongly influenced by the strength of the spin-orbit interaction,
demonstrated in Ref. [63]. Fig. 2.5(b) shows a pronounced transition from WAL to
WL if the SIA of the InGaAs QW is changed from high to small, [63].
(a)
?
(b)
Figure 2.5: (a) Constructive interference of partial waves on the time-reversal paths leads
to weak localization. (b) [63], Transition from positive (WAL) to negative (WL) magne-
toresistance as a consequence of the tuning of the SIA in the QW from large to small.
6Warping is the anisotropic rosette-like valence-band dispersion, which originates from the p-like
GaAs valence band.
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There are two important theories which describe these quantum me-
chanical effects. The first one is the Hikami-Larkin-Nagaoka (HLN) theory, [64]. It
was originally developed for metallic samples and assumes the Elliott-Yafet skew-
scattering mechanism. In semiconductor heterostructures, the Dyakonov-Perel spin-
relaxation mechanism is more important, [65, 66]. It is used in the theory by Ior-
danskii, Lyanda-Geller and Pikus (ILP), [65]. The ILP theory was successfully
applied in a qualitative description of 2DEGs confined in an InAs channel in a
In0.75Ga0.25As/In0.75Al0.25As heterostructure, [67], or in InGaAs QWs [63, 66].
In this work we investigate similar structures, containing a 2DHG. In
contrast to the spin splitting of electrons and LH states proportional to k||, the
uppermost subband in the valence band of GaAs and InAs, the HH subband, is
exhibiting a spin splitting proportional to k3||, [15]. The ILP theory involves both the
linear and cubic k terms for the spin splitting. Neglecting the terms linear in k, it
gives the same results as the HLN theory, [65]. Therefore, for 2D hole systems the
HLN theory is more appropriate to be used, as was successfully shown in Ref. [17].
Recently, Golub developed a theoretical model of WAL for high-mobility 2D systems
[68], but its application for fitting the experimental data is not straightforward. For
these reasons, in Section 5.4.3 the HLN theory is used to quantitatively describe the
WAL effect.
2.6 State of research in the growth and transport
properties of 2DHGs
Carbon is a very important acceptor material for heterostructures based on GaAs.
In recent years, high-mobility two-dimensional hole gases in (100)-oriented GaAs/
AlxGa1−xAs heterostructures have been realized experimentally. For the first time in
C-doped p-type GaAs/AlGaAs heterostructures, the integer and fractional quantum
Hall effect was measured by Grbic et al, [69]. The investigations were performed on
samples with a hole mobility of 0.15 × 106 cm2/Vs at 100mK. Further progress in
fabrication was made by Gerl et al., [9], and Manfra et al., [20], who enhanced the
mobility up to 106 cm2/Vs at mK temperatures. Simultaneously, Gerl et al. extended
the method of preparation of C-doped 2DHGs on the nonpolar (110)-oriented GaAs
wafers as well and exceeded μ = 1.1 × 106 cm2/Vs at 30mK there, [21]. Currently,
the highest mobility achieved was reported by Watson et al., [8]. In their case, the
2DHG of a very low hole density, p = 0.62 × 1011 cm−2 was confined in an asym-
metric quantum well and exhibited a hole mobility of μ = 2.6 × 106 cm2/Vs at
T = 50mK. The authors further indicated that background impurity scattering and
remote ionized impurity scattering are the most important scattering mechanisms
limiting the hole mobility in the highest quality samples. Nevertheless, these values
are still one order of magnitude lower than the highest electron mobilities in 2DEGs,
μ = 35× 106 cm2/Vs at 360mK reported by Umanski et al., [7].
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Unlike electrons in GaAs, holes have a higher effective mass7 resulting
in stronger carrier-carrier interaction. Therefore, these structures have been used to
study 2D hole-hole interaction physics, including the metal-to-insulator transition,
[18], and the fractional quantum Hall effect, [19, 72, 52, 34]. New reports deal, for
example, with fractional quantum Hall physics in the 2nd Landau level, [72], and
charge density wave formation in partially filled Landau levels, [73, 19]. Kumar et al.
presented evidence of a fractional quantum Hall state at ν = 8/3 in a 2DHG, [72].
The strong spin-orbit coupling in these heterostructures is apparent in a beating
pattern of the Shubnikov-de Haas oscillations due to the two spin-split subbands
and weak antilocalization, [17]. The long phase-coherence length of holes of 2.5μm,
extracted in Ref. [17], is promising for the fabrication of phase-coherent p-type
nanodevices such as Aharonov-Bohm rings, [74]. Moreover, a modulation p-doped
AlGaAs/GaAs heterojunction is part of the spin Hall effect transistor realized in
Ref. [75].
Recently, InAlAs/InGaAs heterostructures were subject of intensive re-
search due to their strong spin-orbit coupling and their promising applications in
spintronics devices, [11]. Due to the large lattice mismatch between GaAs and InAs,
the In-containing epitaxial layers grown on GaAs substrates are strongly strained
and crystal defects can build up. These problems were overcome by the concept
of a step-graded metamorphic buffer layer with gradually increasing indium con-
tent, see an example in Ref. [76]. This concept makes growth of almost unstrained
InxAl1−xAs/InxGa1−xAs heterostructures with high indium content x on GaAs sub-
strates possible. Most of the publications concentrate on the properties of two-
dimensional electron gases. In In0.75Ga0.25As/In0.75Al0.25As heterostructures with
embedded strained InAs channel, 2DEGs were achieved without any intentional
doping, [77, 78], or using silicon as a doping material, [79]. They reached electron
mobilities of up to μ = 5× 105 cm2/Vs, [80]. Furthermore, a significant weak antilo-
calization, weak localization and Rashba effect were observed in [63, 81, 67], which
are unambiguous evidence of a very strong spin-orbit interaction in these structures
with x > 0.50. The authors in Ref. [63] demonstrated that the zero-field spin splitting
is induced and controlled by the structure inversion asymmetry of the In0.53Ga0.47As
quantum well lattice-matched to InP. They observed a clear transition from posi-
tive to negative magnetoresistance by changing the asymmetry of the QW. A large
spin splitting of 6.08meV was reported in Ref. [81]. From the weak antilocalization
analysis a long mean free path on order of ∼ μm was estimated, [67]. The transport
properties of the 2DEGs were found to be correlated with surface morphology, [80].
With a very simple change of the buffer layer, the residual strain in the active layer
can be tuned from compressive to tensile, [82, 83]. Moreover, an enhancement of the
carrier density due to generation of piezoelectric fields in strained layers grown on
[311]A and [111]B oriented GaAs substrates was found, [84].
Recently, manganese-modulation-doping was used to prepare a 2DHG
in strained InAs quantum wells, [25]. It has led to interesting magnetic effects.
Especially, a phase transition at T = 600mK from a paramagnetic to a ferromagnetic
7The effective mass of holes was studied in dependence on different sample parameters in Refs.
[70, 71].
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phase was indicated in the transport behavior in a normal-doped structure, [85].
Further, a Mn-inverted-doped structure revealed an insulator-to-metal transition
driven by a magnetic field, [24]. However, publications on nonmagnetic p-type doping
in comparable InAlAs/InGaAs/InAs heterostructures are missing. For this reason
carbon was applied as a doping material in the present work.

Chapter 3
Experimental methods
In this chapter, the experimental arrangements used for the growth, preparation
and characterization of carbon-doped III-V semiconductor heterostructures will be
described. The samples were grown using the molecular beam epitaxy (MBE) tech-
nique and analyzed via magnetotransport measurements. Quick characterization was
performed in van-der Pauw geometry in a 4He cryostat at temperatures of 4.2K and
1.3K. Using optical lithography and wet chemical etching, L-shaped Hall bars were
defined and precise measurements were carried out in a dilution refrigerator and a
3He cryostat in the temperature range between 20mK and 1K. To characterize the
surface morphology of the grown heterostructures, atomic force microscopy (AFM)
and X-ray diffraction were applied.
3.1 Molecular beam epitaxy
The most precise method for preparing high quality crystalline structures is molec-
ular beam epitaxy (MBE). In this work, this method was applied to grow het-
erostructures of III-V compound semiconductors. The crystal constituents, stored
in separate cells, are heated up to evaporate or sublimate and to create molecu-
lar beams. When the molecular beams impinge on the surface of the heated wafer
(in our case (100) oriented GaAs crystals), the epitaxial growth takes place. In the
Frank-van der Merwe growth mode, the atoms complete monolayer by monolayer.1
The molecular beams can be interrupted by closing tantalum shutters mounted on
the cell openings. In this way, the growth is controlled with a precision of fractions
of one monolayer. If more cells are simultaneously open, compound crystals such as
AlGaAs, InGaAs and InAlAs can be prepared. The MBE method is controlled with
three temperatures: the temperature of the group III materials (gallium, aluminum,
indium), group V materials (arsenic) and the temperature of the GaAs substrate.
The growth rate is governed by the temperature of the group III elements, which
controls the flux, while the arsenic is in abundance. It is very important to ensure
1All of the GaAs/AlGaAs and InAs/InGaAs/InAlAs heterostructures discussed in this work
were prepared in this growth mode. Other growth mechanisms are listed, e.g., in [86].
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(a) the In cell (b) the C cell
Figure 3.1: (a) The downward-looking SUMO source for indium. (b) The carbon filament
source.
UHV2 conditions in the MBE chamber to keep a low concentration of background
impurities in the grown layer.
3.1.1 The MBE system in Regensburg
In this work, a modified Veeco GEN II solid source molecular beam epitaxy system
was used. This system consists of two MBE chambers called C (“spintronic”) and
D (“high mobility”), which can be operated separately. They are connected with
a UHV channel for sample transfer between the chambers and a loading chamber
(entry). The background pressure is below 10−11mbar. All samples presented here
were grown in the D chamber. It was designed for the growth of high mobility 2DEGs,
and contains two gallium (Ga) cells, two aluminum (Al) cells, an indium (In) cell,
an arsenic valved cracker cell and two filament cells for the doping materials: silicon
(Si) and carbon (C). The materials in the effusion cells are stored in pyrolytic boron
nitride crucibles of conical or SUMO shape3, for pictures see [87] or [88]. The In
cell is directed downwards and therefore it has the special form of the downward-
looking SUMO, see Fig. 3.1(a). For the p-type doping we used a resistively heated
carbon filament source, a modified SUKO-D from Dr. Eberl MBE-Komponenten
GmbH, see Fig. 3.1(b). The technical details of the C cell are given in [21]. For easy
handling the wafer is mounted on a tantalum holder using liquid gallium, which
provides good thermal contact with the manipulator heater in the growth chamber.
To ensure a homogeneous thickness of the epitaxial layer on the whole substrate,
the wafer rotates (typically 7 rpm) during the growth process. The temperature
of the substrate is measured using Ircon and IMPAC pyrometers for temperatures
T > 400◦C and T < 400◦C, respectively. For in-situ characterization of the grown
surface, a RHEED4 gun is installed in the chamber. By analyzing the RHEED
oscillations the growth rates are calibrated, see for example [25]. Further, the samples
2ultra high vacuum
3Usually, the conventional MBE effusion cells are equipped with a crucible with a large exit
aperture. In contrast, the SUMO crucible has a cylindrical form with a small tapered orifice,
which is heated separately to prevent the emergence of droplets at the cell opening and to minimize
shutter-related flux transients.
4reflection high energy electron diffraction
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can be cleaved in-situ and the cleaved edge can be overgrown (CEO)5.6 A detailed
description of this MBE machine can be found in [89] and some more details are
also given in [87, 21, 25].
There are several options on how to create 2DHGs in GaAs/AlxGa1−xAs
heterostructures. Recently, silicon and beryllium have often been used as doping ma-
terials. Yet, both have significant disadvantages such as a strong mobility anisotropy
in the case of silicon, [90] or high diffusion and segregation in the case of beryllium,
[91]. In contrast, carbon has a low diffusion and segregation, [92], and very high
hole mobilities of more than 106 cm2/Vs can be achieved in heterostructures grown
on [100] and [110] oriented GaAs substrates, [93]. As a group IV element, carbon
incorporates on the As sides in the GaAs crystal lattice and works as an acceptor. As
a carbon source, resistively heated high-purity graphite filaments have been widely
implemented, [94], and were also used in this work. We achieved excellent crystal
properties of GaAs using a growth rate of 1μm/h (1monolayer/s) under As4-rich
conditions (6.5− 7.1× 10−6Torr As4 beam equivalent pressure) when the substrate
temperature was maintained at TG = 640
◦C, apart from the growth of the dop-
ing layers, during which the temperature was reduced to compensate for the high
thermal impact of the carbon cell, see Section 4.2.7
In Section 5, carbon was used as a doping material in InxAl1−xAs/
InxGa1−xAs/InAs heterostructures. The generation of 2DHGs in these structures is
not straight forward because carbon acts as a donor in InAs, [95, 96]. The specifics
of the growth are described in Section 5.1 and Section 3.1.3 details the calibration
of the In cell. The growth rate was typically 1.2μm/h under As4-rich conditions
(7.8 − 8.6 × 10−6Torr As4 beam equivalent pressure) and the substrate tempera-
ture was varied between 430◦C and 340◦C for low and high In content. Additional
information is given in [97] as well.
3.1.2 Calibration of the carbon cell
The carbon cell has the form of a thin graphite filament, which is heated up by ap-
plying a current. To get information about the doping density at different currents,
the carbon cell was calibrated. During this procedure, a series of homogeneously-
doped 1μm thick GaAs bulk layers were grown. For each value of filament current
samples were measured at 4.2K. In Fig. 3.2, the hole density as a function of the fil-
ament current is plotted. The error bars represent the measurement errors resulting
in different densities if flat or corner contacts were used. Interestingly, the temper-
ature of the substrate during the doping TD seems to have a strong influence on
the gained hole density. This is demonstrated in Fig. 3.2 on samples doped with the
same filament current of 53A. The sample grown at TD = 620
◦C (black circle) ex-
hibits approximately 1.5 times higher hole density than the sample grown at higher
5cleaved edge overgrowth
6With each applied CEO-growth process it is possible to reduce the dimension of the electron
(hole) system from 2DEG (2DHG) to quantum wire or quantum dot, [87].
7Growth on (110)-oriented GaAs surface requires different growth conditions, for more infor-
mation see [21, 87].
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Figure 3.2: Calibration of
the C cell: Hole density mea-
sured in van-der Pauw geom-
etry at 4.2K versus filament
current. Error bars represent
differences in the hole den-
sity if flat or corner contacts
of the van-der Pauw sample
were used.
temperature 633◦C (green square). More detailed information on the reduction of
TD during the doping process will be given in Section 4.2.
3.1.3 Calibration of the indium cell
For preparation of InxGa1−xAs, InxAl1−xAs epitaxial layers with different indium
content and for growth of the buffer layer, where the In content is increased step-
wise, see Section 5.1.1, careful adjustment of the InAs growth rate is needed. In
this work, the calibration of the In cell proceeds via RHEED oscillations. Due to the
high cost of an InAs substrate and the demanding surface preparation procedure be-
fore RHEED oscillations can be observed, we used a common RHEED sample8. The
method is based on comparing the growth rates of the AlAs and InAlAs compounds.
The RHEED oscillations of both materials are shown in Fig. 3.3(a). First, we estab-
lished the rate of AlAs, then the In cell was opened and oscillations of InAlAs were
recorded. The difference of both rates gives the InAs growth rate. We overcame the
problem of the high lattice mismatch due to the presence of indium by applying
a strong overshoot of Al mixed with only a small fraction of In in the InxAl1−xAs
ternary compound. In doing so, the growth of thin layers proceeded pseudomor-
phically. To increase the accuracy the procedure was repeated at least three times
for a certain temperature of the In cell. Before each AlAs/InAlAs growth step, the
RHEED sample was smoothed by growth of a thick layer of GaAs and a GaAs/AlAs
superlattice at high temperatures of about 600◦C. Fig. 3.3(b) demonstrates the evo-
lution of the InAs growth rate in a wide range of In cell temperatures. As such a
calibration takes a long time it has not been executed for each growth process but
at regular intervals.
In contrast to the Ga and Al cells, the In cell is oriented downwards in
the MBE chamber. Fig. 3.1(a), in Section 3.1, shows the special form of the crucible
with an extended front part (downward-looking SUMO source) designed for the
8A small (approx. 4× 4mm2) piece of a GaAs wafer, mainly used for calibrating the AlAs and
GaAs growth rates.
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(a)
(b)
Figure 3.3: (a) RHEED oscillations of AlAs and InAlAs used for calibration the InAs
growth rate. (b) Calibration of the In cell. The points are marked with values of the applied
tip voltage.
molten source group-III materials in downward-facing ports. The front part of the
cell is heated separately from the bulk to prevent recondensation at the exit cone
and therefore changes the overall flux coming from the In cell. This is illustrated in
Fig. 3.3(b): The two points taken at the In-bulk temperature of 820◦C demonstrate
the strong influence of the tip voltage on the InAs growth rate. Thus, a careful
adjustment of the In-bulk temperature and the tip voltage is necessary.
The validity of our calibration method was confirmed by X-ray diffrac-
tion measurements on the buffer layers with different final In content done by M.
Lohr [98]. For the buffer layer terminated at x = 0.75 indium the discrepancy was
only about 2.5%, [98]. In the sample with desired x = 0.60, the X-ray diffraction
established an x = 0.575± 0.014 indium, see also Section 5.4.5.
28 Chapter 3. Experimental methods
3.2 Sample preparation
To characterize the grown heterostructures electrically, the samples were either con-
tacted in the van-der Pauw or the L-shaped Hall-bar geometry. We used the van-der
Pauw method [99], see scheme in Figs. 3.4(a), (c), to get quick information about the
carrier density and mobility. For van-der Pauw measurements, 5×5mm2 pieces were
cut from the wafer and eight ohmic contacts were made on the corners and flats of
the sample. In four-terminal measurements, the sheet resistivity can be determined
by cyclic permutation of the contacts. The equation describing this method is given
in Ref. [100]. The carrier density was derived from the slope of the Hall curve, see
Eq. 2.5. In the van-der Pauw geometry, the quantum Hall effect and SdH oscillations
can be observed as well. However, it is not possible to extract any information about
the different properties in different crystallographic directions.
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Figure 3.4: Schemes of (a) the van-der Pauw and (b) the L-shaped Hall-bar geometry. I
stands for the current, UH is the Hall resistance and UL is the longitudinal resistance. (c)
and (d) are photographs of the samples fabricated in the van-der Pauw and the L-shaped
Hall-bar geometry, respectively.
For this purpose, we prepared L-shaped Hall bars9, see Fig. 3.4(b), (d),
with the arms oriented along two orthogonal directions, here [011], [011¯], or [001],
[010]. This kind of geometry makes it possible to record magnetotransport prop-
erties of both directions simultaneously. In order to define the L-shaped Hall-bar
geometry, standard optical lithography and wet chemical etching were applied. A
detailed overview of the parameters used in this procedure is given in Appendix A.
To maintain the information about the crystal directions the samples were cut into
4× 5mm2 pieces from the wafer. The p-contacts were made using an InZn mixture,
which ensures good ohmic contact, more information is listed in Appendix A.
9We fabricated L-shaped Hall bars of dimensions: 200μm/1000μm, 200μm/1600μm
(width/length).
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3.3 Measurement set-up
Dewar cryostat
For a fast characterization of the carrier density and mobility at temperatures 4.2K
and 1.3K, the dewar cryostat at the Chair of Prof. Wegscheider was used. It consists
of a magnet rod and a sample rod, which are both lowered into a dewar with liquid
4He for cooling, see Fig. 3.5(a). On the magnet rod, a superconducting coil providing
a magnetic field up to ±5.8T is mounted. The internal space is vacuum isolated
and can be connected to or disconnected from the 4He reservoir by a needle valve.
Pumping on the 4He, temperatures as low as 1.3K can be achieved. A quick record
of the Hall curve and the SdH oscillations is done using a standard lock-in technique.
Samples can be illuminated by a red light-emitting diode (LED) at low temperatures.
3He cryostat
Using the rare 3He isotope instead of the 4He isotope, temperatures in the range
between 300mK and 1K can be achieved. This is done by pumping the 3He from
a reservoir containing liquid 3He. The measurements performed in this work were
carried out in three 3He cryostats of different design: a self-made system at the
Chair of Prof. Wegscheider at the University of Regensburg, and two commercial
systems from Oxford Instruments at the ETH Zurich (year of construction 2009)
and at the Walter Shottky Institute (WSI) in Munich (year of construction 1988).
All three systems are operating in the same way, see Fig. 3.5(b). The gaseous 3He
condensates on the 1K pot, which is held at T = 1.5K, and accumulates in the
bottom of the rod. The liquid 3He has now the temperature of the 1K pot. When
decreasing the temperature of the sorption pump to T = 4.2K, the sorb starts to
pump on the liquid 3He, and its temperature decreases slowly to approximately
300mK. Individual constructions vary: either the sample is immersed10 in liquid
3He, or the cryostat can be configured as a cold finger, where the sample, placed in
vacuum, is cooled due to the thermal contact with the liquid 3He reservoir11.
Dilution refrigerator
Due to the high effective mass of holes, very low temperatures are needed to get
well-developed SdH oscillations and quantum Hall plateaus. In order to cool down
the sample to temperatures below 300mK, a dilution refrigerator is needed, see Fig.
3.5(c). It uses the special properties of the 4He and 3He mixture. At temperatures
lower than the critical temperature of 0.87K, two phases are created in the mixture.
The lighter concentrated phase consists predominantly of 3He and swims on top of
the heavier dilute phase. The dilute phase is rich in 4He and contains approximately
6.6% of 3He. The cool-down process proceeds due to pumping out the 3He from
10the self-made system at the Chair of Prof. Wegscheider at the University of Regensburg and
the 3He cryostat at the WSI in Munich
11the setup at the ETH Zurich
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Figure 3.5: The scheme of (a) the dewar cryostat, (b) the 3He cryostat, and (c) the dilution
refrigerator.
the dilute phase12. To maintain the constant concentration in the mixture, the 3He
atoms pass from the concentrated phase to the dilute phase and provide the cooling
because of the different enthalpy of the 3He in both phases. In this work we used
the dilution refrigerator at the Chair of Prof. Weiss with a base temperature of
20mK. The measurements were carried out using a standard lock-in technique at a
frequency of 17Hz and a constant current of 10 nA.
Spectromag
Magnetotransport measurements up to room temperature were done in the Spec-
tromag cryostat from Oxford Instruments at the WSI in Munich. In this system the
temperature can be varied from 1.5K up to 300K due to two heaters: one on the
sample rod and another one on the bottom of the variable temperature insert (VTI).
The cool-down process can be regulated very accurately via a needle valve, which
connects the VTI with the liquid 4He reservoir. The temperature of the sample is
then determined as the temperature difference between the temperature measured
in the VTI and on the sample holder. The difference was adjusted to be lower than
3K at T < 180K and 5K at T ≥ 180K. Using the λ-plate13, magnetic fields up to
8T can be achieved.
12 3He has lower latent heat than 4He and evaporates approximately three orders of magnitude
better than 4He at T = 0.6K.
13The superconductive coil is cooled down below 4K.
3.4. Postgrowth surface characterization methods 31
Room-temperature magnet
To determine the sheet resistivity, carrier density and mobility at room tempera-
ture, the measurement setup made by B. Hacker at the Chair of Prof. Wegscheider
was used [101]. Two water-cooled magnet coils generate a magnetic field of up to
1T. As measurement instruments a lock-in amplifier and a Keithley multimeter are
implemented. The sample can be illuminated using an LED.
3.4 Postgrowth surface characterization methods
Atomic force microscopy
In order to study the morphological properties of the surface of the indium-containing
heterostructures, an atomic force microscope was used. The raw data were recorded
on a Nanoscope III Scanning Probe Microscope and a Veeco Dimension Icon Atomic
Force Microscope with ScanAsyst14 in tapping mode using a common Si-tip.
X-ray diffraction
The X-ray diffraction analysis was done to get more information about strain re-
laxation and the lattice constant along different crystallographic directions in the
indium-containing heterostructures; see Section 5.4.5. More information about the
method and the experimental arrangements can be taken from [102, 98].
3.5 Nextnano3 simulation of the valence-band
structure
The simulations of the valence band structure were performed with the nextnano3
program package [103]. This software was developed by P. Vogl and his group at the
WSI in Munich. Now, it is supported by S. Birner.
For the calculation of the electronic structure of layered semiconduc-
tors, the envelope function approximation (EFA) is commonly used. In this approx-
imation, the wave function is expanded in terms of Bloch functions in the quickly
oscillating lattice-periodic part, which is modulated by a slowly varying envelope
function. The effective-mass approximation for single isotropic parabolic bands pro-
vides a basic insight into the subband structure. It is a good starting point for the
2D electrons, which have almost parabolic and isotropic dispersion, [15]. While the
hole dispersion E(k) is highly anisotropic and nonparabolic, a more detailed va-
lence band structure can be obtained in the framework of k · p-method and EFA.
It is based on the multiband Hamiltonian and assumes nonparabolicity, spin split-
ting and coupling between heavy holes and light holes. Very accurate results were
achieved with the 8×8 band k · p-method, taking not only the coupling between Γ8
14Chair of Prof. Weiss
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and Γ7 valence bands into account, but also the interactions with the Γ6 conduction
band. Further information about the calculation of the dispersion relations of p-type
quantum wells can be found in Refs. [15], [104].
All methods described above are implemented in the nextnano3 program
package and can be applied to our heterostructures. The sample structure, as well
as the overall simulation parameters, such as the computation method, simulation
dimension, lattice temperature, crystal orientation etc., are defined in the input data
file. In our case of quantum wells with quantum confinement along the z-axis (growth
direction), a 1D simulation dimension is sufficient15. The crystal is approximated
with a grid. The grid lines and their spacing can be set as needed. All calculations are
performed on the grid points. Nextnano3 contains an extended database, in which all
material parameters are listed. The computation process proceeds as follows. First,
the input file and the database are read in and particular materials are assigned
to each grid point. Then, the strain is calculated. Only pseudomorphic growth can
be considered, where the in-plane lattice constant matches to the substrate and
the out-of-plane is extended or compressed. For the predefined “quantum region”,
typically the quantum well and its close neighborhood, the Poisson equation and the
8× 8 band k · p-Schro¨dinger equation are solved self-consistently. More information
about this software can be found on the webpage [105]. There are also some detailed
examples.
15In nextnano3 also 2D and 3D simulations of quantum wires and quantum dots are possible,
[87].
Chapter 4
Carbon-doped GaAs/AlGaAs
heterostructures
A goal of this work was to improve the performance of 2DHGs confined in GaAs/
AlGaAs quantum wells and to investigate their magnetotransport properties. To
prepare a p-type doping, we used a high purity carbon filament source, with which
a record hole mobility μ = 1.2 × 106 cm2/Vs was obtained in a previous study by
C. Gerl [9]. Because the carrier mobility is an important indicator of the sample
quality, we optimized the structure and growth conditions in order to enhance the
hole mobility further. An overview will be given in Section 4.1.
It is well known that the illumination of a 2DEG sample at low tem-
peratures causes an enhancement of the electron density due to the activation of
DX centers induced by silicon impurities. Although carbon is not expected to cre-
ate DX centers, some photoconductivity effect was reported in literature [21, 20].
Our investigations on this topic, especially the possibility to suppress the persis-
tent photoconductivity effect in 2DHGs by varying the growth parameters, will be
introduced in Section 4.2.
Engineering the band structure, samples of symmetrical and asymmet-
rical confinement potential were prepared and their properties will be compared in
Section 4.4. We will support our experimental findings with theoretical simulations
of the valence-band structure, which are summarized in Section 4.3.
4.1 Growth
4.1.1 Sample structure
In this work, the modulation-doping technique is used to prepare high-mobility
2DHGs in GaAs/AlxGa1−xAs quantum-well structures. This method is based on the
separation of the carbon-doping layer from the QW by an AlGaAs spacer layer,
which leads to a significant reduction of the ionized impurity scattering.
Recently, the most investigated structure has been the single-sided-doped
QW (ssd-QW). The parameters of this structure were optimized by Manfra et al. in
Ref. [20]. In a 15 nm wide GaAs QW with an 80 nm thick AlxGa1−xAs spacer layer,
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the authors obtained a peak hole mobility on the order of 106 cm2/Vs at 300mK.
Further modification of this structure, especially the reduction of the Al content
to x = 0.16 in the barrier material, led to an enhancement of the hole mobility to
μ = 2.6× 106 cm2/Vs at T = 50mK. The layer sequence is given in [8].
For these reasons, the ssd-QW was the starting point also for this study
of the high-mobility samples. It represents the basis for further development of novel
structure designs. The detailed sample structure is shown in Fig. 4.1. It consists of
a 15 nm wide QW separated by an Al0.30Ga0.70As spacer (80 nm) from a carbon δ-
doping1 layer of 330 s. In spite of the high value of the low-temperature hole mobility,
which was achieved in this structure (see above), there still remain some problems,
which must be solved. One of the most important mechanisms limiting the mobility
is interface roughness scattering. The calculated valence-band edge is shown in the
upper part of Fig. 4.1. Because the ssd-QW structure has only one doping layer above
the QW, the QW is strongly asymmetric and the carrier density profile is situated
close to the barrier/well interface. As a consequence, the free holes are strongly
influenced by the quality of the interface, which introduces an additional scattering
mechanism. Furthermore, the asymmetrical confinement potential generates a strong
internal electric field, causing a significant Rashba effect, [15].
These effects can be overcome by arranging the QW more symmetrically
using the double-sided-doped-QW (dsd-QW) structure having two doping layers:
one on each side of the QW. C. Gerl used the dsd-QW structure. Optimizing the
structure parameters such as QW width and spacer thickness, he reached a 2DHG
with a mobility of 1.21×106 cm2/Vs and density of 2.3×1011 cm−2 at T = 30mK, [21,
9]. These results represent the highest hole mobility achieved in this MBE chamber
prior to this work. In order to compensate the surface states, the carbon dopant
concentration in the δ-doping layer close to the surface is much higher (typically
330 s, [21]) than in the δ-doping layer closer to the substrate (∼ 100 s, [21]). Thus,
it is rather complicated to adjust the QW to be exactly symmetrical in this case.
Gerl et al. reported a spin splitting of the HH subband of 4.4% as a consequence of
the residual structure anisotropy, [9, 21].2
In this work, we used a modified dsd-QW structure with four carbon
doping layers C1-C4, two on each side of the QW. The layer sequence is shown
in Fig. 4.2. A 15 nm GaAs QW is confined between two AlxGa1−xAs spacer layers
of 80 nm thickness3. The carbon δ-doping layers C2 and C3 around the QW are
identical. The motivation for using this design was reaching an electron mobility of
∼ 19 × 106 cm2/Vs in a similar structure, [106]. The additional C4 and C1 layers
compensate the surface states and substrate charges, respectively. Further, they
are supposed to reduce remote ionized impurity scattering, limiting the mobility in
the standard dsd- and ssd-QW. Moreover, the band profile close to the QW can
more easily be designed symmetrically. The calculated valence-band edge is shown
in the upper part of Fig. 4.2. In this case, the QW is symmetric and the carrier
1δ-doping means that only the carbon cell and the arsenic cracker cell were opened during this
part of the growth procedure. The time of opening of the carbon cell is given in seconds.
2In this case, BIA was considered to be negligible.
3The parameters of the standard dsd-QW structure were optimized in [9].
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Figure 4.1: Layer sequence of the ssd-QW structure and its valence-band edge calculated
using nextnano3 for sample ssd-A. The QW is asymmetric and the carrier density profile
(violet line) is situated close to the QW/barrier interface.
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Figure 4.2: Layout of the dsd-QW structure and its valence-band edge along the growth
direction calculated using nextnano3 for sample dsd-B. Due to the additional doping layers
C1 and C4, the QW is symmetric and the carrier density profile is situated in the middle
of the QW.
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density profile is situated in the middle of the QW. Therefore, interface roughness
scattering is expected to be reduced in contrast to the ssd-QW. In summary, the
modified dsd-QW structure has following advantages: reduced interface roughness
scattering due to symmetric QW, and reduced remote ionized impurity scattering
due to the additional C1 and C4 doping layers. Finally, it enables us to reduce the
Rashba effect, see Section 4.3.
The valence-band edge shown in Figs. 4.1 and 4.2 was calculated for two
particular samples ssd-A and dsd-B, which will be defined in the next section. In
Figs. 4.1 and 4.2 the position of the Fermi level is marked with the dashed line. In
both structures only the first subband is occupied.
All samples were grown on a (100) GaAs semi-insulating substrate ma-
terial. Between the electrically active layer and the substrate a 500 nm thick GaAs
layer was inserted, followed by a superlattice consisting of 100 periods of 10 nm Al-
GaAs and 3 nm GaAs. Both serve to smooth the surface and to electrically decouple
the 2DHG from the substrate. The whole structure was capped with 10 nm GaAs.
Typical Al content of the AlxGa1−xAs barrier was x = 0.30, but we also will present
results on samples where x was in the range between 0.20 and 0.35.
4.1.2 Ultra-high hole mobility
Because we report here the first application of the modified dsd-QW structure on
2DHGs, optimal growth conditions in order to get a very high hole mobility had
to be found. Some of the important parameters are doping concentration, growth
temperature and Al content in the barrier.4
Variation of the doping concentration
The layer sequence of the dsd-QW is quite complex, thus we decided to adjust the
doping concentration first in order to get a high quality 2DHG. In this section,
samples with x = 0.30 Al content in the barrier will be discussed exemplarily.
In the first experiment, a series of samples were grown, where the doping
concentration of the C4 δ-doping layer, which is the doping layer closest to the
surface, was varied. At the same time, the other three doping layers were held
constant at C1 = 29 s and C2 = C3 = 80 s. The doping concentration was tuned
by varying the opening time of the carbon cell. At the same time the flux of the
carbon cell was kept constant5 for all samples. The results are plotted in Fig. 4.3.
The two-dimensional hole density increases with increasing doping concentration of
C4. The holes from the C4 doping go into the C3 layer. The hole mobility shows a
peak value at C4 = 200 s. This could be explained by a reduction of remote ionized
impurity scattering, as the holes coming from the C4 doping neutralize the ionized
4Optimal values of the QW width and spacer thickness for the dsd structure with two carbon
δ-doping layers on the opposite sides of the QW were found to be 15 nm and 80 nm, respectively,
Ref [21].
5The flux of the carbon cell is controlled via the current applied through the carbon filament,
see also Section 3.1. For all samples discussed in this chapter, we applied the current of 50A, which
gives a carbon doping concentration of (2.4± 0.4)× 1017 cm−3, see Fig. 3.2.
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acceptors in the C3-doping layer. The sharp decrease of the mobility at the high
doping concentration is most probably caused by intersubband scattering, because
at so high hole density not only the first HH, but also the first LH subband is
occupied.
Figure 4.3: Optimization
of the doping concentration
of the C4-doping layer
in the dsd-QW structure.
C2 = C3 = 80 s and
C1 = 29 s were maintained
constant. Magnetotransport
data were measured at 4.2K.
All samples have x = 0.30 Al
content in the barrier. The
lines are guides to the eyes.
Figure 4.4: Optimization of
the doping concentration of
C2 = C3 doping layers
in the dsd-QW structure.
C4 = 200 s and C1 = 29 s
were held constant. Magneto-
transport data were measured
at 1.3K. All samples have
x = 0.30 Al content in the
barrier. The lines are guides
to the eyes.
In the second experiment, the C4 doping was held constant at C4 = 200 s
and the doping concentration of the C2- and C3-doping layers was varied. According
to the expectation, the hole density increases with increasing the doping concentra-
tion (aside from some runaway values), see Fig. 4.4. For all plotted samples, the hole
mobility decreases with increasing doping concentration. This phenomenon that at
high densities the mobility drops with increasing density is specific for 2DHGs and
was described in literature to changes in the effective mass [70] and/or intersubband
scattering [9]. Further samples grown with low doping concentration of C2 = C3
= 40 s and 30 s (not plotted in Fig. 4.4) were insulating at low temperatures. The
maximum of mobility at C2 = C3 = 50 s and 60 s can be ascribed to enhanced
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(a)
(b)
Figure 4.5: Scheme of the temperature profile during the whole growth process. To compen-
sate the additional heating of the carbon doping cell, the substrate temperature was reduced
during doping.
screening due to increasing hole density. Since both samples with C2 = C3 = 50 s
and 60 s exceeded the mobility 1× 106 cm2/Vs at 1.3K, their parameters were used
in subsequent optimizing procedures.
In both experiments, the C1 = 29 s was kept constant. Its function is
only to pin the band edge after the superlattice. The doping is far away from the
active region (distance of 400 nm), thus we expect less influence.
In summary, we optimized the doping concentration of C4 and C2 = C3
layers and prepared high quality 2DHGs with mobility exceeding 1× 106 cm2/Vs at
1.3K and with low carrier density 1− 2× 1011 cm−2.
Reduction of the growth temperature during the δ-doping process
Now, we will show how the temperature profile during the growth process affects
the hole mobility. In this section, we will consider only samples with x = 0.30 Al
content in the barrier. In this experiment, we used the optimized doping concentra-
tion C2 = C3 = 50 s, C4 = 200 s, C1 = 29 s. The flux of the carbon cell was kept
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constant for all samples.6 Usually for the growth of 2DEGs, the substrate tempera-
ture is lowered during the doping. Typically, the 2DEG samples are doped at 480◦C
to prevent the diffusion of silicon at higher temperatures. Substrate temperatures
substantially lower than 480◦C lead to the formation of crystal defects, [106]. In our
case, we have to compensate the high temperature impact of the carbon cell, which
typically achieves filament temperatures of ∼ 2200◦C. This can be done by varying
the temperature profile of the active layer.
Fig. 4.5(a) displays schematically the first tested T -profile. Almost the
whole structure was grown at 640◦C. The substrate temperature was reduced only
for the C2- and C3-doping layers to ∼ 460◦C. These conditions lead to a rather
low hole mobility of 0.8 × 106 cm2/Vs at 1.3K (p = 1.2 × 1011 cm−2). Applying
the temperature TD = 600
◦C instead of 460◦C, the mobility was improved to 1.1×
106 cm2/Vs (p = 2.0 × 1011 cm−2). Since all other growth parameters including
carbon flux and doping concentration were constant, the significant enhancement
of the hole density can be attributed to the change of the growth temperature TD.
This indicates that TD crucially influences the incorporation of carbon in the crystal
lattice. There are two possible scenarios what happened if TD was too low: either
some carbon atoms incorporated not as acceptors but as neutral atoms not providing
free holes, or they created n-type defects, which neutralized free holes. The possibility
of formation of As antisites is rather improbable at such high temperatures, [107].
Fig. 4.5(b) shows the second applied T -profile. In this case, the temper-
ature was reduced to TD = 600
◦C not only for C2 and C3 but also for all layers
following after the C3-doping layer. Owing to this modification we achieved a very
high value of the hole mobility of μ = 1.3×106 cm2/Vs at 1.3K (p = 2.0×1011cm−2).
Finally, the T -profile affects not only the hole mobility and the hole
density but also the persistent photoconductivity effect in our samples, which will
be discussed in Section 4.2.
Variation of the aluminum content x in the AlxGa1−xAs barrier
We studied the influence of the Al content x of the AlxGa1−xAs barrier in the
dsd-QW on the magnetotransport properties. We applied the improved temperature
profile illustrated in Fig. 4.5(b), optimized doping concentration and grew a variety
of samples with different Al contents in the range between x = 0.20 and 0.35.
First, we concentrate on samples with C2 = C3 = 50 s. In Fig. 4.6, the
measured density and mobility is plotted as a function of the Al content x. The
peak mobility of μ = 1.3 × 106 cm2/Vs was obtained in the sample with x = 0.30
Al in the barrier material. Interestingly, the hole density increased with increasing
Al content x. This observation is in agreement with studies on AlxGa1−xAs bulk
layers, where the hole density was reported to increase in our interval of interest
x = 0.20 − 0.35, [95]. In QWs, the linear enhancement of p in dependence on Al
content x was confirmed by Watson et al. [108] as well. It is worth to note that these
6For all samples discussed in this chapter, we applied the current of 50A, which gives a carbon
doping concentration of (2.4± 0.4)× 1017 cm−3, see Fig. 3.2.
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Figure 4.6: Hole density and
mobility versus the Al con-
tent x of the AlxGa1−xAs
barrier material. All samples
have C2 = C3 = 50 s and C4
= 200 s. Measurements were
performed at 1.3K without il-
lumination (full symbols) and
after illumination with red
light (open symbols).
samples do not show any pronounced changes of p and μ after illumination, see Fig.
4.6.
Second, samples grown with the doping concentration C2 = C3 = 60 s
exhibit similar behavior as illustrated in Fig. 4.6. A very high hole mobility of
μ = 1.6 × 106 cm2/Vs at 1.3K was reached in the structure with barrier material
containing x = 0.25 Al. The increase of Al content to x = 0.35 resulted in a slightly
lower mobility μ = 1.0×106 cm2/Vs, but the mobility decreased rapidly for x = 0.20
to μ ∼ 104 cm2/Vs. We want to stress that μ = 1.6 × 106 cm2/Vs at 1.3K is the
highest hole mobility reported to be grown in this MBE chamber.7 This sample (in
following called dsd-B, see Section 4.4) has a hole density of p = 1.8 × 1011 cm−2
and, what is even more important, it does not show any persistent photoconductivity
effect.
In addition, we observed a variation of the hole density in dependence
on the Al content x also in the ssd-QW structure. The samples with x = 0.20
and x = 0.30 Al content had the same hole mobility of μ = 0.2 × 106 cm2/Vs at
4.2K, but the sample with x = 0.30 had an almost two times higher hole density
p(x=0.30) = 1.1×1011 cm−2 than the sample containing x = 0.20 aluminum (p(x=0.20) =
0.6×1011 cm−2). After illumination with red light at 4.2K and cooling down to 1.3K,
p and μ further increased in both samples, but only the sample (in following called
ssd-A, see Section 4.4) with x = 0.30 achieved a mobility above 106 cm2/Vs. This
value μ = 1.2×106 cm2/Vs represents the highest mobility achieved with the ssd-QW
structure in this work. In comparison, the μ of the sample with x = 0.20 improved
only to μ = 0.5× 106 cm2/Vs after cooling it down to 1.3K.
In conclusion, via development of the symmetric dsd-QW structure with
four doping layers and optimizing the growth parameters such as: the doping con-
centration of the C4, C2 = C3 doping layers, the temperature profile during the
growth process and the Al content of the AlxGa1−xAs barrier material, we suc-
7For earlier values see Ref. [93, 9].
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ceeded in a strong enhancement of the mobility of 2D holes. The best sample has
x = 0.25 Al content in the barrier and was doped C2 = C3 = 60 s, C4 = 200 s at
reduced substrate temperature of TD = 600
◦C. It exhibits a hole mobility of μ(dsd-
B) = 1.6×106 cm2/Vs at T = 1.3K, which further increases to μ = 2.1×106 cm2/Vs
at 20mK. For comparison, in the asymmetric ssd-QW structure we achieved μ(ssd-
A) = 1.2× 106 cm2/Vs at 1.3K. Moreover, we suppressed the persistent photocon-
ductivity effect in the dsd-QW samples, for more details see Section 4.2. In the
following sections, magnetotransport properties of the best representatives of both
sample structures, namely samples ssd-A and dsd-B, will be discussed and quanti-
tatively described.
4.2 Photoconductivity effect
In this section we will study the effect of illumination in our modified dsd-QW struc-
ture, see Fig. 4.2. We will concentrate only on the samples with x = 0.30 Al in the
barrier including the highest mobility samples. The parameters of the samples are
listed in Table 4.1. Hole density and mobility were measured at 4.2K. When we
illuminated the sample with a red light emitting diode with a photon energy above
the energy gap of the Al0.30Ga0.70As barrier, we observed changes in the p and μ
in comparison to the non-illuminated case. In 2DEGs, in which the incorporation
of silicon leads to the formation of DX centers (distorted configurations of substitu-
tional Si donors in the AlxGa1−xAs lattice), illumination at low temperatures causes
enhancement of the electron concentration, [22, 23]. In contrast, no such effect is
considered to take place using carbon as a doping material, even though some com-
ments in literature pointed out changes in the hole density of carbon-doped 2DHGs
after illumination, [20, 21]. Yet, there is no model published to explain this effect.
Fig. 4.7 demonstrates the change of the hole density p with the time of
illumination with a red LED in three different samples: dsd-I, dsd-II, dsd-III. Their
growth parameters and magnetotransport properties are summarized in Table 4.1.
As mentioned, the photon energy was higher than the band gap of, both; the GaAs
QW and the barrier. Generally, these samples represent three different kinds of be-
havior, which we observed in our C-doped GaAs/AlGaAs 2DHGs: positive, negative
and no persistent photoconductivity (PC), see Fig. 4.7. The data shown in Fig. 4.7
were recorded in the following cycle. The first value at t = 0 s was measured in dark
environment after cooling the samples to 4.2K without any previous illumination.
Subsequently, the samples were exposed to red light for t = 20 s and their density
was measured again in the darkness. Then, the samples were illuminated for a fur-
ther 120 s etc. It is worth to mention that before we noted the value of p we waited
for a time until p was constant. All data points were taken subsequently without
resetting the hole density to the value at t = 0 s by warming up the sample (during
the whole measurement procedure the temperature was maintained at 4.2K). In this
sense, the time axis in Fig. 4.7 indicates the overall illumination length.
After illumination, the density changes or stayed constant, as shown in
Fig. 4.7. First, sample dsd-I represented by the red curve exhibited an increase of
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Figure 4.7: Hole density as a function of the overall time of exposure to red light. The
density was measured in the dark environment at a stable temperature of 4.2K. The value
at t = 0 s was without any previous illumination. The subsequent data points were taken
after illumination, see text. The samples are general examples of different kinds of behavior,
found in the carbon-doped GaAs/AlGaAs 2DHGs grown in this work, exhibiting a positive,
negative and no persistent PC. The lines are guides to the eyes.
the hole density. It means, it has a positive persistent PC. Second, the density of
sample dsd-II (black curve) decreased after illumination and the sample showed a
negative persistent PC. Third, in sample dsd-III (green curve) the illumination did
not affect the hole density and mobility (not shown). By a close inspection of the
data in Fig. 4.7, it is obvious that the most significant change of p occurs after 20 s
exposure to red light. There is also a small change if we illuminated the samples
subsequently for an extra 120 s. But further illumination did not seem to have any
influence on the carrier density. Thus, it is necessary to illuminate for some minutes
to get a constant density.
For a better understanding of this effect we recorded the time-dependent
change of the Hall voltage before, during and after the illumination. To make sure
that the samples are completely cooled down to 4.2K and the conditions are stable,
we registered Uxy for some time in the darkness until no change was observed. In the
experiment we used the red LED like before. Fig. 4.8(a) displays the hole density
during the whole experimental procedure for the three samples: dsd-I, dsd-II and
dsd-III. The value of p at t = 0min represents the starting value measured in the
dark. As the red LED was turned on, the hole density decreased rapidly. This is
a consequence of building electron-hole pairs in the barrier and recombination of
the drifted electrons with holes in the QW. After the LED was turned off, the hole
density began to relax towards its final value. In comparison to its initial value, the
final density was observed to be higher, lower or the same, pointing out positive,
negative or no persistent PC in sample dsd-I, dsd-II and dsd-III, respectively.
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(a)
(b)
Figure 4.8: Temporal evolution of the hole density during illumination (yellow/blue area)
and after illumination. The first value at t = 0 s was measured in the darkness before
exposure to light. The curves correspond to three different samples: (red ) sample dsd-I,
(black ) sample dsd-II and (green ) sample dsd-III, which exhibit positive, negative and
no persistent PC effect, respectively. The lines are guides to the eyes. (a)/(b) displays mea-
surements after illumination with a red/an IR LED. Note different scaling of the density
axes in (a) and (b).
In order to get more information about the possible origin of the persis-
tent PC, we repeated the procedure with an infrared (IR) LED. The IR LED emitted
at 1300 nm at room temperature and exhibited a peak at 1250 nm with a FWHM of
∼ 25 nm at 4.2K. Hence, the photon energy was below the band gap energy of the
Al0.30Ga0.70As barrier and even below the band gap of the GaAs QW. Fig. 4.8(b)
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Figure 4.9: Fit of the Hall
resistance of sample dsd-I us-
ing the non-exponential decay
given in Eq. 4.1, after illumi-
nation with red light.
shows the time-dependence of the hole density measured during the experimental
procedure. In two samples we observed a negative PC during the illumination and
a non-exponential increase of the hole density afterwards, which is a behavior very
similar to Fig. 4.8(a). Interestingly, sample dsd-I (positive persistent PC) exhibited
a somewhat different phenomenon: after turning on the LED, the density decreased
for only a few seconds below the initial value and then kept increasing continuously.
If the initial and final values of p were taken into account, samples dsd-I, dsd-II and
dsd-III kept showing positive, negative and no persistent PC, respectively. Because
of the qualitatively very similar temporal evolution of the hole density (apart from
the small discrepancy by sample dsd-I) after the illumination with the IR LED as
well as with the red LED, it is possible to infer that there must be some defect levels
in the band gap responsible for these density changes. Further, it is important to
emphasize that the negative PC during the illumination with IR LED is much less
distinct (i.e. resulting in a smaller change of the density) than with the red LED,
cf. the scale of the y-axis in Figs. 4.8(a) and (b).
An analogous time decay of the Hall resistance has been reported on Be-
Sample Persis. C2, C3 C4 TD(C2, C3) TD(C4) p μ
PC (s) (s) (◦C) (◦C) (1011 cm−2) (106 cm2/Vs)
dsd-I pos. 50 200 460 640 1.3 0.8
dsd-II neg. 80 140 460 640 1.9 0.9
dsd-III no 50 200 600 600 2.0 1.3
Table 4.1: Table of growth parameters and magnetotransport properties. The second and
third column list the time for C2, C3 and C4 δ-doping layers, TD is the substrate tem-
perature during the doping process, see Section 4.1.2. The hole density p was measured in
the dark environment without illumination at 4.2K. The hole mobility μ was determined
without illumination at 1.3K.
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Figure 4.10: The initial
value of the hole density can
be restored by warming-up
the sample above 170K.
For the description of the
measurement procedure see
text.
doped GaAs/Al0.50Ga0.50As heterojunctions, [109], and GaAs/Al0.50Ga0.50As stan-
dard dsd-QWs [110]. The non-exponential decay of the Hall resistance after switching
off the LED could be phenomenologically described by a logarithmic law [109, 111]:
1
Rxy
=
1
R0
+Δσ
[
ln
(
t− t0
τ
+ 1
)]γ
(4.1)
where R0 is the Hall resistance at t0 when the LED was switched off, Δσ is an
amplitude factor, τ is a time constant characteristic of the decay and γ is a power
term. We used Eq. 4.1 to fit our data presented in Fig. 4.8. The parameters, which
provided the best fit to the experimental data are listed in Table 4.2. Fig. 4.9 demon-
strates an excellent match between the theoretical curve and measured points for
sample dsd-I.
Comparison of the fit parameters for both LEDs revealed that the mea-
surements with the IR LED have a lower amplitude factor Δσ and of about one
order of magnitude longer characteristic time τ . In literature, Δσ was reported to
be dependent on the intensity of illumination and to increase with increasing cur-
Sample Persistent Illumination Δσ τ γ
PC Time LED (10−6Ω−1) (s)
dsd-I positive 300 s red 2.2 2.9 1
300 s IR 0.9 30.6 1
dsd-II negative 440 s red 7.1 3.8 1
300 s IR 5.4 17.2 1
dsd-III none 300 s red decays very quickly
300 s IR 1.8 5.4 1
Table 4.2: Fitting parameters determined by the fit of the non-exponential decay of the
Hall resistance by Eq. 4.1. An example of the fit is shown in Fig. 4.9.
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rent through the LED, [109]. Although the intensity of illumination with the IR
LED was greater than with the red LED in our case8, the amplitude factor Δσ is
lower. Furthermore, the persistent changes of the density after illumination were
not so pronounced using the IR LED. If we compared the initial hole density at
t = 0min with its stable value at t = 30min of sample dsd-I, it increased by Δp(red
LED) = 0.20× 1011 cm−2, but only by about Δp(IR LED) = 0.09× 1011 cm−2 using
an IR LED. Moreover, the negative PC effect, which arose during the illumination
and caused significant non-persistent reduction of p, was much more pronounced
when using a red LED. For illustration, the density of sample dsd-II lowered even
by one order of magnitude from pinitial = 1.76 × 1011 cm−2 to p = 0.29 × 1011 cm−2
during the exposure to red light in contrast to Δp(IR LED) = 0.45× 1011 cm−2, cf.
the values in the shaded areas in Figs. 4.8(a) and (b).
Kraak et al. [110] studied the effect of illumination in a Be-doped GaAs/
Al0.50Ga0.50As QWs and explained it with some donor-like states, which are present
in the AlGaAs barrier. According to the investigations, the whole process can be
understood as sketched in Fig. 4.11. In the initial state, the donor-like states lie
below the Fermi energy and are neutral. When illuminating the structure with a red
LED, the electrons are excited from these shallow levels into the conduction band
and relax quickly into the QW. Then, these photoexcited electrons recombine with
2D holes in the QW and a negative PC is observed. After switching off the LED,
holes tunnel slowly back from the donor-like states into the QW, causing a non-
exponential increase of the hole density. Moreover, some electrons can be trapped
at deep levels situated at the GaAs/AlGaAs inverted interface (confirmed by deep
level spectroscopy in Ref. [112]). The trapped electrons cannot recombine with holes
in the QW and an overshoot of holes arises, resulting in a positive persistent PC.
Nevertheless, this model cannot be directly applied to our observations
without corrections because there are some discrepancies between our measurements
and those presented by Kraak et al. [110]. First and very important, it is the different
barrier composition. The authors in Ref. [110] used an Al0.50Ga0.50As barrier. This
composition exhibits higher band-gap energy than the photon energy emitted by a
red LED. Hence, the authors could assume excitation from shallow levels. In our
case, the band-gap energy at the Γ point of our Al0.30Ga0.70As barrier is ∼ 1.7 eV
and it is lower than the photon energy of the red LED ∼ 1.9 eV that we used. This
implies that we excited the electrons over the band gap of the Al0.30Ga0.70As barrier,
from the valence band to the conduction band. Second, the authors in Ref. [110] did
not observe any changes in the density after illumination with an IR LED. This
is in stark contrast to our measurements. We found that the negative PC and the
non-exponential decay persist and exhibit a similar shape when using an IR LED
for illumination (apart from sample dsd-I, where the negative PC part is not so
distinct, see Fig. 4.8). Moreover, our IR LED has photon energy of ∼ 0.99 eV, which
is even below the band gap of the GaAs QW (∼ 1.51 eV at 4.2K). In summary, the
model presented by Kraak et al. is able to explain the negative PC effect arising
during exposure to light (red or IR) in our samples. However, our experiments with
8Here, we applied significantly higher current through the IR LED and it was aimed directly at
the sample.
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Figure 4.11: [110], Diagram explain-
ing a negative PC and a positive per-
sistent PC of Be-doped 2DHG in an
Al0 .50Ga0 .50As/GaAs/Al0 .50Ga0 .50As
heterostructure. Kraak et al. assumed
that there are some donor-like states
in the AlGaAs barrier, which are re-
sponsible for the effect of illumination.
FL marks the Fermi level.
the IR LED point out some deep defect levels in the band gap, rather than shallow
donor-like states, in our carbon-doped heterostructures.
The initial value of p in darkness could be recovered if we warmed up the
sample above 170K. We did the experiment demonstrated in Fig. 4.10 for sample
dsd-I exhibiting a positive persistent PC. At 4.2K, we recorded p in darkness and
after illumination with a red LED. Then we warmed up the sample to 50K, cooled
it down to 4.2K and measured the value of p again. We repeated this warming-up
and cooling-down procedure for a series of temperatures up to room temperature
and observed a continuous decrease of the hole density. As a result we found that
the initial value could be recovered by warming up the sample above 170K.
It is worth to note here that small differences in the cooling down process
can lead to slight variations of the low-temperature density. This is obvious especially
in Fig. 4.8(a), where both red curves correspond to sample dsd-I. They represent
the same measurement done in another cooling cycle. Although the initial values
of p were not exactly equal, the shape of the curve was maintained as well as the
difference Δp = 0.20×1011 cm−2 between pinitial at t = 0min and pfinal at t = 30min.
This could be a sign of some defect levels in this sample.
Reduction of the growth temperature during the δ-doping process
A possible explanation for the behavior described above can be found if we have
a closer look at the growth conditions, especially the substrate temperature while
doping. As already mentioned in Section 3.1, the carbon cell has to be heated up for
the doping procedure and can reach very high temperatures up to 2200◦C during
the doping process. For comparison, the operating temperatures of Ga and Al cells
are much lower at about T (Ga) = 930 − 960◦C and T (Al) = 1050 − 1090◦C. Due
to this additional heating of the carbon cell, the substrate temperature has to be
reduced to compensate for the thermal impact, otherwise the substrate temperature
can rise significantly, which leads to formation of crystal defects.
In this work, we modified the T -profile during the growth process as
illustrated in Figs. 4.5(a) and (b) and observed strong impact on the hole mobility
and density, see Section 4.1.2. Now, we will discuss their influence on the persistent
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PC, i.e. persistent change of the density Δp after illumination. In the first tested case
(Fig. 4.5(a)), almost the whole structure was grown at 640◦C, only the C2- and C3-
doping layers were grown at lower temperature TD. If we reduced the temperature to
TD = 460
◦C, the hole density increased after illumination with a red LED by Δp ∼
19%, see sample dsd-I in Table 4.3(a). The hole mobility enhanced by 40% after
illumination and achieved values on the order of 106 cm2/Vs. Similarly, sample dsd-
II exhibiting a negative persistent PC was grown under the same growth conditions.
Afterwards, we modified this T -profile and used TD = 600
◦C, see sample dsd-IV
in Table 4.3(a). In comparison to sample dsd-I, sample dsd-IV has an almost two
times higher carrier density and, more interestingly, Δp is only 5% in this case.
Additionally, it still exhibits a mobility above 106 cm2/Vs.
Applying the second T -profile sketched in Fig. 4.5(b), we succeed in elim-
inating the persistent PC effect. In this case we adjusted TD = 600
◦C not only for
the C2- and C3-doping layers, but also for all layers following after the C3-doping
layer, including C4. For comparison, the C4-doping layer was grown at TD = 640
◦C
as the rest of the structure in the first T -profile, cf. Fig. 4.5(a). As a result, sample
dsd-III did not show any persistent PC (Δp = 0%), see Table 4.3(b).9 Moreover,
the hole mobility remained constant before and after the illumination and achieved
μ = 1.30× 106 cm2/Vs at 1.3K, which is a much higher value than provided by the
previous samples, cf. Table 4.3.
In conclusion, we succeeded in suppressing the persistent PC effect in
our carbon-dsd GaAs/AlGaAs heterostructures. The persistent PC data did not
show any significant trend in other parameters than in dependence on the substrate
temperature while doping, which seems to play a crucial role in carbon incorporation
into the crystal lattice. If the growth temperature is too low or too high it can lead
to the formation of defect levels. Time-dependent magnetotransport measurements
show a negative PC during the illumination and a non-exponential increase of the
hole density upon it. This relaxation of the Hall resistance is well-described with Eq.
4.1. The samples exhibited a positive and a negative persistent PC not only after
exposure to red light but also by using an IR LED with a photon energy below the
band gap of the GaAs QW. This indicates that possible defect levels must be situated
deep in the band gap. Despite comparing all samples, no obvious indication could
be found to clarify the responsible mechanism behind the fact that some samples
show positive and some negative persistent PC. In addition, a presence of deep levels
in carbon-doped heterostructures was demonstrated by C. Gerl in Ref. [21], where
the author described a hysteretic change of the hole density with an applied gate
voltage. For a detailed analysis of the defect levels, further experiments, such as
deep level transient spectroscopy (DLTS) are needed, but this is beyond the scope
9The persistent PC was examined on the ssd-QW structure, too, see also [21, 93]. As a barrier
material, Al0.30Ga0.70As was grown. The overall growth temperature was kept at 640
◦C and we
varied the temperature TD of the δ-doping layer. It seems as if the optimum could be achieved in
the sample doped at TD = 580
◦C. In this case, the 4.2K-hole density did not change significantly
after exposure to red light. The reduction of the substrate temperature to TD = 560
◦C and 550◦C
led to Δp = 11% and 10%, respectively. The hole mobility was maximal in the sample with TD =
580◦C and decreased with decreasing TD in the other samples.
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(a) Sample TD(C2, C3) pdark pill Δp μdark μill Δμ
(◦C) (1011 cm−2) (106 cm2/Vs)
dsd-I 460 1.20 1.43 19% 0.78 1.09 40%
dsd-IV 600 2.05 2.16 5% 1.10 1.06 -4%
(b) Sample TD(C4) pdark pill Δp μdark μill Δμ
(◦C) (1011 cm−2) (106 cm2/Vs)
dsd-IV 640 2.05 2.16 5% 1.10 1.06 -4%
dsd-III 600 1.97 1.97 0% 1.30 1.30 0%
Table 4.3: Hole density and hole mobility at 1.3K measured before (dark) and after illu-
mination with a red LED (ill) in dependence on substrate temperature during the growth of
the carbon δ-doping layers C2, C3 and C4. (a) summarizes samples grown with T -profile
shown in Fig. 4.5(a): a variation of TD(C2) = TD(C3), TD(C4) = 640
◦C was kept con-
stant, (b) samples grown with T -profile sketched in Fig. 4.5(b): a change of TD(C4) while
TD(C2,C3) = 600
◦C was kept constant.
of this work. Samples in which the persistent PC effect was suppressed, demonstrate
the highest hole mobility, indicating low defect density.
4.3 Nextnano3 simulations of the valence-band
structure
In this section we will present 8 × 8-band k · p-calculations of the valence-band
dispersion using the nextnano3 program package. The theoretical basics and compu-
tational procedure were described in Section 3.5. For the theoretical investigations
we chose samples ssd-A and dsd-B. Both samples were extensively studied experi-
mentally and the results will be shown in Section 4.4. The main part of the sample
structure is a 15 nm wide QW separated from the carbon-doping layers by an 80 nm
thick spacer layer consisting of Al0.30Ga0.70As in sample ssd-A and of Al0.25Ga0.75As
in sample dsd-B. The exact layer sequences are depicted in Figs. 4.1 and 4.2. The
calculations of the valence-band profile show great differences between these two
structures. We will show that the symmetry of the structure is very important re-
garding the SIA-induced spin splitting.
Fig. 4.12 compares the valence-band structure of both samples. The three
uppermost subbands: HH1 (heavy-hole), LH1 (light-hole) and HH2 are plotted ver-
sus the in-plane wave vector k||. The energy axis is rescaled with respect to the
Fermi level EF , which is defined as E = 0meV and its position is marked with a
dashed line corresponding to the hole density of p(ssd-A)= 1.2×1011 cm−2 and p(dsd-
B)= 1.9× 1011 cm−2 in Figs. 4.12(a) and (b), respectively. In both samples only the
first HH1 subband is occupied. The subbands exhibit strongly nonparabolic shape.
50 Chapter 4. Carbon-doped GaAs/AlGaAs heterostructures
This is a consequence of the coupling between HH and LH states, which are sepa-
rated in energy due to quantum confinement in the GaAs QW, see also Section 2.3.
At higher k|| values the bands come closer to each other and an anti-crossing takes
place; compare HH1 and LH1 subbands in Figs. 4.12(a), (b) with the scheme in Fig.
2.3. Aside from the nonparabolicity, the band structure exhibits distinct anisotropy
between the [011] and the [001] crystallographic directions (solid and dashed lines
in Fig. 4.12). As a consequence, the dispersion has a rosette-like shape, see Figs.
4.12(c), (d). This kind of anisotropy (called warping) reflects the p-like origin of the
GaAs valence band, see also Section 2.3. For the asymmetric QW, a comparison
with literature confirms a good qualitative agreement between our calculations of
the band structure and those in Ref. [15]. The inset in Fig. 4.12(b) illustrates that
the wave function of sample dsd-B is situated in the middle of the QW underlining
the symmetry of this structure in contrast to the ssd-QW, see inset in Fig. 4.12(a).
SIA-induced splitting is one of the most interesting features of the band
structures and can be determined from the nextnano3 simulations. Due to the struc-
ture inversion asymmetry, the twofold degeneracy of the subbands is lifted and they
split into two subbands with different spin orientations. Hence, the spin splitting is
most expected in the asymmetric QW of sample ssd-A. Indeed, this is clearly rec-
ognizable in Fig. 4.12(a) cf. the black and red curves. From the Fermi wave vectors
k1 and k2 of both spin-splitted subbands of the HH1 subband and comparing the
densities p1 and p2 we estimated a theoretical spin splitting of ≈ 8% in sample ssd-A.
On the basis of these considerations, one would not expect any Rashba splitting in
the symmetric QW of sample dsd-B. However, our calculations revealed some small
spin splitting also in this sample (not recognizable in Fig. 4.12(b) due to the selected
scaling). In this case, the spin-splitted subbands have only slightly different Fermi
wave vectors and from their densities we determined a very low carrier imbalance of
≈ 1%. Apparently, in this symmetric-as-grown sample some small asymmetry must
still be present as well. Comparison with the experimentally determined values from
the beating pattern of the SdH oscillations will be given in Section 4.4.1.
The spin splitting calculated from the theoretical band structure reflects
the Rashba spin splitting directly. The reason is that in nextnano3, the Dresselhaus
term is not included. Irrespective of the symmetry of the QW, a spin splitting
of the subbands must still occur as a consequence of bulk inversion asymmetry,
see Section 2.4. However, the findings in literature show that the bulk inversion
asymmetry can be neglected besides the structure inversion asymmetry concerning
the magnitude of the spin splitting for similar ssd-QW structures as investigated in
our case, [59]. Nevertheless, the missing Dresselhaus term in the simulations makes
it difficult to compare the results with magnetotransport measurements, because its
superposition with the Rashba term introduces an additional anisotropy into the
subband dispersion. This is illustrated in Figs. 2.4(b) and (c). In the simulations
done by nextnano3, the [011] and the [011¯] orthogonal directions are identical, see
Figs. 4.12(a),(b). The BIA term, if included, leads to a reduction of the symmetry of
the rosette-like shape of the dispersion from 4-fold (see Figs. 4.12(c), (d)) to 2-fold,
as reported by Winkler [15].
In addition, we calculated the effective mass theoretically. The effective
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(a) ssd-A
(c) ssd-A
(b) dsd-B
(d) dsd-B
Figure 4.12: Anisotropic valence-band dispersion of sample (a) ssd-A and (b) dsd-B. The
2DHG is confined in the 15 nm GaAs QW with AlxGa1−xAs barrier with x = 0.30 and
0.25 for sample ssd-A and dsd-B, respectively, see also Figs. 4.1 and 4.2. The valence-
band structure was calculated by means of a 8 × 8 -band k · p method using the nextnano3
program package. Horizontal lines represent position of the Fermi energy. In both samples,
the subband dispersion is nonparabolic with distinct HH-LH anti-crossings (shown for HH1
and LH1), and is anisotropic (compared for the [011] and [001] crystallographic directions).
The asymmetric sample ssd-A, shown in (a), exhibits pronounced spin splitting of the
subbands. Inset (a), (b): Scheme of the valence-band edge of the QW, shaded area stands
for the carrier density profile. (c) and (d) show the dispersion of the HH1 subband of
samples ssd-A and dsd-B, respectively.
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mass is defined as m∗ = 2(d2E/dk2)−1. For the 2D electrons near the Γ point,
where the conduction band proceeds roughly parabolic in k||, the effective mass can
be taken as constant. However, such a simple method cannot be applied on 2D holes.
Contrary to electrons, the subbands in the valence band are strongly nonparabolic
(cf. Fig. 4.12) and as a consequence meff , calculated as a second derivative, changes
with k||. Moreover, close to the point of inflection of the dispersion curve, meff is
very likely to achieve values greater than one or negative (in units of m0). We will
shortly illustrate the problems arising from the evaluation of the effective mass from
the band dispersion on sample dsd-B. In Fig. 4.12(b), the HH1 subband is the only
occupied subband and it exhibits a point of inflection near the Fermi level. For its
uppermost subband we derived meff = 0.52m0 at k|| = 1.1×108m−1 along the [011]
direction but along the [001] we got meff = -0.80m0. Small deviations in the Fermi
wave vector induce large variations of meff . Thus, the error in this estimation of
meff is large. Furthermore, it is important to note that also the lower spin-splitted
subband of the HH1 subband contributes to the transport. It has a slightly different
band profile at the Fermi energy and also its contribution to meff must be taken into
account. As the discussion above shows, a single effective mass is not sufficient to
describe the valence-band physics. Especially, near the Fermi energy meff changes
abruptly. Hence we did not try further to estimate effective masses from simulation.
4.4 Magnetotransport measurements
Transport properties of samples ssd-A and dsd-B were measured in a dilution refrig-
erator at a base temperature of 20mK. Measurements were performed in a 4-terminal
geometry under an applied ac current of 10 nA. The samples were fabricated in L-
shaped Hall-bars with a width of W = 200μm and a length of L = 1200μm.
In Fig. 4.13 ρxx and ρxy are plotted as a function of a magnetic field
applied perpendicular to the 2DHG plane. The high quality of both heterostructures
is documented by the observation of pronounced integer quantum Hall plateaus,
fractional quantum Hall states and well-developed SdH oscillations. For example,
ν = 5/3, 4/3, 2/3, 3/5 are marked in Fig. 4.13. At these fractional states, sample
dsd-B exhibits fully-developed minima with ρxx = 0Ω. Moreover, in sample ssd-A
Sample Crystal p μ meff τt τq τt/τq
direction (1011 cm−2) (106 cm2/Vs) (m0) (ps) (ps)
ssd-A [011] 1.20 0.80 0.41 186 16.0 12
[011] 1.14 0.96 0.40 218 19.8 11
dsd-B [011] 1.94 2.01 0.53 606 5.6 108
[011] 1.94 2.14 0.53 646 6.6 98
Table 4.4: Table of the most important magnetotransport data from the whole Section 4.4,
measured at 20mK in the dark. The accuracy of meff , τt, τq derived from the fitting
procedure is 10%.
4.4. Magnetotransport measurements 53
Figure 4.13: Hall resistance ρxy (black lines) and longitudinal magnetoresistance ρxx (a)
(red and magenta line) of sample ssd-A (asymmetric QW); (b) (olive and green line)
of sample dsd-B (symmetric QW). Measurements were done at 20mK along [011] (solid
lines) and [011¯](dashed lines) crystal directions.
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(a)
(b)
Figure 4.14: Beating pattern of SdH oscillations of (a) sample ssd-A and (b) sample dsd-B
at T = 20mK.
further fractional states ν = 8/5, 7/5, 4/9, 3/7 are present, not only as minima in
longitudinal resistance, but also as plateaus in Hall resistance.
Both samples generate well-pronounced SdH oscillations. At higher mag-
netic fields, the ρxx minima are approaching 0Ω. Thus, the presence of a parallel
conducting layer in these structures can be excluded, [113]. At low magnetic fields
up to 0.7T, a beating pattern of the SdH oscillations appears, see Fig. 4.14. This
superposition of two different frequencies indicates a spin splitting of the uppermost
HH subband and will be discussed in detail in Section 4.4.1. In sample ssd-A, a neg-
ative magnetoresistance dominates the ρxx curve around B = 0T. It originates from
the hole-hole interaction effect, which will be quantitatively investigated in Section
4.4.4.
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Moreover, there is a distinct difference between the two orthogonal crys-
tallographic directions. First, the SdH minima in sample ssd-A are shifted relative
to each other. This indicates different carrier densities along [011] and [011¯] direc-
tions. From the slope of the Hall curve, we derived p[011] = 1.20 × 1011 cm−2 and
p[011¯] = 1.14× 1011 cm−2. Although both values do not differ significantly, the effect
in magnetotransport measurements is clearly recognizable as shifted minima of SdH
oscillations and different slopes of the Hall curves. Because the magnetotransport
data for both directions were recorded simultaneously on a single piece of sample,
which was fabricated in L-shaped Hall-bar geometry, density fluctuations between
different sample pieces can be excluded. Since the SdH measurements probe the
whole Fermi surface, one would not expect any density differences between crystal-
lographic directions. This topic will be discussed in detail in Section 4.4.1. Sample
dsd-B, doped at both sides of the QW, exhibits a hole density of p = 1.94×1011 cm−2,
which is almost twice as high as the density of sample ssd-A. Second, the hole mo-
bility calculated from the sheet resistivity at B = 0T is anisotropic and reaches a
higher value along the [011¯] direction in comparison to the [011], cf. Table 4.4.
In sample dsd-B, we got a very high hole mobility of μ = 2.14×106 cm2/Vs.
In literature, some authors report a hole mobility of about 1×106 cm2/Vs, [20, 9, 93].
Yet, such a high value of μ was only achieved in Ref. [71] in an asymmetric structure
with a very low hole density. Sample ssd-A exhibits μ = 0.96 × 106 cm2/Vs along
[011¯] direction. All data presented here have been recorded in darkness without any
previous illumination of the samples and are summarized in Table 4.4.
4.4.1 Structure inversion asymmetry
More information about the symmetry of the quantum well can be derived from the
SdH oscillations at low magnetic fields. In a magnetic-field interval up to ±0.5T,
both heterostructures ssd-A and dsd-B develop a beating pattern of the SdH os-
cillations, see Fig. 4.14. It arises from a superposition of two different frequencies
corresponding to two spin-splitted subbands of the uppermost HH subband.
The longitudinal-resistance curves ρxx were measured at 20mK in the
L-bar geometry oriented along the two orthogonal crystal directions [011], [011¯]
Sample Crystal p1 p2 pFFT pHall β ΔSO
direction (1011 cm−2) (1011 cm−2) (10−29 eVm3) (meV)
ssd(A) [011] 0.54 0.62 1.16 1.20 7 0.08
[011] 0.52 0.59 1.11 1.14 7 0.08
dsd(B) [011] 0.91 1.01 1.92 1.94 3 0.07
[011] 0.92 0.99 1.92 1.94 2 0.06
Table 4.5: Hole densities determined from fast Fourier transformation of SdH oscillations;
p1, p2 subband densities, pFFT the total density, and pHall determined from the slope of
the Hall curve. The Rashba parameter β was calculated using Eq. 2.19. ΔSO is the lower
bound of the Rashba splitting, see text.
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(a) ssd-A: [011]
(b) ssd-A: [011¯]
(c) dsd-B: [011]
(d) dsd-B: [011¯]
Figure 4.15: FFT spectra of the low-field SdH oscillations of sample (a), (b) ssd-A and
(c), (d) dsd-B, along the two orthogonal crystallographic directions [011] and [011¯]. The
fast Fourier transformation was applied on magnetotransport data shown in Fig. 4.14.
with an applied current of 10 nA. For the extraction of the densities of both spin-
splitted subbands we used the procedure described in Appendix B. The fast Fourier
transformation (FFT) spectra of sample ssd-A are shown in Figs. 4.15(a), (b) and
of sample dsd-B in Figs. 4.15(c), (d).
The presence of two peaks in the spectrum of sample ssd-A confirms the
existence of two spin-splitted subbands. A peak corresponding to the total density
should develop at ∼ 5T−1 but is missing in Figs. 4.15(a) and (b). The densities p1
and p2 and other estimated parameters are listed in Table 4.5. From the densities we
calculated the relative carrier imbalance, which is related to the magnitude of the
spin splitting, as Δp/p = 7% and 6% along [011] and [011¯] directions, respectively.
Although the SdH measurements probe the whole Fermi surface and therefore no
anisotropy is expected, we registered substantial differences by comparison of both
orthogonal directions, cf. values in Table 4.5. This phenomenon was only reported
in Ref. [114] on samples grown during this work. In contrast to the commonly used
van-der Pauw geometry, in our precise L-shaped Hall bar structures the current di-
rection is defined along the [011] or [011¯] crystallographic direction. Possibly, the
carrier imbalance can be explained by the transport process. By applying a volt-
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age, the Fermi surface moves along the voltage direction. Since the band structure
is anisotropic in our case (see Section 4.3), the enclosed Fermi surface changes if
measured along different crystal directions, [114].
The Fermi wave vectors corresponding to both occupied subbands are
k1 = 0.82× 108m−1, k2 = 0.88× 108m−1 along [011] and k1 = 0.81× 108m−1, k2 =
0.86×108m−1 along [011¯]. Using the relation ΔSO = 2βk3||, [59], the lower boundary
of the spin splitting of the HH subband at the Fermi energy was estimated to be
approximately ΔSO ≈ 0.08meV along both crystallographic directions. The results
point out a structure inversion asymmetry of sample ssd-A, cf. sample structure in
Fig. 4.1, which was also predicted by simulations of the valence-band structure, see
Section 4.3.
Despite the fact that the QW in sample dsd-B was grown to be sym-
metric, having identical spacer layers and the C2 = C3 doping layers on both sides,
three peaks in its FFT spectra are present, see Figs. 4.15(c), (d). Beginning at low
values of 1/B, the peaks correspond to the densities in the spin-splitted subbands
p1, p2 and the total density ptot. They satisfy well the relation ptot = p1 + p2. From
the densities, summarized in Table 4.5, we derived the relative carrier imbalance
Δp/p = 5% and 4% along [011] and [011¯] directions, respectively. The correspond-
ing wave vectors at the Fermi level are k1 = 1.07 × 108m−1, k2 = 1.13 × 108m−1
along [011] and k1 = 1.08 × 108m−1, k2 = 1.12 × 108m−1 along [011¯]. The lower
bound for the spin-splitting of the HH subband at the Fermi energy was estimated
ΔSO[011]≈ 0.07meV and ΔSO[011¯]≈ 0.06meV.
In Table 4.5, the hole densities we extracted from the FFT analysis, are
compared to the densities determined from the slope of the Hall curve. According to
selected intervals of the magnetic field, where the FFT was applied to, the values of
the subband densities p1, p2 varied slightly. Based on these results we estimated the
accuracy of the calculated FFT density to be 3%. The hole density derived using
both methods is in good agreement.
The spin splitting of both samples (the symmetric dsd-B and the asym-
metric ssd-A) is of the same magnitude (see Table 4.5) and β is about a factor of 2
higher in sample ssd-A. Nevertheless, one would expect a much stronger difference.
At this point, the density dependence of the spin splitting must be stressed, as the
position of the Fermi energy is tuned with the carrier density. The spin splitting of
the HH subband Eh1,2(k||) is proportional to k
3
|| and is rather small for small densities,
[59]. Because the hole density of sample dsd-B is almost twice as high as that of
sample ssd-A, the Fermi energy EF crosses the dispersion at higher values of the
in-plane wave vector k||. Similarly, the Rashba spin splitting increases. Hence, the
structure inversion asymmetry has a stronger effect at higher densities.
Against expectations, the experimentally determined spin-splitting in
sample dsd-B is not equal to zero. Owing to the bulk inversion asymmetry, in sym-
metric GaAs QW there must still occur a spin splitting caused by the Dresselhaus
term. Finally, we cannot exclude some small asymmetry also in this symmetric-as-
grown sample.
Theoretical calculations of the valence-band structure of both samples
were done in Section 4.3. They predicted a relative carrier imbalance of 8% and
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1% in sample ssd-A and dsd-B, respectively. The values are slightly different from
the experimentally determined 6-7% (sample ssd-A) and 4-5% (sample dsd-B). The
small discrepancy is most likely caused by the missing Dresselhaus term in the
simulations, see Section 4.3. Additionally, the observed anisotropy between the [011]
and the [011¯] directions in the experimentally determined spin splitting can most
probably be explained as a superposition of Rashba and Dresselhaus effects, see
Section 2.4.
Comparison to high-density QWs
For better understanding of the spin-orbit coupling in the high-mobility samples, we
examined highly-single-sided-doped samples where the spin-splitting is expected to
be large. This allows to compare the GaAs QW with the In-containing heterostruc-
tures because they exhibit high hole densities, as will be shown in Chapter 5. Further-
more, in the high-mobility samples ssd-A and dsd-B we observed some anisotropy in
the spin-splitting between [011] and [011¯] directions. The relative carrier imbalance
was Δp/p[011] > Δp/p[011¯].
According to Eq. 2.17, the Rashba spin splitting is in first order propor-
tional to the electric field in the sample Ez perpendicular to the 2DHG-plane. In
ssd-QW Ez depends directly on the hole density, Ez ∝ p.
Figure 4.16: FFT spectra
of the low-field SdH os-
cillations of a ssd-sample
with high hole density
p = 4 .7 × 10 11 cm−2
and hole mobility
μ = 0 .2 × 10 6 cm2/Vs.
The magnetotransport data
were taken at T = 350 mK.
First, we will consider spin splitting in a highly-doped ssd-QW with a
hole density p = 4.7 × 1011 cm−2 and a hole mobility μ = 0.2 × 106 cm2/Vs at
1.3K. The mobility is much lower in comparison to the high-mobility samples ssd-
A and dsd-B. Magnetotransport data were measured in van-der Pauw geometry
at T = 350mK. At low magnetic fields the sample exhibited a beating-pattern of
SdH-oscillations and, applying the Fourier analysis, we got the spectrum shown in
Fig. 4.16. The presence of well-separated peaks p1, p2, ptot clearly demonstrates a
distinct spin splitting. The relative carrier imbalance achieves the extremely high
value Δp/p = 31%. This is about 5-times higher than in the high-mobility sample
ssd-A discussed above. The lower bound for the spin-splitting was estimated to
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Figure 4.17: FFT spectra
of the low-field SdH oscilla-
tions of a ssd-sample with
a very high hole density
p = 8 .6 × 10 11 cm−2 and
exhibiting a hole mobility
μ = 0 .09 × 10 6 cm2/Vs.
The magnetotransport data
were taken at T = 280 mK
in L-bar geometry along
[011] and [011¯] directions.
The dashed lines are guides
to the eyes.
ΔSO ≈ 0.8meV, which represents even 10-times stronger spin-splitting than listed
in Table 4.5 for the high-mobility samples.
Second, we investigated the anisotropy in a ssd-QW of a very high hole
density p = 8.6 × 1011 cm−2 exhibiting a hole mobility μ = 0.09 × 106 cm2/Vs at
T = 280mK fabricated in L-shaped Hall-bar geometry oriented along the [011] and
[011¯] directions. The FFT spectra of the beating pattern of the SdH oscillations
are shown in Fig. 4.17. There are two peaks p1 and p2 belonging to each crystallo-
graphic direction confirming that the spin splitting in this sample is enormous. The
shift of the peak position highlights significant differences between [011] and [011¯]
crystal directions. This suggests that there is an anisotropic spin-splitting in the
SdH measurements. Moreover, the spin splitting is higher along the [011¯] direction
in contrast to the [011] direction. We calculated the relative carrier imbalance as
Δp/p[011] = 38% < Δp/p[011¯] = 40%. This must originate in the interplay of BIA
and SIA as discussed in the previous section. However, both effective fields interfere
in the opposite way than observed in the high-mobility samples ssd-A and dsd-B of
much lower density. Our observations are in consensus with theoretical predictions.
In Section 2.4, Fig. 2.4(b) illustrates the interference of BIA and SIA effective fields
for a variety of in-plane wave vectors k||.
Finally, we want to emphasize that for both discussed samples the longi-
tudinal resistance vanished at low filling factors, excluding the existence of a parallel
conducting channel, and only one subband was occupied.
In conclusion, we have shown that the high-mobility samples exhibit
anisotropic spin-splitting similar to the highly-single-sided-doped QWs. As expected,
in the highly-doped samples the spin splitting is extremely large in contrast to sam-
ples ssd-A and dsd-B of much lower density. Because the enhancement of the hole
density was accompanied by a reduction of the hole mobility, the following inves-
tigations concentrate only on samples ssd-A and dsd-B. The spin-orbit coupling
phenomena in the highly-doped samples were extensively studied via Raman spec-
troscopy in Ref. [114].
60 Chapter 4. Carbon-doped GaAs/AlGaAs heterostructures
4.4.2 Temperature dependence
It is necessary to cool the samples containing a 2DHG down to very low tempera-
tures (below 500mK) to be able to discern the SdH oscillations and the quantum
Hall plateaus. Already at 1K, the longitudinal-magnetoresistance curve becomes
U-shaped with a few dips indicating SdH minima, but no detailed structure can be
recognized. This is in contrast to 2DEGs, for which SdH oscillations at 1.5K are
well-developed. The reason are the different effective masses of holes and electrons,
which govern the T -damping of the SdH oscillations. In literature, meff = 0.51m0
was reported for holes in the HH subband of GaAs and a much lower value meff =
0.067m0 for electrons in the conduction band, [115].
From the temperature dependence of the longitudinal magnetoresistance
a lot of important transport parameters can be obtained, see Section 2.1. As already
mentioned above, the temperature damping of the amplitude of the SdH oscillations
is dominated by the effective mass, and the value of meff can be calculated from it,
see Eq. 2.10. Since we know meff , the quantum scattering time τq and the transport
scattering time τt can be deduced, see Eq. 2.11. Additionally, the electron-electron
interaction exhibits a typical T -dependence and will be further discussed in Section
4.4.4.
The longitudinal magnetoresistance ρxx(B) of sample ssd-A and dsd-B
was recorded at temperatures from 20mK to 1K under an applied current of 10 nA
along both orthogonal directions [011] and [011¯] of the L-shaped Hall-bar structure.
In order to get the values of meff in our samples, we applied the method described
in Section 2.1. The effective mass calculated from the T -damping of the amplitude
of the SdH oscillations is dependent on the B field, and its value at B = 0T was
derived from the linear extrapolation. The values are summarized in Table 4.4. For
sample ssd-A, we determined meff = 0.41m0 and meff = 0.40m0 along [011] and
[011¯] directions, respectively. Sample dsd-B exhibits a higher effective mass meff =
0.53m0 along both orthogonal directions. The experimental error from the fitting
procedure was estimated at ±0.03m0. Publications on similar kinds of structures
containing asymmetric QWs reported meff = 0.36m0, [10], and 0.34m0, [71]. For
a standard dsd-QW, meff = 0.54m0 was presented in Ref. [71]. We can conclude
that the hole effective mass is a function of many sample-dependent parameters,
including the confining potential (the barrier height, the QW width, and the doping
configuration, etc.), the 2D hole density, and the Miller index of the growth surface.
This was extensively investigated in Ref. [71].
From the sheet resistivity, the hole mobility was calculated and its tem-
perature dependence is plotted in Fig. 4.18 for both studied samples. In the range
between 20mK and 1K, the mobility changes only a little, but for T > 1K it
decreases rapidly. Furthermore, we used the known meff and μ and evaluated the
transport scattering time τt from Eq. 2.3. In both samples, τt achieves very high val-
ues on the order of 102 ps, even higher than reported for comparable 2DHGs in Refs.
[21, 10]. This is a consequence of the extremely high hole mobility of our samples.
The transport scattering time copies the T -dependence of the mobility and below
T = 1K it remains almost constant in both samples, see Fig. 4.19.
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Figure 4.18: Temperature
dependence of the hole mo-
bility of sample ssd-A and
dsd-B. Filled/open symbols
mark the [011]/[011¯] direc-
tions. The lines are guides to
the eyes.
Figure 4.19: Temperature
dependence of the transport
scattering time of sample
ssd-A and dsd-B. Filled/open
symbols mark the [011]/[011¯]
directions. The lines are
guides to the eyes.
Hole mobilities and transport scattering times measured at the base tem-
perature of the cryostat T = 20mK are summarized in Table 4.4. Like the hole
mobility, the transport scattering time exhibits strong anisotropy. Along the [011¯]
direction, τt is much longer than that determined along the [011] direction cor-
responding to the high- and low-mobility direction. Comparing both samples, the
mobility of sample dsd-B is approximately twice as high as that of sample ssd-A
and τt is three times longer in this sample.
In addition, we determined the quantum scattering time τq from the
longitudinal-magnetoresistance curves, see Table 4.4. The method was described in
Section 2.1. For sample ssd-A we obtained τq[011] = 16.0 ps and τq[011¯] = 19.6 ps
along both orthogonal directions. Interestingly, the very-high-mobility sample dsd-
B exhibits shorter quantum scattering times τq[011] = 5.6 ps and τq[011¯] = 6.6 ps.
Qualitatively similar results were reported by C. Gerl for heterostructures grown
on [110] GaAs substrates: a standard dsd-QW showed a shorter quantum scattering
time than an asymmetric ssd-QW, [21]. The error of τq was estimated from the
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fitting procedure to be ≈ 10%.
The ratio of the scattering times enables us to determine whether a long-
range or a short-range scattering potential is more important. We found that τt/τq ≈
10 in sample ssd-A and τt/τq ≈ 100 in sample dsd-B, see Table 4.4. This indicates
that a long-range scattering potential leading to a small-angle scattering is dominant
in both samples. Additionally, as quoted above, the quantum scattering time of
sample dsd-B is much shorter than that of sample ssd-A, pointing out higher small-
angle scattering in this sample. This is also well demonstrated in Fig. 4.13: sample
ssd-A exhibits much more well-developed FQH minima than sample dsd-B. We
surmise that the enhanced small-angle scattering in sample dsd-B must result from
the presence of two remote-doping layers on both sides of the QW in contrast to
only one doping layer in sample ssd-A.
4.4.3 Anisotropic activated transport of fractional quantum
Hall states
We utilized T -dependent longitudinal resistance data for evaluation of activated
transport of fractional quantum Hall states in our samples. The experimental details
were described in the previous section. At dilution-refrigerator temperatures, both
investigated samples, ssd-A and dsd-B, exhibit a large amount of fully quantized
FQH states in the lowest LLs, see Figs. 4.13(a) and (b). Especially, in the range
of 2 > ν > 1, FQH states ν = 5/3 and 4/3 are well-developed in both samples.
Moreover, higher-order states ν = 7/5 and 8/5 could be resolved in sample ssd-A,
see Fig. 4.13(a). The FQH states are visible as distinct minima in ρxx and plateaus
in ρxy curves. Furthermore, FQH states ν = 5/3 and ν = 4/3 with longitudinal
resistance dropping to zero were detected in sample dsd-B, see Fig. 4.13(b). ρxx
curves recorded at different temperatures show that these FQH states vanish with
increasing temperature, cf. Figs. 4.20(a), (b) for sample ssd-A and Figs. 4.20(c), (d)
for sample dsd-B. Note that along both orthogonal directions the FQH states are
similarly strong pronounced, compare Fig. 4.20(a) with (b), or Fig. 4.20(c) with (d).
In order to quantitatively examine the T -dependence of the FQH states,
we plotted the minima of ρxx belonging to a specific FQH state as a function of 1/T
on logarithmic scale (Arrhenius plot). A representative example of an Arrhenius plot
of the FQH state ν = 5/3 is shown in Figs. 4.21(a), (b) for samples ssd-A and dsd-B,
respectively. We found activated regions fulfilling the relation in Eq. 2.15, see the
linear fits in Fig. 4.21. Deviation from the activation law at the lowest temperature
may indicate a transition from activated transport to hopping conduction, [116].
Fig. 4.21(a) reveals some astonishing features. Data of sample ssd-A exhibit two
different slopes according to the crystallographic direction of current flow [011] or
[011¯]. This is in contrast to almost identical slopes for [011] and [011¯] directions in
sample dsd-B, see Fig. 4.21(b). This behavior was observed for other FQH states as
well. From the linear fits and using Eq. 2.15 we extracted quasiparticle excitation
energy gaps Δ, see Fig. 4.22.
Fig. 4.22 displays our most remarkable findings. It shows the activation
energy Δ of various FQH states plotted versus the perpendicular magnetic field
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(a) ssd-A along [011]
(b) ssd-A along [011¯]
(c) dsd-B along [011]
(d) dsd-B along [011¯]
Figure 4.20: T-dependence of FQH states in the range of 2 < ν < 1: Longitudinal re-
sistance ρxx is plotted versus the perpendicular magnetic field: (a), (b) of sample ssd-A
recorded along [011] and [011¯] directions, and (c), (d) of sample dsd-B along [011] and
[011¯] directions, respectively.
B. The activation energy of the same FQH state exhibits significant differences
between [011] and [011¯] crystallographic directions. Fig. 4.22(a) shows FQH states
in the range of filling factors 2 > ν > 1. The anisotropy in the activation gap is
most apparent for ν = 5/3 for sample ssd-A, where we observed a gap reduction
of about 40% along [011¯] in comparison to the [011] direction. The FQH states
ν = 4/3, ν = 7/5 and ν = 8/5 of sample ssd-A (red symbols) exhibit changes in Δ
of ∼ 10 − 20%. More interestingly, the anisotropy vanishes for sample dsd-B (blue
symbols). Fig. 4.21 depicts this for the FQH state ν = 5/3 in a more demonstrative
way as two different slopes. The fits of the data of sample ssd-A corresponding to
activated transport along [011] and [011¯] deviate strongly from each other, see Fig.
4.21(a), the slopes of sample B are rather similar, see Fig. 4.21(b).
We extracted a strong difference between Δ[011] and Δ[011] in sample ssd-
A. Previous studies done on samples with a metallic topgate to modulate the hole
density, confirm a linear dependence of Δ on B for the FQH state ν = 2/3, [117].
For the density 1.2 × 1011 cm−2, the authors estimated an activation gap Δ = 1.6K,
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Figure 4.21: Arrhenius plots for the FQH state ν = 5/3 in (a) sample ssd-A and (b)
sample dsd-B. Filled (open) symbols are data measured along [011] ([011¯]) direction. The
solid lines are fits to ρxx ∝ exp(−Δ/2T ), where Δ is the activation gap. Striking is the
pronounced anisotropy of the data of sample ssd-A (a) whereas the curves for sample dsd-B
have identical slopes (b).
which is in excellent agreement with our measurements, see Fig. 4.22(b). From the
density-dependent study in Ref. [117] follows that such a big change of the activation
energy of 0.6K, which we observed in sample ssd-A, must be caused by a change
of the carrier density of about 0.2 × 1011 cm−2. As listed in Table 4.4, the SdH
oscillations indicate slightly different densities along the orthogonal crystallographic
directions. However, the difference is one order of magnitude lower than expected
from the investigations in Ref. [117]. Hence, this cannot explain our observations.
In literature, comparable density-dependent studies for the range of 2 > ν > 1 are
missing.
A pronounced anisotropy was already reported on some of the even-
denominator FQH states in higher N ≥ 2 Landau levels. These experiments were
carried out on both 2DEGs [48, 47] and 2DHGs [19, 118] prepared in GaAs/AlGaAs
heterostructures. In 2DHGs grown on a (100) GaAs substrate, similar to our sam-
ples, Manfra et al. described a pronounced transport anisotropy at filling factors:
ν = 7/2, ν = 11/2, ν = 13/2, which can be altered by varying the hole density
and the symmetry of the confining potential [19]. This is demonstrated by the de-
velopment of a sharp maximum or minimum in the longitudinal resistance at half
fillings depending on the in-plane current direction through a square sample and is
ascribed to the formation of a many-particle state: quantum smectic or quantum
nematic phases10, [19]. No such kind of anisotropies were observed in N = 0 and
N = 1 LLs [47, 48]. However, these investigations were performed only using the
van-der Pauw configuration and an accurate examination of the crystal direction
anisotropy of the FQH states using more exact L-shaped Hall-bar geometry was
missing up to now. In addition, the van-der Pauw geometry was shown to exagger-
10More information about the liquid-crystal phases of quantum Hall systems can be found in
Ref. [46]
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Figure 4.22: Activation gaps of FQH states in the range of (a) 2 > ν > 1 of samples
ssd-A (red symbols) and dsd-B (blue symbols), (b) 1 > ν of sample ssd-A. Filled (open)
symbols stand for measurements along the [011] ([011¯]) crystallographic direction. Data
corresponding to the same FQH state are grouped as a guide to the eyes. Remarkable is
the pronounced anisotropy between Δ[011 ] = Δ[011 ] in sample ssd-A in contrast to almost
isotropic values Δ[011 ] ∼ Δ[011 ] in sample dsd-B.
ate the anisotropy because of a non-uniform current distribution [119]. For a 2DEG,
Du et al. determined the activation energy of the FQH state ν = 9/2 from the
T -dependence of the ρxx peak and minimum. As a result, the authors got same val-
ues of Δ for both orthogonal directions, in other words: They detected an isotropic
activation energy. In summary, up to now no anisotropy was reported in N = 1
and N = 0 LLs and in the activated transport as well. All these experiments are
in stark contrast to our observations. Let us stress that we report anisotropy in the
activation energy of the FQH states but not the transport anisotropy in longitu-
dinal magnetoresistance. Moreover, along both directions [011] and [011¯] we found
no peak at a particular filling factor but well-developed resistance minima, compare
Figs. 4.20(a) with (b) and Figs. 4.20(c) with (d).
Although we do not have any exact theoretical explanation for our ob-
servation yet, there could be found some indications of a possible origin. In Ref.
[19], Manfra et al. observed a transport-anisotropy-to-isotropy transition driven by
a change of the symmetry of the confinement potential from symmetric to strongly
asymmetric. They explained this phenomenon by spin-orbit coupling, which depends
not only on the hole density but also on the electric field in the QW, and which alters
the ground state of a FQH state, [19]. In our case, simulations of the valence-band
structure, see Fig. 4.1, show that in sample ssd-A the QW is asymmetric and the
charge distribution of holes is placed near the barrier/QW interface. On the con-
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trary, in sample dsd-B the QW is highly symmetric and the charge distribution is
located in the middle of the QW, compare Fig. 4.2. Furthermore, the asymmetry
of the confinement potential is demonstrated in the development of different FQH
states in the range of 2 > ν > 1, [52]. In full agreement with Ref. [52], we found
in sample dsd-B similarly pronounced FQH states ν = 5/3 and ν = 4/3 but no
higher-order structure was resolved here, see Fig. 4.13(b). This is a further evidence
of the symmetric confinement potential in this double-sided-doped QW. Making the
QW potential asymmetric, the resistance minimum at ν = 4/3 vanishes and a new
minimum emerges at ν = 7/5, [52], in correspondence to the single-sided-doped QW
in sample ssd-A, see Fig. 4.13(a).
Additionally, a new model of dissipative conductance in FQH states was
recently reported by d’Ambrumenil et al., [53]. The model assumes that the slowly
varying potential caused by remote ionized impurities leads to an inhomogeneous
system, were compressible regions containing quasiparticles or quasiholes are sep-
arated by percolating regions of incompressible fluid, [120]. Then the dissipative
transport is carried out in terms of thermally assisted tunneling through a saddle
point. First calculations done by d’Ambrumenil based on this theoretical model seem
to confirm the existence of two gaps [120] but for the explanation further theoreti-
cal investigations are necessary. Nevertheless, we have experimentally demonstrated
anisotropic Δ for 2 > ν > 1 and 1 > ν.
4.4.4 Hole-hole interaction induced magnetoresistance
High-mobility 2D electron and hole gases were reported to show negative parabolic
magnetoresistance in the range of classically strong magnetic fields (ωcτ > 1), [121,
122, 123]. We observed this effect in sample ssd-A, see Fig. 4.23(a). There exist
several sources, which cause an enhancement of the longitudinal resistance around
B = 0T, but due to its typical B-field- and T -dependence this feature is commonly
ascribed to the electron-electron (here hole-hole) interaction effect.
At first, the electron-electron interaction correction to the classical Drude
conductivity was investigated by Altshuler and Aronov [124] in a diffusive transport
regime where kBTτ/  1. Choi et al. [125] improved this theory and it will be
applied in Section 5.4.4 to the strong negative parabolic magnetoresistance observed
in our InAlAs/InGaAs/InAs heterostructures. Afterwards, Gornyi and Mirlin [126,
127] extended the theory also for the ballistic transport regime (kBTτ/  1)
describing the high-mobility 2DEGs and 2DHGs.
In our high-mobility samples, the ionized impurities are separated from
the QW containing the 2DHG with a large undoped spacer layer. In this way, the
scattering on the ionized impurities was reduced, but the remote impurities still
cause a long-range scattering potential with a correlation length determined by the
spacer thickness d. Additionally, a short-range scattering induced by background
impurities (reflecting the purity of the MBE chamber) and interface roughness is
present. It becomes more important with increasing spacer thickness and can limit
the mobility. Such a real situation is implemented in the mixed-disorder model de-
veloped by Gornyi and Mirlin, [127]. It combines a smooth random potential charac-
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(a)
(b)
Figure 4.23: (a) Sample ssd-A exhibits negative parabolic magnetoresistance in the ρxx (B)
curve, which is temperature-dependent between 0.02K and 1K. (b) Slope α = dρxx/dB
2
versus temperature T and the fit of the data with Eq. 4.2. The temperatures 0.02K and
0.05K (open symbols) do not suit the condition for ballistic transport, see text.
terized by a transport relaxation time τsm and single-particle (quantum) relaxation
time τsm,q, and a white-noise disorder with a characteristic time τwn. The overall
transport relaxation rate is then τ−1 = τ−1wn + τ
−1
sm and is dominated by short-range
scattering τwn  τsm. However, the damping of the SdH oscillation is given by the
smooth random potential τsm,q  τwn. The theory predicts:
ρxx = −ρ0 c0μ
2
πkF le
(
kBTτ

)−1/2
4
(τsm
τ
)1/2(
6
F σ0
1 + F σ0
+
1
2
)
B2 + ρ0 (4.2)
c0  0.276 is a constant, F σ0 is a Fermi-liquid interaction parameter and is used as
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a fitting parameter.11 The longitudinal resistance ρxx scales as B
2T−1/2. Eq. 4.2 is
valid for ballistic transport and strong interaction where κ/kF  1.
To evaluate the negative parabolic magnetoresistance in sample ssd-A,
see Fig. 4.23(a), we plotted ρxx versus B
2 and found a linear dependence. Since the
theory is valid for ωcτ  1  ωcτq, we fitted the data in the interval 13mT < B <
150mT, which we obtained by inserting our values of the transport parameters
listed in Table 4.4 in the inequality. The experimental curves taken at a variety of
temperatures were fitted with equation ρxx = αB
2+ρ0. From that, we extracted the
slope α and investigated its temperature dependence, see Fig. 4.23(b). The error bars
in Fig. 4.23(b) represent the error of this fitting procedure. The slope α demonstrates
a T−1/2 functional dependence very well.
In addition, we must check whether the condition of ballistic transport
is satisfied. For temperatures between 0.07K and 1K, kBTτ/ changes from 1.7 to
24 > 1 and confirms that the data belong to the ballistic regime. Nevertheless, the
measurements at T = 0.02K and T = 0.05K do not justify the condition. At these
temperatures kBTτ/ is equal to 0.5 and 1.2, which is not significantly greater than
1. Therefore these points were not included in the following analysis. Previous results
confirm that the fluctuation potential is indeed long-range τt  τq, see Table 4.4,
which is further supported by kFd = 6.9 > 1 in this sample with a spacer thickness
d = 80 nm. The condition of a strong interaction κ/kF = 14 > 1 is satisfied and
we can use Eq. 4.2. The fit of the experimental data with Eq. 4.2 is shown in Fig.
4.23(b). For the fitting parameters we got: 4(τsm/τ)
1/2 = 7.4 and F σ0 = 0.1. The fit
remained stable within this accuracy, even if the starting values were changed. We
estimated the ratio of τsm/τ = 3.5 and from the overall transport relaxation rate we
got τwn/τsm = 0.4. The latter ratio indicates that the transport relaxation rate is
dominated by short-range scattering. Our results are comparable with the findings
in literature: F σ0 = 0.1−0.2 for 2DEG [121, 123], F σ0 = 0.25−0.45 for 2DHG with a
very low density [122]. In high-mobility 2DEGs, τwn/τsm = 0.3 was obtained, [123].
In Fig. 4.23(b), the open symbols at T = 0.02K and T = 0.05K lie also
on the fitted curve. However, they were not included in the fitting procedure. For
kBTτ/ < 1, one would rather expect a diffusive transport regime. In this case,
Eq. 5.6 supposing ln(1/T )-dependence of the slope α should be applied, see Section
5.4.4. Here, the temperature dependence of α is rather like T−1/2 and completely
matches the experimental values. These two data points can be assigned to the
intermediate regime or transition from the diffusive to the ballistic regime, reported
also for high-mobility 2DEGs in Ref. [121].
In conclusion, the negative magnetoresistance in sample ssd-A is B-field-
dependent as a function of B2 and temperature-dependent as a function of T−1/2
and can be therefore ascribed to the hole-hole interaction effect. From the analysis
it follows that τwn < τsm. That means that the mobility is limited by the short-
range scattering potential governed by background impurities present in the QW and
interface roughness scattering. In contrast, sample dsd-B does not show any strong
increase of the longitudinal magnetoresistance around B = 0T. We emphasize that
11κ = 2/aB is the inverse screening length; aB is the Bohr radius. For holes in GaAs
κ = 1.102× 109m−1.
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the samples differ in the symmetry of the confinement potential, see Figs. 4.1 and
4.2. While sample dsd-B is symmetric with the wave function situated in the middle
of the QW, sample ssd-A is asymmetric and the wave function penetrates into the
AlGaAs spacer layer. Hence, the 2DHG in sample ssd-A is strongly influenced by
the quality of the AlGaAs/GaAs interface. Moreover, both samples were grown in
the same MBE chamber and shared the same growth conditions. Therefore, we can
assume that the concentration of the background impurities is approximately the
same in both cases. As a result, the dominating scattering mechanism in sample
ssd-A must be interface roughness scattering.

Chapter 5
Carbon-doped
InAlAs/InGaAs/InAs
heterostructures
Indium-containing heterostructures are interesting due to their strong spin-orbit in-
teraction. In fact, the first device approaching the function of a spin transistor is
based on a high-mobility InAs channel. There are a lot of investigations done on
2DEGs confined in the InAlAs/InGaAs/InAs structure, but the 2DHGs (apart of
the manganese-doped 2DHGs, where the properties of the heterostructure are su-
perimposed by magnetic effects coming from the manganese impurity) are not well
explored yet. Due to a lot of experience with carbon p-type doping, which we earned
by optimizing the growth of C-doped GaAs/AlGaAs quantum wells summarized in
Chapter 4, we decided to use carbon for preparation of 2DHGs also in In-containing
heterostructures. To be able to realize heterostructures with high indium content
on a GaAs wafer, we engineered the strain via step-graded metamorphic buffer
layers and thereby prepared relaxed substrates for the indium-containing active lay-
ers. The specifics of the growth are listed in Section 5.1. Of particular importance
for the investigations is the behavior of carbon impurities, if the indium content
of the ternary compound was changed, see Section 5.2. The properties of 2DHGs
in the InxAl1−xAs/InxGa1−xAs/InAs heterostructures with different x were inten-
sively studied using magnetotransport measurements (Section 5.4) and compared
with simulations of the valence-band structure (Section 5.3). These In-containing
2DHGs exhibit strong spin-orbit coupling, demonstrated by an extraordinarily pro-
nounced weak-antilocalization effect, strong hole-hole interactions and significant
crystal-direction anisotropy of transport parameters, pointing out the dominant scat-
tering mechanisms in these structures. Finally, in Section 5.5 we will introduce how
we succeeded in engineering of the spin-splitting by performing small changes in the
structure design.
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5.1 Growth
5.1.1 Buffer layer
As a substrate material for the active layers with high In content, we used a (100)-
oriented GaAs wafer. In contrast to the lattice-matched GaAs/AlGaAs heterostruc-
tures described in Chapter 4 the growth process is not straightforward due to the
large difference in the lattice constants between InAs and GaAs. Table 5.1 summa-
rizes the lattice constants of the binary and ternary compounds discussed in this
work. The lattice mismatch between GaAs and InAs is about 7%. In this case,
where asubstrate(GaAs)< alayer(InAs), the epitaxial layer is compressively strained.
1
The growth of a material having a lattice constant differing from that of the sub-
strate proceeds at first pseudomorphically. The in-plane lattice constant of the layer
matches the substrate but the out-of-plane constant expands to accommodate the
misfit. With increasing thickness, the strain in the layer increases up to the critical
thickness. Above the critical thickness the elastic energy collected in the layer is
so high that it is favorable to build crystal defects and the lattice constant relaxes
towards its equilibrium value in the bulk. To release the strain, typically misfit dis-
locations form. As a consequence a whole row of atoms parallel to the interface is
missing. Misfit dislocations are confined in the plane parallel to the interface and
cannot move through the crystal. As a further important crystal defect threading
1The opposite case alayer < asubstrate leads to a tensile-strained epitaxial layer.
Binary Compounds
a Eg m
∗
e m
∗
hh
(A˚) (eV) (m0) (m0)
GaAs 5.65325 1.51 0.067 0.51
InAs 6.0583 0.417 0.026 0.39
AlAs 5.660 2.24(ind.) 0.15 0.76
Ternary Compounds
a Eg m
∗
e m
∗
hh
(A˚) (eV) (m0) (m0)
InxGa1−xAs 6.058-0.405(1-x) 0.417x+1.51(1-x) 0.063-0.040x 0.57
-0.477x(1-x)
InxAl1−xAs 6.058-0.397(1-x) 0.417x+3.1(1-x) 0.15-0.127x 0.76-0.19x
-0.70x(1-x)
AlxGa1−xAs 5.6533+0.0078x 1.420+1.087x+ 0.063+0.087x 0.57+0.19x
+0.438x2
Table 5.1: Material parameters of III-V binary and ternary semiconductor compounds,
[55, 115, 128]: lattice constant a (at 300K), band gap energy Eg (at 4.2K), and effective
mass of electrons m∗e and heavy holes m∗hh at the Γ-point. AlAs has an indirect band gap.
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Figure 5.1: Bandgap energy and lattice constants of the most important binary semicon-
ductors. The lines correspond to the ternary compounds. Taken from [129].
dislocations should be noted. They propagate through the whole structure and can
act as scattering sources for the charge carriers. Hence, they should be avoided. The
type of growth process above the critical thickness is called metamorphic and is used
to accommodate the strain and the lattice constant. Here, we made use of it and
grew a step-graded metamorphic buffer layer.
In order to get a defect-free active region, we grew an InxAl1−xAs step-
graded metamorphic buffer layer. The sample structure is shown schematically in
Fig. 5.2. The buffer layer consisted of a series of 50 nm thick InxAl1−xAs layers, where
the indium content was increased in Δx = 0.05 steps from x = 0.08 in the first layer
up to the required final indium composition. The progress is sketched in Fig. 5.2 up
to x = 0.75. The growth process was controlled via the In rate, while the Al rate was
maintained constant. The temperature of the wafer was kept at 340◦C for a buffer
layer ending at x = 0.75 indium concentration and at 430◦C for x = 0.20. The layer
sequence was capped with a thick layer of a constant composition, which served as
a lattice-matched virtual substrate for the active region of the same indium content.
In this work, we investigated samples with indium content in the active layer of
x = 0.75, 0.60, 0.50, 0.40, 0.30 and 0.20.
5.1.2 Sample structure
The overall sample structure consists of three main regions: a superlattice, a buffer
and an active layer, see Fig. 5.2(left). The growth on the (100) GaAs substrate starts
with a 100 nm thick GaAs layer followed by a superlattice of 5 nm Al0.5Ga0.5As
and 5 nm GaAs repeated 10 times. The superlattice has crucial influence on the
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Figure 5.2: (left) Overall sample
structure. (right) Layer sequence
of the InxAl1−xAs metamorphic
buffer layer terminating at a fi-
nal indium concentration of x =
0.75.
suppression of the threading dislocations, see Ref. [130]. In this part of the growth
process the temperature of the substrate was maintained at 620◦C. In the middle area
of the structure, the strain between the GaAs substrate and the quantum well with
high indium content is accommodated via an InxAl1−xAs step-graded metamorphic
buffer layer, described in Section 5.1.1. It creates a lattice-matched virtual substrate
for the active layer. The main part of the structure is the active layer containing a
2DHG.
In this work, various designs of the active layer were investigated: a nor-
mal and an inverted-doped structure, a simple InxGa1−xAs QW or an InxGa1−xAs
QW with an embedded InAs channel. The three most interesting combinations are
illustrated in Fig. 5.3. Samples with high indium content (above x = 0.50) were
prepared with a layer sequence shown in Fig. 5.3(a). The core is an InxGa1−xAs QW
with an embedded strained InAs channel. A similar structure with a final indium
content of x = 0.75 was extensively studied for 2DEGs by Ercolani et al., [83, 82].
They showed that by embedding a thin channel of InAs the electron mobility can
be increased, in comparison to a simple In0.75Ga0.25As QW. This can be explained
as a reduction of alloy disorder scattering if the carrier density profile is confined in
the binary compound2 [83]. Ercolani et al. achieved the highest electron mobility of
320000 cm2/Vs in a 4 nm thick InAs channel [82, 83]. Simultaneously, they experi-
mentally established the critical thickness of the pseudomorphically grown InAs on
the In0.75Ga0.25As layer as 7± 1 nm, [83]. For thicknesses larger than 6 nm, a rapid
reduction of the electron mobility was observed, [82, 83]. Further, U. Wurstbauer
used this structure for growth of manganese-doped 2DHGs, [25, 85]. However, in
both references concerning either the 2DEGs or 2DHGs, the authors concentrated
only on heterostructures with final indium content of x = 0.75. A systematic exam-
ination of the influence of the indium content x on the properties of the 2D charge
carrier systems is still missing. To have direct comparison with the literature we
applied this layout to our nonmagnetic carbon-doped 2DHGs.
For samples with low indium content (below x = 0.50), the structure was
simplified and a simple InxGa1−xAs QW was grown, see Fig. 5.3(b). The reason is the
large lattice mismatch between the InxGa1−xAs with x < 0.50 and the InAs channel
2Our results on 2DHGs will be shown in Section 5.4.5.
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(a) InGaAs QW with embed-
ded InAs channel
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(c) inverted-doped InGaAs
QW
Figure 5.3: Different designs of the active layer grown.
leading to crystal defects with a consequence of structure damage, see below.
Fig. 5.3(c) sketches a layer sequence of an inverted-doped structure,
where the carbon-doping layer was grown before the QW. It was prepared as a
direct comparison to the manganese-doped inverted structures, in which magnetic
effects were observed due to the presence of Mn-impurity in the QW, [24]. Wurst-
bauer et al. reported an insulator-to-metal transition driven by a magnetic field and
exhibiting abrupt and hysteretic changes of the resistance, [24]. These phenomena
originate in exchange coupling between a hole and the parent Mn acceptor and coex-
ist with the quantum Hall effect at high magnetic fields. However, direct comparison
with a p-type nonmagnetic inverted-doped structure was missing up to now.
Samples were fabricated with a different indium composition of x =
0.75, 0.60, 0.50, 0.40, 0.30 and 0.20. The structure was covered with a 90 nm InAlAs
upper barrier. In order to prevent oxidation in samples with high Al fraction in the
barrier, an additional 10 nm thick InGaAs capping layer was grown. This was not
necessary for samples with high In content. The growth temperature was adjusted
according to the final indium content in the active layer. The optimal range was
found to be between 430◦C and 340◦C for x = 0.20 to 0.75. All structures were
modulation doped3 using two different doping techniques: a homogeneous doping in
an InxAl1−xAs layer (for most of the 2DHG-samples except for those with x = 0.75
indium concentration) and a digital-alloy doping (for samples with x = 0.75 In
content). The differences between them and the reason behind will be provided in
Section 5.2.
Table 5.2 gives an overview of single-sided doped samples with active
layers shown in Figs. 5.3(a) and (b) one inverted-doped sample, see Fig. 5.3(c).
Comparison of samples A, E and F in Table 5.2 demonstrates the importance of
incorporating of the InAs channel into the QW for the development of a good-
quality 2DHG. All three samples were successively grown and contain x = 0.75
3It means that the doping layer and the QW were separated by a spacer layer.
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indium. Sample F, which consists of a simple In0.75Ga0.25As QW, was insulating at
low temperatures. Then, we embedded a 2 nm thin InAs channel into the QW and
detected a 2DHG with a low-temperature mobility of μ = 2500 cm2/Vs in sample E.
We could further increase the mobility up to μ = 6600 cm2/Vs at T = 1.3K by
increasing the channel thickness to 4 nm in sample A. Our results are in agreement
with experiments done on 2DEGs in Ref. [82, 83], discussed above.
In order to stay below the critical thickness of the InAs channel and pre-
vent damage of the structure on one hand, and to get well-developed 2DHGs on the
other, we reduced the thickness of the InAs layer simultaneously with decreasing
the indium content of the ternary compound. In this way, we succeeded in prepar-
ing a 2DHG in a normal-doped In0.60Ga0.40As QW containing a 2 nm thin InAs
channel (sample B) and in an inverted-doped In0.50Ga0.50As QW with an embedded
1 nm thin InAs layer (sample inv in Table 5.2). They achieved hole mobilities of
μ = 6300 cm2/Vs (sample B) and μ = 4500 cm2/Vs (sample inv) at 1.3K. Further
experiments showed that for an In concentration of x = 0.30 (sample G) even a
0.65 nm thick strained InAs film inserted into the In0.30Ga0.70As QW blocked the
building of a 2DHG. Even such a thin layer obviously lead to the formation of
dislocations which destroyed the structure. In conclusion, the critical thickness of
the InAs channel is strongly dependent on the indium content x of the underlying
InxGa1−xAs layer and must be taken into account by growth.
Examination of magnetotransport properties in dependence on indium
content were done on exemplary samples A, B, C and D, and will be presented in
Section 5.4. Samples A, B were grown with high indium content (above x = 0.50)
and their QW contains an InAs channel, see the sketch of the active layer in Fig.
5.3(a). On the contrary, samples C, D consist of an InxGa1−xAs QW with x < 0.50,
see the layer sequence in Fig. 5.3(b). The inverted-doped structure will be considered
separately in Section 5.4.6.
Sample In content InGaAs InAs InGaAs Spacer Doping 2DHG
x (nm) (nm) (nm) (nm)
A 0.75 13.5 4 2.5 5 dig. 
B 0.60 15.5 2 2.5 5 homog. 
C 0.40 20 - - 20 homog. 
D 0.20 20 - - 5 homog. 
E 0.75 15.5 2 2.5 5 dig. 
F 0.75 20 - - 5 dig. -
G 0.30 16.5 0.65 2.5 5 homog. -
inv 0.50 10 1 10 20 homog. 
Table 5.2: Overview of normal-doped samples with different In concentrations in the active
layers, see Fig. 5.3(a), (b), and one inverted-doped sample, see Fig. 5.3(c). Columns 3-5
represent the structure of the QW. In columns 6-8 the spacer thickness, type of doping,
homogeneous or digital, and the existence of 2DHG are stated. Transport properties of
samples A-D will be discussed in Section 5.4.
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5.1.3 Surface morphology
The surface of the metamorphic buffer layer exhibits a cross-hatch pattern, which has
a different periodicity and RMS4 roughness along the [011] and [011¯] crystallographic
directions. This typical surface topography was also observed on GexSi1−x grown on
Si substrates [131], InxAl1−xAs on InP [132], and InxAl1−xAs on GaAs [78, 133, 134],
etc. Its origin was reported to be associated with: (i) spatially varying strain fields
due to networks of misfit dislocations resulting in local changes of growth rate [131,
135, 136], (ii) surface displacement due to the building of networks of dislocation
clusters [137] or (iii) lateral mass transport tending to eliminate the surface steps
[138]. The cross-hatch pattern is repeated in all interfaces in the active region.
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Figure 5.4: 10×10μm2 AFM surface topographies of samples having different In contents
in the active layer: (a) x = 0 .75 , (b) x = 0 .60 , (c) x = 0 .50 , (d) x = 0 .40 , (e) x = 0 .30
and (f) x = 0 .20 . The color scale varies from 15 nm to -15 nm. The roughness parameters
are listed in Table C.1 in Appendix C.
In all our samples we found a pronounced cross-hatch pattern already us-
ing an optical microscope. Quantitatively we investigated the morphological prop-
erties of the surface using atomic force microscopy (AFM). Fig. 5.4 shows AFM
images of a variety of samples. The data were analyzed using the program Gwyd-
dion and the roughness parameters along different crystallographic directions were
extracted, see Appendix C Table C.1. We found that the surface morphology of
all samples is strongly anisotropic. The RMS roughness is highest along [011] with
∼ 2 − 4 nm, accompanied by a very short periodicity < 1μm of the pattern. In
contrast, the [011¯] direction exhibits low RMS roughness of ∼ 1 nm and a very long
periodicity of ∼ 1− 2μm. Further, the diagonal directions [010] and [001] cross the
pattern in a 45◦ angle and combine thus the characteristics of both [011] and [011¯]
directions. Consequently, they express intermediate properties. The influence of this
4root mean square
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strong anisotropy on transport of charge carriers will be discussed in Section 5.4.5.
Fig. 5.4 provides an overview of the topography of a variety of samples
with different indium content from x = 0.20 to 0.75. Despite some deviations in the
RMS roughness, the periodicity of the cross-hatch pattern was maintained for all
samples. As a result, the AFM analysis of the surface parameters, listed in Table
C.1 in Appendix C, shows no dependence of the cross-hatch pattern on the indium
content x. This confirms that the buffer layer and the virtual substrate efficiently
relax the strain and are of a good quality. In addition, we investigated the influence
of the strained InAs channel on the surface morphology. Samples A, E and F have
the same indium content x = 0.75, but they differ in the design of the QW including
4 nm, 2 nm and 0 nm thick InAs channels in the In0.75Ga0.25As QW, respectively, see
Table 5.2. From comparison of the AFM data summarized in Table C.1 in Appendix
C, we found that the incorporation of the strained InAs channel did not significantly
alter the surface properties.
5.2 Switching from n-type to p-type conductivity
In the known literature, a 2DHG in InAs has not been reported, yet, except of that
doped with manganese, which introduces magnetic effects. It is not straightforward
to get a p-type conductivity using carbon as a doping material in heterostructures
with high indium content. There are some phenomena which act against this.
First, similar In-containing heterostructures as those investigated in this
work were reported to exhibit electron conductivity even without any intentional
doping. Capotondi et al. described the formation of a 2DEG with an electron density
of 2 − 3 × 1011 cm−2 and mobility of 2.15 × 105 cm2/Vs in completely undoped
In0.75Ga0.25As/In0.75Al0.25As quantum wells, [77]. Further, D. Ercolani improved the
transport properties of the 2DEG by embedding a strained InAs channel into the QW
and reached an electron density of 5×1011 cm−2 and a mobility of 5×105 cm2/Vs, [83].
The PICTS analysis5 done in Ref. [77] identified deep donor-like levels at energies
0.12 eV and 0.17 eV below the conduction band edge of the In0.75Al0.25As. The levels
lay within the In0.75Al0.25As barrier and the In0.75Ga0.25As QW conduction band
discontinuity, and are most probably responsible for the formation of the 2DEG,
[77].
Second, carbon as a group IV member is amphoteric in III-V semicon-
ductors and can act as a donor or acceptor. In GaAs at typical growth conditions,
carbon incorporates primarily on the arsenic sides in the crystal lattice and provides
free holes. Therefore, in GaAs/AlGaAs heterostructures, as discussed extensively
in Chapter 4, it is applied as a standard p-type doping material. But in InAs car-
bon was reported to be a donor, [95, 96]. Further, carbon doping results in electron
conductivity, in InP, for example, [139].
In order to get more information about the kind of incorporation of car-
bon in the InxAl1−xAs and InxGa1−xAs ternary compounds with high In content x,
we prepared bulk layers homogeneously doped with carbon. The structure consists of
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a step-graded metamorphic buffer layer terminating at x = 0.75 and covered with a
virtual substrate, on which the growth of a 0.5μm thick bulk layer of In0.75Al0.25As:C
or In0.75Ga0.25As:C followed. Both samples exhibit a p-type conductivity with 3D
hole densities of p(InAlAs) = 8.7 × 1013 cm−3 and p(InGaAs) = 6.1 × 1013 cm−3 at
4.2K. After exposure to red light, the hole density further increased to p(InAlAs) =
9.0×1013 cm−3 and p(InGaAs) = 6.3×1013 cm−3. For comparison, we grew an undoped
In0.75Al0.25As bulk layer. Here, in agreement with Ref. [77], no free carriers could be
registered. With regard to these examinations, carbon seems to release free holes if
incorporated into the ternary compounds with x = 0.75.
Let us switch back to the 2D systems. Despite both mentioned facts
contributing to the n-type conductivity in InxAl1−xAs/InxGa1−xAs heterostructures
with high x, we succeeded in achieving p-type doping using carbon as a doping
material. Section 5.2.1 summarizes the properties of samples exhibiting a 2DEG.
Comparing the transport characteristics of samples with different x, we observed
conductivity type inversion between x = 0.60 and x = 0.75, specified in Section 5.2.2.
In Section 5.2.3, we will introduce our novel doping design, with which we overcame
our problems described above and we will also present results on a carbon-doped
2DHG in a sample with x = 0.75.
5.2.1 Carbon-doped 2DEGs
In this section, we will consider samples with a 4 nm thick InAs film embedded in the
In0.75Ga0.25As layer. In these structures, only a 2DEG was observed to form under
carbon homogeneous or δ-doping. However, some indications could be detected that
carbon partly occupies also the acceptor sites. Table 5.3 lists the properties of some
exemplary samples exhibiting a 2DEG. Sample 2DEG-A is completely undoped.
It exhibits a distinct 2DEG with a high electron mobility of 3.4 × 104 cm2/Vs, in
consistence with observations in Ref. [77, 83]. By comparison, the homogeneously
doped sample 2DEG-B, grown at the same conditions, exhibits a lower electron
density. This indicates that some carbon atoms are incorporated at acceptor sites.
Further, we found a pronounced dependence of the electron density on
the growth temperature. The high temperature of TG = 470
◦C resulted in an almost
Sample C-doping TG ndark nill μdark μill
(◦C) (1012 cm−2) (103 cm2/Vs)
2DEG-A no 330 -0.3 -0.4 24 34
2DEG-B yes 330 -0.2 -0.3 12 29
2DEG-C yes 470 -0.7 -0.8 12 13
Table 5.3:Magnetotransport properties of 2DEGs which develop in carbon-homogeneously-
doped heterostructures with an indium content of x = 0 .75 . TG is the growth temperature.
Electron density n and mobility μ were measured at 4.2K in the dark and after illumination
with a red LED.
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Figure 5.5: Hall and longitudinal resistance of sample 2DEG-C recorded in van-der Pauw
geometry at 4.2K after illumination with red light. The negative slope of the Hall curve
indicates the electron conductivity.
4-times higher electron density in sample 2DEG-C compared to sample 2DEG-B
grown at TG = 330
◦C, see Table 5.3. In the following experiments, we made use
of this behavior and grew the samples designed to develop a 2DHG at a lower
temperature of TG = 330
◦C.
Magnetotransport measurements on all 2DEG samples recorded at low
temperatures show Hall plateaus and a negative slope of the Hall curve. In lon-
gitudinal resistance, distinct Shubnikov-de Haas oscillations were detected. A rep-
resentative example is shown in Fig. 5.5, where magnetotransport data of sample
2DEG-C, taken at 4.2K, are plotted. Additionally, both, the electron density and
mobility increase after illumination with a red LED, see Table 5.3.
It is worth to note that the 2DEG samples provide about one order of
magnitude higher carrier mobilities compared to the later grown samples containing
a 2DHG, see Section 5.2.3.
5.2.2 Conductivity-type inversion as a function of indium
content
In this section, we study the relation between the indium content x in the active
layer and the type of the conductivity. We have grown carbon-homogeneously-doped
samples with x = 0.20, 0.40, 0.50, 0.60 and 0.75 and characterized them at 4.2K. The
magnetotransport properties are summarized in Table 5.4.
In Fig. 5.6(a), the carrier density is plotted versus the indium content x.
Here, the positive (negative) sign of the density indicates the p-type (n-type) con-
ductivity. The samples with indium content between x = 0.20 to 0.60 exhibit hole
conductivity. But the sample with the highest indium content of x = 0.75 provides
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Figure 5.6: [97], (a) Carrier density as a function of indium content x in the active
layer, (b) electron density in dependence on doping concentration in samples with x = 0 .75
indium content, measured at 4.2 K. Black points were measured in the dark, red points
after illumination with a red LED, at 4.2K. Positive (negative) carrier density means
hole (electron) density. Asterisks represent the digitally doped sample discussed in Section
5.2.3.
a 2DEG. Thus, the conductivity changes from p- to n-type between x = 0.60 and
x = 0.75. These observations are in disagreement with the literature, where the con-
duction type inversion occurs at x = 0.90 and x = 0.60 for strained InxAl1−xAs and
InxGa1−xAs bulk layers, respectively, [95]. Similarly, our bulk layers demonstrated
p-type conductivity for x = 0.75 indium content. Together with other experiments,
the results point out the amphoteric nature of carbon impurities. Additionally, in
Fig. 5.6(a), there is also the digitally doped sample (sample A) included, marked
with asterisks, which will be discussed separately in Section 5.2.3.
Based on the results discussed in Section 5.2.1, in which the free electron
density was reduced by applying carbon doping in comparison to the undoped case,
we tried to compensate the intrinsic electron conductivity by increasing the doping
concentration in these heterostructures. We concentrated on samples with x = 0.75
and varied the doping concentration. Here, the thickness of the doping layer was kept
constant at 90 nm and the doping concentration was regulated with the filament
current: 51A, 53A and 56A.6 In Fig. 5.6(b), the electron density is plotted as a
function of the carbon doping concentration. All samples present a well-developed
2DEG. Moreover, the electron density increases with increasing carbon doping level.
6For the calibration of the C cell see Section 3.1.
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As a consequence, it is not possible to obtain hole conductivity by only incorporating
more carbon atoms into the layer and another concept had to be developed, see
Section 5.2.3.
In addition, we illuminated the samples with a red LED at low tem-
peratures; compare the red points in Fig. 5.6. In Fig. 5.6(b), the 2DEG samples
of a relatively low doping concentration exhibited an enhancement of the electron
density. But the electron density of the sample with the highest doping level de-
creased after exposure to red light. This effect of illumination is most likely related
to the self-compensation of carbon atoms at high doping densities. Carbon as a
group IV member behaves amphoteric in III-V semiconductors and shows strong
self-compensation in these materials, resulting in conduction type inversion with
changing composition, [95].
5.2.3 Carbon-doped 2DHGs with high indium content
In the previous sections, we discussed homogeneously doped samples with x = 0.75
In concentration, where the carbon doping in the In0.75Al0.25As layer led to the cre-
ation of a 2DEG. Developing a novel doping design, we overcame the problems de-
scribed above with carbon incorporation. Based on the observations in Fig. 5.6(a), we
made use of the fact that carbon acts as an acceptor in InxGa1−xAs and InxAl1−xAs
compounds with low indium content and designed digital-alloy doping. It consists of
a series of ∼ 0.34 nm In0.75Al0.25As layer, ∼ 0.26 nm AlAs layer, both homogeneously
doped with carbon, and 100 s carbon δ-doping layer. This sequence is repeated four
times. This results in an overall indium content of x = 0.40 in the doping layer.
Using the digital-alloy-doping technique, we successfully created a 2DHG
in the In0.75Al0.25As/In0.75Ga0.25As heterostructures. Fig. 5.7 displays magnetotrans-
port data of such a sample with a 4 nm thick InAs channel embedded in the
In0.75Ga0.25As QW (sample A). The positive slope of the Hall curve confirms the hole
conductivity. The sample provides a very high hole density of p = 1.1 × 1012 cm−2
and a hole mobility of μ = 6.6 × 103 cm2/Vs at 280 mK. The Hall resistance ρxy
Indium content Carrier density Carrier mobility
x (1012 cm−2) (103 cm2/Vs)
0.20 1.5 1.8
0.40 0.7 2.0
0.50 1.2 1.7
0.60 1.2 3.7
0.75 (homogeneously doped) -0.2 12.1
0.75 (digitally doped) 1.2 6.0
Table 5.4: [97], Magnetotransport properties of carbon-homogeneously-doped
In0 .75Al0 .25As/In0 .75Ga0 .25As/InAs heterostructures at 4.2 K without illumination.
Positive carrier density stands for holes, negative for electrons.
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Figure 5.7: [97], (red) Hall curve and (blue) SdH oscillations of the digitally doped sam-
ple A exhibiting a 2DHG, recorded at 280mK.
demonstrates distinct quantum Hall plateaus at even filling factors. The longitudinal
resistance ρxx exhibits pronounced SdH oscillations already at 1.3K, which are not
observable at this temperature when high-mobility 2DHGs in GaAs/AlGaAs QWs
are measured, [140]. The most probable reason is the lower effective mass of holes in
InAs (meff = 0.39m0, [115]) in comparison to GaAs (meff = 0.51m0, [115]). In Sec-
tion 5.4 it will be shown that the effective mass of holes is only about meff ≈ 0.10m0
in these structures.
Apart from the SdH oscillations, the strong feature dominating the ρxx
curve in Fig. 5.7 is the negative parabolic magnetoresistance. By contrast, it is com-
pletely missing in sample 2DEG-C displayed in Fig. 5.5. The strong minimum of the
longitudinal resistance around B = 0T can be ascribed to a weak-antilocalization
effect. Conversely, the peak at B = 0T in Fig. 5.5 corresponds to weak localization.
These observations point out that the phase-coherence length lϕ is significant in
these heterostructures.
In conclusion, we succeeded for the first time in growing carbon-doped
InxAl1−xAs/InxGa1−xAs heterostructures which show p-type conductivity in the
whole investigated range of indium concentration x. Developing a new doping de-
sign, we overcame the carbon nature leading to the donor-like behavior in ternary
compounds with high indium content, and prepared a good quality 2DHG also in
samples with x = 0.75. These structures are especially interesting because strong
spin-orbit-coupling effects and a low hole effective mass are expected. The magne-
totransport phenomena of the 2DHGs will be described in Section 5.4.
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5.3 Nextnano3 simulations of the valence-band
structure
In this section we will discuss the specifics of the valence-band structure of the
indium-containing heterostructures. The nextnano3 program package was used to
perform 8 × 8-band k · p simulations, with more details described in Section 3.5.
Here, we concentrated on two samples representing the main differences. They differ
in the indium content of the active layer, but more importantly in the design of the
QW. First, we considered sample A, where the 2DHG is confined in the 4 nm thick
strained InAs channel embedded in the In0.75Ga0.25As QW. In the second case, we
investigated the pure 20 nm wide In0.40Ga0.60As QW of sample C. In both samples
the QW is strongly asymmetric because the doping layer has been grown only on
one side (the top side) of the QW. The layer sequence is schematically shown in Fig.
5.3(a), (b) and summarized in Table 5.2.
The calculated valence-band structure is presented in Fig. 5.8. Appar-
ently it deviates from the results on the GaAs/AlGaAs heterostructures discussed
in Section 4.3 and highlights pronounced differences. In Fig. 5.8(a), the immense
separation between the first HH subband and the LH subband of sample A is sur-
prising. It originates from the strong quantum confinement due to the InAs channel,
which pushes the subbands away from each other. By contrast, the subbands in the
valence band of sample C are close to each other owing to the relatively wide InGaAs
QW, see Fig. 5.8(b).
The different quantum confinement in sample A and C has crucial influ-
ence on the spin splitting.7 In the first case, due to the huge distance between the HH
and LH subband, they couple at high values of the in-plane wave vector k||. This
results in an almost isotropic dispersion of the HH-subband shown in Fig. 5.8(c)
and a small spin splitting at the Fermi energy of about 1.4meV. The situation is
different in sample C. Here, because of the low subband separation, the anticrossing
between HH and LH subbands occurs already at the Fermi energy and the sub-
bands are strongly warped exhibiting pronounced spin splitting, see Fig. 5.8(b). As
a consequence, the HH subband proceeds strongly anisotropically, see Fig. 5.8(d).
We estimated the spin splitting of the uppermost subband in sample C at the Fermi
energy in the range of 0.7 - 2meV along the [001] and between 0.7 - 4meV along
the [011] direction. Both samples were studied extensively experimentally, see Sec-
tion 5.4. The magnetotransport data of sample C exhibit varying amplitudes of the
SdH oscillations. The analysis using fast Fourier transformation is given in Section
5.4.2. No spin splitting was observed in sample A, in agreement with the theoretical
predictions.
Finally, the Fermi contour in 2D-k||-space in Fig. 5.8(c) and (d) is 4-fold
symmetric due to the missing BIA, [15]. In sample C, Fig. 5.8(d), the Fermi contour
has the typical rosette-like shape, which comes from warping. Adding BIA, the
symmetry is reduced to 2-fold, [15]. The reason therefore is the omitted Dresselhaus
term in the nextnano3 calculations, discussed in Section 4.3. The first observation
7Here, only the SIA-induced spin splitting is considered due to the limitations of nextnano3.
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(a)
(c)
(b)
(d)
Figure 5.8: Valence-band structure (a) of sample A containing a 4 nm thick strained InAs
channel in the In0 .75Ga0 .25As QW, (b) of sample C having a 20 nm wide In0 .40Ga0 .60As
QW. Inset (a), (b): Scheme of the valence-band edge of the QW, shaded area stands for
the carrier density profile. (c) and (d) show the dispersion of the uppermost HH subband
of samples A and C, respectively.
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of breaking the 4-fold symmetry of the Fermi contour to the 2-fold symmetry was
reported in highly-doped GaAs/AlGaAs QWs in Ref. [16].
5.4 Magnetotransport measurements
We investigated magnetotransport properties of sample A with a final indium con-
tent of x = 0.75 and sample B having x = 0.60 at dilution-refrigerator temperatures
and magnetic fields up to 17T. Both samples were prepared in L-shaped Hall-bar
geometry. A constant current of 10 nA was applied across the whole L-bar and the
data were taken along both [011] and [011¯] crystallographic directions. The results
are presented in Fig. 5.9. In both samples the Hall curve exhibits well-developed
quantum Hall plateaus at even filling factors with a small signature of the filling
factor ν = 3, see Fig. 5.9 at B = −15T (B = −12T) in sample A (sample B). The
positive Hall coefficient confirms the p-type conductivity in both samples.
The longitudinal magnetoresistance curve can be separated into three
parts according to the magnetic field, which will be considered separately in the fol-
lowing sections. In the range of very low magnetic fields, a small dip around B = 0T
is present. This sharp decrease of the longitudinal resistance is most pronounced at
mK temperatures and decreases in magnitude with increasing T up to approxi-
mately 20K, where it vanishes. We ascribe it to the weak antilocalization effect and
it will be discussed in more detail in Section 5.4.3. In the intermediate field range
between -6T and 6T, a strong negative parabolic magnetoresistance dominates the
ρxx curve. Due to its temperature- and B-dependence, it can be attributed to the
hole-hole interaction effect in the diffusion channel. The temperature dependence of
this effect was used to determine the hole-hole interaction time in Section 5.4.4. At
high magnetic fields pronounced Shubnikov-de Haas oscillations develop. ρxx van-
ishes at the minima corresponding to the filling factors ν = 6, 4, 2 and ν = 4, 2 for
samples A and B, respectively. This confirms the good quality of both samples. In
this region, the Landau levels are twofold-degenerate, containing both spins. In Fig.
5.9, there is a double peak structure present as the spin-splitted minimum at ν = 3
begins to emerge.
In Fig. 5.9, there is a significant difference in the longitudinal magnetore-
Sample In content Crystal p μ τt τq τt/τq
x direction (1012 cm−2) (cm2/Vs) (ps) (ps)
A 0.75 [011] 1.1 5700 0.3 0.05 6
[011] 1.1 7200 0.4 0.06 7
B 0.60 [011] 0.9 2200 0.2 0.08 3
[011] 0.9 7100 0.6 0.09 7
Table 5.5: Table of magnetotransport properties measured at 20mK: hole density p, hole
mobility μ, transport scattering time τt , quantum scattering time τq . The samples have
different indium content x in the active layer.
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Figure 5.9: Magnetotransport measurements at 20mK (a) on sample A containing
x = 0 .75 indium, (b) on sample B with x = 0 .60 indium in the active layer (the lon-
gitudinal resistance along [011¯] was multiplied by a factor of 3). The longitudinal-
magnetoresistance curves show a pronounced anisotropy between the two orthogonal di-
rections [011] and [011¯]. Numbers mark three specific parts of the ρxx curve according to
the magnetic field, where: (1) weak antilocalization, (2) hole-hole interaction effect, and
(3) SdH oscillations dominate.
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sistance measured along [011] and [011¯] crystal directions apparent. The zero-field
resistance is by a factor of 1.3 higher in sample A and even by a factor of 3 higher in
sample B along [011] compared to that along [011¯]. The crystal direction anisotropy
and its possible origin will be discussed in Section 5.4.5. The highest mobility in the
indium-containing heterostructure grown in this work, was achieved in sample A
along the high mobility direction [011¯], μ = 7200 cm2/Vs. Both samples have a very
high hole density of roughly 1012 cm−2. The carrier density and mobility are sum-
marized in Table 5.5. We found consensus in the hole density calculated from the
slope of the Hall curve and by using the fast Fourier transformation of the SdH
oscillations. This fact, in combination with the vanishing ρxx at the minima of the
SdH oscillations, confirms that no parallel conducting channel is present, neither in
the doping layer nor as a second occupied subband in both these samples.
Beside the three dominant features, described above, the samples with
low indium content (x < 0.50) show some specifics. These will be described in
Section 5.4.2. In this work, we studied the inverted-doped structure as well. The
results will be presented in Section 5.4.6. For the discussion of the effects dominating
the magnetotransport, fundamental parameters of the 2DHG are needed and were
extracted from the high-field region as shown in Section 5.4.1.
5.4.1 Transport parameters of heterostructures with a thin
InAs channel
Longitudinal magnetoresistance curves were recorded at different temperatures in
the range from 20mK to 1K. From the temperature damping of the amplitude of the
SdH oscillations, we determined the effective mass of holes using the conventional
Ando formula shown in Eq. 2.9 and an approximation according to Elhamri et al.
[35], see Section 2.1. In order to get the correct amplitude of the SdH oscillations, the
parabolic background was subtracted and then the resistance traces were normalized
to the zero-field resistance ρxx(B = 0T ). The raw data and the extracted amplitudes
for sample A are shown in Fig. 5.10. At a fixed magnetic field, meff was calculated
from the slope of ln(Amplitude/T ) versus T . Plotting meff (B) versus B, the points
give a straight line with a slope different from zero. Linear extrapolation of the
data to B = 0T suggests meff ≈ 0.10m0 and meff ≈ 0.15m0 for samples A and
B, respectively. Owing to the parabolic background and high magnetic fields we
assume only an accuracy of ±30% whether applying the simplified fit or the non-
simplified Eq. 2.9. We evaluated meff along different crystallographic directions. The
values were found to vary sightly, but the differences lie within the inaccuracy of
this method.
From the hole mobility and by using the values of effective mass discussed
above, we derived the transport scattering time τt, see Table 5.5. In consistence
with the observed anisotropy in μ, τt shows higher values along the [011¯] direction:
τt=0.4 ps, τt=0.6 ps for samples A and B, respectively. For both samples τt are in
comparison with the high-mobility 2DHGs in GaAs/AlGaAs heterostructures three
orders of magnitude lower, cf. Table 4.4. This corresponds to the lower hole mo-
bility in the In-containing samples. The quantum scattering time τq was extracted
5.4. Magnetotransport measurements 89
(a)
(b)
Figure 5.10: Temperature dependence of the SdH oscillations of sample A used to evaluate
the effective mass. The temperature was varied between 50mK and 1K. (a) Raw data were
taken along the [011] direction. (b) Longitudinal resistance after substraction of the second-
order polynomial background and normalization to the zero-field resistance.
from the Dingle plot of our data, see Section 2.1. At a fixed temperature we plot-
ted the changing amplitude Δρxx(B) versus 1/B, see Eq. 2.11. From the slope of
the straight line τq was calculated using the established meff . The values of τq are
listed in Table 5.5. During the evaluation, we detected consistently longer quantum
scattering times along the [011¯] direction, also at other temperatures. The ratio of
the scattering times τt/τq is approximately 3 − 7, depending on the sample and
the crystal direction, indicating a high fraction of a small-angle scattering in these
samples. More information about the scattering mechanisms playing a role in these
heterostructures is given in Section 5.4.5. In theory, the quantum scattering time is
in direct connection to the width of the Landau levels, Γ = /2τq. Explicitly, the
lower τq, the higher is the broadening of the Landau levels. This fact, in combination
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with a rather low carrier mobility and high carrier density in these samples, explains
why we observe a small number of SdH oscillations.
To analyze the g factor of the In-containing heterostructures we will first
introduce the theory. The Zeeman interaction for holes is more complex than for
electrons. In bulk semiconductors there are two terms contributing to the Zeeman
interaction, [15, 54]:
HhZ = 2κμBB · J+ 2qμBB · J with J = (J3x , J3y , J3z ) (5.1)
Here, κ and q are the isotropic and anisotropic valence band g factors, respectively,
μB is the Bohr magneton. According to Ref. [54], q is much smaller than κ and
the anisotropic Zeeman term can be neglected. For the HH states with m = ±3/2,
the perpendicular magnetic field gives rise to a Zeeman splitting ΔEHHZ = 6μBκBz.
For the LH states with m = ±1/2 it results in ΔELHZ = 2μBκBz, [141]. It follows
gHHz = 6κ and g
LH
z = 2κ, [15].
In this work, we evaluated the g factor of the 2DHG in sample A in a
perpendicular magnetic field (out-of-plane g factor) as follows. It is assumed that the
SdH oscillations first appear at magnetic field B1, if the distance ωc(= eB/meff )
between two Landau levels is larger than the collision broadening of the Landau
levels Γ. Similarly, the first spin splitting in the SdH oscillations can be observed at
magnetic field B2, where the Zeeman energy ΔEZ = μBg
∗B just exceeds Γ, g∗ is
the effective g factor. Taking Γ as a reference energy, we obtained for the g factor:
g∗ = (eB1)/(μBB2meff ), [142, 143]. In Fig. 5.9(a), the SdH oscillations appear at
B1 = 2.96T and the minimum corresponding to the filling factor ν = 3 occurs
at B2 = 14.98T. It yields g
∗ ≈ 4. For a second estimation, we used the quantum
scattering time τq, see Table 5.5 and determined the broadening of the Landau
levels Γ = /2τq. To observe the spin splitting μBg
∗B ≥ Γ must be satisfied, [143].
Taking the equality in this expression, we got g∗ = /(2τqμBB2), which gives for our
data g∗ ≈ 6. The discrepancy in the approximated values of the g factor between
these two methods stems most likely from the high uncertainty of τq. In summary,
we estimated the effective g factor of our 2D holes in the 4 nm wide InAs channel
embedded in In0.75Ga0.25As QW to be g
∗ ≈ 4− 6 in perpendicular magnetic field. A
comparable structure containing a 2DEG exhibits g factors of about 6, [144].
In conclusion, we determined the effective mass of holes in samples with
an embedded InAs channel to be low, meff ≈ 0.10m0 and meff ≈ 0.15m0, in com-
parison to the 2DHG confined in a GaAs QW. The ratio of the transport scattering
time and the quantum scattering time τt/τq is approximately 3 − 7 indicating a
high fraction of a small-angle scattering in these heterostructures. The out-of-plane
g factor estimated from the SdH oscillations in a perpendicular magnetic field is
g∗ ≈ 4− 6.
5.4.2 Specifics of magnetotransport of InGaAs QWs with
low indium content
In this section we will summarize the specific properties of heterostructures contain-
ing a 20 nm wide InxGa1−xAs QW with a low indium content of x = 0.40 (sample C)
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Figure 5.11: (a) Longitudinal magnetoresistance of sample C with x = 0 .40 indium,
recorded at 280mK along [011], [011¯], [001] and [010] crystal directions. Vertical arrows
mark the varying amplitude of the SdH oscillations. Due to the large resistance anisotropy
the ρxx curves along [011¯], [001] and [010] directions were multiplied by the indicated fac-
tors in order to increase the readability of the picture. (b) Magnetotransport of sample D
with x = 0 .20 indium at 330mK. The longitudinal-magnetoresistance curve, taken along
[011¯] direction, was multiplied by a factor of 2.
and x = 0.20 (sample D). These samples enable us to investigate the influence of the
indium content on the spin splitting and to compare directly the results with the
GaAs/AlGaAs QWs described in Section 4.4.1. Further, it is interesting to examine
if there are differences to the QWs with an embedded InAs channel and high indium
content discussed in the previous section.
The ρxx and ρxy curves were measured in different
3He cryostats at base
temperatures of 280mK and 330mK in samples C and D, respectively. Magne-
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totransport experiments were performed on L-shaped Hall-bar structures oriented
along the [011], [011¯] and [001], [010] crystal directions. Similar features, as discussed
above for samples A and B, could be identified in samples C and D as well. Longi-
tudinal magnetoresistance exhibits three specific ranges according to the magnetic
field, where successively the weak-antilocalization effect, the hole-hole-interaction
effect and the SdH oscillations play a dominant role, see also the following Sections
5.4.3, 5.4.4. Further, a strong crystal-direction anisotropy influences the magneto-
transport. The differences in the zero-field resistivity of sample C exceed 70% along
the high-mobility direction [011¯] and 35% along the diagonal directions [001] and
[010] in comparison to the low-mobility direction [011]. In sample D, the [011¯] direc-
tion exhibits 50% lower zero-field resistivity in contrast to the [011] direction. The
resistivity anisotropy is directly reflected in the hole mobility, see Table 5.6. Section
5.4.5 will be devoted to this topic. Moreover, there are some additional features
present in the ρxx curves of the 2DHG confined in a InxGa1−xAs QW.
Following the prediction of the k · p simulation of the valence-band
structure in Section 5.3, there should be a strong spin splitting of the uppermost
HH subband at the Fermi level in sample C. This was indeed confirmed by applying
a Fourier transformation to the SdH oscillations. In Fig. 5.11(a), the oscillating am-
plitude is marked with vertical arrows. However, the beating pattern of the typical
form as observed in high-mobility 2DHGs (cf. Section 4.4.1) is missing, probably
due to the low number of developed SdH oscillations. According to Appendix B, we
analyzed the different frequencies between 1.5T and 5T and the results are summa-
rized in Table 5.6. In the FFT spectra we found two peaks corresponding to the two
spin-splitted subbands and calculated their densities p1 and p2. The total density
was represented as a separated peak and fits the relation p = p1 + p2.
From Eq. 2.19 and by usingmeff ≈ 0.21m0, determined from the temper-
ature dependence of the amplitude between 300mK and 1K, the effective Rashba pa-
rameter β was calculated. The relative carrier imbalance amounts to about Δp/p ≈
32% along the [011], [001], [010] directions and Δp/p ≈ 50% along [011¯]. Inserting
the mean value of (k1, k2) for the wave vector in ΔSO = 2βk
3
|| (cf. Eq. 2.18) we got
the mean spin splitting of the HH subband at the Fermi energy, see Table 5.6(a). By
comparing the crystallographic directions, significant differences emerge. Actually,
there is no direction dependence of the densities extracted from the SdH oscillations
to be expected because this method probes the whole Fermi surface. Nevertheless,
we observed some variations of the densities in the high-mobility 2DHGs too, see
Section 4.4.1. In the case of sample C, the highest spin splitting develops along the
[011¯] direction. The spin splitting is lower along [011] direction and lowest along
both diagonal directions [001] and [010]. This anisotropy can be a sign of interplay
between BIA and SIA in this one-sided-doped QW. A further contribution to the
anisotropy of the spin splitting can provide the effective mass, which is direction-
dependent (not considered here) due to the warping.
Finally, we should note the limiting factors of this analyzing procedure.
The low number of the developed SdH oscillations has large impact on the accuracy.
This fact, in combination with uncertainty in meff (see discussion in Section 5.4),
signalizes that the values in Table 5.6(a) must be considered as a rough estimate. The
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(a) sample C, x = 0.40
Crystal p1 p2 p μ β ΔSO
direction (1011 cm−2) (cm2/Vs) (10−28 eVm3) (meV)
[011] 1.6 3.1 4.7 1300 3 3.2
[011¯] 1.2 3.5 4.7 5000 5 4.4
[001] 1.5 2.9 4.4 2200 3 3.0
[010] 1.5 2.9 4.4 2100 3 3.0
(b) sample D, x = 0.20
Crystal p μ
direction (1012 cm−2) (cm2/Vs)
[011] 1.0 1500
[011¯] 1.0 2900
Table 5.6: Magnetotransport properties at 300mK of samples containing a InxGa1−xAs
QW with low indium content x. (a) Results of the Fourier analysis of the SdH oscillations
of sample C. The p1 , p2 are the densities of the spin subbands, p is the total density, μ is
the hole mobility, β is the effective Rashba parameter calculated from Eq. 2.19 and ΔSO
is the mean spin splitting of the HH subband. The values of the total density slightly vary
because the experiments along [011], [011¯] and [001], [010] were performed on two different
sample pieces cut from the same wafer.
relation ΔSO = 2βk
3
|| is based on Eq. 2.18, which is satisfied for small k|| considering
a parabolic dispersion of the HH subband. Owing to the simulated band structure
in Fig. 5.8, in such an extreme sample with high carrier density, it is a very rough
approximation. Our further approach was done using the mean value of the effective
mass in Eq. 2.18. Both spin subbands have different band bendings resulting in a
different value of the effective mass. Nevertheless, the calculated spin splitting in
sample C is in good agreement with the theoretical prediction derived from the
valence-band simulations in Section 5.3. Further, its magnitude is much higher than
that observed in the high-mobility 2DHGs investigated in Section 4.4.1. Moreover,
comparable GaAs/AlGaAs QWs with a similar hole density of p = 4.7× 1011 cm−2
and heterostructure designs exhibit a spin-splitting of about 1.2meV, cf. Section
4.4.1 and Ref. [16]. This is 3-times lower than in our sample. The factor responsible
for the increased spin splitting must be the increased spin-orbit coupling due to the
presence of x = 0.40 indium in sample C. Hence, there is a direct influence of the
indium content on the spin-orbit interaction.
Apart from the three discussed parts, the ρxx curve of sample D exhibits
an increase of the longitudinal resistance between 0.2T and 2.5T, see Fig. 5.11(b).
This positive magnetoresistance was observed only in this sample containing x =
0.20 indium in the QW and at all investigated temperatures in the range between
300mK and 4.2K. Following Fig. 5.11, its magnitude is higher along [011] direction,
which can point out an increased scattering rate along this crystal direction. In
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addition, it did not show any dependence on temperature.
In conclusion, besides the three dominant features: WAL minimum, nega-
tive parabolic magnetoresistance and distinct SdH oscillations developed in samples
with high In content and InAs channel as well, the sample consisting of a sim-
ple In0.40Ga0.60As QW exhibit a changing amplitude of the SdH oscillation. This
evidences significant spin splitting of the HH subband up to ∼ 5meV, which repre-
sents a large enhancement to the similar GaAs QW. Additionally, a strong crystal
direction anisotropy of the magnetotransport data and of the related transport pa-
rameters was present also in these QWs.
5.4.3 Weak antilocalization
The formation of a weak-antilocalization dip is a sign of a strong spin-orbit inter-
action. In 2D hole systems, where the spin splitting of the HH subband is propor-
tional to k3, the Hikami-Larkin-Nagaoka (HLN) theory [64] was successfully applied
to quantitatively investigate the weak-antilocalization effect, [17, 145]. Within this
theory the quantum correction to the conductivity is [64, 65]:
Δσ(B) = − e
2
πh
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(5.2)
The expression contains two fitting parameters Bϕ = /(4Deτϕ) and Bso = /
(4Deτso), from which the phase-coherence time τϕ and the spin-orbit scattering
time τso can be evaluated. D is the diffusion constant and other constants are of
common meaning.
In all our indium-containing heterostructures we clearly recognized a
sharp WAL resistance minimum in the vicinity of B = 0T, see Figs. 5.9 and
5.11. It corresponds to the sharp peak in the longitudinal conductivity Δσ(B) =
[σ(B)− σ(0)], which is most pronounced at low temperatures and can be observed
in a wide temperature range from 20mK to 20K. We used the HLN theory to fit
the magnetotransport data of sample A and B. Before we proceed with the eval-
uation of the WAL, we should discuss the range of validity of the theory. Eq. 5.2
is valid in the diffusive regime for magnetic fields lower than the transport mag-
netic field B < Bt = /(4Deτt). Bt depends on magnetotransport parameters such
as hole density and mobility, and it was calculated for each sample separately. In
all studied samples the WAL feature is extremely pronounced and extends up to
±0.2T or ±0.4T which is much more than the range given by the transport mag-
netic field Bt. This confirms the expectations of a strong spin-orbit interaction in
these heterostructures.
It is worth to note that although the HLN theory is valid only below the
transport field Bt, we found excellent agreement between the theoretical curve and
the measured data up to B = 6Bt (sample A), where the WAL feature spreads out.
The fitting parameters (the scattering times τso and τϕ) do not change significantly
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Figure 5.12: Temperature
dependence of the WAL peak
present in the conductivity
of sample A along the [011]
crystal direction. The solid
lines represent theoretical fits
by Eq. 5.2.
with changing the fitting interval. The inaccuracy in the scattering times was about
5%. In addition, fitting with the ILP theory, represented by the equation in Ref. [65],
does not yield satisfactory consensus with the experimental curve, see also Section
2.5.
In the first part of this section we will investigate the temperature de-
pendence of the phase-coherence time and the spin-orbit scattering time extracted
from the WAL data of sample A. The second part of this section concentrates on
a very striking phenomenon: an anisotropy of quantum-interference-related effects,
which takes place in sample B.
Temperature dependence of τϕ and τso
We investigated the temperature dependence of the WAL conductivity peak in sam-
ple A from tens of millikelvin up to tens of kelvin. The experimental data at selected
temperatures are plotted in Fig. 5.12. The fitting interval had to be taken slightly
larger than the transport magnetic field (Bt = 0.03T) to get a reasonable number
of data points. As obvious from Fig. 5.12, the theoretical curves match well with the
experimental data. From the fits, we extracted the phase-coherence time τϕ and the
spin-orbit scattering time τso and investigated their temperature dependence.
In 2D systems the phase-breaking rate is determined by electron-phonon
(here hole-phonon) scattering and electron-electron (here hole-hole) scattering, [146]:
1
τϕ
=
1
τep
+
1
τee
(5.3)
At low temperatures the hole-phonon scattering time τep is much longer than the
hole-hole scattering time τee, thus the phase-breaking rate is dominated by the hole-
hole scattering, [147, 148, 146]:
1
τϕ
≈ 1
τee
(5.4)
There are two mechanisms contributing to the hole-hole scattering, [147]: (a) hole-
hole collisions with small-energy transfer leading to functional dependence of the
96 Chapter 5. Carbon-doped InAlAs/InGaAs/InAs heterostructures
(a) for T < 1K: 1/τϕ ∝ T (b) for T > 1K: 1/τϕ ∝ T 2
Figure 5.13: Temperature dependence of the phase-breaking rate 1/τϕ extracted from the
fits in Fig. 5.12. (a) at T < 1 K the phase-breaking rate exhibits linear dependence on T.
(b) at T > 1 K, the phase-breaking rate increases as T 2 .
phase-breaking rate on temperature: 1/τϕ ∝ T at T < /kBτt, and (b) hole-hole
collisions with large-energy transfer resulting in the phase-breaking rate 1/τϕ ∝ T 2
at T > /kBτt.
We observed a rapid reduction of the phase-coherent time τϕ with in-
creasing temperature: from τϕ = 38ps at 20mK it decreased by two orders of
magnitude to τϕ = 0.3 ps at 20K. Fig. 5.13 shows the evolution of the phase-
breaking rate 1/τϕ with temperature. We found two different functional dependen-
cies: (a) for T < 1K the phase-breaking rate increases linearly with temperature,
1/τϕ ∝ T , see Fig. 5.13(a), (b) whereas for T > 1K the phase-breaking rate is pro-
portional to 1/τϕ ∝ T 2, see Fig. 5.13(b). For the comparison with the theory of the
electron-electron scattering, we must calculate the critical temperature first. Using
the known transport scattering time τt = 0.3 ps, we obtained the critical tempera-
ture Tc = /kBτt ∼ 25K, which is far beyond the investigated temperature range
in Fig. 5.13. This result allows us to assume that the linear dependence at T < 1K
originates from the small-energy-transfer mechanism. However, the T 2-dependence
cannot be clearly assigned to the large-energy-transfer mechanism, because the ex-
perimental results are still below the critical temperature Tc ∼ 25K. Moreover, a
quadratic dependence on the temperature originating from the hole-phonon scat-
tering was often found in literature, [149, 147]. Probably, at temperatures higher
than 1K the hole-phonon scattering can play an important role, [150]. However, in
thin films at liquid-helium temperatures, it is very difficult to separate these two
mechanisms, [149].
Theoretically, τϕ should diverge as T −→ 0K if there exist only inelastic
hole-hole and hole-phonon scattering, [147]. Many recent experiments found rather
a finite value of τϕ as T → 0K, [147, 151]. For example, this behavior was reported
on 2DEGs in an InGaAs/InP QW [152]. In agreement with the earlier observation,
a saturation of τϕ occurs at low temperatures, which is demonstrated as a nonzero
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Figure 5.14: Temperature
dependence of the spin-orbit
scattering time τso extracted
from the fits in Fig. 5.12.
At low temperatures the
spin-orbit scattering time
remains constant, but for
temperatures higher than 4K
it starts to decrease.
intercept of the straight line in Fig. 5.13(a). The saturation implies that there must
exist some additional phase-breaking mechanisms. As a possible origin literature
proposes: inhomogeneous distribution of the alloy composition, the interface rough-
ness or variations of the doping concentration, [152].
From the theoretical fits in Fig. 5.12 we extracted the spin-orbit scatter-
ing time τso and evaluated its temperature dependence between 20mK and 20K,
plotted in Fig. 5.14. At low temperatures between 20mK and 4K, the spin-orbit
scattering time remains constant τso = 0.2 ps, but for temperatures higher than 4K
it decreases with increasing temperature. Moreover, τso is reduced by a factor of 2
towards τso ∼ 0.1 ps at 20K. The change of the spin-orbit scattering time with T is
striking and was not observed in literature yet. Up to now, the experimental studies
reported T -independent τso, [153, 152, 145, 154, 155].
Anisotropic phase-coherent transport
Similar to sample A, we observed in sample B with x = 0.60 indium a very distinct
WAL dip pointing out strong spin-orbit interaction, see Fig. 5.9(b). In this sample
we investigated the crystal direction anisotropy. For this reason, we used L-shaped
Hall bars with arms fabricated along the [011], [011¯] and [001], [010] crystallographic
directions. Fig. 5.15 presents the experimental data. A close inspection of the mag-
netoresistance curves reveals peculiar differences. Beginning with the direction [011¯],
where the mobility is the highest, the red curve in Fig. 5.15(a) exhibits a very pro-
nounced WAL minimum. The curve form changes if we apply the current along the
[011] direction. A clear WAL dip is still present around the B = 0T but moreover it
seems to be superimposed on a sharp weak-localization peak, cf. black curve in Fig.
5.15(a). The WL peak is also clearly recognizable in Fig. 5.15(b) along both diagonal
directions [001] and [010], and even most pronounced along the [010] direction, cf.
blue curve in Fig. 5.15(b). Simultaneously, the graphs demonstrate a well-formed
WAL minimum as well.
Equally to sample A, we applied the HLN theory, perfectly matching
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(a)
(b)
Figure 5.15: Longitudinal magnetoresistance of sample B recorded along different crystal-
lographic directions at 1.3K. All four directions show a sharp WAL resistance minimum.
In addition, a weak-localization peak is clearly recognizable along the [011] and [001] di-
rections and very pronounced along [010] direction. The scattering times were extracted
by fitting the experimental data with the HLN theory Eq. 5.2. The relations between the
scattering times point out very strong spin-orbit interaction along the [011¯] direction.
the data. We extracted the phase-coherence time and the spin-orbit scattering time.
Their values at 1.3K are listed in Fig. 5.15 under the corresponding curve. The
scattering times are different if the crystallographic direction of current flow was
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changed. A striking anisotropy comes out if we try to order them. Along [011¯]
direction, the scattering times obey the relation τso  τt  τϕ. Surprisingly, the
relation changes to τt < τso  τϕ if the scattering times along [011], [001] and [010]
directions are compared.
The first regime, where τso < τt  τϕ, can be assigned to a strong spin-
orbit interaction, reported also by Grbic et al. [17] in a carbon-doped GaAs/AlGaAs
QW. In this regime, the spin-orbit interaction cannot be treated as a weak perturba-
tion as it is done in common theoretical calculations. We estimated the characteristic
field Bso,[011¯] = 0.05T, where the WAL positive magnetoresistance should turn into
the WL negative magnetoresistance, [17]. The value of Bso is beyond the transport
field Bt,[011¯] = 0.03T, for which the theory is valid. This explains qualitatively why
we observed only the WAL dip without the WL peak in the longitudinal magnetore-
sistance, cf. red curve in Fig. 5.15(a).
The second case, where τt < τso  τϕ, corresponds to the more com-
mon regime. The characteristic field Bso,[011] = 0.03T is within the transport field
Bt,[011] = 0.30T. The shape of the low-field magnetoresistance indicates that the
sharp WAL resistance minimum is superimposed on a broader WL resistance peak,
see Fig. 5.15(a). Similarly, the diagonal directions [001] and [010], shown in Fig.
5.15(b), belong to the normal regime. In summary, both discussed regimes are rec-
ognizable in the form of the longitudinal-magnetoresistance curve in the vicinity of
B = 0T and in comparison of the spin-orbit and transport scattering times. We no-
ticed that this anisotropy was maintained at all measured temperatures from 20mK
to 4.2K.
For completeness it should be mentioned that Koga et al. [63] revealed
a transition from the positive (WAL) to negative (WL) magnetoresistance as they
tuned the structure inversion asymmetry of the InGaAs QW. The authors demon-
strated that with decreasing degree of SIA of the QW the spin-orbit interaction was
reduced (τso increased) and the WAL minimum changed to WL peak, see also Fig.
2.5(b). Here, we report a clear change of the shape of the magnetoresistance curve,
if measured along different crystallographic directions. To the best of our knowl-
edge, such a dependence of the WAL on crystallographic direction was not shown
in literature yet and is missing also in the theoretical predictions.
Finally, we determined the phase-coherence length of holes in these het-
erostructures with high indium content. From the expression lϕ =
√
Dτϕ, the phase-
coherence length is lϕ,[011] = 0.5μm, lϕ,[011¯] = 0.6μm in sample A and lϕ,[011] =
0.3μm, lϕ,[011¯] = 0.9μm in sample B at 700mK. The results are comparable with a
similar structure doped with manganese, [156]. It demonstrates that the fabrication
of phase-coherent devices on these heterostructures is possible.
In conclusions, the indium-containing heterostructures exhibit a very
strong WAL resistance minimum. To quantitatively analyze the WAL effect, we
used the HLN theory, which excellently matched with the experimental data. In the
first part, we studied the temperature dependence of the characteristic scattering
times. The phase-breaking rate was found to increase as ∼ T for T < 1K and as
∼ T 2 for T > 1K. The linear dependence of 1/τϕ originates in the hole-hole scat-
tering with small-energy transfer. Meanwhile, the quadratic increase of 1/τϕ can be
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sign of both: hole-phonon scattering or hole-hole scattering with large-energy trans-
fer. The spin-orbit scattering time remains constant up to 4K and then it starts to
decrease with increasing temperature. In the second part, we described a peculiar
anisotropy of the phase-coherent transport. Depending on the crystallographic di-
rection of current flow either a WAL dip superimposed on WL peak or only a WAL
dip was developed in the longitudinal magnetoresistance.
5.4.4 Hole-hole interaction induced magnetoresistance
Apart from the SdH oscillations, the second most obvious feature in the longitudinal-
resistance curve is the negative parabolic magnetoresistance in the intermediate
field range. It was observed in all indium-containing samples along all investigated
crystallographic directions. Moreover, it depends strongly on the temperature, as
shown in Fig. 5.10(a).
There are several sources of a negative magnetoresistance reported on 2D
systems such as a quasiclassical memory effect [157], a weak localization [158], or an
electron-electron interaction effect [126, 127]. To identify which effect is the cause
of the strong parabolic background in our samples, we compared their T - and B-
dependencies with our observations. A parabolic shape of the negative magnetoresis-
tance can be induced by the electron-electron interaction effect or the memory effect.
Since we observed strong T -dependence of the parabolic background, the memory ef-
fect, which was reported to be temperature-independent at low temperatures [126],
can be excluded as possible origin. Further, a negative magnetoresistance can be
caused by weak-localization effect. However, the weak localization as a quantum
interference of time-reversed paths is suppressed already by a weak magnetic field.
This is in contrast to our measurements, where the parabolic background spreads
out to ±3 or ±6T, depending on the sample. Nevertheless, we already observed in-
dications of the weak-localization peak, which superimposed at low magnetic fields
the negative parabolic magnetoresistance, see Section 5.4.3.
On the basis of these considerations, we attributed the effect observed
in our samples to the electron-electron interaction in the diffusion channel. The
theoretical description was done by Altshuler and Aronov [124] and it was confirmed
by investigations on 2DEGs in GaAs/AlGaAs [125, 159], or GaN/AlGaN [158, 155],
heterostructures. Since, there is no equivalent theory for the 2D holes, we applied the
theory developed for electrons on our 2DHG to evaluate the hole-hole interaction
effect. In the following, we used the method introduced by Choi et al. [125] to
calculate the hole-hole interaction time τhh. The magnetoresistance can be written
as [158]:
ρxx(B) = ρ
2
0(ω
2
cτ
2 − 1)δσhh. (5.5)
Here, ρ0 = 1/σ0 is the Drude resistivity and τ is the Drude scattering time. From
perturbation theory, the correction to the Drude conductivity σ0 caused by the
hole-hole interaction in the diffusion channel is given in 2D as [125]:
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(b)
Figure 5.16: (a) Longitudinal magnetoresistance of sample A (solid lines) and linear fits
according to Eq. 5.5 (dashed lines) as a function of B2 along the [011] direction for temper-
atures between 50mK and 1K. (b) Slope γ of the linear fits in (a) plotted versus ln(1/T ).
The red line represents the fit with Eqs. 5.5 and 5.6.
The Hartree factor F represents an angular average over the statically screened
Coulomb interaction F =
∫
dθ
2π
(1 + 2kF
κ
sin( θ
2
))−1, kF is the Fermi wave vector and κ
is the inverse screening length in 2D.
In order to quantitatively describe our measurements, we have to specify
the temperature regime first. The theory (Eq. 5.6) is valid in the diffusive regime,
where kBTτt/ < 1. Using the transport scattering time τt, listed in Table 5.5, the
expression kBTτt/ takes values from 0.001 to 0.05  1 in the temperature range
between 20mK and 1K, respectively. Thus, the condition of the diffusive transport
is satisfied and we can apply Eq. 5.6. In Fig. 5.16(a), ρxx is plotted as a function
of B2 for a variety of temperatures and follows a clear linear dependence (see Eq.
5.5) with a slope γ. The slope γ is temperature-dependent as a function of ln(1/T ),
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shown in Fig. 5.16(b). Combining Eq. 5.5 and Eq. 5.6 we fitted the data in Fig.
5.16(b) and evaluated the interaction time τhh. The factor F was the second fitting
parameter.
The experimental data were analyzed also in relation to the crystallo-
graphic direction. For sample A containing x = 0.75 indium we obtained the inter-
action time of τhh,[011¯] = 2.2 ps along the [011¯] and a lower value of τhh,[011] = 2.0 ps
along [011] direction. Interestingly, the diagonal directions [010] and [001] achieve
the same hole-hole interaction time of τhh,[010],[001] = 1.7 ps. The accuracy estab-
lished from the fitting procedure is ±0.1 ps. Further, we investigated this effect
also in sample B with x = 0.60 indium. Here, the calculated interaction times
are: τhh,[011¯] = 0.87 ps and τhh,[011] = 0.83 ps along the orthogonal directions [011¯]
and [011] respectively, determined with an accuracy of ±0.07 ps. In full agreement
with the previous results, we got the longest hole-hole interaction time along the
high-mobility direction [011¯]. For all fitting procedures the Hartree factor F stays
in the range between F = 1.5 to 1.7. In an AlGaAs/GaAs 2DEG of much higher
mobility, the Hartree factor was reported to be F = 0.45 [125] and F = 0.25 in
an AlGaN/GaN 2DEG, [158]. In addition, we evaluated the hole-hole interaction
effect in samples with low indium content, too. The results on samples with dif-
ferent indium content are summarized in Fig. 5.17. We found that τhh rises with
increasing hole density even by one order of magnitude. This is supported by the
fact that the negative parabolic magnetoresistance is diversely pronounced in differ-
ent samples. While in sample A the parabolic background spreads out in the range
of approximately ±6T, in sample C it reaches only to ±3T corresponding to the
long/short interaction time τhh in sample A/sample C, respectively. The data in
Fig. 5.17 seem not to show any dependence on the indium content. Moreover, with
higher hole density, τhh increases pointing out decreasing hole-hole interactions. To
our best knowledge, a density dependence of the hole-hole interaction time was not
investigated in literature yet.
The strength of the carrier-carrier interaction in 2D systems is usually pa-
rameterized by the interaction parameter rs. It is defined as the ratio of the Coulomb
energy to the Fermi energy and depends on the carrier density and effective mass
as rs ∝ meff /√p, [8]. From this, it follows that the importance of the interactions
increases as the hole density decreases. This fact is widely used and 2DHGs of high
effective mass and low hole density are prepared to study the physics of strongly
interacting many-body systems, [70, 8, 108]. We found that the hole-hole interac-
tion time is short in low-density samples and long (even of one order of magnitude
longer) in samples with high hole density.
In contrast to the manganese-doped 2DHGs, where the presence of two
different slopes in the plot of γ versus ln(1/T ) was reported, [85], the slope in Fig.
5.16 is well-defined and single-linear. Wurstbauer et al. explained the behavior in
Mn-doped samples as the phase transition from a paramagnetic to a ferromagnetic
phase, which occurs at a transition temperature T = 600mK. Unlike the magnetic
manganese doping, our non-magnetic carbon doping is not expected to cause such
an effect.
In conclusion, the strong negative parabolic magnetoresistance which
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Figure 5.17: Hole-hole inter-
action time τhh versus hole
density p, determined along
[011] direction. The points
correspond to samples A -
D having different In content
and different carrier density.
The error bars were esti-
mated from the fitting proce-
dure, see text.
dominates the ρxx curve in the intermediate field range can unambiguously be at-
tributed to the hole-hole interaction in the diffusion channel, mainly due to its B2-
and ln(1/T )-dependence on the magnetic field and the temperature, respectively.
Comparing different samples, we found that the calculated τhh increases rapidly
with the hole density, and also the parabolic background becomes more pronounced,
pointing out the important role of the carrier density on the strength of the hole-hole
interaction.
5.4.5 Crystal direction anisotropy of transport parameters
In the previous sections we discussed the magnetotransport properties of the In-
containing heterostructures. For these measurements, a strong anisotropy of the
zero-field resistivity and related hole mobility was observed. This phenomenon will
be investigated in this section.
As the main scattering sources limiting the low-temperature mobility
in the InxGa1−xAs/InxAl1−xAs heterostructures, ionized-impurity scattering (due
to the background impurities and remote acceptors) and alloy-disorder scattering
(originating in the random incorporation of the indium and gallium atoms into the
crystal lattice of the ternary compound) were reported, [160, 82, 161, 162, 163].
Alloy-disorder scattering is most dominant in the InxGa1−xAs QW and can be elim-
inated by inserting an InAs channel as a binary compound into the QW. This led
to an enhancement of the electron mobility, see Ref. [83, 82].
Since both mentioned scattering mechanisms are isotropic, there must be
another anisotropic scattering mechanism responsible for the pronounced differences
in the carrier mobility in dependence on the crystallographic direction of the current
flow, which was also observed in 2DEGs and manganese-doped 2DHGs in similar
heterostructures, [85, 161]. The highest mobility was determined along the [011¯] di-
rection, the lowest along [011]. In literature, different explanations for this behavior
can be found. First, the anisotropy is attributed to the anisotropic spatial variations
in the residual strain, which are correlated with the cross-hatch morphology of the
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(a)
(b)
Figure 5.18: (a) Longitudinal and (b) Hall resistance of sample B, measured at 280mK
along [011], [011¯], [001] and [010] crystal directions.
surface. It is thought to come from the asymmetric in-plane strain relaxation con-
comitant with nonuniform misfit dislocation densities [164, 165, 166, 130, 167, 135].
Second, the origin can also be interface roughness scattering due to the cross-hatch
pattern, which exhibits different periodicities of undulation along the [011] and [011¯]
directions in these heterostructures, [79, 160, 163]. Third, a recent study presented
by Ercolani et al. [80] shows that there are variations in the indium concentration
of the ternary alloy of about 5% correlated with the cross-hatch morphology of the
surface. The authors demonstrated that these fluctuations induce a periodic modu-
lation of the conduction-band-edge energy. Fourth, piezoelectric effects may occur in
presence of shear strain, [165, 168, 169], or due to a combination of lattice mismatch
and interface roughness, [170], and can act as an additional scattering source.
We investigated the transport properties in the L-bar geometry not only
of the standard [011] and [011¯] crystal directions but also of the diagonal [010] and
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[001] directions, not reported in literature yet. For demonstration of the dependence
of the longitudinal and transversal magnetoresistance on the crystallographic direc-
tion of the current flow, we chose sample B with x = 0.60 indium containing a 2 nm
thick InAs channel embedded in the In0.60Ga0.40As QW. However, qualitatively the
same behavior was observed in all samples. The SdH and Hall measurements at
280mK done on L-shaped Hall bars are shown in Fig. 5.18.
Crystal direction anisotropy in longitudinal magnetoresistance
The ρxx curves exhibit strongly different values depending on the crystallographic
direction, see Fig. 5.18(a). We found the highest zero-field resistivity (lowest μ)
along the [011] direction and in turn the lowest resistivity (highest μ) was achieved
along the [011¯] direction. The difference exceeds ∼ 70%. Interestingly, the ρxx curves
along [010] and [001] are almost identical having intermediate values of the zero-field
resistivity and hole mobility, see Table 5.7. The high-mobility 2DHGs discussed in
Chapter 4 exhibited a resistivity anisotropy ≤ 10% between the [011] and [011¯]
directions. The resistivity anisotropy is directly reflected in the hole mobility: in
comparison to the [011¯] direction, the hole mobility is reduced along [011] by about
70% and along [001] and [010] by about 47%, 48%, respectively.
AFM investigations discussed in Section 5.1.1 have shown that the sur-
faces of the In-containing samples exhibit a cross-hatch pattern with strongly aniso-
tropic parameters, see Fig. 5.19. Table 5.7 and Table C.1 in Appendix C compare
the roughness parameters and transport properties along a particular direction and
show that both are directly correlated. The high mobility direction [011¯] exhibits
long periodicity of 2.4μm with a very low RMS roughness of 1.8 nm. These facts
point to a rather smooth modulation of the 2DHG along this direction. In contrast,
the [011] direction exhibits a short periodicity of 0.76μm accompanied with high
RMS roughness of 3.4 nm. Probably, this leads to enhanced scattering of holes along
this direction resulting in an increase of the zero-field resistivity and a reduction of
the mobility as a consequence. Along both diagonal directions [010] and [001], we
found intermediate periodicity of 1.2μm with intermediate RMS roughness. This
is in good agreement with the transport properties, where both directions reveal
intermediate hole mobility. In summary, the reduced periodicity of the cross-hatch
Crystal p ρxx(B = 0T) μ RMS roughness Periodicity
direction (1012 cm−2) (Ω) (cm2/Vs) (nm) (μm)
[011] 0.9 3120 2100 3.4± 0.5 0.76± 0.05
[011¯] 0.9 970 7000 1.8± 0.3 2.4± 0.3
[001] 0.9 1840 3700 2.6± 0.4 1.2± 0.1
[010] 0.9 1840 3600 2.3± 0.4 1.2± 0.1
Table 5.7: Table of magnetotransport properties recorded at 280mK and surface morphol-
ogy parameters of sample B.
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Figure 5.19: (left) AFM image
revealing the cross-hatch mor-
phology of the surface of sam-
ple B. The grey scale goes
from (black) -29 nm to (white)
27 nm. (right) 2D Fourier trans-
formation of the surface (left)
clearly showing different period-
icities along the [011] and [011¯]
directions.
morphology along [011] of 68% and along [001] and [010] of 50% in analogy to [011¯]
corresponds well to the variations of the hole mobility, see above. The AFM images
indicate that the transport characteristics are correlated with the reduced periodic-
ity of the cross-hatch morphology. Now we will treat the most important anisotropic
scattering mechanism in more detail.
First, we will consider interface roughness scattering. Since all In-contain-
ing heterostructures have a one-sided-doped QW, which is strongly asymmetric, the
hole wave function penetrates into the spacer layer, see calculations of the band
structure in Fig. 5.21. Hence, the 2D holes are strongly influenced by the interface
morphology. AFM investigation of the surface confirm a cross-hatch pattern of sig-
nificant anisotropy. Because the cross-hatch pattern is a direct consequence of the
buffer layer growth, all interfaces in the active layer are modulated in such a way.8
As a consequence, the non-isotropic topography of the QW/spacer interface can
modulate the 2DHG and introduce an additional scattering potential.
Second, according to the calculations in Ref. [80], the interface roughness
scattering itself cannot explain the observed anisotropy because it provides only
a small contribution to the observed anisotropy. Thus, we decided to investigate
all In-containing structures. Below, we will examine only the orthogonal directions
[011¯] and [011] demonstrating the most pronounced differences. In order to compare
different samples, we defined the mobility anisotropy as Δμ = (μ[011¯]−μ[011])/μ[011¯].
In Fig. 5.20, Δμ is plotted in dependence on the thickness of the InAs channel
embedded in the InxGa1−xAs QW, for samples with different indium content x.
Most samples exhibit a very high anisotropy of Δμ = 60 − 75%. Interestingly, in
sample A the anisotropy was almost completely suppressed by the introduction of
a relatively wide InAs channel into the QW.
For a better understanding of this phenomenon, we calculated the valence-
band edge and the carrier density profile using the 8 × 8-band k · p method; for
further information see Sections 3.5 and 5.3. Fig. 5.21 illustrates three examples of
different QW designs: (a) an In0.40Ga0.60As QW, without channel, sample C, (b) a
2 nm thick InAs channel in the In0.75Ga0.25As QW, sample E, and (c) a 4 nm thick
InAs channel in the In0.75Ga0.25As QW, sample A. In all cases, only the first sub-
band is occupied. In the case (a), the density profile is localized in the QW and
8The surfaces of the buffer-layer samples, grown in this work, were studied by M. Lohr using
X-ray diffraction, [98]. All samples exhibited cross-hatch patterns.
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Figure 5.20: Mobility
anisotropy of samples with
different indium content
plotted according to the width
of the InAs channel. The
thickness of 0 nm corre-
sponds to the InGaAs QW
without an InAs channel.
its maximum is positioned near the barrier/QW interface. On the contrary, in the
cases (b) and (c), the maximum of the density profile is located in the channel region
while its tails penetrate strongly into the surrounding QW.
On the basis of these investigations, we can explain the reduced anisotropy
in sample A. According to Ref. [80], variations of the In concentration correlated with
the interface morphology can take place in the ternary compound of the InxGa1−xAs
QW. This leads to a modulation of the valence-band-edge energy, [80]. Since in our
case the interface exhibits the cross-hatch morphology, which is strongly anisotropic
as discussed before, in analogy to Ref. [80] it results in anisotropic transport prop-
erties. The insertion of the InAs layer reduced the mobility anisotropy, because in
a binary alloy, no compositional fluctuation can occur. In sample A, about 83% of
the density profile is concentrated in the binary compound and only about 17%
penetrates into the surrounding QW, see Fig. 5.21(c). This results in low mobility
anisotropy only of Δμ ∼ 20%. In contrast, about 59% of the density profile of sam-
ple E lies within the 2 nm wide channel and about 41% percolates into the ternary
compound of the QW, where it is influenced by the compositional fluctuations, see
Fig. 5.21(b). This explains why sample E shows such a high anisotropy of Δμ ∼ 62%
despite the embedded InAs channel. Furthermore, embedding a thicker InAs chan-
nel also led to the reduction of the alloy disorder scattering, [83], and resulted in an
enhancement of the overall hole mobility, discussed in Section 5.1.2.
Third, important information about the strain relaxation in sample B
was achieved from X-ray diffraction measurements, done in cooperation with M. Utz.
The indium concentration in the active layer was evaluated as (57.5 ± 1.4)% with
the relaxed lattice constant a = (5.890± 0.005) A˚, which is in good agreement with
the supposed x = 0.60 indium content from the indium cell calibration, see Section
5.1. The results show that the crystal lattice relaxes anisotropically with different
lattice constants a[011¯] = 5.884 A˚ > a[011] = 5.867 A˚. Told in another way, along
the [011¯] direction the lattice is almost completely relaxed with a relaxation degree
of 97.5%, but the [011] direction is still compressively strained with a relaxation
degree of 90.4% pointing out anisotropic strain. The lattice constant in the growth
108 Chapter 5. Carbon-doped InAlAs/InGaAs/InAs heterostructures
(a) 0nm InAs channel (b) 2nm InAs channel
(c) 4nm InAs channel
Figure 5.21: Valence-band edge (black line) relative to the Fermi energy (red line) and
carrier density profile (shaded area) for the QW (a), (b) and (c) of sample C, E and A,
respectively; as calculated using the 8 × 8 -band k · p method. The grey lines indicate the
2D subband energies in the QW.
direction (perpendicular to the plane of the 2DHG) was estimated as a = 5.904 A˚.
This indicates that there are anisotropic spatial variations in the residual strain in
sample B, which can contribute to the observed transport anisotropy.
In conclusion, we identified three anisotropic scattering mechanisms in
our In-containing heterostructures, which come from: interface roughness, varia-
tions of the In concentration in the ternary alloy modulated by the cross-hatch
morphology, and anisotropic strain relaxation. We demonstrated that the mobility
anisotropy can be significantly reduced by embedding a relatively wide InAs channel
into the QW. However, some residual anisotropy stays present owing to the leakage
of the carrier density profile into the surrounding QW. Finally, we wish to emphasize
that not only the hole mobility and the zero-field resistivity exhibit a dependence
on the crystallographic direction, but also other parameters, such as the transport
scattering time, the quantum scattering time, the hole-hole interaction time or the
weak-antilocalization effect, as was shown in the previous sections.
5.4. Magnetotransport measurements 109
Crystal-direction anisotropy in Hall resistance
Fig. 5.18(b) displays the transversal magnetoresistance of sample B recorded along
different crystallographic directions. As expected, the Hall curves measured along
[011] and [011¯] start at zero resistance at zero magnetic field. Interestingly, this was
not the case if the current was applied along the diagonal directions [001] and [010].
Here, the Hall resistance is shifted from 0Ω at B = 0T to ρxy = 1180Ω along
[010] and to the opposite direction of ρxy = −1130Ω along [001]. Thus, there is
some Hall voltage already at B = 0T. The symmetry of the offset is surprising.
We want to stress that this behavior was observed in other samples, too. Usually
the offset voltage is a sign of the not-exactly-opposite-made contacts, which result
in some contribution of the longitudinal resistance to the Hall resistance. But in
our case of the L-bar structures, fabricated by optical lithography, this explanation
seems to be highly improbable. A possible origin of the offset voltage may be the
asymmetry of the cross-hatch morphology exhibiting different periodicities along
the main directions [011] and [011¯]. From Figs. 5.19 and 5.4 it is apparent that the
orthogonal directions [011] and [011¯] exhibit a mirror symmetry. The grating on
the surface proceeds parallel to these directions. On the contrary, for the diagonal
directions [001] and [010], which are rotated of 45◦ to the cross-hatch pattern, the
mirror symmetry is broken. Possibly, the holes passing along these crystal directions
can be scattered to the opposite side of the Hall-bar structure already at B = 0T
resulting in the non-zero Hall voltage. Hence, there must be direction-dependent
scattering originating in the asymmetry of the cross-hatch morphology. Further,
piezoelectric effects and applied strain were also reported to cause an offset voltage,
[171].
As a consequence of the offset, the quantum Hall plateaus arise at other
resistance values than observed along [011] and [011¯] directions and expected from
the relationR = RH/ν for a given hole density. In addition, the plateaus exhibit some
non-typical shape, see Fig. 5.18(b). An overshoot of the quantum Hall resistance at
integer filling factors was reported on InGaAs/InP by Ramvall et al. [162] and on
Si/SiGe heterostructures by Sailer et al. [172]. In the latter, the authors presented a
model of the integer quantum Hall effect based on a screening theory and explain this
anomalous phenomenon as confinement of current into the co-existing evanescent
incompressible strips of different filling factors.
5.4.6 Magnetotransport on inverted-doped structures
In order to compare our carbon-doped structures with the manganese-doped struc-
tures from Ref. [24], and to get more information about carbon diffusion, we pre-
pared C-doped inverted structures, where the carbon-doping layer was grown be-
fore the QW. As demonstrative example we chose sample inv with a 1 nm strained
InAs channel symmetrically embedded in the 20 nm wide In0.50Ga0.50As QW. The
In0.50Al0.50As layer homogeneously doped with carbon is separated from the QW by
a 20 nm thick spacer layer, see Table 5.2. The layer sequence is schematically shown
in Fig. 5.3(c).
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Figure 5.22: Magnetotransport on the inverted-doped structure (sample inv) with x = 0.50
In content exhibiting a 2DHG confined in an InAs channel, measured at 1.3K.
Magnetotransport of sample inv was investigated in the van-der Pauw
geometry at low temperatures. Positive slope of the Hall curve verifies p-type con-
ductivity. The sample achieves a hole density of p = 3.8 × 1011 cm−2 and a hole
mobility of μ = 4500 cm2/Vs at 1.3K. The ρxx and ρxy curves are shown in Fig.
5.22. In the Hall resistance, the Landau quantization leads to distinct quantum Hall
plateaus at even filling factors ν = 4, 6, 8. Similarly to normal-doped structures,
the longitudinal resistance of sample inv can be separated into three ranges accord-
ing to the magnetic field. At higher magnetic fields, the SdH oscillations dominate.
Between ±3T, the ρxx curve is superimposed by a negative parabolic magnetore-
sistance, which arises due to the hole-hole interaction effect. Finally, at very low
magnetic fields, there is an apparent weak-antilocalization dip. Its presence con-
firms that also in this sample the spin-orbit interaction is very strong. All these
effects were extensively described on the normal-doped structures in Sections 5.4.4
and 5.4.3. In summary, the magnetotransport data of the inverted-doped structure
do not show any deviation with regard to the normal-doped samples. Moreover, we
can assume that the carbon segregation and diffusion is very low in these ternary
compounds as it demonstrates comparably high hole mobility. If the carbon diffused
during the growth process into the QW, the hole mobility of the 2DHG would be
substantially reduced due to enhanced scattering on ionized impurities.
Unlike the manganese-doped inverted structures studied in Ref. [25, 24],
no such dramatic increase of the low-field resistance, corresponding to the insulator-
to-metal transition driven by a magnetic field, appeared in our samples. Instead of
the strong hole localization, we observed sharp WAL. The absence of this feature in
our nonmagnetic carbon-doped heterostructures confirms that it can be assigned to
the magnetic nature of the manganese impurity. Furthermore, asymmetric broad-
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ening of the manganese-doping layer was reported in InAlAs/InGaAs/InAs het-
erostructures and the presence of Mn ions in the QW was unambiguously detected
by SIMS9 analysis [173]. The diffusion of manganese is well-known, [174, 175]. On
the contrary, previous studies on GaAs verified that carbon shows low diffusion
and segregation, [92]. Following the results of our inverted-doped structure carbon
segregation and diffusion is supposed to be low also in the In-containing compounds.
In conclusion, we have shown that carbon doping is widely applicable
and makes it possible to produce even inverted-doped structures exhibiting a high-
quality 2DHG with quantized transport phenomena. This example of a sample with
an x = 0.50 indium content in the active layer has demonstrated that the strained
InAs channel can be embedded even in QWs with low indium content without
causing serious damage of the crystal structure. The results point out low carbon
segregation and diffusion, which is an important advantage for future applications.
5.5 Engineering of the spin splitting in the In-
containing heterostructures
Now, we will report our results on tuning the spin splitting by performing a simple
change in the structure design. Both sample A and sample C were extensively stud-
ied experimentally (Section 5.4) and theoretically (Section 5.3). The investigations
revealed strong spin splitting of the uppermost HH subband in sample C. On the
contrary, no indication of spin splitting was experimentally observed in the mag-
netotransport measurements of sample A. In the calculations of its valence-band
structure only small spin splitting occurred. This is in stark contrast to theoretical
expectations concerning the high In content and the spin splitting presented in Ref.
[15]. In this section the interesting phenomenon will be examined in detail.
The structure of sample A is much more asymmetric due to the smaller
spacer layer of only 5 nm in comparison to the 20 nm spacer in sample C. The lower
the thickness of the spacer layer the higher is the electric field Ez perpendicular
to the 2DHG-plane in the sample and also the Rashba spin splitting, which is in
first order proportional to Ez (see Eq. 2.17) and for ssd-QW Ez ∝ p. This is further
supported by the enhancement of the 2D hole density. In sample A, the hole density
exceeds p = 1.1× 1012 cm−2, which is twice as high as those obtained in sample C,
p = 0.47× 1012 cm−2. According to Ref. [15], the spin splitting of the HH states in
the QW increases with the total density as Δp/p ∝ p3/2 in the cubic approximation.
Moreover, the indium content in the active layer plays an important role. Since
with more indium the spin-orbit coupling increases, the spin splitting should be
more pronounced in sample A with x = 0.75 indium than in sample C containing
x = 0.40. On the basis of these considerations, one would expect very strong spin
splitting in sample A. Interestingly, this is not the case.
Here, we reduced the spin splitting of the HH subband in sample A,
embedding a thin InAs channel into the In0.75Ga0.25As QW. As a consequence of
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Figure 5.23: Calculated valence-band
structure of sample A with x = 0.75
indium with (solid lines) and without
(dashed lines) a 4 nm thick InAs channel
embedded in the In0 .75Ga0 .25As QW. EF
marks the Fermi energy. The presence
of the InAs channel crucially influences
the HH-LH separation and the Rashba-
induced spin splitting. In the simulations
the BIA was not included.
the enhancement of the quantum confinement due to the only 4 nm thick channel,
the gap between the HH and LH subband increased rapidly. This is obvious from
the simulations of the subband structure done with the 8 × 8-band k · p method,
compare Fig. 5.8(a) with (b). For better illustration we simulated the valence-band
structure of the sample A without the InAs channel (the simple In0.75Ga0.25As QW).
Fig. 5.23 summarizes both cases of sample A. Without the InAs channel the HH and
LH subbands are much closer to each other and their distance decreased to 13meV
at the Γ point. Moreover, the dispersion demonstrates significant spin splitting,
which exceeds 6meV for the HH subband at the Fermi level. This unambiguously
confirms that the InAs channel crucially influences the spin splitting introduced by
the Rashba effect. We want to note that in the nextnano3 theoretical simulations
the BIA term was not included. Furthermore, the calculations, displayed in Fig.
5.21(c) for sample A, show that only the HH subband is present in the InAs channel;
sample C is shown in Fig. 5.21(a). The LH subband is pushed far away and percolates
into the surrounding In0.75Ga0.25As QW. According to Ref. [15], the Rashba spin
splitting of the HH states depends in contrast to electrons not only on the electric
field Ez but also on the separation between the HH and LH subbands. The Rashba
coefficient of the uppermost HH subband is given by [61]:
βhR,1 =
e4
m20
aγ3(γ2 + γ3)
[
1
Δhl11
(
1
Δhl12
− 1
Δhh12
)
+
1
Δhl12Δ
hh
12
]
, (5.7)
where γ2 and γ3 are the Luttinger parameters and Δ
νν′
λλ′ ≡ Eνλ − Eν′λ′ where Ehλ and
E lλ are the energies of the λth HH and LH subband, respectively. The numerical
prefactor is equal to a = 64/9π2 for an infinitely deep rectangular QW. It follows
that an increasing HH-LH separation Δhl11 gives rise to a decreasing Rashba coefficient
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βhR,1. Indeed, the spacing between HH and LH subband increases from Δ
hl
11 ≈ 9meV
in sample C to the enormous Δhl11 ∼ 60meV in sample A, cf. Fig. 5.8.
Our results confirm, that the HH-LH splitting reduces the Rashba coef-
ficient and so overcomes the enhancement of the electric field and indium content
in sample A concerning the Rashba-induced spin splitting. In conclusion, we have
shown that in these In-containing heterostructures, where pronounced spin splitting
is expected due to the strong spin-orbit interaction and high electric field, a small
change in the design of the structure can suppress the spin splitting. For design of
future spintronics devices, this simple trick can be of high importance.

Chapter 6
Conclusions
In this work, we investigated very high quality carbon-doped two-dimensional hole
gases (2DHGs) in III-V semiconductor heterostructures; their molecular-beam-epitaxy
(MBE) growth and magnetotransport properties. The first part compared high-
mobility GaAs/AlGaAs quantum wells (QWs) of a different heterostructure design.
These structures demonstrate excellent purity. In the second part, we studied asym-
metric InGaAs/InAlAs QWs. Their specific characteristic is high spin-orbit coupling.
Both the extreme high quality and the strong spin-orbit coupling are of special in-
terest for future spintronics applications.
The quality of a 2DHG is expressed by the hole mobility. We introduced
a concept of a double-sided-doped GaAs/AlGaAs QW (dsd-QW) structure with four
carbon-doping layers and optimized its layout, doping and growth parameters. In a
15 nm GaAs QW with a 80 nm wide Al0.25Ga0.75As spacer layer, we succeeded in ob-
taining a very high hole mobility μ = 2.1×106 cm2/Vs at 20mK with a hole density
of p = 1.9× 1011 cm−2. This value is on par with the current maximum reported in
literature, [8]. The ratio of transport scattering time and quantum scattering time
τt/τq ≈ 100 indicates that long-range scattering potential dominates in this struc-
ture. Although carbon is not expected to create DX centers, as the silicon impurity
does [22, 23], our investigations with illumination at low temperatures revealed per-
sistent variations of the hole density in consensus with previous reports in literature,
[20, 21]. Our experiments point out that some deep defect levels must be present in
the band gap. With a careful adjustment of the temperature profile during the MBE
growth we were able to produce samples exhibiting no persistent photoconductivity.
This directly corresponds to the highest hole mobility in experiment.
The new dsd-QW structure design enables to adjust the QW more sym-
metrically, especially for controlling the spin splitting. The additional doping layers
compensate surface states and substrate charges, respectively. Spin-splitting can be
caused by: (a) the Dresselhaus effect originating in the bulk inversion asymmetry
(BIA), (b) the Rashba effect, which comes from the structure inversion asymmetry
(SIA). The spin splitting increases with the wave vector. Although the Fermi wave
vector in the dsd-QW is substantially larger, the spin splitting of the heavy-hole
subband is much smaller than in the single-sided-doped QW (ssd-QW). Compari-
son with the multiband k · p simulations of the valence-band structure without the
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Dresselhaus term predict even smaller values of the spin splitting in the dsd-QW
than in experiment. Hence, we assume that the BIA provides the dominating con-
tribution to the spin splitting in this structure. In highly-doped ssd-QWs a relative
carrier imbalance Δp/p of up to 40% could be achieved. In all samples, we observed
an anisotropy in Δp/p between the [011] and [011¯] crystallographic directions. We
interpret this phenomenon as a superposition of Rashba and Dresselhaus effects.
Further, we reported a striking anisotropy in the thermally activated
transport of the fractional quantum Hall (FQH) states in the ssd-QW. Both highest-
quality samples of the dsd-QW and ssd-QW structure demonstrate a large number
of well-developed FQH states. From their temperature dependence we calculated
their activation gaps. In the ssd-QW the activation gaps substantially differ along
the [011] and the [011¯] crystallographic directions, reaching differences up to 40%
for the FQH state ν = 5/3. In contrast, the anisotropy vanishes in the dsd-QW.
Moreover, no anisotropy was reported in the activated transport in the known liter-
ature yet. The observed anisotropy-to-isotropy transition can possibly be driven by
changing the symmetry of the confinement potential from asymmetric to symmetric.
First theoretical calculations based on the model of dissipative conductance in FQH
states developed by d’Ambrumenil et al. [53] confirm the existence of two gaps [120].
Indium-containing ternary compounds are of importance for spintronics
applications due to their strong spin-orbit interaction, [11, 12]. A great success of this
work was the preparation of a carbon p-type doping in the InxAl1−xAs/InxGa1−xAs/
InAs heterostructures with high indium content x. Since carbon is a group IV mem-
ber it can incorporate as acceptor (in GaAs) or donor (in InAs) in III-V semiconduc-
tor compounds. QW structures with a variety of In content x exhibit conductivity-
type inversion from p- to n-type between x = 0.60 and x = 0.75. The C-doped
2DEGs with x = 0.75 indium content are of good quality exhibiting quantized
transport phenomena. In order to get p-type conductivity also in the structure with
x = 0.75 indium we developed a digital-alloy-doping design. In this way we suc-
ceeded in growing a 2DHG with a hole density of p = 1.1 × 1012 cm−2 and a hole
mobility of μ = 7200 cm2/Vs at 20mK in an In0.75Al0.25As/In0.75Ga0.25As QW with
an embedded InAs channel. The transport measurements highlight well-pronounced
quantum Hall states.
All In-containing samples show very distinct weak-antilocalization (WAL)
resistance minima, which signal the presence of spin-orbit interaction in these sys-
tems. The WAL data were excellently fitted with the Hikami-Larkin-Nagaoka the-
ory providing the phase-coherence time τϕ and the spin-orbit scattering time τso.
The phase-coherence time over a wide temperature range exhibited two functional
dependencies on T . At low temperatures (T < 1K) the phase-breaking rate is gov-
erned by hole-hole scattering with small-energy transfer. However, at higher tem-
peratures both hole-phonon scattering and hole-hole scattering with high-energy
transfer can contribute to hole dephasing. We found long phase-coherence lengths of
lϕ ≈ 0.5− 0.9μm. Our experimental data show a change of the spin-orbit scattering
time with temperature, though it is typically supposed to be temperature indepen-
dent. In the heterostructure with x = 0.60 indium content, we revealed a peculiar
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anisotropy of the quantum-interference-related phenomena. According to the crys-
tallographic direction of the current flow either a WAL minimum superimposed on
a weak-localization peak or only a WAL minimum developed in the longitudinal
magnetoresistance.
The intermediate B-field range of the longitudinal magnetoresistance is
dominated by a strong negative parabolic magnetoresistance spreading out up to
±6T. Due to its B2- and ln(1/T )-dependence, we attribute it to the hole-hole inter-
action effect. The calculated hole-hole interaction time τhh increases with increasing
hole density.
The magnetotransport data of the In-containing heterostructures exhibit
a strong anisotropy in all transport parameters such as: μ, τt, τq, τhh, τϕ, τso concern-
ing the crystallographic directions [011], [011¯], [001] and [010]. We identified three
anisotropic scattering mechanisms, which came from: (a) the interface roughness, (b)
variations of the In concentration in the ternary alloy modulated by the cross-hatch
morphology, and (c) anisotropic strain relaxation. Further, we demonstrated that
the mobility anisotropy can be significantly reduced by embedding an InAs channel
into the InGaAs QW.
Our investigations on inverted-doped structures confirm that carbon dop-
ing makes it possible to produce inverted structures exhibiting a good-quality 2DHG
with a hole density of p = 3.8×1011 cm−2 and a hole mobility of μ = 4500 cm2/Vs in
an In0.50Al0.50As/In0.50Ga0.50As/InAs QW. This points out that carbon segregation
and diffusion is rather low in these material compounds.
Finally, we highlighted the ability to engineer the spin splitting in the
In-containing heterostructures by slightly changing the structure design. Against
expectations, we reduced the spin splitting of the heavy-hole subband in a strongly
asymmetric heterostructure with a high hole density and a high indium content
x = 0.75 by embedding a thin InAs channel into the In0.75Ga0.25As QW. The reason
is that the Rashba coefficient does not only depend on the electric field, but also
on the heavy-hole-light-hole separation, which can be enormously enhanced (up
to Δhl11 ∼ 60meV) owing to the high quantum confinement in the 4 nm thin InAs
channel. Moreover, we demonstrated that—concerning the spin splitting—this effect
can overcome the contribution of the high electric field and of the strong spin-orbit
interaction due to the high indium content. For the design of future spintronics
devices this simple trick can be of high importance.
In conclusion, we have shown that carbon is very promising doping ma-
terial for spintronics. As an acceptor impurity it is widely applicable and allows to
produce 2DHGs of excellent quality in a broad spectrum of different III-V semicon-
ductor heterostructures.

Appendix A
Processing of Hall-bar structures
1. Optical lithography
• Scribe (with tungsten carbide needle) and break 4mm × 5mm piece of
sample from the wafer
• Standard cleaning in acetone and isopropanol baths
• Spin coating of the sample with a photoresist S1805
– Spin on: 4600 rpm for 35 s
– Soft bake: hotplate at 90◦C for 2min
• Exposure to UV light for 35 s in a mask aligner
– LW mask(width = 200μm, length = 1600μm)
– #43 mask(width = 200μm, length = 1000μm)
• Develop: Microposit 351 Developer : H2O = 1 : 4 for 40 s
• Stop in H2O for 40 s, dry with N2
• Wet chemical etching for 1min 30 s
– Acetic acid (100%): H2O2(30%) : H2O = 5 : 1 : 5
– Stop in H2O for 40 s, dry with N2
• Standard cleaning of the sample
• Check of the etched depth with profilometer
2. Ohmic p-contacts
• Make a scratch on the contact pads of the sample with a tungsten carbide
needle
• Put a drop of the InZn mixture (4-6% Zn, In 6N) on the scratches
• Alloy the sample at 360◦C in a forming-gas atmosphere for 90 s with a
ramp of 60 s
3. Completion of the sample
119
120 Chapter A. Processing of Hall-bar structures
• Solder the gold wires on contact pads of the sample with the InZn mixture
• Fix the sample on the carrier with the vacuum grease
• Solder the gold wires on the pins of the carrier
Appendix B
Fourier transformation of the SdH
oscillations
Due to the bulk and structure inversion asymmetry, the HH subband is splitted in
two spin subbands of different Fermi wave vectors kF1, kF2 and different hole densi-
ties p1, p2 as well. This manifests itself in the magnetotransport as a beating pattern
of the SdH oscillations in the range of low magnetic fields. In fact it is a superpo-
sition of two different frequencies f1 and f2. Applying fast Fourier transformation,
the frequencies f1, f2 can be extracted and the hole densities can be calculated as,
[176, 33]:
p1,2 = (e/h) · f1,2 · gs, (B.1)
e is the electron charge, h is Planck’s constant, gs = 1 if the spin degeneracy of
the subband is lifted, and gs = 2 for a spin-degenerate subband. In this work, the
method, described in [177], was used. First, the data was corrected on the hysteresis
of the magnet (here ∼ 35mT) and then the interval between -0.5T and -0.1T was
cut out. Second, the parabolic background was subtracted and the data were scaled
versus 1/B. To increase the resolution of the Fourier transformation, a standard
procedure of padding data with zeros at both ends of the data set was applied. In
the Fourier spectrum of the low-field SdH oscillation, besides two peaks at f1, f2
also a third peak at the frequency ftot can be present. The frequencies satisfy the
relation f1 + f2 = ftot, which reflects the fact that the subband densities p1, p2 sum
up to the total density ptot. At high magnetic fields, the Zeeman splitting is more
dominant and there is only one peak at ftot to be found in the Fourier spectrum
corresponding. It corresponds to the total hole density. Due to the high effective
mass of holes in contrast to electrons in 2DEGs, the measurements were carried out
at a low temperature, 20mK. Otherwise, no beating pattern in the SdH oscillations
could be observed.
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Appendix C
Surface parameters of the
In-containing heterostructures
In content crystal RMS roughness period
x direction (nm) (μm)
0.75 [011] 2.0 ± 0.2 0.64 ± 0.02
(sample A) [011¯] 0.7 ± 0.1 1.23 ± 0.04
[001] 1.3 ± 0.1 0.97 ± 0.03
[010] 1.3 ± 0.1 0.95 ± 0.02
0.75 [011] 2.6 ± 0.7 0.42 ± 0.03
(sample E) [011¯] 1.1 ± 0.2 0.79 ± 0.04
[001] 1.5 ± 0.2 0.53 ± 0.02
[010] 1.7 ± 0.2 0.56 ± 0.02
0.75 [011] 2.8 ± 0.6 0.44 ± 0.02
(sample F) [011¯] 1.3 ± 0.3 0.70 ± 0.03
[001] 2.2 ± 0.5 0.62 ± 0.04
[010] 2.2 ± 0.3 0.62 ± 0.02
0.60 [011] 3.4 ± 0.5 0.76 ± 0.05
[011¯] 1.8 ± 0.3 2.4 ± 0.3
[001] 2.6 ± 0.4 1.2 ± 0.1
[010] 2.3 ± 0.4 1.2 ± 0.1
0.50 [011] 2.6 ± 0.4 0.50 ± 0.02
[011¯] 0.9 ± 0.3 1.18 ± 0.04
[001] 2.1 ± 0.1 0.95 ± 0.02
[010] 1.9 ± 0.3 0.95 ± 0.01
0.40 [011] 4.2 ± 0.4 0.56 ± 0.02
[011¯] 1.8 ± 0.1 1.48 ± 0.07
[001] 3.6 ± 0.3 1.01 ± 0.03
[010] 3.5 ± 0.2 1.00 ± 0.02
continued on the next page. . .
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In content crystal RMS roughness period
x direction (nm) (μm)
0.30 [011] 2.1 ± 0.2 0.56 ± 0.01
[011¯] 1.0 ± 0.1 1.44 ± 0.02
[001] 1.7 ± 0.2 1.02 ± 0.04
[010] 1.7 ± 0.1 0.97 ± 0.03
0.20 [011] 2.5 ± 0.1 0.75 ± 0.01
[011¯] 0.3 ± 0.1 1.22 ± 0.03
[001] 1.9 ± 0.1 1.12 ± 0.01
[010] 1.7 ± 0.1 1.11 ± 0.02
Table C.1: Roughness parameters of samples with different In contents calculated along
[011], [011¯], [001] and [010] crystallographic directions. The AFM topographs are shown
in Fig. 5.4. The errors were estimated from the fluctuations of the investigated parameters
in the AFM images.
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