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Abstract
We present a concept to improve the spatial resolution of silicon pixel-detectors via the implementation of a sub-pixel
cross-coupling, which introduces directional charge sharing between pixels. The charge-collection electrode is segmented
into sub-pixels and each sub-pixel is coupled to the closest sub-pixel of the neighboring pixel.
Such coupling schema is evaluated for a model sensor design with 50 µm× 50 µm pixels and AC-coupled sub-pixels.
A first-order SPICE simulation is used, to determine feasible coupling strengths and assess the influence on the charge-
collection efficiency. The impact of the coupling strength on spatial resolution is studied with a dedicated simulation,
taking into account charge-cloud evolution, energy-loss straggling, electronic noise, and the charge detection-threshold.
Using simplifying assumptions, such as perpendicular tracks and no gaps between charge-collection electrodes, an im-
provement of the spatial resolution by up to approximately 30 % is obtained in comparison to the standard planar pixel
layout.
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1. Introduction
With high spatial resolution, fast timing, and good radia-
tion-hardness, pixel detectors are the preferred choice for
the innermost particle trackers at various collider experi-
ments [1]. Thin planar silicon sensors are the state-of-the-
art for the new generation of pixel detectors, featuring low
material budget, low power consumption, and sufficient
radiation tolerance. Multiple thin pixel-sensor designs are
currently under development, such as 100 µm and 150 µm
sensors for the hybrid pixel-detectors at the ATLAS and
CMS experiments [2, 3] and 50µm sensors for pixel detec-
tors at the proposed Compact Linear Collider [4].
Thinning of sensors while keeping the pixel pitch fixed,
leads to a reduced number of detecting pixels per charge
deposition (cluster size) and therefore to a deterioration
of spatial resolution [5]. The reason for this is decreased
charge sharing caused by reduced lateral extension of the
charge cloud. After high levels of radiation, the charge-
carrier trapping and the higher detection threshold due to
elevated noise levels further limit the cluster size [5, 6].
It is possible to increase the cluster size by reducing the
pixel pitch and thereby improving the spatial resolution
[3]. However, the minimum pixel pitch is limited by space
requirements for the integration of the charge digitization
electronics. For standard hybrid pixel-detector designs
the minimum bump-bond pitch imposes an additional re-
striction. A recent concept for a sensor design, named
∗Equal contribution
Enhanced LAteral Drift (ELAD) sensors [7], provides a
method to enhance the lateral electric field and conse-
quently the charge sharing by using additional buried n+
and p+ implants. However, the production of such sen-
sors requires a complex and dedicated process. A different
approach enhancing the spatial resolution is to make use
of capacitive coupling between readout electrodes, an ef-
fect already extensively studied for strip detectors [8, 9].
Recent work indicates the possibility of beneficial cross-
coupling also for pixel detectors [10, 11].
In this paper, we propose a concept to enhance the spa-
tial resolution of pixel detectors by introducing directional
charge sharing between pixels through implementing sub-
pixel cross-coupling. This is studied by introducing one
possible sensor design and evaluating the spatial resolution
with simulations. The pixels in the design are segmented
into directionally AC-coupled sub-pixels, where inter-pixel
capacitances are used to enhance capacitive charge shar-
ing. Herewith the spatial resolution is enhanced, while
maintaining the number of readout channels. Such sensors
can be produced in a CMOS process using high-resistive
wafers and are therefore suitable for the high radiation en-
vironments of modern collider experiments [12]. In this
paper we study a sub-pixel geometry for 50 µm × 50 µm
pixels, discuss the feasibility based on an implementation
strategy, and evaluate the influence of different coupling
strengths on the spatial resolution based on simulations.
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2. A model pixel-sensor design with sub-pixel cross-
coupling
For the following investigations we consider a silicon sensor
with square pixels, where the charge-collection electrode in
this design is segmented into four sub-pixels in the form of
triangles, as depicted in Figure 1. To study the influence
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Figure 1: A 3x3 pixel matrix with sub-pixel segments in the form of
triangles. Pixels are labelled with letters and the four sub-pixels with
numbers. Arrows indicate the charge coupling between sub-pixels for
the central pixel.
of directional charge sharing on the spatial resolution, we
employ one possible connection scheme, where each sub-
pixel is AC-coupled to the closest sub-pixel of the adjacent
pixel and all sub-pixels are AC-coupled to the readout of
their corresponding pixel. The equivalent circuit is illus-
trated in Figure 2, together with the readout electronics,
for the pixels along the cut line depicted in Figure 1. For
instance, sub-electrodes 1 and 3 (2 and 4 are not depicted)
are AC-coupled to the readout channel via capacitors CAC,
therefore the sum of their signals is received at the input
of the readout electronics. The cross-coupling is realized
via inter-pixel capacitances Cint. Capacitive charge shar-
ing also takes place between all sub-pixels via the parasitic
capacitance Cp and C
′
p. The capacitance to the back plane
Cd and parasitic capacitances can be confined to small val-
ues (∼ fF) by controlling the size and depth profile of the
electrode implants [13]. To ensure good charge-collection
performances, CAC is in the order of 100 fF or even a few
pF. Therefore, the inter-pixel coupling capacitance must
be sufficiently large to induce enough charge on the adja-
cent readout channel. Since Cint, Cd and other parasitic
capacitances are connected in parallel, the total inter-pixel
capacitance is dominated by Cint, which can cause an in-
crease in the input capacitance.
3. Simulation
3.1. Inter-pixel capacitance and charge sharing
The capacitive charge sharing between coupled electrodes
depends on the inter-pixel capacitance and is determined
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Figure 2: Equivalent circuit model for the sensor depicting inter-
pixel and parasitic coupling capacitors in the sensor together with
the pixel readout. The design is shown along the cut line given in
Figure 1.
with transient simulations using SPICE [14]. As depicted
in Figure 3, a simplified, first-order model is implemented
considering one pair of AC-coupled sub-pixels (e.g. sub-
pixel 3 of pixel D and sub-pixel 1 of pixel E in Figure 2)
and no parasitic capacitances. The sensor is represented
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Figure 3: Simulation circuit of two sub-pixels which are coupled
with an inter-pixel capacitor Cint. The current pulse is injected in
the sensor and integrated by the readout for a voltage signal.
by a parallel circuit containing the sensor capacitance Cd
at full depletion, a resistor Rd for the DC-current work-
ing point, and a current source (Is1, Is2) that mimics the
charge deposition of a particle via a current pulse. It has
a rise time of 0.2 ns, peaks at 0.7 µA for 1 ns and has a
fall time of 1 ns. The readout consists of a charge-sensitive
amplifier (CSA) with a feedback capacitor Cf and a large
bleeder resistor Rf . The CSAs are modelled using an ideal
voltage dependent current source with transconductance
gm, a capacitor Co and a parallel resistor Ro leading to an
open-loop gain of ao = 500, hence an effective capacitance
of the CSA as CCSA = Cf(ao + 1) ≈ 2.5 pF. Sensor and
2
readout are AC-coupled using a capacitor CAC = 500 fF,
which together with the serial connected CCSA delivers a
total capacitance as CCSA+AC ≈ 417 fF. With the effec-
tive capacitance of the CSA (CCSA), the circuit in Figure 3
can be reduced to a capacitance net. Evaluation of paral-
lel and serial capacitances leads to the following equation
describing the charge Q2 in a sub-pixel for a charge Q0
deposited in its neighboring AC-coupled sub-pixel:
Q2 = Q0
Cint
CCSA+AC + Cd + 2Cint︸ ︷︷ ︸
charge-sharing fraction: k
CCSA+AC
CCSA+AC + Cd︸ ︷︷ ︸
CCE
. (1)
The charge-collection efficiency (CCE) represents the por-
tion of the total deposited charge Q0 collected by all read-
out channels. It increases with the ratio of the effective
capacitance of the CSA over the detector capacitance and
is approximately 90 % for the given values. When consid-
ering the full capacitance network and not only the closest
neighbour, the CCE depends also on Cint and decreases
to approximately 75% for Cint = 150 fF. The charge-
sharing fraction k = Q2/(CCE · Q0) indicates the por-
tion of the collected charge that is shared to the coupled
sub-pixel. The coupling capacitance Cint is varied from
0 fF to 500 fF, while injecting signal Is1(t) into sub-pixel 1
and keeping Is2(t) constant. The value of k is determined
by the output voltages of the CSAs as VOUT2/(VOUT1 +
VOUT2). As depicted in Figure 4, a charge-sharing frac-
tion k up to approximately 0.35 can be reached, which
is consistent with the analytic equation (1). Larger k up
to 0.5 can be achieved through larger Cint and/or smaller
CCSA+AC. The stated coupling capacitor values are reach-
able in CMOS processes (typically 2 fF µm−2) given the
assumed pixel pitch of 50 µm in either dimensions.
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Figure 4: The charge-sharing fraction k as a function of Cint is ob-
tained for one sub-pixel current injection with a charge-collection
efficiency of 90%. The analytical calculation from equation (1) is
presented for comparison.
3.2. Charge sharing and spatial resolution
To investigate the impact of charge sharing on spatial res-
olution, a dedicated simulation is created using a silicon
sensor with 50µm×50 µm pixels, p-type bulk, and 100µm
thickness. Such design is consistent with the inner tracker
upgrades for the ATLAS and CMS [2, 15] experiments at
the future High-Luminosity Large Hadron Collider. How-
ever, no gaps between the readout n+-implantations are
assumed, corresponding to a fill factor of 100% and parallel
electric field lines. The particles are injected one by one at
random positions across a 3× 3 pixel matrix as illustrated
in Figure 1. For the sake of simplicity, we compare the case
with inter-pixel coupling to the case without inter-pixel
coupling disregarding the effect of delta-electrons in both
cases, as we expect the performance of both types to suffer
in a similar way ([16] and citations therein). The evolu-
tion of the charge cloud for a point-like charge deposition
is considered using the continuity equation, following [17].
Since charge carrier densities from low-energy photons and
minimum-ionizing particles are low, it is sufficient to con-
sider diffusion only [18]. Hence, the evolution of the charge
cloud is described by a normal distribution for the charge-
density, whose time dependent width is given as
σ(t) =
√
2Dt =
√
2µkB T
e
t , (2)
with temperature T , electron mobility µ, and applying the
“Einstein-relation” D/µ = kBT/e. The drift time t for
charge carriers deposited at depth z in an over-depleted
sensor (V > Vdep) with thickness d is inserted into (2),
yielding [19]
σ(z) = d
√
kBT
eVdep
√
−ln
(
1− 2Vdep
d(V + Vdep)
z
)
. (3)
To describe the charge sharing from perpendicular tracks
of minimum-ionizing particles, we use the projected charge
cloud distribution onto the readout surface after drift. We
assume that the projected charge cloud distribution from
many charge depositions along a line-like charge deposition
is also a two-dimensional Gaussian distribution with an
effective width in x- and y-direction given as
σ¯ =
1
d
∫ d
0
σ(z)dz ≈ 1.6 µm . (4)
The calculated width follows from the parameters cho-
sen in the simulation, assuming room temperature (T =
300 K), a bias voltage of V = 80 V, and a bulk resistiv-
ity of 2 kΩ cm with a corresponding full-depletion voltage
Vdep ≈ 50 V. To estimate the charge collected per sub-
pixel, the projected charge-cloud distribution after drift is
integrated over the sub-pixel area:
Qsub-pix. =
∫
area
CCE · ρdxdy (5)
with ρ =
Q0
2piσ¯2
exp
[
− (x− µ)
2 + (y − ν)2
2 σ¯2
]
. (6)
Here, Q0 is the total charge deposit at position (µ, ν),
which varies between multiple charge depositions due to
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energy-loss straggling. The deposited charge is calculated
as a random number from a Landau-like energy-distribution
of minimum-ionizing particles (MIP) in a 100 µm silicon
layer as extracted from GEANT4 [20]. The capacitive
charge sharing is simulated for each pair of coupled sub-
pixels according to
Qtot, sub-pix. 1 = (1− k)Qsub-pix. 1 + k Qsub-pix. 2 (7)
and the total charge per pixel is calculated as the sum over
the four sub-pixels.
The spatial resolution depends on the charge digiti-
zation parameters defined by the readout electronics, as
e.g. shown in [10], and is therefore also included in simu-
lation. We consider the most probable value of the Lan-
dau distribution Q0,MPV as a reference for the total charge
and assume a Gaussian noise with a standard deviation of
5 %Q0,MPV for each pixel. The detection thresholds are set
to 10 %Q0,MPV and 20 %Q0,MPV. Charge above thresh-
old is detected as a hit and undergoes digitization with
a charge discretization error of 10 %Q0,MPV, which rep-
resents the minimum resolvable amount of charge. These
values are comparable to the performance of existing pixel
detectors, e.g., of the ATLAS and CMS experiments [21,
22].
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Figure 5: Illustration of the hit-reconstruction method through the
example of a standard pixel sensor without cross-coupling. The right
part shows the layout of effective pixels in one pixel. Effective pix-
els are shown as the colored areas and each represents a unique
charge signature, which is schematically illustrated by the left part
in grayscale.
For hit-position reconstruction, we employ a template-
based algorithm, similar to the technique introduced in [23].
Cluster shapes and charge information of pixel hits are
pre-computed as a function of the particle-hit position
(referred to as templates or charge signatures) and then
used during hit-position reconstruction. Pre-computation
is done by simulating one million charge depositions from
MIPs across the pixel matrix at random positions and cal-
culating the corresponding charge of the nine pixels (charge
signature). The charge signatures encode the hit positions
in a certain area and depend on threshold, charge-sharing
fraction, charge discretization error, and total charge de-
posit. From hit positions with the same charge signature
an average position is calculated and assigned to the sig-
nature for reconstruction. Figure 5 depicts different areas
within the pixel with the same charge signature (effective
pixels) that occur due to the finite charge resolution. For
the depicted standard sensor pixel, without cross-coupled
sub-pixels, most particle hits lead to a cluster size of one
and are reconstructed at the center-of-gravity of the cor-
responding effective pixel (central orange area). Closer
to the pixel boundaries, with more disjunct charge signa-
tures, more effective pixels with smaller pitch occur, and
the distance between reconstructed hit position and real
hit position (residual) decreases. With the introduction of
cross-coupled sub-pixels, more effective pixels with smaller
pitch exist, decreasing the residuals and therefore increas-
ing the spatial resolution. For the comparison between
standard and sub-pixel sensor layout, the charge signa-
tures for both designs are pre-computed for a varying total
charge to consider energy-loss straggling.
To assess the spatial resolution, one million charge de-
positions at different positions within a pixel are simu-
lated. The charge signature after digitization is calculated
and the position is reconstructed at the center-of-gravity of
the corresponding effective pixel. Due to electronic noise
the charge signature may not exist, in which case the re-
constructed position is set to the pixel center. The RMS
in x/y for all charge depositions N
RMS =
√√√√ 1
N
N∑
i
(xi − xi,rec)2 (8)
is used to define the spatial resolution.
4. Results
The simulation results are presented in Figure 6 for charge-
sharing fractions k up to 0.5 and detection thresholds of
10%Q0,MPV and 20%Q0,MPV for the simple network at a
CCE of 90%. Without cross-coupling (k = 0), charge is
shared by diffusion. Given the small charge-cloud width
in comparison to the pixel pitch, the cluster size is mostly
one and a large effective pixel (Figure 7 a) exists covering
almost the total pixel area. Consequently, the spatial res-
olution is close to the maximal value bound by the pixel
pitch p:
RMS =
√
1
p
∫ p/2
−p/2
x2 dx =
pixel pitch√
12
∼ 14.4 µm .
Since this central effective pixel for cluster size one is inde-
pendent of the charge resolution and dominates the RMS
calculation, one does not observe large differences in spa-
tial resolution between binary and non-binary readout.
The spatial resolution improves with increasing charge-
sharing fraction (Figure 6). A significant improvement
over the standard design (k = 0) by approximately 30%
occurs when the charge-sharing fraction exceeds the detec-
tion threshold, e.g. for threshold of 10%Q0,MPV at k ≈ 0.2
and threshold of 20%Q0,MPV at k ≈ 0.3. Here, charge
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Figure 6: Normalized spatial resolution in x and y as functions of the
charge-sharing fraction k. The results are normalized to 50/
√
12µm.
The solid curves presents the cases with a threshold of 10%Q0,MPV
and 20%Q0,MPV. The dashed curve indicates the binary readout
case with threshold of 10%Q0,MPV. The vertical lines indicate the
cases “shared charge = threshold”.
signatures with larger cluster sizes encode the position of
the cross-coupled sub-pixels leading to a finer division into
effective pixels. The dominating four triangular effective
pixels, as depicted in Figure 7 (b), are the result of the
sub-pixel electrode geometry. In the limiting case of bi-
nary readout these sub-pixels are only encoded in the clus-
ter size which still gives an improvement of approximately
20% at k ≈ 0.2, as shown in Figure 6. When k approaches
0.5, the resolution degrades and approaches the resolution
given by the binary readout, because the charge signature
of the hits in adjacent pixels are the same. The alteration
of charge, originating from noise and energy-loss strag-
gling, can lead to the calculation of unknown or wrong
charge signatures that in further consequence can lead to
a worse position reconstruction. However, by choosing 1
million charge depositions to pre-compute the charge sig-
natures the likelihood of having a signature during recon-
struction that was not pre-computed is below 2 %.
5. Conclusion
The concept of improving spatial resolution in pixel detec-
tors by introducing directional charge sharing through sub-
pixel cross-coupling is demonstrated using simulations. It
offers a possibility to further enhance the spatial resolution
while maintaining the pixel pitch and the density of read-
out electronics. The impact of charge-sharing on the spa-
tial resolution is studied considering a 50 µm×50 µm pixel
sensor with 100 µm thickness and assuming perpendicular
particle tracks. An improvement in spatial resolution of
approximately 30% with respect to standard planar pixel
sensor-layouts is obtained, independent of the detection
threshold. The requirement is a sufficiently large charge-
Figure 7: Layouts of effective pixels as different colored areas from
a fixed total deposited charge for a charge-sharing fraction k = 0 (a)
and k = 0.25 (b) with a threshold of 10%Q0,MPV. “l” is the
simulated particle’s incident position, which is identical for both
cases. “H” represents the reconstructed position for the correspond-
ing charge-sharing fraction. The residuals in x are illustrated as the
distances between the dashed lines.
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Figure 8: Residual distributions for a charge-sharing fraction k = 0
and k = 0.25 with a threshold of 10%Q0,MPV.
sharing fraction, so that the collected charge in adjacent
sub-pixels is above the detection threshold.
A model coupling scheme using AC-coupled, triangu-
lar readout electrodes, is used as a possible implementa-
tion. Charge-sharing fractions up to 35% are achieved
with inter-pixel capacitors below 500 fF, based on a first-
order model. However, such coupling schema comes at the
cost of a considerably increased input capacitances that,
depending on the CSA design, worsens noise and timing
performance or increases power consumption. This has a
potentially negative impact on the in-time hit-detection
performances. There are alternatives for implementing
the directional charge sharing, such as a different cross-
coupling mechanism and sub-pixel geometry to be studied.
Nevertheless, due to the interdependence of process and
design in combination with the readout electronics, such
performance figures are difficult to access with simulations,
especially after radiation damage, requiring measurements
on produced devices.
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