Abstract. We report on airborne Differential Optical Absorption Spectroscopy (DOAS) measurements of NO 2 tropospheric columns above South Asia, the Arabic peninsula, North Africa, and Italy in November and December 2009. The DOAS instrument was installed on an ultralight aircraft involved in the Earth Challenge project, an expedition of seven pilots flying on four ultralight aircraft between Australia and Belgium. The instrument recorded spectra in limb geometry with a large field of view, a set-up which provides a high sensitivity to the boundary layer NO 2 while minimizing the uncertainties related to the attitude variations. We compare our measurements with OMI (Ozone Monitoring Instrument) and GOME-2 (Global Ozone Monitoring Experiment 2) tropospheric NO 2 products when the latter are available. Above Rajasthan and the Po Valley, two areas where the NO 2 field is homogeneous, data sets agree very well. Our measurements in these areas are 0.1 ± 0.1 to 3 ± 1 × 10 15 molec cm −2 and 2.6 ± 0.8 × 10 16 molec cm −2 , respectively. Flying downwind of Riyadh, our NO 2 measurements show the structure of the megacity's exhaust plume with a higher spatial resolution than OMI. Moreover, our measurements are larger (up to 40 %) than those seen by satellites. We also derived tropospheric columns when no satellite data were available if it was possible to get information on the visibility from satellite measurements of aerosol optical thickness. This experiment also provides a confirmation for the recent finding of a soil signature above desert.
Introduction
Nitrogen dioxide (NO 2 ) is a key species both in atmospheric chemistry, through its role in the ozone cycle, and as an indicator of air quality. In the troposphere, its main sources are anthropogenic and related to fossil fuel combustion in car engines, thermal power stations and industries (Jacob, 1999) . NO 2 contributes to the photochemical smog seen above many cities and its effects on health have motivated the definition of acceptable exposure thresholds. The World Health Organization (WHO, 2003) recommends a maximum 1-h exposure concentration of 200 µg m −3 and an annual average of 40 µg m −3 . In this paper we present airborne Differential Optical Absorption Spectroscopy (DOAS) NO 2 measurements during an ultralight aircraft expedition from Thailand to Belgium during November 2009.
The tropospheric NO 2 loading can be remotely retrieved using its absorption bands in the ultraviolet-visible and the DOAS technique (Platt and Stutz, 2008) . This is achieved from space by nadir-looking satellite-borne sensors like OMI (Ozone Monitoring Instrument) (Levelt et al., 2006) or GOME-2 (Global Ozone Monitoring Experiment 2) (Munro et al., 2006) . These measurements are particularly valuable since they offer a global picture of the NO 2 field. However, their spatial resolution is limited by the pixel size (13 × 24 km 2 for OMI, 80 × 40 km 2 for GOME-2), which does not resolve fine-scale patterns. Satellite data also suffer from instrument drifts and require validation involving mostly ground-based DOAS instruments (e.g. Kramer et al., Published by Copernicus Publications on behalf of the European Geosciences Union.
A. Merlaud et al.: DOAS from ultralight aircraft
2008; Herman et al., 2009; Pinardi et al., 2010; Shaiganfar et al., 2011) , airborne in-situ measurements Boersma et al., 2008) or, less frequently, airborne DOAS instruments (Heue et al., 2005 ). An aircraft is able to cover the spatial extent of a pixel in a short time, but such an experiment is expensive and requires dedicated aircraft.
Ultra-light aircraft are well suited for NO 2 studies. Their ceiling is relatively low, but, at least in polluted zones, most of the NO 2 is close to the surface. Aircraft modifications are much easier than on normal planes since they do not require certifications from the aeronautics authorities. Ultra-light aircraft have so far been used to study the actinic flux (Junkermann, 2001 ), the aerosol profiles (Chazette et al., 2007; Raut and Chazette, 2008) and formaldehyde distribution (Junkermann, 2009 ).
The Earth Challenge expedition (De Maegd, 2010) , which took place in 2009, involved four ultralight aircraft flying from Australia to Belgium. It provided an opportunity to develop and test a new compact DOAS instrument, namely the Ultralight Motorized-DOAS (ULM-DOAS). In comparison with previous airborne DOAS experiments (e.g. Bruns et al., 2006; Prados-Roman et al., 2011; Merlaud et al., 2011) , the optical set-up is very simple. We just record the scattered light intensity at the horizon within a large field of view without any telescope or scanner. However, this measurement geometry optimizes the sensitivity to boundary layer NO 2 while it limits the errors due to aircraft attitude (pitch, roll, and yaw) instabilities.
In the next section we describe the technical aspects of the ULM-DOAS instrument and the Earth Challenge expedition. The methods used for the data analysis, i.e. the DOAS settings, radiative transfer modeling, and inversion schemes, are presented in Sect. 3. In Sect. 4, we study the sensitivity of our measurements to geometrical and geophysical parameters and propagate uncertainties on these parameters in an error budget. The methods and error analysis are applied in Sect. 5 to derive tropospheric NO 2 above interesting areas for which few local measurements have been reported. We compare our measurements with OMI and GOME-2 data for the days where it is possible, and we investigate the presence of a soil signature recently reported in GOME-2 spectra.
The ULM-DOAS instrument and the Earth
Challenge expedition Figure 2 shows the ULM-DOAS, which was developed at the Belgian Institute for Space Aeronomy (BIRA-IASB) and first used during the Earth Challenge expedition. The light is collected by a 400 µm-diameter optical fiber, which, during operation, is attached under a wing of the aircraft, pointing forward to the horizon. There is no focusing element at the entrance of the fiber, hence the field of view is directly related to the numerical aperture of the fiber, which corresponds to 25 • (Fig. 1 ). This choice is motivated in Sect. 4. A black plastic baffle (not shown) is added to limit the stray light. The other extremity of the fiber is screwed to the spectrometer, which lies inside a 27 × 27 cm 2 aluminum box together with a PC-104 that controls it. The spectrometer is an AvaSpec-2048 with a 50 µm entrance slit and a 600 l mm −1 grating, blazed at 300 nm. It covers the spectral range from 200-750 nm at a resolution of approximately 1.2 nm Full Width at Half Maximum (FWHM) at 460 nm. Figure 4 shows the slit function in the NO 2 fitting window. The instrument sensitivity to polarization is under 4 per mil. The detector is not temperature-stabilized and the typical shift variation during a flight is 0.2 nm. Both the spectral resolution and the shift are characterized in the DOAS analysis (Sect. 3.1). A GPS antenna is connected to the PC-104 for georeferencing the measurements. The whole set-up is powered by the aircraft's 12 V. While measuring, the instrument is recording spectra continuously at an integration time of 5 ms. The noise is reduced by averaging a series of 10 accumulations on the CCD (charge-coupled device) to produce a spectrum. These spectra are transferred to the computer and filtered by the acquisition program, removing those with too low or saturated signal. A second averaging is then applied to a spectra series of 5 s to produce a final measurement point, the process being repeated continuously. The dark current is estimated from the mean of the signal in the range of 280-300 nm, where the atmosphere is opaque due to ozone absorption. Preliminary DOAS analyses (see Sect. 3.1) with preconvoluted cross-sections are done in real time and saved on a USB key attached to the aluminum box. This allows for easy monitoring of the behavior of the instrument, especially when no scientists are present, as was the case during the Earth Challenge expedition.
Instrument description

The Earth Challenge expedition
Earth Challenge was a 27 000 km expedition between Aus- The objective of the 7 pilots team, beside reaching Belgium, was to draw the public's attention to major environmental problems, such as sea level rising, pollution and climate change, in cooperation with the World Wildlife Fund (WWF). The project was supported by BIRA-IASB, which used this opportunity to develop and test the new instrument described in the previous section.
The aircraft used were four Coyote RANS-S6. Their cruise speed is 180 km h −1 and they can reach an altitude of 4.8 km with a payload (including pilots) of 300 kg. The range is around 700 km, but additional 50 l oil tanks were added for the longest flights of the expedition, e.g. the 874 km crossing of the Gulf of Oman between Gwadar (Pakistan) and Dubaï (United Arab Emirates). Figure 3 shows the second part of the expedition superimposed on a monthly-averaged map of GOME-2 NO 2 tropospheric measurements during November 2009. The circled numbers correspond to the areas further studied in this work. Except for India and the Po Valley, they correspond to places where few local NO x measurements have been reported in the literature. For some of them, e.g. megacities like Karachi and Riyadh, high pollution levels are expected to be found. During the first part, instrument problems prevented the making of measurements after Brisbane (Australia). 
Spectral analysis and NO 2 column retrieval
This section describes the three steps of the data analysis: the DOAS fit, which retrieves integrated concentration along the photon path, the air mass factor calculation used to derive a geophysical interpretation from the DOAS fit, and finally the propagation of the different uncertainties in the error budget.
DOAS analysis
Molecular absorption of NO 2 is commonly retrieved in UVvisible atmospheric spectra using the DOAS technique (Platt and Stutz, 2008) . This method relies on the fact that, for certain molecules including NO 2 , the absorption cross-sections vary much more rapidly with wavelength than the scattering effects (Rayleigh and Mie). In practice, a measured spectrum (I (λ)) is divided by a reference (I ref (λ)) to remove solar Fraunhofer structures and reduce instrument effects. The slow variations in the logarithm of this ratio are filtered out with a low-order polynomial (P (λ)), and the remaining absorption structures are fitted in a least-square sense with high-pass filtered laboratory cross-sections (σ i (λ)). The equation of DOAS, originating from the Beer-Lambert law, can thus be written as:
In the above equation the index i represents one particular absorber. DOAS analysis results are, for each considered absorber, in the form of differential slant column density (DSCD), i.e. the differences between the concentration integrated along the optical path of the measurement (SCD, slant column density) and the corresponding quantity in the reference spectrum (SCD ref ): Table 1 lists the DOAS analysis settings used for the retrieval of NO 2 DSCDs. These settings were implemented in the QDOAS software, developed at BIRA-IASB . The Ring effect (Grainger and Ring, 1962 ) is caused by rotational Raman scattering by O 2 and N 2 and produces a filling-in of solar Fraunhofer lines in scattered light. We fit a Ring pseudo-absorption as described in Chance and Spurr (1997) to take it into account. Additionally, we include an empirical sand cross-section (A. Richter, personal communication, 2011) above desert area (see Sect. 5.3).
Figure 5 presents a typical NO 2 DOAS result. The corresponding analyzed and reference spectra originate from the same flight on 2 December 2009, but the former was recorded in the Po Valley while the latter above a clean zone at higher altitude. The first four panels show the simultaneously fitted absorptions of NO 2 (panel a), water vapor (panel b), the (O 2 ) 2 collision complex referred to as O 4 (panel c), and ozone (panel d) in the form of optical densities relative to the reference spectrum. The lowest panel displays the fit residuals. The four absorbers are clearly detected, and NO 2 optical density is particularly high (1 % peak-to-peak), which is expected in the Po Valley, one of the most polluted areas in Europe regarding NO 2 (see Fig. 3) 
Air mass factors calculation
The DOAS analysis per se provides only a qualitative insight into the NO 2 field. Indeed, beside being relative to a reference column, a DSCD depends on the light path through the atmosphere. A more relevant geophysical quantity is the NO 2 concentration integrated vertically along the atmosphere, i.e. the NO 2 vertical column density (VCD). The air mass factor (AMF) is defined as the ratio between the slant and vertical column densities:
In the following, we describe our assumptions to derive the tropospheric VCD from Eq. (3) and the practical calculations of a tropospheric AMF.
Assumptions for the tropospheric column retrieval
As we are interested in the tropospheric vertical column, we split in the following the slant column density in its tropospheric and stratospheric components:
Using the above expression for the slant column density in Eq. (2) Equation (5) may be simplified if the reference spectrum is well chosen. Due to its short lifetime in the troposphere, VCD tropo ref column can be assumed to be null far enough from the NO 2 emission sources, e.g. above the deserts or the oceans. If on the other hand the reference spectrum is taken the same day when the Sun is high enough, stratospheric contributions cancel each other, since the stratospheric NO 2 is slowly varying during the day and the stratospheric AMF is constant. Equation (5) can be thus approximated as:
From Eq. (6) it is possible to retrieve VCD tropo , assuming independence between a given AMF tropo and VCD tropo . This is usually done and implies that the NO 2 loading is optically thin enough that it does not influence the radiative transfer. The resulting AMF still depends then on the NO 2 profile but not on its absolute value. We use this hypothesis and check its validity in the next section, where we detail the practical AMF tropo calculation.
Radiative transfer and assumptions on NO 2 and aerosol extinction profiles
The radiative transfer model used in this study is UVspec/DISORT (Mayer and Kylling, 2005) . It is based on the discrete ordinate method and deals with multiple scattering in a pseudo-spherical approximation. Given the wavelength, the observation's geometry relative to the Sun and the atmospheric state, the model calculates the scattered radiance and the absolute slant column density (SCD) of molecular absorbers. It is thus possible to derive AMF tropo from Eq. (3). Setting a grid 10 km high, we neglect the stratospheric contribution as discussed in the previous section. Considering the DOAS fitting window (see Sect. 3.1), calculations are done at 460 nm. The GPS data recorded with the spectra allow for an accurate calculation of the Sun's position and the aircraft's heading. To take into account the numerical aperture of the optical fiber, each SCD is the weighted mean of 13 SCDs at uniformly distributed angles between −12 and 12 degrees around the horizon. The weights correspond to the different radiances calculated in the respective intermediate SCD geometries. The NO 2 and aerosol profiles in the model both correspond to a well-mixed boundary layer and negligible concentrations and extinction in the free troposphere (for the NO 2 , see Fig. 6 ). The boundary layer heights are interpolated from ECMWF (European Centre for Medium-Range Weather Forecasts) forecasts at the time and heights of the measurements, except for Riyadh (see Sect. 5.1). In clean areas, these assumptions may not be realistic enough, as we showed in a previous airborne experiment in the Arctic , where we detected a NO 2 layer in the free troposphere. On the other hand, in urban areas, larger concentrations are found close to the ground than higher up in the boundary layer (Dieudonné, 2012) . The measurements presented in this study were recorded in polluted zones but not directly above cities. Considering NO 2 , Heland et al. (2002) studied the effect of the profile's shape comparing aircraft in-situ and OMI data, concluding that it was relatively weak. Boersma et al. (2009) also assumed a homogeneous boundary layer to compare in-situ surface NO 2 concentrations with SCIAMACHY (SCanning Imaging Absorption SpectroMeter for Atmospheric CartograpHY) and OMI columns. This is also confirmed by the few tropospheric NO 2 lidar measurements available (Volten et al., 2009 ). Considering aerosol extinction, the many lidar profiles available in polluted zones (e.g. Landulfo et al., 2003; Guibert et al., 2005) indicate a maximum extinction in the boundary layer, even if the shape is less step-like. In practice, we derive aerosol optical thickness at 550 nm from MODIS (MODerate-resolution Imaging Spectroradiometer) (retrieved from Giovanni (GES-DISC Interactive Online Visualization ANd aNalysis Infrastructure), Acker and Leptoukh, 2007) BLH (boundary layer height) to get the extinction coefficient. We then scale this extinction coefficient at 460 nm using the Angstrom coefficient as described in Nebuloni (2005) , and derive visibility at this wavelength from the Koschmieder law (Koschmieder, 1926) . The same approach to estimate the visibility will be used for the GEOS-R satellite (NOAA-NESDIS, 2010). Figure 6 shows the variation of the AMF with the observation's altitude for the idealized profile considered in the model. In the calculations, the solar zenith angle was 45 • , the visibility 20 km, and the albedo 0.1. These numbers are representative of the conditions of the campaign. The AMF and thus the sensitivity are maximum when the aircraft flies at 500 m altitude, where the AMF is around 5.6. The AMF then decreases sharply when the plane crosses the boundary layer. This indicates that this parameter is important for the accuracy of our measurements. Figure 6 also indicates the typical horizontal resolution of our measurements, directly related to the product of the AMF and the boundary layer height with our assumptions on the profile. Flying inside the NO 2 layer, the horizontal resolution is close to 5 km. This rather large number arises from the limb geometry.
For the retrievals, air mass factors are interpolated in lookup tables calculated for each flight around the places of interest (see Fig. 3 ). The parameters in the look-up tables are aircraft's altitude, relative azimuth, solar zenith angle, boundary layer height, visibility, and albedo. For a given flight, the first three parameters vary according to the GPS data, while the last three are set constant. Figure 7 shows the variation of the air mass factor for the visibility, pitch angle and albedo in the typical ranges of the flights. Surface visibility plays the largest role in the AMF variation, which is understandable from the limb geometry of our measurements. For the same reason, albedo very weakly affects the air mass factor. Indeed, most of the detected photons are scattered before reaching the ground, as illustrated in Fig. 1 , and thus not affected by its reflectivity. This is very different from nadir-looking satellites, for which the albedo uncertainty matters much more in the final error budget, as can be seen in Boersma et al. (2004) . Finally, the small effect of the pitch angle is due to the large field of view: the multiple lines of sight smooth the variation in aircraft attitude. Figure 8 displays an effect that is often neglected in DOAS studies, i.e. the influence of the studied absorber on the radiative transfer and thus the AMF itself. When the absorber's column, in our case NO 2 , is high enough, it can not be considered as optically thin and reduces the air mass factor. The effect is visible from 5 × 10 16 molec cm −2 , corresponding to an optical density of 0.02. We believe this error should be considered when accurate error budgets are necessary, since it could play a larger role than the cross-section uncertainties, for instance, which are often taken into account. In particular, low-elevation MAX-DOAS (multiple-axis DOAS) measurements in polluted regions are likely to be affected by this error. Table 2 indicates the uncertainties considered in this study and their effect on the relative air mass factor. The accuracy of the ECMWF boundary layer heights was investigated by Palm et al. (2005) , who concluded that the BLH were 200-400 m underestimated. We thus consider an error of 300 m for this parameter. This is the major source of error in our measurements, leading to 15 % uncertainty on the AMF. Considering the albedo, Kleipool et al. (2008) derived an absolute uncertainty of 0.01 to 0.02 for the OMI albedo used in our AMF calculation. We use 0.05, as this parameter's role is not critical anyway (1 % on AMF). The uncertainty in the visibility is set to 6 km. This value originates from the propagation in Koschmieder's law of the 300 m uncertainty for the BLH already mentioned and a typical uncertainty of 0.1 for the AOT (aerosol optical thickness), which we derive from a comparison between MODIS Aqua and CALIPSO (CloudAerosol Lidar and Infrared Pathfinder Satellite Observations) (Kittaka et al., 2011) . Finally, the error due to the effect of NO 2 on the radiative transfer leads to 1 % uncertainty on the AMF, a small effect, but comparable to the errors due to the pitch and the albedo. In practice, the error on the tropospheric column is derived from Eq. (6) as:
Sensitivity studies and error analysis
In this equation, the error on the DSCD (σ DSCD ) is an output of the DOAS analysis . The error on the AMF is the quadratic sum of the different errors discussed previously. Note that we take into account the correlation between the boundary layer height and the visibility, introducing an adequate term in Table 2 . The correlation coefficient is estimated from the values of the BLH and visibility in Table 3.
Results
This section presents the results for the flights of Fig. 3 . We first compare our measurements with satellite data (OMI and GOME-2) for the flights when these are available at the locations of our flights, and indicate the NO 2 loading above other interesting hot spots. Then, we demonstrate that our measurements are suitable to estimate a flux for an isolated point source like Riyadh. Finally, we confirm a soil signature in the spectra that closely matches results from a previous study on satellite data . Table 3 , respectively. These three areas represent an interesting sample of the global tropospheric NO 2 field above land. Indeed, the first two areas indicate rather homogeneous tropospheric NO 2 loadings, but absolute values are one order of magnitude higher in the Po Valley than in Rajasthan. In Saudi Arabia, the situation is very different, since one megacity, Riyadh, is surrounded by desert with very few NO 2 sources. This yields high columns close to the city, rapidly decreasing to reach negligible values further away above the desert. The agreement between ULM-DOAS and satellite data is qualitatively good for the three days, but better quantitatively above Rajasthan and Italy than above Saudi Arabia. Above Rajasthan (Fig. 9) , the tropospheric NO 2 columns seen from the aircraft span from 0.1 ± 0.1 to 3 ± 1 × 10 15 molec cm −2 , whereas from OMI 0.5 ± 0.6 to 1.7 ± 1 × 10 15 molec cm −2 . This discrepancy might be explained by a dilution effect; indeed OMI is not able to resolve spatial structures at scales smaller than 20 km. Most of the points are, however, inside the error bars. Considering the Po Valley (Fig. 10) , OMI data are unfortunately affected by the row anomaly ( Boersma et al., 2011) , but the GOME-2 measurement and our airborne measurements are very close, around 2.6±0.6× 10 16 molec cm −2 . Note that the two peaks at longitude 10.1 • and 10.4 • E are coincident to O 4 DSCD higher values and are thus probably due to enhancement in the light path owing to scattering in clouds. Figure 11 indicates a positive bias between ULM-DOAS measurements and satellite data in the region where the NO 2 columns are highest. In the case of GOME-2, this can be explained by the dilution effect considering the size of the pixels, and partly by the 3 h time difference. Considering OMI data, these effects are expected to be much smaller, since the two measurements are almost simultaneous and the spatial resolution of OMI is much better than GOME-2. For this area, standard MODIS Aqua data are not available and we had to use the MODIS Deep blue product AOT, i.e. 0.2, to estimate the visibility. There is an Aeronet station close to Riyadh (Sabbah and Hasan, 2008) , but the data set is discontinuous for the period of the flight, and the only AOT measurement point, 0.45, leads to a reduced AMF and thus an even higher bias between our measurements and OMI. Note that offsets could also originate from an error in the boundary layer height, which is close to the observation altitude (see Table 3 ), or from a non-negligible part of the AOT in the free troposphere. The latter would increase the AMF for the ULM-DOAS measurements, while simultaneously reducing the satellite AMF, thus partly reducing the observed bias. For this area only, we use the GDAS (Global Data Assimilation System) archived boundary layer height instead of the ECMWF, which is surprisingly low for this day and leads to even larger discrepancies between OMI data and our measurements. This persistent bias and the fact that no validation Fig. 11 . ULM-DOAS (red), OMI (blue), and GOME-2 (black) measurements over Saudi Arabia (24 November 2009). ULM-DOAS data were recorded between 09:07 and 12:03 UTC and cover the latitude range from 25.18 • to 24.79 • . Horizontal blue and black lines correspond to ULM-DOAS data averaged over OMI and GOME-2 pixel extensions, respectively. ULM-DOAS tropospheric NO 2 measurements are larger in this case than the ones seen by both satellites.
Comparisons with satellites
has been achieved, to our knowledge, over deserts leads us to point out the necessity of other measurements to check for a possible underestimation of OMI data in similar areas. Figure 12 helps to interpret the patterns seen in the pink box of Fig. 11 . It presents the OMI pixels around Riyadh, superimposed on a map with Riyadh extent, the main wind direction retrieved from GDAS and the ULM-DOAS flight track. The color code is the same for OMI and ULM-DOAS data. The megacity occupies an area slightly smaller than three OMI pixels, and the aircraft was flying 70 km northwest of it when it detected the highest NO 2 columns. ULM-DOAS and OMI data are both understandable from the wind direction as a pollution plume of the city, which would have, compared to this source, a relatively similar horizontal extent. It is thus possible to calculate the NO 2 flux, integrating horizontally the column and then multiplying by the projection of the wind vector on the normal to the flight track. Such a calculation leads to a flux of around 140 mol s −1 . Note that to obtain this value, we added the ghost part of the plume west of 46.7 • E, depicted in green in Fig. 11 . Due to that and the wind uncertainties, we find it difficult to estimate the associated error. Nethertheless, the value is relatively close to the one derived by Beirle et al. (2011) from satellite, i.e. 187 ± 14 mol s −1 . This points out that, providing accurate wind data, our instrument would be useful to estimate flux from megacities. This has been done from cars (e.g. Johansson et al., 2009 ), but an aircraft covers an exhaust plume in a much shorter time and is thus less sensitive to temporal variations of the NO 2 field. Fig. 3 for the places and dates of the measurements. We give the main parameters for calculating the air mass factor (AMF), i.e. the surface visibility (Vis.), the solar zenithal angles (SZA) and relative azimuth (rel Az.), the boundary layer height (BLH), the albedo (Alb.) and the altitude of the aircraft (Alt. Table 3 summarizes the main results of the campaign and the conditions of the measurements. The numbers representing the measurements are related to Fig. 3 . We do not estimate the uncertainty on the mass concentration, which would be correlated to the uncertainty on the boundary layer height, because even if our measurements have a finer spatial resolution than satellites, the real NO 2 field can be much more heterogeneous than seen by our instrument. These considerations also apply to our measured vertical columns, but they are less relevant in the context of comparing with satellite data. In addition to the measurements described in the previous section, we report the measured NO 2 tropospheric column close to three large cities, Chittagong (1), Karachi (3) and Benghazi (5). The latter two are usually visible from OMI and the corresponding MODIS Aqua AOT is available for both. Karachi is one of the largest cities in the world regarding population (15 million inhabitants). We estimate the tropospheric NO 2 column during the landing on an airport 15 km east of the city center to be 2.4±1×10 16 molec cm −2 . Benghazi is a comparatively much smaller city. Nevertheless we also detected high NO 2 loadings there, around 2.3 ± 0.8 × 10 16 molec cm −2 . Such high columns are certainly linked to the industries of the city and particularly to its refineries. Figure 13 is a picture taken by the pilots during the campaign, while flying above Chittagong. It shows one of the city's main industries, i.e. one of the largest ship cemeteries in the world. The picture coincided with high measured slant columns, around 4 × 10 16 molec cm −2 . However, we did not convert these values to vertical columns, since no AOT data were available for the day of the flight. It is, however, obvious from the picture that the visibility is quite small, probably under 5 km. This probably results from a combination of a heat fog and of aerosols from the city. Therefore we can expect the AMF to be very small, which suggests that the NO 2 pollution was probably very high in this region. Richter et al. (2011) , while improving GOME-2 NO 2 retrieval, empirically derived a soil signature visible in the spectra corresponding to desert areas. The inclusion of this signature yielded an improvement in the DOAS fit, mostly visible in regions with bare soils, e.g. the Sahara and the Arabic peninsula. Richter et al. (2011) also found a similar spectral shape in a lab experiment using sand. They nevertheless pointed out that more measurements were necessary to solidly confirm the attribution to a soil effect, particularly due to possible correlations with O 4 . Figure 14 shows the fit of the soil signature (A. Richter, personal communication, 2011) together with O 4 in a spectrum recorded above Saudi Arabia on 24 November 2009. The DOAS settings, except for the fitting window, are given in Table 1 . The reference spectrum was recorded in Italy on 2 December 2009, which leads to a larger signal of the soil signature than using a reference spectrum from Saudi Arabia. This is understandable if the signature really originates from bare soil, which is present all along the flight on 24 November 2009, and thus in all the spectra, but not in Italy. Figure 15 displays the time series of the DOAS fit results for the soil signature (upper panel) and the RMS (root mean square) fit with and without the soil signature (lower panel). Several episodes of enhanced soil signal are visible, the largest one just before 11:30 UTC. In the lower panel we see that these episodes appear as increased RMS time series if the DOAS fit does not include the soil signature (green curve). If the soil signature is taken into account (blue curve), the RMS is relatively constant over the flight.
Other interesting measurements
Soil signature above desert
The episodes just discussed are coincident with a sand storm that was reported by the pilots while approaching Medina. This reinforces our confidence that the soil signature identified by Richter et al. (2011) has indeed a geophysical origin, and that it can be detected on suspended sand particles. Using a reference spectrum recorded over the Gulf of Oman to analyze other flight spectra, we detected smaller low visibility episodes associated with soil signature in Rajasthan, Egypt and Pakistan, but not over Italy. Note that the soil signature, due to its broad-band structure, is partly hidden in the DOAS fit using a higher order polynomial.
Conclusions
We presented a new airborne instrument designed for tropospheric NO 2 column measurement, the ULM-DOAS. It was operated during the Earth Challenge expedition, which took place in 2009 between Australia and Belgium. The ULM-DOAS was designed to fit onboard the ultralight aircraft of the expedition and to be fully automatic. The set-up is simple without any attitude stabilization, and related uncertainties are minimized by the use of a large field of view. The limb geometry of the instrument makes it suitable for low-flying aircraft and maximizes the sensitivity to boundary layer NO 2 .
Measurements during the Earth Challenge expedition are consistent with OMI and GOME-2 data and are interesting on their own, since very few validation campaigns were performed in the countries overflown. Highest NO 2 loadings were detected above megacities such as Karachi (2.4 ± 0.8 × 10 16 molec cm −2 ) or Benghazi (2.3 ± 0.8 × 10 16 molec cm −2 ). Our measurements also confirm the recent finding of a soil signature above desert.
Compared to satellite data, our instrument is able to detect higher spatial frequency patterns in the NO 2 field (around 5 km compared with an OMI pixel width of 13 km). We believe it is well suited for tropospheric NO 2 column validation, offering a low-cost alternative to larger aircraft measurements. Such measurements are also well suited for flux measurements from extended sources, providing accurate wind data. The measurement accuracy would benefit from the addition of a compact PTU (pressure, temperature, relative humidity) sensor, indicating the aircraft position relative to the boundary layer, and of a small lidar to accurately measure simultaneously the extinction profile.
