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Abstract: In dyadic communication, both interlocutors adapt to each other linguistically,
that is, they align interpersonally. In this article, we develop a framework for modeling
interpersonal alignment in terms of the structural similarity of the interlocutors’ dialog
lexica. This is done by means of so-called two-layer time-aligned network series, that
is, a time-adjusted graph model. The graph model is partitioned into two layers, so
that the interlocutors’ lexica are captured as subgraphs of an encompassing dialog graph.
Each constituent network of the series is updated utterance-wise. Thus, both the inherent
bipartition of dyadic conversations and their gradual development are modeled. The notion
of alignment is then operationalized within a quantitative model of structure formation based
on the mutual information of the subgraphs that represent the interlocutor’s dialog lexica.
By adapting and further developing several models of complex network theory, we show that
dialog lexica evolve as a novel class of graphs that have not been considered before in the
area of complex (linguistic) networks. Additionally, we show that our framework allows for
classifying dialogs according to their alignment status. To the best of our knowledge, this is
the ﬁrst approach to measuring alignment in communication that explores the similarities of
graph-like cognitive representations.
Keywords: alignment in communication; structural coupling; linguistic networks; graph
distance measures; mutual information of graphs; quantitative network analysisEntropy 2010, 12 1441
1. Introduction
Talking to others seems to be a natural and easy thing. How is that? An answer to this question
has recently been given by [1]. They argue that human dialog involves a mechanistic component that
automatically brings about similar mental representations within interlocutors. Without further ado by
the dialog partners, their representations on the linguistic levels involved in speech processing and
understanding become aligned. The respective psycholinguistic model of language use is known as
the Interactive Alignment Model (IAM). The model name is headed interactive since it is expressis
verbis concerned with dialog. The basic setting of dialog is a two person, face to face conversation
called a dyad. In a dyad, two interlocutors interact with each other in various ways, verbally and
non-verbally. By their interaction, the interlocutors become coordinated with respect to their behaviors
[2], or (structurally) coupled, to borrow a term from system theory [3].
In what follows, we brieﬂy introduce the core statements of the IAM. We start with its signiﬁcance for
theory construction in research on human communication. Thereupon, priming is described as the basic
mechanism of alignment according to the IAM. In this context, the notion of paired primes is introduced,
which plays a decisive role in this article. Finally, we explicate the widely excepted explanation that
alignment is a matter of degree of the similarity of mental representations. This is a main proposition
of the IAM and the starting point of the modeling and measuring framework of two-layer time-aligned
network series introduced in this article.
In the production as well as the comprehension of speech, interlocutors make use of mental
representations of, so to speak, the meanings conveyed and the word forms encoding those meanings.
These linguistic representations are, according to standard theories of speech processing following the
hierarchicalmodelof[4], organizedintolevels, reﬂectingthelinguisticlayersinvolved“fromintentionto
articulation”. Accordingly, in dialog, alignment is found to take place in representations on all linguistic
levels as, for example, the phonetic/phonological [5], the lexical [6], the syntactic [7], the semantic [8]
level and on the level of situation models [9].
Since the linguistic levels are interconnected, alignment is, according to the IAM, supposed to
percolate through these levels. Via this spreading of alignment, global alignment, that is, alignment
of situation models—which are part and parcel of understanding—can be a result of local alignment on
lower levels. In sum, the conception of alignment according to the IAM provides an account to the ease
and efﬁciency of dialogical communication and therefore is a pivotal aspect of human communication.
It supplements, though not substitutes, approaches to dialog that rest on higher level, resource-intensive
cognitive acts such as coordination, negotiation, or maintenance of explicit common
ground [10–12].
The central mechanism that is acknowledged within the IAM to bring about aligned representations
is priming. Priming is typically understood and modeled as spreading activation within neural networks
like the ones displayed in Figure 1. Given a linguistic form /a/ as input, that is, the so-called prime, we
have to distinguish two scenarios of priming [13]:
 Firstly, the linguistic form /a/ activates or primes its representation a in the mind of the recipient.
 Secondly, by the priming of the mental representation a by its manifestation /a/, items that are,
for example, phonetically, syntactically or semantically related to a may be co-activated, that is,Entropy 2010, 12 1442
primed in the mind of the recipient, too. Take the word form /cat/ as an example for a prime.
Evidently, this word form primes the form /mat/ phonetically, while it primes the concept dog
semantically.
In this article, we focus on semantic priming among lexical units. Generally speaking, in a dyad,
the linguistic representations of one dialog partner are primed by the utterances of his interlocutor and
vice versa. This ongoing mutual priming may ﬁnally lead to the inter-personal alignment of the mental
representations of both interlocutors. As [1](p.173) put it: “[A]n utterance that activates a particular
representation makes it more likely that the person will subsequently produce an utterance that uses that
representation.” On the lexico-semantical level, lexical alignment leads to the generation of a dialog
lexicon, that is, a routinization of an unambiguous usage of certain word forms that are associated in a
similar way by both interlocutors. Note that due to self-monitoring, priming also operates as a reﬂexive
mechanism so that alignment occurs inter- and intra-personally. Each linguistic input, thus, co-primes
representations within both interlocutors of a “dyadic conversational system”. As a result of this, their
mental networks of linguistic representations become structurally coupled starting from paired primes
that simultaneously operate within both interlocutors. Henceforth, we call lexical items that are produced
by both interlocutors during a conversation, paired primes.
In a nutshell, we say that alignment is manifested by co-activated sub-networks of the interlocutors’
mental representations. In this sense, alignment can be conceived as a sort of graph similarity according
to graph theory: the more similar the mental sub-networks of both interlocutors, which are co-activated
during their conversation by using more and more paired primes, the more they are aligned. This is the
approach followed here, that is, we measure alignment in terms of the similarity of graphs that represent
networks of linguistic units as manifestations of conceptual units that are activated during a conversation.
Figure 1. Priming of representations within two networks of mental representations of an
interlocutor A and B, respectively.
a a
c c
b b
A B
Let us illustrate the phenomenological core aspects of alignment in communication by means of an
empirical example in the area of route directions. In this example, which has been taken from the Speech
and Gesture Alignment Corpus [14], a speaker A describes to his addressee B the windows of two
churches B has to pass. In this scenario, the following dialogical interaction appears:
A: bothchurcheshavethosetypicalchurchwindows, tothebottomangular, tothetopjustthus(pauses
and performs a wedge-like gesture)
B: gothically
A: (slightly nodding) gothically taperingEntropy 2010, 12 1443
This sample dialog extract involves two alignment phenomena. The ﬁrst is B’s completion of A’s
unﬁnished utterance. B proposes a word form that is associated with a concept that matches A’s
description of a church window. The second one is A’s uptake of B’s proposal (throughout this article
we ignore non-verbal information like the gesture in the above-given dialog extract; accounting for
cross-modal alignment is left for future work—see [15] for ﬁrst steps into this direction). B can only
be up to complete A’s utterance if the gestalt A describes is, in an ecclesiastical context, related to
the concept gothically. That is, a certain partial description triggers the representation for the word
form /gothically/. When the word form in question is produced by B in the second turn, it triggers its
representation in A and enables A to use it herself.
This sample datum illustrates two ways in which interpersonal alignment of representations is brought
about. On the one hand, representations can become aligned via an association between them (e.g.,
gestaltA $ gothicallyB). On the other hand, alignment also occurs through identity (as the strongest
form of similarity) of utterances or utterance features (e.g., gothicallyA $ gothicallyB).
When are representations said to be aligned at all? [1] base their notion of aligned representations
on a similarity between them. Similarity is a matter of degree. Related by priming processes, two
representations become more and more similar (“many aspects of the representation will be shared”
[1](p.172)) right up to identity (“interlocutors share the same representation at some level” [1](p.172)).
However, as the church window datum attests, it is not only similarity of representations that furnishes
alignment, but also similarity of the links between these representations. In line with this conception, we
distinguish two reference points of alignment (measurement):
 Firstly, alignment by the coupling or linkage of interlocutors due to the usage of paired primes,
that is, by linguistic units which both are used to express certain meanings and which connect their
mental representations interpersonally.
 Secondly, alignment by the structural similarity of the networks of representations that are possibly
co-activated by these paired primes.
We call the ﬁrst reference point alignment by linkage and the second one alignment by similarity.
Both of them are at the core of our approach to alignment. Note that whereas alignment by linkage
can be measured by counting shared items (that deﬁne paired primes), alignment by similarity is more
demanding as its measurement requires to compute graph similarities as explained above. We propose
an approach that integrates these two notions in a single framework. This is done with the help of a
network model of dialog lexica that overcomes the notion of similarity in the sense of identity of mental
representations as mainly acknowledged within the IAM. Alignment cannot be assessed properly by
counting repeated elements on whatever linguistic levels. Rather, the relations between these elements
have to be captured, too. We present a model that fulﬁlls this requirement with a focus on lexical data in
order to assess alignment of dialog lexica that are built by interlocutors as a result of their conversation.
What we come up with in this article is threefold:
1. We develop a framework in which the notion of alignment, that we take to be essential for the
understanding of natural language dialog, is operationalized and made measurable. That is, we
provide a formal, quantitative model for assessing alignment in dialog.Entropy 2010, 12 1444
2. This model, and thereby the notion of alignment, is exposed to falsiﬁability; it is applied to natural
language data collected in studies on lexical alignment. Our evaluation indeed yields evidence for
alignment in dialog.
3. Our framework also implements a developmental model that captures the procedural character of
alignment in dialog. Thus, it takes the time-bounded nature of alignment serious and, again, makes
it expressible within a formal model and, as a result, measurable.
The article is organized as follows: Section 2 overviews related work in the context of alignment
measurement. Section 3 describes the experimental framework that we have developed to explore
empirical data by which lexical alignment can be analyzed. This empirical basis is used throughout
the article to formalize so-called Two-layer Time-Aligned Network (TiTAN) series as a network
representation model of dialog lexica (Section 4.1) whose quantiﬁcation in terms of alignment measures
is provided by Section 4.2 and whose randomization is carried out in Section 5. The main empirical
part of the article is presented in Section 6. Based on our network model, we ﬁrst show in Section 6.1
that dialog lexica are naturally distinguished from their random correspondents described in Section 5.
Secondly, in Section 6.2, we present a classiﬁcation model of alignment by which we can automatically
separate dialog lexica that manifest alignment from those that do not. Finally, in Section 8 we conclude
and give prospect on future work.
2. Related Work
Although not concerned explicitly with alignment, there are some approaches of counting repeated
elements over the time course of dialog in order to assess the inﬂuence of priming within and
between interlocutors. The earliest work on assessing alignment-related properties of (written) texts
in quantitative terms is the lexical adaption model proposed by [16]. [16] measured the frequency of
primed words in comparison to unprimed ones in the second half of split documents. He found that the
probability of occurrence of these primed words was higher in the second half of the documents than
in the ﬁrst half. A related measurement of the recurrence of syntactic patterns was conducted by [17],
who account for the repetition of phrase structure rule instances within the Switchboard corpus [18]
and Map Task corpus [19], in both the within-speaker (PP) and the between-speakers (CP) case. Their
model additionally includes a delay parameter, ruling out long-distance primes as coincidental. [17]
found positive priming effects in both corpora. However, PP priming is stronger than CP priming, and
CP priming is much stronger in Map Task than in Switchboard.
A priming assessment that relates counting repeated elements to task achievement was implemented
by [20]. They train a Support Vector Machine (SVM) to predict task success from lexical and syntactic
repetition in the HCRC Map Task corpus. The SVM is applied to time stamps in the data, indicating
the proportion of variance that can be explained by the model. The resulting coefﬁcient was r2 = 0:17,
indicating that “linguistic information alone will not explain the majority of the task-solving
abilities” [20](p.182).
In addition to these approaches, there are two accounts that rely on an experimental setting that is not
part of the dialog proper, i.e., part of the “linguistic information [...] encoded in sound.” [1](p.177).
The assessment of priming effects in the work of [21] is embedded in psychological experiments. ForEntropy 2010, 12 1445
example, in the card description experiment reported in [21] the prime is a two-stage factor varying
over prepositional object (PO) vs. double object (DO) constructions, that is, either sentences of the form
The X verbing the Y to the Z or of the form The X verbing the Z the Y. Experiments are recorded and
transcribed, specifying the type of the prime and of subsequent descriptions. The authors found that the
type of the prime had a signiﬁcant effect, i.e., they found evidence for syntactic priming.
Yet another approach is followed by researchers around Nicholas Fay and Simon Garrod that are
concernedwiththeevolutionofsymbolsystemsfromiconicrepresentationstosymbolsconventionalized
by interactive usage. Their work is based on a series of empirical studies within the Pictionary
framework: a concept has to be drawn by a so-called director and understood by a so-called matcher.
[22] found that establishing a symbol is a matter of feedback-driven grounding rather than of mere
repetition. [23] observe that the graphical representations of a concept become more and more aligned in
dyadsaswellasinlarger-scalecommunities. However, theygivenoexplicationof“graphicalalignment”
beyond mere visual inspection of the researchers themselves.
In a nutshell, assessing alignment so far is primarily based on approaches that count repetitions of
(linguistic) items shared among interlocutors. To date, there is no model of alignment that measures the
structural similarity of cognitive networks in terms of the similarities of their manifestations in the form
of linguistic networks. The present article aims to ﬁll this gap.
3. An Experimental Setting of Alignment Measurement
How to make alignment an object of empirical measurement? How to get insights into the degree to
which interlocutors are aligned cognitively as a result of their conversation? Because of the fundamental
openness of dialogical communication (regarding its thematic and verbal diversity), it seems to be
impossible to answer questions of this sort. However, there is a way out of this impasse, that is, via
controlled dialogs by which the thematic universe of conversations can be constrained as their course
of events can be sharpened so that alignment can be focused by measurement operations. In this
section, we describe the so-called Jigsaw Map Game (JMG) as an experimental framework for alignment
measurement by which we get dialogical data that is controlled in the latter sense. This section describes
the design of the JMG and the corpus being derived from its conduction.
The empirical investigation of language processing in communication has developed around a
relatively small number of experimental settings [24]. As language use in natural conversations cannot
readily be controlled, some experimental designs have been developed to elicit semi-spontaneous dialog
situations where some degree of control over the topic of conversation is possible. The most important
paradigms are the referential communication task [25], the maze game [8] and the map task [19].
Though the referential communication task allows for a detailed analysis of referential processes,
there is always a ﬁxed role allocation between the communicating partners. Maze game studies highlight
some of the ways in which language processing in a task allowing relatively free verbal interaction is
affected by the demand of consensus in dialog. But with both players sitting alone in different rooms,
each of them presented with the maze on his/her monitor, no real face to face situation is created. In
the spatial map task again there is a clear role allocation of the partners. Due to these considerations
it became evident that for the examination of basic processes in natural face to face dialogs none of
these paradigms was sufﬁcient on its own. Consequently, with the Jigsaw Map Game (JMG) [26]Entropy 2010, 12 1446
we developed a ﬂexible design, which permits us to investigate language processing in interactive
conversation in a natural but controlled way.
Figure 2. Critical (upper row) and uncritical (lower row) objects and their naming (/in
diagonal slashes/) in the JMG.
cuboids
/Klotz/ vs. /Block/
/brick/ vs. /block/
cone
/Männchen/ vs. /Spielfigur/
/manikin/ vs. /token/
round component
/Kugel/ vs. /Ball/
/bowl/ vs. /ball/
/Wäscheklammer/
/clothespin/
/Buntstift/
/colored pencil/
/Knopf/
/button/
Figure 3. Schematic depiction of an object arrangement in the JMG: agent A (left side) plays
two instruction cards as does agent B (right side). Numbers indicate the order of the cards
being played. The map in the middle shows the object arrangement after these for cards have
been processed.
The setting is based on the referential communication task, but also includes some elements of the
maze game and the map task. It allows for naturalizing experimental dialogs by encouraging face
to face interaction with naïve participants mutually perceiving their behavior while communicating in
a multimodal way. At the same time, one can control important dialog parameters such as dialogEntropy 2010, 12 1447
organization and task-relevant knowledge by regulating the ﬂow of the game and balancing the roles
of the partners.
Table 1. Overview of the corpus of 24 dialogs based on the JMG played by 24 naïve
participants and 13 confederates. Asterisks code experimental dialogs in which only naïve
interlocutors participated (in contrast to confederate dialogs). Column 2 codes whether the
dialog manifests alignment or not according to a manual annotation as explained in Section
6.2. The corpus belongs to a larger corpus of 32 dialogs (in preparation). Data has been
partly annotated using the Ariadne system [27]. jV j is the lexicon size, jLAj and jLBj are
the sizes of the interlocutors’ sublexica. jEj is the number of associations (edges) that have
been induced by the algorithm of Section 4. #events is the number of nominal word forms in
referential function and #turns is the number of turns.
Network Alignment jV j jEj jLAj jLBj #events #turns
1 no 39 197 15 24 123 30
1 yes 44 267 25 19 164 36
4 yes 34 145 15 19 100 30
5 no 39 232 17 22 118 34
5 yes 42 254 23 19 143 31
6 no 43 227 21 22 113 30
6 yes 46 343 23 23 151 34
7 yes 37 145 17 20 111 36
7 no 43 227 20 23 165 30
8 yes 39 163 18 21 112 30
8 yes 46 237 18 28 161 52
19 yes 40 169 18 22 110 32
19 yes 63 367 28 35 201 48
33 yes 27 104 12 15 96 32
33 yes 44 225 18 26 156 50
34 no 34 137 13 21 117 34
34 yes 32 146 17 15 118 28
35 yes 20 65 9 11 100 30
36 yes 37 133 13 24 113 41
36 yes 50 213 30 20 134 42
37 yes 24 111 11 13 98 34
37 yes 40 216 20 20 133 30
38 yes 30 140 12 18 118 28
38 yes 50 244 31 19 157 41
The scenario of the game is as follows: two participants cooperatively position real objects like
cuboids, cones or buttons on a table, which serves as common interaction space, until all objects areEntropy 2010, 12 1448
placed on the table according to a predeﬁned object arrangement (see Figure 3). The arrangement is
designedinsuchawaythatsomeobjectsstandoutbecauseofsize. Theseobjectsdeﬁneso-calledcritical
objects as there are normally at least two possible object names in the underlying language (in our case
German) to name them (e.g., ball vs. bowl) as has been veriﬁed by a pre-study [26]. The variation of
the critical object names is realized by adopting some elements of the confederate priming paradigm [7].
The ﬁrst participant plays the game with a confederate (confederate dialog) who was instructed to use
speciﬁc object names so that the participant acquired them implicitly through lexical priming. Then, this
participant meets up with a second naïve participant playing the game again (experimental dialog). The
cooperative character of the game emerges because each partner gets, via instruction cards, only partial
information about the ﬁnal arrangement. These instruction cards contain in each case the constellation
of exactly three objects at a time: two already positioned and one new object that has to be placed by
the partner in the next step. Guided by these instruction cards, partners communicate in turns which
object the other should pick next from a personal object box (object identiﬁcation) and where it has to be
placed on the table (object placement) until the whole arrangement is completed. Further corrections or
speciﬁcations are possible. For data analysis regarding, for example, alignment on the lexical level, we
can record how interlocutors name the objects and how this naming gets aligned or not during the course
of a dialog.
In the present study, we consider three critical and three uncritical objects (see Figure 2). Figure 3
depictsasampleseriesoffourinstructioncardsequallydistributedamongtheinterlocutors. Thenumbers
indicate the order by which the cards are processed. Each instruction card deﬁnes a target object to be
placed on the table. A single round of the JMG is deﬁned by the processing of such a card whose focal
topic is deﬁned by the object to be located. Obviously, the interlocutors may, but do not need to align in
using critical terms for naming the objects or in using any other lexical items when performing the game
cooperatively. Thus, they may, but do not need to bring about aligned dialog lexica as a result of their
controlled conversation. In Section 6 we use this data to measure alignment by example of the JMG.
In order to successfully identify the objects that have to be arranged on the table, the participants
have to agree on how to refer to these objects. Part of this agreement is plainly due to the fact that the
participants share a language. However, in the case of the critical objects, language does not provide
unique terms. Thus, participants have to choose between several alternatives. Their choice may or
may not fall onto the same term their partner has used previously. It is only in the positive but not the
negative case that we observe a necessary condition of lexical alignment. The reason is that using the
same term the same way for denoting the same object is what we mean by lexical alignment. Thus, our
measurement procedure goes beyond simply counting shared items: it also looks for common usages,
which will be represented by means of networks. Since this scenario holds for each critical object and
for each card displaying a critical object, a spectrum of (non-)aligned lexical choices over the time of a
JMG round is possible and to be expected. In this sense, the experimental design of the JMG provides a
controlled setting for studying paths of lexical alignment in task-oriented dialog.
An overview of the corpus of dialogs that have been derived from the JMG is given by Table 1. Note
that in this study, we analyze experimental dialogs as well as confederate dialogs. This is only done
in the experimental classiﬁcation as described in Section 6.2. Using dialogs with confederates is due
to the problem of data sparseness. As we do not provide a supervised classiﬁcation that uses them forEntropy 2010, 12 1449
any training and as we do not make any claim about the causes of alignment in a dialog when being
successfully classiﬁed by our algorithm, we are convinced that using dialogs including confederates
is unproblematic in the present scenario. In any event, in Section 6.1 where we discus the temporal
dynamics of alignment, we only explore experimental dialogs.
4. A Network Model of Alignment in Communication
Generally speaking, in order to model interpersonal alignment in dialogical communication, we need
at least two ingredients: ﬁrstly, a graph model that is expressive enough to capture the speciﬁcs of
dyadic communication (see Section 4.1), that is, its characteristic distribution over two interlocutors
as a result of their turn-taking. Secondly, we need a quantiﬁcation of this graph model (see Section
4.2) that gives insights into the temporal dynamics of alignment according to its time course. At the
same time, this model should allow us to separate aligned from non-aligned conversations. Obviously,
models based on simple graphs that have traditionally been used to represent linguistic networks
([28–34]) are not expressive enough to capture dialogical communication, its inherent bipartition and
gradual development. Rather, we need to develop a novel graph model in conjunction with topological
indices to capture the speciﬁcs of dialogical communication.
4.1. Two-Layer Time-Aligned Network Series
If dyadic, dialogical communication is structured by the turn-taking of two interlocutors and thus
happens in time. That is, bipartition and time reference are reference points of any network model of
dialogical communication. In order to capture both of them, we invent the notion of a two-layer time
series of lexical networks as illustrated in Figure 4(1-3). It presents the gradual build-up of the dialog
lexica of two interlocutors A and B as a result of their conversation. Vertices in Figure 4 denote types
of lexical items uttered by A or B, respectively, while edges represent associations among these types
as a result of their co-activation during the conversation. At the beginning of the conversation, at time
point 1, each agent starts with a speciﬁc set VA and VB of unlinked lexical items. For a single agent, this
set represents the subset of items of his overall lexicon that he activates during his conversation. From
this perspective, interpersonal alignment of dialog lexica includes two networked networks: the one
representing the sub-lexicon of agent A and the other representing the sub-lexicon of his interlocutor
B where both networks are connected by edges that represent interpersonal associations. This is a
signiﬁcant departure from many linguistic networks ([28,29]) of written communication in which edges
denote associations among linguistic items that have been produced by authors separately. In contrast
to this, our focus is on intra- and interpersonal (lexical) associations in spoken communication. In other
words, we deal with a sort of statistics of association ([35,36]) that is also based on paired primes.
Note further that while linguistic networks generally cover several communication events (on a larger
time scale as, for example, a corpus of texts written at different days), in our case networks are always
induced by single conversations (on a very short time scale).
Obviously, this scenario goes beyond graph models based on simple bipartite graphs that still
predominate in the analysis of complex linguistic networks (see [37] for an overview): although we
can separate two parts in the dialog lexicon of a conversation, both interlocutors’ lexica are structured inEntropy 2010, 12 1450
themselves so that we better speak of a two-layer graph [30]. On the other hand, a dialog lexicon is an
emergent entity that gradually evolves during a conversation so that we get for each of its time points a
snapshot of the development of this lexicon. Thus, a dialog lexicon can be conceived as a time series that
emits two-layer networks at each time point. We now present a graph model that captures these speciﬁcs
in terms of a TiTAN series. In order to distinguish the constituents of such time series terminologically,
we speak of the (overall) dialog lexicon LAB of the conversation of two interlocutors A and B that is
induced by edges between both interlocutor lexica LA and LB of agent A and B, respectively.
Figure 4. Schematic representation of a Two-layer Time-Aligned Network (TiTAN) series
starting with two initially unlinked lexica of interlocutor A and B (upper left). Both
interlocutor lexica are networked step by step (upper right) till, ﬁnally, a dialog lexicon
emerges that is spanned by intra- and interpersonal links across the alignment channel (lower
left). The lower right part of the ﬁgure highlights the role of turn-taking as the means by
which dialog lexica (represented as TiTAN series) gradually evolve.
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Generally speaking, two-layer networks—as separately depicted for the different time points in
Figure 4—remind one of bipartite graphs G = (V;E) whose vertex set V is partitioned into
non-empty disjunct subsets VA;VB so that every edge fv;wg 2 E ends at vertices v 2 VA and
w 2 VB, respectively [38]. However, two-layer networks are different. These are networks in
which both parts are networked in themselves. In case of our application area this linkage is
due to intrapersonal associations among lexical items. That is, two-layer networks are graphs
G = (V;E) in which the vertex set V is partitioned—by analogy to bipartite graphs—intoEntropy 2010, 12 1451
non-empty disjunct subsets VA and VB such that the edge set E is additionally partitioned into
three non-empty disjunct subsets EAB;EA;EB so that all edges fv;wg 2 EAB end at vertices
v 2 A;w 2 B, while all other edges fx;yg 2 EX end at vertices x;y 2 VX;X 2 fA;Bg (for
a generalization of this notion see [30]). The subgraphs GA = (VA;EA) and GB = (VB;EB)
are called the A- and B-layer of the two-layer graph G = (V;E) and are denoted by the
projection function
A(G) = GA; B(G) = GB and AB(G) = (V;EAB) (1)
In order to denote the vertex and edge sets of any such projection we write V (X(G)) = VX and
E(X(G)) = EX for X 2 fA;B;ABg. In terms of our application area, layer A represents the
interlocutor lexicon of agent A, layer B the lexicon of agent B and G represents the overall dialog
lexicon of the conversation of both interlocutors (see Figure 4 for a depiction of this scenario).
In order to complete our model of a TiTAN series we have to consider that dialog lexica are weighted
labeled graphs Lt = (V;Et;t;L) that are indexed by the point in time t 2 f1;:::;ng at which they
are built. We assume that vertices v 2 V are labeled by the surjective function L: V ! LV for the set
of labels LV (e.g., lemmata). Each time an interlocutor produces an output of the linguistic type (e.g.,
nominal or verbal) under consideration, the series proceeds to the next time point. As a two-layer graph,
Lt is divided into two subgraphs
A(Lt) = LAt = (VA;EAt;At;LA)
B(Lt) = LBt = (VB;EBt;Bt;LB)
(2)
according to the distribution of Lt over the agents A and B at time t. In Figure 4(3), this corresponds to a
column of the TiTAN series. Note that LX : VX ! LVX;X 2 fA;Bg; is the bijective restriction of L to
VX, while the weighting function Xt : EXt ! R+ is the restriction of t to EXt. Xt(fx;yg), fx;yg 2
EXt, weights the intrapersonal strength of association among the items x and y that are interlinked
in the lexicon of interlocutor X. For two items x 2 VA;y 2 VB, t(fx;yg), fx;yg 2 Et, weights
the interpersonal strength of association among the items x and y that are interlinked in the dialog
lexicon of A and B at time t. Throughout this article we only consider two-layer graphs for which LX,
X 2 fA;Bg, is a bijective function. That is, there are no different vertices of the same layer that are
equally labeled.
By continuing their conversation, both interlocutors A and B gradually introduce new associations
or reinforce associations that are already established in the dialog lexicon. The sources of this process
are at least threefold: interlocutors may continue to reuse items in similar contexts or to use them in
novel contexts. Further, they may introduce items that they did not use before in their conversation. In
the present framework, we model these processes by inducing new edges or by strengthen the weights
of already given ones. As we deal with dyads, we have to distinguish inter- from intrapersonal edges.
In order to ensure the referential semantic background of lexicon induction (see Section 3), these edges
are built subject to the focus of the conversation on certain topics. In the JMG, this is reﬂected by its
division into rounds, each of which corresponds to a target object (e.g., cone or ball) to be positioned
on the table, where different rounds may deal with the same topic, that is, object. Thus, for each time
point t of a JMG we can identify the topic x = T(t) that is focal at t. In this way, we get a referenceEntropy 2010, 12 1452
point to demarcate thematically homogeneous dialog units as constituents of a dialog above the level
of turns. This is needed to establish co-occurrence statistics where lexical items are said to co-occur in
certain frames—in our case these are the latter dialog units. In principle, we may consider two variants
to induce intra- and interpersonal links:
 Variant I—unlimited memory span:
– Interpersonal links: if at time t, agent X 2 fA;Bg uses the item l 2 Vt to express the
topic T = T(t) that has been expressed by Y 6= X in the same round of the game or in
any preceding round on the same topic T by the same item, we span an interpersonal link
e = fvA;wBg 2 Et between vA 2 VA and wB 2 VB for which LA(vA) = LB(wB) = l,
given that e does not already exist. Otherwise, if e = fvA;wBg 2 Et 1, its weight t(e) is
increased by 1. The initial weight of any edge is 1.
– Intrapersonal links: if at time t, agent X 2 fA;Bg uses item l to express T = T(t), we
generate intrapersonal links between vX 2 VX, LX(vX) = l, and all other vertices labeled by
items that X has used in the same round of the game or in any preceding round on the same
topic T. Once more, if the links already exist, their weights are augmented by 1.
Variant I models an unlimited memory where both interlocutors always remember, so to speak,
every usage of any item in any preceding round of the game irrespective how long ago it occurred.
Obviously, this is an unrealistic scenario that may serve as a borderline case of network induction.
A more realistic scenario is given by the following variant that simulates a limited memory.
 Variant II—limited memory span:
– Interpersonal links: if at time t, agent X 2 fA;Bg uses l 2 Vt to express topic T = T(t)
that has been expressed by Y 6= X in the same or preceding round on the same topic by the
same item, we span an interpersonal link e = fvA;wBg 2 Et between vA 2 VA and wB 2 VB
for which LA(vA) = LB(wB) = l, given that e does not already exist. Otherwise, e’s weight
is adapted as before.
– Intrapersonal links: if at time t, agent X 2 fA;Bg uses item l to express T = T(t), we
generate intrapersonal links between vX 2 VX, LX(vX) = l, and all other vertices labeled
by items that X has used in the same round or in the preceding round on the same topic T.
If the links already exist, their weights are augmented by 1.
The latter scenario models a limited memory span where (co-)occurrences affect lexical associations
onlywithinthesameorsuccessiverounds. Otherwise, thiseffectfailstoappear—regardingtheinduction
of new associations and the update of already activated associations. In more technical terms, this can be
explained as follows: suppose that time points t are represented by triples t(X;T;l) of agents X, topics
T and lexical items l. In Variant I, an interpersonal link is generated (or updated) at t0 for any pair of
time points t(X;T;l), t0(Y;T;l), X 6= Y , where t < t0. In Variant II, this only happens if there is no
time point t00(X;T;l) such that t < t00 < t0.
Note that there are strong linguistic arguments in favor of Variant II: [39] found that syntactic priming
is subject to decay: it has a close time-limited effect that diminishes rapidly. Besides this short-term
priming, [40] identiﬁed a long-term effect they called adaptation. [41] argued that the long-term and
the short-term priming involve different cognitive processes. Though [1] do not distinguish these two
kinds of priming explicitly, the IAM most likely rests on a short-term mechanism as reﬂected by the turnEntropy 2010, 12 1453
restriction of Variant II. For this reason, we only implement this variant to span intra- and interpersonal
links in dialog lexica. This is done for nouns so that lexical items l in triples of the sort t(X;T;l) always
stand for nominal units. In principle, the model introduced here is open to additionally consider items
of other part of speeches. However, as we focus on referential descriptions we consider vertices that are
labeled by nouns.
Figure 5. A graph-theoretical model of turning points of lexical alignment (cf. [42]). On the
left side, a two-layer dialog lexicon is shown whose layers are completely separated as there
are no links crossing the alignment channel. The right side depicts the opposite case where
both interlocutor lexica are identical and where each item is linked across the alignment
channel with its correspondent in the lexicon of the opposite interlocutor.
alignment
channel
alignment
channel
alignment minimum
(lower bound)
alignment maximum
(upper bound)
spectrum of
dialog lexica
In Figure 4(3), interpersonal links are exempliﬁed by edge e, while intrapersonal links are exempliﬁed
by edge e0. Interpersonal links are said to cross the alignment channel between A and B. Obviously,
without turn-taking no interpersonal links would exist in this model. Thus, turn-taking as depicted in
Figure 4(4) is constitutive for TiTAN series. The more such interpersonal links exist, the more the
interlocutors tend to express the same topics by the same items. Analogously, the more intrapersonal
links exist, the more the corresponding agent tends to use the same group of items to express the same
topic. Variant II transfers the notion of a usage-based semantics ([36,43,44]) onto the level of dialog
lexica: associations are established among lexical items that are used in similar contexts where the
strength of their associations is a function of the frequency of the items’ common usages.
One advantage of our graph model is that it directly allows for representing turning points of
alignment as shown in Figure 5: on the left side, a dialog lexicon is depicted with no interpersonal
links across the alignment channel. Such a lexicon results from a conversation in which neither of the
interlocutors use the same items to speak about the same topic (though they may use the same items to
speak about different topics). That is, both agents use different words or the same words differently so
that their lexica are nonaligned. In other words, missing interpersonal links or few interpersonal links of
low weights indicate non-alignment. The right part of Figure 5 demonstrates the opposite case in which
both interlocutors use exactly the same words the same way so that their dialog lexica are completely
aligned. Obviously, dialog lexica as emerging from real conversations appear somewhere between these
extreme points. This is depicted in Figure 6. It shows the ﬁnal dialog network of a dyadic conversation
of which it is known that they manifest lexical alignment (see Section 3). Obviously, this network is
far from the extreme case of an unaligned two-layer network as it has many, highly weighted links
across the alignment channel. At the same time, this network is also very different from the idealistic
scenario of completely aligned lexica of two interlocutors. A central hypothesis of this article is that theEntropy 2010, 12 1454
position of real lexica regarding this spectrum of two-layer networks (as spanned by the turning points
of minimal and maximal alignment) is law-like. If this is true it should be possible to classify aligned
and non-aligned lexica only by means of their topology. In other words, TiTAN series that are induced
from natural dyadic conversations should be both distinguishable from their random counterparts and
separable in terms of aligned and non-aligned dialogs. We now present a quantitative model of TiTAN
series that allows this classiﬁcation only by virtue of the topology of two-layer networks.
Figure 6. The ﬁnal two-layer network of a TiTAN series that represents a gradually evolving
dialoglexiconoftwointerlocutors. Initially, noitemsareinterlinked. Fromturntoturn, more
and more associations are established intra- and interpersonally so that the dialog lexicon is
ﬁnally structured as depicted by the network. Edge weights are represented by the thickness
of lines.
4.2. Mutual Information of Two-Layer Networks
Our aim is to quantify dialogical alignment of two interlocutors as a function of topological
commonalities of their dialog lexica represented as the layers of a two-layer network. In Section 1,
we have explained that alignment can in principle be conceived as a sort of structural coupling that
results from interlinking similar cognitive structures. Thus, linkage and similarity of cognitive systems
are major reference points of our search for alignment measures.
By representing dialog lexica as networks, we are in a position to apply the wide range of topological
indices that have been invented to describe complex networks ([45–48]) in general as well as linguistic
networks ([29–31,33]) in particular. We will use some of these indices to characterize the topology of
two-layer networks in TiTAN series. However, we also face the fact that the majority of indices have
been developed to describe unipartite graphs. Therefore, we put special emphasis on measures that focusEntropy 2010, 12 1455
on the topological characteristics of two-layer networks in terms of their inherent bipartition. A natural
way to do this is to compute the classical indices of network theory separately for both layers A(G) and
B(G) of a two-layer graph G. This approach will be adopted here—however, only as one of several
alternatives.
As we are interested in measuring alignment in terms of the linkage and the structural similarity of
the dialog lexica of conversational partners, it seems promising to apply the apparatus of graph similarity
measurement [49]. We may say, for example, that two interlocutors are the more lexically aligned, the
more similar the graphs that represent their dialog lexica. It is well known that many algorithms for
computing graph similarities are NP-hard [50]. Thus, we face a dilemma: we want to measure alignment
in terms of structural similarity, but this seems to be infeasible.
To ﬁnd a way out of this impasse, we now introduce a graph similarity measure based on the notion
of mutual information I(G1;G2) of two graphs G1;G2 (as, e.g., the projections G1 = A(G) and
G2 = B(G) of a two-layer graph G) (see [51] and [52] for related approaches to information-theoretical
indices of graphs; see also [53] for a classical approach in this research branch). Our idea is to integrate
the notion of MI-based distance measurement in the sense of Kraskov & Grassberger [54] with the notion
of vertex probabilities leading to the structural information content in the sense of Dehmer ([52,55,56]).
More speciﬁcally, [54] prove that for two random variables X and Y the quantity
D(X;Y ) = 1  
I(X;Y )
maxfH(X);H(Y )g
2 [0;1] (3)
is a metric where I(X;Y ) is the Mutual Information (MI) of X and Y . Intuitively, if I(X;Y ) is low in
relation to maxfH(X);H(Y )g, that is, if X and Y tend to be statistically independent (so that knowing
X does not inform very much about Y , and vice versa), then X and Y are highly distant. Conversely, if
knowing X reduces much of the uncertainty about Y and vice versa, then both variables are less distant,
that is, D(X;Y ) is low.
Regarding the underlying notion of MI these are well known concepts. But how to apply them to
measuring the distance of graphs? How to derive a notion of alignment measurement based on D? In
order to answer these questions, I(X;Y ) has to be deﬁned in graph-theoretical terms. This can be done
with the help of the notion of local graph entropy. Generally speaking, a graph entropy is deﬁned by
means of an equivalence relation over the set of vertices or edges of a graph G such that for the set of
classes C = fci ji 2 Ig a probability distribution pi is deﬁned by the quantities
jcij P
i jcij, ci 2 C [53]. [52]
uses a different approach in that he captures more of the topological information of a graph by analyzing
patterns of geodesic distances of their vertices. Based on this work, [56] deﬁne the entropy Hfc(G) of a
graph G by the following quantity:
Hfc(G) =  
X
v2V
fc(v)
P
w2V fc(w)
log

fc(v)
P
w2V fc(w)

(4)
where
fc(v) =
(G) X
j=1
cjjSj(v)j (5)
fc(v) is called an information functional operating on vertex v 2 V , (v;w) is the geodesic distance
of v and w in G, c0 = (c1;:::;c(G)) is a vector of weights ci  0,
P
i ci > 0, that bias the so-calledEntropy 2010, 12 1456
j-spheres Sj(v) = fw 2 V j(v;w) = jg of v, and (G) is the diameter of G. By Graph G1 in
Figure 7, for example, we see that (G) = 4, S1(u) = fq;v;v7;v9;v10g, S2(u) = fr;w;v6;v8;v11g
and S3(u) = S4(u) = ;. By varying the vector c, one gets different instances of the class of entropy
measures in Equation 4. Intuitively, high values of Hfc indicate shared patterns of geodesic distance
among the vertices of G, while low values hint at unequally distributed patterns of this kind. This is
in the line of what we seek, but with a focus on complete graphs. That is, we need a measure of the
(dis-)similarity of two graphs that tells us something about the patterns of the geodesic distances of
their vertices.
As we deal with labeled graphs, we use a different deﬁnition of j-spheres. More speciﬁcally,
we assume that j-spheres are deﬁned on uniquely labeled graphs or on some appropriately delimited
subgraph G = (V;E;L), where L: V ! L, that fulﬁlls this condition of unique labeling. In this case,
we deﬁne for any v 2 V the j-sphere SG
j (v) of v in G as the set:
S
G
j (v) = fl 2 Lj9w 2 V : L(w) = l ^ (v;w) = jg (6)
If the denotation of G is clear from the context, the superscript G is omitted.
Figure 7. Two labeled graphs G1 = (V1;E1;L1) and G2 = (V2;E2;L2) as the projections
A(G) = G1 and B(G) = G2 of a graph G = (V1 [ V2;E;L) such that E1  E  E2 and
L = L1 [ L2. G1 and G2 share, for example, an equally labeled vertex in the 1-sphere of
v 2 V1 and x 2 V2, respectively.
As Hfc operates on unipartite graphs, it cannot be used to derive a measure of the MI of graphs.
However, its underlying notion of a j-sphere has this potential. Suppose that we have two labeled graphs
G1 = (V1;E1;L1) and G2 = (V2;E2;L2) as exempliﬁed in Figure 7. Intuitively, we say that the MI
of both equally labeled vertices u 2 V1 and x 2 V2 in Figure 7, for which L1(u) = L2(x), is high,
if by knowing the neighborhood of u in G1 we gain much information about the neighborhood of x in
G2, and vice versa, where vertices are identiﬁed by their labels. Note that in this case, neighborhood is
deﬁned in terms of j-spheres. Once more, this is exempliﬁed in Figure 7, where u and x have an equally
labeled vertex in their 1-sphere. More speciﬁcally, v in G1 and y in G2 are equally labeled by l1 such
that l1 2 S
G1
1 (u) and l1 2 S
G2
1 (x). Thus, u and y share this label in the same sphere. Information of this
sort can be explored to measure alignment if u and y form paired primes (see Section 1).
Obviously, we straightforwardly get an entropy measure that operates on the distribution of properly
normalized MI values of all pairs of equally labeled vertices shared among G1 and G2. Notwithstanding
its attractiveness, this approach disregards the fundamental law of semiological preference [57],
accordingtowhichoccurrencesoflinguisticunitsobeyaveryskeweddistributionsuchthat, forexample,Entropy 2010, 12 1457
lexical networks probably coincide in sharing highly frequent words (even nouns), while they are much
lesslikelytosharehighlyfocusedcontentwords. Whenmeasuringlexicalalignment, suchcontentwords
are of high interest as it is less likely that, for example, in the JMG two interlocutors share the speciﬁc
term ball than that they share the general noun thing. Thus, one should carefully select commonly
used words for exploring their neighborhoods. This holds all the more for dialogical communication
as exempliﬁed by the JMG where a small set of “uncritical” content words tends to be used by all
interlocutors. It seems natural to explore the special role of such thematically focused, though commonly
used, words to implement the notion of MI among graphs in the present application area. The reason
is that linguistic networks as analyzed here are association networks in which such seed words play the
role of inter-subjectively controllable primes whose patterns of spreading activation inform us about
the topological commonalities of the networks in which they are activated. That is, they provide
comparability among interlocutors of the same conversation as well as between different dialogs. Along
this line of reasoning we now deﬁne the prime-based mutual information of two graphs as follows.
Deﬁnition 1. Mutual information of primes and of two-layer graphs. Let G = (V;E;L) be a labeled
two-layer graph with the projections A(G) = G1 = (V1;E1;L1) and B(G) = G2 = (V2;E2;L2).
Let further
P  ffv;wgjv 2 V1 ^ w 2 V2 ^ L(v) = L(w)g (7)
be a subset of pairs of commonly labeled vertices, henceforth called paired primes, that belong to
different layers of G.
We call the set L = fL(v)jv 2 V g of order jLj = n the lexicon of G. The Local Mutual Information
(LMI) I(v;w) of the paired primes v;w 2 V , fv;wg 2 P, is deﬁned by the quantity
I(v;w) =
n 1 X
i=0
n 1 X
j=0
p(i;j)log2
p(i;j)
p(i)p(j)
=def
n 1 X
i=0
n 1 X
j=0
jSi;j(v;w)j
n
log2
jSi;j(v;w)j
n
jSi(v)j
n 
jSj(w)j
n
(8)
where
Si;j(v;w) =
8
> > > > > > <
> > > > > > :
^ Si;j(v;w): v 2 V1 ^ w 2 V2
^ Sj;i(w;v) : v 2 V2 ^ w 2 V1
S
G1
i (v;w): v = w 2 V1 ^ i = j
S
G2
i (v;w): v = w 2 V2 ^ i = j
; : else
(9)
and
^ Si;j(v;w) =
8
> > > <
> > > :
Si>0;j>0(v;w) = fl 2 Lj9!x 2 V19!y 2 V2: L(x) = L(y) = l ^ (v;x) = i ^ (w;y) = jg: i;j > 0
Si>0;j=0(v;w) = fl 2 Lj9!x 2 V1@y 2 V2: L(x) = L(y) = l ^ (v;x) = i ^ (w;y) > 0g : i > 0;j = 0
Si=0;j>0(v;w) = fl 2 Lj@x 2 V19!y 2 V2: L(x) = L(y) = l ^ (v;x) > 0 ^ (w;y) = jg: i = 0;j > 0
Si=0;j=0(v;w) = fl 2 Lj@x 2 V1@y 2 V2: L(x) = L(y) = l ^ (v;x) > 0 _ (w;y) > 0g : i = j = 0
(10)Entropy 2010, 12 1458
is the (i;j)-sphere of v and w in G, that is, the set of all labels assigned to vertices x 2 V1, y 2 V2 with
the normalized geodesic distance i = (v;x) to v and j = (w;y) to w.  normalizes the geodesic
distance  in the sense that
8x;y 2 V : 
(x;y) =
8
> <
> :
1(x;y) : x;y 2 V1
2(x;y) : x;y 2 V2
0 : else
(11)
where i is the restriction of  to Gi, i 2 f1;2g. Note that (x;y) = 0 if x and y belong to different
layers or if they are unconnected within the same layer (of course, these two cases may be handled
separately—we save this variant for future work). Note further that a simple variant of I(v;y) is given
by re-deﬁning  as follows:
8x;y 2 V : 
(x;y) =
(
0 : x;y are disconnected
(x;y) : else
(12)
In this case, edges e 2 E(AB(G)) that belong to the bipartition of G are additionally explored when
measuring geodesic distances—this variant will not be considered here.
Now, the LMI-distance of G1 and G2 induced by the pair of vertices (v;w) can be deﬁned as
D(G1;G2)j(v;w) = 1  
I(v;w)
maxfH(v);H(w)g
2 [0;1] (13)
where the entropy H(v) of v is deﬁned as
H(v) =  
n 1 X
i=0
jSi(v)j
n
log2
jSi(v)j
n
(14)
D(G1;G2)j(v;w) naturally induces a similarity measure by
S(G1;G2)j(v;w) = 1   D(G1;G2)j(v;w) 2 [0;1] (15)
Further, the Local Mutual Information I(G1;G2) of G1 and G2 is deﬁned by the maximum of the local
MI of paired primes in P:
I(G1;G2) = max
fv;wg2P
I(v;w) (16)
By analogy to Equation 13, we ﬁnally get a distance measure of G1 and G2 by
D(G1;G2) = 1  
maxfv;wg2P I(v;w)
maxfH(argmaxv2V1;fv;wg2P I(v;w));H(argmaxw2V2;fv;wg2P I(v;w))g
2 [0;1](17)
with the corresponding similarity measure
S(G1;G2) = 1   D(G1;G2) 2 [0;1] (18)
In order to exemplify the computation of I(G1;G2), look at Figure 7. Suppose that the vertices
q;r;s;t;u;v;w;x;y;z are labeled by l0;:::;l5 so that some of these vertices are equally labeled, while
all other vertices of G1 and G2 are labeled by some li for which i > 5. Suppose further that the pair of
equally labeled vertices u and x is our focal pair of primes fu;xg. In this case, we observe thatEntropy 2010, 12 1459
 S0;0(u;x) = S0=0;0=0(u;x) = fl0g; bydeﬁnition, pairedprimesarebothlocatedinthezerosphere.
 S1;1(u;x) = S1>0;1>0(u;x) = fl1g; starting from u and x, respectively, l1 is directly associated to
l0 in both interlocutor lexica.
 S2;2(u;x) = S2>0;2>0(u;x) = fl2g; l2 exempliﬁes a word that is mediately associated to their
respective primes in both interlocutor lexica the same way.
 S1;0(u;x) = S1>0;0=0(u;x) = fl7;l9;l10g is the subset of words in S
G1
1 (u) used by speaker A, but
not by speaker B.
 S2;0(u;x) = S2>0;0=0(u;x) = fl3;l6;l8;l11g is the subset of words in S
G1
2 (u) used by speaker A,
but not by speaker B.
 S1;0(x;u) = S0;1(u;x) = S0=0;1>0(u;x) = fl14;l15;l17;l18g is the subset of words in S
G2
1 (x) used
by speaker B, but not by speaker A.
 S2;0(x;u) = S0;2(u;x) = S0=0;2>0(u;x) = fl4;l12;l13;l16;l19g is the subset of words in S
G2
2 (x)
used by speaker B, but not by speaker A.
 S1;2(u;x) = S2;1(x;u) = S1>0;2>0(u;x) = fl5g; l5 exempliﬁes a word that is used by both
interlocutors but in a different way from the point of view of the paired primes u and x.
 82 < i  18 80  j  18: Si;j(u;x) = ;; note that 18 = jLj   1 where L = fq;r;s;t;u;v;w;x;
y;z;v6;v7;v8;v9;v10;v11;v12;v13;v14;v15;v16;v17;v18;v19g.
 80  i  18 82 < j  18: Si;j(u;x) = ;.
By this example, we get the complete range of sets that we need to know to compute I(u;x) in the
case of the graphs G1 and G2 in Figure 7.
Remark: remember that above we have made the assumption that the labeling function L on vertices
is bijective so that there is no label which does not label any vertex in G1 or in G2. Thus, for any label
l 2 Si>0;j=0(v;w) there is a vertex in G1 labeled by l while there is either no vertex in G2 labeled by l
or this vertex is equal to w. In this way, we deal with words that are used only by one interlocutor. (An
alternative to handle such words is to deﬁne that they have a constant distance of jLj + 1 to any item in
the lexicon of the interlocutor who does not use them.)
Theorem 1. Equation 8 is a measure of mutual information (i.e., Equation 8 deﬁnes a measure for
estimating MI by means of the (i;j)-sphere Si;j(v;w)).
Proof. We start by showing the symmetry of I, that is, I(v;w) = I(w;v). Without loss of generality,
we assume that v 2 V1 and w 2 V2. Then, the symmetry of I simply follows from the fact that
for every Si;j(v;w), i;j 2 f0;:::;n   1g, in Equation 8, there exists exactly one Sj;i(w;v) such that
Si;j(v;w) = Sj;i(w;v)= ^ Si;j(v;w). Further,
Pn 1
i=0 jSi(v)j = n and hence
Pn 1
i=0 pi = 1. Analogously,
we see that
Pn 1
i=0 p(i;j) = 1.
We continue with showing that I(v;v) = H(v). Note that this means to focus on one of the
projections of G, that is, either G1 or G2. Without loss of generality, we assume that v 2 V1. Thus,Entropy 2010, 12 1460
we can concentrate on subsets of the sort Si;i(v;v). By Equation 9 we directly get Si;i(v;v) = S
G1
i (v).
That is, 8j 6= i: Si;j(v;v) = ; and, thus, Si;i(v;v) = Si(v) for i  0. As a consequence, the sum over j
in Equation 8 reduces to
X
j
jSi;j(v;v)j
n
log2
jSi;j(v;v)j
n
jSi(v)j
n 
jSj(v)j
n
=
jSi;i(v;v)j
n
log2
jSi;i(v;v)j
n
jSi(v)j
n 
jSi(v)j
n
=  pi log2 pi
so that we can conclude in the usual way that I(v;v) = H(v). Finally, starting from the sum I(v;w) =
P
i;j p(i;j)log2
p(i;j)
p(i)p(j), it straightforwardly follows that I(v;w) = H(v)+H(w) H(x;y) = H(X) 
H(XjY ) = H(Y )   H(Y jX) [58].
By the work of [54] we know that measures like D become a metric for an appropriately deﬁned
set M of objects supposed that D is based on a measure of mutual information. For I we have shown
this property. However, what we miss is such a set M as D is only deﬁned for layers A;B of the same
conversation. Of course, we may say that (M;D) is a metric space, where M = fA;Bg. But that would
leave out any applicability of the triangle inequality and, thus, a realistic scenario of a metric space of
dialogs and their components. We leave this elaboration of a metric dialog space—by analogy to a metric
semantic space of textual units—to future work.
Intuitively, what does I(v;w) mean? In order to explain this, it is easier to look at D(G1;G2). We
suppose that among all paired primes of G1;G2, the pair v;w maximizes I. So what does it mean to
get a zero distance, that is, D(G1;G2) = 0? This equals the value of D(G1;G1) and D(G2;G2) as D
is a metric. Thus, for any two graphs G1 6= G2, a value D(G1;G2)  D(G1;G1) indicates that both
graphs are equally organized in terms of the (im-)mediate neighborhoods of the paired primes v and w
in G1 and G2, respectively. In other words, by knowing the i-sphere Si(v) of v in G1 we get a great deal
of information about the corresponding spheres around w in which the correspondents of the vertices in
Si(v) are located in G2, and vice versa. An extreme case would be that by knowing the sphere Si(v)
in G1 we know exactly the composition of the sphere Si(w) in G2—by analogy to D(G1;G1). From
this perspective, D(G1;G2) is a measure that indicates a kind of topological dissimilarity of G1 and
G2—from the point of view of the paired primes v and w. For small values of D near to zero it tells us
that by knowing the i-sphere of a vertex in G1 we know the corresponding j-sphere of its equally labeled
vertex in G2 (note that in this case it does not necessarily hold that i = j as I is a measure of mutual
information). This is exactly the notion of alignment that we address in this article: the dialog lexica
of two interlocutors are said to be aligned if they manifest alike patterns of spreading activation. In the
present context, this spreading activation is modeled by both the paired primes and their neighborhoods.
Obviously, this notion integrates the notion of alignment in terms of linkage with that of alignment in
terms of structural similarity:
 On the one hand, both interlocutors are aligned in the sense that they activate a common
sub-lexicon during their conversation out of which they recruit paired primes by expressing, for
example, the same topic of conversation by the same word. Without such a larger sub-lexicon,
the value of D(G1;G2) could be hardly near to zero as word usages of one interlocutor would
tell us nothing about the word usages of the other. Thus, for higher values of D(G1;G2) it is
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dialog lexicon—note that this notion relates to the notion of graph distance of [59] as explained
below. As seen by example of the JMG, there are hardly many paired primes in our study that are
common to all pairs of interlocutors. Thus, in order to secure comparability among different pairs
of interlocutors, it makes sense to focus on a single lexeme that is actually used by all pairs of
interlocutors. Inourpresentstudythisisexempliﬁedbythelexemebutton(seeFigure2inSection3).
 On the other hand, both interlocutors are additionally aligned in the sense that the focal primes
v and w induce similar patterns of spreading activation [60] within their respective dialog
lexica. That is, by commonly using the lexeme that equally labels the vertices v and w, their
neighborhoods are activated in a way that is mutually predictable. In terms of geodesic distances,
this means that both interlocutors have built dialog lexica that are similarly organized from the
point of view of the paired primes v and w.
At least theoretically, S and D as deﬁned here indicate by their application to graph-theoretical
representations of dialog lexica the (non-)alignment of interlocutors by two reference points, that is, by
the linkage and the similarity of their dialog lexica. This makes these quantities interesting candidates
for measuring alignment as studied empirically in Section 6.
The measures discussed so far explore the complete spectrum of (i;j)-spheres. A simple variant that
focuses on spheres for which i = j is deﬁned as follows:
Hgc(G1;G2) =  
X
v2V
gc(v)
P
w2V gc(w)
log

gc(v)
P
w2V gc(w)

(19)
where
gc(v) =
( PjV j
i=0 jSi;i(v;w)j
jV j : L(w) = L(v)
0 : else
(20)
Obviously, this measure is based on an information-related function that relates the common
neighborhood of two vertices to the overall set of vertices. Note that L(w) = L(v) implies that there
is only one such w and that this w belongs to the opposite layer of G. Note further that in this case
gc(v) = gc(w). Hgc(G1;G2) is 0, if both layers of G do not have commonly labeled vertices, that is,
if both interlocutors use different vocabularies (e.g., because of speaking different languages). In the
opposite case, that is, if both layers share commonly labeled vertices, higher values of Hgc(G1;G2)
indicate that these vertices are integrated into their respective layers in similar ways. In terms of our
application area this means that both interlocutors are aligned in terms of the topological relations of
their common sub-lexicon. Below we will see that this variant also has a potential in classifying dialog
lexica for manifesting alignment or non-alignment.
So far, we have introduced measures of mutual information (and entropy) to capture the similarity
of lexical systems as dialog lexica represented by two-layer networks. Now, we complement these
candidates by instances of three additional classes of graph-theoretical indices:
 First and foremost, we calculate classical indices of complex network theory separately for each
of the layers of two-layer networks and aggregate them by a mean value to describe, for example,
the average cluster value of interlocutor lexica in dyadic conversations. This is done for the clusterEntropy 2010, 12 1462
value C1 [61], its weighted correspondents hCw(k)i and hCns
w (k)i [62], the normalized average
geodesic distance ^ L and the closeness centrality of graphs [30,63]. For an undirected graph G =
(V;E), ^ L is deﬁned as follows:
^ L(G) =
(
0 : jV j  1
2
n(n 1)
Pn
i=1
Pn
j=i+1 +(vi;vj) : jV j > 1
2 [0;1] (21)
where n = jV j is the number of vertices in G and

+(vi;vj) =
(
(vi;vj) 1
n 1 : vi 6= vj are connected
1 : vi 6= vj are unconnected
(22)
^ L(G) penalizes, so to speak, pairs of unconnected vertices by the theoretical maximum of the
diameter of G. ^ L(G) measures the proportion of the average geodesic distances of the vertices in
relation to the sum of their penalties in the latter sense: the more vertices are connected by the
shorter paths, the smaller this proportion such that for completely connected graphs ^ L(G) = 0,
while for a completely unconnected graph ^ L(G) = 1. Computing the normalized variant of the
average geodesic distance is indispensable. The reason is that at their beginning, dialog lexica
are mainly disconnected so that computing L for their largest connected component would get
unrealistically small values.
 The latter group of indices simply adapts classical notions of complex network theory to the area of
two-layer networks. That is, they do not measure the dissimilarity of graphs as done, for example,
by D(G1;G2). As an alternative to D, we utilize two graph distance measures [64–66]. More
speciﬁcally, [59] consider the following quantity to measure the distance of two (labeled) graphs
G1;G2:
dB(G1;G2) = 1  
jmcs(G1;G2)j
max(jG1j;jG2j)
(23)
where mcs(G1;G2) is the maximum common subgraph of G1 and G2 and jG1j is the order of G1.
This measure has very interesting properties: ﬁrstly, if G1 and G2 are uniquely labeled and if the
computation of mcs(G1;G2) reﬂects this labeling, it is efﬁciently computable. Further dB is a
metric and, thus, computes easily interpretable graph distances [60]. In this line of research, [67]
propose a graph distance measure based on graph union:
dW(G1;G2) = 1  
jmcs(G1;G2)j
jG1j + jG2j   jmcs(G1;G2)j
(24)
Both of these measures compute graph distances and are therefore applicable to measuring the
dissimilarity of dialog lexica distributed among interlocutors. Consequently, we apply them in
addition to D and S, respectively, to extend our tertium comparationis.
 Last but not least, we consider an index of modularity that, for a given network, measures the
independence of its candidate modules. As we consider networks with two modules, we use the
following variant of the index of [68]:
Q(G) =
2 X
i=1
(eii   a
2
i) (25)Entropy 2010, 12 1463
where eii is the number of links within the ith part of the network and a2
i is the number of links
across the alignment channel.
Except for the classical indices of complex network theory as adapted here, all other indices that
are newly invented in this article go beyond existing approaches to measuring alignment that basically
count repetitions of shared (e.g., lexical) items (see Section 2). In contrast to this, our approach takes
the structure of dialog lexica into account as represented by two-layer networks. In this sense, we do not
perform a set-based but a structure-based measurement of alignment that focuses on structural similarity
and coupling.
5. Random Models of Two-Layer Networks
In order to show that dialog lexica span two-layer time-aligned network series in a law-like manner,
we have to show that their topology differs from that of corresponding random graphs. In other words,
we consider random networks in order to identify topological characteristics of TiTAN series that are
non-random in the sense that they cannot be reconstructed by means of the former. If a topological
characteristic of the dialogs considered here characterizes their random counterparts the same way,
it is judged to be linguistically uninformative as it does not separate linguistic TiTAN series from
random ones. This also means that the random networks introduced in the following subsections are
non-linguistic artefacts even if they reﬂect structural constraints of their linguistic counterparts. From
thispointofview, wedonotaimatreinterpretingtherandomnetworkslinguistically, butalwaysmotivate
our decisions on how to span them. As a result we get a tertium comparationis of artiﬁcial units for
delimiting characteristics of dialogs that are linguistically relevant. This procedure is indispensable as
corpora of dialogs are rare because of the tremendous effort to annotate them appropriately. Random
networks provide a ﬁrst way out of this problem of data sparseness.
An obvious way to introduce random models of a TiTAN series is to compare each network of each of
its time points with a corresponding random network according to the Erd˝ os–Rényi–model [69]
(Section 5.1). However, this approach focuses on unipartite graphs. Thus, a random model is needed that
reﬂects the topological peculiarities of two-layer networks. In this section, we introduce such models
that extend the random model of simple graphs in a self-evident way by rewiring the layers of two-layer
networks separately (Section 5.2 and 5.3).
Another way to look at randomized counterparts of networks is not to rewire the output of networking
directly, but to shufﬂe the input data from which these networks are induced. This way to look at
randomized two-layer graphs is inspired by [70] who analyze random models of annotation networks.
Basically, [70] shufﬂe the input sets of heterogeneous relations (over artefacts, annotators, and their
tags) by which they induce hypergraphs. We adapt this idea to get two additional types of randomized
two-layer networks based on shufﬂed input (Section 5.4 and 5.5).
Altogether, we analyze ﬁve approaches to randomized networks whose topological characteristics
will be compared with those of two-layer networks of equal order and size to get ﬁrst insights into
the question whether dialog lexica as represented by TiTAN series manifest a law-like dynamic that is
characteristic of dialogical communication.Entropy 2010, 12 1464
Algorithm 1: Binomial case I: computing a set of randomized TiTAN series.
Data: TiTAN series X = (X1;:::;Xk); number of iterations n
Result: Set Y of n randomized TiTAN series Yi = (Yi1;:::;Yik);i = 1::n
for i = 1::n do
rewire Xk = (V;Ek) at random to get Yik = (V; ^ Eik);
for j = (k   1)::1 do
randomly delete j ^ Eij+1j   jEjj edges from ^ Eij+1 to get ^ Eij; Yij   (V; ^ Eij);
end
Yi1   (V;E1); Y   Y [ f(Yi1;:::;Yik)g;
end
Algorithm 2: Binomial case II: computing a set of layer-sensitive randomized TiTAN series.
Data: TiTAN series X = (X1;:::;Xk); number of iterations n
Result: Set Y of n randomized TiTAN series Yi = (Yi1;:::;Yik);i = 1::n
for i = 1::n do
rewire A(Xk), B(Xk) and AB(Xk) at random to build Yik = (V; ^ Eik) where Xk = (V;Ek) such that
A(Yik)   rand(A(Xk)), B(Yik)   rand(B(Xk)) and AB(Yik)   rand(AB(Xk));
for j = (k   1)::1 do
randomly delete jE(A(Yij+1))j   jE(A(Xj))j edges from E(A(Yij+1)) to get Aij;
randomly delete jE(B(Yij+1))j   jE(B(Xj))j edges from E(B(Yij+1)) to get Bij;
randomly delete jE(AB(Yij+1))j   jE(AB(Xj))j edges from E(AB(Yij+1)) to get Cij;
set Yij = (V; ^ Eij) such that ^ Eij = Aij [ Bij [ Cij and A(Yij) = (V (A(Xk));Aij),
B(Yij) = (V (B(Xk));Bij) and AB(Yij) = (V (AB(Xk));Cij);
end
Yi1   (V;E1); Y   Y [ f(Yi1;:::;Yik)g;
end
5.1. The Binomial Model (BM-I)
To introduce random models of TiTAN series we begin with the binomial case. Algorithm 1 computes
a series of random networks of equal size and order as their two-layer correspondents. It gets a TiTAN
series as input and outputs a set of randomized series. This is done by rewiring the last link of the input
series at random and then by randomly deleting edges till the ﬁrst link of the input series is reached. As
all input networks have the same order, a random graph is distinguished from its natural correspondent
only by its edge set. In linguistic terms, the BM-I approach models a sort of “unnatural” dialog in which
turn-taking is completely disregarded. Note that Algorithm 1 does not generate a single randomized
TiTAN series but a set of n such series. The reason is that topological characteristics of random networks
are averaged over this set separately for each time point.
5.2. The Partition-Sensitive Binomial Model (BM-II)
As mentioned above, the binomial model handles two-layer networks as unipartite graphs so that
layer-internal links (e.g., intrapersonal in dialog networks) may be rewired as layer-external links and
vice versa. In order to overcome this deﬁciency, we extend the binomial model by restricting the
rewiring to the layers A(G), B(G) and its bipartition AB(G). This is done by Algorithm 2. In
terms of our application area, it rewires the interlocutor lexica and their bipartition across the alignmentEntropy 2010, 12 1465
channel independently of each other so that their sizes (i.e. numbers of edges) are unaffected. The
BM-II approach models a sort of unnatural dialog in which turns and topical references are randomly
reorganized, that is, a sort of conversation in which each interlocutor generates turns by randomly
selecting lexical constituents and by randomly selecting the topic of this turn. As before, deletion of
edges in the BM-II is done at random when approaching the ﬁrst link of the input series. This means that
an edge may be deleted at time point i that has been generated at time i j, j < i 1, while it has been
updated several times during the span (i   j;i). Obviously, such a deletion rule may disadvantageously
affect the computation of typological indices that explore weighted graphs.
5.3. The Partition- and Edge-Identity-Sensitive Binomial Model (BM-III)
In order to overcome the deﬁcit of variant BM-II, we introduce variant BM-III that replaces the mode
of edge deletion of variant BM-II by reﬂecting the time of birth of edges and of their updates. More
speciﬁcally, when backtracking the input series only those edges are deleted at time point i that have
been generated at time point i + 1. Likewise, the weights of those edges are decremented by 1 that have
been augmented by the same value at time point i + 1. In this way, a randomized series of two-layer
networks is generated, which at each time point t has exactly the same order, size and sum of weights as
its natural correspondent within the input series. Obviously, this makes it much harder for dialog lexica
to show signiﬁcant differences to such randomized series than to its alternatives based on variant BM-I
or BM-II.
5.4. The Event-Related Shufﬂe Model (SM-I)
As described in Section 4.1, TiTAN series of dialog lexica are basically induced by exploring three
data sources: at time t, which interlocutor has uttered which lexical item to express which topic? That
is, TiTAN series can be conceived of as being induced from a time series of triples (X1;T1;l1), :::,
(Xn;Tn;ln) indexed by their time point of generation. From this perspective it is easy to generate a
model that shufﬂes these data sources independently of each other at random. This is done by SM-I,
which makes the shufﬂed data sources an input to generating TiTAN series in the usual manner. From
a linguistic point of view, this is an attractive model as it randomizes directly the utterances of the
interlocutors. The SM-I approach focuses on a sort of unnatural conversation in which the overall dialog
lexicon is randomly distributed over both interlocutors—note that the original distribution of this dialog
lexicon is retained by the BM-I, -II and -III. Thus, the SM-I provides a further perspective on assessing
the peculiarities of dialog lexica.
5.5. The Time Point-Related Shufﬂe Model (SM-II)
A simple variant of SM-I is given by shufﬂing not the constituents of the triples (Xi;Ti;li), but
their indices, that is, time points. In this way, we retain the events as basic building blocks of dialogs
while shufﬂing their temporal order. The SM-II approach models a sort of unnatural conversation which
disregards any natural order of turns and their constituents as if the interlocutors would select in advance
any of their utterances while randomly selecting their time points.Entropy 2010, 12 1466
5.6. Summary Attributes of Randomized Two-Layer Networks
A TiTAN series that results from one of the latter ﬁve variants of network randomization cannot
be compared directly with its natural counterpart. Rather, we compute the topological indices of each
network of such a random series to ﬁnally average them over the corresponding set of series of the same
type. Below, wewillproduce100randomseriesofeachtypetocomputethesesummaryattributes. Thus,
it does not make sense to depict a single such random network as characteristics are always averaged
over any such series of 100 networks. In this way, we get for each topological index of Section 4.2 an
estimator of the corresponding expected value under the condition that the networking of the lexicon is
at random. This provides a tertium comparationis for rating the peculiarities of the temporal dynamics
of dialog lexica.
6. Experimentation
We are now in a position to analyze the regularities of TiTAN series as representations of dialog
lexica. This is done with respect to their temporal dynamics (Section 6.1) and their classiﬁcation into the
classes of aligned and non-aligned dialog lexica (Section 6.2).
6.1. On the Temporal Dynamics of Lexical Alignment
The structure of a dialog lexicon that, as a two-layer network, integrates co-evolving sublexica of
two interlocutors, can be described with respect to several topological characteristics: regarding their
transitivity we ask for the generation of micro clusters in terms of triads and triples of co-associated
words. Under the notion of lexical closeness we examine the compactness of dialog lexica in terms
of geodesic distances among indirectly associated items. Clustering and closeness can be examined
regarding a dialog lexicon as a whole or separately for each of its sublexica. From the point of view of
modularity, we examine a characteristic of dialog lexica that interrelates both of these sublexica directly.
This is further examined at the end of this section where we investigate the time course of the similarity
of the interlocutors’ sublexica in a dyadic conversation.
Lexical Clustering
In terms of (dialog) lexica, a high cluster coefﬁcient means a high probability that if a lexical item a
is associated with two items b and c, then these items are (semantically) associated, too. In this case, if
the word form /a/ is processed, it probably primes b and c that, in turn, prime each other. This sort of
mutual reinforcement of co-primed or co-activated items has the effect that if an interlocutor manifests
a by a word form, say, /a/, then it is likely that in this context, the items b and c are manifested, too.
This effect seems to be present in dialog lexica as indicated by the Figures 8–11. The Figures 8–10
do that by example of Dialog 19 (see Table 1) that in terms of its number of 201 events is the longest
dialog examined here (i.e., this dialog covers more than 200 nominal word forms in referential function
as deﬁned by the JMG). Figure 8 shows the temporal dynamics of the cluster coefﬁcient C1 [61] as
a function of time in Dialog 19. In this example, clustering is very high (up to 80%) while in the
corresponding randomized networks it is much lower: while the BM-II and BM-III converge in a clusterEntropy 2010, 12 1467
value of C1  35%, the BM-I rests below 20% of clustered items—both results coincide with general
ﬁndings about random networks [61] that are known for small cluster values. This observation is at least
not falsiﬁed by the SM-I and SM-II of Dialog 19: both models produce rather stable cluster values that
rapidly converge below the corresponding values of the BM-II and BM-III. Thus, by example of Dialog
19, we get a ﬁrst hint that clustering in dialog lexica is a likely phenomenon much beyond what can be
expected by chance. In principle, the same relation holds in the case of the weighted variant of C1, that
is, hCw(k)i [62]. This is exempliﬁed by Figure 9, which depicts a large gap between weighted clustering
in natural in relation to randomized dialog lexica. Moreover, if we switch from the perspective of a
dialog lexicon as a whole and compute C1 separately for each of its sublexica before aggregating it by a
mean value (see Section 4.2), we still see that this relation is retained as shown in Figure 10.
Figure 8. The temporal dynamics of the cluster coefﬁcient C1 [61] (y-axis) as a function of
time (x-axis) by example of the TiTAN series induced from Dialog 19 () in relation to the
corresponding BM-I (+), BM-II (), BM-III (M), SM-I (2), and SM-II () model.
Based on these ﬁndings the question arises whether this is a stable result that is conﬁrmed by the
ﬁndings for the other lexica analyzed here. This question is addressed by Figure 11 that shows the
temporal dynamics of C1 as a function of the time course of 11 experimental dialogs (marked by an
asterisk in Table 1). It supports the view that the cluster values of dialog lexica, which are generated by
human communication, are predictable as they evolve in a well separated area of low dispersion that is
distinguished from any of the random models considered here. In particular, we see that all experimental
dialogs are separated from their counterparts in terms of the BM-I, while their BM-III- and SM-I-based
correspondents are located between dialog networks (as an upper bound) and BM-I-based networks (as
a lower bound of cluster formation). In a nutshell, clustering clearly distinguishes dialog networks from
their random counterparts. As we only deal with 11 experimental dialogs, this ﬁnding is in support of
a corresponding hypothesis whose testing has to be done by means of a much larger dialog corpus than
has been accessible for this study.Entropy 2010, 12 1468
Figure 9. The temporal dynamics of the weighted cluster coefﬁcient hCw(k)i [62] (y-axis)
as a function of time (x-axis) by example of the TiTAN series induced from Dialog 19 ()
in relation to the corresponding BM-I (+), BM-II (), BM-III (M), SM-I (2), and
SM-II () model.
Figure 10. The temporal dynamics of the average cluster coefﬁcient C1 [61] (y-axis) as a
function of time (x-axis) by example of both layers of the TiTAN series induced from Dialog
19 () in relation to the corresponding BM-I (+), BM-II (), BM-III (M), SM-I (2), and
SM-II () model.
What does this result mean in linguistic terms? It means that in conversations of the sort considered
here, interlocutors tend to generate triples of lexical units that are associated due to their co-occurrence
patterns. Irrespective of whether both interlocutors align lexically or not, that is, whether they use the
same words to denote the same entities or not, they preferably use any lexical item in the context of other
items that tend to co-occur for their part. Since all dialog lexica analyzed here are connected, this impliesEntropy 2010, 12 1469
that the formation of triples does not depend on turn-taking nor on topic change. In other words, triples
are not simply generated by turns that contain all their lexical constituents. Rather, triple formation is
also due to the distribution of these constituents over different turns as, for example, in the case where a
dialogpartnerusesballandangleinoneturn, ballanddistanceinanotherand, ﬁnally, angleanddistance
in a turn in which ball does not occur. Thus, in dialogs of the sort considered here, association is a local
process that induces small, but highly connected, very dense networks. This outstanding position of high
cluster values is underpinned if we look on linguistic networks that are known to form small worlds:
clustering in Wikipedia, for example, is below 20% (see [71] and [72]); the same is true for many special
wikis [30]. Only co-occurrence networks show a likewise large cluster value—though not that large as
in dialog networks. This result corresponds to the small size of dialog networks. However, we do not yet
know enough about the interplay of everyday dialogs and ﬁndings of this sort, simply because reference
corpora are still out of reach in this area. In any event, all random networks considered here show much
smaller cluster values so that our ﬁndings hint at a characteristic of dialogical communication.
Figure 11. The temporal dynamics of the cluster coefﬁcient [61] (y-axis) as a function of
time (x-axis) by example of 11 dialog lexica (green) in relation to the corresponding BM-I
(red), BM-III (cyan), and SM-I (blue) models.
Lexical Closeness
Under the notion of lexical closeness we brieﬂy look at the statistics of geodesic distances in dialog
lexica. We do that in terms of the normalized average geodesic distance ^ L (Equation 21) and the
standardized closeness centrality CC of a graph [63]:
 A low value of ^ L for a graph G indicates short paths between any pair of vertices in G that
tends to be connected without any two disconnected components. In terms of dialog lexica this is
tantamount to a high probability that any prime may activate any other item in the lexicon even
though to a low degree. In other words, when receiving a word form /a/, the dialog lexicon of
an interlocutor allows, in principle, for activating the complete sublexicon that he has generatedEntropy 2010, 12 1470
till the moment of processing /a/. Both of these assessments are conﬁrmed by our corpus of 11
experimental dialogs. The upper left part of Figure 12 reports the temporal dynamics of ^ L in
Dialog 19, while the upper right part of Figure 12 depicts the values of ^ L after being averaged
over both interlocutor lexica. In both cases, we observe that short average geodesic distances
emerge much more rapidly in the BM-I, the BM-II, and the BM-III. We also observe that all
variants (whether natural or randomized) result in very low values of ^ L indicating the existence
of the latter mechanism. However, we also observe that the SM-II (based on shufﬂing the time
points of dialog events) perfectly approximates geodesic distances in natural dialogs. In any event,
as dialog lexica ﬁnally produce short average geodesic distances, even though more slower than
their binomial counterparts, they perfectly ﬁt into the class of networks that have been called
small-worlds ([61,73]) as they also have high cluster values. Note that the upper left and right
part of Figure 12 hints at a constant drop of ^ L as the dialog evolves. In other words, nouns as
considered here are not distinguished in their contribution to the decrease of ^ L as a function of
the time of their utterance. This may explain why the SM-II approximates the dynamics of ^ L in
natural dialogs.
Figure 12. The temporal dynamics of the normalized average geodesic distance (upper left),
its average over both interlocutor lexica (upper right), the standardized closeness centrality
[63] (lower left) and its corresponding average (y-axis) by example of the TiTAN series
induced from Dialog 19 () in relation to the corresponding BM-I (+), BM-II (), BM-III
(M), SM-I (2), and SM-II () models.Entropy 2010, 12 1471
 A high closeness centrality of a graph G indicates that its vertices coincide more or less regarding
the sum of their geodesic distances to all other vertices of G [30]. In conjunction with a value
of ^ L near to zero this means that all vertices operate on an equal footing as efﬁcient entry points
to the lexicon by which any other item is accessible with almost the same effort of spreading
activation. This picture is only conﬁrmed, if we average the standardized closeness centrality over
both interlocutor lexica (depicted by the lower right part of Figure 12). Obviously, Dialog 19 has
a much higher closeness centrality than its random counterparts.
These assessments of ^ L and CC are conﬁrmed by the corpus of 11 experimental dialogs: the left part
of Figure 13 supports the view that in dialogs, geodesic distances evolve above the range of values of
BM-I-based networks (and BM-III) and below the values of SM-I-based networks. This special role of
dialog is more manifest in the right part of Figure 13, which shows that the closeness centralities of these
networks tend to be above the corresponding values of all other types of random networks. Thus, we
conclude that a higher closeness centrality is characteristic of dialogs as higher cluster values. This also
holds, though to a lower degree, for average geodesic distances—in accordance with the observation that
random networks according to the binomial model generally tend to smaller average geodesic distances
[73]. Note that the values of ^ L observed here are below those that have been observed for co-occurrence
networks [30] and related lexical networks.
Figure 13. The temporal dynamics of the normalized average geodesic distance and
the standardized closeness centrality (y-axis) both averaged over the layers of two-layer
networks by example of 11 dialog lexica (green) in relation to the corresponding BM-I (red),
BM-III (cyan), and SM-I (blue) models.
What do these results mean in linguistic terms? In addition to the observation of remarkably high
cluster values, we get the information that dialog lexica as considered here do not manifest a preference
order among their constituents in terms of likely and less likely entry points. Rather, whatever nominal
input has to be processed by an interlocutor, any items that may help to interpret this input are located
in the near of it. This hints at a type of interlocutor who keeps constant a uniform activation level of
her dialog lexicon so that any input can be rapidly contextualized appropriately. Likewise, language
production operates—irrespective of its topic—in a single, densely structured, but small lexical context.
It seems that interlocutors tend to save effort as they keep their dialog lexica small while they spend effortEntropy 2010, 12 1472
to organize them as tiny small worlds. This observation relates to the phenomenon of lexical-semantic
diversiﬁcation and its interpretation in terms of Zipﬁan forces [74], but with a focus on dialog lexica. Of
course, this interpretation needs to be tested by subsequent studies. Note also that our ﬁndings relate to
the sort of controlled communication manifested by the JMG. Thus, we are in need of further studies by
means of larger corpora of more spontaneous dialogs in order to underpin these ﬁndings.
Lexical Modularity
Modularity [68] is an index that evaluates candidate modules for their overplus of module internal
links in relation to module external ones. In terms of dialog lexica, this relates to intrapersonal
associations in comparison to interpersonal ones (see Section 4.2). As depicted by example of Figure
6 such a relation is likely to occur in dialog lexica and their BM-II and BM-III-based variants, which
both retain the modularity of the corresponding input lexicon (see Section 5) and, therefore, cannot
be distinguished from the point of view of modularity from the latter. For this reason, Figure 14 only
depicts dialogs in relation to their BM-I- and SM-I-based variants. Obviously, modularity in the sense
just mentioned naturally occurs in these dialogs and clearly separates them from these two
random counterparts.
Figure 14. The temporal dynamics of the index of modularity [68] (y-axis) averaged over
the layers of two-layer networks by example of 11 dialog lexica (green) in relation to the
corresponding BM-I (red), and SM-I (blue) models.
Modularity of dialog lexica is in a sense obvious so that it does not need further interpretation in
linguistic terms. Our ﬁndings just conﬁrm this expectation. However, we see by all cases of dialog
networks and their random counterparts depicted in Figure 14 that the respective degree of modularity
keeps constant already after the ﬁrst 20 time points (i.e., utterances of nouns). This hints at the fact
that real dialogs, which have a near maximum degree of modularity, are very economical in establishing
interpersonal links in relation to intrapersonal ones—they just establish a very small fraction of theEntropy 2010, 12 1473
former in relation to the latter and do not vary this relation throughout the conversation. Once again, this
interpretation needs to be tested by means of a larger study based on a much larger dialog corpus.
Lexical Similarity
As a last snapshot of the temporal dynamics of dialog networks we consider the MI-based similarity
measure S(G1;G2)j(v;w) (see Section 4.2) and the graph distance measure dW [67](see Section 4.2). The
reason to select these two candidates of (dis-)similarity measuring is due to their special role in network
classiﬁcation as explained in the next section. As depicted by Figure 15, both measures fail to clearly
separate dialog networks from their random counterparts. This is less clear in the case of dW where the
values of dialogs are settled between the corresponding values of their variants in terms of the BM-III
and SM-I, respectively. At the same time we observe that in relation to the range of possible dissimilarity
values of dW, the sublexica of dialog networks tend to be rather dissimilar.
Figure 15. The temporal dynamics of S(G1;G2)j(v;w) (left) and dW (right) (y-axis) by
example of 11 dialog lexica (green) in relation to the corresponding BM-I (red), BM-III
(cyan), and SM-I (blue) models.
So far, we have shown that dialog lexica are characterized by a high modularity in conjunction with a
high cluster value, a low average geodesic distance and a higher value of closeness centrality. Although
^ L emerges indialogs lessrapidly thanin theirbinomial variants, thesefeatures altogetherclearly separate
naturally evolving dialog lexica from their random counterparts. Thus, TiTAN series as induced from
dyadic conversations can be seen to describe a novel class of time-aligned graphs. They manifest a sort
of law-like structuring that is not captured by means of the random models considered above.
6.2. A Classiﬁcation Model of Alignment
As we have shown that dialog lexica evolve differently than corresponding random models, we turn
to the question of how to utilize the representation format provided by TiTAN series to automatically
classify dialog lexica into aligned and non-aligned ones. This brings us back to the beginning of this
article (see Section 1) where alignment has been deﬁned (i) in terms of the similarity of cognitive
representations on some level(s) of cognitive resolution and (ii) their coupling as a result of interpersonal
priming manifested by the tendency to share lexical items in conversation.Entropy 2010, 12 1474
In Section 4.2, we have introduced several measures that capture these two aspects of alignment.
Now, we apply these measures to build a quantitative network model as input to network classiﬁcation.
This approach utilizes Quantitative Network Analysis (QNA) ([30,75]) with a focus on two-layer
networks. QNA has been introduced to learn classes of networks solely by virtue of their structure,
while disregarding any content units (i.e., any labels and attributes of vertices and edges). Generally
speaking, QNA integrates vector representations of complex networks with hierarchical cluster analysis.
The cluster analysis is complemented by a subsequent partitioning, where the number of classes is
determined in advance. In this sense, QNA is semi-supervised. In order to instantiate QNA, we solely
experiment with complete linkage in conjunction with the Mahalanobis distance to compute pairwise
object distances. The reason to focus on the Mahalanobis distance is to handle correlations between
different topological indices. Roughly speaking, QNA takes a space of input objects, where each object
is represented by a vector of topological indices, to ﬁnd the subset of indices that best separate the data
space according to a corresponding gold standard [see [30] for a thorough explanation of this approach].
We use F-measure statistics (i.e., the harmonic mean of precision and recall also called F-score) to
evaluate classiﬁcation results. As we deal with two classes (i.e., the class of aligned and non-aligned
dialogs), F is deﬁned by the quantity
F =
2
R 1 + P  1 2 [0;1]
where R is the recall and P the precision of the target classiﬁcation in relation to the gold standard.
Note that F = 1 indicates the best and F = 0 the worst possible classiﬁcation. Note further that
QNA (optionally) integrates a genetic search for the best performing subset of topological indices that
maximizes F. As a matter of fact, this search tries to ﬁnd the optimal feature set, but may stop at a
local maximum.
By applying QNA to the classiﬁcation of labeled two-layer networks, we specialize it in one respect:
as explained in Section 4.2, the Mutual Information (MI) of graphs as well as similarity measures based
on maximum common subgraphs explore vertex labels. However, this is only done to identify commonly
labeled vertices (e.g., paired primes) so that, ﬁnally, two-layer networks are represented by topological
indices that abstract from any symbolic information.
As a gold standard, we use a human-based classiﬁcation that has been performed by counting
referential items shared among interlocutors. More speciﬁcally, a conversation is said to be aligned
on the lexical level, if interlocutors name at least two of the three critical objects (see Section 3) in the
same way, that is, by the same word, during a conversation. Conversely, it is said to be non-aligned
lexically if they do not produce alike names for at least two of the three objects.
According to these criteria, 19 dialogs of our target corpus of 24 dialogs (see Section 3) manifest
alignment, while 5 dialogs manifest non-alignment. Consequently, the ﬁrst task in QNA is to learn
these two classes where (non-)alignment is conceived as a property of the ﬁnal outcome of a dyadic
conversation, that is, of the two-layer network at the endpoint of the corresponding TiTAN series. This
approach is unsatisfactory for two reasons:
 In spite of the fact that annotating dialogical data is very effortful so that even 24 dialogs can be
seen to be a data set of medium size, any classiﬁcation result based on such a small set is hardly
expressive.Entropy 2010, 12 1475
 On the other hand, alignment is a process variable that does not (necessarily) emerge suddenly at
the endpoint of a conversation. Rather, alignment gradually evolves so that it is present at different
stages of a conversation by different, possibly non-monotonic degrees. According to this view,
we need to evaluate a larger interval of a conversation when measuring its alignment—ideally
beginning with its end in a regressive manner.
To meet these requirements and to ﬁnd a way out of the problem of data sparseness, we enlarge our
corpus as follows: starting with the endpoints of all dialogs in our corpus, we regress event by event so
that for each of the corresponding time points a set of 24 two-layer networks is induced that represent
the state of the corresponding dialog lexicon at this point in time of the conversation. This is done for
the last ﬁfty events of each dialog so that 50 different classiﬁcations are performed that cover an overall
set of 1,200 networks.
Figure 16. Distribution of F-scores (y-axis) of 50 classiﬁcations (x-axis) each of which
operates on 24 dialogs as represented by two-layer networks. The classiﬁcation starts with
the endpoints of the 24 dialogs (i.e., from the left on the x-axis) and then regresses event
by event. The ordinate plots the corresponding F-scores. Bullets () denote the values
of the best performing classiﬁcation as a result of a genetic search for the best performing
subset of 50 topological features. Circles () denote the values of a genetic search for the best
performing subset of 12 features that give an F-score of F = 1 for the ﬁrst classiﬁcation (i.e.,
the endpoints of the dialogs). Diamonds are the corresponding F-scores that are produced
by using all these 12 features without any additional optimization. Squares (2) denote the
F-scores of only two features, S(G1;G2)j(v;w) and dW(G1;G2). Finally, the straight lines
denote the F-scores of two baselines.
Anobvious, butunrealisticclassiﬁcationhypothesiswouldbetosaythatthegoldstandardispredicted
by QNA for any of the 50 time points of this regression. In this case, for each of the 50 classiﬁcations,
a maximum F-measure of 1 would be expected—much beyond the F-scores that are usually computed
in the area of computational linguistics [76]. This approach disregards the gradual nature of alignment
which is more unlikely in early stages of a dialog while it is more likely in later stages. RememberEntropy 2010, 12 1476
that many of the dialogs analyzed here have a size of little more than 100 events so that a regression by
50 events stops at their middle where even dialogs that manifest alignment likely manifest it to a lower
degree. From this point of view we have to expect a degression in F-score as a function of the number
of regressions being made. To reﬂect this scenario, our revised cluster hypothesis runs as follows: it
is possible to classify the two-layer networks at the endpoints of a set of TiTAN series in terms of
(non-)alignment, while this is less likely for earlier stages of the corresponding conversations. Figure 16
summarizes the results of testing this hypothesis by means of the 50 classiﬁcations under consideration:
 Straight lines parallel to the x-axis denote the F-scores of two baselines: (i) the
known-partition-scenario (with an F-score of :70591) that has knowledge about the cardinality
of each target class, and (ii) the equi-partition-scenario (with an F-score of :62539) that assumes
equally sized target classes. Computing these baselines is done 1,000 times so that Figure 16
shows their average F-scores. Roughly speaking, an F-score of :70591 means that about 70%
of dialogs are correctly classiﬁed by randomly assigning them onto both target classes subject to
knowing their cardinality—a remarkably high value.
 On the opposite range of the curves in Figure 16 we get the values of the best performing
classiﬁcation (denoted by bullets). In each of the 50 classiﬁcations, reported by Figure 16, this
variant integrates a genetic search for the best performing subset of 50 topological features. This
includesindicesofcomplexnetworktheory(as, forexample, theclustercoefﬁcientandtheaverage
geodesic distance [73]), graph centrality measures [63], entropy measures ([52,75]) as well as the
graph similarity measures described in Section 4.2. According to Figure 16, this variant produces
a maximal F-score of F = 1 in the case of three different classiﬁcations—this holds especially
for the endpoint of the time series under consideration (with the x-coordinate 1). On average, this
variant reaches an F-score of F = 0:9498. That is, nearly 95% percent of the dialogs are correctly
classiﬁed by this nearly optimal approach. Thus, using a wide range of topological indices together
with an optimization algorithm seems to perform very well, but to the price of an optimization that
runs the risk of overﬁtting.
 In order to shed light on this risk, we compute two additional alternatives. Firstly, Figure 16
shows the values of a genetic search (denoted by circles) on the subset of those 12 features that
result in an F-score of F = 1 for the dialogs’ endpoints. We observe a loss in F-score down to
an average score of :8704, which, at ﬁrst glance, does not seem to be dramatic. But things are
different if we apply the same subset of features in each of the ﬁfty classiﬁcations without any
additional optimization. In this case, the average F-score drops down to :6626 (i.e., below the
upper baseline). Obviously, the optimized classiﬁer performs very unreliably. That is, although
we can classify two-layer networks according to (non-)alignment, the classiﬁers considered so far
should be treated very carefully when processing heretofore unseen data.
 Figure 16 also shows that the latter assessment is preliminary. It presents the F-scores of a variant
(denoted by squares) that has been produced by two features only, that is, S(G1;G2)j(v;w) (using
the lexeme button as the single paired prime) and dW(G1;G2). On the one hand, we see that
this variant produces an average F-score of only :7322 and, thus, outperforms the upper-boundEntropy 2010, 12 1477
of both baselines on a rather low level. Further, it also generates two outliers that fall below this
upper-bound. However, we also observe that this variant produces very stable results by means of
only two indices that according to Section 16, directly relate to alignment measurement. Moreover,
the outlier on the right side of the corresponding curve may be due to a loss in the prominence of
alignment at this earlier stage of conversation.
The results reported in Figure 16 can be discussed as follows: on the one hand, they shed light on the
possibility of purely structural classiﬁcations of network data as manifested by dialog lexica. Under this
perspective, we show that spoken communication is open to a kind of modeling that prior to this study
has been applied only in the area of written communication. Moreover, in conjunction with the notions
of graph distance measures as considered here, TiTAN series provide a way to operationalize the notion
of alignment beyond simple models based on counting shared items. Other than all models of alignment
considered so far, we apply a notion of alignment in terms of structural similarity based on graph theory
that considers vertices (alignment by linkage) as well as their edges (alignment by structural similarity).
However, we also hint at the fact that one should carefully select topological indices for representing
dialog data as their reliability deﬁnitely correlates with their interpretability. Somehow low but stable
classiﬁcations that are not generated by any additional optimization, are produced only by the pair of
features S(G1;G2)j(v;w) and dW(G1;G2). In this sense, it seems worth continuing this research branch
but with a focus on a small set of well interpreted graph-similarity measures while leaving the wider
branch of network theory behind.
7. General Discussion
In this article we have developed a model of lexical alignment in dialogical communication. This
has been done by starting from complex network theory and quantitative structure analysis. More
speciﬁcally, we have identiﬁed a minimal set of two topological indices that compute the similarity
of the dialog lexica of two interlocutors as a measure of their alignment at any point in time of their
conversation. Although both features perform only slightly above the corresponding baselines, they
produce stable results for the last 50 time points of the conversations analyzed here. In this sense, we
have developed a ﬁrst method to measure lexical alignment in structural terms. That is, other than the
majority of approaches to alignment in dialogical communication, our approach additionally captures
the structure of the dialog lexica under consideration. Thus, we cannot only state that two interlocutors
are aligned because of using the same subset of words. Rather, we can attribute this alignment also to the
way both interlocutors use these words in communication. In this sense, we provide a structural measure
that captures a characteristic of mental structures, that is their alignment in dialog.
From a general point of view, one might say that our measurement procedure is trivial because
speakers tend to use the same words in a similar way when speaking about the same topic. In this
sense, lexical alignment is just a function of the topic of conversation. This is tantamount to saying that
lexical alignment occurs by default as long as the topic of conversation does not change. However, if
we have a closer look at lexical alignment, we see that this position is wrong. In our experiments, we
have observed that interlocutors actually use a wider range of words when speaking about critical objects
(as the topic of conversation) and even when speaking about those objects that have been judged to beEntropy 2010, 12 1478
uncritical. These are objects for which a pretest has shown that German speakers use exactly one term
to refer to them. Take the example of colored pencils. In our experiments, test persons used any of three
words to refer to them: Buntstift (colored pencil), Bleistift (lead pencil) and Stift (pen) (not to mention
the general nouns, which test persons used to refer to colored pencils as, for example, Ding (thing) or
Objekt (object) or Gegenstand (item)). Obviously, speakers have a range of choices even when speaking
about topics that seem to be uniquely lexicalized. Moreover, lexical alignment by default contradicts
linguistic knowledge about dialogical communication. The reason is that alignment by default implies
a maximum level of lexical redundancy. Of course, this is not what we observe in general nor what we
have observed in our experiments. As demonstrated in Figure 6, dialog lexica are different in a way that
lexical redundancy is smaller than implied by the notion of alignment by default. Their difference may
be due to many reasons, that is, stylistic differences of the interlocutors, their lexical non-alignment, their
misunderstanding, differences in the linguistic competence of the interlocutors, their social relationships
etc. In any event, we missed a measure of lexical alignment so far, a measure that captures the degree of
alignment as well as the difference between lexical alignment and non-alignment. This article provided
a ﬁrst proposal of such a method.
Figure 17. Three scenarios of dialog network formation: (1) schematic depiction of a time
point of a TiTAN series. (2) Formation of clusters at a certain time point of a TiTAN series.
The vertices labeled by A denote a general noun that is used by both interlocutors in different
thematic contexts. (3) Cluster formation with interlocutor lexica as a result of sudden
topic changes.
(1) (2) (3)
Another objection to our method relates to the corpus of dialogs that we have used in this study. More
speciﬁcally, we have evaluated TiTAN series by example of dialogs that keep control of turn-taking
in such a way that a uniform distribution of turns is guaranteed among both interlocutors. Further,
our corpus of 24 dialogs also keeps control of topic change. Obviously, the reason to proceed in this
way is to guarantee interpretability of our results as there are uncountably many parameters of dialog
organization in open, everyday conversations. Nevertheless, one may think about the effects of modeling
uncontrolled conversations on our model. One question is, for example, whether there is a fundamental
difference in the structure of dialog networks as a result of sudden changes of the topic of conversation.
Although we cannot yet answer this question completely, a possible answer may look as follows: in
the case of sudden topic changes that are reﬂected by both interlocutors, their sublexica get more and
more clustered (as a function of the frequency of these changes) such that for any newly introduced
topic there is a pair of subgraphs of both interlocutor lexica that are interlinked according the degree ofEntropy 2010, 12 1479
their dialogical alignment (see Figure 17). Moreover, we expect that these paired sublexica show the
sort of topological characteristics that we have analyzed in this article so that, ﬁnally, they may manifest
alignment or non-alignment independently of each other. In this case, the clusters of the dialog lexicon
of the same interlocutor are sparsely interlinked, typically by means of general nouns that tend to be
used irrespective of the topic. Moreover, we expect that the shorter the time rates at which sudden topic
changes occur, the smaller these clusters. Following this line of thinking, our approach may be further
developed in order to arrive at a model of thematic segmentation of conversations.
8. Conclusions
In this article, we have developed two-layer time-aligned network series as a novel class of graphs to
represent dialogical communication, its inherent bipartition and gradual development in time. We have
adapted several quantities of complex network theory, which show that dialog lexica as represented by
TiTAN series can be separated from several random counterparts. In this sense, dialog lexica form a kind
of linguistic network that manifests a law-like structuring far from binomial random models. Moreover,
wehavedevelopedameasureofgraphsimilaritybasedonthenotionofmutualinformationofgraphsthat
together with related measures of graph distance measuring has a high potential in classifying two-layer
networks. In this way, the article has formally presented and empirically tested a classiﬁcation model of
alignmentincommunicationthat—otherthanitspredecessors—accountsforthenetworkingoflinguistic
units beyond counting shared items. As the graph distance measure introduced in this article is a metric,
this paves the way for building networks of dialogs by analogy to networks of texts in information
retrieval. That is, we are now in a position to compute the distances of different dialogs as a whole so
that for a given dialog we may ask for its most related “neighbor” that manifests a similar dialogical
behavior. Another way to proceed would be to identify for a given interlocutor the partner that best ﬁts
to his conversational habits. Analogously, we may also explore roles or types of interlocutors according
to their predominant alignment behavior. These are at least three points of departure that open novel
tasks in machine learning in the area of dialogical communication. Future work will address these and
related tasks.
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