The thermal regime in steep and snow-free rock slopes is crucial for understanding rock slope stability, frost weathering and the associated material production in steep mountain areas. In this study, we model heat flow and explore the hypothesis that strong thermal gradients are maintained in transition areas between snow-free rock walls and snow-covered talus slopes. The results of our 2D heat transfer modeling experiments indicate that, under the assumption of snow-free steep rock walls, conductive heat flow can cool the upper parts of an adjacent talus slope with low conductivity and induce strong thermal gradients in the solid bedrock. The modeled conductive cooling effect may be relevant for both frost weathering processes and subsequent geomorphological implications and for the thermal regime of complex surface material in rock wall-talus systems in alpine areas.
INTRODUCTION
Steep rock walls are spectacular, but common features in mountain regions associated with environments related to glaciations (U-shaped valley sides, cirque walls), tectonic processes or river incisions (canyons) (e.g., Steiger et al., 2016) . Climatic processes determine the rock wall thermal regime, which in turn influences weathering processes that decrease the rock wall stability and give rise to source areas for rock falls and rock avalanches (e.g., Gruber and Haeberli, 2007; Krautblatter et al., 2013) .
Progress has been made with predictions of the existence and temporal evolution of frozen ground in steep topography (Noetzli and Gruber, 2009; Hasler et al., 2015; Magnin et al., 2015) . In addition, rock walls are areas with extensive heat loss during winter due to cooling effects caused by both low snow cover (Myhra et al., 2017) and fractures (e.g., Hasler et al., 2011) . Finally, the cooling of the rock walls may influence the thermal regime in neighboring areas as demonstrated in Myhra et al. (2017) . As a precondition for rock slope instabilities in steep terrain, frost weathering and bedrock weakening are important processes Krautblatter et al., 2012) . These processes have been extensively investigated in the field (Matsuoka, 2008) , in the laboratory (Murton et al., 2006) and through numerical modeling (Hales and Roering, 2007) . It has been recognized that thermal gradients are important for ice segregation and subsequent frost generated crack growth (Walder and Hallet, 1985; Hallet et al., 1991) . The first modeling study of frost cracking in relation to climatic parameters was performed by Anderson (1998) , who investigated frost-cracking intensity (FCI) as a function of the time spent in the frostcracking window (−8 to −3 • C), which is the temperature interval in which the growth of segregation ice is largest. Later, Hales and Roering (2007) predicted the depth and intensity of segregation ice growth in rocks through a heat flow modeling experiment. These studies are highly valuable for evaluations regarding the effect of frost on rock fracturing, but do not account for other controlling variables of rock fracturing, e.g., rock strength.
Rock fall and rock avalanches from steep rock walls typically accumulate below their source areas. In rock walls associated with e.g., cirque glaciers, the material is incorporated into the glacier and effectively removed. Falling on land, talus accumulations are formed that provide transitions between steep and less steep terrain. Ice-supersaturation in talus accumulations can trigger creep processes and turn the landform into rock glaciers (Haeberli et al., 2006) . While conductive heat transport dominates in massive rock walls, the thermal behavior of blocky surface layers is partly controlled by convective heat flow (e.g., Wicky and Hauck, 2017) . The importance of convective heat transport and in particular the chimney effect in talus slopes is highlighted by both field studies and through numerical studies (e.g., Scherler et al., 2014; Wicky and Hauck, 2017) . These studies indicate that the seasonally dependent chimneyeffect type of heat circulation may induce large temperature differences between the upper and the lower parts of talus slopes, with a cooling effect in the lower part. Though it is clear that convective heat flow is highly important for the ground thermal regime in coarse material, the deviation between modeled and measured components (e.g., Scherler et al., 2014) indicate that important processes are left out in the modeling experiments. Conductive heat flow driven by thermal gradients is the governing heat flow process in the solid bedrock that underlays the coarse talus material, and probably in the transition between talus and surrounding areas. Thus, temperature conditions in talus slopes are likely to be determined by the combined effect of the important air flow driven convective processes and heat conduction (Haeberli et al., 2006; Scherler et al., 2014) .
In this study, we model conductive heat flow between solid rock walls and nearby talus slopes with the aim to provide a better understanding of the influence of heat flow in nearby solid bedrock on the thermal regime of talus slopes. In our previous paper (Myhra et al., 2017) we modeled conductive heat flow in a solid rock wall, where thermal conductivity is the same and the summer/winter asymmetry in heat flow origins due to snow variations. For this study, the key point is not the origin of the conductive cooling effect, but we test the hypothesis that it may influence low-conductivity landforms nearby. We use a transient 2D heat conduction model (CryoGrid2D) to investigate the heat flow and discuss geomorphological implications in view of frost weathering processes and landscape development in cold environments.
MATERIALS AND METHODS
While this is a conceptualized study, we use actual field settings to set up the numerical simulations. We benefit from published material and include parameters that are directly measured or estimated through field studies in high mountain environments.
Simulation Set Up
We modeled heat flow in steep rock walls for conditions found in high elevation mountain areas in Norway ( Figure 1A) . In many mountain areas in Norway, the topography has developed through multiple glaciations and is often dominated by steep slopes and gentle mountain plateaus . Some of the steep rock walls are found along elongated mountain ridges ( Figure 1A) , in a topographic setting including gentle talus slopes (<35 • ) and an apex above which the talus slope turns into a steep rock wall. At the top of the rock wall, the steep slope borders a flat plateau in another apex, which is a typical feature for landscapes found in Norway and Iceland (Farbrot et al., 2007) , and can be found along passive margins like in Greenland (Japsen et al., 2006) . While steep rock walls are prone to thin and laterally variable snow conditions (Gruber and Haeberli, 2007) , significant snow cover may accumulate along flat plateaus and gentle slopes. Thus, our chosen topographical setting gives rise to large spatial variations in snow cover conditions that strongly influence ground heat flow and temperature conditions.
We have modeled heat flow between steep rock slopes (80 • ) and more gentle talus slopes (35 • ) situated at elevations from 1600-2000 m asl., corresponding to elevations where Lilleøren and Etzelmüller (2011) previously mapped intact icecored moraines and rock glaciers in high mountain areas in southern Norway. We forced the model with weekly temperature data derived from conditions at the Juvvasshøe permafrost observatory (61 • 40 32 N, 08 • 22 04 E) (Sollid et al., 2000; Isaksen et al., 2001 Isaksen et al., , 2003 Farbrot et al., 2011 ) situated at 1894 m asl. in the Jotunheimen mountain range in southern Norway, which comprises many of the highest peaks in Norway. Borehole measurements (10-130 m deep) at elevations from 1300 to nearly 1900 m asl. indicate conditions from seasonal frost to continuous permafrost, and the lower limit of permafrost in a north-east exposed slope from Juvvasshøe is measured at about 1450 m asl. (Farbrot et al., 2011) .
For the internal structure of the modeled talus slope, we implemented ground composition in accordance with field studies of talus slopes in alpine periglacial environments (Sass, 2006; Scapozza et al., 2011) , complemented by field measurements from rock glaciers (Haeberli et al., 2006) .
The Numerical Model and Simulation Details

Heat Transfer Model
CryoGrid 2D (Myhra et al., 2017 ) is a transient heat transfer model with material and temperature dependent thermal parameters including the latent heat of freezing and melting. Heat conduction is the governing heat flow process, and the evolution of the ground temperature field with time, t, is controlled by thermal gradients, i.e., the partial derivatives of temperature with respect to space (x and y) as described by the heat conduction equation (Eq. 1). CryoGrid 2D is built on the ground thermal model CryoGrid 2 and described in detail in Myhra et al. (2017) . In the following, we outline the governing equations briefly. The heat conduction equation is given by
where T denotes temperature, k the thermal conductivity and c eff the effective volumetric heat capacity in which the latent heat of the water-ice phase transition is included. These thermal parameters are material and temperature dependent and defined as described in Westermann et al. (2013) . To compute the thermal conductivity, we use a parametrization based on the square-root-mean of the conductivities of the ground constituents (Roy et al., 1981) 
where k α denotes the material-specific thermal conductivities and θ α denotes the volumetric contents of each of the constituents, α = water (w), ice (i), mineral (m) and air (a), in the system. The effective heat capacity is calculated as
where c α is the volumetric heat capacity, θ α denotes the volumetric contents of each of the constituents in the system as described previously, and L is the latent heat of the water-ice phase transition. In CryoGrid 2D, the heat conduction equation (Eq. 1) is solved by the finite element method solver MILAMIN (Dabrowski et al., 2008) , in which an implicit time scheme is included to account for the temporal evolution of the ground thermal regime. The system is solved on a triangular mesh (Shewchuk, 1996) .
Geometry and Ground Composition
While the upper part of the numerical domain includes the slope geometry (Figure 1B) , the full numerical domain reaches to 4000 m depth below sea level to include the effect of the geothermal heat flux. The slope geometry represents a 2D crosssection cutting through a talus deposit situated below a steep rock wall in an elongated mountain ridge the Norwegian mountains ( Figure 1A) . We assumed translational symmetry along the third dimension, which is an acceptable first-order approximation for the topographic setting of the Norwegian landscape (see section "Simulation Set Up"). For all simulations, a triangular mesh was constructed with a depth dependent resolution (Table 1 ) and the simulations were run with weekly time steps over a period from the end of LIA (1868) until present. Test simulations were performed to ensure sufficient spatial resolution for simulations with weekly time step. In detail, the geometry ( Figure 1B ) consists of a steep rock wall (80 • ) below which coarse material has accumulated and developed into a talus slope (35 • ), which is a common angle of repose for talus slopes (e.g., Carson, 1977) . The solid bedrock was constructed with a volumetric mineral content of 98% and a volumetric water content of 2% in accordance with previous studies (Myhra et al., 2017) . The talus material was constructed as a 20 m thick layer of blocky material in correspondence with field measurements (Morard et al., 2008; Scapozza et al., 2011 ) with 60% void space, which is in the range of estimates of ice content from internal structures of coarse talus deposits and rock glaciers (Haeberli et al., 2006) . The upper 5 m was implemented as a porous layer with air filled voids as observed in the Swiss Alps (Scapozza et al., 2011) and in Norwegian mountain areas (Isaksen et al., 2001) . Motivated by field observations of substantial amounts of ice in frozen talus material (Haeberli et al., 2006) , we assumed fully saturated conditions in the remaining 15 m of blocky layer above the solid bedrock (Scapozza et al., 2011) . In reality, we expect the ground water content to vary through the simulation period following seasonal variations such as snow melt and weather conditions, but we assume constant moisture conditions in the talus slope to avoid speculative assumptions regarding ground water conditions.
The thermal conductivities of ice (k i = 3.5 W/m • C), water (k w = 0.57 W/m • C) and air (k a = 0.025 W/m • C) were chosen following Hillel (1982) . The bedrock thermal conductivity was set to k m = 3.5 W/m • C which is in the range of thermal conductivities calculated from the average mineral composition at Juvvasshøe (Isaksen et al., 2001 ) and consistent with typical values found for granite-rich igneous rock, such as the Norwegian Frontiers in Earth Science | www.frontiersin.orgbasement rock (Clauser and Huenges, 2013) . As the effective thermal conductivities are material and temperature dependent, they vary throughout the simulation and in particular across the water-ice phase transition. In the numerical model, the effective thermal conductivities are calculated for each finite element and time step. The effective thermal conductivities for the ground constituents in the solid bedrock, water-rich talus and the blocky surface for fully frozen and fully unfrozen conditions ( Table 2) were calculated according to Eq. 2.
Boundary Conditions
Along the bottom of the numerical domain (4000 m depth bsl.), the model was forced with a constant geothermal heat flux of 50 mW/m 2 which is in correspondence with geothermal heat flow in the Jotunheimen areas (Pascal et al., 2010) . Along vertical boundaries, at elevations below the slope geometry ( Figure 1B ) and along the backside of the domain, we implemented zero flux boundary conditions. Along the slope topography and the flat plateau, we forced the model by weekly air temperature data derived from the seNorge data set operationally provided by the Norwegian Meteorological Institute (Tveito, 2000; Mohr, 2008) and the Norwegian Water and Energy Directorate (Saloranta, 2012) . The seNorge data set contains daily average temperatures with a spatial resolution of 1 km from 1957 until present. From 1868-1956, we lack seNorge data and determined temperature series by a standardized regional method (Hanssen-Bauer and Nordli, 1998) together with seNorge air temperatures from the standard period 1961-1990, as described in Myhra et al. (2017) . A thorough description of this method is found in Hanssen-Bauer and Nordli (1998) . From 1957 to 2005 we implemented seNorge air temperatures directly.
Under the assumption of elevation dependent air temperatures, we constructed air temperature forcing for each node along the slopes and at the flat plateau through a linear interpolation using the mean altitudinal lapse rate of air temperature at Juvvasshøe, 0.005 • C/m (Farbrot et al., 2011) . The insulating effect of a winter snow cover was implemented by temperature reduction factors (N-factors, nF) (Riseborough et al., 2008) for air temperatures below 0 • C in accordance with Myhra et al. (2017) . Following Figure 1A , we implemented snow along the surface of the entire talus slope and at the flat plateau. Here we used, nF = 0.2, which corresponds to an annual mean height of snow above 0.8 m along both the talus slope and the flat plateaus. We present the resulting boundary forcing through the simulation period for one point in the snow-free rock wall and one point along the snow-covered talus slope in Figure 1C . For the main simulations, we ignored snow in the rock wall caused by natural irregularities in the rock wall structure (Figure 1A ), but performed a sensitivity study with mean annual snow thicknesses ranging from 0.05 to 0.25 m (nF = 0.5-0.95) to investigate the effect of rock wall snow accumulations. In addition, we performed control runs with 0.8 m snow (nF = 0.2) applied along the steep rock wall. Several monitoring studies of rock wall surface temperatures (Gruber et al., 2004; Hipp et al., 2014; Magnin et al., 2015 Magnin et al., , 2016 highlight especially the topographic exposition of rock walls as a modulator to rock wall surface temperatures. Monitoring of rock wall surface temperatures in Norway (Hipp et al., 2014) indicates that high latitude solar conditions limit the influence of aspect on the surface energy budget, in particular for north facing rock walls where the surface offset is on average 1 • C. We point out that the effect of incoming solar radiation is not included in our simulation. Therefore we have run additional simulations with increased (1 • C) rock wall temperatures to investigate the effect of our simplified boundary conditions.
Model Initialization
Because the current ground temperature conditions are influenced by previous conditions (Noetzli and Gruber, 2009) , the chosen starting point of a numerical simulation influences the modeled evolution of ground temperature conditions. At the end of the Little Ice Age (LIA) there probably were permafrost conditions at the elevations chosen for this study at Juvvasshøe (>1600 m asl.). Thus, we initialized our simulations with frozen ground conditions. To reduce the influence of the initial conditions on the result, we performed a two-step model initialization to obtain stable initial conditions. First, we calculated the average ground surface temperatures along the slopes and the top of the domain for the first 10 years of our boundary forcing data. With these average temperatures, we modeled a steady state ground temperature regime. The obtained ground temperature field was thereafter used as initial condition for a temporal simulation over the 10-year initialization period. This second step was repeated until the temperature difference between runs was on the order of ∼ 10 −4• C. Thus, the initial temperature field for our modeling study was in equilibrium with the estimated climatic conditions at the beginning of our modeling period.
To test the effect of the initialization, we performed a sensitivity study with initial conditions shifted by ±1 • C. The shift was performed before we calculated the average ground surface temperatures in the first step of the initialization procedure. The results indicate a maximum temperature deviation between the main simulation and the simulations with shifted initial conditions at the end of the simulation period of ∼0.4 • C at 300 m depth below the talus apex. In the water-rich part of the talus slope, the extent of frozen ground changed by ∼1%. In general, we observed a cooling effect of the rock wall on the talus slope for all simulations regardless of our choice of initial temperatures.
Simulations
We investigate the potential influence of steep and snow-free rock walls on the thermal regime of talus slopes through simulations of heat flow in the talus geometry ( Figure 1B) . The geometry has been shifted to different elevations from 1600 to 2000 m asl., corresponding to three different temperature regimes; Case 1-3 ( Table 3 ). All other parameters than elevation above sea level, and thus different rock wall surface temperatures, were identical for the three cases. We present the results of six numerical simulations referred to as Case 1-3 and Case 1-3 Control. All conditions, except rock wall surface temperatures, were identical for these two simulation sets. While Case 1-3 represents the snow-free rock wall conditions that we aim to investigate, the Control simulations were performed with snowcovered rock walls to serve as a basis for comparison. In addition, we performed a sensitivity study with snow-covered steep rock walls to investigate the effect of snow accumulation in steep rock walls.
RESULTS
Modeled Ground Thermal Regime in Talus Slopes
First, we compare the modeled ground temperature evolution during the simulation period for the intermediate temperature scenario, Case 2 (Figures 2A,B) , with the respective control run (Figures 2C,D) by means of average ground temperatures calculated over 5-year periods. For both simulations, permafrost degrades during the simulation period, following the warming meteorological conditions in the same period. For the simulation with snow-free rock wall (Figures 2A,B) , the geometries of the thermal isoclines indicate that cold temperatures stretch from the steep rock wall below the talus apex and enter the talus slope from its backside both in 1881 -1885 and in 2001 -2005 . In 2001 -2005 , the saturated zone of the talus slope and the solid bedrock below the knickpoint remains partly frozen, although the temperature regime at the surface of the talus slope does not correspond to permafrost conditions at depth. The situation is different for the control run (Figures 2C,D These model results suggest that the snow-free rock wall has a cooling effect on the ground thermal regime both in the rock wall itself and in adjacent areas. Furthermore, we test the sensitivity of the modeled cooling effect from the steep rock wall through a comparison of simulations with different elevations and thus different temperature conditions, Case 1-3 (Table 3 ). In (Figure 3) we compare average ground temperatures over the [2001] [2002] [2003] [2004] [2005] period for Case 1-3 simulations with snow-free rock walls with the respective control runs. For the simulations with snow-free rock walls (Figures 3A-C) , the saturated part of the talus slope is mainly or partly frozen for all three cases. For the control simulations (Figures 3D-F) , the ground is completely thawed below the talus apex for both Case 1 and Case 2 simulations, while a small part of the saturated zone of the talus slope and the solid bedrock is frozen for the colder temperature regime in Case 3. Test simulations performed with unfrozen initial conditions indicate that the cooling effect of steep rock walls is insensitive to the choice of initial conditions. All model parameters, except rock wall surface temperatures, were identical for the Case 1-3 and the Case 1-3 Control simulation sets. Thus, the distinct difference in modeled temperatures below the talus apex is controlled by the rock wall surface temperature. The cooling effect of the steep rock wall was further investigated through a sensitivity study with varying snow cover conditions in the steep rock wall (Figure 4) . Comparing the ground temperature conditions for Case 2 with mean annual snow cover thicknesses (AMHS) ranging from <0.05 to 0.25 m (Figures 4B-E) with the uncovered Case 2 ( Figure 4A) and Case 2 Control ( Figure 4F) indicate that the cooling effect of the steep rock wall is present for all simulated temperature fields. The strength of the effect is, however, clearly dependent on the rock wall snow cover conditions.
In the water-rich zone of the slope, temperatures below the freezing point indicate presence of ice. As a first investigation of the potential ice formation in the talus slope, we have estimated the fraction of frozen ground in the water rich part of the talus slope for the modeled temperature fields (Figure 3) . For comparison, the fraction of frozen ground for each simulation was normalized with respect to the frozen area for the coldest simulation, Case 3. The results (Table 4) indicate that the water/ice-saturated part was frozen for all simulations with snow-free rock walls, ranging from 18 to 100% normalized with respect to Case 3. For the control runs, the talus slope was completely thawed for both Case 1 and Case 2 simulations, while for the Case 3 simulation the estimated frozen fraction was 10%.
Heat Flux and Temperature Gradients
The simulated conductive cooling effect of the snow-free rock walls was further investigated by assessing the magnitude and direction of the heat fluxes. We present the average direction of heat fluxes in the period 2001-2005 for Case 2 and Case 2 Control simulations. For the simulations with snow-free rock walls (Figure 5A ), the directions of the heat fluxes provide a clear evidence that the steep rock wall acts as a cooling mechanism with heat flowing from both, the talus slope and the snowcovered plateau and out through the steep rock wall. For the control runs (Figure 5B) , the situation is different with a heat flux pattern mainly controlled by the geothermal heat flow with heat flowing from depth and up toward the surface. Additional ground warming was induced by the surface temperature regime in the snow-covered rock wall and below the flat plateau.
For the simulations with snow-free rock walls, we calculated the average heat flux over 5-year periods along the backside of the talus slope ( Figure 5C ) from 3 to 30 m depth below the talus apex. with a decreasing magnitude with increasing distance from the talus apex.
Furthermore, we assessed the 5-year average thermal gradients for the Case 2 simulation (Figure 6A) . The gradient field indicates that average thermal gradients with magnitude 0.1-0.8 • C/m stretch out in a radial distance from the talus apex up to the rock wall surface and down toward the talus slope. The geometry of the thermal gradient field changes abruptly across the boundary between the solid bedrock and the water-rich talus slope. We do not find similar thermal gradient patterns for the control runs ( Figure 6B) . These results suggest that the rock wall surface conditions have a significant impact on the thermal gradients both in the talus slope and in the steep rock wall. Reducing the conductivity in the talus by a factor of 5 (Figure 6C) , results in increasing thermal gradients in the talus and a sharper discontinuous jump between the solid rock and the talus, as compared to the original Case 2 simulation ( Figure 6A ). An additional Case 2 simulation with increased resolution along the rock-talus-boundary ( Figure 6D ) is nearly identical with the original Case 2 simulations (Figure 6A) , which demonstrates that the simulation results are not influenced by our choice of mesh.
DISCUSSION
Limitations of the Model Study
(1) The real heat flow system between steep rock walls and talus accumulations in mountain areas includes the combined effect of heat conduction and air flow driven convective processes through blocky surface layers (Haeberli et al., 2006; Scherler et al., 2014) or fracture systems in rock walls (e.g., Gischig et al., 2011; Blikra and Christiansen, 2014) . In our study, we have included only conductive heat flow to investigate heat flow between steep rock walls and talus slopes and its potential influence on the thermal regime of talus slopes. Nevertheless, our study demonstrates that conductive heat flow may induce significant thermal gradients in solid bedrock and provide heat loss through steep rock walls that may influence the thermal conditions in adjacent talus slopes, acting as an additional contribution to convective cooling processes. (2) The surface temperature conditions assumed for our simulations are simplified and do not incorporate all natural variations, such as aspect-dependent radiation Gruber et al., 2003) and effects due to partly snowcovered rock wall conditions (Gardner, 1969; Hasler et al., 2011; Haberkorn et al., 2015) . For air temperatures below 0 • C, we reduced the ground surface forcing along the talus slope and the flat plateau by means of empirical N-factors representing a static snow cover during winter. The assumption regarding snow-free rock wall conditions is probably the most important uncertainty incorporated in our numerical study. A sensitivity study of the effect of different snow cover thicknesses in the steep rock wall (Figure 4) indicates that the cooling effect of the steep rock wall is present, but decreasing for increasing snow cover thickness. Further, the influence of snow melt and changing ground water content due to water transport and the effect of solar radiation on rock wall surface temperatures are not included in our simulations. To test the effect of the latter simplification, we performed additional simulations with increased (1 • C) rock wall temperatures, which is the aspect offset indicated by a monitoring study of rock wall surface temperatures in Norway (Hipp et al., 2014) . These simulations show that increasing rock wall temperatures decrease the cooling effect of the steep rock wall, but the overall process pattern described in this study is not changed.
Do Steep Rock Walls Influence the Temperature in Adjacent Talus Slopes?
In general, the low conductivity of air reduces the effect of conductive heat flow on the thermal regime for porous talus slopes. Therefore, air circulation through the porous surface layer and though circulation patterns in the talus slopes are considered to be the governing heat flow processes for talus slopes (e.g., Morard et al., 2008; Wicky and Hauck, 2017) . For snow-covered talus slopes, the thermal insulation of snow may induce both a reduction of airflow through the blocky surface layer and induction of conductive effects such as near-surface cooling effect as modeled by Gruber and Hoelzle (2008) in addition to our proposed cooling effect from steep rock walls. Our simulations of heat flow between steep rock walls and adjacent talus slopes indicate that conductive heat flow in steep and snow-free rock walls may cool down the talus slope from behind (Figures 2, 3 ) and in turn facilitate the existence of ice (Table 4) . Thus, the conductive heat flow from the backside of the talus slope is of similar or larger order of magnitude than the conductive heat flow through the snow-covered talus. For our numerical set-up, the applied rock wall temperatures (see section "Limitations of the Model Study"), the choice of thermal conductivity and the choice of geometry control the strength of the cooling effect. The geometry represents a realistic rock-wall-talus situation and the chosen parameters are in correspondence with field measurements (Morard et al., 2008; Scapozza et al., 2011) . Other talus geometries than our model geometry may change the nature of our proposed cooling effect. Test simulations confirm that increasing thermal conductivity increases the depth to which the cooling effect of the steep rock wall reaches. Our choice of thermal conductivity (k m = 3.5 W/m • C) is in the range of thermal conductivities calculated from the average mineral composition at Juvvasshøe (Isaksen et al., 2001 ). This value is typical for granite-rich igneous rock, such as the Norwegian basement rock (Clauser and Huenges, 2013 ), but does not represent a situation with strong conductive cooling as values up to k m = 7 W/m • C can be found in quartz rich areas.
The modeled cooling effect is largest close to the talus apex and fades out with increasing distance from this point. For the upper 20 m, the average heat fluxes over the 5-year period 2001-2005 were found to be in the range of 100-1000 mW/m 2 , which is a significant factor in the energy balance of the talus slope compared to the magnitude of the geothermal heat flux, 50 mW/m 2 . In a modeling study of a rock glacier in the Swiss Alps, Scherler et al. (2014) , added a seasonally dependent source/sink term to account for air flow driven heat flow and a deviation term to close a measured energy balance. Their choice of the winter sink term due to air flow in the model (28.9 W/m 2 ) is significantly larger than our modeled conductive contribution, while their estimated winter deviation term for the measured energy balance (5.5 to−0.9 W/m 2 ) is in the same range. The magnitude of these terms were, however, estimated from an observed deviation between measured and modeled borehole temperatures or measured deviations in the energy balance, respectively. As our modeled conductive cooling effect may contribute to such deviations between measured temperatures and model experiments, where the potential effect of conductive cooling from steep rock walls is excluded, we can not identify whether our modeled effect is included in the heat sink or deviation terms described in the study from the Swiss Alps. In a recent modeling study, Wicky and Hauck (2017) found that conductive cooling alone could not induce significant temperature differences between the upper and lower parts of a talus slope. Our modeled conductive contribution does not contradict this study as we propose that the cooling effect arises from the nearby steep rock wall, a feature that is not included in the study by Wicky and Hauck (2017) .
Though we present the results as 5-year averages, the cooling effect from steep rock walls is a winter phenomenon. Thus, the modeled cooling effect from the steep rock wall is active during winter when the chimney effect may induce transport of warm air from the lower to the upper parts of talus slopes (e.g., Delaloye and Lambiel, 2005; Morard et al., 2008) . The chimney-effect leads to a strong damping of the conductive effect within unfrozen (ice-free) talus material and it is clear that the warming chimney-effect would dominate over our proposed cooling effect within the talus material. However, at this meeting point, stronger thermal gradients may arise due to the temperature difference between the warm air flow through the talus and the potential cooling from the backside of the talus. Thus, the combined effect of these heat flow mechanisms may reduce the importance of the potential cooling effect on the talus temperature regime, but can lead to even stronger thermal gradients than we have modeled in our purely conductive study as well. These strong thermal gradients may in turn have implications for frost weathering processes.
Geomorphological Implications
Our modeling study of heat flow in the transition area between steep slopes and flatter topography may have some important implications for periglacial slope stability problems involving both frost weathering and frost creep processes.
Destabilization of Steep Rock Walls: Frost Weathering
Decreasing stability of steep rock walls in permafrost terrain is a primary challenge and an important issue for mountain permafrost research (Haeberli et al., 2010) . While freeze-thaw mechanisms may attribute significant rock strength reduction for frequent temperature fluctuations across the freezing point (Jia et al., 2015) , segregation ice growth is most efficient in the frost-cracking window (−8 to −3 • C). Further, it is sensitive to the amount of available water, the time exposed to temperatures in the frost-cracking window and the magnitude of the thermal gradients (Hallet et al., 1991; Anderson, 1998; Hales and Roering, 2007) . With our numerical study, we demonstrate that thermal gradients (0.1-0.8 • C/m) build up around the transition between snow-free steep rock walls and talus slopes ( Figure 6A ) for rock wall temperatures in or close to the frost-cracking window ( Figure 5C ). Our modeled thermal gradients are in the lower end of the thermal gradient magnitude range for which Hales and Roering (2007) predict ice segregation (0.4-20 • C/m), but our simulations of heat flow in steep rock walls indicate that heat conduction may contribute to mechanical breakdown of the solid rock wall and to the production of talus material. The simulation with reduced conductivity in the talus (Figure 6C) indicates that the reduction increases the influence of the rock wall on the low conductivity talus material. While the cooling effect of the steep rock wall increases, the thermal gradients and the potential for rock mass weakening in the steep rock wall decrease. Thus, this sensitivity study indicates that our qualitative conclusions are solid though the magnitude of the effects are dependent on the ratio of thermal conductivities between the solid rock and the talus material.
Direct measurements of temperature conditions close to transition areas between rock walls and talus slopes are scarce, but field observations indicate that snow cover variations influence frost weathering processes in permafrost environment. Through a summer study of snow patches and their thermal relation with rock wall temperatures, Gardner (1969) found frequent freezethaw cycles at the edge of remaining snow patches that may have induced intensive frost weathering and potentially developed undercuts at the base of steep rock walls. Similar results were obtained by Berrisford (1991) who found that presence of snow patches in the vicinity of rock walls affect frost weathering processes and Ødegård et al. (1995) who attributed enhanced frost weathering to thermal gradients induced by snow cover variations in steep rock cliffs at Svalbard. Similar favorable conditions for rock weathering and rock wall undercutting have been identified in a study of frost weathering in cirque glacier settings (Sanders et al., 2012) .
Creep of Ice-Rich Talus Slopes: Existence of Ice
A second slope stability problem in permafrost terrain involves creep of perennially frozen talus slopes with high ice content, i.e., talus slopes that evolve into rock glaciers. Our simulations indicate that sub-zero temperatures are maintained in water-rich talus material (Table 4 ) due to conductive heat flow between snow-free rock walls and talus slopes (Figure 3) . Further, we estimate roughly the potential ice formation in the talus slope through a comparison of the simulated heat flux budget across the bedrock-talus boundary with the heat loss required to form ice. If we compute the 5-year average heat flux along the upper 3-30 m of the backside of the talus material as presented for Case 2 (Figure 5C ), we obtain a heat loss which corresponds to the production of ∼2-3 cm/year of ground ice from refreezing of water (Table 5) . We emphasize that our calculation neither includes the thermal dynamics of infiltrating and refreezing water at the top of the talus slope, nor the effect of convective heat transport.
Both ice-rich talus slopes and talus accumulations with thin layers of ice are sensitive to creep, in particular when the ice temperature is close to the melting temperature (Haeberli et al., 2010) . Though the conductive contribution to the existence of ice may be limited, our numerical simulations indicate that heat loss through snow-free rock walls may contribute to both formation and subsequent removal of talus material through frost weathering processes and existence of internal ice layers, both of which are essential for development of talus derived rock glaciers.
CONCLUSION
With our simplified numerical study of the thermal regime in steep snow-free rock walls, we have demonstrated that thermal gradients associated with frost weathering and evolution of landscapes may be recognized in a simplified 2D numerical study of conductive heat flow in steep rock walls. Our numerical simulations indicate that thermal gradients are maintained in transition areas between snow-free rock walls and snow-covered talus slopes. Thus, conductive heat flow may be an important heat flow process that influences the temperature conditions between steep rock walls and talus slopes, but these numerical results need to be validated against field observations to investigate whether they reflect the natural situation.
-Conductive heat flow in steep rock walls with little or no winter snow cover may influence the temperature regime in adjacent talus slopes due to a cooling effect of the steep rock walls.
-Strong thermal gradients that arise at the boundary between snow-covered talus slopes and snow-free rock walls may contribute to frost weathering processes and rock mass weakening of the steep bedrock.
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