Abstract. In this paper, we study tensor (or monoidal) categories of finite rank over an algebraically closed field F. Given a tensor category C, we have two structure invariants of C: the Green ring (or the representation ring) r(C) and the Auslander algebra A(C) of C. We show that a Krull-Schmit abelian tensor category C of finite rank is uniquely determined (up to tensor equivalences) by its two structure invariants and the associated associator system of C. In fact, we can reconstruct the tensor category C from its two invarinats and the associator system. More general, given a quadruple (R, A, φ, a) satisfying certain conditions, where R is a Z + -ring of rank n, A is a finite dimensional F-algebra with a complete set of n primitive orthogonal idempotents, φ is an algebra map from A ⊗ F A to an algebra M (R, A, n) constructed from A and R, and a = {a i,j,l |1 i, j, l n} is a family of "invertible" matrices over A, we can construct a Krull-Schmidt and abelian tensor category C over F such that R is the Green ring of C and A is the Auslander algebra of C. In this case, C has finitely many indecomposable objects (up to isomorphisms) and finite dimensional Hom-spaces. Moreover, we will give a necessary and sufficient condition for such two tensor categories to be tensor equivalent.
Introduction
Motivated by the recent study of Green rings of Hopf algebras [2, 3, 8, 12, 13] , we ask ourselves the question: to what extend a tensor (or monoidal) category is determined by its ring invariant, the Green ring? We do have examples of Hopf algebras whose Green rings are isomorphic; yet their representation categories are not tensor equivalent, for example, the group algebras FQ 8 and FD 8 . On the other hand, the representation categories of non-semisimple Hopf algebras of dimension 8 are completely distinguished by their Green rings [11] . Thus a natural question arises: apart from the Green ring of a tensor category C, what structure invariants else do we need in order to determine the category C? In other words, can a tensor category be uniquely determined by some of its structure invariants? In this paper, we explore the second structure invariant and an associator system associated to a tensor category C of finite rank which together with the Green ring can determine the tensor category C. In more detail, given a tensor category C, there exists a unique skeleton tensor category C (up to tensor equivalence) . This tensor category C is uniquely determined by the two structure invariants, the Green ring r(C) and the Auslander algebra A(C) and a couple (φ, a), where φ is an algebra map from A(C) ⊗ A(C) to an algebra M (C) associated to C defining the tensor product of morphisms in the category C; and a is a family of invertible matrices {a ijk } over A(C) playing the role of the associativity constraint in the skeleton tensor category C. This new tensor category C is tensor equivalent with the given tensor category C, and is uniquely determined by the quadruple (r(C), A(C), φ, a). Thus, the study of the aforementioned structure invariants, on the one hand, can help us to classify tensor categories; and on the other hand, it provides a solid basis to deform tensor categories. We say that a tensor category D is a deformation of a tensor category C if the Green rings of the two tensor categories are isomorphic, but the two categories are not tensor equivalent. In this sense, one may change the Auslander algebra A(C) or the datum (φ, a) (not independent of A(C)) to obtain deformations of a tensor category. In the special case where a tensor category C is semisimple, the Auslander algebra A(C) is a direct product of the base field, and the deformations of C come only from the changing of the datum (φ, a). Consequently, the classification of semisimple (or fusion) categories reduces to the classification of the Green rings (or fusion rules) and the associators.
The paper is organized as follows. In Section 1, we introduce (m, s)-type matrices, where m, s ∈ N I are finite sequences of nonnegative integers, and define their concatenation sums. We recall the tensor product of two (m, s)-type matrices as well. In Section 2, we study the (m, s)-type matrices over the Auslander algebra A(C) of a tensor category C. To a tensor category C, we associate an algebra M (C) defined by the Clebsch-Gordan coefficients and (m, s)-type matrices over A(C). There exists a natural (but not unique) algebra map φ : A(C) ⊗ A(C) −→ M (C), which enables us to define a new tensor product ⊗ of two (m, s)-type matrices. This new tensor product ⊗ will define the tensor product of two morphisms in the associated tensor category C. In Section 3, we use the data obtained in Section 2, namely the Green ring, the Auslander algebra, the algebra map φ, and the constraint a = {a ijk } to construct a skeleton tensor category C of finite rank. If the foregoing data stem from a tensor category C, we show that the new obtained category C is tensor equivalent to the original category C. In other wards, a tensor category C of finite rank can be reconstructed from (and hence determined by) its invariants r(C), A(C) and (φ, a).
Preliminaries and Notations
Throughout, let F be an algebraically closed field, Z the ring of integers, and let N be the set of nonnegative integers. Unless otherwise stated, all algebras are defined over F. All rings and algebras are assumed to be associative with identity. The definitions of a Z + -basis and a Z + -ring can be found in [5, 9, 10] . For the theory of (tensor) categories, we refer the reader to [1, 6, 7] . Definition 1.1. (1) Let R be a ring free as a module over Z. A Z + -basis of R is a Z-basis B = {b i } i∈I such that for any i, j ∈ I, b i b j = l c ijl b l with c ijl ∈ N.
(2) A Z + -ring is a Z-algebra with unity endowed with a fixed Z + -basis. (3) A Z + -ring with a Z + -basis B is a unital Z + -ring if 1 ∈ B.
For an F-algebra A and two positive integers m and n, we denote by M m×n (A) the F-space consisting of all m × n-matrices over A, and by M m (A) := M m×m (A) the full matrix algebra of m × m-matrices over A. If B is a subspace of A, let M m×n (B) denote the subspace of M m×n (A) consisting of all m × n-matrices over A with entries contained in B.
In the subsequent, we assume that A is an F-algebra with a set of orthogonal idempotents {e i } i∈I satisfying i∈I e i = 1, where I is a finite index set.
For any m = (m i ) i∈I ∈ N I , let |m| := i∈I m i . For m, s ∈ N I with |m| > 0 and |s| > 0, an (m, s)-type matrix over A is a block matrix X = (X ij ) i,j∈I such that X ij ∈ M mi×sj (e i Ae j ), i, j ∈ I. If some m i = 0 (or s j = 0), then there is no row {X ij } j∈I (or no column {X ij } i∈I ) in X. Note that X is an |m| × |s|-matrix over A. A (0, m)-type matrix over A means a 1 × |m| zero matrix over A, and an (m, 0)-type matrix over A means an |m| × 1 zero matrix over A. Of course, a (0, 0)-type matrix over A means a 1 × 1 zero matrix over A. Here 0 = (0) i∈I .
For any i ∈ I and positive integer m, let I m and I(i, m) denote the m × m identity matrix over A (or over F) and e i Ae i , respectively, i.e., For m, s ∈ N I with m = 0 and s = 0, let M m×s (A) be the F-space consisting of all (m, s)-type matrices over A. Then M m (A) := M m×m (A) is an associative F-algebra with the unity E m = (E ij ) i,j∈I given by E ij = 0 for i = j ∈ I with m i m j > 0, and E ii = I(i, m i ) for i ∈ I with m i > 0. For convenience, we let E 0 := 0, the 1 × 1 zero matrix over A. Then M 0 (A) = {E 0 } = 0. Now assume that I = {1, 2, · · · , n}. Then an element m = (m i ) i∈I ∈ N I can be written as m = (m 1 , m 2 , · · · , m n ) and an element X = (X ij ) i,j∈I ∈ M m×s (A) can be written as
where X ij ∈ M mi×sj (e i Ae j ), 1 i, j n.
It is well-known that N I is a monoid with respect to the addition:
Define X⊕Y ∈ M (m+m ′ )×s (A) by
It is obvious that X⊕Y
In a similar way, we define another sum X⊕Y ∈ M m×(s+s ′ ) (A) for two matrices X ∈ M m×s (A) and Y ∈ M m×s ′ (A) as follows:
Like the sum ⊕, the sum ⊕ is associative, but not commutative in general . Obviously, X⊕Y = (X, Y )P T s,s ′ , where P T denotes the transposed matrix of P .
where m = m 1 + m 2 + · · · + m r and s = s 1 + s 2 + · · · + s l . Obviously, we have
For m 1 , m 2 , · · · , m r ∈ N I , define a permutation matrix P m1,··· ,mr recursively on r as follows: for r = 1, P m1 = I |m1| ; for r = 2, P m1,m2 is defined as before; for r > 2, P m1,··· ,mr := P m1+···+mr−1,mr P m1,··· ,mr−1 0 0 I |mr | . Then one can see that
Let A and B be two algebras over F. Let
be an m × s-matrix over A and an m ′ × s ′ -matrix over B, respectively. Then one can define an mm
It is obvious that the above tensor product is associative. The following property of the tensor product is easy to check. Lemma 1.2. Assume that A and B are two F-algebras. Let X ∈ M m×s (A),
We need the following definition. Definition 1.3. Let r 1 be an integer and
be an m×s-matrix over A ⊗ F r := A⊗ F A⊗ F · · ·⊗ F A, the tensor product algebra of rfolds of A over F. If there exist 1 i 11 , i 12 , · · · , i 1m , i 21 , i 22 , · · · , i 2m , · · · , i r1 , i r2 , · · · , i rm n and 1 j 11 , i 12 , · · · , i 1s , j 21 , j 22 , · · · , j 2s , · · · , j r1 , j r2 , · · · , j rs n such that
for all 1 l m and 1 t s, then X is called a homogeneous matrix over A ⊗ F r .
An easy observation leads to the following lemma. (1) Y X = 0, (2) if M is an (l, m)-type matrix over A with M X = 0, then there is a unique (l, t)-type matrix Z over A such that M = ZY . 
Invariants of tensor categories
Throughout this section, all categories considered are Krull-Schmidt and abelian categories over F with finitely many indecomposable objects and finite dimensional Hom-spaces. If C is a tensor category, we will assume that C is strict and the unit object 1 of C is simple. All functors (bifunctors) are assumed to be F-linear (F-bilinear).
For an object V of C and a positive integer l, let lV denote the direct sum of l copies of V , and 0V = 0, the zero object of C. Assume that C is a tensor category, and let {V i |i ∈ I} be a set of representatives of the isomorphism classes of indecomposable objects of C. We may assume that 1 ∈ {V i |i ∈ I}. Then it is easy to see that r(C) is a unital Z + -ring with a Z + -basis {[V i ]|i ∈ I}. Furthermore, we assume that U ⊗ V = 0 for any nonzero objects U and V of C.
Let V = ⊕ i∈I V i , and A(C) = End C (V ) = Hom C (V, V ), the Auslander algebra of C. Then A(C) is a finite dimensional F-algebra. By the definition of direct sum, there are canonical morphisms π i : V → V i and τ i :
Obviously, up to F-algebra isomorphism, A(C) is independent of the choices of representatives {V i |i ∈ I} of the isomorphism classes of indecomposable objects of C. Then we have the following lemma.
Lemma 2.2. {e i |i ∈ I} is a complete set of orthogonal primitive idempotents in A(C).
Proof.
Obviously, {e i |i ∈ I} is a set of orthogonal idempotents in A(C) and i∈I e i = 1. Let i ∈ I. Then e i A(C)e i is an F-algebra with the unity e i . It is easy to check that the map End(V i ) → e i A(C)e i , f → τ i f π i is an algebra isomorphism with the inverse given by g → π i gτ i , g ∈ e i A(C)e i . Since V i is an indecomposable object, End(V i ) is a local algebra, and so is e i A(C)e i . It follows that e i is a primitive idempotent.
In the following, we will study the properties of the Auslander algebra A(C) of C.
Proof. By Lemma 2.2, e i A(C)e i is a finite dimensional local algebra over F. It follows that rad(e i A(C)e i ) is the unique maximal ideal of e i A(C)e i . Obviously, e i A(C)e j A(C)e i is an ideal of e i A(C)e i . Hence it is enough to show that e i / ∈ e i A(C)e j A(C)e i . Indeed, suppose that there are elements
Note that π j g l τ i is a morphism from V i to V j , and π i f l τ j is a morphism from V j to V i , 1 ≤ l ≤ s. Therefore, V i is isomorphic to a direct summand of sV j , which contradicts with the hypothesis that C is a Krull-Schmidt category since V i and V j are non-isomorphic indecomposable objects.
Corollary 2.4. Let i, j ∈ I with i = j. Then for any morphisms f ∈ Hom(V i , V j ) and g ∈ Hom(V j , V i ), gf ∈ rad(End(V i )). Proof. Assume that there exist X = (X ij ) ∈ M m×s (A(C)) and Y = (Y ij ) ∈ M s×m (A(C)) such that XY = E m and Y X = E s , where X ij ∈ M mi×sj (e i A(C)e j ) and Y ij ∈ M si×mj (e i A(C)e j ), i, j ∈ I. Let i ∈ I and assume m i > 0. Since 
Proof. For any
with e j A(C)e i via the above canonical isomorphism, an (m, s)-type matrix over A(C) can be viewed as a morphism from ⊕ i∈I s i V i to ⊕ i∈I m i V i in C. Thus, Part (1) follows from the fact that any morphism of C has a kernel, and Part (2) follows from the fact that any morphism has a cokernel since C is an abelian category.
Under the identification of morphisms with matrices described in the proof of Proposition 2.6, a monomorphism corresponds to a column-independent matrix, and an epimorphism corresponds to a row-independent matrix. Since C is an abelian category over F, every morphism is a composition of an epimorphism followed by a monomorphism. Moreover, for any morphism f of C, if ker(f ) = 0 then f = ker(coker(f )); if coker(f ) = 0 then f = coker(ker(f )). Hence we have the following proposition.
. Define a vector space M (C) over F as follows:
Then M (C) is an associative F-algebra with the multiplication defined as follows:
Assume that I = {1, 2, · · · , n} and V 1 = 1. Then [V 1 ] = [1] = 1, the identity of the ring r(C). For any 1 i n, let e i = (e i1 , e i2 , · · · , e in ) ∈ N I , where e ij = δ ij , the Kronecker symbols. Then, c 1i = c i1 = e i for all 1 i n. In this case,
(e i A(C)e j ) = e i A(C)e j for all 1 i, j n. For a 1 × 1-matrix (a) over A(C), we simply write it as a.
By the associativity of the multiplication of the Green ring r(C), one obtains the following equations:
such that the following two conditions are satisfied:
Proof. At first, one can easily check that the map
is a well-defined algebra map. Since {e i ⊗ e j } 1 i,j n is a complete set of orthogonal idempotents of End C (V ⊗ V ), we have
. Then one can see that the maps
are F-linear isomorphisms, which induce an algebra isomorphism
, where the multiplication of
in an obvious way, where the multiplication of
we may identify
as stated in the proof of Proposition 2.6. In this case, we have
as F-algebras. Thus, one gets an algebra map
and similarly
M ci1×cj1 (A(C)) = e i A(C)e j .
Remark 2.9. By Proposition 2.8, one gets a quadruple data
j∈I is another family of isomorphisms and φ
where we regard
In what follows, for any m = (m i ) 1 i n , s = (s i ) 1 i n ∈ N I , we will identify
as stated above. Let X ⊗ Y denote the tensor product of the morphisms X and Y in C. Then we have
For any homogeneous matrix X = (x ij ) over A(C) ⊗ F A(C), one can see that (φ C (x ij )) is a well-defined homogeneous matrix over A(C), denoted by φ C (X). For any X ∈ M s1×m1 (A(C)) and Y ∈ M s2×m2 (A(C)), define a homogeneous matrix X ⊗Y over A(C) as follows:
Lemma 2.10. With the above notations, we have X ⊗Y ∈ M (s1 ⊗s2)×(m1 ⊗m2) (A(C)).
with 0 u s 2j ′ − 1, and
with 0 u m 2j − 1, where 1 i, i ′ , j, j ′ n, and 0<t<1 s gt = 0<t<1 m gt = 0 by convention for g = 1, 2. Let h 1 , h 2 , · · · , h s be a series of elements of N I defined by h l = c i ′ j ′ for
where 0 u s 2j ′ − 1, and let t 1 , t 2 , · · · , t m be a series of elements of N I defined by t k := c ij for
Remark 2.11. With the notations as in the proof of Lemma 2.10, let P (s 1 , s 2 ) := P h1,h2,··· ,hs and P (m 1 , m 2 ) := P t1,t2,··· ,tm be the permutation matrices defined as in the previous section. Then
Therefore,
Note that without the assumption that V i ⊗ V j = 0, 1 i, j n, we would need to modify the definition of X ⊗Y := Π(φ C (X ⊗ F Y )) when m 1 ⊗m 2 = 0 and s 1 ⊗s 2 = 0.
In this case, whenever
h l = c i ′ j ′ = 0 (resp., t k := c ij = 0) for some 1 l s (resp., 1 k m), one deletes the l-th row sub-matrices (φ C (a lk )) 1 k m (resp., k- th column (φ C (a lk )) 1 l s ) in the matrix φ C (X ⊗ F Y ) = (φ C (a lk )). The modified ma- trix is also denoted φ C (X ⊗ F Y ) simply.
Then by rearranging the rows and columns of the matrix, one defines
the permutation matrices defined as in the previous section. Then
Corollary 2.12. Let m and s be any elements of
Proof. Follows from Proposition 2.8(2) and the proof of Lemma 2.10.
Proof. Follows from Lemma 1.2 and Remark 2.11.
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Lemma 2.14. Let i, i ′ , j, j ′ ∈ I, and let x ∈ e i ′ A(C)e i and y ∈ e j ′ A(C)e j . The following diagram commutes:
Proof. Follows from the definition of φ C , since x ⊗y = φ C (x ⊗ F y) in this case.
⊗m2) = 0 in this case. If m 1 = 0 and m 2 = 0, then it follows from Corollary 2.12 and Lemma 2.13 that θ(m 1 , m 2 ) is an isomorphism with the inverse given by
The second statement follows from Corollary 2.12 and θ 1i = θ i1 = id Vi for any i ∈ I.
, and let X ∈ M s1×m1 (A(C)) and Y ∈ M s2×m2 (A(C)). Then the following diagram commutes:
Proof. It is enough to show the lemma for m i = 0 and s i = 0, i = 1, 2. In this case, by Lemmas 2.13 and 2.14, we have
The following proposition holds.
Proof. (1) Follows from Lemma 2.15.
(2) Since C is strict, (x ⊗ y) ⊗ z = x ⊗ (y ⊗ z). Hence by Lemmas 2.14 and 2.16, we have
This completes the proof since c i1i2 ⊗e i3 = e i1 ⊗c i2i3 and c i2i3 ⊗e i4 = e i2 ⊗c i3i4 .
Reconstruction of tensor categories
Throughout this section, assume that R is a Z + -ring with a finite unital Z + -basis {r i } i∈I such that r i r j = 0 for all i, j ∈ I, and A is a finite dimensional F-algebra with a complete set of orthogonal primitive idempotents {e i } i∈I . Assume I = {1, 2, · · · , n} and r 1 = 1, the identity of R. Furthermore, we assume that A satisfies the following conditions:
(KS) For any i = j in I, e i Ae j Ae i ⊆ rad(e i Ae i ), the radical of the algebra e i Ae i .
(Dec) Every (m, s)-type matrix X over A can be decomposed into a produpct X = X 1 X 2 of a column-independent (m, t)-type matrix X 1 and a row-independent (t, s)-type matrix X 2 over A. , s) , the usual product of matrices. 
T denotes the transpose of matrix Z. Now let
where X ∈ M m×(m+s) (A) = Hom C (m + s, m) and
Proposition 3.2. C is an additive category over F.
Proof. Obviously, Hom C (m, s) = M s×m (A) is a vector space over F for all m, s ∈ Ob( C), and the composition
is F-bilinear for all m, s, t ∈ Ob( C). Moreover, Hom C (0, m) = M m×0 (A) = 0 and Hom C (m, 0) = M 0×m (A) = 0 for all m ∈ Ob( C). Hence the object 0 is a zero object of C. It follows from Lemma 3.1 that C is an additive category over F.
Note that an additive category over F is also called an F-linear category. For any m ∈ Ob( C) and a nonnegative integer l, it follows from Lemmas 3.1 and 3.4 that lm is exactly the direct sum of l copies of m in C.
For any 1 i n, let e i = (e i1 , e i2 , · · · , e in ) ∈ Ob( C) given by e ij = δ ij , the Kronecker symbols. Then by the definition of C, End C (e i ) ∼ = e i Ae i , which is a local algebra since e i is a primitive idempotent. Thus, by Lemma 3.1, one gets the following corollary. 
Moreover, e i is an indecomposable object of C for any 1 i n. Proof. It follows from Lemma 3.4 and Corollary 3.5.
Proposition 3.7. C is a Krull-Schmidt abelian category over F.
Proof. By Proposition 3.2, we know that C is an additive category over F. By (RUA) and (LUA), one knows that every morphism X ∈ Hom C (m, s) has a kernel ker(X) ∈ Mor( C) and a cokernel coker(X) ∈ Mor( C). By (Dec), every morphism of C is a composition of an epimorphism followed by a monomorphism. Note that ker(X) = 0 (resp. coker(X) = 0) if and only if X is column-independent (resp. row-independent). Thus, by (CI) and (RI), if ker(X) = 0 then X = ker(coker(X)); if coker(X) = 0 then X = coker(ker(X)). Therefore, C is an abelian category over F. Finally, it follows from Lemma 3.4 and Corollaries 3.5 and 3.6 that C is a Krull-Schmidt category.
Corollary 3.8. The following statements are equivalent:
(1) C is a semisimple category over F; (2) dim F (A) = n; (3) A ∼ = F n , the direct product of n copies of F, as F-algebra.
Proof. By Corollary 3.6, e 1 , e 2 , · · · , e n are all non-isomorphic indecomposable objects of C. Hence by Proposition 3.7, C is a semisimple category over F if and only if End C (e i ) ∼ = F and Hom C (e i , e j ) = 0 for all 1 i = j n. Since Hom C (e i , e j ) = M ej ×ei (A) = e j Ae i and dim F (e i Ae i ) 1 for all 1 i, j n, C is a semisimple category over F if and only if dim F (e i Ae i ) = 1 and dim F (e j Ae i ) = 0 for all 1 i = j n, which is equivalent to dim F (A) = n. This shows that (1) and (2) are equivalent, and that (1) 
(or (2)) implies (3). It is obvious that (3) implies (2).
Since R is a Z + -ring with the unital Z + -basis {r i } 1 i n , we have r i r j = n k=1 c ijk r k for some c ijk ∈ N, where 1 i, j n. Let c ij = (c ijk ) 1 k n = (c ij1 , c ij2 , · · · , c ijn ). Then c ij ∈ N I and c ij = 0 by r i r j = 0, 1 i, j n. Moreover, c 1i = c i1 = e i for all 1 i n.
Define a vector space
Then M (R, A, I) is an associative F-algebra with the multiplication defined in Section 2.
In the rest of this section, we assume that dim(e 1 Ae 1 ) = 1, i.e., e 1 Ae 1 = Fe 1 , and assume that there is an F-algebra map φ : A ⊗ F A → M (R, A, I) such that the following two conditions are satisfied:
(φ1) φ(e i ⊗ F e j ) = E cij ∈ M cij (A) for all 1 i, j n; (φ2) φ(e 1 ⊗ F a) = a ∈ M c1i×c1j (A) and φ(a ⊗ F e 1 ) = a ∈ M ci1×cj1 (A) for all a ∈ e i Ae j , where 1 i, j n. Then we have φ(x) ∈ M c i ′ j ′ ×cij (A) for any x ∈ e i ′ Ae i ⊗ F e j ′ Ae j ⊂ A ⊗ F A, where 1 i ′ , i, j ′ , j n.
For any homogeneous matrix X = (x ij ) over A ⊗ F A, φ(X) = (φ(x ij )) is a welldefined homogeneous matrix over A. By the discussion in Section 2, one can define m ⊗s := n i,j=1 m i s j c ij ∈ Ob( C) for any m = (m i ) 1 i n and s = (s i ) 1 i n in Ob( C). Let X ∈ Hom C (m 1 , s 1 ) and Y ∈ Hom C (m 2 , s 2 ). Then one also can define X ⊗Y ∈ Hom C (m 1 ⊗m 2 , s 1 ⊗s 2 ) by
T for m 1 ⊗m 2 = 0 and s 1 ⊗s 2 = 0, and X ⊗Y := 0 for otherwise (see Lemma 2.10 and Remark 2.11). Corollary 2.12 and Lemma 2.13 still hold in this case.
Furthermore, we make the following assumption:
(Ass) There exists a family of matrices a i,j,l ∈ M ei ⊗ej ⊗e l (A) indexed by all triples (i, j, l) of elements of I such that the following conditions are satisfied:
(1) a i,j,l is invertible in M ei ⊗ej ⊗e l (A) for all i, j, l ∈ I; (2) (x ⊗(y ⊗z))a i,j,l = a i ′ ,j ′ ,l ′ ((x ⊗y) ⊗z) for all i, j, l, i ′ , j ′ , l ′ ∈ I, x ∈ e i ′ Ae i , y ∈ e j ′ Ae j and z ∈ e l ′ Ae l ; (3) a i,1,j = E cij for any i, j ∈ I. For any m = (m i ) i∈I , s = (s i ) i∈I , t = (t i ) i∈I ∈ N I , define a matrix a m,s,t ∈ M m ⊗s ⊗t (A) by a m,s,t = E 0 = 0 when m ⊗s ⊗t = 0, and a m,s,t
when m ⊗s ⊗t = 0. Then we have the following proposition. Proposition 3.9. (1) a ei,ej ,e l = a i,j,l for all i, j, l ∈ I; (2) a m,s,t is invertible in M m ⊗s ⊗t (A) whenever m ⊗s ⊗t = 0;
(E m1 ⊗a m2,m3,m4 )a m1,m2 ⊗m3,m4 (a m1,m2,m3 ⊗E m4 ) = a m1,m2,m3 ⊗m4 a m1 ⊗m2,m3,m4 for all objects m 1 , m 2 , m 3 , m 4 of C.
Proof. (1) It follows from the definition of a ei,ej ,e l .
(2) Let m = (m i ) i∈I , s = (s i ) i∈I , t = (t i ) i∈I ∈ N I . Assume m ⊗s ⊗t = 0. Put b m,s,t
where a −1 i,j,l is the inverse matrix of a i,j,l in M ei ⊗ej ⊗e l (A) for all i, j, l ∈ I. Obviousely, b m,s,t ∈ M m ⊗s ⊗t (A). By Corollary 2.12 and Lemma 2.13, a straightforward computation shows that a m,s,t b m,s,t = E m ⊗s ⊗t and b m,s,t a m,s,t = E m ⊗s ⊗t . Hence a m,s,t is invertible in M m ⊗s ⊗t (A).
(3) Let m = (m i ) i∈I , s = (s i ) i∈I , t = (t i ) i∈I ∈ N I with m ⊗s ⊗t = 0. Then for any i ′ , j ′ , l ′ ∈ I with m i ′ s j ′ t l ′ > 0, and any 1 k 
. Now assume that m 1 ⊗m 2 ⊗m 3 = 0 and s 1 ⊗s 2 ⊗s 3 = 0. Again by Corollary 2.12 and Lemma 2.13, we have:
Similarly, we have:
where the sum notation
Hence by (Ass 2) and Eq.(3.1), we have 
(5) By (Ass 4) and e i ⊗e j = c ij , one can check that (E ei ⊗a ej ,e l ,et )a ei,ej ⊗e l ,et (a ei,ej ,e l ⊗E et ) = a ei,ej ,e l ⊗et a ei ⊗ej ,e l ,et (3.2) for all i, j, l, t ∈ I. Now let m j = (m ji ) i∈I ∈ N I , j = 1, 2, 3, 4. We have m 2 ⊗m 3 = n i,j=1 m 2i m 3j c ij . It follows from Part (3) above that we have (E m1 ⊗a m2,m3,m4 )a m1,m2 ⊗m3,m4 (a m1,m2,m3 ⊗E m4 ) = (E m1 ⊗a m2,m3,m4 )a m1,m2 ⊗m3,m4 ( i,j,l k1,k2,k3
) and a m1,m2,m3 ⊗m4 a m1 ⊗m2,m3,m4 = i,j,l,t k1,k2,k3,k4
By Eq.(3.2), one gets that (E m1 ⊗a m2,m3,m4 )a m1,m2 ⊗m3,m4 (a m1,m2,m3 ⊗E m4 ) = a m1,m2,m3 ⊗m4 a m1 ⊗m2,m3,m4 . This completes the proof. Proof. By Proposition 3.9(5), we have (E e1 ⊗a e1,m,s )a e1,e1 ⊗m,s (a e1,e1,m ⊗E s ) = a e1,e1,m ⊗s a e1 ⊗e1,m,s .
Following Corollary 2.12 and Proposition 3.9(4), one obtains: a e1,m,s a e1,m,s = a e1,m,s , and so a e1,m,s = E m ⊗s . Similarly, one can show that a m,s,e1 = E m ⊗s . Theorem 3.12. With the tensor products of objects and morphisms defined above, C is a tensor category over F.
Proof. We know already that m ⊗s ∈ Ob( C) for any m, s ∈ Ob( C), and that X ⊗Y is a morphism from m 1 ⊗m 2 to s 1 ⊗s 2 in C for any morphisms X ∈ Hom C (m 1 , s 1 ) and Y ∈ Hom C (m 2 , s 2 ). It follows from Corollary 2.12 and Lemma 2.13 that C (m, s) . It follows that the following two diagrams Now let a m,s,t be as before for any objects m, s, t of C. If m ⊗s ⊗t = 0, then a m,s,t = E 0 = id 0 is an automorphism of m ⊗s ⊗t in C. If m ⊗s ⊗t = 0, then it follows from Proposition 3.9(2) that a m,s,t is an automorphism of m ⊗s ⊗t in C. Therefore, {a m,s,t } forms a family of isomorphisms of C. Now let X 1 : m 1 → s 1 , X 2 : m 2 → s 2 and X 3 : m 3 → s 3 be morphisms of C. By Proposition 3.9(3), the following diagram commutes:
This shows that {a m,s,t } is a family of natural isomorphisms of C indexed by all triples (m, s, t) of objects of C.
Finally, by Proposition 3.9(4) and (5), one can see that the Triangle Axioms for a, l, r and the Pentagon Axiom for a are satisfied. Thus, (C, ⊗, e 1 , a, l, r) is a tensor category, where e 1 is the unit object.
Remark 3.13. The Green ring r( C) of C is isomorphic to R. More precisely, the additive group homomorphism r( C) → R given by [e i ] → r i , 1 i n, induces a ring isomorphism. Let e = (1, 1, · · · , 1) . Then e = e 1 ⊕ e 2 ⊕ · · · ⊕ e n and End C (e) ∼ = A as F-algebras.
Remark 3.14. In general, e 1 is not necessarily a simple object of C. However, the following two statements are equivalent: (1) e 1 is a simple object of C; (2) If X ∈ M e1×m (A) is a column-independent matrix, then either m = 0 and X = 0, or m = e 1 and X = αE e1 = αe 1 for some 0 = α ∈ F.
Let {a ′ i,j,l ∈ M ei ⊗ej ⊗e l (A)} be another family of matrices indexed by all triples (i, j, l) of elements of I such that the conditions (Ass)(1)-(4) are satisfied. Let {a ′ m,s,t ∈ M m ⊗s ⊗t (A)|m, s, t ∈ N I } be the family of matrices determined by {a ′ i,j,l } i,j,l∈I as before. Then by Theorem 3.12, ( C, ⊗, e 1 , a ′ , l, r) is a tensor category as well. We work out when the two tensor categories are tensor equivalent.
Definition 3.15. Two families {a i,j,l } i,j,l∈I and {a ′ i,j,l } i,j,l∈I of matrices are called equivalent if there exists a family of invertible matrices η(i, j) in M cij (A) indexed by all couples (i, j) of elements of I such that (x ⊗y)η(i, j) = η(i ′ , j ′ )(x ⊗y) and
for all i, j, l, i ′ , j ′ ∈ I, x ∈ e i ′ Ae i and y ∈ e j ′ Ae j .
Proposition 3.16. With the above notations, the tensor categories ( C, ⊗, e 1 , a, l, r) and ( C, ⊗, e 1 , a ′ , l, r) are tensor equivalent if {a i,j,l } i,j,l∈I and {a
Then an argument similar to the proof of Proposition 3.9 shows that {η(m, s) ∈ M m ⊗s (A)} is a family of invertible matrices indexed by all couples (m, s) of elements of N I such that (X ⊗Y )η(m 1 , m 2 ) = η(s 1 , s 2 )(X ⊗Y ) and
for all m 1 , m 2 , m 3 , s 1 , s 2 ∈ N I , X ∈ M s1×m1 (A) and Y ∈ M s2×m2 (A). Thus, the proposition follows from a straightforward verification.
Remark 3.17. Using the notations in the proof of Proposition 3.16, one may replace the last equation of Definition 3.15 with the equation:
a ei,ej ,e l η(e i ⊗e j , e l )(η(e i , e j ) ⊗E e l ) = η(e i , e j ⊗e l )(E ei ⊗η(e j , e l ))a ′ ei ,ej ,e l for all i, j, l ∈ I.
Assume that σ is a permutation of I. Let P σ = (p ij ) be the corresponding permutation n × n-matrix over Z, that is,
Then the map N I → N I , m → m σ , is an additive monoid isomorphism. Moreover, e σ i = e σ(i) for all i ∈ I. For m = 0, let P σ (0) = 0, the 1 × 1 zero matrix over F. For any m = 0, let P σ (m) = (P ij ) be the permutation |m| × |m|-matrix over F defined as follows: if m i = 0, then there is no σ(i)-th row (P σ(i)j ) j∈I and there is no i-th
Obviously, P σ (e i ) = I 1 is the 1 × 1 identity matrix.
Now let R ′ be another Z + -ring with a finite unital Z + -basis {r Suppose that r
and let c
′ ) defined similarly as M (R, A, I) before. We also assume that dim F (e 
′ ) such that the conditions (φ1) and (φ2) are satisfied for φ ′ . Furthermore, assume that there is a family of matrices {a (1)- (5) in Proposition 3.9 are satisfied. Thus, one obtains a tensor category C ′ in the same way as we did for C. Denote by e ′ j , 1 j n ′ , the corresponding indecomposable objects of C ′ .
In the next theorem and its proof, in order to simplify the notations, we shall use ⊗ C and ⊗ C ′ , instead of ⊗ C and ⊗ C ′ , to denote the tensor products in C and C ′ , respectively. For any m ∈ Ob( C ′ ) = N 
for all i, j, l, i ′ , j ′ ∈ I, x ∈ e i ′ Ae i and y ∈ e j ′ Ae j , where δ : A → A ′ is the algebra isomorphism given in (2), δ(Z) = (δ(z ij )) for any matrix Z = (z ij ) over A.
Proof. Assume that (F, ϕ 0 , ϕ 2 ) is an F-linear tensor equivalence functor from C to C ′ . Then (F, ϕ 0 , ϕ 2 ) induces a ring isomorphism F : r( C) → r( C ′ ) given by
′ is a category equivalence and {e i |i ∈ I} is the set of all non-isomorphic indecomposable objects of C by Corollary 3.6, {F (e i )|i ∈ I} is a set of representatives of the isomorphism classes of indecomposable objects of C ′ . Again by Corollary 3.6, we have {F (e i )|i ∈ I} = {e ′ j |j ∈ I ′ }. Hence there is a bijection σ :
This implies n ′ = n, and hence we may regard I ′ = I = {1, 2, · · · , n}. In this case, e ′ j = e j for any j ∈ I, and σ is a permutation of I. Consequently,
Thus, Part (1) follows from Remark 3.13. Note that F (e 1 ) = e 1 , and hence σ(1) = 1.
Since F : C → C ′ is an F-linear equivalence, F induces an F-space isomorphism F : Hom C (e j , e i ) → Hom C ′ (e σ(j) , e σ(i) ), a → F (a), where i, j ∈ I. In particular,
, is an F-algebra isomorphism for any i ∈ I. Now we have Hom C (e j , e i ) = M ei×ej (A) = e i Ae j and Hom
Therefore, the F-linear isomorphisms above induce an F-linear isomorphism
F (a ij ), a ij ∈ e i Ae j .
Obviously, δ is an F-algebra isomorphism and δ(e i ) = e ′ σ(i) for any i ∈ I. Moreover, δ(a) = F (a) for any a ∈ e i Ae j , i, j ∈ I. This shows Part (2).
and hence
Let i ∈ I, and let m be a positive integer. Since F (e i ) = e σ(i) in C ′ , we have
by Lemma 3.4. Therefore, we may regard that F preserves the order of summands in the equation
σ(i),k , where 1 k m. Let i, j ∈ I, and m and s be positive integers. Then Hom C (se j , me i ) = M m×s (e i Ae j ) and
). Hence the map
is an F-linear isomorphism. Let X = (x kl ) ∈ M m×s (e i Ae j ) = Hom C (se j , me i ) with x kl ∈ e i Ae j = Hom C (e j , e i ).
, and hence
σ . Hence F (m) = m σ by Lemma 3.4. If π i is the projection from m to m i e i , then F (π i ) is the projection from m σ to m i e σ(i) . If τ i is the embedding from m i e i into m, then F (τ i ) is the embedding from m i e σ(i) into m σ . Thus, a similar argument to the above one shows that the F-linear isomorphism
In particular, we have
Since (F, ϕ 2 , ϕ 0 ) is a tensor functor from C to C ′ , ϕ 0 : e 1 → F (e 1 ) is an isomorphism and
form a family of natural isomorphisms subject to the following three commutative diagrams (denoted (D3.1), (D3.2) and (D3.3), respectively):
and
ϕ2(m,e1)
for all objects m, s, t in C.
Since F (e 1 ) = e 1 , ϕ 0 is an automorphism of e 1 in C ′ . However, End C ′ (e 1 ) = e
Hence there is a nonzero scale β ∈ F such that ϕ 0 = βid e1 = βe
By Part (1), one gets that
for all i, j ∈ I. Now for any m, s ∈ Ob( C), we have
Hence ϕ 2 (m, s) is an invertible element in the algebra
Since {ϕ 2 (m, s)} is a family of natural isomorphisms, we have ϕ 2 (e i ′ , e j ′ )(F (x) ⊗ C ′ F (y)) = F (x ⊗ C y)ϕ 2 (e i , e j ) for any i, i ′ , j, j ′ ∈ I, x ∈ e i ′ Ae i and y ∈ e j ′ Ae j , that is,
In a similar manner, we obtain
This implies that
Now letting m = e i , s = e j and t = e l in the diagram (D3.1) and using Eq.(3.3), one obtains:
Note that the left and the right unit constraints are the identities in both of C and C ′ . Putting m = e i in the diagrams (D3.2) and (D3.3), one gets that ϕ 1,i = αe
and ϕ i,1 = αe ′ σ(i) , i ∈ I. Thus, we have shown that Part (3) holds. Conversely, assume that n ′ = n, i.e. I ′ = I, and that there is a permutation σ of I such that the three conditions in the theorem are satisfied.
Define a functor F : C → C ′ by
Since the map
and the restriction map δ :
is an F-linear isomorphism. By the discussion before, the map
and Y ∈ Hom C (t, s). Thus, F is a well-defined F-linear functor from C to C ′ . Obviously, F is a category isomorphism functor.
By Part (1), one have σ(1) = 1 and
By an argument similar to the proof of Proposition 3.9, one can check from Condition (3b) that the morphisms
form a family of natural isomorphisms, where m, s run over Ob( C). From Condition (3a), one can check that the diagrams (D3.2) and (D3.3) are commutative. Similarly, from Condition (3c), one can show that the diagram (D3.1) commutes. It follows that (F, ϕ 0 , ϕ 2 ) is a tensor functor from C to C ′ . Consequently, (F, ϕ 0 , ϕ 2 ) is a tensor equivalence functor from C to C ′ . Remark 3.19. In Theorem 3.18, by replacing ϕ i,j with α −1 ϕ i,j , we may assume that α = 1. Now we return to the case in Section 2. Let C be a Krull-Schmit abelian tensor category of finite rank. In what follows, we keep the notations of the last section. The Green ring r(C) of C is a Z + -ring with a finite unital Z + -basis {[V i ]|i ∈ I}; the Auslander algebra A(C) of C is a finite dimensional F-algebra with a complete set {e i |i ∈ I} of orthogonal primitive elements, where I = {1, 2, · · · , n}, V 1 is the unit object 1 of C. From Lemma 2.3 and Propositions 2.6 and 2.7, one knows that the conditions (KS), (RUA), (LUA), (Dec), (RI) and (CI) are satisfied for (A(C), {e i |i ∈ I}). Furthermore, let the algebra map φ C and the family {a i,j,l } i,j,l∈I of matrices a i,j,l ∈ M ei⊗ej ⊗e l (A(C)) be given as in Section 2. By Propositions 2.8 and 2.17, the conditions (φ1) and (φ2) are satisfied for φ C , and the conditions (Ass) are satisfied for {a i,j,l } i,j,l∈I . Thus, from the data (r(C), A(C), φ C , {a i,j,l } i,j,l∈I ), one can construct a tensor category C over F. In what follows, let ⊗ and ⊗ denote the tensor products in C and C respectively as before. For any m, s ∈ N I , θ(m, s) :
is an isomorphism in C given in the last section. Then we have the following lemma. θ(s, t) ).
Finally, we show that the two tensor categories C and C are tensor equivalent. where m, s ∈ Ob( C) = N I , X ∈ M s×m (A(C)). Obviously, F is a well-defined Flinear functor, and F (e 1 ) = V 1 = 1. Moreover, F is fully faithful. Since C is a KrullSchmidt category and {V 1 , V 2 , · · · , V n } is a set of representatives of isomorphism classes of indecomposable objects of C, F is essentially surjective. It follows from [7, Proposition XI.1.5] that F : C → C is an equivalence of categories.
For any m, s ∈ Ob( C), put ϕ 0 = id 1 = e 1 , ϕ 2 (m, s) = θ(m, s). commute for all objects m, s, t of C. Thus, we have proven that (F, ϕ 0 , ϕ 2 ) : C → C is a tensor functor. It follows that C and C are tensor equivalent.
From Lemmas 2.2 and 2.3, A(C) is isomorphic to a quotient of FQ for some quiver Q with Q 0 = I since F is algebraically closed.
In [3] , we computed the Green ring of Taft algebra H n (q), i.e., the Green ring of the category C of finite dimensional left modules over H n (q), where n is a positive integer greater than 1, and q is an n-th primitive root of unity in F. Let n = 2. Then i,j,k,l=1 M cij ×c kl (A) is defined as follows: if X ∈ M cij ×c kl (A) and Y ∈ M c i ′ j ′ ×c k ′ l ′ (A), then XY is the usual matrix product for (k, l) = (i ′ , j ′ ), and XY = 0 for (k, l) = (i ′ , j ′ ). In order to describe the algebra map φ C : A ⊗ F A → M (C), one need to choose a family of H 4 -module isomorphisms θ ij : V i ⊗ V j → ⊕
