In this paper, a class of the stochastic generalized linear complementarity problems with finitely many elements is proposed for the first time. Based on the Fischer-Burmeister function, a new conjugate gradient projection method is given for solving the stochastic generalized linear complementarity problems. The global convergence of the conjugate gradient projection method is proved and the related numerical results are also reported.
Introduction
Suppose ( ) 1 , , , F G P Ω is a probability space with 1 n Ω ⊆ ℜ ; P is a known probability distribution. The stochastic generalized linear complementarity problems (denoted by SGLCP) is to find n x ∈ ℜ , such that ( ) ( , G x x ω = , stochastic generalized linear complementarity problems reduce to the classic Stochastic Linear Complementarity Problems (SLCP), which has been studied in [1] - [7] . Generally, they usually apply the Expected Value (EV) method and Expected Residual Minimization (ERM) method to solve this kind of problem.
If 1 Ω only contains a single realization, then (1) reduces to the following standard Generalized Linear Complementarity Problem (GLCP), which is to find a vector n x ∈ ℜ such that Z. M. Liu et al. 1025 ( ) ( ) ( ) ( )
Then solving (3) is equivalent to find a global solution of the minimization problem
So, (3) and (4) can be rewritten as T  T  T  T  2  1  2  2 , , , m n m y y y y 
Preliminaries
In this section, we give some Lemmas, which are taken from [8] - [10] . 2) P is a non-expansive operator, that is,
be the projected gradient of θ at t ∈ Ω . 1)
3) The point
The Conjugate Gradient Projection Method and Its Convergence Analysis
In this section, we give a new conjugate gradient projection method and give some discussions about this method.
Given an iterate
where ( ) ( )
. Inspired by the literature [8] - [11] , we take
Method 1. Conjugate Gradient Projection Method (CGPM)
Step 0:
Step 1:
Step 3: Let : 1 k k = + , and go to Step 1. In order to prove the global convergence of the Method 1, we give the following assumptions. 
Lemma 3. If t k is not the stability point of (6),
Proof. From (7), Lemma 1, and (8), we have is a stationary point of (6). Proof. By Lemma 2, we have
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for z ∀ ∈ Ω , by Lemma 1, we know that 
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Let ( ) ( )
By the above formula, (8) and Lemma 1, we get ( ) and Lemma 4, we have
By (12), (13), (14) 
From Lemma 2 3), we get any accumulation point of { } k t is a stationary point of (6).
Numerical Results
In this section, we give the numerical results of the conjugate gradient projection method for the following given test problems, which are all given for the first time. We present different initial point t 0 , which indicates that Method 1 is global convergence. Throughout the computational experiments, according to Method 1 for determining the parameters, we set the parameters as 1 2 0.49, 0.5, 1.067
The stopping criterion for the method is 
The test results are listed in " Table 1 " using different initial points. 1  2  2  2  2  2  2  2  1  0  2  2  2  2  2  2  1  0  0  2  2  2  2  2  1  0  0  0  2  2  2  2  1  0  0  0  0  2  2  2  1  0  0  0  0  0  2  2  1  0  0 3  2  3  2  3  2  3  2  3  2  3  2  3 2 3  2  2  2  2  2  2  2  3  0  2  2  2  2  2  2  3  0  0  2  2  2  2  2  3  0  0  0  2  2  2  2  3  0  0  0  0  2  2  2  3  0  0  0  0  0  2  2  3 The test results are listed in " Table 1 " using different initial points.
Conclusion
In this paper, we present a new conjugate gradient projection method for solving stochastic generalized linear complementarity problems. The global convergence of the method is analyzed and numerical results show that Method 1 is effective. In future work, large-scale stochastic generalized linear complementarity problems need to be studied and developed.
