In the noisy channel model from coding theory, we wish to detect errors introduced during transmission by optimizing various parameters of the code. Bennett, Dudek, and LaForge framed a variation of this problem in the language of alternating paths in edge-colored complete bipartite graphs in 2016. Here, we extend this problem to the random graph G(n, p). We seek the alternating connectivity, κ r,ℓ (G), which is the maximum t such that there is an r-edge-coloring of G such that any pair of vertices is connected by t internally disjoint and alternating (i.e. no consecutive edges of the same color) paths of length ℓ. We have three main results about how this parameter behaves in G(n, p) that basically cover all ranges of p: one for paths of length two, one for the dense case, and one for the sparse case. For paths of length two, we found that κ r,ℓ (G) is essentially the codegree of a pair of vertices. For the dense case when p is constant, we were able to achieve the natural upper bounds of minimum degree (minus some intersection) or the total number of disjoint paths between a pair of vertices. For the sparse case, we were able to find colorings that achieved the natural obstructions of minimum degree or (in a slightly less precise result) the total number of paths of a certain length in a graph. We broke up this sparse case into ranges of p corresponding to when G(n, p) has diameter k or k + 1. We close with some remarks about a similar parameter and a generalization to pseudorandom graphs.
Introduction
An alternating path is a path with adjacent edges having distinct colors. Originally studied by Bollobás and Erdős [7] in the context of finding alternating Hamiltonian cycles in complete graphs, alternating paths have been widely studied (e.g. [1, 3, 4, 8, 9, 15] ). Along with being interesting objects in their own right, alternating paths can also be used to encapsulate certain parameters of codes in coding theory.
One such fundamental parameter of a code C ⊆ [r] m is the minimum Hamming distance between codewords x and y in C. This distance between codewords is defined as the number of positions where they differ:
dist(x, y) = {i : 1 ≤ i ≤ m, x(i) = y(i)} .
In the noisy channel model of coding theory, we wish to detect errors introduced during transmission by optimizing various parameters of the code. Codes with large minimum
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Hamming distance between codewords allow for greater detection and correction of errors. At the same time, one wants to be able to send many messages across this channel. Thus, one may wish to ask what the maximum n is such that there exists a code C ⊆ [r] m of n codewords and minimum Hamming distance t. We call this number α r (m, t). (See [14] for more details concerning coding theory. ) We now encode this problem in terms of alternating paths. Let K m,n be a complete bipartite graph on vertex set [m] ∪ [n] and c : E(K m,n ) → [r] be an r-edge-coloring of K m,n with the property that every pair of vertices in [n] is connected by at least t alternating paths of length 2 (with 3 vertices). We can represent this coloring as a collection of n vectors of length m with entries in [r] in the following way: for a vertex v ∈ [n], define the vector c v ∈ [r] m by c v (u) = c({v, u}) for u ∈ [m]. Then C = {c v : v ∈ [n]} fully encodes the edge coloring of K m,n since every edge will belong to a unique vector which will determine its color.
But if we take a path of length 2 of the form v − u − w for v, w ∈ [n], notice that this is alternating if and only if c({v, u}) = c({u, w}), that is, c v (u) = c w (u). So the number of alternating paths between v and w is exactly the Hamming distance between c v and c w . And since c has the property that every pair of vertices in the same partite set is connected by at least t alternating paths of length 2, it follows that C has minimum Hamming distance t. Therefore we may conclude that |C| = n ≤ α r (m, t).
So determining α r (m, t) is equivalent to finding the largest n such that there is an r-coloring of the edge set of K m,n with the property that any pair of vertices in [n] has at least t alternating paths of length 2 connecting them. Also notice that all such paths are internally disjoint.
Bennett, Dudek and LaForge [5] used this characterization to study a slightly different problem. Instead of fixing the alphabet, word length, and t and asking for the largest possible code, they fixed the alphabet, word length, and code size and asked for the largest possible t. In addition, they generalized the length of the alternating paths from 2 to any constant length 2k. Their object of study was κ r,2k (m, n), the maximum t such that there is an r-coloring of the edges of K m,n such that any pair of vertices in class of size n is connected by t internally disjoint and alternating paths of length 2k.
They showed that for fixed r ≥ 2 and n ≥ m ≫ log n κ r,2 (m, n) ∼ 1 − 1 r m (see the last paragraph of this section regarding the notation ≫ and ∼). They also proved that for any fixed r ≥ 2, k ≥ 2 and n ≥ m ≫ 1 κ r,2k (m, n) ∼ m k .
Besides these results, the authors also proposed the concept of alternating connectivity, of which this paper is mainly concerned. This parameter was in part inspired by the work of Espig, Frieze, and Krivelevich [10] , who found conditions under which a random graph with randomly two-colored edges has an alternating path joining any pair of vertices. Alternating connectivity κ r,ℓ (G) was defined to be the maximum t such that there is an r-edge-coloring of G such that any pair of vertices is connected by t internally disjoint and alternating paths of length ℓ.
For complete graphs, it was shown that κ r,2 (K n ) ∼ (1 − 1/r)n and κ r,ℓ (K n ) ∼ n/(ℓ − 1) for any r ≥ 2 and ℓ ≥ 3. Motivated by this progress, in this paper we study the alternating connectivity of the random graph G(n, p).
We have three main results concerning this parameter for G(n, p). The first result is concerned with the case when we seek paths of length two. Here, our answer is essentially the same as the expected codegree between two vertices in G(n, p). Theorem 1.1 Let p ≫ log n/n and G = G(n, p) and let r be an integer. Then, w.h.p.
Observe that if p ≪ log n/n then the diameter of G is at least three. Therefore, in this sense the above theorem is optimal. After this, we consider ℓ ≥ 3 by looking at a "dense" case and a "sparse" case. For the "dense" case, when p is a constant, we have found that we have two main obstructions. Clearly, we cannot have more paths between two vertices than the minimum degree. However, the neighborhoods of two vertices w.h.p. have an intersection of size ∼ np 2 , so the most we could hope for here is np(1 − p/2). On the other hand, the total number of paths of length ℓ between two vertices is bounded above by n/(ℓ − 1). Theorem 1.2 Let 0 < p < 1 be a constant and G = G(n, p). Then, for any integer ℓ ≥ 3 w.h.p.
Finally, we consider the "sparse" case when p = o(1). Here, we have two main obstructions: in parts (i) and (ii), we are limited by the minimum degree; in part (iii) we are limited by the total number of paths of length k. Here, we analyze κ r,ℓ (G) in based on how close we are to the threshold for the diameter in G(n, p). Theorem 1.3 Suppose G = G(n, p) with p = o(1) and r ≥ 2 is an integer.
(i) Let k ≥ 2 be a positive integer such that n 1/k ≤ np ≤ n 1/(k−1) . If ℓ ≥ k + 2, then w.h.p. we have κ r,ℓ (G) ∼ np. (ii) Let k ≥ 2 be a positive integer such that (n log n) 1/k ≪ np ≤ n 1/(k−1) . If ℓ = k + 1, then w.h.p. we have κ r,ℓ (G) ∼ np. (iii) Let k ≥ 3 be a positive integer such that (n log n) 1/k ≪ np ≪ n 1/(k−1) . If ℓ = k, then w.h.p. we have κ r,ℓ (G) = Θ(n k−1 p k ).
It is important to recall here the following result (Corollary 10.12 in [6] ) that asserts that w.h.p. G(n, p) has diameter k if (np) k /n − 2 log n → ∞ and (np) k−1 /n − 2 log n → −∞. Thus, when p is in the range of part (ii) and (iii) w.h.p. G(n, p) has diameter k. But for the range in (i), we have that w.h.p. G(n, p) has diameter k or k + 1. Note that Theorem 1.3 becomes weaker as we look for paths whose length is closer to the diameter, and in particular (in part (iii)) when the path length equals the diameter we are only able to estimate κ up to a constant factor. We will need some straightforward lemmas about G(n, p) which will be proved in Section 2. Finally, we close with some remarks about the current state of λ r,ℓ (G) (where we no longer require that paths are internally disjoint) and extending our results to pseudorandom graphs.
Throughout this paper all asymptotics are taken in n unless noted otherwise. Beside of the standard Big-O and Little-o notation we will also write ∼f (n) instead of (1 + o(1))f (n). For simplicity, we do not round numbers that are supposed to be integers either up or down; this is justified since these rounding errors are negligible to the asymptomatic calculations we will make. All logarithms are natural unless written explicitly.
Auxiliary results for G(n, p)
Throughout the paper we will be using the following forms of Chernoff's bound (see, e.g., [13] ). Let X ∼ Bin(n, p) and µ = E(X). Then, for all 0 < δ < 1
and
Several times we will also use the well-known inequalities:
We will rely on several straightforward lemmas about matchings in random graphs. The first one is about almost perfect matchings in the dense random graph. A similar result for bipartite random graphs (with almost identical proof) was obtained in [5] .
Lemma 2.1 Let 0 < α, p < 1 be constants and G(n, p) be a random graph on set of vertices V . Then, w.h.p. for any subsets A, B ⊆ V with |A| = |B| = αn, there exists a matching between them of size αn(1 + o(1)).
Proof. Fix A, B ⊆ V with |A| = |B| = αn and consider the random binomial graph G = G(|A|, |B|, p). First we consider an auxiliary bipartite graph
are complete bipartite graphs. Furthermore, let s = log n = |A ′ | = |B ′ |. We show that H has a perfect matching. It suffices to show that the Hall condition holds, i.e., if S ⊆ U and |S| ≤ |U|/2, then |N(S)| ≥ |S|,
and if T ⊆ W and |T | ≤ |W |/2, then |N(T )| ≥ |T |.
If |S| < s, then since N(S) ⊇ B ′ , |N(S)| ≥ |B ′ | = s ≥ |S|. Therefore, we assume that s ≤ |S| ≤ |U|/2. Furthermore, we may assume that S ∩ A ′ = ∅. For otherwise, N(S) = W . We will show that already for |S| = s, |N(S)| ≥ |W |/2 = |U|/2. Suppose not, that is, |N(S)| < (αn + log n)/2. That means |B ∩ N(S)| < (αn − log n)/2, e(S, B \ N(S)) = 0 and |B \ N(S)| ≥ (αn + log n)/2 > αn/2. Observe that the probability that there are sets S ∈ A and T ∈ B such that |S| = s and |T | = αn/2 and e(S, T ) = 0 is at most
Thus, with probability at most 2 2αn · (1 − p) sαn/2 the graph H violates (4), and similarly (5) . In other words, with probability at least 1 − 2 · 2 2αn (1 − p) sαn/2 the graph H has a perfect matching, and consequently, there is a matching of size αn − s between A and B.
Finally, by taking the union bound over all A ∈ V αn and B ∈ V αn we get that the probability that there exist A and B such that between A and B there is no matching of size αn − s is at most n αn
since s = log n. Also, clearly, we get that αn − s = αn − o(n). Thus, w.h.p. for each A and B there is a matching between A and B of size αn − o(n).
The next two lemmas deal with matchings with sparse random graphs. For a bipartite graph G = (A∪B, E) we say that G contains a d-matching from A to B of size t if there exists in G a subgraph of t vertex-disjoint stars K 1,d such that each star is centered in A. Lemma 2.2 For a fixed integer k, let log n ≪ np ≤ n 1/(k−1) . Suppose the set A satisfies 1 ≤ |A| ≤ (np) k−2 and the set B has order ∼ n and is disjoint from A. Consider the random bipartite graph on A ∪ B with edge probability p. Then with probability at least 1 − 1 n 3 there is a d-matching that saturates A with d = np/4. Proof. To prove this lemma, we verify that Hall's condition holds with high probability.
Hence, we show that w.h.p. every set S ⊆ A has |N(S)| ≥ d|S|. For convenience, we will denote the orders of S, A, and B by their corresponding lowercase letters.
To that end, we will apply (2) to the random variable |N(S)| ∈ Bin(b, q) with q = 1 − (1 − p) s . But sp ≤ ap ≤ (np) k−2 p = (np) k−1 /n ≤ 1. Therefore, by (3) q may be estimated as q = 1 − (1 − p) s ≥ 1 − e −sp ≥ 1 − (1 − sp/2) = sp/2, and so the expected value satisfies µ = bq ≥ bsp/2 ≥ (1 + o(1))snp/2 ≫ s log n. Now invoking Chernoff's bound (2) with δ = 1/3 implies together with the union bound that the probability of failure is at most
exp (s log a − µ/18) and since trivially a ≤ n and µ ≫ s log n we can easily bound the above probability by 1/n 3 . Finally note that
as required.
3 For a fixed integer k ≥ 2, let √ n ≤ np ≤ √ n log n. Suppose the set A satisfies |A| ≤ np and the set B has order at least n/2 and is disjoint from A. Consider the random bipartite graph on A ∪ B with edge probability p. Then with probability at least 1 − 1 n 3 there is a d-matching that saturates A with d = 1/(6p). Proof. We show that w.h.p. every set S ⊆ A has |N(S)| ≥ d|S|. We apply (2) to
and so the expected value satisfies µ = bq ≥ bsp/2 ≥ snp/4 ≫ s log n. So invoking Chernoff's bound (2) with δ = 1/3 implies together with the union bound (over all subsets of size at most 1/p) that the probability of failure is at most
as required. Now assume that ps > 1. But then q ≥ 1 − e −sp ≥ 1 − e −1 ≥ 1/2. Hence µ = bq ≥ n/4. So again using Chernoff's bound (2) and the union bound again (over all subsets of size at least 1/p) with δ = 1/3, we have that the failure probability is at most
exp (s log a − µ/18) so since s log a ≤ a log a ≤ np log n ≤ √ n(log n) 3/2 and µ ≥ n/4 then we may again bound the failure probability by 1/n 3 . We also satisfy Hall's Condition since
The next lemma modifies the well-known result that asserts that w.h.p. G(n, n, p) with p = log n+ω n has a perfect matching. Proof. The proof goes along the lines of Theorem 6.1 from [11] .
Let G = G(m, m, q) the graph on the set of vertices A ∪ B. Let r = m/(log m). We show that with the desired probability |N(S)| ≥ |S| − r for all S ⊆ A. This will prove that there is a matching consisting of at least m − r = (1 − o(1))m edges.
Note that if we have an "obstruction" |N(S)| < |S| − r for S ⊆ A, |S| > (m + r)/2,
Also, if S ⊆ A is a minimal obstruction then every vertex in N(S) has degree at least 2 into S (otherwise we could remove its neighbor from S to obtain a smaller obstruction). Also we may assume that |N(S)| is exactly s − r − 1 or else we could find a smaller obstruction.
Thus we look only for obstructions of the following form: S ⊆ A (or T ⊆ B) consisting of r + 2 ≤ s ≤ (m + r)/2 vertices, and having a neighborhood consisting of exactly s − r − 1 vertices, each of which has two neighbors in S (or T ) and hence there are at least 2(s − r − 1) edges between S and N(S).
Otherwise, if s ≥ 2r, then s s−r ≤ 2 and so (log m) 2 s s−r e −(1−s/m) log m = o(1) yielding again an upper bound of (o(1)) r .
Finally, since in the sum we have only O(m) terms and r = m/(log m), we trivially get that the failure probability is at most 1/m C for any positive constant C.
The last lemma deals with colored degrees and codegrees. Let
be the set of all w ∈ V such that {u, w} and {v, w} are edges and are colored i and j, respectively. Lemma 2.5 Let 0 < p < 1 be a constant and G = (V, E) = G(n, p). Let E be colored uniformly at random with the colors red and blue denoted by R and B, respectively. Then, w.h.p. for any two vertices u, v ∈ V we have
Proof. Consider any two vertices u, v ∈ V . Note that |N R (u) \ N(v)| is binomially distributed with n − 2 trials and probability of success p(1 − p)/2, so the expected value µ is (1 + o(1))np(1 − p)/2. Set δ = 7(log n)/µ and apply Chernoff's bounds (1) and (2). Thus,
Finally, the union bound over all n 2 pairs of vertices u, v ∈ V yields that w.h.p. for any u and v,
Applying Chernoff's bounds again with δ = 7(log n)/µ will imply the statement.
Alternating paths of length two
Here we prove Theorem 1.1. Actually we will prove a more general statement.
Theorem 3.1 Let G = (V, E) be a graph with |V | = n, where all vertices have degree ∼ d and every pair of vertices has codegree ∼ d 2 /n ≫ log n. Then, for any number of colors r ≥ 2
The standard application of Chernoff's bound implies that G(n, p) meets the requirements of Theorem 3.1 w.h.p. and hence Theorem 1.1 holds. Furthermore, observe that if p ≪ log n/n, then w.h.p. the diameter is at least three. Therefore, Theorem 1.1 is basically optimal.
We separate the proof of Theorem 3.1 into two lemmas. The upper bound follows from the Cauchy-Schwarz inequality and does not require the assumption on the codegrees. The lower bound is obtained by considering a random coloring along with Chernoff's bound.
Lemma 3.2 Let G = (V, E) be a graph where all vertices have degree ∼ d and |V | = n. Then, for any number of colors r ≥ 2
Proof. The total number of alternating paths of length 2 in G is at most (due to the Cauchy-Schwarz inequality)
v∈V 1≤i<j≤r
and so
where all vertices have degree ∼ d and every pair of vertices has codegree ∼ d 2 /n ≫ log n. Then, for any number of colors r ≥ 2
Proof. To each edge in E we assign a color from {1, . . . , r} uniformly at random. For u, v ∈ V , let X u,v be the random variable that counts the number of alternating paths between u and v of length 2. Clearly,
Thus, the union bound taken over all n 2 ≤ exp(2 log n) pairs of vertices in V yields the statement.
Alternating paths of length at least three in dense random graphs
We consider the case when p is constant and the length ℓ of the paths we seek is greater than two. Clearly the largest possible number of internally disjoint paths between two vertices is ∼ n/(ℓ − 1). On the other hand, two vertices cannot have more internally disjoint paths between them than one half of the size of the union of their neighborhoods. As it happens, there exists a coloring that allows for a matching lower bound of alternating paths, no matter which case occurs.
Here we prove Theorem 1.2, which we state below again for convenience.
Theorem 1.2 Let 0 < p < 1 be a constant and G = G(n, p). Then, for any integer ℓ ≥ 3 w.h.p.
Our strategy for the lower bound will be to color all edges uniformly at random with two colors. Theorem 1.2 will follow from Lemmas 4.1 and 4.2.
Note that when ℓ = 3, we have min{n/2, np(1−p/2)} = np(1−p/2) for any 0 < p < 1. Proof. The upper bound on κ r,ℓ (G) is obvious. For a matching lower bound, for each pair of vertices {x, y} we will have to find a collection of paths using almost all other vertices in the graph. We will accomplish this by first covering the mutual non-neighbors of x, y, and then covering the remaining vertices. We color each edge in E = E(G) uniformly at random either red or blue. For any pair of vertices x, y ∈ V , consider the set U = N(x) ∪ N(y) and S = V \ U. Note that w.h.p. |U| ∼ 2np(1 − p/2) and |S| = s ∼ n(1 − p) 2 . Define disjoint sets
and observe that by Lemma 2.5, we have that
is equivalent to
and hence to
Consequently, np
Note that these sets are disjoint. Now for 2 ≤ i ≤ ℓ − 2 we inductively and arbitrarily select W i , Z i of size s/2(ℓ − 3) from the remaining vertices of S such that W i and Z i are disjoint from the previously selected sets (see Figure 1 ). Now by Lemma 2.1 for each 1 ≤ i ≤ ℓ − 2 we have w.h.p. an almost perfect matching between W i and W i+1 as well as Z i and Z i+1 of the appropriate color. That means for odd (even) i we can w.h.p. find a blue (red) matching of size s/(2(ℓ − 3)) + o(n) between W i and W i+1 as well as a red (blue) matching of size s/(2(ℓ − 3)) + o(n) between Z i and Z i+1 . This gives us a total of s/(ℓ − 3) + o(n) alternating paths between x and y, covering almost all vertices of S (and also covering some neighbors of x, y). Now we apply this same argument to the set Assume that k = Ω(n) and note that |X
Finding the sets W i and Z i and corresponding matchings for ℓ = 5.
As before, we define a family of disjoint sets
from the remaining vertices of U ′ such that W ′ i and Z ′ i are disjoint from the previously selected sets. Let us observe that we were able to find all disjoint sets
Again invoking Lemma 2.1, for odd (even) i we can w.h.p. find a blue (red) matching of size k 2(ℓ−1) + o(n) between W ′ i and W ′ i+1 as well as a red (blue) matching of size k 2(ℓ−1) + o(n) between Z ′ i and Z ′ i+1 . So altogether we have found k ℓ−1 + o(n) additional alternating paths between x and y. Taken together with the other paths we have found
alternating paths between x and y. Note that the above equality holds by dividing (9) by ℓ − 1. Proof. For the upper bound, take any pair of vertices x, y ∈ V and consider the set U = N(x) ∪ N(y). Observe that w.h.p. |U| = 2np(1 − p/2) + o(n). Furthermore, since the interior of every path of length ℓ from x to y must use two vertices from U and ℓ − 3 vertices from elsewhere, the largest possible number of disjoint xy-paths possible is np(1 − p 2 ) + o(n). Now we show the lower bound. Color each edge in E uniformly at random either red or blue and define disjoint sets
Then by Lemma 2.5, we have that
We now apply a similar argument to the proof of Lemma 4.1.
Note that these sets are disjoint. Now for 2 ≤ i ≤ ℓ − 2 we inductively and arbitrarily select W i , Z i of size ∼ (np/2)(1 − p/2) from the remaining vertices such that W i and Z i are disjoint from the previously selected sets. We are able to find such sets W i and Z i , since
We apply Lemma 2.1 to find matchings of the appropriate color between the sets we have defined. For each 1 ≤ i ≤ ℓ − 2 and odd (even) i we can w.h.p. find a blue (red) matching of size (np/2)(1 − p/2) + o(n) between W i and W i+1 as well as a red (blue) matching of size (np/2)(1 − p/2) + o(n) between Z i and Z i+1 . This gives us np(1 − p/2) + o(n) alternating paths between x and y.
Alternating paths of length at least three in sparse random graphs
In this section we investigate the sparser case p = o(1) and prove Theorem 1.3 (stated for convenience below). Theorem 1.3 Suppose G = G(n, p) with p = o(1) and r ≥ 2 is an integer.
Observe that for k = 2 in parts (i) and (ii) condition p = o(1) implies that np ≪ n. Also notice that in part (iii) we may assume that k ≥ 3; the case k = 2 follows from Theorem 1.1.
Proof. Due to the low probabilities involved, our strategy is more delicate than in the dense case. Given two fixed vertices, our program is to progressively reveal their colored Figure 2 . The construction for ℓ = 7 neighborhoods in an alternating fashion. Due to the sparseness of the graph, these sets are small and can be taken to be disjoint with only minor adjustments. Then we use auxiliary bipartite graphs to find a matching of the appropriate size between the last neighborhoods.
First we prove part (ii). Let k ≥ 2 be a positive integer such that (n log n) 1/k ≪ np ≤ n 1/(k−1) and ℓ = k + 1. Clearly, κ r,ℓ (G) is bounded above by the minimum degree, but a Chernoff argument tells us that all degrees in G are w.h.p. concentrated around the mean of np (1 + o(1) ). So it suffices to establish the lower bound.
We color each edge of G uniformly and independently from the colors red and blue. Fix two vertices u and v. We estimate the probability of finding np (1 + o(1) ) disjoint, red-blue paths between u and v and then take the union bound over all choices for u, v. To that end, we construct the following sequences of disjoint subsets of V : for 1 ≤ i ≤ ⌈k/2⌉ the sets X i , X ′ i ; and for 1 ≤ i ≤ ⌊k/2⌋ the sets Y i , Y ′ i . We require these sequences to have the following properties:
• The sets X 1 and X ′ 1 correspond to the red and blue neighborhoods of u and Y 1 and Y ′ 1 correspond to the red and blue neighborhoods of v. Hence, by a simple Chernoff argument, their orders x 1 , x ′ 1 , y 1 , y ′ 1 are ∼ np/2. • For i ≥ 2 we have x i = x 1 (np/8) i−1 and there is an np/8-matching from X i−1 to X i consisting of blue edges for even i and red for odd i. Similarly, we have
and there is an np/8-matching from X ′ i−1 to X ′ i consisting of red edges for even i and blue for odd i. • For i ≥ 2 we have y i = y 1 (np/8) i−1 and there is an np/8-matching from Y i−1 to Y i consisting of blue edges for even i and red for odd i. Similarly, we have y ′ i = y ′ 1 (np/8) i−1 and there is an np/8-matching from Y ′ i−1 to Y ′ i consisting of red edges for even i and blue for odd i.
To construct the sets X i , X ′ i , Y i , Y ′ i we inductively use Lemma 2.2 by first finding the X i 's and then finding the Y i 's. First, we initialize X 1 , X ′ 1 , Y 1 , Y ′ 1 as the appropriately colored neighborhoods of u and v. Then for 2 ≤ i ≤ ⌈k/2⌉ − 1 (this necessarily means that k ≥ 3), define
Notice that A has order at most (np) ⌈k/2⌉−2 ≤ (np) k−2 and B has order ∼ n as required by Lemma 2.2. So viewing A ∪ B as a random bipartite graph with colored edge probability p/2, applying the lemma gives that there exists an (np/8)-matching from A to B that saturates A with a failure probability at most 1/n 3 . Set the image of this matching in B to be X i , and observe that
Thus, we obtain the sets X i for 1 ≤ i ≤ ⌈k/2⌉ with the desired property and with a failure probability of O(1/n 3 ). In a similar manner, for
with a failure probability of O(1/n 3 ).
In order to complete our search for np(1 + o(1)) disjoint, red-blue paths between u and v, we find np(1 + o(1)) correctly colored edges between the sets X ⌈k/2⌉ , X ′ ⌈k/2⌉ and Y ⌊k/2⌋ , Y ′ ⌊k/2⌋ . If k is odd, we find red edges between X ⌈k/2⌉ and Y ′ ⌊k/2⌋ as well as blue edges between X ′ ⌈k/2⌉ and Y ⌊k/2⌋ . If k is even, we find red edges between X ⌈k/2⌉ and Y ⌊k/2⌋ as well as blue edges between X ′ ⌈k/2⌉ and Y ′ ⌊k/2⌋ . For convenience, we will denote X and Y to be the sets with red edges between and X ′ and Y ′ to be the sets with blue edges between.
We now construct a random auxiliary bipartite graph H(X, Y ) by partitioning X into ∼ np/2 disjoint sets of size (np/8) ⌈k/2⌉−1 and Y into ∼ np/2 disjoint sets of size (np/8) ⌊k/2⌋−1 , each set being identified as a vertex in H(X, Y ). This partition is done in such a way that each partition class consists of the leaves of a tree rooted at one of the ∼ np/2 vertices of X 1 , and internal vertices of this tree are the neighbors of this root in X i for 2 ≤ i ≤ ⌈k/2⌉ − 1 (see Figure 2 ).
We say there is an edge in H(X, Y ) if there is at least one red edge between the corresponding sets of vertices in G. Observe that the edge probability is
Since n k−2 p k−1 = (np) k−1 /n ≤ 1, we get by (3) that q ∼ 1 − e −n k−2 p k−1 /(2·8 k−2 ) ≥ 1 − (1 − n k−2 p k−1 /(4 · 8 k−2 )) = n k−2 p k−1 /(4 · 8 k−2 ).
We view H(X, Y ) as G(m, m, q) where m = np/2. The expected degree of H(X, Y ) is given by Θ(mq) = Θ(n k−1 p k ) = Θ((np) k /n) ≫ log n = Ω(log m).
Hence, by applying Lemma 2.4 with m, q and C = 2k we get that there is an almost perfect matching of size np/2 (1 + o(1) ) between the bipartition in H(X, Y ), with a failure probability of at most 1/m 2k . We follow the same process with H(X ′ , Y ′ ) to obtain an almost perfect matching of size np/2 (1 + o(1) ). So altogether we've found np (1 + o(1) ) disjoint alternating paths between our choice of u and v. But now taking the union bound over all choices of u and v gives us a total failure probability of at most
Let us summarize what we have found. For any choice of u and v, we build four tree structures: two rooted at u and two rooted at v. The first level of these trees consists of ∼ np/2 edges that are completely red or completely blue. Each vertex of this level then has several neighbors (of the opposite color than the first level) that are disjoint from the rest of the tree structures. This pattern continues for each of these neighbors until we have the desired length. Then, looking at the leaves that can be traced back to a single neighbor of u, we find at least one edge between these leaves and the leaves in the corresponding tree that can be traced back to a single neighbor of v. This gives us our desired ∼ np alternating paths between any u and v. Now we discuss how to prove part (i). We first assume k ≥ 5. Here, we may follow the proof of the previous case by fixing a u and v and finding the sets X i , X ′ i for 1 ≤ i ≤ ⌈k/2⌉ and Y i , Y ′ i for 1 ≤ i ≤ ⌊k/2⌋. We can achieve this with a failure probability of O(1/n 3 ).
We must use Lemma 2.2 again to find sets Y ⌊k/2⌋+1 and Y ′ ⌊k/2⌋+1 of order (np/8)y ⌊k/2⌋ . Observe that for k ≥ 5 we have
so we have enough room. These sets take the role of Y and Y ′ in the previous part. We first deal with when ℓ = k + a for some integer a > 2. Here, we alter our construction: we still apply Lemma 2.2, which gives us that each vertex has np/8 correctly colored neighbors from X ⌈k/2⌉+1 to the remaining vertices. But instead, we let X ⌈k/2⌉+1 consist of just one vertex from each of the np/8-sized stars. Then X ⌈k/2⌉+1 has the same order as X ⌈k/2⌉ . Our previous calculations allow us to continue in this manner, always being sure to alternate the color and accruing a failure probability of 1/n 3 for each step, until we obtain X ⌈k/2⌉+a−2 , which has order x ⌈k/2⌉ ≪ n. Notice that if we find an appropriate matching between this set and Y ⌊k/2⌋+1 (or Y ⌊k/2⌋+1 depending on the color), this will give us ∼ np/2 alternating paths of length ℓ = k + a. So we may assume without loss of generality that ℓ = k + 2. Then we build an auxiliary bipartite graph H(X, Y ) as before, but this time we partition Y into ∼ np/2 vertices of order (np/8) ⌊k/2⌋ and X into ∼ np/2 vertices of order (np/8) ⌈k/2⌉−1 . And since n k−1 p k = (np) k /n ≥ 1, this allows us to say that the edge probability is
Set m = np/2 and observe that clearly Θ(mq) ≫ log m. Hence, we may apply the same argument to find w.h.p. a matching of size ∼ np/2 between X and Y . Similarly for H(X ′ , Y ′ ). This gives us the desired ∼ np disjoint alternating paths between u and v of length ℓ = k + 2.
We still need to address the case 2 ≤ k ≤ 4. In these cases, we need to adjust our previous strategy to ensure that the sets in our construction are not too large. We do this first with 3 ≤ k ≤ 4. Here if (n log n) 1/k ≪ np ≤ n 1/(k−1) , then we proceed like in case (ii) so we have no need to create larger sets. Therefore, we may assume that n 1/k ≤ np ≤ (n log n) 1/k . But now the additional sets we need to make are of order
Now we consider the case k = 2. Recall that since p = o(1) we have √ n ≤ np ≪ n and as before we may assume that √ n ≤ np ≤ √ n log n. We initialize
Then we construct a set X and X ′ of order at most n/6 each. We apply Lemma 2.
, then |A| ≤ np and |B| ≥ n − 4np(1 + o(n)) ≥ n/2. And since √ n ≤ np ≤ √ n log n, we have that there exists an 1/(3p)-matching between A and B with failure probability 1/n 3 . We call the image of this matching X, which has order at most n/3. We do the same process with X ′ 1 to obtain X ′ . Then we apply the same strategy as before by constructing H(X, Y ) where we have ∼ np/2 partition classes of size 1/(3p) (where each class consists of 1/(3p) vertices that are the image of a single vertex in X). We partition Y as before. Then since 1/(3p) ≥ 1, the edge probability is
And if we set m = np/2 then Θ(mq) ≫ log m. Hence, we may apply the same argument (using Lemma 2.4 with C = 5) as before to find w.h.p. a matching of size ∼ np/2 between X and Y . Similarly for H(X ′ , Y ′ ). If ℓ > 3, then we apply the same strategy as above by using Lemma 2.3 instead of 2.2 to finding sets of the same size, before finally a matching between X and Y of the appropriate color. We finish the proof by taking the union bound over all choices of u and v. But again n 2 O(1/n 3 + 1/(np) 5 ) = O(1/n + 1/n 1/2 ) = o(1) giving us the desired number of alternating paths in this case.
We now turn our attention to part (iii). For the upper bound, note that w.h.p. the number of paths of length k is O(n k+1 p k ). Indeed, choose an arbitrary vertex v 0 and build a copy of P k+1 greedily choosing next vertex v 1 from N(v 0 ), v 2 ∈ N(v 1 ), etc. Since for every vertex v, w.h.p. |N(v)| ∼ np, the number of all paths of length k is O(n(np) k ) = O(n k+1 p k ) and so there is a pair of vertices with at most O(n k+1 p k )/ n 2 = O(n k−1 p k ) paths. Now for the lower bound. Fix two vertices u and v. We continue as before and again search by applying Lemma 2.2 for X i , X ′ i for 1 ≤ i ≤ k − 1. (The assumptions of Lemma 2.2 are still satisfied since the last time we applied this lemma to |A| = O((np) k−2 ) and |B| ∼ n.) Again, we can achieve this with a failure probability of O(1/n 3 ). As before, we construct stars H(X, {v}) and H(X ′ , {v}) by partitioning X into ∼ np/2 subsets of order Θ((np) k−2 ) and X ′ also into ∼ np/2 subsets of order Θ((np) k−2 ). Thus, since p(np) k−2 = (np) k−1 /n = o(1) by assumption, the edge probability is given by
Now, set m = Θ(np) and observe that the number of edges in H(X, {v}) as well as in H(X ′ , {v}) has binomial distribution Bin(m, q) with the expected value µ = mq = Θ(np · n k−2 p k−1 ) = Θ((np) k /n) ≫ log n, by assumption. Thus, the number of edges in these stars is at least µ/2 with probability at least 1 − e −Ω(µ) . Since µ ≫ log n, this probability suffices to overcome the union bound of n 2 choices, completing the proof.
Remarks and further directions
Here we provide two preliminary results that suggest further directions for study. One involves the parameter λ r,ℓ (G), introduced in [5] , in which we relax the requirement from κ r,ℓ (G) that alternating paths between vertices be disjoint. The second result is a pseudorandom analog of Theorem 1.2. 6.1. Not necessarily disjoint paths. Removing the restriction that alternating paths in G be internally disjoint gives us the number λ r,ℓ (G), which is the maximum t such that there is an r-coloring of the edges of G such that any pair of vertices is connected by t alternating paths of length ℓ. A few results for this number were obtained in [5] where it was shown that λ 2,3 (K m,n ) ∼ mn/4 and λ 2,4 (K m,n ) ∼ m 2 n/8.
Determining λ 2,ℓ (K m,n ) for general ℓ seems to be not an easy problem. Here we provide the following result for general G and ℓ = 3. Proposition 6.1 Let G be a d-regular graph. Then λ 2,3 (G) ≤ d 3 /(4(n − 1)).
Proof. Let the edges of G be 2-colored. Then we claim that the number of all alternating paths of length 3 is at most nd 3 /8, which will yield the result since
Let G be a d-regular graph with G = ([n], E) and 2-colored edges. Then let E = R∪B where R and B are the preimage of red and blue under c, respectively. Then we have a red and a blue degree sequence
where r i , b i = d − r i is the red and blue degree of vertex i, respectively (under a possible reordering of the vertices). Thus the total number of alternating paths of length 3 in G is
We claim that this is at most i∈[n]
To do this, we use the following version of the rearrangement inequality (see, for example, [12] ): For x 1 ≤ x 2 ≤ x 3 ≤ . . . ≤ x n and y 1 ≤ y 2 ≤ y 3 ≤ . . . ≤ y n and any permutation π of [n], we have
We now think of this last sum as m i=1 x i y π(i) where m = b 1 + b 2 + . . . + b n and
And observe that
But since for 1 ≤ i ≤ n we have that r i appears in exactly b i of the sums j∈B(i) r j , then there exists a permutation of [m] that takes the ordering of the indices we get in n i=1 j∈B(i) r i r j to [m]. Let π be the inverse of this permutation. Then by the rearrangement inequality,
We apply the same argument to the kℓ∈R b k b ℓ with
. . So we obtain
But this sum is maximized when r i = b i = d/2 so the total number of alternating paths of length three at most d 3 n 8 . It is not difficult to show that the random two-coloring of the edges of G = G(n, p) implies that w.h.p. λ 2,3 (G) ≥ (1 + o(1))n 2 p 3 /8 for np ≫ (n log n) 1/3 . This together with a slightly modified proof of Proposition 6.1 (where the d-regular requirement is replaced by almost d-regular) shows that w.h.p. λ 2,3 (G) ∼ n 2 p 3 /8. It is plausible to believe that the random two-coloring of G(n, p) always maximizes the parameter λ 2,ℓ for any ℓ ≥ 4.
6.2.
Alternating paths of length at least three in pseudorandom graphs. We say G is d-pseudorandom if all degrees are ∼ d and all codegrees are ∼ d 2 /n, for d ≫ n 1/2 . Recall that we have already determined the alternating connectivity for d-pseudorandom graphs when we have paths of length two (see Theorem 3.1). More generally, we say that G is a (n, d, λ)-pseudorandom if it has n vertices, all vertices have degree ∼ d, and all eigenvalues except the largest have absolute value at most λ. It is well known that any d-pseudorandom graph G is an (n, d, o(d))-graph.
The interested reader can verify that the following result about κ r,ℓ (G) for G a dpseudorandom. Theorem 6.2 Suppose G is a (n, d, λ)-graph, and λ ≪ d 2 /n. Then for all fixed ℓ ≥ 3 we have κ r,ℓ (G) ∼ min n ℓ − 1 , d − d 2 2n .
Here we follow the same strategy as the proof of Theorem 1.2 by first coloring each edge randomly and independently and then finding appropriate disjoint sets and colored matchings between them. The main difference is that instead of Lemma 2.1 one can use its analog, given below. Lemma 6.3 Let G be an (n, d, λ)-graph with λ = o(d) and let A, B be disjoint sets of m ≫ (λ/d)n vertices each. Then G has a matching from A to B containing ∼ m edges.
Proof. The proof is based on an easy application of the Expander Mixing Lemma [2] that asserts that if G is an (n, d, λ)-graph, then for any S, T ⊆ V (G) we have which is a contradiction.
Here we have an answer for d ≫ (λn) 1/2 . The main obstacle in obtaining an analogous result for smaller d is that we rely on the Expander Mixing Lemma which is "too strong" in the sense that it is a statement about all sets of vertices S, T , and this comes at a price of being "too weak" in the error term (the little-o term in (10)). This is in contrast to random graphs where we are able to handle the sparser cases because we rely only on a similar statement about relatively few (order n 2 ) pairs of sets S, T . For (n, d, λ)graphs we do not have any analogous tool, i.e. one that has a smaller error term and still tells us what we need to know about the specific sets S, T that concern our proof. 6.3. Remark on the windows used in the sparse case. Here we comment on the windows of p used in Theorem 1.3 for parts (ii) and (iii). By stipulating that (n log n) 1/k ≪ np, we avoid when the diameter is changing. Analyzing κ r,l (G) for this range seems to require different strategies than the ones we have used here. Thus, we have small gaps where we do not know what is happening. Further, although we have determined the order of magnitude in (iii), we still leave open the exact constant for this range. An avenue for further work, then, would be to make this result more precise in both of these areas.
