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Uniform approximation of the heat kernel on
a manifold
Evelina Shamarova and Alexandre B. Simas
Abstract. We approximate the heat kernel h(x, y, t) on a compact con-
nected Riemannian manifoldM without boundary uniformly in (x, y, t) ∈
M ×M × [a, b], a > 0, by n-fold integrals over Mn of the densities of
Brownian bridges. Moreover, we provide an estimate for the uniform
convergence rate. As an immediate corollary, we get a uniform approx-
imation of solutions of the Cauchy problem for the heat equation on
M .
Mathematics Subject Classification (2010). 35K08, 58J35.
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1. Introduction
The heat kernel on a manifold is widely used in diverse areas of mathematics
and mathematical physics, in particular, geometric analysis and quantum
field theory. It is defined as the fundamental solution of the heat equation on
the manifold M
∂tu = −1
2
∆Mu, (1)
where ∆M is the Laplace-Beltrami operator. In the past decades the so called
heat kernel approach as well as various heat kernel estimates and asymptotic
expansions arose in mathematics and physics literature. We refer the reader
to [1] for the extensive bibliography on the heat kernel estimates, methods,
and applications.
In this work we represent the heat kernel h(x, y, t) on M as a uniform
limit of transition density functions of Brownian bridge type processes in a
Euclidean space Rm. Below we list possible applications of our formula. It
allows one to uniformly approximate the solution of the Cauchy problem for
(1) while maintaining control of the error. Furthermore, our formula allows to
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construct computational schemes for the heat kernel. It involves integration
over M which, under some conditions, can be approximately performed even
whenM is not known, but instead, we have an approximation ofM by a mesh.
Finally, the uniform approximation of the heat kernel is important because
of the absence of an explicit formula for h(x, y, t) for most of manifolds.
Let M be a d-dimensional compact connected Riemannian manifold
without boundary isometrically embedded into Rm, m > d+ 1, by the Nash
theorem ([4]). Define
p(x, y, t) = (2pit)−
d
2 e−
|x−y|2
2t and q(x, y, t) =
p(x, y, t)∫
M
p(x, z, t)λM (dz)
, (2)
where λM is the volume measure on M and | · | is the Euclidean norm in Rm.
Let P = {0 = t0 < t1 < · · · < tn+1 = t} be a partition of the interval [0, t],
and let |P| denote the mesh of P . Define
qP(x, y, t) =
∫
M
λM (dx1) q(x, x1,∆t0)
· · ·
∫
M
λM (dxn)q(xn−1, xn,∆tn−1) q(xn, y,∆tn), (3)
where ∆ti = ti+1 − ti, i = 0, . . . , n. Below we state our main result.
Theorem 1 (Uniform approximation of the heat kernel). Let M be a com-
pact connected Riemannian manifold without boundary. Assume there exist
a number L > 1 and an integer n0 > 1 so that for all n > n0 it holds that
min06i6n∆ti > |P|L. Then, as |P| → 0,
qP(x, y, t)→ h(x, y, t) (4)
uniformly in (x, y, t) ∈M ×M × [a, b], where a > 0.
Additionally, in Theorem 2 we prove that the rate of uniform conver-
gence (4) is of order O(|P| 12(d+9) ).
Our article was inspired by the work of Smolyanov et al. [5] about the
weak approximation of the Wiener measure on paths on M by the distribu-
tions of successive Brownian bridges in Rm returning to M at each time ti
whose transition density functions are qP(x, y, t).
For the proof of Theorem 1, we establish relations between h(x, y, t) and
q(x, y, t) in a tα-neighborhood of the diagonal of M ×M , where t is a small
parameter. Also, we make use of an analytical result of Smolyanov et al. [5]
(see Corollary 2 on p. 596). We apply this result to the density p(x, y, τ)
which depends on another small parameter τ . Due to the dependence on τ ,
the application of the result of Smolyanov et al. is not straightforward but
requires a delicate analysis to choose the parameters τ and α to guarantee
the uniform convergence. We would like to remark that although it was not
the goal of the article of Smolyanov et al. [5] to investigate convergence (4),
the results of this work imply (4) weakly in y ∈ M and pointwise in (x, t) ∈
M × (0,∞), which, in turn, implies the pointwise approximation of solutions
of the Cauchy problem for (1). Hence, the result of this paper can be regarded
Uniform approximation of the heat kernel on a manifold 3
as an improvement with respect to the aforementioned approximation since
ours is uniform for both, the heat kernel and the solution of the Cauchy
problem for (1).
2. Theorems on uniform approximation
In this section, we will prove Theorem 1 on uniform approximation of the heat
kernel on a manifold and will give an estimate of the convergence rate via the
mesh of the partition P . Moreover, we derive an approximation formula for
the heat kernel on the d-dimensional sphere Sd in Rd+1 when the partition
P is uniform.
For x, y ∈ M , t > 0, we define E(x, y, t) = (2pit)− d2 e− ρ(x,y)
2
2t , where
ρ(x, y) is the geodesic distance. By the Nash theorem, M is assumed to be
isometrically embedded into Rm. Let for any ε > 0, Uε( diag (M×M)) denote
the ε-neighborhood of the diagonal ofM×M , i.e. {(x, y) ∈M×M : |x−y| <
ε}. Define the set
Dε,α = {(x, y, t) : t ∈ (0, ε), (x, y) ∈ Utα( diag (M ×M))}.
2.1. Proof of Theorem 1
For the proof of the theorem we will need a few lemmas.
Lemma 1. Let α ∈ (14 , 12 ). Then, there exists ε > 0, and functions Θ, R :
Dε,α → R bounded uniformly in α and (t, x, y) ∈ Dε,α, so that on Dε,α
q(x, y, t) = h(x, y, t)(1 + Θ(x, y, t) t4α−1) +R(x, y, t)t3. (5)
Proof. For a function f ∈ C2(M), recall the asymptotic expansion (see [3])∫
M
f(y)p(x, y, t)λM (dy) = f(x)−f(x)t
(1
6
scal(x)+
1
16
∆M∆M |x− · |2
∣∣
x
)
− t
2
∆Mf(x) + t
3
2R(x, t), (6)
where R(x, t) is bounded in both arguments, and scal(x) is the scalar cur-
vature at x. Applying (6) to f = 1, we obtain that there exist ε1 > 0 and a
bounded function Θ : M ×M × (0, ε1) → R, so that that for all x, y ∈ M
and t < ε1,
q(x, y, t) = p(x, y, t)(1 + Θ(x, y, t) t). (7)
Thanks to Proposition 1 of [5], it holds that |x−y|2 = ρ(x, y)2−θ(x, y)|x−y|4,
where θ(x, y) > 0 is bounded on M ×M . Applying Taylor’s expansion, we
obtain that there exists ε2 > 0 and a bounded function Θ˜ : Dε2,α → R so
that on Dε2,α, exp{− θ(x,y)|x−y|
4
2t } = 1 + Θ˜(x, y, t) t4α−1. Hence, by (7), on
Dε2,α we have the relation
q(x, y, t) = E(x, y, t)(1 + Θ˜(x, y, t) t4α−1). (8)
Next, By Theorem 3.22 of [2], for each k > d2 + 2,
h(x, y, t) = Hk(t, x, y)−Qk ∗Hk(t, x, y), (9)
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where Hk(t, x, y) is the heat kernel parametrix with the representation
Hk(t, x, y) = η(x, y)E(x, y, t)(u0(x, y) + Θ¯(x, y, t)t), (10)
and Qk ∗ Hk(t, x, y) =
∫ t
0
dθ
∫
M
Qk(θ, x, q)Hk(t − θ, q, y)λM (dq). Function
Qk : [0, T ]×M ×M → R has an explicit representation for which we refer
the reader to [2], Section 3.2.1. However, in our proof, we are only interested
in estimate (11) below which can be found in [2] (proof of Proposition 3.23).
Namely, there exists a constant C > 0 so that on [0, T ]×M ×M ,
|Qk ∗Hk(t, x, y)| < C t3. (11)
Furthermore, in (10), η : M × M → [0, 1] is a smooth function such that
η(x, y) = 1 on Uε3( diag (M ×M)) for some ε3 > 0, and Θ¯(x, y, t) is bounded
on Uε3( diag (M ×M))× [0, T ] for some T > 0. Now (9), (10), and (11) imply
that there exists a bounded function R : M ×M × [0, T ] so that
h(x, y, t) = η(x, y)E(x, y, t)(u0(x, y) + Θ¯(x, y, t)t) +R(x, y, t)t3 (12)
for all (x, y, t) ∈M×M× [0, T ]. Moreover, the proof of Proposition 3.29 of [2]
implies that u0(x, x) = 1 and ∇Mu0(x, x) = 0. Therefore, applying Taylor’s
expansion to u0(x, y), we obtain that there exists ε4 > 0 and a bounded
function Θˆ : Dε4,α → R so that on Dε4,α,
h(x, y, t) = E(x, y, t)(1 + Θˆ(x, y, t)t2α) +R(x, y, t)t3. (13)
Relations (8) and (13) imply that there exists ε > 0 so that (5) holds on
Dε,α. Note that by construction, the bounds for Θ and R do not depend on
α. 
Lemma 2. Let m,β > 0. The function Υ : (0,∞) → R, t 7→ t−me− 12tβ , is
bounded by
(
2e−1m
β
)m
β
.
Proof. Computing the derivative in t, we obtain
d
dt
(
t−me
− 1
2tβ
)
= e−
1
2tβ t−m−β−1
(β
2
−mtβ
)
.
Taking into account that Υ tends to zero whenever t → 0 or t → +∞, we
conclude that the maximum of Υ is achieved at t0 =
(
β
2m
) 1
β
and equals to(
2e−1m
β
)m
β
. 
Lemma 3. Let α ∈ (14 , 12 ). Then, there exists ε > 0 and bounded functions
Rq, Rh, Φ, Φ˜: M ×M × (0, ε) × (0, ε) → R, so that for x, z ∈ M and for
s, t ∈ (0, ε),∫
M
q(x, y, t)h(y, z, s)λM (dy) = h(x, z, t+ s)(1 + Φ(x, z, t, s)t
4α−1)
+Rh(x, z, t, s)t
3, (14)∫
M
q(x, y, t)q(y, z, s)λM (dy) =
∫
M
q(x, y, t)h(y, z, s)λM (dy)
×(1 + Φ˜(x, z, t, s)s4α−1) +Rq(x, z, t, s) s3. (15)
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Moreover, the functions Φ and Φ˜ are bounded uniformly in α, and the bound
for Rq and Rh takes form (16) with some constant K > 0 :
K
( d+ 3
1− 2α
) d+3
1−2α
. (16)
Proof. Let Uxt = {y ∈ M : |y − x| < tα}, and let V xt = MUxt . By Lemma
2 (with m = d+ 3 and β = 1 − 2α) and formula (7), there exists a constant
K so that∫
V xt
q(x, y, t)h(y, z, s)λM (dy) < Kt
−de−
1
2t1−2α < K
( d+ 3
1− 2α
) d+3
1−2α
t3. (17)
In a similar manner, but with the use of formula (12), we obtain
∫
V xt
h(x, y, t)h(y, z, s)λM (dy)) < K
( d+ 3
1− 2α
) d+3
1−2α
t3. (18)
Without loss of generality, we use the same constant K as in (17). Next, by
Lemma 1, there exist functions Φ, R˜h: M ×M × (0, ε)× (0,∞)→ R, so that∫
Uxt
q(x, y, t)h(y, z, s)λM (dy)
=
∫
Uxt
h(x, y, t)h(y, z, s)λM (dy)
(
1 + t4α−1Φ(x, z, t, s)
)
+ R˜h(x, z, t, s) t
3.
Moreover, by Lemma 1, Φ and R˜h are bounded uniformly in α ∈ (14 , 12 ). By
(17) and (18), there exists a bounded function Rh : M×M×(0, ε)×(0,∞)→
R so that (14) holds. The proof of (15) follows the same steps. 
Define the operator
Qt : C(M)→ C(M), f 7→
∫
M
q( · , y, t)f(y)λM (dy), t > 0.
Lemma 4. Let the partition P of [0, t] be such that τ = tn+1 − tn satisfies
τd+9 > |P{tn+1}|. Then, as |P| → 0,
(Q∆t0 · · ·Q∆tn−1h ( · , y, τ))(x)→ h(x, y, t) (19)
uniformly in (x, y, t) ∈M ×M × [a, b], a > 0.
Proof. By the results of [5] (p. 596, Corollary 2), we have
‖(Q∆t0 · · ·Q∆tn−1−e−
t−τ
2 ∆M ) p( · , y, τ)‖ 6 K t ‖p( · , y, τ)‖4
√
|P{tn+1}|,
where the norm ‖ · ‖4 is defined in [5] (see p. 593) as one of the equivalent
norms in C4(M). Clearly, ‖p( · , y, τ)‖4 < K1τ−( d2+4), where K1 > 0 is a
constant. Since |P{tn+1}| < τd+9, we obtain that there exists a constant
K2 > 0 so that
‖(Q∆t0 · · ·Q∆tn−1 − e−
t−τ
2 ∆M ) p( · , y, τ)‖ < K2
√
τ → 0 as |P| → 0. (20)
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Next, by (6),
(e−
t−τ
2 ∆M ) p( · , y, τ)(x) =
∫
M
h(x, z, t− τ) p(z, y, τ)λM (dz) = h(x, y, t− τ)
− τ
2
∆Mh(x, y, t− τ) + τh(x, y, t− τ)
(1
6
scal(x) +
1
16
∆M∆M |x− · |2
∣∣
x
)
+ τ
3
2R(x, t, τ) −→ h(x, y, t), as τ → 0, (21)
where the convergence holds uniformly in (x, y, t) ∈ M ×M × [a, b]. This
proves that as |P| → 0, (Q∆t0 · · ·Q∆tn−1p ( · , y, τ))(x)→ h(x, y, t) uniformly
in (x, y, t) ∈M ×M × [a, b]. Now (19) follows from (7) and (15). 
Lemma 5. Let τi > 0 and
∑nτ
i=1 τi = τ → 0 so that mini τi > τγ for some
γ > 1. Then, there exists 0 < ε < 1 such that
∑nτ
i=1 τ
1−ε
i → 0 as τ → 0.
Proof. Pick ε < γ−1. We obtain
∑nτ
i=1 τ
1−ε
i 6 (mini τ
ε
i )
−1τ < τ1−γε → 0. 
Proof of Theorem 1. Let x, y ∈M . By Lemma 3, there exist functions
Θ1(x, y,P), Θ2(x, y,P), R1(x, y,P), and R2(x, y,P) bounded in (x, y) ∈M×
M and the points of the partition P , so that
qP(x, y, t) = Q∆t0 · · ·Q∆tn−2h( · , y, tn+1−tn−1)(x)
(
1+(∆tn)
4α−1Θ1(x, y,P)
)
×(1+(∆tn−1)4α−1Θ2(x, y,P))+R1(x, y,P)(∆tn−1)3+R2(x, y,P)(∆tn)3.
Let N be the smallest number satisfying τ = t−tn−N > |P| 1d+9 . In particular,
this implies that τ − (tn−N+1 − tn−N ) < |P| 1d+9 , and hence, τ < |P| 1d+9 +
|P|. Applying Lemma 3 (N + 1) times, we obtain that there exist bounded
functions Ri(x, y,P) and Θi(x, y,P), i = 0, . . . , N , so that
qP(x, y, t) = Ktn−N ,...,tn
(
Q∆t0 · · ·Q∆tn−N−1 h( · , y, t− tn−N )
)
(x)
+Rtn−N ,...,tn , (22)
where Ktn−N ,...,tn =
∏N
i=0
(
1 + (∆tn−i)
4α−1Θi(x, y,P)
)
, and Rtn−N ,...,tn =∑N
i=0 Ri(x, y,P)(∆tn−i)3. By Lemma 4 and the choice of τ , as |P| → 0,(
Q∆t0 · · ·Q∆tn−N−1h ( · , y, tn − tn−N )
)
(x)→ h(x, y, t) (23)
uniformly in (x, y, t) ∈ M × M × [a, b]. It is clear that Rtn−N ,...,tn → 0
uniformly in (x, y, t) ∈M ×M × [a, b], since all Ri are bounded by the same
constant which follows from the construction of Rh in the proof of Lemma 3.
Let τi = ∆tn−i for i = 0, . . . , N . To prove that Ktn−N ,...,tn → 1, it suffices to
show that
∑N
i=0 log(1 + τ
4α−1
i Θi) → 0 as |P| → 0. Since |Θi| are bounded
by the same constant, as it is implied by the construction of Φ in the proof
of Lemma 3, we obtain that
− 2τ4α−1i |Θi| < log(1 + τ4α−1i Θi) < τ4α−1i |Θi| (24)
when the mesh |P| is sufficiently small. Moreover, when τ and |P| are small,
τ2 < τ2 < |P|
1
d+9 . By the assumption of the theorem and the latter inequality,
min
i
τi > |P|L > τ2L(d+9). (25)
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Thus, we are in the conditions of Lemma 5. Pick α ∈ (14 , 12 ) sufficiently close
to 12 . By Lemma 5,
∑N
i=1 τ
4α−1
i → 0 as |P| → 0. The theorem is proved. 
Corollary 1. Let the conditions of Theorem 1 be satisfied, and let u(x, t) be
the solution of the Cauchy problem for (1) with the initial condition u(0, x) =
f(x), f ∈ C2(M). Then
u(x, t) = lim
|P|→0
∫
M
qP(x, y, t)f(y)λM (dy), (26)
where the limit is uniform in (x, t) ∈M × [a, b], a > 0.
Proof. Since u(x, t) =
∫
M
h(x, y, t)f(y)λM (dy), representation (26) immedi-
ately follows from Theorem 1. 
2.2. Rate of convergence
Here we will estimate the rate of the convergence established in Theorem 1.
Namely, we have the following result.
Theorem 2 (Uniform convergence rate). Under the assumptions of Theorem
1, there exists a constant K > 0 so that for all (x, y, t) ∈ M ×M × [a, b],
where [a, b] ⊂ R, a > 0,
|h(x, y, t)− qP(x, y, t)| < K|P|
1
2(d+9) . (27)
Proof. In what follows, δ = 2−4α, Φi(x, y,P), i = 1, . . . , 8, and Rj(x, y,P , δ),
j = 1, 2, will denote functions which are bounded in (x, y) ∈ M ×M and
P (for each fixed δ), and the constant K > 0 may differ from line to line,
however we will use the same symbol for different constants. The bounds for
Φi are uniform in δ (or in α), while the bounds for Rj take form (16). Also,
we define γ = 2L(d+ 9), and without loss of generality assume that γ > 1.
As in the proof of Theorem 1, τ = t− tn−N .
From (22) it follows that∣∣qP(x, y, t)−Kt1,...,tn−N (Q∆t1 · · ·Q∆tn−N−1 h( · , y, τ))(x)∣∣ 6 Kδ|P|2, (28)
where Kδ = K
(
2(d+3)δ−1
)2(d+3)δ−1
. Since by the choice of τ , |P| 1d+9 6 τ <
|P| + |P| 1d+9 < 2|P| 1d+9 , it suffices to find the convergence rate in the form
Kτσ for some σ > 0.
First, we prove that there exists a function Φ bounded uniformly in
x, y,P , and δ so that(
Q∆t1 · · ·Q∆tn−N−1 h( · , y, τ)
)
(x) = h(x, y, t) + Φ(x, y,P)τ 12 . (29)
By identity (15) of Lemma 3, there exist functions R1(x, y,P , δ) and Φ1(x, y,P)
bounded in (x, y,P) (for each fixed δ) and such that
(
Q∆t1 · · ·Q∆tn−N−1 q( · , y, τ)
)
(x)
= (1+Φ1(x, y,P)τ1−δ)
(
Q∆t1 · · ·Q∆tn−N−1 h( · , y, τ)
)
(x)+R1(x, y,P , δ)τ3.
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Moreover, the bound for Φ1 is uniform in δ, and the bound for R1 is of form
(16). By the above relation and by (7), one can find functions Φ2(x, y,P) and
R2(x, y,P , δ) such that(
Q∆t1 · · ·Q∆tn−N−1 h( · , y, τ)
)
(x) = (1 + Φ2(x, y,P)τ1−δ)
× (Q∆t1 · · ·Q∆tn−N−1 p( · , y, τ))(x) +R2(x, y,P , δ)τ3. (30)
Here the bound for Φ2 is uniform in δ, while the bound for R2 is of form (16).
By (20) and (21), as well as by the boundedness of the heat kernel h(x, y, t)
and its derivatives on M ×M × [a, b], a > 0,
(
Q∆t1 · · ·Q∆tn−N−1p( · , y, τ)
)
(x) =
(
e−
t−τ
2 ∆Mp( · , y, τ))(x)+Φ3(x, y,P)τ 12
= h(x, y, t− τ) + Φ4(x, y,P)τ 12 = h(x, y, t) + Φ5(x, y,P)τ 12 . (31)
We remark that the bounds for Φi, i = 1, . . . , 5, do not depend on δ (or α).
Finally, substituting (31) into (30) we obtain
(
Q∆t1 · · ·Q∆tn−N−1 h( · , y, τ)
)
(x) = h(x, y, t) + Φ6(x, y,P)(τ 12 + τ1−δ)
+R2(x, y,P , δ)τ3.
Now let us estimate the term Kt1,...,tn−N . By (24), (25), and Lemma 5,
− 2Kτ1−γδ 6 −2
∑N
i=1
τ4α−1i |Θ(i)| 6
∑N
i=1
log(1 + τ4α−1i Θ
(i))
6
∑N
i=1
τ4α−1i |Θ(i)| 6 Kτ1−γδ. (32)
Recall, that by Lemma 3 and by the construction, the functions Θ(i)(x, y,P)
are bounded in x, y, and P by a constant K that does not depend on i and
δ. Taking exponentials in (32), we obtain e−2Kτ
1−γδ
6 Kt1,...,tn−N 6 eKτ
1−γδ
.
Note that for any x > 0, ex − 1 < xex and e−x − 1 > −x. Therefore,
−2Kτ1−γδ < Kt1,...,tn−N − 1 < Kτ1−γδeKτ
1−γδ
.
Hence, whenever τ < 1 and δ 6 12γ , Kt1,...,tn−N can be represented as
Kt1,...,tn−N (x, y,P) = 1 + Φ7(x, y,P)τ1−γδ.
Finally,
Kt1,...,tn−N (x, y,P)
(
Q∆t1 · · ·Q∆tn−N−1 h( · , y, τ)
)
(x) = h(x, y, t)
+ Φ8(x, y,P)(τ 12 + τ1−δ + τ1−γδ) +R2(x, y,P , δ)τ3. (33)
We remark, that the functions Φ6,Φ7, and Φ8 are bounded with the bounds
not depending on δ. Note that the order of convergence in (33) cannot be
better than τ
1
2 . Therefore, we can fix δ = 12γ , or, which is the same, α =
1
2− 18γ
in both (33) and (16). Hence, by (28) and (33),
|qP(x, y, t)− h(x, y, t)| < Kτ 12 , (34)
where K is a constant. Since τ < 2|P| 1d+9 , inequality (34) implies (27). 
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Remark 1. As it is implied by the proofs of Lemmas 1 and 3, the dependence
of the bounds (considered throughout all the proofs) on α comes only via
formulas (14) and (15). We got rid of this dependence by the specific choice
of α. The constant K in Theorem 2 may also depend on a, b, the bounds
for h, ∂
∂t
h, ∆Mh on M ×M × [a, b], as well as the bounds of some smooth
functions on M such as scal(x), ∆M∆M | · −y|2x, and others.
2.3. Approximation of the heat kernel on an n-dimensional sphere
We expect Theorem 1 to be used by practitioners with the aid of a computer,
since in most cases it is not possible to obtain closed-form expressions for the
integrals appearing in (3). Nevertheless, some procedures can be done to
reduce the computational cost, and we will demonstrate one of them.
Let Sd denote a unit sphere in Rd+1. Our goal is to reduce the compu-
tational cost by “removing” some integrals in formula (3) that, in general,
require to be evaluated numerically. We are going to compute the limit of
Pn =
n∏
i=0
∫
Sd
p(xi, xi+1,∆tn)λSd(dxi) (35)
in case of the uniform partition P of [0, t]. Here, p(xi, xi+1,∆tn) is given by
(2), ∆tn =
t
n+1 , x0 = x, xn+1 = y. This will allow us to simplify formula (3)
for qP , where, roughly speaking, the Brownian bridge density q(x, y, t) will
be substituted by the Gaussian type density p(x, y, t) given by (2), and also,
to provide a significant reduction on the computational cost by “removing”
(n + 1) numerical integrals from (3). More precisely, we have the following
result.
Theorem 3. The heat kernel on Sd has the following representation
h(x, y, t) = e(
d2
24−
d
6 )t lim
n→∞
(2pi∆tn)
− (n+1)d2
×
∫
(Sd)n
exp
{−
∑n+1
i=1 |xi − xi−1|2
2∆tn
}
λ(Sd)n(dx1 . . . dxn).
Moreover, the convergence is uniform in (x, y, t) ∈ Sd × Sd × [a, b].
Proof of Theorem 3. By applying asymptotic expansion (6), we obtain∫
Sd
p(x, y, s)λSd(dy) = 1− s
(1
6
scal(x) +
1
16
∆2Sd |x− · |2
∣∣
x
)
+ s
3
2R(x, s). (36)
Recall, that for a unit d-dimensional sphere, the scalar curvature scal(x) is
constant and equals to d(d−1). Let us compute the bi-Laplacian ∆2
Sd
|x−y|2
with respect to y. Since |x−y|2 = 2−2(x, y), we start by computing ∆Sd(x, y).
It is known that ∆Sd(x, y) = −∆
[
(x, y|y|−1)]∣∣
|y|=1
, where ∆ is the Laplacian
in Rd+1. It is immediate to compute ∆|y|−1 = −(d − 2)|y|−3 and ∇|y|−1 =
−y|y|−3, and therefore,
∆Sd(x, y) =−∆
[|y|−1(x, y)]∣∣
|y|=1
=(x, y)∆|y|−1+ 2(x,∇|y|−1)
∣∣
|y|=1
=d ·(x, y).
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Finally,
∆2Sd |x− y|2
∣∣
y=x
= −2∆2Sd(x, y)
∣∣
y=x
= −2 d2 · (x, y)|y=x = −2d2.
Now (36) implies∫
Sd
p(x, y,∆tn)λSd(dy) = 1 +
(d
6
− d
2
24
)
∆tn + (∆tn)
3
2R(∆tn),
where ∆tn =
t
n+1 . It is easy to see that the left-hand side of the above
identity does not depend on x. Therefore, the function R(x,∆tn) in (36)
does not depend on x either, so in the above formula we write it as R(∆tn).
Hence,
lim
n→∞
Pn = lim
n→∞
(
1 +
(d
6
− d
2
24
)
∆tn + (∆tn)
3
2R(∆tn)
)n+1
= e(
d
6−
d2
24 )t.
It remains to prove that this convergence is uniform in (x, y, t) ∈ Sd × Sd ×
[a, b], a > 0. Note that the product Pn does not depend on x and y. Therefore,
by Theorem 1, we just need to show that the convergence is uniform in
t ∈ [a, b], which follows from the fact that the convergence of (1 + u
n
)n to eu
is uniform on compact sets. The theorem is proved. 
Remark 2. The strategy used in the proof of Theorem 3 will work for any
compact connected Riemannian manifoldM with the property that the value
1
6 scal(x) +
1
16∆M∆M |x− · |2
∣∣
x
is constant.
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