In this paper, we present a simple and practical method for determining the front-facing polygons for static, dynamic, and deformable objects. The object space is considered a set of open-frustum regions. A bit string associated with each region records polygons for their extended positive half space intersecting the corresponding region. For a given viewpoint, the bit string of the set of the front facing polygons can be determined in a constant time. While objects continuously keep deforming and/or remain in motion in each frame, we update set of bit strings, determined as minimal as possible by the spatial coherence, making our method still perform efficiently.
Introduction
One of the major goals in real-time rendering is to eliminate as many hidden polygons as possible because they are invisible to the viewer in each frame. For years, culling techniques for speeding up rendering such as view-frustum culling, portal culling, occlusion culling, and back-face culling have inspired researchers. There are no limits on objects in a complex environment. Acceleration techniques will therefore always be needed. On average, for opaque object without holes, up to 50% of the polygons are backfacing. The back-face portion can be omitted from the rendering pipeline process. Hence, rendering the front-facing polygons in a complex environment speeds up the computation by approximately 50%.
For a given polygon p, the front region of p can be formally described as
where v is any point on p and n p is p's outward facing normal vector. Once a viewpoint e is given, the set of frontfacing polygons is
Front f acing(e) ≡ {p|e ∈ Frontregion(p), ∀p ∈ Ob ject}.
To obtain Front f acing(e), polygons are usually grouped into different clusters according to some predefined criteria. Clusters may be further reorganized in a hierarchy. A simple test then determines every cluster or the cluster visited in recursive traversal for a cluster hierarchy to identify a conservative set of front-facing polygons in sublinear time.
For clustered back-face culling techniques, we can make the following statements:
• The effectiveness of back-face culling highly depends on the polygon clustering method. To have an acceptable culling ratio, different clustering experiments are supposed to be made for different objects.
• The query time for determining front-facing polygons is dominated by the number of clusters and the depth of the cluster hierarchy.
• In dynamic environments, the culling method only allows motion and rigid transformation. Rotation and translation require all of the polygons in a cluster to undergo the same transformation.
• The overhead of recomputing clusters and space partitioning is too high to achieve an interactive performance for dynamic and deformable objects.
We propose a simple and practical method to determine the front-facing polygons for static, dynamic, and deformable objects. The object space is considered a union of open-frustum regions. Every distinct open-frustum region in the partitioned object space is recognized using a unique grid on the face of a bounding cube. To determine the front-facing polygons without positional information, a test is used to determine the extended front region of the polygon instead. The extended positive half space of every polygon intersects with an open-frustum region and is recorded in the bit string associated with this region. For every given viewpoint, we determine which region it belongs to in a constant time. The associated bit string is interpreted to determine the front-facing polygons in a sub-linear time. While objects in a dynamic environment continuously keep deforming and/or remain in motion over time, the extended front region should be updated in accordance with the changes in the individual deformed and/or transformed polygon. The bit string for all involved grids should then be updated. By taking advantage of the spatial coherence, we can update the minimal set of bit strings.
The contributions of our work are described as follows:
• Polygons of an input object are considered independently. There are no user interventions needed for achieving high effectiveness of back-face culling. • Allows deformation or general geometric transformations of any part or number of polygons in an object within a dynamic environment.
• An efficiently extended front region update in accordance with the changes in deformed polygons at each frame using spatial coherence. Our method produces a real-time frame rate for medium objects and an interactive frame rate for large objects.
Our method can be extended to the following applications:
• Lighting tests can easily be combined in our method to speed up the lighting computation. We can calculate the ambient term of the Phong model for polygons back-facing to the light source.
• Combining our method with the view-frustum culling technique based on the bounding box hierarchy can benefit the rendering performance enormously in a complex scene.
• Consider two polygons that share an edge. An openfrustum region records this edge's identification if one polygon is front-facing but the other is back-facing with respect to this region. We can efficiently extract a set of silhouette edges for dynamic objects.
However, our method has the following limitations:
• Our method cannot provide an interactive frame rate for morphing objects because the overhead for the grid update is too great. For morphing objects, there are usually too many polygons that change their orientation and/or position in a frame, and many new polygons may be added to the morphing object or some polygons may be eliminated from the morphing object in a frame.
• Our method is not suitable for culling the back-facing polygons in a huge object. The memory space requirement for our method may beyond the main memory capacity of a general purpose PC. In addition, the manipulation for retrieving bits within the long bit string has a high memory access cost.
• The deforming object is supposed to be bounded by the bounding cube constructed in the preprocessing stage for the original input object. Along with this limitation, we have the same open-frustum region for the object space. Hence, we can keep utilizing the spatial coherence of the deforming polygon on the grid update.
In Sect. 2, we survey the previous work related to the back-face culling methods. We then specify our approach and present the algorithms in Sect. 3. The experimental results and comparisons are described in Sect. 4. We conclude this paper and discuss our future work in Sect. 5.
Previous Work
To remove what is invisible or to obtain what is visible is the problem of visibility. Generally, there are three types of visibility techniques: view-frustum culling (VFC), back-face culling (BFC) and occlusion culling (OC). Visibility culling starts with two classical strategies: BFC and VFC [1] - [3] . BFC algorithms avoid rendering geometry that faces away from the viewer, while VFC algorithms avoid rendering geometry that is outside the viewing frustum. Recently many works [4] focus on OC technique. It is a complex visibility approach for rendering visible geometries that are not occluded by objects in the scene. While evaluating visibility, VFC obtains the objects located in the view-frustum in the scene first, then OC removes the objects that are occluded, and finally BFC determines the front faces of these visible objects.
Static Environment
Most of OC algorithms are designed for static environment: Bernardini et al. [5] , Bittner et al. [6] , Govindaraju et al. [7] , Heo et al. [8] , Kim and Wohn [9] , Klosowski and Silva [10] , Koltun et al. [11] , Pastor [12] , Schaufler et al. [13] and Wonka et al. [14] , etc. Considering occlusion evaluation, there are three types of approaches: objectbased, projection-based, and analytic visibility. The objectbased approach, Bittner et al. [6] , compares occludees with the occlusion volumes formed by occluders in the 3D object space. The overlap tests of the projection-based scheme, Batagelo and Wu [15] , Govindaraju et al. [7] , Klosowski and Silva [10] , Pastor [12] , and Schaufler et al. [13] , are performed on certain projection planes. The objects are projected onto the selected planes and compared. If the projection space is discrete, the hardware rasterization can be used to accelerate. The approaches of analytic visibility, Bernardini et al. [5] , Heo et al. [8] , Kim and Wohn [9] , Koltun et al. [11] , Leyvand et al. [16] and Wonka et al. [14] , analyze the visibility problem with the geometry and express it into special domains. The overlap tests are thus performed in the domains.
All BFC methods but the brute-force approach are dedicated to static objects. Johannsen and Carter [17] derived the cluster-back-face culling method for tri-stripped models from the traditional single polygon test. In the bounding view region the back-face tests in constant-time. Clustered back-face testing by grouping tri-strips reduces the culling effectiveness. Kumar et al. [18] assumed that polygons could be organized into groups according to their normals, using frame-to-frame coherence to track the viewpoints and cull all of the back-facing polygons. This method achieves sublinear speedup in performance. In practice, the applications for this method are limited due to its conflicting criteria for polygon grouping. Zhang and Hoff III [19] derived a fast approach for back-face culling. It reduces the back-face test to a single AND logical operation per polygon using a bitmask encoding scheme for polygon normals and the normal space partitioning. A safe, conservative back-face culling produces an average culling rate. This method is limited to static scenes. A flexible data structure, the spatialized nor-mal cone, developed by Johnson and Cohen [20] can easily be applied for back-face culling. A simple test, computing the angle between the normal and view cone axes is made for nodes in the spatial bounding hierarchy volume for pruning back-facing polygons. However, the performance statistics of this back-face culling application were not addressed. Pop et al. [21] presented a nontrivial algorithm based on a point-plane duality in tree-dimensions for computing silhouette edges. The point-location operation can be extended to back-face culling using a half space recursive query on the Octree regions. For enumerating the leaf nodes, intersected with the view plane at each frame, a half space test should be made for each contained dual points. Sander et al. [22] proposed two open-ended anchored cones to approximate the front-facing and back-facing regions in a face cluster. The silhouette edges can be efficiently extracted in a hierarchy of these anchored cones. This silhouette extraction algorithm can be applied to speed up back-face culling. However, by the very nature of cluster hierarchy, it is not feasible for dynamic environments. Shirman and Abi-Ezzi [23] proposed the cone of normals technique to cull back-facing Bezier patches using a simple scalar product computation. They constructed an anchored truncated cone such that it contains all of the normal directions and control points in a patch. The front-facing, back-facing, and neutral regions are then constructed in this cone. If a viewpoint falls within the backfacing region, the relevant patch is culled away. Constructing the cone of normals is expensive. This technique is also not suitable for objects that require general transformations.
Dynamic Environment
Only a few OC algorithms [4] can handle dynamic environment. Alia and Miettinen [24] implements a commercial OC system library for dynamic and static environments by exploiting fast occlusion information from silhouettes. Sudarsky and Gotsman [25] purposed a concept of temporal bounding volume (TBV), which is a volume bounding the closed space that an object may move around in a short period. It makes approaches using spatial hierarchies such as Octree or BSP tree for static environment able to accept some movable objects with TBVs in the scene. Based on work of Schaufler et al. [13] , Batagelo and Wu [15] adapted it for dynamic scenes using Sudarsky and Gotsman's approach [25] with regular grids instead of spatial hierarchies.
Determining the Front-Facing Polygon
To determine the front-facing polygons, first we describe the concept of polygon extended front regions and the openfrustum space partition scheme. We then specify our method extending to dynamic and deformable objects.
Extended Front Region
We regard the front region of a polygon p as a union of openfrustum region in the object space, called the extended front 
where 6m is the number of open-frustum regions on each direction; there are six directions: top, bottom, left, right, front and back. Figure 1 illustrates the open-frustum region. The extended positive half space of polygon p i can be defined as
where (p i .n x , p i .n y , p i .n z ), the normal vector, and d i are coefficients of the plane equation of polygon p i . Figure 2 shows two cases of the extended positive half space of a polygon p i . We define the extended positive half space of a polygon to include the origin such that the determination of frontfacing polygons can be free of positional information of a given viewpoint. Then, the extended front region of polygon p i can now be specified using
. . 6m}, where BV ob j is the bounding volume of the object to which p i belongs, and we have
One illustration of the ExtendedFrontregion(p i ) is shown in Fig. 3 . Given a viewpoint e ∈ r j and e ∈ Frontregion(p i ) imply that r j ∩ {H
In other words, if the intersection of r j and H + i is empty, then p i is back-facing the viewpoint e. Based on this fact, we can conservatively determine the front-facing polygons by their corresponding extended front region without positional information.
For example, as shown in Fig. 4 , let p i , p j , and p k be mutually parallel polygons with the same orientation, say When determining the front-facing polygons using a given viewpoint e, we check to see which region r j this viewpoint belongs to. The conservative set of front-facing polygons with respect to e are now described as ConservativeFront f acing(e) ≡ {p i |e ∈ r j AND r j ∈ ExtendedFrontregion(p i ), ∀p i , i = 1, 2, . . . , N}. This query can be satisfied in a linear time by recording the identified polygons in each region. And the region identification can be completed in constant time.
Moreover, the extended front region is processed on each polygon, it works well no matter the object is convex or concave. One factor which directly affects the effectiveness of determination on front-facing polygons is the position of origin, but it will not affect the correctness of determination and it is still conservative. Nevertheless, the origin should be inside the object at best.
Open-Frustum Space Partition
We constructed an axis-aligned bounding cube centered at the origin of the object space, namely the origin of the object's local coordinate system. Each face of this bounding cube is subdivided into a number of equal-sized square In the preprocessing stage, we enumerate the grids that belong to the corresponding extended positive half space for every polygon of a given object. A bit string associated with each grid is used for identifying polygon p i by setting the ith bit to one if the intersection of r j and the extended positive half space of p i are not empty for j = 1, 2, . . . , 6m. The number of bits used in the bit string is the same as the number of polygons. The memory space therefore requires M = N × r × r × 6 bits for a given object, where the number of bits in the bit strings is equal to the number of polygons N and r × r is the grid resolution for each face of the bounding cube.
At run time, given a viewpoint e, the target conservative front-facing polygons are obtained by
• Constructing a line segment, eo, where o is the center of the bounding cube.
• Determining the intersection point q i between eo and a face of the bounding cube.
• Identifying the grid g j using the intersection point q i , and retrieving bit string s j in g j .
• Rendering polygon p i only if the ith bit of s j is one.
To improve the determination on bit string, a two-pass bit checking mechanism is used. For a retrieved N-bit string, the 32 bits word mask is used to check first. If the 32 bits word is zero, it means that no front facing polygons appears in such section of bit string. Therefore a 32 bits word can be skipped to check, and then go to check next 32 bits. If the 32 bit word is nonzero, then each bit of the section will be checked. Therefore the checking process can be completed in sub-linear time in average.
Dynamic Environments
In dynamic environments, the viewpoint is possibly changing and the object is in motion and/or deforming over time.
If the object has a rigid transformation, i.e., translation and rotation, we inversely transform the viewpoint back to the object's local coordinate system in order to determine the front-facing polygons. This conservative set of front-facing polygons is transformed with respect to this rigid transformation into the world coordinate system, and then processed using the rendering pipeline. Furthermore, if an object is to be deformed, general geometric transformations are applied, making the extended front regions of part or all of the polygons in this object different from before. Some of the regions in the object space do not intersect with the extended positive half space of these polygons, but another set of regions may. Accordingly, we should update the bit string in these grids.
In our method, the polygons of an object are considered independently because there is no any grouping and hierarchy relation between them. We only update the polygons that need to be. For previous cluster-based back-face culling methods, [17] , [18] , [21] - [23] , due to the changes in orientation and/or position of deforming polygons the clustering and the cluster hierarchy must be maintained accordingly. The overhead of reclustering and the cluster hierarchy maintenance render these cluster-based methods ever impossible to be performed interactively. Conversely, we can perform the minimum number of grid updates due to the nature of the simple grid representation for regions in the object space and the spatial coherence of the deforming polygon. The update for each frame is as follows: To facilitate grid scanning, the intersected line segment between a face of the bounding cube and H + i * is scan converted first. Our scanConversion() procedure is a modified version of the DDA [26] to guarantee that an accumulation of rounding errors would not occur. This procedure is specified in the Appendix section. After scan converting a line segment, we have a grid list with r entries. Each entry i records the beginning and ending grids in the chosen line segment intersecting with the scan line i, i = 1, 2, . . . , r. We then proceed with the grid-scanning and bit-string updating based on this grid list scan line by scan line as follows: 
The number of grids in a face checked for update is 2r grids at least and at most r 2 grids in our method. Statistically, this method visits more than 15% of the minimal number of grids in a smooth deformation. However, for deformations with popping effects, about 5% more of the minimal number of grids must be processed.
Experimental Results
We exhaustively tested our method on several objects. All experiments were performed on a PC with AMD Althon 1 GHz, 512 MB SDRAM, and a graphics card based on the NVIDIA Geforce 2 MX-400 32 MB. Each frame is rendered at 640*480 resolutions with true color for each pixel.
In Table 1 , we show the performance of our method in a static environment with grid resolution, r = 24, on several objects, as shown in Fig. 7 , and compare it with the brute-force and hardware back-face culling methods. There are more than 2,500 distinct sample viewpoints randomly selected for testing each object. The viewpoint is located at a distance such that the object's projection covers about 60% of the viewport. On average, about 46.44% of the polygons were culled away. We achieved a culling effectiveness of more than 90.52% compared to the brute-force method. Our method also improved 51.56% and 20.73% of the frame rate in practice with respect to the hardware and brute-force back-face culling, respectively. Moreover, the time required for determining the front-facing polygons without rendering shows that our method is very efficient because it only takes on average about 6.42% of the total rendering time to determine the front-facing polygons and access them for rendering.
The culling effectiveness of our method depends on the grid resolution. As shown in Fig. 8 , we have a higher backface culling rate when the grid resolution is running higher. However, it is impossible for our method to have a culling rate of more than 50% as the brute-force method because the memory space requirement for a higher grid resolution is too large and inefficient for memory access. As shown Table 1 Performance comparison. "Effectiveness" indicates the ratio of culling rate that our method achieves to the brute-force approach, where culling rate of brute-force approach is the optimal goal. The "Improvement" part exhibit the improvement of our method over the brute-force method on rendering time (FPS) and front-facing polygon determination time (F.F.P.D. in Fig. 9 , the memory space requirement grows non-linearly with respect to the grid resolution. For the Bunny example, we can have as high as 48.32% of the culling rate at a grid resolution of r = 60. However, for this high grid resolution, our method requires a 179 MB memory space. Eventually, with the average back-face culling rate, 46.91%, at grid res- olution r = 24, we have a real-time rendering performance. In this case, it is more practical that the required memory space of 28.6 MB. Note that the culling effectiveness of our method is even higher when the viewing distance is farther because our method is not dependent upon the viewing distance as with the brute-force method.
For dynamic environments, we tested our method on a teapot with 57,600 polygons, in motion and deformation over time. In Fig. 10 , three representative pictures demonstrate the deformed teapot. At each frame, about 70 polygons are deforming simultaneously. Our method still has a real-time rendering performance of 95.22 fps, better than the brute-force's 94.19 fps, as shown in Fig. 11 .
We also present the power of our method by rendering an environment with objects in different dynamics. As shown in Fig. 12 , four teapots exhibit the same deformation but in different motions and rigid transformations. There are more than 230K polygons to be rendered at each frame. However, it is sufficient for us to maintain only one copy of the extended front region data. As shown in Fig. 13 , the frame rate is a function of the frame sequence, over 5000 frames. In this dynamic environment, we still have a performance of 30.48 fps, better than the brute-force's 23.66 fps. On average, it takes about 31.6 µs to maintain the bit string of grids up to date with respect to grid resolution r = 12 per polygon.
In static environment, the average percentage of back-face culling of Zhang and Hoff [19] , Johannsen and Fig. 13 Frame rate comparison for our proposed method, hardware, and the brute-force method over 5000 frames. There are more than 230K polygons in this dynamic environment.
Carter [17] , and Kumar et al. [18] were 43.0%, 43.2%, and 46.82% respectively. Zhang did performance test for only one model, and Johannsen and Kumar did the test for three models. Our method culled 46.44 percent of polygons away. Our performance is better than Zhang's and Johannsen's, but a little bit worse than Kumar's. However, the previous approaches are not suitable for dynamic environment. In our method, the extended front region update for each deforming polygon can be done efficiently so that our performance provides at least interactively frame rate on the fly. The previous approaches take long process time to organize the data structure for retrieving front-facing polygons in the run time. Thus, our method is not only effective, but also efficient and more practical than existing methods.
Conclusion
We presented a simple and practical method to determine the front-facing polygons for static, dynamic, and deformable objects. The object space is partitioned into a set of openfrustum regions. The grids on each face of the bounding cube are used to represent these regions and the bit string associated with each grid for recording polygons using the intersection between the extended positive half space of the polygon and this region. The front-facing polygons for a given viewpoint can be determined in a sub-linear time. Some or all of the polygons or any components of an object allow motion and deformation. Using the spatial coherence, we can update the fewest possible regions for dynamic objects to achieve a performance that provides both a real-time frame rate and interactive frame rate for medium and large objects respectively.
In the future, we would like to enhance our work as follows:
• Memory space: The memory space requirement in our method is a limitation for extending our application to huge objects. To save memory space, the bit string may be stored in a compressed form. We could then decompress the string on the fly for retrieving the frontfacing polygons. Alternatively, we would like to maintain polygon identification in a grid instead of the bit string, and organize a hierarchy of polygons in neighboring grids to reduce the memory space requirement.
• Grid update: The number of grids to be updated can be further reduced. While an object is deforming, the bit string of all grids at some faces of the bounding cube may remain unchanged. A smarter heuristic spatial coherence should be explored to enhance the grid update process.
• Tri-stripped objects: It is clear that rendering a tristripped object is more efficient than the raw object. We can organize a set of tri-strip sequences for polygons in a grid to speed up the rendering performance. However, for objects that are deforming, the extended front regions of the deformed polygons are changed. The tri-strip sequences in a grid are also changed. An efficient approach for rearranging a set of new tri-stripped sequences in a grid will be part of our future studies.
• Culling rate: The culling rate of our method is not as good as the brute-force method so far, especially for the viewpoint close to the bounding cube. To obtain higher culling effectiveness we plan to use the nested grid structure such that the front-facing polygon set kept in each sub-grid is not too conservative.
