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Abstract—Applications of perceptual image quality assessment
(IQA) in image and video processing, such as image acqui-
sition, image compression, image restoration and multimedia
communication, have led to the development of many IQA
metrics. In this paper, a reliable full reference IQA model
is proposed that utilize gradient similarity (GS), chromaticity
similarity (CS), and deviation pooling (DP). By considering
the shortcomings of the commonly used GS to model human
visual system (HVS), a new GS is proposed through a fusion
technique that is more likely to follow HVS. We propose an
efficient and effective formulation to calculate the joint similarity
map of two chromatic channels for the purpose of measuring
color changes. In comparison with a commonly used formulation
in the literature, the proposed CS map is shown to be more
efficient and provide comparable or better quality predictions.
Motivated by a recent work that utilizes the standard deviation
pooling, a general formulation of the DP is presented in this
paper and used to compute a final score from the proposed GS
and CS maps. This proposed formulation of DP benefits from
the Minkowski pooling and a proposed power pooling as well.
The experimental results on six datasets of natural images, a
synthetic dataset, and a digitally retouched dataset show that the
proposed index provides comparable or better quality predictions
than the most recent and competing state-of-the-art IQA metrics
in the literature, it is reliable and has low complexity. The
MATLAB source code of the proposed metric is available at
https://www.mathworks.com/matlabcentral/fileexchange/59809.
Index Terms—Image quality assessment, gradient similarity,
chromaticity similarity, deviation pooling, synthetic image, Hu-
man visual system.
I. INTRODUCTION
AUTOMATIC image quality assessment (IQA) plays asignificant role in numerous image and video processing
applications. IQA is commonly used in image acquisition, im-
age compression, image restoration, multimedia streaming, etc
[1]. IQA models (IQAs) mimic the average quality predictions
of human observers. Full reference IQAs (FR-IQAs), which
fall within the scope of this paper, evaluate the perceptual
quality of a distorted image with respect to its reference image.
This quality prediction is an easy task for the human visual
system (HVS) and the result of the evaluation is reliable.
Automatic quality assessment, e.g. objective evaluation, is not
an easy task because images may suffer from various types and
degrees of distortions. FR-IQAs can be employed to compare
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two images of the same dynamic range (usually low dynamic
range) [2] or different dynamic ranges [3], [4]. This paper is
dedicated to the IQA for low dynamic range images.
Among IQAs, the conventional metric mean squared er-
ror (MSE) and its variations are widely used because of
their simplicity. However, in many situations, MSE does not
correlate with the human perception of image fidelity and
quality [5]. Because of this limitation, a number of IQAs
have been proposed to provide better correlation with the
HVS [2], [6]–[24]. In general, these better performing metrics
measure structural information, luminance information and
contrast information in the spatial and frequency domains.
The most successful IQA models in the literature follow a
top-down strategy [25]. They calculate a similarity map and
use a pooling strategy that converts the values of this similarity
map into a single quality score. For example, the luminance,
contrast and structural information constitute a similarity map
for the popular SSIM index [2]. SSIM then uses average
pooling to compute the final similarity score. Different feature
maps are used in the literature for calculation of this similarity
map. Feature similarity index (FSIM) uses phase congruency
and gradient magnitude features. GS [17] uses a combination
of some designated gradient magnitudes and image contrast
for this end, while the GMSD [19] uses only the gradient
magnitude. SR SIM [18] uses saliency features and gradient
magnitude. VSI [21] likewise benefits from saliency-based
features and gradient magnitude. SVD based features [26],
features based on the Riesz transform [11], features in the
wavelet domain [10], [27], [28] and sparse features [20] are
used as well in the literature. Among these features, gradient
magnitude is an efficient feature, as shown in [19]. In contrast,
phase congruency and visual saliency features in general are
not fast enough features to be used. Therefore, the features
being used play a significant role in the efficiency of IQAs.
As we mentioned earlier, the computation of the similarity
map is followed by a pooling strategy. The state-of-the-art
pooling strategies for perceptual image quality assessment
(IQA) are based on the mean and the weighted mean [2], [7],
[11], [15]–[17]. They are robust pooling strategies that usually
provide a moderate to high performance for different IQAs.
Minkowski pooling [29], local distortion pooling [12], [29],
[30], percentile pooling [31] and saliency-based pooling [18],
[21] are other possibilities. Standard deviation (SD) pooling
was also proposed and successfully used by GMSD [19]. The
image gradients are sensitive to image distortions. Different
local structures in a distorted image suffer from different
degrees of degradations. This is the motivation that the authors
in [19] used to explore the standard variation of the gradient-
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2based local similarity map for overall image quality prediction.
In general, features that constitute the similarity map and the
pooling strategy are very important factors in designing high
performance IQA models.
Here, we propose an IQA model called the mean deviation
similarity index (MDSI) that shows very good compromise
between prediction accuracy and model complexity. The pro-
posed index is efficient, effective and reliable at the same
time. It also shows consistent performance for both natural
and synthetic images. The proposed metric follows a top-
down strategy. It uses gradient magnitude to measure structural
distortions and use chrominance features to measure color
distortions. These two similarity maps are then combined to
form a gradient-chromaticity similarity map. We then propose
a novel deviation pooling strategy and use it to compute the
final quality score. Both image gradient [16], [17], [19], [21],
[32], [33] and chrominance features [16], [21] have been
already used in the literature. The proposed MDSI uses a
new gradient similarity which is more likely to follow HVS.
Also, MDSI uses a new chromaticity similarity map which is
efficient and shows good performance when used with the
proposed metric. The proposed index uses the summation
over similarity maps to give independent weights to them.
Also, less attention has been paid to the deviation pooling
strategy, except for a special case of this type of pooling,
namely, standard deviation pooling [19]. We therefore provide
a general formulation for the deviation pooling strategy and
show its power in the case of the proposed IQA model. In
the following, the main contributions of the paper as well as
its differences with respect to the previous works are briefly
explained.
Unlike previous researches [16], [17], [19], [21], [32], [33]
that use a similar gradient similarity map, a new gradient
similarity map is proposed in this paper which is more likely
to follow the human visual system (HVS). This statement is
supported by visual examples and experimental results.
This paper proposes a new chormaticity similarity map with
the following advantages over the previously used chromaticity
similarity maps [16], [21]. Its complexity is lower and it
provides slightly better quality predictions when used with the
proposed metric.
Motivated by a previous study that proposed to use standard
deviation pooling [19], we propose a systematic and general
formulation of the deviation pooling which has a comprehen-
sive scope.
The rest of the paper is organized as follows. The proposed
mean deviation similarity index is presented in section II.
Extensive experimental results and discussion on six natural
datasets, a synthetic dataset, and a digitally retouched dataset
are provided in section III. Section IV presents our conclu-
sions.
II. MEAN DEVIATION SIMILARITY INDEX
The proposed IQA model uses two similarity maps. Image
gradient, which is sensitive to structural distortions, is used as
the main feature to calculate the first similarity map. Then,
color distortions are measured by a chromaticity similarity
map. These similarity maps are combined and pooled by a
proposed deviation pooling strategy. In this paper, conversion
to luminance is done through the following formula: L =
0.2989R+0.5870G+0.1140B. In addition, two chromaticity
channels of a Gaussian color model [34] are used:[
H
M
]
=
(
0.30 0.04 −0.35
0.34 −0.6 0.17
)RG
B
 (1)
A. Gradient Similarity
It is very common that gradient magnitude in the discrete
domain is calculated on the basis of some operators that
approximate derivatives of the image function using differ-
ences. These operators approximate vertical Gy(x) and hori-
zontal Gx(x) gradients of an image f(x) using convolution:
Gx(x) = hx ∗ f(x) and Gy(x) = hy ∗ f(x), where hx
and hy are horizontal and vertical gradient operators and
∗ denotes the convolution. The first derivative magnitude is
defined as G(x) =
√
G2x(x) +G2y(x). The Sobel operator
[35], the Scharr operator, and the Prewitt operator are common
gradient operators that approximate first derivatives. Within
the proposed IQA model, these operators perform almost the
same.
Through this paper, Prewitt operator is used to compute
gradient magnitudes of luminance L channels of reference and
distorted images, R and D. From which, gradient similarity
(GS) is computed by the following SSIM induced equation:
GS(x) =
2GR(x)GD(x) + C1
G2R(x) +G
2
D(x) + C1
(2)
where, parameter C1 is a constant to control numerical stabil-
ity. The gradient similarity (GS) is widely used in the literature
[16], [17], [19], [21], [32], [33] and its usefulness to measure
image distortions was extensively investigated in [19].
In many scenarios, human visual system (HVS) disagrees
with the judgments provided by the GS for structural distor-
tions. In fact, in such a formulation, there is no difference
between an added edge to or a removed edge from the distorted
image with respect to the reference image. An extra edge in D
bring less attention of HVS if its color is close to the relative
pixels of that edge inR. Likewise, HVS pays less attention to a
removed edge from R that is replaced with pixels of the same
or nearly the same color. In another scenario, suppose that
edges are preserved in D but with different colors than in R.
In this case, GS is likely to fail at providing a good judgment
“on the edges”. These shortcomings of the GS motivated us
to propose a new GS map.
B. The Proposed Gradient Similarity
The aforementioned shortcomings of the conventional gra-
dient similarity map (equation 2) are mainly because GR and
GD are computed independent of each other. In the following,
we propose a fusion technique to include the correlation
between R and D images into computation of the gradient
similarity map.
3R D (JPEG compression) GS ĈS GCS (α = 0.7)
R D (color saturation) GS ĈS GCS (α = 0.7)
Fig. 1. Complementary behavior of the gradient similarity (GS) and chromaticity similarity (ĈS) maps.
We fuse the luminance L channels of the R and D by a
simple averaging: F = 0.5 × (R + D). Two extra GS maps
are computed as follows:
GSRF (x) =
2GR(x)GF (x) + C2
G2R(x) +G
2
F (x) + C2
(3)
GSDF (x) =
2GD(x)GF (x) + C2
G2D(x) +G
2
F (x) + C2
(4)
where, GF is the gradient magnitude of the fused image F ,
and C2 is used for numerical stability. Note that GF 6= (GR+
GD)/2, and that GSRF (x) and GSDF (x) can or can not be
equal. The proposed gradient similarity (ĜS) is computed by:
ĜS(x) = GS(x) +
[
GSDF (x)− GSRF (x)
]
. (5)
The added term
[
GSDF (x) − GSRF (x)
]
, will put more
emphasize on removed edges from R than added edges to
the D. For weak added/removed edges, it is likely that weak
edges smooth out in F . Therefore, [GSDF (x) − GSRF (x)]
always put less emphasize on weak edges.
Comparing visually some outputs of the GS and ĜS at this
step might not be fair because they have different numerical
scales. GS is bounded between 0 and 1, while ĜS might have
negative values greater than -1, and/or positive values smaller
than +2. Therefore, this comparison is performed on the final
similarity map and is presented in subsection II-E as well as
more explanation on how the proposed ĜS works.
C. Chromaticity Similarity
For the case of color changes and especially when the struc-
ture of the distorted image remains unchanged, the gradient
similarity (GS) and the proposed ĜS may lead to inaccurate
quality predictions. Therefore, previous researches such as
[16], [21] used a color similarity map to measure color
differences. Let H and M denote two chromaticity channels
regardless of the type of the color space. In [16], [21], for
each channel a color similarity is computed and their result is
combined as:
CS(x) =
2HR(x)HD(x) + C3
H2R(x) +H
2
D(x) + C3
× 2MR(x)MD(x) + C3
M2R(x) +M
2
D(x) + C3
(6)
where C3 is a constant to control numerical stability. In this
paper, we propose a new formulation to calculate color simi-
larity. The proposed formulation calculates a color similarity
map using both chromaticity channels at once:
ĈS(x) =
2
(
HR(x)HD(x) +MR(x)MD(x)
)
+ C3
H2R(x) +H
2
D(x) +M
2
R(x) +M
2
D(x) + C3
(7)
Similar to the CS in equation (6), the above joint color
similarity (ĈS) formulation gives equal weight to both chro-
maticity channels H and M . It is clear that ĈS is more
efficient than CS. CS needs 7 multiplications, 6 summations,
2 divisions, and 2 shift operations (multiplications by 2),
while ĈS needs 6 multiplications, 6 summations, 1 division,
and 1 shift operation. Note that CS can also be computed
through 8 multiplications, 6 summations, 1 division, and 2
shift operations. In experimental results section, an experiment
is conducted to compare usefulness of the CS and ĈS along
with the proposed metric.
The gradient similarity maps (GS or ĜS) can be combined
with the joint color similarity map ĈS through the following
summation (weighted average) scheme:
GCS(x) = αGS(x) + (1− α)ĈS(x) (8)
ĜCS(x) = αĜS(x) + (1− α)ĈS(x) (9)
where the parameter 0 ≤ α ≤ 1 adjusts the relative importance
of the gradient and chromaticity similarity maps. The proposed
metric MDSI uses equation (9). Equation (8) is included to
be compared with equation (9). An alternative combination
scheme which is very popular in state-of-the-art is through
multiplication in the form of [ĜS(x)]γ [ĈS(x)]β , where the
parameters γ and β are used to adjust the relative importance
of the two similarity maps. For several reasons, the proposed
index uses the summation scheme (refer to subsection III-E).
In Fig 1, two examples are provided to show that these
two similarity maps, e.g. GS and ĈS, are complementary. In
the first example, there is a considerable difference between
the gradient maps of the reference and the distorted images.
Hence, the GS map is enough for a good judgment. However,
this difference in the second example (second row) is trivial,
4which leads to a wrong prediction by using GS as the only
similarity map. The examples in Fig 1 show that the gradient
similarity and chromaticity similarity are complementary.
D. Deviation Pooling
The motivation of using the deviation pooling is that HVS
is sensitive to both magnitude and the spread of the distortions
across the image. Other pooling strategies such as Minkowski
pooling and percentile pooling adjust the magnitude of distor-
tions or discard the less/non distorted pixels. These pooling
strategies and the mean pooling do not take into account the
spread of the distortions. It is shown in [19] by case examples
and experimental results that a common wrong prediction by
mean pooling is where it calculates the same quality scores for
two distorted images of different type. In such cases, deviation
pooling is likely to provide good judgments over their quality
through spread of the distortions. This is the reason why mean
pooling have good inter-class (one distortion type) quality
prediction but its performance might be degraded for intra-
class (whole dataset) quality prediction. While this statement
can be verified from the experimental results provided in [19],
an example is also provided in subsection III-D to support this
statement. Human visual system penalizes severer distortions
much more than the distortion-free regions, and these pixels
may constitute different fractions of distorted images. Mean
pooling, however, depending on this fraction, is likely to
nullify the impact of the severer distortions by inclusion of
distortion-free regions into the average computation. Fig. 2
shows overlapped histograms of two similarity maps corre-
sponding to two distorted images. While mean pooling indicate
that image #1 is of better quality than image #2 (µ1 > µ2),
deviation pooling provides an opposite assessment (σ1 > σ2).
Given that µ1 > µ2, and that image #1 has more severe
distortions compared to image #2 with their values farther from
µ1 than µ2, there are larger deviations in similarity map of
image #1 than that of image #2. Therefore, deviation pooling
is an alternative to the mean pooling that can also measure
different levels of distortions. In the following, we propose
the deviation pooling (DP) strategy and provide a general
formulation of this pooling. DP for IQAs is rarely used in
Fig. 2. Overlapped histograms of two similarity maps corresponding to two
distorted images. Lower values of similarity maps indicate to more severe
distortions, while higher values refer to less/non distorted pixels.
the literature, except the standard deviation used in GMSD
[19], which is a special case of DP. A deviation can be seen
as the Minkowski distance of order ρ between vector x and
its MCT (Measure of Central Tendency):
DP(ρ) =
( 1
N
N∑
i=1
∣∣xi −MCT∣∣ρ)1/ρ. (10)
where ρ ≥ 1 indicates the type of deviation. The only MCT
that is used in this paper is mean. Though other MCTs such
as median and mode can be used, we found that these MCTs
do not provide satisfactory quality predictions.
Several researches shown that more emphasis on the severer
distortions can lead to more accurate predictions [29], [31].
The Minkowski pooling [29] and the percentile pooling [31]
are two examples. As mentioned before, these pooling strate-
gies follow a property of HVS that penalize severer distortions
much more than the less distorted ones even though they
constitute a small portion of total distortions. Hence, they
try to moderate the weakness of the mean pooling through
adjusting magnitudes of distortions [29] or discarding the
less/non distorted regions [31]. The deviation pooling can be
generalized to consider the aforementioned property of HVS:
DP(ρ,q) =
( 1
N
N∑
i=1
∣∣xqi −MCT∣∣ρ)1/ρ. (11)
where, q adjusts the emphasis of the values in vector x, and
MCT is calculated through xqi values. Furthermore, we propose
to use power pooling in conjunction with the deviation pooling
to control numerical behavior of the final quality scores:
DP(ρ,q,o) =
[( 1
N
N∑
i=1
∣∣xqi −MCT∣∣ρ)1/ρ]o. (12)
where, o is the power pooling applied on the final value of
the deviation. The power pooling can be used to make an
IQA model more linear versus the subjective scores or might
be used for better visualization of the scores. Linearity might
not be a significant advantage of an IQA, but it is pointed
to be of interest in [19]. Also, according to [36], linearity
against subjective data is one of the measures for validation
of IQAs that should be examined1. The power pooling can also
have small impact on the values of Pearson linear Correlation
Coefficient (PCC) and Root Mean Square Error (RMSE). Note
that the above deviation pooling is equal to the Minkowski
pooling [29] when MCT = 0, ρ = 1 and o = 1. It is equal
to the mean absolute deviation (MAD) to the power of o for
ρ = 1, and equal to the standard deviation (SD) to the power
of o for ρ = 2. The three parameters should be set according
to the IQA model. More analysis on these three parameters
can be found in experimental results section. For the proposed
index MDSI, we set ρ = 1, q = 14 and o =
1
4 . Therefore, the
proposed IQA model can be written as:
MDSI =
[
1
N
N∑
i=1
∣∣ĜCS1/4i − ( 1
N
N∑
i=1
ĜCS
1/4
i
)∣∣]1/4. (13)
Note that possible interval for ĜCS is [0−δ1 1+δ2], where
δ1 < 1 and δ2 < 1. It is worth to mention that values of ĜCS
1Though linearity is measured after a nonlinear analysis.
5R D LR LD LF
GR GD GF GSRD (GS) GSDF
GSRF GCS ĜCS GCS1/4 ĜCS
1/4
Fig. 3. The difference between similarity maps GCS and ĜCS that use conventional gradient similarity and the proposed gradient similarity, respectively.
mostly remain in [0 1]. Also, ĜCS < 0 are highly distorted
pixels, while ĜCS > (1− ) refer to less/non-distorted pixels,
where  < 1 is a very small number. The global variations
of ĜCS
1/4
is computed by mean absolute deviation, which
is followed by power pooling. Note that since absolute of
deviations is computed, the quality scores are positive. Larger
values of the quality predictions provided by the proposed
index indicate to the more severe distorted images, while an
image with perfect quality is assessed by a quality score of
zero since there is no variation in its similarity map. The
important point on the use of the Minkowski pooling on
final similarity maps is that terms like “more emphasize” and
“less emphasize”, regardless of the q values have been used,
depends also on the pooling strategy and underlying similarity
map. For example, placing more emphasize on highly distorted
regions by Minkowski pooling will decrease the quality score
computed by the mean pooling, but the quality score provided
by the deviation pooling might become larger or smaller
depending on the spread of the distortions which is directly
related to the underlying similarity map.
E. Analysis and Examples of GCS Maps
In this section, final similarity maps after applying the
Minkowski pooling, e.g. GCS1/4 and ĜCS
1/4
, are compared
along with sufficient explanations. The difference between
these two similarity map is their use of gradient similarity.
GCS uses conventional GS, while ĜCS uses the proposed
gradient similarity ĜS. The best way to analyze the effect
of the proposed gradient similarity is through step by step
explanation and visualization of different examples. In sub-
section II-A, several disadvantages of the traditional GS was
mentioned. Here, each of them are explained and examples
are provided.
a) Case 1 (Removed edge): Missing edges in distorted
image with respect to its original image means that structural
information are removed, hence this disappearance bring atten-
tion of the HVS. These regions has to be strongly highlighted
in the similarity map.
b) Case 2 (A weak added/removed edge): An extra edge
in D or a removed edge from R bring less attention of HVS
if its color is close to the relative pixels of that edge in R (D),
or simply it is a weak edge.
Fig. 3 shows how the proposed gradient similarity map
ĜS performs for case 1 and case 2 as a part of the ĜCS
compared to the GS for GCS. We can see that GSRD (GS)
highlighted differences with details. The edges corresponding
to the location of ropes in original image are mainly replaced
with pixels of another color (dark replaced with green), but
many other edges with smaller strengths in R are replaced
with pixels having the same color (green). This latter holds
for added edges to the distorted image. In fused image (LF ),
some of these weaker edges are smoothed. This can be seen
by comparing GSRD and GSDF . Both GSRD and GSDF
indicate to high differences at the location of the ropes.
GSRD+GSDF will also put high emphasize on this location,
but less emphasize on the weaker edges. The results is then
subtracted by GSRF which in turn again less emphasize is
placed on the weak edges (relevant to the darker pixels in
GSRF ). Note that GCS and ĜCS have different numerical
behavior, so it is fair to compare them by looking at the
GCS1/4 and ĜCS
1/4
. Compared to the GCS1/4, ĜCS
1/4
indicate to larger differences at the location of ropes, but
smaller differences elsewhere.
c) Case 3 (Preserved edge but with different color): Al-
though a color similarity map should measure color differences
at the location of the inverted edges, edges constitute a small
fraction of total pixels in images, and it is common to give
smaller weights to a color similarity map than structural sim-
6R D GSRD GSDF
GSRF (GSDF − GSRF ) GCS1/4 ĜCS1/4
Fig. 4. The difference between similarity maps GCS1/4 and ĜCS
1/4
for
the case of the inverted edges. Note that some intermediate outputs are not
shown.
ilarities such as gradient similarity. While traditional gradient
similarity does not work well in this situation, the proposed
gradient similarity can partially solve this problem. Fig. 4
provides an example in which most of the edges are inverted
in the distorted image. We can see that ĜCS
1/4
highlighted
much more differences than GCS1/4 at these locations, thanks
to the added term (GSDF −GSRF ) to the traditional gradient
similarity. In fact, GSDF is likely to be different than GSRF
in this case because these edges in F are likely to become
closer to their surrounding pixels in either R or D images.
III. EXPERIMENTAL RESULTS AND DISCUSSION
In the experiments, eight datasets were used. The LIVE
dataset [37] contains 29 reference images and 779 distorted
images of five categories. The TID2008 [38] dataset contains
25 reference images and 1700 distorted images. For each
reference image, 17 types of distortions of 4 degrees are
available. CSIQ [12] is another dataset that consists of 30
reference images; each is distorted using six different types
of distortions at four to five levels of distortion. The large
TID2013 [39] dataset contains 25 reference images and 3000
distorted images. For each reference image, 24 types of
distortions of 5 degrees are available. VCL@FER database
[40] consists of 23 reference images and 552 distorted images,
with four degradation types and six degrees of degradation.
In addition to these five datasets, contrast distorted images
of the CCID2014 dataset [41] are used in the experiments.
This dataset contains 655 contrast distorted images of five
types. Gamma transfer, convex and concave arcs, cubic and
logistic functions, mean shifting, and a compound function
are used to generate these five types of distortions. We also
used the ESPL synthetic image database [42] which contains
25 synthetic images of video games and animated movies. It
contains 500 distorted images of 5 categories. Fig. 5 shows an
example of a reference and a distorted synthetic image. Finally,
the digitally retouched image quality (DRIQ) dataset [43] was
used in the experiments. It contains 26 reference images and
3 enhanced images for each reference image.
R
D (Gaussian noise)
Fig. 5. An example of reference R and distorted D image in the ESPL
synthetic images database [42].
For objective evaluation, four popular evaluation metrics
were used in the experiments: the Spearman Rank-order
Correlation coefficient (SRC), the Pearson linear Correlation
Coefficient (PCC) after a nonlinear regression analysis (equa-
tion 14), the Kendall Rank Correlation coefficient (KRC) and
the Root Mean Square Error (RMSE). The SRC, PCC, and
RMSE metrics measure prediction monotonicity, prediction
linearity, and prediction accuracy, respectively. The KRC was
used to evaluate the degree of similarity between quality scores
and MOS. In addition, Pearson linear Correlation Coefficient
without nonlinear analysis is used and denoted by LPCC.
Twelve state-of-the-art IQA models were chosen for com-
parison [7], [9], [12], [15], [16], [18]–[23], [44] including the
most recent indices in literature [19]–[23], [44]. It should be
noted that the five indices SFF [20], GMSD [19], VSI [21],
[22], and SCQI [23] have shown superior performance over
state-of-the-art indices.
A. Performance comparison
In Table I, the overall performance of thirteen IQA models
on eight benchmark datasets, e.g. TID2008, CSIQ, LIVE,
TID2013, VCL@FER, CCID2014, ESPL, and DRIQ, is listed.
For each dataset and evaluation metric, the top three IQA
models are highlighted. On eight datasets, MDSI is 31 times
among the top indices, followed by ADD-GSIM (16 times),
SCQI (12 times), SFF/FSIMc/VIF (6 times), VSI (5 times),
GMSD/SR SIM/MAD2 (4 times), DSCSI (2 times), and MSS-
SIM/IWSSIM (0 times). To provide a conclusion on the overall
2Note the conflict between ‘MAD’ [12] as an IQA model, and ‘MAD’ as
a pooling strategy.
7TABLE I
PERFORMANCE COMPARISON OF THE PROPOSED IQA MODEL, MDSI, AND TWELVE POPULAR/COMPETING INDICES ON EIGHT BENCHMARK DATASETS.
NOTE THAT TOP THREE IQA MODELS ARE HIGHLIGHTED.
MSSSIM VIF MAD IWSSIM SR SIM FSIMc GMSD SFF VSI DSCSI ADD-GSIM SCQI MDSI
SRC 0.8542 0.7491 0.8340 0.8559 0.8913 0.8840 0.8907 0.8767 0.8979 0.8634 0.9094 0.9051 0.9208
TID PCC 0.8451 0.8084 0.8290 0.8579 0.8866 0.8762 0.8788 0.8817 0.8762 0.8445 0.9120 0.8899 0.9160
2008 KRC 0.6568 0.5861 0.6445 0.6636 0.7149 0.6991 0.7092 0.6882 0.7123 0.6651 0.7389 0.7294 0.7515
RMSE 0.7173 0.7899 0.7505 0.6895 0.6206 0.6468 0.6404 0.6333 0.6466 0.7187 0.5504 0.6120 0.5383
SRC 0.9133 0.9195 0.9467 0.9213 0.9319 0.9310 0.9570 0.9627 0.9423 0.9417 0.9422 0.9434 0.9569
CSIQ PCC 0.8991 0.9277 0.9500 0.9144 0.9250 0.9192 0.9541 0.9643 0.9279 0.9313 0.9342 0.9268 0.9531KRC 0.7393 0.7537 0.7970 0.7529 0.7725 0.7690 0.8129 0.8288 0.7857 0.7787 0.7894 0.7870 0.8130
RMSE 0.1149 0.0980 0.0820 0.1063 0.0997 0.1034 0.0786 0.0695 0.0979 0.0956 0.0937 0.0986 0.0795
SRC 0.9513 0.9636 0.9669 0.9567 0.9618 0.9645 0.9603 0.9649 0.9524 0.9487 0.9681 0.9406 0.9667
LIVE PCC 0.9489 0.9604 0.9675 0.9522 0.9553 0.9613 0.9603 0.9632 0.9482 0.9434 0.9657 0.9344 0.9659KRC 0.8044 0.8282 0.8421 0.8175 0.8299 0.8363 0.8268 0.8365 0.8058 0.7982 0.8474 0.7835 0.8395
RMSE 8.6188 7.6137 6.9072 8.3472 8.0812 7.5296 7.6214 7.3460 8.6817 9.0635 7.0925 9.7355 7.0790
SRC 0.7859 0.6769 0.7807 0.7779 0.8073 0.8510 0.8044 0.8513 0.8965 0.8744 0.8285 0.9052 0.8899
TID PCC 0.8329 0.7720 0.8267 0.8319 0.8663 0.8769 0.8590 0.8706 0.9000 0.8782 0.8807 0.9071 0.9085
2013 KRC 0.6047 0.5147 0.6035 0.5977 0.6406 0.6665 0.6339 0.6581 0.7183 0.6862 0.6646 0.7327 0.7123
RMSE 0.6861 0.7880 0.6976 0.6880 0.6193 0.5959 0.6346 0.6099 0.5404 0.5930 0.5871 0.5219 0.5181
SRC 0.9227 0.8866 0.9061 0.9163 0.9021 0.9323 0.9177 0.7738 0.9317 0.9289 0.9366 0.9083 0.9318
VCL@ PCC 0.9232 0.8938 0.9053 0.9191 0.9023 0.9329 0.9176 0.7761 0.9320 0.9338 0.9339 0.9107 0.9349
FER KRC 0.7497 0.6924 0.7213 0.7372 0.7183 0.7643 0.7406 0.5779 0.7633 0.7588 0.7731 0.7316 0.7629
RMSE 9.4398 11.014 10.433 9.6788 10.589 8.8480 9.7643 15.488 8.9051 8.7902 8.7819 10.147 8.7136
SRC 0.7770 0.8349 0.7451 0.7811 0.7363 0.7657 0.8077 0.6859 0.7734 0.7400 0.8698 0.7811 0.8128
CCID PCC 0.8278 0.8588 0.7516 0.8342 0.7834 0.8204 0.8521 0.7575 0.8209 0.7586 0.8935 0.8200 0.8576
2014 KRC 0.5845 0.6419 0.5490 0.5898 0.5372 0.5707 0.6100 0.5012 0.5735 0.5468 0.6840 0.5812 0.6181
RMSE 0.3668 0.3350 0.4313 0.3606 0.4064 0.3739 0.3422 0.4269 0.3734 0.4260 0.2936 0.3734 0.3363
SRC 0.7247 0.7488 0.8624 0.8270 0.8802 0.8766 0.8209 0.8127 0.8717 0.7263 0.7828 0.8292 0.8806
ESPL PCC 0.7322 0.7423 0.8677 0.8300 0.8732 0.8738 0.8234 0.8179 0.8726 0.7302 0.7902 0.8356 0.8802KRC 0.5208 0.5565 0.6720 0.6221 0.6932 0.6853 0.6178 0.6127 0.6765 0.5222 0.5814 0.6243 0.6895
RMSE 9.4519 9.2985 6.8985 7.7404 6.7646 6.7482 7.8753 7.9844 6.7791 9.4815 8.5053 7.6241 6.5862
SRC 0.6692 0.8078 0.6867 0.6903 0.7551 0.7751 0.7762 0.8342 0.8222 0.8167 0.7661 0.8482 0.8508
DRIQ PCC 0.7058 0.8496 0.6967 0.7155 0.8027 0.7989 0.8001 0.8420 0.8477 0.8463 0.8053 0.8638 0.8702KRC 0.4739 0.5997 0.4898 0.4952 0.5604 0.5771 0.5758 0.6477 0.6177 0.6104 0.5618 0.6490 0.6557
RMSE 1.4450 1.0759 1.4631 1.4249 1.2165 1.2268 1.2235 1.1004 1.0820 1.0864 1.2092 1.0277 1.0050
Direct
Avg.
SRC 0.8248 0.8234 0.8411 0.8408 0.8583 0.8725 0.8669 0.8453 0.8860 0.8550 0.8754 0.8826 0.9013
PCC 0.8394 0.8516 0.8493 0.8569 0.8743 0.8824 0.8807 0.8591 0.8907 0.8583 0.8894 0.8860 0.9108
KRC 0.6418 0.6466 0.6649 0.6595 0.6834 0.6960 0.6909 0.6689 0.7067 0.6708 0.7051 0.7023 0.7303
Weighted
Avg.
SRC 0.8335 0.7783 0.8374 0.8387 0.8578 0.8769 0.8626 0.8585 0.8974 0.8698 0.8783 0.8977 0.9066
PCC 0.8521 0.8287 0.8546 0.8626 0.8810 0.8877 0.8838 0.8729 0.8963 0.8679 0.8995 0.8967 0.9160
KRC 0.6511 0.6112 0.6626 0.6587 0.6880 0.6999 0.6913 0.6791 0.7206 0.6855 0.7140 0.7231 0.7375
performance of these indices, direct and weighted3 overall
performances on the eight datasets (8150 images) are also
listed in Table I. It can be seen that MDSI has the best
overall performance on the eight datasets, while metrics VSI
and SCQI are the second, and third best, respectively.
B. Visualization and statistical evaluation
For the purpose of visualizing quality scores of the proposed
index, the scatter plots of the proposed IQA model MDSI with
and without using power pooling are shown in Fig. 6. The
logistic function suggested in [45] was used to fit a curve on
each plot:
f(x) = β1
(1
2
− 1
1− eβ2(x−β3)
)
+ β4x+ β5 (14)
where β1, β2, β3, β4 and β5 are fitting parameters computed by
minimizing the mean square error between quality predictions
x and subjective scores MOS. It should be noted that reported
PCC and RMSE values in this paper are computed after
mapping quality scores to MOS based on above function.
The reported results in Table I show the difference between
different IQA models. As suggested in [45], [46], we use
F-test to decide whether a metric is statistically superior to
3The dataset size-weighted average is commonly used in the literature [15],
[19]–[21].
LPCC = 0.8324
PCC = 0.9626
LPCC = 0.9618
PCC = 0.9659
Fig. 6. Scatter plots of quality scores against the subjective MOS on the
LIVE dataset for the proposed model MDSI with and without using the power
pooling. Comparison of LPCC and PCC values indicate that MDSI becomes
more linear with respect to MOS (the right plot) by using the power pooling.
another index. The F-test is based on the residuals between the
quality scores given by an IQA model after applying nonlinear
mapping of equation (14), and the mean subjective scores
MOS. The ratio of variance between residual errors of an IQA
model to another model at 95% significance level is used by
F-test. The result of the test is equal to 1 if we can reject
the null hypothesis and 0 otherwise. The results of F-test on
eight datasets are listed in Table II. In this Table, +1/-1 indicate
that corresponding index is statistically superior/inferior to the
other index being compared to. If the difference between two
indices is not significant, the result is shown by 0. We note that
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THE RESULTS OF STATISTICAL SIGNIFICANCE TEST FOR TEN IQA MODELS ON EIGHT DATASETS. THE RESULT OF THE F-TEST IS EQUAL TO +1 IF A
METRIC IS SIGNIFICANTLY BETTER THAN ANOTHER METRIC, IT IS EQUAL TO -1 IF THAT METRIC IS STATISTICALLY INFERIOR TO ANOTHER METRIC, AND
THE RESULT IS EQUAL TO 0 IF TWO METRICS ARE STATISTICALLY INDISTINGUISHABLE. THE CUMULATIVE SUM OF INDIVIDUAL TESTS FOR EACH
METRIC IS LISTED IN THE LAST COLUMN WITH TOP THREE IQA MODELS BEING HIGHLIGHTED IN THE SAME COLUMN.
BTID2008 1 2 3 4 5 6 7 8 9 10 sum
1 VIF - -1 -1 -1 -1 -1 -1 -1 -1 -1 -9
2 MAD +1 - -1 -1 -1 -1 -1 -1 -1 -1 -7
3 SR SIM +1 +1 - +1 +1 +1 +1 -1 -1 -1 +3
4 FSIMc +1 +1 -1 - -1 -1 +1 -1 -1 -1 -3
5 GMSD +1 +1 -1 +1 - -1 +1 -1 -1 -1 -1
6 SFF +1 +1 -1 +1 +1 - +1 -1 -1 -1 +1
7 VSI +1 +1 -1 0 -1 -1 - -1 -1 -1 -4
8 ADD-GSIM +1 +1 +1 +1 +1 +1 +1 - +1 -1 +7
9 SCQI +1 +1 +1 +1 +1 +1 +1 -1 - -1 +5
10 MDSI +1 +1 +1 +1 +1 +1 +1 +1 +1 - +9
BCSIQ 1 2 3 4 5 6 7 8 9 10 sum
1 VIF - -1 +1 +1 -1 -1 0 -1 0 -1 -3
2 MAD +1 - +1 +1 -1 -1 +1 +1 +1 -1 +3
3 SR SIM -1 -1 - +1 -1 -1 -1 -1 -1 -1 -7
4 FSIMc -1 -1 -1 - -1 -1 -1 -1 -1 -1 -9
5 GMSD +1 +1 +1 +1 - -1 +1 +1 +1 0 +6
6 SFF +1 +1 +1 +1 +1 - +1 +1 +1 +1 +9
7 VSI 0 -1 +1 +1 -1 -1 - -1 0 -1 -3
8 ADD-GSIM +1 -1 +1 +1 -1 -1 +1 - +1 -1 +1
9 SCQI 0 -1 +1 +1 -1 -1 0 -1 - -1 -3
10 MDSI +1 +1 +1 +1 0 -1 +1 +1 +1 - +6
BLIVE 1 2 3 4 5 6 7 8 9 10 sum
1 VIF - -1 +1 0 0 -1 +1 -1 +1 -1 -1
2 MAD +1 - +1 +1 +1 +1 +1 0 +1 0 +7
3 SR SIM -1 -1 - -1 -1 -1 +1 -1 +1 -1 -5
4 FSIMc 0 -1 +1 - 0 0 +1 -1 +1 -1 0
5 GMSD 0 -1 +1 0 - -1 +1 -1 +1 -1 -1
6 SFF +1 -1 +1 0 +1 - +1 -1 +1 -1 +2
7 VSI -1 -1 -1 -1 -1 -1 - -1 +1 -1 -7
8 ADD-GSIM +1 0 +1 +1 +1 +1 +1 - +1 0 +7
9 SCQI -1 -1 -1 -1 -1 -1 -1 -1 - -1 -9
10 MDSI +1 0 +1 +1 +1 +1 +1 0 +1 - +7
BTID2013 1 2 3 4 5 6 7 8 9 10 sum
1 VIF - -1 -1 -1 -1 -1 -1 -1 -1 -1 -9
2 MAD +1 - -1 -1 -1 -1 -1 -1 -1 -1 -7
3 SR SIM +1 +1 - -1 +1 -1 -1 -1 -1 -1 -3
4 FSIMc +1 +1 +1 - +1 +1 -1 -1 -1 -1 +1
5 GMSD +1 +1 -1 -1 - -1 -1 -1 -1 -1 -5
6 SFF +1 +1 +1 -1 +1 - -1 0 -1 -1 0
7 VSI +1 +1 +1 +1 +1 +1 - +1 -1 -1 +5
8 ADD-GSIM +1 +1 +1 +1 +1 +1 -1 - -1 -1 +3
9 SCQI +1 +1 +1 +1 +1 +1 +1 +1 - -1 +7
10 MDSI +1 +1 +1 +1 +1 +1 +1 +1 +1 - +9
BVCL
@FER 1 2 3 4 5 6 7 8 9 10 sum
1 VIF - -1 -1 -1 -1 +1 -1 -1 -1 -1 -7
2 MAD +1 - +1 -1 -1 +1 -1 -1 -1 -1 -3
3 SR SIM +1 -1 - -1 -1 +1 -1 -1 -1 -1 -5
4 FSIMc +1 +1 +1 - +1 +1 0 0 +1 0 +6
5 GMSD +1 +1 +1 -1 - +1 -1 -1 +1 -1 +1
6 SFF -1 -1 -1 -1 -1 - -1 -1 -1 -1 -9
7 VSI +1 +1 +1 0 +1 +1 - 0 +1 -1 +5
8 ADD-GSIM +1 +1 +1 0 +1 +1 0 - +1 0 +6
9 SCQI +1 +1 +1 -1 -1 +1 -1 -1 - -1 -1
10 MDSI +1 +1 +1 0 +1 +1 +1 0 +1 - +7
BCCID2014 1 2 3 4 5 6 7 8 9 10 sum
1 VIF - +1 +1 +1 +1 +1 +1 -1 +1 0 +6
2 MAD -1 - -1 -1 -1 -1 -1 -1 -1 -1 -9
3 SR SIM -1 +1 - -1 -1 +1 -1 -1 +1 -1 -3
4 FSIMc -1 +1 +1 - -1 +1 0 -1 +1 -1 0
5 GMSD -1 +1 +1 +1 - +1 +1 -1 +1 -1 +3
6 SFF -1 +1 -1 -1 -1 - -1 -1 0 -1 -6
7 VSI -1 +1 +1 0 -1 +1 - -1 +1 -1 0
8 ADD-GSIM +1 +1 +1 +1 +1 +1 +1 - +1 +1 +9
9 SCQI -1 +1 -1 -1 -1 0 -1 -1 - -1 -6
10 MDSI 0 +1 +1 +1 +1 +1 +1 -1 +1 - +6
BESPL 1 2 3 4 5 6 7 8 9 10 sum
1 VIF - -1 -1 -1 -1 -1 -1 -1 -1 -1 -9
2 MAD +1 - -1 -1 +1 +1 -1 +1 +1 -1 +1
3 SR SIM +1 +1 - 0 +1 +1 +1 +1 +1 -1 +6
4 FSIMc +1 +1 0 - +1 +1 +1 +1 +1 -1 +6
5 GMSD +1 -1 -1 -1 - +1 -1 +1 -1 -1 -3
6 SFF +1 -1 -1 -1 -1 - -1 +1 -1 -1 -5
7 VSI +1 +1 -1 -1 +1 +1 - +1 +1 -1 +3
8 ADD-GSIM +1 -1 -1 -1 -1 -1 -1 - -1 -1 -7
9 SCQI +1 -1 -1 -1 +1 +1 -1 +1 - -1 -1
10 MDSI +1 +1 +1 +1 +1 +1 +1 +1 +1 - +9
BDRIQ 1 2 3 4 5 6 7 8 9 10 sum
1 VIF - +1 +1 +1 +1 +1 +1 +1 0 -1 +5
2 MAD -1 - -1 -1 -1 -1 -1 -1 -1 -1 -9
3 SR SIM -1 +1 - 0 0 -1 -1 -1 -1 -1 -5
4 FSIMc -1 +1 0 - 0 -1 -1 -1 -1 -1 -5
5 GMSD -1 +1 0 0 - -1 -1 -1 -1 -1 -5
6 SFF -1 +1 +1 +1 +1 - 0 +1 -1 -1 +2
7 VSI -1 +1 +1 +1 +1 0 - +1 -1 -1 +2
8 ADD-GSIM -1 +1 +1 +1 +1 -1 -1 - -1 -1 -1
9 SCQI 0 +1 +1 +1 +1 +1 +1 +1 - -1 +6
10 MDSI +1 +1 +1 +1 +1 +1 +1 +1 +1 - +9
type I error might be occurred, specially when quality scores
of IQA models are not Gaussian. However, even existence of
possible errors is very unlikely to result in another conclusion
about the superiority of the proposed index because there is
a considerable gap between the proposed index and the other
metrics as discussed in the following.
From the results of Table II, we can see that MDSI is sig-
nificantly better than the other indices on TID2008, TID2013,
ESPL, and DRIQ datasets. Therefore, its sum value in the
last column is +9 for these four datasets. SCQI is statistically
superior to the other indices on the TID2013 dataset except
for MDSI. On the LIVE dataset, indices MAD, MDSI, and
ADD-GSIM are significantly better than the other indices. On
the CSIQ dataset, only SFF performs significantly better than
MDSI. On the CCID2014 dataset, ADD-GSIM is significantly
better than the other indices, while the statistically indistin-
guishable indices VIF and MDSI show promising results.
Considering all eight datasets used in this experiment, with a
minimum sum value of +6, the proposed index MDSI performs
very well in comparison with the other indices. We can simply
add the eight cumulative sum values of each metric for the
eight datasets to have an overall comparison based on the
statistical significance test. This score indicates how many
times a metric is statistically superior to the other metrics.
The results show that MDSI is the best performing index by a
score of +62 (out of maximum +72), followed by ADD-GSIM
(+25), VSI (+1), SCQI (-2), FSIMc (-4), GMSD (-5), SFF
(-6), SR SIM (-19), MAD (-24), and VIF (-26). The results
based on the statistical significance test verify that unlike other
IQA models, the proposed metric MDSI is among the best
performing indices on different datasets.
C. Performance comparison on individual distortions
A good IQA model should perform not only accurate
quality predictions for a whole dataset; it should provide good
judgments over individual distortion types. We list in Table III
the average SRC, and PCC values of thirteen IQA models for
61 sets of distortions available in the six datasets of TID2008,
CSIQ, LIVE, TID2013, VCL@FER, and ESPL. The minimum
value for each evaluation metric and standard deviation of
these 61 values are also listed. These two evaluations indicate
to the reliability of an IQA model. An IQA model should
provide good prediction accuracy for all of the distortion types.
If a metric fails at assessing one or more types of distortions,
that index can not be reliable.
The proposed index MDSI, has the best SRC, and PCC
average on distortion types. MDSI, SCQI and FSIMc in the
worst case perform better than the other IQA models, as can
be seen in the min column for each evaluation metric. This
shows the reliability of the proposed index. The negative min
values and close to zero min values in Table III indicate
the unreliability of related models when dealing with some
9distortion types. The standard deviation of 61 values for each
evaluation metric is another reliability factor. According to
Table III, MDSI, SCQI and FSIMc have the lowest variation.
Therefore, we can conclude that indices MDSI, SCQI and
FSIMc are more reliable than the other indices.
TABLE III
OVERALL PERFORMANCE COMPARISON OF THE PROPOSED IQA MODEL
MDSI AND TWELVE POPULAR/COMPETING INDICES ON INDIVIDUAL
DISTORTION TYPES OF SIX DATASETS (TID2008, CSIQ, LIVE, TID2013,
VCL@FER, AND ESPL). THE SIX DATASETS CONTAIN 61 DISTORTION
SET, THEREFORE RESULTS ON DISTORTION TYPES ARE REPORTED BASED
ON AVERAGE OF 61 CORRELATION VALUES. TOP THREE IQA MODELS ARE
HIGHLIGHTED.
IQA model SRC (Distortions) PCC (Distortions)avg min std avg min std
MSSSIM 0.8343 -0.4099 0.1989 0.8560 -0.4448 0.1944
VIF 0.8537 -0.3099 0.1811 0.8760 -0.3443 0.1812
MAD 0.8111 -0.0575 0.2315 0.8296 0.0417 0.2108
IWSSIM 0.8329 -0.4196 0.2019 0.8568 -0.4503 0.1962
SR SIM 0.8609 -0.2053 0.1806 0.8785 -0.3162 0.1839
FSIMc 0.8775 0.4679 0.1041 0.8967 0.5488 0.0880
GMSD 0.8542 -0.2948 0.1954 0.8785 -0.3625 0.1851
SFF 0.8538 0.1786 0.1472 0.8721 0.0786 0.1441
VSI 0.8779 0.1713 0.1360 0.8969 0.4875 0.1044
DSCSI 0.8722 0.3534 0.1242 0.8908 0.5166 0.1093
ADD-GSIM 0.8650 -0.2053 0.1686 0.8799 -0.2190 0.1691
SCQI 0.8826 0.4479 0.1057 0.9010 0.6493 0.0841
MDSI 0.8903 0.4378 0.1030 0.9095 0.6899 0.0805
TABLE IV
PERFORMANCE OF THE PROPOSED INDEX MDSI WITH DIFFERENT
POOLING STRATEGIES AND VALUES OF PARAMETER q.
Pooling Weighted avg. SRC (8 datasets) Avg. SRC (61 Distortions)Mean MAD SD Mean MAD SD
q = 1/4 0.8864 0.9066 0.8776 0.8919 0.8903 0.8828
q = 1/2 0.8833 0.9067 0.8820 0.8912 0.8898 0.8826
q = 1 0.8730 0.9041 0.8899 0.8899 0.8890 0.8820
q = 2 0.8519 0.8928 0.8972 0.8888 0.8866 0.8820
q = 4 0.8301 0.8766 0.8922 0.8869 0.8780 0.8753
D. Parameters of deviation pooling (ρ, q, o)
Considering the formulation of deviation pooling in equa-
tion (12), we used the mean absolute deviation (MAD), e.g.
ρ = 1, for the proposed metric. Standard deviation (SD), e.g.
ρ = 2, is another option that can be used for deviation pooling.
In addition, the Minkowski power (q) of the deviation pooling
can have significant impact on the proposed index. In Table
IV, the SRC performance of the proposed index is analyzed for
different values of q and ρ = {1, 2}. Mean pooling is also used
in this experiment. The results show that MAD pooling with
q <= 1 is a better choice for the proposed index. Also, the
performance of the mean pooling on 61 distortion set confirms
our statement that mean pooling has a good performance for
inter-class quality prediction.
The impact of the proposed power pooling of the deviation
pooling on the proposed metric was shown in Fig. 6. Power
pooling can be also used to increase linearity of other indices
as well. For example, LPCC and PCC values of VSI [21] for
TID2013 dataset, by setting o = 18, can be increased from
0.8373 to 0.8928, and 0.9000 to 0.9011, respectively.
E. Summation vs. Multiplication
Two options for combination of the two similarity maps
GS/ĜS and ĈS are summation and multiplication as explained
in subsection II-C. Deciding whether one approach is superior
to another for an index depends on many factors. These factors
might be the pooling strategy being used, overall performance,
performance on individual distortions, reliability, efficiency,
simplicity, etc. In an experiment, the performance of the MDSI
using the multiplication approach was examined. Based on the
many set of parameters were tested, we found that γ = 0.2 and
β = 0.1 are good parameters to combine ĜS and ĈS via the
multiplication scheme. The observation was that summation
is a better choice for TID2008, TID2013, VCL@FER, and
DRIQ datasets, while multiplication is a better choice for
ESPL dataset, and that both approaches show almost the
same performance on other datasets. Overall, the summation
approach provides better performance on individual distor-
tions. This experiment also shown that MDSI is more reliable
through summation than multiplication based on the reliability
measures introduced in this paper. Based on this experiment,
the simplicity of the summation combination approach and its
efficiency over multiplication, the former was used along with
MDSI. Table V justifies our choice.
TABLE V
DIFFERENT CRITERIA USED TO CHOOSE THE COMBINATION SCHEME.
Property Summation Multiplication
Statistically superior over more considered datasets X
Better dataset-weighted average X
Better performance on individual distortions X
Reliability X
Simplicity X
Efficiency X
F. Parameters of model
The proposed IQA model MDSI has four parameters to be
set. The four parameters of MDSI are C1, C2, C3 and α.
To further simplify the MDSI, we set C3 = 4C1 = 10C2.
Therefore, MDSI has only two parameters to set, e.g. C3
and α. For an example, we refer to the SSIM index [2] that
also uses such a simplification. Note that gradient similarities
and chromaticity similarity have different dynamic ranges,
therefore, these parameters should be set such that the relation
between these maps also be taken into account.
In Fig. 7, the impact of these two parameters on the perfor-
mance of the MDSI is shown. Even though the parameters C1,
C2 and C3 are set approximately, it can be seen that MDSI
is very robust under different setup of parameters. MDSI has
greater weighted average SRC than 0.90 for any α ∈ [0.5 0.7]
and C3 ∈ [300 600]. Note that many other possible setup of
parameters are not included in this plot. In the experiments,
we set α = 0.6, C1 = 140, C2 = 55, and C3 = 550.
G. Effect of chromaticity similarity maps CS and ĈS
In this section, the impact of using CS [21] and proposed ĈS
on the performance of the proposed index is studied through
the following experiment. Contrast distorted images of the
CCID2014 dataset [41] were chosen. The reason of choosing
this dataset is to evaluate the ability of measuring color
changes by CS and ĈS. We analyzed the SRC performance
of the CS and ĈS as a part of the proposed index for wide
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Fig. 7. The weighted SRC performance of MDSI for different values of
C3 and α on eight datasets (TID2008, CSIQ, LIVE, TID2013, VCL@FER,
CCID2014, ESPL, and DRIQ).
range of C3 values. Three pooling strategies were used in
this experiment, e.g. mean pooling, mean absolute deviation
(MAD) pooling and the standard deviation (SD) pooling. Fig.
8 shows the SRC performance of the proposed index for
different scenarios. From the plot in Fig. 8, the following
conclusions can be drawn. MAD pooling and both CS and ĈS
are good choices for MDSI. For almost every pooling strategy
and parameter of C3, the proposed ĈS performs better than
CS. This advantage is at the same time that the proposed ĈS
is more efficient than the existing CS.
0 100 200 300 400 500 600
0.74
0.76
0.78
0.8
0.82
0.84
C3
SR
C
 
 
Mean_CS (pro)
MAD_CS (pro)
SD_CS (pro)
Mean_CS
MAD_CS
SD_CS
Fig. 8. The SRC performance of the proposed index MDSI with two
chromaticity similarity maps CS and ĈS (proposed) for different values of
C3 and three pooling strategies on CCID2014 dataset [41].
H. Implementation and efficiency
Another very important factor of a good IQA model is its
efficiency. The proposed index has a very low complexity. It
first applies average filtering of size M ×M on each channel
of the R and D images, downsample them by a factor of M
and convert the results to a luminance and two chromaticity
channels [47]. The value of M is set to [min(h,w)/256]
[48], where h and w are image height and width, and [.] is
the round operator. Then, the proposed index calculates the
gradient magnitudes of luminance channel, the chromaticity
similarity map, and apply deviation pooling. All these steps
are computationally efficient. Table VI lists the run times of
fifteen IQA models when applied on images of size 384×512
and 1080×1920. The experiments were performed on a Corei7
3.40GHz CPU with 16 GB of RAM. The IQA models were
implemented in MATLAB 2013b running on Windows 7. It
can be seen that MDSI is among top five fastest indices. The
proposed index is less than 2 times slower than the competing
GMSD index. The reason for this is that GMSD only uses the
luminance feature. Compared to the other competing indices,
SCQI, VSI, ADD-GSIM, SFF, and FSIMc, the proposed index
MDSI is about 3 to 6 times, 3 to 9 times, 4 to 5 times, 4
to 5 times, and 4 to 11 times faster, respectively. Another
observation from the Table VI is that the ranking of indices
might not be the same when they are tested on images of
different size. For example, SSIM performs slower than the
proposed index on smaller images, but faster on larger images.
TABLE VI
RUN TIME COMPARISON OF IQA MODELS IN TERMS OF MILLISECONDS
IQA model 384×512 1080×1920
PSNR 5.69 37.85
GMSD [19] 8.90 78.22
B MDSI 12.21 152.85
SSIM [2] 14.97 80.23
SR SIM [18] 17.02 100.06
MSSSIM [7] 52.16 413.70
ADD-GSIM [22] 59.58 566.99
SFF [20] 64.22 588.57
SCQI [23] 71.68 524.01
VSI [21] 106.87 492.85
FSIMc [16] 145.02 590.84
IWSSIM [15] 244.00 2538.43
DSCSI [44] 423.73 4599.83
VIF [9] 635.22 6348.67
MAD [12] 847.54 8452.50
IV. CONCLUSION
We propose an effective, efficient, and reliable full reference
IQA model based on the new gradient and chromaticity
similarities. The gradient similarity was used to measure local
structural distortions. In a complementary way, a chromaticity
similarity was proposed to measure color distortions. The
proposed metric, called MDSI, use a novel deviation pooling
to compute the quality score from the two similarity maps.
Extensive experimental results on natural and synthetic bench-
mark datasets prove that the proposed index is effective and
reliable, has low complexity, and is fast enough to be used in
real-time FR-IQA applications.
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