Abstract-With mean-squared error D as a goal, it is well known that one may approach the rate-distortion function R(D) of a nonbandlimited, continuous-time Gaussian source by sampling at a sufficiently high rate, applying the Karhunen-Loeve transform to sufficiently long blocks, and then independently coding the transform coefficients of each type. In particular, the coefficients of a given type are ideally encoded with performance attaining a suitably chosen point on the first-order rate-distortion function of that type of coefficient.
R(D) of a nonbandlimited, continuous-time Gaussian source by sampling at a sufficiently high rate, applying the Karhunen-Loeve transform to sufficiently long blocks, and then independently coding the transform coefficients of each type. In particular, the coefficients of a given type are ideally encoded with performance attaining a suitably chosen point on the first-order rate-distortion function of that type of coefficient.
This paper considers a similar sample-and-transform coding scheme in which ideal coding of coefficients is replaced by coding with some specified family of quantizers, whose operational rate-distortion function is convex. A prime example is scalar quantization with entropy-coding and, if needed for convexity, time sharing. It is shown that when the sampling rate is large, the operational rate-distortion function of such a scheme comes within a finite constant of R(D). Applied to the scalar quantization family, the finiteness of this bound contrasts with a recent result showing that direct scalar quantization of samples (without a transform) has unbounded rate when distortion is held constant and sampling rate becomes large, even when the quantized samples are compressed to their entropy-rate. Thus, at high sampling rates, the transform reduces the loss due to scalar quantization from something infinite to something finite.
I. INTRODUCTION
Consider a continuous-time, nonbandlimited, stationary Gaussian random process X (t). Suppose it is desired to encode and reconstruct this process with distortion measured by a single-letter mean squared error criterion. Then from Kolmogorov's derivation of the rate-distortion function R(D) [1] (c.f. [2] ), which characterizes optimal performance, it is evident that one can approach the rate-distortion function by (a) sampling the source at a sufficiently high rate to obtain a discrete-time random process, (b) applying the KarhunenLoeve transform [3] to long blocks of samples of this discretetime process, and (c) independently coding the transform coefficients of each type with an ideal code operating on the first-order rate-distortion of that type. In doing so, one uses inverse "water-pouring" on the continuous-time power spectral density of the original process X (t) to determine, for each type of coefficient, the appropriate operating point on its first-order rate-distortion function.
This paper considers a similar sample-and-transform coding scheme in which ideal coding of coefficients is replaced by David L. Neuhoff EECS Department University of Michigan Ann Arbor, MI 48109 neuhoff@eecs.umich.edu coding with some specified family of quantizers, whose operational rate-distortion function is convex. A prime example is scalar quantization with entropy-coding and, also, time sharing, if the latter is needed to ensure convexity of the operational rate-distortion function. The principal result shows that when the sampling rate is large, the operational ratedistortion function of such a scheme comes within a finite constant of R(D). Applied to the scalar quantization family, the finiteness of this bound contrasts with a recent result [4] , [5] showing that direct scalar quantization of samples (without a transform) has unbounded rate when distortion is held constant and sampling rate becomes large, even when the quantized samples are compressed to their entropy-rate. Since the quantized samples become highly correlated as the sampling rate increases, their entropy-rate tends to zero. However, the product of entropy-rate and sampling rate which gives the rate in bits/second, was shown to grow without bound as sampling rate increases [4] , [5] . Thus we see that at high sampling rates, the transform reduces the loss due to scalar quantization from something infinite to something finite.
II. MAIN RESULTS
Let {X(t) :o < t < ocx} be a zero-mean, unit variance, continuous-time, stationary Gaussian process. The goal is to map the sample functions of some finite length T seconds to indices coming from a set, so that a decoder having access to these random indices can create a reconstruction X (t).
The fidelity of the reconstruction process is measured by the following average mean squared error (MSE):
The rate of this mapping is given by the average number of bits per second produced by the encoder. Subject to a constraint on MSE (defined by the above equation), we wish to find an upper bound to the rate (in bits per second) of a lossy source coding scheme that operates by first sampling the continuous-time source at sampling period 1/N to produce M samples X(1JN), ... ., X(MIN), and then encoding these discrete samples into bits that are transmitted error-free to a decoder. The decoder first reconstructs the M samples based on the bits received, and then obtains a 1-4244-1429-6/07/$25.00 ©2007 IEEE reconstruction of the continuous-time sample function of the source {X(t) 0 < t < M/N}. The rate in bits per second expended for the continuous-time source is equal to the rate in bits/sample expended for encoding the M-length vector times the sampling rate, N samples per second. The distortion for the continuous-time source is approximately equal to the average distortion of the M-length vector when a sample-andhold method is used. This approximation becomes better as sampling rate increases. The objective is to understand the behavior of the rate versus distortion trade-off in encoding and reconstructing a random process defined over an unbounded region with dense sampling. For tractability, we take the limit first as M becomes large, and then as N becomes large1.
In the following we put some more structure on our encoder. The encoder has two components. The rate of a quantizer Q in Q is given by the average number of bits per sample produced by the quantizer when operating on a unit variance independent identically distributed (IID) Gaussian source2. Then, with a family of quantizers Q, one can associate a function R* (D), called the operational rate-distortion function, which specifies the minimum rate of all the quantizers in Q with distortion D or less when operating on a unit variance independent identically distributed (IID) Gaussian source. A family Q of scalar quantizers is said to be good if it satisfies the following conditions. The rate-distortion function R* (D) of the family is decreasing, strictly convex, and finite except at D = 0. While it has not been shown that scalar quantization with entropy-coding is a good family, the fact that the slope of its operational ratedistortion function has the same slope as the rate-distortion function [7] suggests that it well may be. It turns out that showing convexity is a thorny issue. If this family is not good, i.e., its operational rate-distortion function is not convex, then 'We could have taken N to a large value fi rst, then M to a large value.
This could have modeled a coding scheme where time-limited portions of sample functions are coded successively with dense sampling. However, this is not tractable at the time of writing this paper.
2A deliberate vagueness in the defi nition is intended to make the proposed coding structure encompass a variety of quantization schemes. Examples include entropy-constrained scalar quantizers, uniform scalar quantizers with arithmetic coding, and Lloyd-Max scalar quantizers with fi xed-rate coding.
In the second component, the encoder, for each integer Now we contrast the proposed approach with that of [4] , [5] . Both methods employ scalar quantization. In the latter approach, however, since there is no transform, and the process is stationary, identical scalar quantizers are allocated to every sample X(ijN) for i = 1, 2, ... M. Since a scalar quantizer has a certain performance gap with respect to the optimal Shannon rate-distortion function, cumulatively this effect contributes to making the product of the entropy-rate and the sampling rate approach infinity as the sampling rate tends to infinity. On the other hand, with transform coding, efficient allocation of quantizers to transform coefficients keeps the rate at a finite value. We would expect then that a significant fraction of the transform coefficients be allocated nearly zero rate. This is specially important in light of the result shown in [7] that scalar quantization is optimal at low rates for Gaussian sources with mean squared error. The following discussion confirms this intuition.
In the following we provide a characterization of the asymptotic distribution of eigenvalues of the autocovariance matrix of the random vectors (X (1/N) , ..., X(MIN)). 1.
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The significance of this result can be appreciated by making the following observations. First note that, for large N, (DN(Q) NS(QN). Hence the maximum value of <>N(Q) grows linearly with N. Second, using the arguments in the proof of the above theorem, one can also infer that for large N, for 0 < b < c < max IN (Q), and lb c sufficiently small, the fraction of eigenvalues of the random vector (X (1/N) Hence some of the eigenvalues will have values that increase linearly with N. But Theorem 2 says for any a > 0, almost all of them will have values less than aN for large N. Therefore most of the eigenvalues are very small and are coded to distortions that are nearly equal to their variances, and cumulatively incur insignificant performance loss.
Remark: Although, the preceding discussion concentrated on good families of scalar quantizers, the two results presented above can be easily extended to any good family of quantizers in a straightforward way.
