Abstract-We present a variational characterization of the Rényi divergences between any two probability distributions on an arbitrary measurable space, in terms of relative entropies. This yields as a corollary a recently developed variational formula, due to Atar, Chowdhary and Dupuis, for exponential integrals of bounded measurable functions in terms of Rényi divergences.
I. INTRODUCTION
The Rényi divergences evaluate how far a given probability distribution on a measurable space is from another. Like the relative entropy, the Rényi divergences show up naturally in many problems of interest in statistics and information theory. A survey of some of their basic properties is available in a survey paper of van Erven and Harremoës [5] , which also mentions some of their applications. The Rényi divergences are parametrized by a real number α ∈ R, α ≠ 0, α ≠ 1. We will work with them with a scaling which is different from that in [5] in order to relate our work to that of Atar, Chowdhary and Dupuis [2] , which motivated this paper.
A variational formula for exponential integrals of bounded measurable functions in terms of Rényi divergences was recently provided in [2] and has generated significant interest. One of our aims is to show that this kind of variational formula is a simple consequence of a variational characterization for Rényi divergences in terms of relative entropies. For the case of probability distributions on a finite set, and in the range α > 0, α ≠ 1, such a variational characterization for Rényi divergences was developed by Shayevitz, [11] and [12, Thm. 1] . More recently, for mutually absolutely continuous probability distributions on a measurable space, in the case α > 0, α ≠ 1, parts of this variational characterization appear in a paper of Sason, see [9, Lem. 4 and Cor. 2] . The ability to derive the variational formula of [2] from inequalities for the Rényi divergences in terms of relative entropies, in the case α > 1, is also remarked on in a recent paper of Liu, Courtade, Cuff, and Verdú [7, Sec. II-A]. The full variational characterization of Rényi divergences in terms of relative entropies, covering an arbitrary pair of probability distributions on a measurable space, is essentially in [5, Thm. 30] , even though it is stated there only for α > 0, α ≠ 1.
Section II presents the notational conventions and the definitions of the main quantities used in the i.i.d. case. The variational characterization of Rényi divergences in terms of relative entropies in the i.i.d. case, Theorem 1, is stated in Section III. The result of [2] that prompted this paper is presented in Section IV, and is derived there as a consequence of Theorem 1 and the elementary variational formula for exponential integrals in (2) . A sketch of the proof of Theorem 1 is in Section V. For details, see [1] or [5, Thm. 30] .
We next develop analogs of the preceding results in the case of stationary finite state Markov chains. Section VI makes the necessary definitions and gathers some standard facts about the asymptotic properties of iterated powers of a square matrix with nonnegative entries, which we need for our discussion. The main results in the case of stationary finite state Markov chains are stated in Section VII. These are Theorem 2, which gives a variational characterization of each Rényi divergence rate between two stationary finite state Markov chains in terms of relative entropy rates, and Theorem 3, which gives an analog of the variational formula of [2] in the context of stationary finite state Markov chains. Theorem 3 can be proved from Theorem 2 in a way similar to how the main result of [2] can be proved from Theorem 1. A sketch of the proof of Theorem 2 is provided in Section VIII. For details, see [1] . Section IX contains some thoughts about directions for future work.
II. SETUP Let (S, F) be a measurable space. B(S) denotes the set of bounded measurable real-valued functions and P(S) the set of probability measures on (S, F). For ν, θ ∈ P(S), ν ⪯ θ is notation for ν being absolutely continuous with respect to θ, see [3, pg. 442 
One can check that D(ν∥θ) ≥ 0. Let ∶= denote equality by definition. Logarithms can be assumed to be to the natural base. For two measurable functions f and g on (S, F), not necessarily bounded, and η ∈ P(S), f = η g denotes equality of f and g except possibly on an η-null set. Similarly, for C, D ∈ F, C = η D denotes equality of C and D up to η-null sets.
The following variational characterization of exponential integrals of bounded measurable functions is well known, and is easy to prove. For any μ ∈ P(S) and g ∈ B(S) we have
For any α ∈ R/{0, 1}, and ν, θ ∈ P(S), the Rényi divergence R α (ν∥θ) is defined as in eqn. (2.1) of [2] , by first defining it for α > 0, α ≠ 1, by , where η ∈ P(S) is an arbitrary probability distribution such that ν ⪯ η and θ ⪯ η. Then, for α < 0, we use the definition
III. VARIATIONAL CHARACTERIZATION IN THE I.I.D. CASE The variational characterization of Rényi divergences in terms of relative entropies in the i.i.d. case is as follows.
and, if α < 0, we have
Further, when 0 < α < 1, one can find μ ∈ P(S), μ ⪯ ν, μ ⪯ θ, achieving the infimum on the RHS of (6), whenever {μ ∈ P(S) ∶ μ ⪯ ν, μ ⪯ θ} is nonempty. ◻ IV. DISCUSSION Atar, Chowdhary and Dupuis [2] have recently established a variational formula for exponential integrals of bounded measurable functions. This is established in two forms. For any α ∈ R/{0, 1}, ν ∈ P(S), and g ∈ B(S), eqn. (2.6) of [2] states that
while eqn. (2.7) of [2] states that for any α ∈ R/{0, 1}, θ ∈ P(S), and g ∈ B(S) we have
It is straightforward to exhibit the equivalence of these two forms. We will therefore focus only on the form in (9). Theorem 1 is stronger than (9) . First of all, for any α ∈ R/{0, 1}, θ ∈ P(S), and g ∈ B(S) one can find ν ∈ P(S) achieving the supremum in (9) . Indeed, ν ∈ P(S) defined by
works. So, what we need to prove is that for any α ∈ R/{0, 1}, g ∈ B(S), and θ, ν ∈ P(S), we have
This can be proved using Theorem 1, and (2). Consider first the case α > 1. We may then assume that ν ⪯ θ, since otherwise the right hand side of (10) is −∞. From (2), we have, for all μ ∈ P(S) such that μ ⪯ ν that
From (5) we have
which means that
Taking the supremum over μ ⪯ ν on the RHS of the preceding equation and using (2) gives
which was to be shown. Next, suppose 0 < α < 1. Given g ∈ B(S) and ν, θ ∈ P(S), if {ν ′ θ ′ > 0} = η ∅ for some (and hence every) η ∈ P(S) such that ν ⪯ η and θ ⪯ η (where
), then R α (ν∥θ) = ∞, and so (10) is true. Otherwise, we can find μ ∈ P(S) such that μ ⪯ ν and μ ⪯ θ. We know from the elementary variational formula (2) that for every μ ∈ P(S) we have
where h ∶= −g. Adding these inequalites and observing that from Theorem 1, we know that there exists μ ∈ P(S) for which
which establishes (10) in this case. The case when α < 0 is reduced to that when α > 1 by defining β ∶= 1−α and observing that R α (ν∥θ) = R β (θ∥ν) by definition.
V. PROOF OF THEOREM 1
We now give a sketch of the proof of Theorem 1. For details, see [1] or [5, Thm. 30] . Consider first the case α > 1. Suppose ν ⪯̸ θ. Then the LHS of (5) is ∞. Also, in this case, we can choose μ ∈ P(S) such that μ ⪯ ν but μ ⪯̸ θ, which makes the RHS of (5) also equal to ∞. Thus we may assume that ν ⪯ θ.
, with η such that θ ⪯ η, and
and where K sufficiently large means that Z K > 0. A simple calculation shows that
log Z K , which, as K → ∞, converges to R α (ν∥θ), It remains to show that, in the case α > 1, for all ν, θ ∈ P(S) such that ν ⪯ θ, we have, for all μ ∈ P(S) such that μ ⪯ ν, the inequality
This is a consequence of the concavity of the logarithm. Next, consider the case when 0 < α < 1. Pick η ∈ P(S) such that ν ⪯ η and θ ⪯ η, and let ν ′ ∶= dν dη
But we also have {μ ∈ P(S) ∶ μ ⪯ ν, μ ⪯ θ} = ∅, so the RHS of (6) equals ∞. We may therefore assume that η(ν ′ θ ′ > 0) > 0. Now, an application of Hölder's inequality with p ∶= 
We have μ ⪯ ν and μ ⪯ θ, as required on the RHS of (6). We can then directly compute that
log Z. It remains to show that, in the case 0 < α < 1, for all ν, θ ∈ P(S) such that η(ν ′ θ ′ > 0) > 0, we have, for all μ ∈ P(S) such that μ ⪯ ν and μ ⪯ θ, the inequality
This follows from the convexity of the negative logarithm. The case when α < 0 can be reduced to the case when α > 1 by defining β ∶= 1 − α and considering R β (θ∥ν).
VI. RÉNYI DIVERGENCE RATE BETWEEN STATIONARY FINITE STATE MARKOV CHAINS We next present analogs of the preceding results involving the Rényi divergence rate between two stationary finite state Markov chains. From this point onwards we take S = {1, . . . , d} and F to be comprised of all the subsets of S. Let M(S × S) denote the set of Markov probability distributions on (S ×
Here F × F is comprised of all the subsets of S × S.
Given ν ∈ M(S × S), let S ν ∶= {k ∶ ν(k, * ) > 0}. S ν is called the support of ν. For i ∈ S ν and j ∈ S, we define ν(j|i) ∶=
ν(i,j) ν(i,⋅)
. For i ∉ S ν , we define ν(j|i) = 0 for all j. This may seem strange, but is an important notational convention for the equations we are going to write.
Given ν, θ ∈ M(S × S) we say ν is absolutely continuous with respect to θ, denoted ν ⪯ θ, if θ(i, j) = 0 ⇒ ν(i, j) = 0 for all (i, j) ∈ S × S. The relative entropy D(ν∥θ) of ν with respect to θ is defined by
It can be checked that D(ν∥θ) ≥ 0. We need some facts about square matrices with nonnegative entries, which are consequences of their structure theory, see e.g. 
exists, where m (n) (i, j) denotes the (i, j) entry of M n . We associate to M a directed graph on the vertex set {1, . . . , d}, with a directed edge from i to j iff m ij > 0.
Then ρ(M ) = −∞ iff this directed graph has no directed cycle. Otherwise ρ(M ) is finite. We call ρ(M ) the growth rate of M . Suppose ρ(M ) is finite. We say μ ∈ M(S × S) is absolutely continuous with respect to M and write this
, thought of as a nonnegative d×d matrix. The support of μ can be uniquely written as a disjoint union of subsets, called classes, S μ = ⊍ l k=1 C k , for some l ≥ 1, such that μ(i, j) = 0 if i, j ∈ S μ are in distinct classes, and such that, for each 1 ≤ k ≤ l, the restriction of the directed graph associated to μ to the vertices in the class C k is irreducible, in the sense that there is a directed path in the graph between any pair of vertices in C k .
Given μ ∈ M(S ×S) and a d×d matrix M with nonnegative entries, we say M is compatible
C k be the decomposition of the support of μ into classes. For each 1 ≤ k ≤ l, the restriction of M to the coordinates in C k defines a |C k | × |C k | irreducible matrix with nonnegative entries. This matrix has an associated Perron-Frobenius eigenvalue, which we denote by λ k (M ). We have λ k (M ) > 0 for all 1 ≤ k ≤ l. We have ρ(M ) = log max 1≤k≤l λ k (M ). Also, for each 1 ≤ k ≤ l, the restriction of M to the coordinates in C k has a left eigenvector associated to the eigenvalue λ k (M ), with all its coordinates strictly positive and unique up to scaling, and also a right 2017 IEEE International Symposium on Information Theory (ISIT) eigenvector associated to the eigenvalue λ k (M ), with all its coordinates strictly positive and unique up to scaling.
Given ν ∈ M(S × S), what we mean by the stationary Markov chain defined by ν is the following: for each n ≥ 1 define a probability distribution ν n on (S n , F n ), where F n is comprised of all subsets of S n , by setting ν 1 (k) = ν(k, * ) for all k ∈ S, ν 2 (i, j) = ν(i, j) for all i, j ∈ S, and, more generally,
It is straightfoward to check that for all n ≥ 2 and ν, θ ∈ M(S × S) we have
The following fact, which will be very useful later, is easy to verify from the definitions. It holds for all ν, θ ∈ M(S ×S).
We can now state the analog for stationary finite state Markov chains of the elementary variational formula (2) . Let
This is just Varadhan's characterization of the spectral radius of nonnegative matrices, see e.g. [4, Exer. 3.1.19].
We can also now define the Rényi divergence rate between two stationary finite state Markov chains. See also the paper of Rached, Alajaji, and Campbell [8] and the references therein for more on this concept. Given ν, θ ∈ M(S × S) and α ∈ R/{0, 1}, we define the Rényi divergence rate of ν with respect to θ, denoted R α (ν∥θ), by
where, on the RHS, R α (ν n ∥θ n ) refers to the Rényi divergence between probability distributions on (S n , F n ). For the proof of the existence of the limit in (17) as well as of the properties of the Rényi divergence rate of interest to us, which are stated in the following proposition, see [1] . Proposition 1. Given ν, θ ∈ M(S × S), the Rényi divergence rate, as defined in (17), satisfies the following properties:
and
VII. MAIN RESULTS IN THE MARKOV CASE Our first main result in the Markov case is the following variational characterization of the Rényi divergence rate.
while, if 0 < α < 1, we have
(20) Further, one can find μ ∈ M(S×S) achieving the extremum on the RHS in all three cases, except in the case where 0 < α < 1 and {μ ∈ M(S × S) ∶ μ ⪯ ν, μ ⪯ θ} is empty. ◻ Our second main result in the Markov case is the following analog of the variational formula of [2] .
and for any α ∈ R/{0, 1}, θ ∈ M(S × S), and
= sup ν∈M(S×S)
The claims in (21) and (22) are equivalent. We therefore focus only on the form in (22). Further, for each θ ∈ M(S ×S) and G ∈ R d×d , one can find ν ∈ M(S × S) achieving the supremum on the RHS of (22). Both these facts are proved in [1] . Theorem 3 can be proved using Theorem 2 almost exactly in the way in which the main result of [2] is proved from Theorem 1. This proof is available in [1] .
VIII. PROOF OF THEOREM 2
We give a sketch of the proof of Theorem 2. For full details, see [1] . Suppose α > 1. If ν ⪯̸ θ, taking μ = ν on the RHS of (18) makes the RHS equal ∞, which is also the value of the LHS. We may therefore assume that ν ⪯ θ.
This matrix is compatible with ν. Let S ν = ⊍ l k=1 C k be the decomposition of the support of ν into classes. We index the classes in such a way that ρ(M ) = log λ 1 (M ).
Let u be a 1 × d row vector whose entries are zero in the coordinates that are not in C 1 , while its restriction to C 1 is a nonzero left eigenvector of the restriction of M to C 1 . All the entries of u in the coordinates in C 1 are strictly positive. Similarly, let w be a d × 1 column vector whose entries are zero in the coordinates that are not in C 1 , while its restriction to C 1 is a nonzero right eigenvector of the restriction of M to C 1 . All the entries of w in the coordinates in C 1 will be strictly positive. For i, j ∈ S, we define
where we have used the fact that S μ = C 1 . Multiplying the RHS of (18) by α(α − 1), we can compute (α−1)D(μ∥θ)−αD(μ∥ν) to be log λ 1 (M ), which also equals α(α − 1) times the LHS of (18). This establishes the existence of μ ∈ M(S × S) satisfying μ ⪯ ν and achieving equality in (18). It remains to check that for all μ ∈ M(S × S) satisfying μ ⪯ ν we have the inequality
This can be done by a limiting argument, appealing to the already proved Theorem 1, applied to probability distributions on (S n , F n ), for n ≥ 2. For the case where 0 < α < 1, if the directed graph associated to the matrix
has no cycles, then R α (ν∥θ) = ∞, and {μ ∈ M(S × S) ∶ μ ⪯ ν, μ ⪯ θ} = ∅, so the RHS of (19) is also ∞, and so (19) holds in this case. We may therefore assume that {μ ∈ M(S × S) ∶ μ ⪯ ν, μ ⪯ θ} is nonempty. Pick any τ ∈ M(S × S) that is a maximum element among all the elements of M(S × S) that are absolutely continuous with respect to
C k be the decomposition of the support of τ into classes. We may choose the indexing of the classes in such a way that ρ(M ) = log λ 1 (M ). Let u be a 1 × d row vector whose entries are zero in the coordinates that are not in C 1 , while its restriction to C 1 is a nonzero left eigenvector of the restriction of M to C 1 . All the entries of u in the coordinates in C 1 are strictly positive. Similarly, let w be a d × 1 column vector whose entries are zero in the coordinates that are not in C 1 , while its restriction to C 1 is a nonzero right eigenvector of the restriction of M to C 1 . All the entries of w in the coordinates in C 1 will be strictly positive. For i, j ∈ S, we define
where Z ∶= ∑ i,j∈S u(i)ν(j|i) α θ(j|i) 1−α w(j). Note that μ ∈ M(S × S) and μ ⪯ τ , so μ ⪯ ν and μ ⪯ θ. We also have, for all i ∈ S, μ(i, * ) ∶= ∑ j∈S μ(i, j) = otherwise , where we have used the fact that S τ = C 1 . Multiplying the RHS of (18) by α(1 − α), we can compute (1 − α)D(μ∥θ) + αD(μ∥ν) to be − log λ 1 (M ), which also equals α(1 − α) times the LHS of (18). This establishes the existence of μ ∈ M(S × S) satisfying μ ⪯ ν and μ ⪯ θ and achieving equality in (19). Checking that for all μ ∈ M(S ×S) satisfying μ ⪯ ν and μ ⪯ θ we have the inequality
can be done by a limiting argument as in the case α > 1. The case where α < 0 can be reduced to that where α > 1 by defining β ∶= 1 − α and observing that R α (ν∥θ) = R β (θ∥ν).
IX. CONCLUDING REMARKS
While we restricted ourselves to stationary finite state Markov chains in the second half of the discussion, it is to be expected that there will be versions of this variational characterization of Rényi divergence rate in a much broader setting involving Markov or k-th order Markov processes in discrete time, and also in continuous time. It would also be interesting to consider to what extent such a variational characterization might generalize to the Rényi divergence rate between an arbitrary pair of stationary processes, assuming the existence of the defining limit to start with. For a discussion of relative entropy rates at this level of generality, see [6] .
