Abstract-Analysis of a driver's head behavior is an integral part of a driver monitoring system. In particular, the head pose and dynamics are strong indicators of a driver's focus of attention. Many existing state-of-the-art head dynamic analyzers are, however, limited to single-camera perspectives, which are susceptible to occlusion of facial features from spatially large head movements away from the frontal pose. Nonfrontal glances away from the road ahead, however, are of special interest since interesting events, which are critical to driver safety, occur during those times. In this paper, we present a distributed camera framework for head movement analysis, with emphasis on the ability to robustly and continuously operate even during large head movements. The proposed system tracks facial features and analyzes their geometric configuration to estimate the head pose using a 3-D model. We present two such solutions that additionally exploit the constraints that are present in a driving context and video data to improve tracking accuracy and computation time. Furthermore, we conduct a thorough comparative study with different camera configurations. For experimental evaluations, we collected a novel head pose data set from naturalistic on-road driving in urban streets and freeways, with particular emphasis on events inducing spatially large head movements (e.g., merge and lane change). Our analyses show promising results.
Continuous Head Movement Estimator for
Driver Assistance: Issues, Algorithms, and On-Road Evaluations through a critical situation. Monitoring driver behavior is hence becoming an increasingly important component of IDASs. Driver head and eye dynamic behaviors are of particular interest, as they have the potential to derive where or at what the driver is looking. Traditionally, the eye gaze and movement are considered good measures to identify an individual's focus of attention. Vision-based systems are commonly used for gaze tracking as they provide a noncontact and noninvasive solution. However, such systems are highly susceptible to illumination changes, particularly in real-world driving scenarios. Eye-gaze tracking methods using corneal reflection with infrared illumination have been primarily used indoors [7] but are vulnerable to sunlight. The robustness requirement of IDASs has suggested the use of head dynamics. Although a precise gaze direction provides useful information, the head pose and dynamics provide a course gaze direction, which is often sufficient in a number of applications [8] , [9] . Recent studies have used head motion, along with lane position and vehicle dynamics, to predict a driver's intent to turn [10] and change lanes [11] . In fact, head motion cues, when compared with eye-gaze cues, were shown to better predict lane change intent 3 s ahead of the intended event [12] . A significant amount of research has gone toward fatigue and attention monitoring using driver head dynamics [13] , [14] . In a more recent study, head dynamics has been used to estimate a driver's awareness of traffic objects by learning which objects attract the driver's gaze depending on the situation [15] .
Automatic head dynamics analysis remains a challenging vision problem. Not only should a head movement analyzer be robust to ever-changing driving situations but it also needs to be continuously functional in a nonselective manner to gain a driver's trust. Specifically, such a system should have the following capabilities.
• Automatic: There should be no manual initialization, and the system should operate without any human intervention. This criterion precludes the use of pure tracking approaches that measure the head pose relative to some initial configuration.
• Fast: The system must be able to estimate the head pose while driving, with real-time operation.
• Wide operational range: The system should be able to accurately and robustly handle spatially large and varying speeds of head movements.
• Lighting invariant: The system must work in varying lighting conditions (e.g., sunny and cloudy). • Person invariant: The system must work across different drivers.
• Occlusion tolerant: The system should work in the presence of typical partially occluding objects (e.g., eyewear and hats) or actions (e.g., hand movements). Many state-of-the-art vision-based head pose algorithms have taken the necessary steps to be automatic, fast, and person invariant [16] . These systems have shown good performance when the head pose is near frontal. Martin et al. [24] show that, during a typical ride, a driver spends 95% of the time facing forward. Then, a system may be able to reliably perform 95% of the time, but it is during those 5% nonfrontal glances that are of special interest when interesting events, which are critical to driver safety, occur. Fig. 1 illustrates the typical temporal dynamics of the head pose seen from a fixed singlecamera perspective during a merge maneuver. It is shown that the head pose quickly goes far from forward facing (about 0
• in a yaw angle). It is during those times when the performance of monocular-based systems significantly degrades due to the decreased visibility of facial features and texture caused by selfocclusion.
Hence, we require a system with new sensing approaches to continuously estimate a driver's head movement. A natural choice for the design of such a system is the use of multicameras [17] , [18] . Multicamera systems exist in many other applications, such as gesture recognition [19] , [20] , human body pose and activity recognition [21] , face detection, tracking and pose estimation in intelligent space, etc. A thorough study of such systems in a vehicular setting utilizing naturalistic driving data, however, is lacking in literature. To this end, we propose a continuous head movement estimator (CoHMEt), which is a key component for an uninterrupted driver monitoring system.
Our contributions are threefold. First, we propose a distributed camera solution and conduct a thorough study comparing different configurations of multicameras. Second, we propose two solutions for the head pose estimation based on a geometric method utilizing state-of-the-art techniques for facial feature tracking. We introduce the spatiotemporal constraints that are available in a driving context to improve the head pose tracking accuracy and computation time. Furthermore, we compare the two solutions for different configurations and show that the choice of algorithm determines the "best" camera configuration. Finally, we quantitatively demonstrate the success of this system on the road. For this, we gather a data set that targets spatially large head turns (away from the frontal pose) during different vehicle maneuvers. Although this makes the data set challenging, it sets realistic requirements for the vision-based system to be a viable commercial solution. We evaluate our proposed systems using two metrics, the error in an angular calculation in three degrees of freedom (pitch, yaw, and roll) and the failure rate, which is the percentage of the time that the system's output is unreliable. The part hardware and part software solution of the multicamera perspectives will be shown to improve the continuous head dynamics estimation during critical events such as merges, lane changes, and turns.
II. RELATED RESEARCH
Naturalistic driving presents unique challenges for visionbased head dynamics estimation and tracking methods. Amongst research thrust and commercial offerings that can provide an automatic head pose estimation, most of them lack rigorous and quantitative evaluation in an automobile. In a car, ever-shifting lighting conditions cause heavy shadows and illumination changes, and as a result, techniques that demonstrate high proficiency in stable lighting often will not work in on-road driving situations. In this paper, our goal is to advance state-of-the-art technology for the head pose and dynamics estimation targeted for driver assistance systems. In this context, we review past works with a focus on systems that have been evaluated in naturalistic driving or studies conducted in a laboratory/driving simulator setup that have potential but have yet to be tested under naturalistic driving conditions. For a good overview of the head pose estimation in computer vision, see the survey by Murphy-Chutorian and Trivedi [16] .
Head pose estimation algorithms can generally be classified into the following main categories: geometric/shape feature based, appearance/texture feature based, and hybrid (shape+texture) feature based methods. Methods based on shape features analyze geometric configuration of facial features along with face model (e.g. cylindrical [46] , ellipsoidal [47] or mean 3D face [24] ) to recover head pose. Smith et al. proposed several strategies using global motion and color statistics to detect and track both eyes, lip corners, and the bounding box of the face [48] . Based on these facial features, they estimated head orientation and gaze direction. However, the method cannot always find facial features when the driver wears eyeglasses, makes conversation or partial occlusion e.g. due to hands. Kaminski et al. analyzed the intensity, shape, and size properties to detect the pupils, nose bottom, and pupil glints [49] . Using these detected points along with geometric model of human face and eye, head orientation and gaze direction is estimated. However, the accuracy of the eye location significantly drops in the presence of large head movements, causing degradation in the performance for deviation from the frontal pose.
To circumvent the precise localization of a detailed facial feature, Ohue et al. proposed simple facial features, i.e., the left and right borders, and the center of the face [22] . Along with these features, the authors used a cylindrical face model to find the driver's yaw direction. Lee et al. [8] used a similar shape feature with an ellipsoidal face model to improve the yaw estimate when the head significantly rotates away from the frontal pose. The authors trained gaze classifiers in a supervised framework to determine 18 gaze zones. Fu et al. designed a system that categorizes the head pose into 12 different gaze zones based on facial features [23] . The system automatically learns the zones based on different calibration points, such as side mirrors, rearview mirrors, etc. It takes, however, several hours of driving before automatic calibration reaches similar accuracy as that of the supervised training-based method. It is unclear whether the evaluations are performed in a stationary or moving vehicle and if the drivers were asked to look toward defined zones during data collection. A study that was conducted on naturalistic driving data by Martin et al. [24] tracked prominent facial features (e.g., eye corners, nose corners, and the nose tip) and analyzed their geometric configurations to estimate the head pose. This is very similar to one of our proposed approaches but is limited to a single perspective.
Appearance-based approaches attempt to use holistic facial appearance, where a face is treated as a 2-D pattern of intensity variations. They assume that there exists a mapping relationship between a 3-D face pose and certain properties of the facial image, which is constructed based on a large number of training images. Guo et al. [26] utilized the template face images that were distributed in the pose space to determine the head pose. The system operates by first finding the face using a cascade of face detectors, and then, the best face exemplar in the training data set is found. The head pose of the exemplar is the estimated head pose. The study provides little information on the testing methodology and how the ground truth is obtained. Such methods, however, require the precise localization of faces as matching is often sensitive to localization errors. Bär et al. [29] estimated a driver's head pose using RGB-D images. Multiple templates are used to align 3-D point cloud data using the iterative closest point (ICP) algorithm to obtain the head pose and, subsequently, a driver's line of gaze by analyzing the angles of the eyes in an RGB image. The template matching algorithm (the ICP algorithm) also suffers from initialization errors.
Zhu and Ji [25] proposed a system to track the 2-D face location and the 3-D face pose simultaneously. The 3-D face pose is tracked using Kalman filtering, which, in turn, guides the 2-D face localization. The system uses a planar face appearance template to match with the current frame to obtain the best pose parameters. It, however, requires initialization with the frontal face, and tracking is performed from this initial position. Similar to other holistic approaches, the use of a full face appearance template can be very limiting, particularly in a driving scenario due to constant varying illumination conditions. The authors proposed to dynamically update the face model or when the track is lost, to use eye detection and fiducial facial features to estimate the rough pose parameters. The evaluation is performed in a laboratory setting. With limited information about the characteristics of the database, it is not clear how the system performs as a function of the out-of-plane rotation.
Wu and Trivedi detected discrete yaw and pitch by using a coarse-to-fine strategy using a quantized pose classifier [27] . First, a coarse pose estimate is obtained by nearest prototype matching with Euclidean distance in the subspace of Gabor wavelets. Second, the pose estimate is refined by analyzing the finer geometrical structure of facial features. This is a hybrid approach combining shape and texture features. Evaluations are performed in laboratory settings. More recent studies have taken their research to naturalistic driving, where a driver is asked to drive on highways or urban roads as they would do in their normal commute. One notable work by Murphy-Chutorian et al. estimated the initial head orientation using a local gradient orientation feature and support vector regression [30] , which is called a static pose estimator. Finer head orientations were computed by fitting and tracking a 3-D face model. Although the tracking module showed good performance, the combined system suffered from inaccurate initialization.
A summary of select studies, with emphasis on applicability to driver assistance systems, is provided in Table I . Apart from their original objective, the following important elements that are related to the employed methodology and evaluation strategies are mentioned for comparison with the proposed CoHMEt framework.
• Objective: What is the purpose of the study (e.g., gaze estimation)? • Methodology: 1) Feature: The type of features used (shape, texture, or hybrid). 2) Perspective: Whether the system utilizes a single camera or multicameras. 3) Resolution: Whether the system provides a discrete or continuous head pose estimate.
4) Degrees of freedom:
The number of degrees of freedom in the system output, e.g., rotation, i.e., pitch, yaw, and roll; and position, i.e., x, y, and z values from a reference frame.
• Evaluations: 1) Operation: Real time versus nonreal time.
2) Dataset:
In what environment the evaluation is performed (naturalistic driving, a stationary vehicle, or a laboratory). 3) Metrics: The type of metrics used for the performance evaluation. Our proposed approach falls in the category of shape-featurebased methods. Unlike appearance-based methods, they are intuitive and simple to implement (since the cause of failure can be reasoned out well). The challenge, however, lies in the robust and accurate localization of facial features. With the recent advancements in facial feature tracking methods, we revisit them and perform a thorough evaluation in a naturalistic driving scenario. Furthermore, with multicameras, we improve the operational range while maintaining good accuracy. Unlike a stereo camera (an instance of multicameras) setup, we do not have any assumption of the visibility of the faces in both cameras nor do we require a lengthy calibration process. In fact, our cameras have a wide baseline and are uncalibrated. The proposed framework independently utilizes them in a parallel fashion, and the results are further analyzed by later stages to provide the final output.
III. ISSUES AND CHALLENGES IN CONTINUOUS AND ROBUST HEAD MOVEMENT ANALYSIS
Researchers working on driver monitoring systems, particularly for a driver's head dynamics analysis, face unique challenges. As argued earlier, methods designed and tested in controlled laboratory settings provide no guarantee of robust performance in an automobile environment. Hence, a proper evaluation on a naturalistic driving database is very much required. The challenge lies in the design of a reliable, configurable, and yet affordable database collection module. It is not just a matter of mounting cameras, but we also require ground truth for proper evaluation. An automobile setting during driving, however, precludes the conventional methods used in a laboratory environment, e.g., asking individuals to look to a certain fixed direction. Care needs to be taken to not distort the imagery input, e.g., by placing a marker on the face. Manually labeling either the direct head pose information or, more objectively, the annotation of facial features can provide head pose measurement. However, with the video data at 30 frames/sec, it quickly becomes a daunting task and renders itself practically infeasible. One good candidate could be magnetic sensors. They are extensively used in laboratory settings without cluttering or obscuring visual data. However, they can be unreliable in an automobile due to their high susceptibility to noise and the presence of metal in the environment. Optical motion capture systems do provide a very reliable solution. However, they are often very expensive with bulky equipment and require lengthy calibration. Inertial sensors utilizing accelerometers, gyroscopes, or other motion sensing devices can provide a compact, inexpensive, and clean solution. However, they often suffer from drift associated with a gyroscope. This can be solved, as proposed in this paper, by small amounts of manual annotation.
Another important aspect is the number of camera(s) and their placement. A camera should neither block a driver's view for safe driving nor should its presence alter a driver's behavior. At the same time, the placement should not be prone to frequent occlusion. A choice of placement can very much be application dependent, although a desirable choice would be one that covers as large a pose space, which is generally exhibited by a driver during a typical ride, as possible. From a computer vision perspective, however, the intrinsic properties of head dynamics present a challenge to the robustness of many existing algorithms. As described earlier, many existing stateof-the-art head pose estimation algorithms, either explicitly or implicitly, rely on a portion of the face to be visible in the image plane to estimate the head pose. This means that, even during large head movements, algorithms require the visibility of facial features to continuously track the state of the head. With a single perspective of the driver's head, however, large spatial head movements induce self-occlusion of facial features, as illustrated in the first two columns in Fig. 2. In Fig. 2 , each row of images is taken from a different camera perspective, and each column of images is time synchronized. Clearly, the availability of multiperspectives decreases the severity of selfocclusion at any instant in time, which translates to an increase in the robustness of the continuous head tracking.
Occlusion of facial features can also occur due to external objects (e.g., hand movements near the face region and sunglasses). Depending on the camera perspective, the hand movements on a steering wheel during vehicle maneuvers, adjusting sunshade, pointing, etc., can cause occlusion. The two middle columns in Fig. 2 show examples of the latter two scenarios with hand movements. The effects of lighting conditions are also highly dependent on the camera location. In Fig. 2 , the last two columns illustrate the effects of lighting conditions. Therefore, a multiperspective approach with suitable camera placements can mitigate the adverse effect of any one camera perspective being unreliable to track the head.
IV. CoHMEt: FRAMEWORK AND ALGORITHMS
Continuously and accurately monitoring a driver's head movement even during large deviations from the frontal pose requires an improved operating range of the head pose tracking system. For this, we propose a distributed camera framework inside the vehicle cockpit. The framework treats each camera perspective independently, and a perspective selection procedure provides the final head pose estimation by analyzing temporal dynamics and the current quality of the estimated head pose in each perspective. For the head pose estimation, we present a geometric method where local features, such as eye corners, nose corners, and the nose tip, and their relative 3-D configurations, determine the pose. In the following sections, we present automatic facial feature detection and tracking methods, a pose estimation approach, and a perspective selection procedure in detail.
A. Facial Feature Detection and Tracking
In this paper, facial features refer to salient landmarks on the face, such as eye corners, nose corners, the nose tip, the mouth contour, and the outer face contour, as shown in Fig. 5 . We present two formulations for automatic facial feature detection and tracking based on two separate feature detection methods, i.e., the constrained local model (CLM) introduced by Cristinacce and Cootes [31] , [32] and the pictorial structure matching proposed by Felzenszwalb and Huttenlocher [33] . Unlike images, video data provide temporal constraints; moreover, a driving setting imposes spatial constraints on the detected facial features in the image plane. In our formulations, we introduce these spatiotemporal constraints to improve the tracking accuracy by reducing false detection and the computation cost by reducing the search space.
1) CLM:
The CLM represents objects, in our case, faces, using local appearance descriptions centered around landmarks of interest and the parameterized shape model of those landmarks. A local representation of appearance circumvents many drawbacks of a holistic approach (e.g., the active appearance model), such as modeling complexity and sensitivity to illumination changes, and shows superior generalization performance to novel unseen faces. The local descriptors are generally learned from labeled training images for each landmark. These local representations, however, are often ambiguous mainly due to a small support region with large appearance variation in the training data. The effect of the ambiguity is typically reduced by the shape model that constrains the joint positioning of the landmarks.
A parameterized shape model to capture plausible deformations of landmark locations is given in the following, which is also known as a point distribution model (PDM), a term coined by Cootes and Taylor [34] :
where 
where l i ∈ {+1, −1} is a discrete random variable denoting whether the ith landmark is aligned or not.
To facilitate the optimization process so that it is efficient and numerically stable, the true response map p(l i = 1|θ, I) of the local detectors are approximated by various models, such as the parametric representation, i.e., the Gaussian density with diagonal covariance [35] , full covariance [36] , and the Gaussian mixture model [37] ; or the nonparametric representation, i.e., the kernel density estimate (KDE) [38] . In our current implementation, we chose the KDE for its fast convergence property with good tracking ability [38] . It has shown its efficacy in other applications as well, such as face expression recognition [39] . In the method, landmark locations are optimized via subspace constrained mean shifts while enforcing their joint motion via a shape model. The maximum likelihood estimate Fig. 2 . Multiperspective data collected during naturalistic on-road driving. Each row of images shows that the images are from a particular camera location, and each column of images is time synchronized. Locations of the camera: Camera 1 is near the left A pillar, Camera 2 is close to the dashboard, and Camera 3 is near the rearview mirror. Notice that challenges (e.g. external/self-occlusion, shadows, and illumination change) are present in real-world data.
of the parameters, however, does not exploit the constraint setting present in the driving context. Since a driver's seat location is fixed while driving, the body and head locations are restricted, along with the head orientation observed from the fixed camera perspective. To incorporate these constraints, we learn the parameter space, particularly for rigid parameters θ rg , online. We need to learn this online since each driver has a different seat setting that is suitable for their driving.
To learn the probable face location and face size, face detection is used to find bounding boxes B i for the first N B face detected frames as follows:
where i ∈ 1, . . . , N B . A restricted face region B * is obtained as
where U [·] is the unit step function, and normalization factor γ = max x, y H(x, y). α ∈ (0, 1) is a tuning parameter to control the size of the expected face region M (x, y). A tight bounding rectangle BR(·), as defined in (5), is calculated using the set of points P = {p = (x, y) | M (x, y) > 0}. We call this minimum bounding rectangle B * the restricted face region. Fig. 3 depicts the overall process. The estimated facial landmark location p i within B * is considered admissible. Similarly, the probable size of the face is proportional to the size of B * . Finally, the rotation parameter is inferred from the estimated roll angle of the driver's head. The estimated value within ±20
• is considered admissible. When the estimated parameters do not satisfy the given conditions, they are discarded, and the system is reinitialized. This helps reduce false detection and improve the tracking quality (the accuracy and the failure rate). This is the case since, during the optimization process, an initial guess of the parameters is based on the previous output. When there is no output from the previous frame, the face detection output in the current frame is used to initialize the parameters. Discarding the estimation, however, amounts to no system output, which we account for in one of the performance metrics, as explained in Section V-B.
2) Mixture of Pictorial Structures (MPS):
Using pictorial structures, a face is modeled by a collection of parts arranged in a deformable configuration, where each part captures the local visual descriptions of the face, and the spring-like connections between a certain pair of parts capture the deformable configuration [40] . This is naturally represented by an undirected graph G = (V, E) , where vertices V = {v 1 , . . . , v n } correspond to n parts, and for each pair of connected parts, there exists an edge Fig. 4 . Process of reducing the search space for video analysis using the mixture of pictorial structures. The part space is reduced by constraining the region around the face location in the previous frame, as illustrated by the red box. Similarly, the mixture space is reduced by searching over the neighboring mixture components around the estimated component from the previous frame, as illustrated by dotted blue box. (v i , v j ) ∈ E. A mixture of pictorial structures further captures the topological changes of the face due to varying head orientations. The best configuration of parts is found by maximizing a score function that measures both the appearance similarity S A (I t , p i , m) of placing the ith part (i.e., node v i ) at location p i = (x i , y i ) and the likely deformation S D (I t , p i , p j , m) for each pair of connected parts. Optimization proceeds by maximizing over all mixtures as follows:
wherem t ∈ M is a subset of all mixtures M defined by (6) , and P t is a rectangular region of interest defined by (8) .
In literature, appearance similarity S A (I t , p i , ·) is modeled in various ways, e.g., Gaussian derivative filter response around a point [33] and a feature-based description, such as the histogram of gradient [41] , the Haar-like feature [42] , etc. S D (I t , p i , p j , ·) is a distance function, e.g., a Mahalanobis distance in some transformed space of p i and p j . In our implementation, we use a discriminative and max-margin framework [41] to model the two scoring functions. Here, G for each mixture is a tree, and the optimization is efficiently performed with dynamic programming [33] . To improve the computation time, Fig. 6 . Perspective selection approach. The tracking phase utilizes the head pose and dynamics to switch between perspectives, whereas a scoring criterion during a lost track reinitializes with the highest score camera.
we further incorporated spatiotemporal constraints to reduce the search space. First, the possible solutions for a configuration of parts are constrained to lie within a region where the head was found in the previous frame. Second, the enumerations over all mixture components for the current frame can be reduced to neighboring mixture components around the estimate from the previous frame as follows: Fig. 7 . Illustration of the multiperspective framework on a segment taken from a subject's naturalistic on-road driving experiment. The horizontal axis represents the frame number (w.r.t. the left camera), and the vertical axis represents the head rotations in the yaw rotation angle relative to the car reference frame. The blue asterisks represent the left camera, the red circles represent the center camera, and the magenta crosses represent the right camera. The plot shows the head scan by the driver from the left to the right mirror starting from the front pose. The evolution of the perspective selection is presented.
where m * t−l is the mixture chosen for the previous frame I t−1 , BR(·) is defined in (5), and b is the border width. Fig. 4 depicts the overall process. These optimizations decreased the processing time by at least four folds.
B. Pose Estimation
Given a 3-D model of an object, the pose from orthography and scaling (POS) [43] finds the position and orientation of the camera coordinate with respect to the object reference frame. It minimizes the reprojection error using a weak perspective transform. Given a point on a 3-D model, e.g., M i , and its measured projection in the image plane, e.g., p i = (x i , y i ), POS solves the following linear system of equations:
where M 0 M i represents the vector from the reference point on the 3-D model M 0 to M i , α is the scale factor associated with the weak perspective projection, and N c is the number of 3-D-2-D point correspondences. Vectors i and j form the first two rows of the rotation matrix, and the third row is given by vector k = i × j, which is a cross product. Note, however, that, although k is perpendicular to i and j, vectors i and j are not necessarily perpendicular due to noisy 3-D-2-D point correspondences. Therefore, the rotation matrix is projected into the SO(3) space by normalizing the magnitude of the eigenvalues.
To solve this system of equations, POS requires at least four points of correspondences in general positions. The CLM and the mixture of pictorial structures model, however, output more than four fiducial points. In our current implementation, we use the following fiducial points, i.e., four eye corners, two nose corners, and a nose tip, as they are less deformable. Fig. 5 shows these points (the red solid circle) on a test image and its corresponding points on the 3-D mean face model.
C. Perspective Selection Procedure
CoHMEt independently tracks the head in each camera stream, and their outputs are further analyzed to choose the best perspective and corresponding head pose. The block diagram in Fig. 6 illustrates this process for a general setup of N cameras, where the cameras are numbered in the increasing order from the leftmost position in the distributed camera array setup. In the proposed system, we utilize three cameras that were positioned to the left, front, and right of the driver, respectively, as shown in Fig. 8 . The system is initialized with the front camera, and during the tracking phase, transitions from one perspective to another are allowed based on the operating range + ) of the selected camera and the yaw movement direction. When tracking is lost, which is due to either the loss of facial point detection or the rejection of the estimated points, reinitialization is performed using a scoring criterion. For the CLM-based approach, the system is reinitialized with the perspective that has the highest symmetry score, where the symmetry of the face is computed using the detected facial landmarks. This ensures that the perspective that is close to the frontal position is chosen. For the MPS-based system, the score obtained during facial landmark detection (explained in Section IV-A2) is utilized. Fig. 7 illustrates this process as applied to the data from naturalistic on-road driving.
V. EXPERIMENTAL EVALUATIONS AND DISCUSSION
The new CoHMEt framework, as introduced in this paper, is evaluated on naturalistic driving data. The data collection was focused and targeted around various maneuvers and events that cause large head turns (away from the driving direction) as they are of special interest for driver safety. By evaluating these select events, we show the need and usefulness of a multiperspective setup for continuous and reliable head tracking. The ground truth head pose is generated by mounting an inertial sensor on top of the driver's head and retrieving the head rotations in pitch, yaw, and roll angles.
A. Test Bed and Data Set
Data are collected from naturalistic and on-road driving using the LISA-A test bed, as shown in Fig. 8 . Three cameras are mounted facing the driver, i.e., one camera on the A pillar, one camera on the front windshield, and one camera near the rearview mirror. They capture the face view in a color video stream at 30 frames/s and a resolution of 640 × 360 pixels.
In addition, the vehicle is instrumented with inertial motion units (IMUs), with sensors placed on the divers head and fixed at the back of the car to track their respective motions. The sensor fusion of the IMUs' data provides precise ground truth head pose data for evaluation. Sensor fusion is required since the IMU attached to the driver's head is affected by the car's movement. To compensate this effect, an IMU that is rigidly fixed to the car is used to capture vehicle dynamics. Multiple IMUs involve calibrated accelerometer and gyroscope sensors. The IMU unit, however, has some drift associated with the gyroscope, which is a commonly known phenomenon. This is overcome by resetting the angle calculation in the beginning of each event, where the initial orientation is provided by hand annotating the face image. Since, on average, each event lasts around 10 s, the drift during this period is practically nonexistent. Using this test bed, multiple drivers were asked to naturally drive on local streets and freeways near the University of California San Diego, La Jolla, CA, USA. Approximately 60 min of data was collected in total, and sunny weather Fig. 10 . Setup of the one-camera view, the two-camera view, and the three-camera view, as discussed and compared for the performance evaluation of the multiview framework. The single-view setup is composed of the center camera only. The two-camera view setup is composed of the left and right cameras. The three-camera view setup is composed of the left, center, and right cameras. conditions allowed for varying lighting conditions. Additionally, driving in an urban setting, the drivers passed through many stop signs and made multiple turns, and driving on the freeway allowed for multiple lane change occurrences, resulting in a data set with wide spatial changes in the head pose.
From the collected data, we select events when the driver is making right/left turns, right/left lane changes, stops at stop signs, and freeway merges. Table II shows the events considered, their respective counts during the total 60-min drive containing all drivers, and the total number of frames accumulated for each event. The evaluations reported in the following section will be on these selected events. It is important to note that each event can induce more than one sequence of spatially wide head movements. Fig. 9 shows a typical histogram of yaw angle distribution during a test drive. It is shown that, while considering the entire drive, the driver is near frontal facing most of the time [see Fig. 9(a) ]. However, the yaw angle distribution is more spread out for the chosen events [see Fig. 9(b) ].
B. On-Road Performance Evaluation
A series of experiments involving the naturalistic on-road data are conducted to characterize the performance of CoHMEt. The performance of CoHMEt, with three cameras and two cameras, are compared with the performance of a single-view approach. The spatial distribution of cameras for a three-, two-, and one-camera view from a top-down perspective is illustrated in Fig. 10 . For a quantitative evaluation over the database, three metrics are used, i.e., the mean absolute error (MAE), the standard deviation error (STD), and the failure rate (the percentage of the time when the system's output is unreliable). Head tracking is considered lost if the estimated head pose is not available or is more than 20
• from the ground truth in either direction of the yaw rotation angle. The number of frames (where the head tracking is lost) normalized by the total number of frames over all the events, gives failure rate.
As shown in Table III , the MPS+POS system shows a general trend of improvement in the failure rate from the onecamera view to the two-camera view to the three-camera view. The best performance of 3.9% failure rate is achieved with the three-camera view compared with that of over 15% for the single view, which is a significant improvement. However, for the CLM+POS system, the two-camera view performed the worst. This is because the CLM+POS system requires a near frontal pose for initialization, and the front camera is absent in the two-camera view configuration. The three-camera view with the front camera again performed the best, with the failure rate dropping by a half compared with the single front camera view. Hence, the choice of algorithms and the camera configurations are tightly coupled. This is further discussed in the following. In Table III , also notice that, irrespective of the number of cameras (observing each column), the MPS+POS algorithm outperforms the CLM+POS approach. This can be attributed to the ability of the MPS formulation to incorporate the global topological variation of the facial landmark due to the different pose using different mixture components. The drawback of MPS, however, is computational complexity. In our experiments, using an Intel 3.0-GHz central processing unit, the MPS+POS system without search space reduction, as explained in Section IV-A., took ∼13 s to process one frame and that with search space reduction took ∼3 s for one frame, which is a fourfold improvement. The CLM+POS system, on the other hand, runs in real time with ∼25 frames/s.
The MAE and STD for pitch, yaw, and roll are relatively similar across different configurations and the placements of cameras. This is expected since a multicamera system independently combines each camera and is bounded by the single-view accuracy. Although a direct comparison with other reported error rates in literature may not be appropriate, e.g., due to different databases, to put in perspective, we refer to the results of the study by Murphy-Chutorian and Trivedi [28] , which are evaluated on on-road data. The authors reported that MAE is < 5
• in the yaw angle when the system is initialized with the ground truth. However, the fully automatic system had MAE > 10
• in the yaw angle with a large STD of ≈ 17
• . Our proposed framework, which is evaluated on the challenging naturalistic on-road data set, has shown good results. . Error distribution with respect to the true head pose in yaw. The graphs reflect the first three error quartiles respective of the true head pose in yaw for the one-camera perspective (first column), the two-camera perspective (second column), and the three-camera perspective (third column) using the CLM+POS system (first row) and the MPS+POS system (second row). Fig. 12 . Quality of the head pose estimation from individual camera views with respect to the head orientations in the yaw angle, which is a useful means of configuring the camera positions to maximize the operational range of the overall system. Next, we show in Fig. 11 the absolute yaw error statistics as a function of the true yaw angle with respect to the front camera. The figure shows the first, second, and third quartile of the errors associated with the respective yaw bins. It can be observed that the single-camera system quickly loses tracks with a high estimation error beyond 30
• in either direction. However, the multicamera system is able to keep track over a much wider span with better error statistics. Moreover, notice that higher errors are associated at the two extremes, which is due to the decreased visibility of facial landmarks caused by self-occlusion.
Finally, we conduct an experiment to study the operational range of the system and, for a given choice of an algorithm, how to obtain the "best" camera placement. We chose the MPS+POS system for this experiment since the MPS formulation provides a facial feature detection score (the higher the better), which we refer to here as quality. Fig. 12 shows the quality of each of the three cameras as a function of the true yaw angle. Given a desired level of quality, this can provide the operational range of a camera and how cameras should be placed with respect to each other to maximize the operational range of the overall system.
VI. CONCLUDING REMARKS
Robust systems for observing the driver behavior will play a key role in the development of IDASs. Analyzing the driver's head movement is becoming an increasingly important aspect of such systems, since it is a strong indicator of the driver's field of view, current focus of attention, and intent. In a driving environment, the driver is prone to make large spatial head movements during maneuvers such as lane changes and right/left turns. During these crucial moments, it is important to continuously and reliably track the head of the driver. Moreover, the system needs to perform uninterrupted with high accuracy to be accepted and trusted by the driver.
In this paper, we have proposed CoHMEt to address the given design criteria. We have presented two approaches of facial feature tracking to compute the head pose, and we have conducted systematic comparative studies with different configurations of multicamera systems. The best system could reliably track the head movement over 96% of the time. The evaluations are performed over the naturalistic real-world driving data set, which is a must as they present the actual scenario. To this end, we have collected a unique and novel data set of naturalistic driving with distributed cameras. The data set targets spatially large head turns (away from the driving direction) during different maneuvers (e.g., merge and lane change) on urban streets and freeways. Going forward, we will pursue a unified framework to combine the two approaches to improve the computational cost without sacrificing the failure rate and the head pose error. Finally, the CoHMEt framework can be also adapted in other "intelligent environments" with multiple participants [44] and multiple sensory cues [45] .
