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Abstract—We consider the problem of designing rateless coded
private distributed matrix-matrix multiplication. A master server
owns two private matrices A and B and wants to hire worker
nodes to help compute the multiplication. The matrices should
remain private from the workers, in an information-theoretic
sense. This problem has been considered in the literature and
codes with a predesigned threshold are constructed. More pre-
cisely, the master assigns tasks to the workers and waits for a
predetermined number of workers to finish their assigned tasks.
The size of the tasks assigned to the workers depends on the
designed threshold.
We are interested in settings where the size of the task must
be small and independent of the designed threshold. We design
a rateless private matrix-matrix multiplications scheme, called
RPM3. Our scheme fixes the size of the tasks and allows the
master to send multiple tasks to the workers. The master keeps
receiving results until it can decode the multiplication. Two
main applications require this property: i) leverage the possible
heterogeneity in the system and assign more tasks to workers
that are faster; and ii) assign tasks adaptively to account for a
possibly time-varying system.
I. INTRODUCTION
We consider the problem in which a master server owns two
private matricesA andB and wants to computeC = AB. The
master splits the computation into smaller tasks and distributes
them to several worker nodes that can run those computations
in parallel. However, waiting for all workers to finish their
tasks suffers from the presence of slow processing nodes [1],
[2], referred to as stragglers, and can outweigh the benefit of
parallelism, see e.g., [3]–[5] and references therein.
Moreover, the master’s data must remain private from the
workers. We are interested in information-theoretic privacy
which does not impose any constraints on the computational
power of the compromised workers. On the other hand,
information-theoretic privacy assumes that the number of
compromised workers is limited by a certain threshold.
We consider applications where the resources of the workers
are different, limited and time-varying. Examples of this
setting include edge computing in which the devices col-
lecting the data (e.g., sensors, tablets, etc.) cooperate to run
the intensive computations. In such applications, the workers
have different computation power, battery life and network
latency which can change in time. We refer to this setting as
heterogeneous and time-varying setting.
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We develop a coding scheme that allows the master to
offload the computational tasks to the workers while satisfying
the following requirements: i) leverage the heterogeneity of the
workers, i.e., assign a number of tasks to the workers that is
proportional to their resources; ii) adapt to the time-varying
nature of the workers; and iii) maintain the privacy of the
master’s data.
We focus on matrix-matrix multiplication since they are a
building block of several machine learning algorithms [6], [7].
We use coding-theoretic techniques to encode the tasks sent
to the workers. We illustrate the use of codes to distribute the
tasks in the following example.
Example 1. Let A ∈ Fr×sq and B ∈ F
s×ℓ
q be two private ma-
trices owned by the master who wants to compute C = AB.
The master has access to 5 workers. At most 2 workers can
be stragglers. The workers do not collude, i.e., the workers
do not share with each other the tasks sent to them by the
master. To encode the tasks, the master generates two random
matrices R ∈ Fr×sq and S ∈ F
s×ℓ
q uniformly at random and
independently from A and B. The master creates two polyno-
mials1 f(x) = R(1−x)+Ax and g(x) = S(1−x)+Bx. The
task sent to worker i is f(ai), and g(ai), i = 1, . . . , 5, where
ai ∈ Fq \ {1}. Each worker computes h(ai) , f(ai)g(ai) =
RS(1− ai)
2 +RBai(1 − ai) +ASai(1 − ai) +ABa
2
i and
sends the result to the master. When the master receives three
evaluations of h(x) , f(x)g(x), it can decode the whole
polynomial of degree 2. In particular, the master can compute
AB = h(1). The privacy of A and B is maintained because
each matrix is padded by a random matrix before being sent
to a worker.
In Example 1, even if there are no stragglers, the master
ignores the responses of two workers. In addition, all the
workers obtain computational tasks of the same complexity2.
We highlight in Example 2 the main ideas of our scheme
that allow the master to assign tasks of different complexity
to the workers and use all the responses of the non stragglers.
Example 2. Consider the same setting as in Example 1.
Assume that workers 1, 2 and 3 are more powerful than the
others. The master splits A into A =
[
A
T
1 A
T
2
]T
and
1The multiplication and addition within the polynomials is element-wise,
e.g., each element of A is multiplied by x.
2Each evaluation of the polynomial f(x) (or g(x)) is a matrix of the same
dimension as A (or B). The computational complexity of the task is therefore
proportional to the dimension of the created polynomial.
2Worker 1 Worker 2 Worker 3 Worker 4 Worker 5
Round 1
R1(1− a1) +A1a1 R1(1− a2) +A1a2 R1(1− a3) +A1a3 R1(1− a4) +A2a4 R1(1− a5) +A2a5
S1(1− a1) +Ba1 S1(1 − a2) +Ba2 S1(1 − a3) +Ba3 S1(1− a4) +Ba4 S1(1 − a5) +Ba5
Round 2
R2(1− a1) + (A1 +A2)a1 R2(1 − a2) + (A1 +A2)a2 R2(1 − a3) + (A1 +A2)a3
S2(1− a1) +Ba1 S2(1 − a2) +Ba2 S2(1− a3) +Bua3
TABLE I: A depiction of the tasks sent to the workers in Example 2.
wants C =
[
(A1B)
T (A2B)
T
]T
. The master divides the
computations into two rounds. In the first round, the master
generates two random matrices R1 ∈ F
r/2×s
q and S1 ∈ F
s×ℓ
q
uniformly at random and independently from A and B. The
master creates four polynomials:
f
(1)
1 (x) = R1(1− x) +A1x,
f
(2)
1 (x) = R1(1− x) +A2x,
g
(1)
1 (x) = g
(2)
1 (x) = S1(1− x) +Bx.
The master sends f
(1)
1 (ai) and g
(1)
1 (ai) to workers 1, 2, 3, and
sends f
(2)
1 (ai) and g
(2)
1 (ai) to workers 4, 5, where ai ∈ Fq \
{0, 1}. Workers 1, 2, 3 compute h
(1)
1 (ai) , f
(1)
1 (ai)g
(1)
1 (ai)
and workers 4, 5 compute h
(2)
1 (ai) , f
(2)
1 (ai)g
(2)
1 (ai).
The master starts round 2 when workers 1, 2, 3 finish their
tasks. It generates two random matrices R2 ∈ F
r/2×s
q and
S2 ∈ F
s×ℓ
q and creates f
(1)
2 (x) = R2(1− x) + (A1 +A2)x,
g
(1)
2 (x) = S2(1 − x) +Bx and sends evaluations to the first
three workers which compute h
(1)
2 (x) , f
(1)
2 (x)g
(1)
2 (x). One
main component of our scheme is to generate A˜1 , A1,
A˜2 , A2 and A˜3 , A1 + A2 as Fountain-coded [8]–[10]
codewords of A1 and A2. The tasks sent to the workers are
depicted in Table I.
Decoding C: The master has two options: 1) workers
4 and 5 finish their first task before workers 1, 2, 3 finish
their second tasks, i.e., no stragglers. The master interpolates
h
(1)
1 (x) and obtains h
(1)
1 (1) = A1B and h
(1)
1 (0) = R1S1.
Notice that h
(2)
1 (0) = h
(1)
1 (0) = R1S1. Thus, the mas-
ter also has three evaluations of h
(2)
1 (x) and can obtain
A2B. 2) workers 4 and 5 are stragglers and do not fin-
ish their first task before workers 1, 2, 3 finish their second
tasks. The master interpolates (decodes) both h
(1)
1 (x) and
h
(1)
2 (x). In particular, the master obtains A1B = h
(1)
1 (1) and
A2B = (A1 +A2)B−A1B = h
(1)
2 (1)−A1B. The privacy
of A and B is maintained because each matrix is padded by
a different random matrix before being sent to a worker.
Related work: The use of codes to mitigate stragglers
in distributed linear computations was first proposed in [5]
without privacy constraints. Several works such as [11]–[19]
propose different techniques improving on [5] and provide
fundamental limits on distributed computing. Straggler mit-
igation with privacy constraints is considered in [20]–[29].
The majority of the literature assumes a threshold of fixed
number of stragglers. In [20], [21] the authors consider the
setting in which the number of stragglers is not known a priori
and design schemes that can cope with this setting. However,
[20], [21] consider the matrix-vector multiplication setting in
which only the input matrix must remain private. Our proposed
scheme can be seen as a generalization of the coding scheme
in [21] to handle matrix-matrix multiplication.
Contributions: We present a rateless coding scheme for
private matrix-matrix multiplication. Our method is based on
dividing the input matrices into smaller parts and encode the
small parts using rateless Fountain codes. The Fountain-coded
matrices are then encoded into small computational tasks
(using several Lagrange polynomials) and sent to the workers.
The master adaptively sends tasks to the workers. In other
words, the master first sends a small task each worker and
then starts sending new small tasks to workers who finished
their previous task. We show that our scheme satisfies the
following properties: i) it maintains the privacy of the input
matrices against a given number of colluding workers; ii) it
leverages the heterogeneity of the resources at the workers;
and iii) it adapts to the time-varying resources of the workers.
II. PRELIMINARIES
We set the notation and define the problem setting.
Notation: For any positive integer n we define [n] ,
{1, . . . , n}. We denote by n the total number of workers.
For i ∈ [n] we denote worker i by wi. For a prime power
q, we denote by Fq the finite field of size q. We denote by
H(A) the entropy of the random variable A and the mutual
information between two random variables A and B by I(A;B).
All logarithms are to the base q.
Problem setting: The master possesses two private matrices
A ∈ Fr×sq and B ∈ F
s×ℓ
q uniformly distributed over their
respective fields and wants to compute C = AB ∈ Fr×ℓq .
The master has access to n workers that satisfy the following
properties: 1) The workers have different resources. They can
be grouped into c > 1 clusters with nu workers, u = 1, . . . , c,
with similar resources such that
∑
u∈[c] nu = n. 2) The
resources available at the workers can change with time.
Therefore, the size of the clusters and their number can change
throughout the multiplication ofA andB. 3) The workers have
limited computational capacity. 4) Up to z, 1 ≤ z < min
u∈[c]
nu,
workers collude to obtain information about A and/or B. If
z = 1, we say the workers do not collude.
The master splits A row-wise and B column-wise into
m and k smaller sub-matrices, respectively, i.e., A =[
A
T
1 , . . . ,A
T
m
]T
, and B =
[
B1, . . . ,Bk
]
. The master sends
several computational tasks to each of the workers such that
each task has the same computational complexity as AiBj ,
i ∈ [m], j ∈ [k]. After receiving enough responses from the
workers, the master should be able to compute C = AB.
Definition 1 (Double-sided z-private matrix-matrix multipli-
cation scheme). We say that a matrix-matrix multiplication
scheme is double-sided z-private if any collection of z collud-
ing workers learns nothing about the input matrices involved
in the multiplication. Let A and B be the random variables
representing the input matrices. We denote by Wi the set of
3random variables representing all the tasks assigned to wi,
i = 1, . . . , n. For a set A ⊆ [n] we define WA as the set
of random variables representing all tasks sent to workers
indexed by A, i.e., WA = {Wi|i ∈ A}. Then the privacy
constraint can be expressed as
I (A,B;WZ) = 0, ∀Z ⊂ [n], s.t. |Z| = z. (1)
Let Ri be the set of random variable representing all the
computational results of wi received at the master. Let C be the
random variable representing the matrix C. The decodability
constraint can be expressed as
H (C|R1, . . . ,Rn) = 0. (2)
Note that the sets Ri can be of different cardinality, and some
may be even empty, reflecting the heterogeneity of the system
and the straggler tolerance.
Let the download rate, ρ, of the scheme be defined as the
ratio between the number of needed tasks to compute C and
the number of responses sent by the workers to the master,
ρ =
mk
number of received responses
.
We are interested in designing rateless double-sided z-private
codes for this setting. By rateless, we mean that the download
rate, or simply rate, of the scheme is not fixed a priori, but it
changes depending to the resources available at the workers.
For instance, the rate of the scheme in Example 1 is fixed to
1/3, whereas the rate of the scheme in Example 2 is either
2/5 or 1/3 depending on the behavior of the workers.
III. RPM3 SCHEME
We provide a detailed explanation of our RPM3 (Rate-
less Private Matrix-Matrix Multiplication) scheme and prove
the following theorem.
Theorem 1. Consider a matrix-matrix multiplication setting
as described in Section II. The RPM3 scheme defined next is
a rateless double-sided z-private matrix-matrix multiplication
scheme that adapts to the heterogeneous behavior of the
workers.
Proof: The proof is constructive. We give the details of
the construction in Sections III-A and III-B. In Section III-C
we show that the master can obtain the desired the computa-
tion. We prove the privacy constraint in Section III-D.
A. Data encoding
The master divides the encoding into rounds. At a given
round t, the workers are grouped into c clusters each of nu
workers, u = 1, . . . , c and
∑c
u=1 nu = n. We shall defer
the clustering technique to the next section. We define d1 ,
⌊n1−2z+12 ⌋ and du , ⌊
nu−z+1
2 ⌋ for u = 2, . . . , c. The master
generates c Lagrange polynomial pairs f
(u)
t (x) and g
(u)
t (x).
Each polynomial f
(u)
t (x) contains du Fountain-coded matrices
A˜
(u)
t,κ , κ = 1, . . . , du, defined as
3
A˜
(u)
t,κ ,
∑m
i=1 b
(u)
κ,iAi, where
3Note that b
(u)
κ,i
also depends on t, but we remove the subscript t for the
ease of notation.
b
(u)
κ,i ∈ {0, 1}. Similarly, each polynomial g
(u)
t (x) contains
du Fountain-coded matrices B˜
(u)
t,κ ,
∑k
j=1 b
(u)
κ,jBj where
b
(u)
κ,j ∈ {0, 1} are chosen randomly [9]. The master generates
2z uniformly random matrices Rt,1, . . . ,Rt,z ∈ F
r/m×s
q and
St,1, . . . ,St,z ∈ F
s×ℓ/k
q .
Let dmax = maxu du and αδ ∈ Fq for δ ∈ [dmax + z] be
distinct elements of Fq . The polynomials are constructed as
shown in (3) and (4).
f
(u)
t (x) =
z∑
δ=1
Rt,δ
∏
ν∈[du+z]\{δ}
x− αν
αδ − αν
+
du+z∑
δ=z+1
A˜
(u)
t,δ−z
∏
ν∈[du+z]\{δ}
x− αν
αδ − αν
, (3)
g
(u)
t (x) =
z∑
δ=1
St,δ
∏
ν∈[du+z]\{δ}
x− αν
αδ − αν
+
du+z∑
δ=z+1
B˜
(u)
t,δ−z
∏
ν∈[du+z]\{δ}
x− αν
αδ − αν
. (4)
The master chooses n distinct4 elements βi ∈ Fq \
{α1, · · · , αdmax+z}, i = 1, . . . , n. For each worker, wi the
master checks the cluster u to which this worker belongs, and
sends f
(u)
t (βi), g
(u)
t (βi) to that worker.
B. Clustering of the workers and task distribution
Clustering: For the first round t = 1, the master groups all the
workers in one cluster of size n1 = n. The master generates
tasks as explained above and sends them to the workers.
For t > 1, the master wants to put workers that have similar
response times in the same cluster. In other words, workers
that send their results in round t − 1 to the master within a
pre-specified interval of time will be put in the same cluster.
Let ∆ be the length of the time interval desired by the master.
In addition to the time constraint, the first cluster must
satisfy n1 ≥ 2z−1 workers and all other clusters must satisfy
nu ≥ z + 1 workers u = 2, . . . , c. Those constraints ensure
that the master can decode the respective polynomials h
(u)
t (x)
as explained in the next section.
Let η1 be
5 the time spent until the result of wi1 is received
by the master (at round t − 1). All workers that send their
results before time η1+∆ are put in cluster 1. If n1 ≥ 2z−1,
the master moves to cluster 2. Otherwise, the master increases
∆ so that n1 ≥ 2z − 1. The master repeats the same until
putting all the workers in different clusters guaranteeing nu ≥
z + 1, u = 2, . . . , c.
Over the course of the computation process, the master
keeps measuring the empirical response time of the workers.
The response time of a worker is the time spent by that worker
to receive, compute and return the result of one task. Having
those measurements, the master can update the clustering
accordingly when needed using the same time intervals.
4Choosing the βi’s carefully is needed to maintain the privacy constraints
as explained in the sequel.
5In this section, all variables depend on t. However, we omit t for the
clarity of presentation.
4Task distribution: At the beginning of the algorithm, the
master generates tasks assuming all workers are in the same
cluster and sends those tasks to the workers. For round 2 the
master arranges the workers in their respective clusters and
sends tasks accordingly. Afterwards, when the master receives6
a task from worker wi, it checks at which round ti this worker
is (how many tasks did the worker finish so far) and to which
cluster u it belongs. The master generates f
(u)
ti+1
(x), h
(u)
ti+1
(x)
if wi is the first worker of cluster ui to finish round ti and
sends f
(u)
ti+1
(βi), h
(u)
ti+1
(βi) to wi.
C. Decoding
At a given round t, the master first waits for the n1 fastest
workers belonging cluster 1 to finish computing their tasks so
that it can interpolate h
(1)
t (x). This is possible because the
master obtains n1 = 2d1+2z−1 evaluations of h
(1)
t (x) equal
to the degree of h
(1)
t (x) plus one. By construction, for a given
t, the polynomials f
(u)
t (x) and g
(u)
t (x) share the same random
matrices as coefficients, see (3) and (4). Thus, for ζ = 1, . . . , z,
the polynomials h
(u)
t (x) share the following z evaluations
h
(1)
t (αζ) = h
(2)
t (αζ) = · · · = h
(c)
t (αζ) = Rt,ζSt,ζ. (5)
Therefore, the master can interpolate h
(u)
t (x) when nu
workers of cluster u, u = 2, . . . , c, return their results. This
is possible because the master receives nu = 2du + z − 1
evaluations of h
(u)
t (x) and possesses the z evaluations shared
with h
(1)
t (x). Allowing the polynomials to share the random-
ness enables us to reduce the number of workers from every
cluster u > 1 by z workers.
After successfully interpolating a polynomial h
(u)
t (x) for a
given round t and a cluster u, the master computes du products
of Fountain-coded matrices
h
(u)
t (ακ+z) = A˜
(u)
t,κ B˜
(u)
t,κ (6)
for κ = 1, . . . , du. The master feeds those du computations to
a peeling decoder [8]–[10], [19] and continues this process
until the peeling decoder can successfully decode all the
components of the matrix C.
D. Proof of double-sided privacy
Since the master generates new random matrices at each
round, it is sufficient to prove that the privacy constraint given
in (1) holds at each round separately. The proof is rather
standard and follows the same steps as [21], [27]. We give a
complete proof in the Appendix for completeness and provide
next a sketch of the proof.
Let Wi,t be the set of random variables representing the
tasks sent to worker wi at round t. For a set A ⊆ [n] we
define WA,t as the set of random variables representing the
6To avoid idle time at the workers, the master can measure the expected
computation time of each worker at round ti− 1. Using this information, the
master can then send a task to a worker in a way that this worker will receive
the task right after finishing its current computation. This will guarantee that
the worker will not be idle during the transmission of tasks to and from the
master. See [18] for more details.
tasks sent to the workers indexed by A at round t, i.e.,WA,t ,
{Wi,t|i ∈ A}. We want to prove that at every round t
I (A,B;WZ,t) = 0, ∀Z ⊂ [n], s.t. |Z| = z. (7)
To prove (7) it is enough to show that given the input
matrices A and B, any collection of z workers wi1 , . . . , wiz ,
can use the tasks given to them at round t to obtain the random
matrices Rt,1, . . . ,Rt,z and St,1, . . . ,St,z .
Proving that a collection of z workers wi1 , . . . , wiz , can
obtain the random matrices Rt,1, . . . ,Rt,z and St,1, . . . ,St,z
given their tasks and A and B follows from the use of
Lagrange polynomials.
IV. RATE ANALYSIS
We analyse the rate of our RPM3 scheme for the special
case where the resources of the workers in different clusters
are proportional to each other, e.g., the resources of workers
in cluster 1 are three times higher than those of workers in
cluster 2. In addition, we assume that the workers in the same
clusters have very similar response time. We compare RPM3
to the scheme in [25] that has an improved rate over using the
Lagrange polynomials but does not exist for all values of m
and k.
Rate of RPM3: Let τu be the number of rounds finished
(tasks successfully computed) by all the workers in cluster
u, u = 1, . . . , c. Under this assumption, there exist integers
γu1,u2 ≥ 1 for u1, u2 ∈ [c], u1 < u2, such that τu1 =
γu1,u2τu2 . This means that the number of tasks computed by
workers in cluster u1 is γu1,u2 times more than the number
of tasks computed by workers in the slower cluster u2.
Lemma 1. Consider a private distributed matrix-matrix mul-
tiplication with n workers out of which at most z can collude.
Let the input matrices A and B be split into m and k sub
matrices, respectively.
Let c be the number of clusters of workers and τu be
the number of rounds in which the polynomial h
(u)
t (x), t =
1, . . . , τu is interpolated at the master. Then, for a ε overhead
required by the Fountain code decoding process, the rate of
the RPM3 scheme under the special case described above is
ρ =
mk
2mk(1 + ε) + (z − 1)τc
∑c
u=1 γu,c + zτcγ1,c
. (8)
We defer the proof of Lemma 1 to the end of this section.
Lemma 1 shows a tradeoff between the rate of the scheme
and its adaptivity to heterogeneous systems. Dividing the
workers into c clusters and sending several polynomials to
the workers affects the rate of the scheme. The loss in
the rate appears in the term (z − 1)τc
∑c
u=2 γu,c. However,
sending several polynomials to the workers allows the master
a flexibility in assigning a number of tasks proportional to the
resources of the workers; Hence, increasing the speed of the
computing process.
The main property of RPM3 is that the rate of the scheme
is independent of the degree of the encoding polynomials
and from the number of available workers n. The rate only
depends on the number of assigned tasks to the workers in
different clusters. This property reflects the ability of RPM3
5to flexibly assign the tasks to the workers based on their
available resources. In addition, this property reflects the fact
that RPM3 can design tasks to have arbitrarily small size to
fit the computational power of the available workers.
Comparison to the improved scheme of [25]: This scheme
has a better rate than naively using Lagrange polynomials to
send the tasks to the workers. The better rate is achieved by
aligning the coefficients in f
(u)
t (x) and g
(u)
t (x) to reduce the
number of needed evaluations7 from the workers. We assume
that master sends several tasks to the workers. Each task is of
size mIkI where (mI + z)(kI + 1) − 1 = n − s to tolerate
s stragglers. The master must send ⌈mk/mIkI⌉ tasks to the
workers. The rate of this scheme is given by
ρI =
⌈
mk
mIkI
⌉
mIkI
(mI + z)(kI + 1)− 1
.
To compare the rates of RPM3 and the naive scheme we
assume that mk divides mIkI and compute the ratio ρI/ρ
ρI
ρ
=
2mk(1 + ε) + (z − 1)τc
∑c
u=1 γu,c + zτcγ1,c
(mI + z)(kI + 1)− 1
. (9)
Let D , mIkI − mk(1 + ε) be the difference between the
number of multiplications needed by the master to obtain AB
when using the improved scheme and RPM3. From (9) we
deduce that the rate of RPM3 is smaller than the one of [25]
when the following holds.
D +mI + zkI + z − 1 ≤ mk(1 + ε) + zτcγ1,c
+ (z − 1)τc
c∑
u=1
γu,c.
The right hand side of the previous equation is always positive.
Therefore, for values of mI , kI ,m, k and z such that
8 mI +
zkI+z−1 ≤ −D, the improved scheme has a smaller rate than
RPM3 independently of the number of clusters and the number
of tasks sent to each cluster when using RPM3. However, when
mI + zkI + z − 1 > −D, the loss in rate of RPM3 depends
on the number of clusters and on the number of tasks sent to
each cluster. More precisely, the loss of rate in RPM3 mainly
happens due to sending several polynomials per round.
However, the crucial advantage of RPM3 is the reduced
time spent at the master to finish its computation. In RPM3,
the master waits until each worker of the slowest cluster
computes τc tasks. Whereas, in the scheme of [25] the master
waits until every non-straggling worker computes ⌈mk/mIkI⌉
tasks. In particular, assume that the slowest non-straggler in
the improved scheme belongs to the slowest cluster in RPM3.
If τc < ⌈mk/mIkI⌉, then in RPM3 the master waits for the
slowest workers to compute a smaller number of tasks which
increases the speed of the computation with high probability.
Proof of Lemma 1: To prove Lemma 1, we count the
number of results N collected by the master at the end of the
7Note that one could use the polynomials of the improved scheme in [25]
instead of Lagrange polynomials to improve the rate of the RPM3 scheme.
However, the polynomials in [25] require a large number of workers (per
cluster in our case) and do not exist for all values of m and k.
8In general, we expect D to be negative because RPM3 can generate smaller
tasks, i.e., m ≥ mI and k ≥ kI .
computation process. From each cluster of workers u, u =
1, . . . , c the master collects nuτu results. Recall that n1 =
2d1 +2z − 1 and nu = 2du + z − 1 for u = 2, . . . , c. We can
write the following
N =
c∑
u=1
nuτu
=
c∑
u=2
(2du + z − 1)τu + (2d1 + 2z − 1)τ1
=
c∑
u=1
2duτu + (z − 1)
c∑
u=1
τu + zτ1
= 2mk(1 + ε) + (z − 1)τc
c∑
u=1
γu,c + zτcγ1,c. (10)
Equation (10) follows from the fact that
∑c
u=1 duτu =
mk(1 + ε). This is true because the master needs mk(1 + ε)
different values of A˜
(u)
i,t B˜
(u)
j,t in total to computeAB and each
interpolated polynomial h
(u)
t (x) encodes du such values.
V. CONCLUSION
We consider the heterogeneous setting of the private dis-
tributed matrix-matrix multiplication. The workers have differ-
ent resources that are time-varying. We design a scheme called
RPM3 that allows the master to group the workers in clusters
of workers with similar resources. Each cluster of workers
is assigned a number of tasks proportional to the resources
available to the workers, i.e., faster workers compute more
tasks and slower workers compute less tasks. This flexibility
increases the speed of the computation.
In the special case where the resources of the workers in
different clusters are proportional to each other, we show that
there exists a tradeoff between the flexibility of the RPM3
and its rate. We believe that this tradeoff holds true in the
general setting as well. We leave the time analysis of the
RPM3 scheme as an interesting open problem. Such analysis
provides a better understanding the effect of reducing the rate
(increasing the number of required tasks from the workers) on
the speed of the computation.
REFERENCES
[1] J. Dean and L. A. Barroso, “The tail at scale,” Communications of the
ACM, vol. 56, no. 2, pp. 74–80, 2013.
[2] J. Dean, G. Corrado, R. Monga, K. Chen, M. Devin, M. Mao, A. Senior,
P. Tucker, K. Yang, Q. V. Le, et al., “Large scale distributed deep net-
works,” in Advances in neural information processing systems, pp. 1223–
1231, 2012.
[3] G. Ananthanarayanan, A. Ghodsi, S. Shenker, and I. Stoica, “Effective
straggler mitigation: Attack of the clones,” in Presented as part of the
10th USENIX Symposium on Networked Systems Design and Implemen-
tation (NSDI 13), pp. 185–198, 2013.
[4] G. Liang and U. C. Kozat, “Fast cloud: Pushing the envelope on delay
performance of cloud storage with coding,” IEEE/ACM Transactions on
Networking, vol. 22, no. 6, pp. 2012–2025, 2014.
[5] K. Lee, M. Lam, R. Pedarsani, D. Papailiopoulos, and K. Ramchandran,
“Speeding up distributed machine learning using codes,” IEEE Trans-
actions on Information Theory, vol. 64, no. 3, pp. 1514–1529, 2017.
[6] J. A. Suykens and J. Vandewalle, “Least squares support vector machine
classifiers,” Neural processing letters, vol. 9, no. 3, pp. 293–300, 1999.
[7] G. A. Seber and A. J. Lee, Linear regression analysis, vol. 329. John
Wiley & Sons, 2012.
6[8] D. J. MacKay, “Fountain codes,” IEEE Proceedings-Communications,
vol. 152, no. 6, pp. 1062–1068, 2005.
[9] M. Luby, “Lt codes,” in The 43rd Annual IEEE Symposium on Founda-
tions of Computer Science (FOCS), pp. 271–280, 2002.
[10] A. Shokrollahi, “Raptor codes,” IEEE/ACM Transactions on Networking
(TON), vol. 14, no. SI, pp. 2551–2567, 2006.
[11] A. Mallick, M. Chaudhari, and G. Joshi, “Rateless codes for near-
perfect load balancing in distributed matrix-vector multiplication,” arXiv
preprint arXiv:1804.10331, 2018.
[12] T. Baharav, K. Lee, O. Ocal, and K. Ramchandran, “Straggler-proofing
massive-scale distributed matrix multiplication with d-dimensional prod-
uct codes,” in IEEE International Symposium on Information Theory
(ISIT), pp. 1993–1997, 2018.
[13] S. Wang, J. Liu, and N. Shroff, “Coded sparse matrix multiplication,”
arXiv preprint arXiv:1802.03430, 2018.
[14] Q. Yu, M. Maddah-Ali, and S. Avestimehr, “Polynomial codes: an
optimal design for high-dimensional coded matrix multiplication,” in
Advances in Neural Information Processing Systems (NIPS), pp. 4403–
4413, 2017.
[15] S. Li, M. A. Maddah-Ali, Q. Yu, and A. S. Avestimehr, “A funda-
mental tradeoff between computation and communication in distributed
computing,” IEEE Transactions on Information Theory, vol. 64, no. 1,
pp. 109–128, 2018.
[16] Q. Yu, M. A. Maddah-Ali, and A. S. Avestimehr, “Straggler mitigation in
distributed matrix multiplication: Fundamental limits and optimal cod-
ing,” in IEEE International Symposium on Information Theory (ISIT),
pp. 2022–2026, 2018.
[17] M. Fahim, H. Jeong, F. Haddadpour, S. Dutta, V. Cadambe, and
P. Grover, “On the optimal recovery threshold of coded matrix multipli-
cation,” in 55th Annual Allerton Conference on Communication, Control,
and Computing, pp. 1264–1270, 2017.
[18] Y. Keshtkarjahromi, Y. Xing, and H. Seferoglu, “Dynamic heterogeneity-
aware coded cooperative computation at the edge,” arXiv preprint,
rXiv:1801.04357v3, 2018.
[19] A. K. Pradhan, A. Heidarzadeh, and K. R. Narayanan, “Factored LT and
factored raptor codes for large-scale distributed matrix multiplication,”
CoRR, vol. abs/1907.11018, 2019.
[20] R. Bitar, P. Parag, and S. El Rouayheb, “Minimizing latency for
secure distributed computing,” in IEEE International Symposium on
Information Theory (ISIT), pp. 2900–2904, 2017.
[21] R. Bitar, Y. Xing, Y. Keshtkarjahromi, V. Dasari, S. E. Rouayheb,
and H. Seferoglu, “Private and rateless adaptive coded matrix-vector
multiplication,” arXiv preprint arXiv:1909.12611, 2019.
[22] H. Yang and J. Lee, “Secure distributed computing with straggling
servers using polynomial codes,” IEEE Transactions on Information
Forensics and Security, vol. 14, no. 1, pp. 141–150, 2018.
[23] R. G. DOliveira, S. El Rouayheb, and D. Karpuk, “Gasp codes for secure
distributed matrix multiplication,” IEEE Transactions on Information
Theory, 2020.
[24] W.-T. Chang and R. Tandon, “On the capacity of secure distributed ma-
trix multiplication,” in 2018 IEEE Global Communications Conference
(GLOBECOM), pp. 1–6, IEEE, 2018.
[25] J. Kakar, S. Ebadifar, and A. Sezgin, “Rate-efficiency and straggler-
robustness through partition in distributed two-sided secure matrix
computation,” arXiv preprint arXiv:1810.13006, 2018.
[26] M. Aliasgari, O. Simeone, and J. Kliewer, “Distributed and private coded
matrix computation with flexible communication load,” in 2019 IEEE
International Symposium on Information Theory (ISIT), pp. 1092–1096,
IEEE, 2019.
[27] Q. Yu, S. Li, N. Raviv, S. M. M. Kalan, M. Soltanolkotabi, and S. A.
Avestimehr, “Lagrange coded computing: Optimal design for resiliency,
security, and privacy,” in The 22nd International Conference on Artificial
Intelligence and Statistics (AISTATS), pp. 1215–1225, 2019.
[28] Q. Yu and A. S. Avestimehr, “Entangled polynomial codes for secure,
private, and batch distributed matrix multiplication: Breaking the “cubic”
barrier,” arXiv preprint arXiv:2001.05101, 2020.
[29] M. Kim and J. Lee, “Private secure coded computation,” in IEEE
International Symposium on Information Theory (ISIT), pp. 1097–1101,
2019.
APPENDIX
We want to prove that every round t, the tasks sent to the
workers do not reveal any information about the input matrices
A and B. Recall that we define Wi,t as the set of random
variables representing the tasks sent to worker wi at round t.
In addition, for a set A ⊆ [n] we define WA,t as the set of
random variables representing the tasks sent to the workers
indexed by A at round t, i.e., WA,t , {Wi,t|i ∈ A}. The
privacy constraint is then expressed as
I (A,B;WZ,t) = 0, ∀Z ⊂ [n], s.t. |Z| = z.
We start by proving the privacy constraint for A. For a set
A ⊆ [n], let FA,t be the set of random variables representing
the evaluations of f
(u)
t (x) sent to workers indexed by the set
A at round t. We want to prove
I (A;FZ,t) = 0, ∀Z ⊂ [n], s.t. |Z| = z.
Proving the satisfaction of the privacy constraint for B follows
the same steps and is omitted.
Let K be the set of random variable presenting the random
matrices Rt,1, . . . ,Rt,z generated by the master at round t.
We start by showing that proving the privacy constraint is
equivalent to proving that H(K | FZ ,A) = 0 for all Z ⊆
[n], |Z| = z. The explanation of H(K | FZ ,A) = 0 is that
given the matrix A and all the tasks received at round t, any
collection of z workers can obtain the value of the matrices
Rt,1, . . . ,Rt,z . To that end we write,
H(A | FZ) = H(A)−H(FZ) +H(FZ | A) (11)
= H(A)−H(FZ) +H(FZ | A)
−H(FZ | A,K) (12)
= H(A)−H(FZ) + I(FZ ;K | A)
= H(A)−H(FZ) +H(K | A)−H(K | FZ ,A)
= H(A)−H(FZ) +H(K)−H(K | FZ ,A)
= H(A)−H(K | FZ ,A). (13)
Equation (12) follows because H(FZ | A,K) = 0, i.e.,
the tasks sent to the workers are a function of the matrix
A and the random matrices Rt,1, . . . ,Rt,z which is true
by construction. In (13) we use the fact that the random
matrices Rt,1, . . . ,Rt,z are chosen independently from A,
i.e., H(K | A) = H(K). Equation (13) follows because for
any collection of z workers, the master assigns z tasks each
of which has the same dimension as Rt,δ, δ ∈ {1, . . . , z}. In
addition, all matrices Rt,1, . . . ,Rt,z are chosen independently
and uniformly at random; hence, H(FZ) = H(K).
Therefore, since the entropy H(.) is positive, proving that
H(A | FZ) = H(A) is equivalent to proving that H(K |
FZ , A) = 0.
The remaining part of the proof is to show that given the
matrix A and all the tasks received at round t, any collection of
z workers can obtain the value of the matrices Rt,1, . . . ,Rt,z.
This follows immediately from the use of Lagrange polynomi-
als and setting the random matrices as the first z coefficients.
More precisely, given the data matrix as side information,
the tasks sent to any collection of z workers become the
evaluations of a Lagrange polynomial of degree z − 1 whose
coefficients are the random matrices Rt,1, . . . ,Rt,z . Thus, the
workers can interpolate that polynomial and obtain the random
matrices.
