Topic modeling is an important tool in social media analysis, allowing researchers to quickly understand large text corpora by investigating the topics underlying them. One of the fundamental problems of topic models lies in how to assess the quality of the topics from the perspective of human interpretability. How well can humans understand the meaning of topics generated by statistical topic modeling algorithms? In this work we advance the study of this question by introducing Topic Consensus: a new measure that calculates the quality of a topic through investigating its consensus with some known topics underlying the data. We view the quality of the topics from three perspectives: 1) topic interpretability, 2) how documents relate to the underlying topics, and 3) how interpretable the topics are when the corpus has an underlying categorization. We provide insights into how well the results of Mechanical Turk match automated methods for calculating topic quality. The probability distribution of the words in the topic best fit the Topic Coherence measure, in terms of both correlation as well as finding the best topics.
INTRODUCTION
Text analysis has proven to be one of the cornerstones of social media analysis. Researchers can usually rely on text to give them signal for their specific problem. Text has been used to greatly aid problems such as opinion mining [27] , and user home location detection [15] , and to find users in crisis situations [19] . Topic modeling is one of the fundamental text analysis techniques in social media. Topic modeling takes a corpus of text and finds the underlying topics in it. This process is akin to organizing newspaper articles by the "section" in which they appear, and simultaneously ranking words for that section. Topic modeling algorithms have been widely used for many tasks in social media research, such as using text to find important topics of discussion in crisis scenarios [12] , event detection and analysis [9] , and finding a Twitter user's home location [5] .
Latent Dirichlet Allocation [2] , commonly known as LDA, is the dominating topic modeling algorithm. The key advance with LDA is that it models a document as a distribution over topics, and a topic as a distribution over the vocabulary in the corpus. The topic distributions are manually inspected in many studies to show that some underlying pattern exists in the corpus. The meaning behind these topics is often interpreted by the author, and topics are often given a title or name to reflect the author's understanding of the underlying meaning of the topics. One existing concern with topic modeling algorithms lies with how well human beings can actually understand the topics produced by these algorithms. It may be true that when presented with a group of words a human will always be able to assign some meaning. Measuring the consensus of this meaning against the known underlying properties of the data is the major thrust of this work. We focus on three measures that can be used to calculate the interpretability of topics. First, we reproduce two measures previously introduced in Chang et. al [4] . We find that while these two measures can help to measure the interpretability, they do not show how well the statistical topics illuminate the underlying themes in the data. We continue to introduce Topic Consensus, which measures topic quality based on how well the humans are able to understand the consensus between the topics and the underlying themes. We show that Topic Consensus approximates a different aspect of the LDA topics, helping researchers to better understand the topics generated from their data.
Consensus and interpretability measures for topics rely on crowdsourcing, having human participants answer questions regarding the topics. While this is an important analytical step, these methods can be expensive and time consuming to reproduce, making this analysis out of reach to many researchers. To overcome this problem, we propose a method that uses automatic, computational measures to assess the quality of topics without the need for "Turkers": the human workers who carry out the tasks for our experiments. We compare the performance of several automated measures introduced previously as well as in this work against those that rely on crowdsourcing to give researchers insight into which measures can be used to assess the quality of their topics. In this way we allow for scalable and cheap methods to assess the topics generated by any topic modeling algorithm.
The main contributions of this work are as follows:
• We propose a new consensus measure, Topic Consensus, that can estimate how well an individual topic represents an underlying topic in the corpus.
• By employing automated measures on the topics, we show that the process of measuring the quality of the topics both from the interpretability and consensus perspectives can be automated. This will allow future researchers to incorporate this topic evaluation framework at scale.
RELATED WORK
Chang et. al conducted the first interpretability study on topic models [4] . In their paper, the authors focus on two main validation schemes for topic models: "Word Intrusion" which studies the top words within a topic by discovering how well participants can identify a word that does not belong. They also introduce "Topic Intrusion", which studies how well the topic probabilities for a document match with a human's understanding of this document by showing three highly-probably topics, and one improbably topic, and asking the worker to select the "intruder". These experiments focus on the humans' understanding of the dataset. Lau et. al [13] furthers this study by building heuristics to guess the actions of the workers. Other investigations into measuring topic quality include Roder et. al [22] , who automatically explore the space of topic quality measures and aggregation functions to find the measure that best approximates model precision. Moreover, Wallach et. al [28] proposes Topic Size and Topic Coherence which we include in this work. Newman et al. [21] proposes a measure for topic coherence based on Pointwise Mutual Information. Furthermore, Aletras and Stevenson [1] measure the quality topics by inspecting the vector similarity. We use these measures by including them in our suite of automated measures that we use to test the crowdsourced measures later in the paper. We assess which of these measures can help us to predict which topics will perform well without the help of the Turkers.
LDA has been used in a wide array of domains. LDA was verified on scientific corpora to show that the topics that were produced by the model made sense [2, 6] . Recently, LDA has been used to study the trends in scientific topics (for example, "Information Retrieval", and "HIV") over time, to see how scientific interest has changed over time. LDA has been used in even more varying domains. For example, Schmidt [23] uses LDA to cluster 1820's ship voyages. By treating trips as documents and nightly latitude/longitude checkins as words, the authors are able to find trading and whaling topics, amongst others.
Topic analysis can also be used to understand the content of tweets. In the context of disaster-related tweets, Kireyev et. al [12] tries to find disaster-related tweets, finding two types of topics: informational and emotional. Joseph et. al [10] studies the relation between users' posts and their geolocation. Other works [29, 8] focus on identifying topics in geographical Twitter datasets, looking for topics that pertain to things such as local concerts and periods of mass unrest. In Morstatter et. al [20] , the authors use LDA to find evidence of bias in Twitter's Streaming API.
OVERVIEW OF LATENT DIRICHLET AL-LOCATION
LDA discovers "topics" from a large corpus of text. LDA's definition of a topic is a probability distribution over the corpus vocabulary such that each word in the corpus has some probability of occurring within that topic. LDA will find K topics in the text, where K is a positive integer that indicates the number of topics in the text. K is set by the LDA user, and the process for setting this parameter is largely unknown. LDA will also find the probability of each document to belong to each topic.
LDA takes two inputs: A bag-of-words corpus containing d documents and a vocabulary of size v, and a scalar value K, which indicates the number of topics that the algorithm will learn. LDA then outputs a model, m, which consists of a vector z m containing each token's topic assignment. The output of LDA is twofold:
1. A T opic×V ocabulary matrix, T m ∈ R K×v , with entry T m i,j representing the probability of that word j belongs to topic i.
A Document × T opic matrix, D
m ∈ R d×K , with entry D m i,j representing the probability that document i is generated by topic j.
TOPIC INTERPRETABILITY
The key questions evaluated in this work are: 1) are topics produced by LDA interpretable?, and 2) can we automate the process used to evaluate the topics' interpretability to reduce the dependence on Amazon Mechanical Turk?
To measure the interpretability of topics, we extend upon the framework proposed in Chang et. al [4] . We reproduce the two experiments proposed in their paper: Word Intrusion, and Topic Intrusion, and continue on to introduce our own measure, Topic Consensus. This new measure builds upon the existing crowdsourced methods to tie the topics to a score that measures them based upon their ground truth assignment.
All of the measures used to answer the first question rely on crowdsourcing to verify results. This can be a cumbersome task for researchers, taking ample amounts of both time and money to perform the experiments. In the subsequent section we introduce automatic measures that gauge the quality of topics. We continue to show that not only do these measures approximate the performance of the crowdsourced experiments, but we provide recommendations on how to use these automated measures to build better LDA topics for future experiments.
Data
The text corpus focused upon in this study consists of 4,351 abstracts of accepted research proposals to the European Research Council 1 . In the first 7 years of its existence, the European Research Council (ERC) has funded approximately 4,500 projects, 4,351 of which are used in this study. Abstracts are limited to 2,000 characters, and when a researcher submits an abstract, they are required to select one of the three scientific domains their research fits into: Life Sciences (LS), Physical Sciences (PE), or Social Sciences and Humanities (SH). These labels will be used in the crowdsourced measure we propose.
Mapping scientific research areas has become of growing interest to scientists, policymakers, funding agencies and industry. Traditional bibliometric data analysis such as cocitation analysis supply us with basic tools to map research fields. However, Social Sciences and Humanities (SH) are proven to be especially difficult to map and to survey, since the fields and disciplines are embedded in diverse and often diverging epistemic cultures. Some are specifically bound to local contexts, languages and terminologies, and the SH domain is lacking coherent referencing bodies or citation indices, and dictionaries [16] . Furthermore, SH terminology is often hard to identify as it resembles everyday speech. Innovative semantic technologies such as topic modeling promise alternative approaches to mapping SH, but the basic question here is: how interpretable are they and how can their results be evaluated in a systematic way. This raises further questions into the interpretability of the LDA topics we study in this paper.
The abstracts used in this research were accepted between 2007 -2013, written in English, and classified by the authors into one of the three main ERC domains. Table 1 shows some statistics of the corpus. The aim of each abstract is to provide a clear understanding of the objectives and methods to achieve them. Abstracts are also used to find reviewers or match authors to panels.
In addition to the ERC data that lies at the heart of this work, we also created a corpus consisting of the top stories from the New York Times. We do this in the first experiments to act as a control for the specialized topics that may arise from the ERC corpus. These topics are presented to give the reader a point of reference for the ERC topics. The New York Times data was collected using LexisNexis 2 . 
Extracting Topics from Text
We apply LDA to extract topics from the text. We run LDA on the ERC dataset four times, with K = 10, 25, 50, 100, yielding a total of 185 ERC topics. Furthermore, we also ran LDA on the New York Times dataset with K = 25. All LDA runs were carried out using the Mallet toolkit [17] using the default hyperparameter values of α = 5.0 and β = 0.01.
In addition to the LDA runs, we extract two additional topic groups from the corpus. The first is a set of random topics. To generate these topics, we weight the words by their frequency in the corpus and randomly draw words from this distribution. Our topics have a roughly equal mixture of the three ERC domains.
To complement our random topics, we also create a set of social sciences topics. To generate these topics, we calculate each word's probability of occurring in a SH, LS, or PE document. We then select words that occur most in the SH category and least in the other two. These topics lie in contrast to the random topics in that they are strongly skewed to represent a single group.
In both the case of the random and social sciences topics, these topics are different from traditional LDA topics, containing only a set of 20 words. For both processes, we generate 25 such topics. We use both of these auxiliary topic sets for validation of the results obtained using the LDA topics. Table 2 shows an overview of all of the topic sets generated for this study.
Amazon Mechanical Turk
The crowdsourced experiments carried out in this work were performed using Amazon's Mechanical Turk 3 platform. Mechanical Turk is a crowdsourcing platform that allows requesters to coordinate Human Intelligence Tasks (HITs) to be solved by Turkers. The formulation of each HIT will be described in the corresponding section for each experiment. In all cases, each HIT was solved 8 times to overcome issues that arise from using non-expert annotators [24] . Prior to solving any HITs, we require the Turker to fill out a demographic survey. The demographic survey consists of five questions about the Turker's background: their sex, age, first language, country of origin, and highest level of education achieved. In order to understand the demographic makeup of our Turkers, we plot the distribution for each answer in Figure 1 . In Figures 1(d) and 1(e), we see a strong skew towards American Turkers who speak English as their first language. This could be partly attributed to a recent change in the Mechanical Turk terms of service that requires Turkers to provide their Social Security Number 4 in order to solve HITs on the site. This allows us to go forward knowing that the participants are largely English speakers, and we cannot attribute poor performance in our analysis to poor language understanding.
Experiment 1: Word Intrusion
Word Intrusion, introduced by [4] , measures the "coherence" of an individual topic. For each topic, we show the Turker the top 5 most probable words from the topic's probability distribution along with one of the least probable words in the distribution (the "intruded" word). We then ask the Turker to select the word that they think is the intruded word. We define model precision as the number of times a Turker was able to guess the intruded word divided by the number of times the HIT was solved, formally:
where M P 
Results
The results of the experiments are shown in Figure 2 . We see that the median model precision goes down as a function of K. In [4] , we see that the authors attain an average model precision of approximately 90% with both K = 50 and 100 on their topics derived from New York Times and Wikipedia data. To compare, our topics achieve median scores of 75% at K = 50, and 65% at K = 100. These results reflect the difference in Model Precision results that can occur when this methodology is applied to different data. Furthermore, see that our reference topics do not perform as expected. While the randomly-generated topics achieve the consistent poor performance that we would expect, the New York Times topics get an even worse score, indicating that humans are worse at detecting an intruded word in our New York Times dataset than they are at random. Furthermore, while the SH topics perform the best of our control topic sets, they still perform worse than any ERC corpus.
Experiment 2: Topic Intrusion
Topic intrusion, introduced by Chang et. al [4] , measures how well the Document × T opic matrix, D m , produced by the LDA model can be deciphered by humans. This matrix is a reflection of how well each document is described by each topic produced by the model. Each row of this matrix D In this task, a document is shown to the Turker, along with three highly-probable topics and one improbable topic. 
Results
The results of the experiments are shown in Figure 3 . Due to the way the SH and Random topics were generated, we were unable to perform this analysis on these datasets. In Chang et. al [4] , the Turkers get median scores of -1.5, and -1.6 for K = 50, and K = 100, respectively. To compare we get results of -2.1, and -1.8 for these groups. Again, we compare with [4] to show how a different dataset can influence the results of these measures.
Experiment 3: Topic Consensus
The previous experiments test the intrinsic coherence of individual topics using Word Intrusion, and the fit of the topics to the documents using Topic Intrusion. We have not yet measured the ability of the topics to conform to the natural topics underlying the text. Explicit topics are often present in many corpora, such as newspaper articles, due to their manual categorization by "sections", and our ERC abstracts which explicitly label each abstract with an ERC domain. We measure this conformity to the underlying topic distribution by leveraging the ground-truth topic labels that comes from the ERC domains when the abstract is submitted.
To understand how well the statistical topics mimic the underlying topics, we show the Turker the top 25 words of a statistical topic and ask him to choose which of the three ERC domains the topic describes: "Life Sciences", "Physical Sciences", or "Social Sciences". We provide a fourth option, "No Topic Matched", in case the topic does not make sense to the Turker.
To compute the topic's ability to represent the underlying topics in the dataset, we compare the distribution of the Turkers' responses for that topic with the distribution of the topic over the ERC domains. To perform this analysis, we construct an LDA Topic × ERC domain matrix R, where Ri,c indicates topic i's probability of occurring in ERC domain c. By defining R in this way, we are able to obtain values for topics that were not generated through LDA. The structure of each row of R is dependent on the type of topic group it comes from. We construct the rows as follows for each topic group:
• ERC-* -The Ri row vector for an ERC topic is created by taking the sum of the columns of the D matrix. This sum is taken for each row (document) of D labeled with the corresponding ERC domain. This is defined as:
where Mc is the set of documents containing the label corresponding to the column of R, i.e. "SH", "LS", or "PE". This gives us an understanding of the ERC domain makeup for each LDA topic.
• SH-011 -The Ri row vector for an SH topic contains a 1 for the SH category and a 0 for the other two. This is because due to the way the SH topics are generated, they contain purely SH words.
• NYT-025 and RAND-025 -Both Random and NYT topics have an evenly split row vector of 1/3 for each category as they do not belong to any category. The aggregate of the Turkers' responses should be confused over all of the ERC categories. We will measure this disparity in subsequent sections.
Using the responses from the Turkers, we build a separate T opic × Domain matrix, R AMT where R AMT i,j represents the Turkers' probability of choosing domain j when presented with topic i. In this way, R AMT is the representation of R obtained from the Turkers' responses. A row in R AMT indicates the distribution over ERC domains for a given LDA topic from the Turker's responses.
To compute the topic consensus of the topics, we compute the Jensen-Shannon divergence [14] between the two distributions JS(R AMT d ||R d ), defined as:
where K is Kullback-Leibler divergence [11] , and
Jensen-Shannon is a natural choice as the rows of R and R AMT are probability distributions over the 3 ERC topics and Jensen-Shannon is a measure of the similarity of two distributions.
Results
The results of the topic consensus experiment are shown in Figure 4 , and a confusion matrix comparing the Turkers' responses with the ground truth is shown in Table 3 . In Figure 4 , we see that the SH topics perform the best, showing that Turkers are able to match these handpicked words with the topic they come from. The New York Times topics perform worst of all. This is partly explained by Table 3 , Table 3 : Confusion matrix of ground truth ERC domain assignments of topics against the domain assignments made by the Turkers. In the ERC topics, we see that the Turkers are generally able to identify SH and LS topics, but overall fail to identify PE topics. The Turkers perform well when shown random topics, giving most of these topics a "not applicable" label.
ERC Topics NYT Topics
Ground 
The Difference between Topic Measures
We have executed three measures on our data thus far: Word Intrusion, Topic Intrusion, and Topic Consensus. At this point we should step back and discuss the differences observed between these three measures. First, in Word Intrusion, we measured the Turker's ability to identify a word randomly inserted into the top words in a topic. This measure approximates a topic's intelligibility to the reader. Next, we studied Topic Intrusion, in which we saw how well the user could understand the Document by Topic matrix D generated by LDA. Both of these measures were proposed in Chang et. al [4] .
After reproducing these two measures, we continued to propose our own Topic Consensus measure to assess the quality of the topics. The main difference between this measure is that it refers to properties of the corpus from which the topics were generated in order to compare the quality of the topics. Simultaneously, it helps us to identify topics whose makeup of real, corpus-level groups are discernible to the reader. This measure can be useful for statistical topics generated on any corpus with corpus-level groups, such as newspaper articles or even Wikipedia entries.
In our crowdsourced experiments, we see that the Turkers perform admirably. We also see that the Turkers performance differs from that obtained in [4] . This is likely due to the nature of the data used in our study. Clearly, there is a need for automated measures that can supplement the knowledge of the Turkers. In the next section we test a suite of possible measures for measuring topic quality.
MEASURING TOPIC QUALITY AUTOMAT-ICALLY
In the previous sections we reproduced and introduced a variety of approaches to measure the coherence and consensus of topics. All of these measures rely on crowdsourcing to get the results, which can cause for a bottleneck in the research process. Automating the task of the Turkers can make for more accessible empirical comparison, saving researchers both the time and cost of performing crowdsourced experiments. In this section we compare measures that can be used to automatically discover topics that are of high quality according to the measures above.
Automatic Topic Quality Measures
Here, we discuss several methods for automatically assessing the quality of topics. Each measure is defined as follows:
1. Topic Size (TS): This is a count of the number of tokens in the input corpus that are assigned to the topic. This was used in Mimno et. al [18] as a possible measure for topic quality. The hypothesis behind this measure is that a larger topic (with more tokens) will represent more of the corpus, and thus convey a larger understanding.
2. Topic Coherence (TC): Also introduced by Mimno et. al [18] , this measures the probability of top words co-occuring within documents in the corpus:
where w is a vector of the top words in the topic sorted in descending order, and D is the number of documents containing all of the words provided as arguments. This measure is computed on the top 20 words of the topic. Lower scores are better. On the left we see the form that is shown to the workers. On the right we see that the random topics perform worse than any of the ERC topics, and the SH topics perform the best.
Topic Coherence Significance (TCS):
We adapt the measure above to understand the significance of the top words in the topic when compared to a random set of words. To calculate this measure we select 100 groups of words at random, following the topic's word distribution. We then recompute the Topic Coherence measure for each of the random topics, obtaining a vector, d, of topic coherence scores. We calculate the mean,d, and standard deviation, std(d). Significance is defined as:
Normalized Pointwise Mutual Information (NPMI):
Introduced by Bouma [3] , this metric measures the probability that two random variables coincide. This measure was used to estimate the performance of Model Precision in Lau et. al [13] , where the authors adapted it to measure the coincidence of the top |w| words. In this paper, two variables "coinciding" is the probability that they will co-occur in a document. The authors named this version OC-Auto-NPMI, formally:
where PD(·) = D(·)/|N |, where |N | is the number of documents in the corpus. PD measures the probability that a document in the corpus contains the words given to D(·). We will refer to this measure as NPMI.
ERC-Distribution HHI (ERC-HHI):
The HerfindahlHirschman Index [7] , or HHI, is a measure proposed to find the amount of competition in a market. This is calculated by measuring the market share of each firm in the market, formally:
Where
, N is the number of firms in the market, and si is the market share of firm i, as a percentage. HHI ranges from 0 to 1, with 1 being a perfect monopoly (no competition), and 0 being an evenly split market. In this way we measure how focused the market is on a particular firm.
By treating ERC categories as firms, and the market share distribution as Ri, we can calculate how focused each topic is around a particular ERC domain.
6. Topic-Probability HHI (TP-HHI): Using the same formulation as ERC-HHI, this time we treat every word in the vocabulary as a firm, and T m i as the probability distribution. In other words, the topic's probability distribution is the market, and TP-HHI measures the market's focus any word, or group of words. This measures whether the focus of a topic is around a handful of words, or whether it is evenly spread across the entire vocabulary used to train the model.
Correlation with Crowdsourced Measures
To see how well these automatic topic measures compare with the crowdsourced topic measures from the "Topic Interpretability" section, we calculate the Spearman's ρ [25] rank correlation coefficient between the crowdsourced measure and the automatic measure. We omit the "topic log odds" score as it is not a true topic measure, but instead a measure of the documents over topics. The correlations between each pair of crowdsourced and automatic measure are shown in Table 4 . In this table, we present the Spearman's ρ, as well an indication of the significance for the following hypothesis test:
H0 : The two sets of data are uncorrelated. Instances where the hypothesis is rejected at the α = 0.05 significance level are shown in the table.
In Table 4 , we see that the measure most correlated with Model Precision is NPMI, meaning that documents whose words co-occur more are apt to achieve higher Model Precision values. We see that higher (better) values of model precision are accompanied by lower NPMI values.
On the other hand, we see that the measure most correlated with Topic Consensus is TP-HHI. Once again, these lists exhibit negative correlation, indicating that the more peaked a distribution is, the lower (better) the Topic Consensus will be. This is a hopeful result for researchers, as the measure does not rely on the topic's domain distribution information, meaning that an approximate ranking of the topics could be obtained without ground truth.
Precision with Crowdsourced Measures
In the previous section correlation was used to determine the dependence between the automated measures and the crowdsourced measures. To accompany this analysis, we also want to see the automated measures' precision in predicting the best topics from the LDA model. To measure this, we In the case of Topic Coherence, TP-HHI yields the best agreement. In the case of Model Precision, the Topic Coherence does best at the shorter lists, however is matched by other measures at longer lists. Figure 5 . Here we see that TP-HHI is the best at finding the best topics at lists of any size with respect to Topic Coherence. In the case of model precision the best measure is less clear: Topic Coherence is best for shorter lists while TP-HHI, and Topic Size compete for the best performance of some of the mid-length lists.
Predicting the True Crowdsourced Values
So far we have evaluated the quality of our automated measures by seeing how well the value of the automated measures changes as compared to the crowdsourced measures. While correlation can be used to find the quality of the measure, and precision to find the best topics, there is value in being able to predict the actual value of the topics' crowdsourced measures.
Using linear regression, we train a model to predict the true value of the crowdsourced measures using the automated measures. We build two models: one where the dependent variable is "Model Precision", and another where the dependent variable is "Topic Coherence". In both cases, the independent variables are all of the automated measures introduced previously. We use 10-fold cross validation and report both the mean and standard deviation of the performance of the models across all 10 runs. In this experiment we achieved a root-mean-square error of 0.12±0.02 for Topic Coherence and 0.27 ± 0.05 for Model Precision.
CONCLUSION AND FUTURE WORK
We investigate how well topics can be interpreted by humans. To do this we generated topics from a collection of scientific abstracts, consisting of abstracts of proposals accepted by the European Research Council. Using this data we ask how well crowdsourced techniques can be used to evaluate topic models. Further, we investigate how well automatic measures can approximate the crowdsourced measures, making way for scalable and reproducible research.
We reproduced existing topic measures on a corpus consisting of scientific abstracts. We received inferior results compared to the original results which were performed on Wikipedia and New York Times data. This could be due to the nature of the Amazon Mechanical Turk workers changing, but is likely due to the nature of the dataset.
We propose a new crowdsourced topic measure, "topic consensus", that includes ground truth information about the label of the topic. This method allows researchers to see how well the topics generated from their dataset can be understood in relation to the underlying topics in the corpus. Furthermore, by inspecting the Turker's results on the NYT topics we were able to see how the Turker's understanding of the topics influences their answers.
We investigate how to estimate these crowdsourced topic measures without the need of crowdsourcing tools such as Mechanical Turk. We find some automated measures that are very highly correlated with crowdsourced measures, allowing future researchers to reproduce these topic quality measures at scale. Additionally, we find that the measures that best estimate the ground truth topics do not require ground truth information themselves, allowing for researchers to perform topic consensus analysis when ground truth information about the underlying ground truth topics in their dataset is not known.
One direction for future work is to catalogue the performance of all crowdsourced measures across different datasets to provide a benchmark for different types of data. Future work also includes seeing how these measures perform when K is taken out of the equation, using nonparametric topic modeling algorithms such as Hierarchical Dirichlet Processes [26] . Other areas of interest include the role that both "interpretability", and "coherence" contribute to the measures proposed in this work.
