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Abstract
An antidictionary is a data structure to represent minimal forbidden words which
never appear on a given string but its proper substrings do appear on it.
Since Crochemore et al. originally introduced an antidictionary for a lossless data
compression in 2000, it has been widely applied as a useful tool to many applications,
data compression of ECG, frame-synchronization, branch prediction, and so on.
Although a nave method for constructing an antidictionary takes time and mem-
ory complexity which is a quadratic proportional to length of a string, some algo-
rithms with linear time and memory complexity for construction of an antidictionary
have been proposed so far.
However, in spite of their liner complexity, those conventional algorithms con-
sume a huge amount of computational time and space resources to construct an
antidictionary in practical applications.
In this thesis, we discuss ecient algorithms to construct an antidictionary.
First we propose an o-line algorithm by using two array structures, that is, sux
array and L-array. A sux array is a sorted list of the suxes of a given string while
an L-array is a list of length of the longest common prex between adjacent pairs
of suxes on the sux array.
Computer simulation shows that time and space complexities of the proposed
algorithm are about 1/20 and 1/2.5 lower than a conventional linear construction
algorithm, respectively.
Next, we consider a problem how to construct dynamically an antidictionary au-
tomaton which accepts minimum forbidden words of a given string.
Each time a new symbol of the string is entered into the system, we update the
antidictionary automaton to t the intermediate input data. By identifying which
minimum forbidden word is deleted from or added to the current automaton, we
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X = f1; 2; : : : ; mg (1 < 2 <    < m;m  2)
とおき，X 上の系列を，
xji = xixi+1   xj (xk 2 X ; 1  i  k  j)
とする．
ここで，集合のサイズと系列長は j  jで表記する．例えば，jX j = m; jxji j =
j   i+ 1である．なお，系列長 0を空系列とし，と表記する．便宜上，i > j
のとき xji = とする．また，系列長 n( 1)の系列 xn1 を xと表記する．
2.2 辞書
辞書 (dictionary) D(x)とは，x上に出現する部分系列の全ての集合であり，
D(x) = fxji j1  i  j  ng [ fg
とする．なお，D() = fgであることを注記する．
例 1 系列 x = abbcaの辞書は，




系列 x = xnに対して xの接尾辞 (sux)とは，xni (1  i  n)に空系列 を
加えたものである．ここで，xの全ての接尾辞からなる集合 S(x)は，
S(x) = fxni j1  i  ng [ fg




また，xi1 (1  i  n)と空系列 を xの接頭辞 (prex)と呼ぶ．ここでは，x
の全ての接頭辞からなる集合P(x)は，
P(x) = fxi1j1  i  ng [ fg




なお，() = ; () = であることを注記する．
例 2 系列x = abbcaの全ての接尾辞の集合S(x)と，全ての接頭辞の集合P(x)
は，
S(x) = fabbca; bbca; bca; ca; a; g;
P(x) = fabbca; abbc; abb; ab; a; g
となる．
また，
(x) = bbca; 2(x) = bca;




系列 x上に出現しない系列を禁止語とよぶ．そして，系列 v が次の (2.1),
(2.2), (2.3)のすべてを満すとき，vはxの極小禁止語 (Minimal Forbidden Word)
である．
v 62 D(x) ; (2.1)
(v) 2 D(x) ; (2.2)





A(x) = fv 62 D(x) j(v) 2 D(x) ; (v) 2 D(x)g
となる．
例 3 有限アルファベット集合X = fa; b; cg，系列 x = abbcaの反辞書は，





(v1 < w1) _ (v1 = w1) ^ ((v)  (w))
と定義する．便宜上， < 1とする．
例 4 次の 5つの系列 bb; aca; c; abba; abbの辞書式順序昇順での大小関係は，




系列xの全ての接尾辞を辞書式順序昇順で並べたとき，i (0  i  n)番目の
接尾辞をランク iの接尾辞と呼び，riと表記する．すなわち，r0 = となり，
i > 0のときは，
ri = minfv 2 S(x) jri 1  vg (2.4)
となる．
系列 xの接尾辞配列 (sux array) Sとは，Sの i番目の要素が
S[i] = n  jrij+ 1
で与えられる配列である．この S[i]は接尾辞 riの x上におけるインデックス
を表す．よって，xの左端から S[i]  1個の記号を削ると，riになるので，
ri = 
j(x) (j = S[i]  1)
が成り立つ．
なお，便宜上，本論では境界を示すために，X に属さない記号?を用いて
r 1 = rn+1 =?とおく．
例 5 図 2.1に，x = MISSISSIPPI（系列長 11）の接尾辞配列の概要を示す．
最初に，xの全ての接尾辞を辞書式順昇順で整列する．整列後の並びで i (0 
i  11)番目の接尾辞が riである．また，riのx上の開始インデックスが S[i]の
値となる．
図 2.1: x = MISSISSIPPIのときの接尾辞配列
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2.7 共通接頭辞の最大長
2つの任意の系列 v;w 2 X には，共通接頭辞 u 2 P(v) \ P(w)がある．こ
の共通接頭辞の最大の系列長を
lcp (v;w) = maxfjujju 2 P(v) \ P(w)g
とする．記号?はX に属さないので，vとの共通接頭辞は存在しない．そこ
で便宜上，lcp (?;v) = lcp (v;?) =  1とする．
2.8 L配列
L配列は高さ配列 [11],[12]とも呼ばれ，2つの接尾辞 ri; ri+1 ( 1  i  n)の
最長共通接頭辞の系列長を配列で表現したものである．
すなわち，xの L配列 Lとは，Lの i番目の要素が
L[i] = lcp (ri; ri+1) (2.5)
で与えられる配列である．なお，L[ 1] = L[n] =  1で, Lの長さが n+2である
ことを注記する．
例 6 図 2.2に，x = MISSISSIPPI（系列長 11）の L配列の概要を示す．
r3と r4の最長共通接頭辞は ISSIで，系列長は 4である．よって，L[3] = 4と
なる．便宜上，L[ 1] = L[n] =  1は境界を示すために存在する．





C(u) = fiju 2 P(ri) ; 0  i  ng (2.6)
を定義し，被覆集合(cover set)と呼ぶことにする．接尾辞が整列しているか
ら，C(u)は連続した整数からなる集合である．すなわち，
C(u):min = minfiji 2 C(u)g ; (2.7)
C(u):max = maxfiji 2 C(u)g (2.8)
とすると，
C(u) = fijC(u):min  i  C(u):maxg (2.9)
と表せる．なお，被覆集合は，文献 [12]の rank intervalを整数の集合で表現し
たものである．ここで，jC(u) jはuがx上に出現する数に等しく，また，C() =
f0; 1; 2; : : : ; ngであることを注記する．
例 7 図 2.3に，x = MISSISSIPPI（系列長 11）の被覆集合の概要を示す．
部分系列Sの被覆集合を求めるとき，接尾辞の先頭部分にSがあるものを探
す．この場合，接尾辞r8; r9; r10; r11が該当する．したがって，C(S) = f8; 9; 10; 11g
となる．
図 2.3: x = MISSISSIPPIのときの Sの被覆集合
20
2.10 接頭記号と接尾記号




XH(u) = f 2 X ju 2 D(x)g (2.10)
である．
さらに，XH(u)は，接尾辞配列 Sと被覆集合 C(u)を用いて





XT(u) = f 2 X ju 2 D(x)g (2.12)
である．
なお，XH()とXT()はx上に出現する全ての記号であることを注記する．
また，uが x上に 1箇所のみ出現し，u 2 P(x)のときは，XH(u) = である．
同じく，uがx上に 1箇所のみ出現し，u 2 S(x)のときは，XT(u) = である．
例 8 図2.4に，x = MISSISSIPPIの接尾辞配列と接頭記号に関する概要を示す．
接尾辞 r3 = ISSIPPIのx上における開始インデックスは S[3] = 5である．す




きる．部分系列 Sの被覆集合は，C(S) = f8; 9; 10; 11gなので，r8; r9; r10; r11の
接頭記号を集めたものが全接頭記号集合XH(S)になる．
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とにする．任意の陰ノードを p，pの親ノードを q , pの子ノードを r とし，pと
q を接続する枝のラベルを ，pと r を接続する枝のラベルを とする．この
とき，系列 はxの部分系列である．したがって，枝にxの部分系列を割り









































図 3.2: x = aababacbcbのときの接尾辞トライ (上)と接尾辞木 (下)
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本論文では，xの接尾辞木を Tと表記する．
また，任意の系列 v 2 X に対して，接尾辞木 Tの根から葉ノードに向かっ
て vと一致するようにラベルをたどることで到達したノードをローカスと呼
び，N (v)と表記する．系列 vによっては，N (v)は陰ノードだったり，存在し









義した [9]．これは，ノード pの逆 sux linkである．すなわち，ノード mのラ
ベル列L(m)が (L(m)) = L(p)を満たすとき，pから mへMF{linkが張られる．
なお，mは陽ノードだけでなく陰ノードのものもあることを注記する．


















る．すなわち，葉ノードを qとおいたとき，極小禁止語はL(q) ( 2 X )とな
る．このとき，L(q) 2 D(x) なので，極小禁止語の 3つの条件のうち，(2.2)
を満たしている．さらに，qは葉ノードなので，どんな でも，L(q) 62 D(x)
となり，極小禁止語の 3条件のうち，(2.1)を満たす．よって，(2.3)を満たす 
を求めればよい．








例 9 図 3.4に，x = abbcaのタイプ IのMFWノードを追加するときの様子を
示す．図の白丸のノードが接尾辞木の陽ノード，四角のノードが接尾辞木の
葉ノードである．三角のノードが追加するMFWノードである．
ラベル列が最短の葉ノードを q とすると，L(q) = caである．すなわち，タ
イプ Iの極小禁止語は ca ( 2 X )とおける．
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ここで，qの sux link先 S(q)のラベル列は，aである．また，S(q)からは，b
が発芽しているので，ab 2 D(x)である．よって，が bのときは，cabが極小
禁止語の 3条件を満たすので，葉ノード q からMFWノードを伸ばしている．









L(m) 62 D(x) ; (L(m)) = L(p) 2 D(x) となり，(2.1)と (2.3)を満たす．
こうして，ノードmから，求めた を枝のラベルにしてMFWノードを伸ば
して追加する．
例 10 図 3.5に，x = abbcaのタイプ IIのMFWノードを追加するときの様子
を示す．
ラベル列が bの陽ノードを p，ノード pのMF{link先のうち，ラベル列が ab
のノードを m とする．このとき，タイプ IIの極小禁止語は ab ( 2 X )とお
ける．
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ノード pから発芽している記号は bと c，ノード mから発芽している記号は
bである．よって，が cのときは，abcが極小禁止語の 3条件を満たすので，
ノード mからMFWノードを伸ばしている．





















( X n XH() (u = )
XH((u)) n XH(u) (u 6= ) (4.1)
と定義する．
そして，H(u)を用いて反辞書A(x)を表せることを，次の定理 1で示す．
定理 1 任意の x 2 X に対して，
A(x) = fuj 2 H(u) ;u 2 D(x)g:
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証明 最初に，u 2 A(x) ( 2 X ;u 2 D(x))とおいたとき， 2 H(u)である
ことを，u = とu 6= の場合に分けて証明する．
まず，u = の場合， 2 A(x)となるので，は x上に出現していない記
号である．ここで，XH()は x上に出現する全ての記号の集合なので， 2
X n XH() = H(u) である．
また，u 6= の場合，u 2 A(x)から，u 62 D(x) ; (u) 2 D(x) となる．
(2.10)から， 62 XH(u) ;  2 XH((u))となる．よって， 2 XH((u))nXH(u) =
H(u) である．





また，u 6= の場合，(4.1)から， 2 XH((u)) ;  62 XH(u) である．このと
き (2.10)から，(u) 2 D(x) ; u 62 D(x) となり，(2.1)と (2.2)を満す．また，




XT(u) = f 2 X ju 2 D(x)g; (4.2)
T(u) =
( X n XT() (u = )
XT((u)) n XT(u) (u 6= ) (4.3)
と定義すると，定理 1と同様に次の系 1が成り立つ．
系 1 任意の x 2 X に対して，
A(x) = fuj 2 T(u) ;u 2 D(x)g:
なお，系 1は，この章では使わないが，第 5章で用いる．
4.3 極小禁止語の先頭文字を削除した系列
任意の部分系列u 2 D(x)がH(u) 6= のとき，
GH = fuju 2 D(x) ;H(u) 6= g (4.4)
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と定義する．そして，




この GHを求めることができれば，定理 1から，要素 u 2 GHに対してH(u)
を求めることで反辞書を構築できる．しかし，GHを求めることは容易ではな
い．そこで，容易に求めれて，GHを含む集合を考えることにする．
まずは，(2.4)で定義したランク iの接尾辞 ri (0  i  n)ごとに，riの全て
の接頭辞の集合P(ri)を 2つに分割した集合F(i) ; E(i)を定義する．
F(i) = fu 2 P(ri) jjuj 6= lcp (ri; rk) + 1; 1  8k  n+ 1g; (4.5)
E(i) = fu 2 P(ri) jjuj = lcp (ri; rk) + 1; 1  9k  n+ 1g: (4.6)
明らかに，P(rj) = F(j) [ E(j) ;F(j) \ E(j) =  となる．
次の補題 1で，F(i)と GHの関係を示す．
補題 1 任意の v 2 X とある i (0  i  n)に対して，v 2 F(i) ならば，
H(v) = :
証明 空系列 は， 2 E(i)である．よって，v 6= : そこで，v = u (u =
(v);  2 X )とおく．
ここで，背理法を使って証明する．いま，H(v) 6= と仮定する．このとき，
ある  2 H(v)が存在し， 2 XH(u) n XH(u)とおける．すなわち，u 2
D(x) ; u 62 D(x)である．したがって，あるw 2 X が存在し，uw 2 D(x) ;  62
P(w)とおける．このとき，lcp (u;uw) = jujである．したがって，u 2 P(ri)
だから，lcp (ri;uw) = jujとなる．
一方，uw 2 D(x)である．よって，ある整数 kが存在し，uw 2 P(rk)とおけ
る．このとき，lcp (ri; rk) = jujとなる．




補題 1から F(i) \ GH = である．すなわち，GHの要素 uは E(i)から探せ
ばよい．ここで，uを効率よく探すため，E(i)に含まれる 2つの系列に注目す
る．すなわち，(2.5)で定義した L配列を用いて，riごとに，以下の条件を満
たす riの接頭辞 ti; bi 2 P(ri)を定義する．
jtij = L[i  1] + 1; (4.7)
jbij = L[i] + 1  jrij: (4.8)
なお，L[i] = jrijのとき，biは存在しないことを注記する．
例として，x = ababbのときの ti; biを表 4.1に示す．
表 4.1: x = ababbのときの tiと bi（biの|は，存在しない事を示す）．
i ri L[i] ti bi
-1 ? -1
0  0  |
1 ababb 2 a aba
2 abb 0 abb a
3 b 1 b |
4 babb 1 ba ba




( fti; big (if bi exists)
ftig (otherwise) (4.9)
次の補題 2で，E(i)と G(i)の関係を示す．
補題 2 任意の v 2 X とある i (0  i  n)に対して，v 2 E(i) ならば，ある k
が存在し，
v 2 G(k) :
証明 最初に，(2.7),(2.8)で定義した被覆集合の最小値と最大値を用いて，p =
C(v):min; q = C(v):maxとおく．
接尾辞配列が整列していることと，(4.6)から，jvj = lcp (ri; rp 1)+ 1 または
jvj = lcp (ri; rq+1)+1である．ここで，(2.6)から，lcp (rp 1; ri) = lcp (rp 1; rp) ; lcp (ri; rq+1) =
lcp (rq; rq+1) である．
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L配列から，lcp (rp 1; rp)+1 = L[p  1]+1; lcp (rq; rq+1)+1 = L[q]+1 である．
したがって，jvj = L[p  1]+ 1または jvj = L[q] + 1である．すなわち，v = tpま








定理 2 任意の x 2 X に対して，
GH  G:
証明 最初に，v 2 GHとおくと，(4.4)から，H(v) 6= である．よって，補題 1




また，j 2 C(v)とおくと，(2.6)から，v 2 P(rj) : さらに，(4.11)から，v 62
F(j) : よって，v 2 E(j)となる．このとき，補題 2から，ある kが存在して，
















input : 入力記号系列 x
output : 反辞書A(x)
begin 1
/Step 1 : 接尾辞配列の構築 / 2
S construct sux array(x) ; 3
/Step 2 : L配列の構築 / 4
L construct l array(x;S) ; 5
/Step 3 : Gの構築 / 6
G  construct G(S; L) ; 7
/Step 4 : 反辞書A(x)の構築 / 8
A(x) construct antidictionary(x;S;G) ; 9
return A(x) ; 10
end. 11
Step 1と Step 2では，Gを構築する準備として接尾辞配列 Sと L配列 Lを構
築する．Step 3で Gを構築し，Step 4でH(u)を求めてA(x)を構築する．
Step 1の construct sux array(x)は，計算量が線形の既知のアルゴリズム [16]
{ [20] を用いる．Step 2の construct l array(x; S)も，計算量が線形の既知のアル
ゴリズム [11], [12]を用いる．Step 3の construct G(S; L)の処理内容については
4.6節で，Step 4の construct antidictionary(x; S;G)については 4.7節で述べる．
4.5 系列の表現
系列 u 2 GのH(u)を求めるには，(4.1)より，(2.10)で定義した uの全接頭
記号集合XH(u)を求める必要がある．
ここで，(2.7),(2.8)で定義したuの被覆集合の最小値C(u):minと最大値C(u):max
を用いると，(2.11)より，XH(u)は接尾辞配列 Sの C(u):min番目から C(u):max
番目を走査して求めることができる．そこで，uは 3つの組
(juj; C(u):min; C(u):max) (4.12)
で表現する．
ここで，C(u):min; C(u):maxと L配列との関係を，次の命題 1で示す．
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命題 1 系列u 2 D(x)に対して，p = C(u):min; q = C(u):maxとおくと，
juj > L[p  1] ; juj > L[q] :
さらに，p < qならば，
juj  minfL[i] jp  i  q   1g :
証明 まず，pのとりうる値 0  p  nを，p = 0と 1  p  nに分けて考える．
はじめに，p = 0のときを考える．(2.5)より L[p  1] = L[ 1] =  1．一方，
juj  0である．したがって，juj > L[p  1]である．
次に，1  p  nのときを考える．(2.7)より，p 1 62 C(u)．すなわち，(2.6)か
ら，u 62 P(rp 1)．よって，juj > lcp (rp 1;u)である．このとき，任意のv 2 X に
対して，lcp (rp 1;uv) = lcp (rp 1;u)となる．ところで，u 2 P(rp)なので，rp =
uw (w 2 X )と表すと，L[p  1] = lcp (rp 1; rp) = lcp (rp 1;uw) = lcp (rp 1;u)
である．したがって，juj > L[p  1]である．
また，qのとりうる値 0  q  nを，q = nと 0  q  n   1に分けて考える
と，上と同様の議論から juj > L[q]が示せる．
さらに，p < qのときを考える．このとき，k (p  k  q)に対して，u 2 P(rk)




集合 Gの要素のうち，(4.7)で定義した ti (0  i  n)の長さは定まっている
ので，次の系 2が成り立つ．
系 2 ある i (0  i  n)が与えられたとき，系列 ti 2 Gに対して，
C(ti):min = i;
C(ti):max = minfjjjtij > L[j] ; i  j  ng :
同じく，集合 G の要素のうち，(4.8)で定義した bi 2 G の長さも定まってい
るので，次の系 3が成り立つ．
















提案手法では，ti; biは (4.12)の 3つ組で表現する．なお，(4.7), (4.8)と系 2,







Step 3では，接尾辞配列 Sと L配列 Lから，Gを構築する．
集合Gの要素 ti; biは (4.12)の 3つ組で表現するが，系 2と系 3から，C():min

















GT = ft0; : : : ; tng (titj; 0 i<jn); (4.15)
GB = fb0; : : : ; bkg (bibj; 0 i<jk) (4.16)
G = fg0; : : : ; gmg (gigj; 0 i<jm); (4.17)
とあらためて定義する．なお，biが存在しないことがあるので，k = jGBj 1 
nである．GTと GBが同じ要素を持つことがあるので，m = jGj   1  2n+1で
ある．





input : 接尾辞配列 S, L配列 L
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output : 系列の集合 G
begin 1
/Step 3{1 : 初期設定 / 2
j  n 3
for k := 0 to n do begin 4
tk  ( L[k   1] + 1; k;   1 ); / 1は未設定を示す / 5
bk  ( L[k] + 1;   1; k ); / 1は未設定を示す / 6
if ( jrkj  L[k] ) begin 7
bk  ; /biは存在しない / 8
j  j   1; 9
end if ; 10
end for; 11
/Step 3{2 : GTの構築 / 12
stack:clean(); 13
for i := 0 to n do begin 14
stack:push(i); 15
while ( stack:is empty() 6= true ) begin 16
k  stack:pop(); 17





end if ; 23
end while; 24
end for; 25
/Step 3{3 : GBの構築 / 26
stack:clean(); 27
for i := n to 0 do begin 28
if
  bi 6=   29
stack:push(i) 30
while ( stack:is empty() 6= true ) begin 31
k  stack:pop(); 32
if
  jbkj > L[i  1]  begin 33
C bk:min i; 34
38
bj  bk; 35




end if ; 40
end while; 41
end for; 42
/Step 3{4 : Gの構築 / 43
G  merge sort(GT;GB); 44




る．この 2つの値で系列を比較できることを，次の命題 2と命題 3で示す．
命題 2 任意のu;v 2 D(x)に対して，C(u):min < C(v):minならば，
u  v:
証明 最初に，i = C(u):min; j = C(v):minとおく．(2.6)から，u 2 P(ri) ;v 2
P(rj)である．さらに，(2.6)と i < jから，i 62 C(v) : したがって，u 62 P(rj)と
なる．
すなわち，ri  rjなので，u  vである．
2
命題 3 任意のu;v 2 D(x)に対して，C(u):min = C(v):min; C(u):max > C(v):max
ならば，
u  v:
証明 最初に，(2.9)から，C(v) ( C(u)である．ここで，背理法を使って証明す
る．いま，juj  jvjと仮定する．このとき，ある整数 iが存在し，i 2 C(u)\C(v)
とおける．すなわち，u 2 P(ri) ;v 2 P(ri)である．よって，juj  jvjから，
C(v)  C(u)となる．しかしながら，これは，C(v) ( C(u)に矛盾する．した
がって，juj < jvjである．
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ずに tkを直接求めているのは，系 2と命題 2から，t0  t1  : : :  tn だからで
ある．すなわち，tk = tkである．(4.12)の 3要素のうち，Step 3{1では，(4.7)
から jtkjを，系 2から C(tk):minを求めている．
そして，Step 3{2で，C(tk):maxを求めている．C(tk):maxは系 2で与えられ
る．すなわち，C(tk):maxを求めるには，k 以上で最初に Lの値が jtkjより小
さくなるインデックスを探せばよい．これは，直近上位要素発見問題 (Nearest
Larger Neighbor Problem)[22]である．
そこで，Finding Nearest Larger Neighborhood Algorithm[22]を Step 3{2の 13
行目から 25行目で用いている．このアルゴリズムではスタックを活用し，iを
0から nまで増やしながら jtkj = iとなる kの値を探している．これにより，1
回の走査で全ての tkを求めることができる．
集合 GBの構築は，Step 3{1と 3{3で行われる．Step 3{1では，(4.8)から jbkj









:minは系 3で与えられる．これも，k以下で最初に Lの値が jbkj
より小さくなるインデックスを探す直近上位要素発見問題である．そこで，i
を nから 0まで減らしながら Lを走査するFinding Nearest Larger Neighborhood





















Nearest Larger Neighborhood Algorithmに 35, 36行目の処理を加え，辞書式順
序昇順に整列した bkを求めている．
4.7 Step 4のアルゴリズム





l (i) = maxfjjj < i; jgjj < jgijg (4.18)
を定義し，次の補題 3と命題 4を示す．
補題 3 任意の gi ( 6= )に対して，
gl(i) 2 P(gi) :
証明 背理法を使って証明する．いま，gl(i) 62 P(gi)と仮定する．このとき，
ある記号 ;  2 X ( < )と系列 u;v;w 2 X (juj < jvj)が存在し，gl(i) =
wu; gi = wv とおける．よって，(4.6)と補題 2から，ある整数 jが存在し，
gj = w: このとき，jgjj < jgij; gl(i)  gj  gi から，l (i) < j < iである．しか
しながら，これは，(4.18)に矛盾する．よって，gl(i) 2 P(gi)である．
2






証明 表記を簡潔にするために，u = gl(i);v = (gi)とおく．(4.18)から，juj 
jvjである．そこで，juj = jvjと juj < jvjの 2つの場合に分けて証明する．
最初に，juj = jvjの場合を証明する．補題 3と v 2 P(gi)から，u = v: した
がって，XH(u) = XH(v)である．
次に，juj < jvjの場合を証明する．
補題 3と (4.18)から，uはP(gi) \ fg0; g1; : : : ; gi 1gの最長系列である．
ここで，背理法を使って証明する．いま，C(u) n C(v) 6= と仮定する．この
とき，ある整数 j; kが存在し，j 2 C(u) \ C(v) ; k 2 C(u) n C(v) とおける．すな
わち，(2.6)と補題 3から，juj  lcp (rj; rk)  jvj   1となる．したがって，(4.6)
から，あるw 2 X が存在し，w 2 E(j) ; jwj = lcp (rj; rk) + 1 とおける．この
とき，補題 2から，w 2 Gである．ところで，juj < jwj < jgijと u;w 2 P(gi)
から，u  w  giである．よって，w 2 fg0; g1; : : : ; gi 1g: しかしながら，これ
は，uがP(gi)\ fg0; g1; : : : ; gi 1g の最長系列であることに矛盾する．したがっ










Step 4のアルゴリズム construct antidictionaryを以下に示す．アルゴリズム中
の  []は，xのインデックスを格納する長さ jX jの配列である．stackは，giの
添え字を格納するスタックである．




input : 入力系列 x, 接尾辞配列 S, 系列の集合 G
output : 反辞書A(x)
begin 1
/Step 4{1 : 初期設定 / 2
for ( 8 2 X ) do 3
 [] n+ 1; 4
/Step 4{2 : XH(gi)の構築 / 5
i jGj   1 6
for k := n to 0 do begin 7





 k; /最終インデックスの更新 / 9
while ( i  0 and C(gi):min = k ) begin 10
for ( 8 2 X ) do begin 11
if (  []  C(gi):max ) 12
XH(gi) .add(); 13
end for; 14
i i  1; 15
end while; 16
end for; 17
/Step 4{3 : H(gi)の構築 / 18
/Step 4{3.1 : H(g0)の設定 / 19
for ( 8 2 X ) do begin 20
if ( [] = n+ 1) 21
H(g0) .add(); /H() / 22
42
end for; 23
/Step 4{3.2 : l (i)の設定 / 24
p 0 25
stack:clean(); 26
for i := 1 to jGj   1 do begin 27
while ( stack:is empty() 6=true and jgpjjgij ) 28
p stack:pop(); 29




/Step 4{3.3 : H(gi) (i  1)の設定 / 34






/Step 4{4 : A(x)の構築 / 37
for i := 0 to jGj   1 do 38
for ( 8 2 H(gi) ) do 39
A(x) .add(gi); 40
return A(x) ; 41
end. 42







 [] = min
n
jjxS[j] 1 = ; k  j  n
o
( 2 X )
である．そして，(2.11)から，C(gi):min = kとなる全ての giについて，それぞ
れ k   []  C(gi):max を満たす を調べて，XH(gi)を求める．
Step 4{3.1では，H(g0)，すなわちH()を求めている．これは，(4.1)から，
未出現記号の集合である．そこで， []を調べて求める．また，Step 4{3.2で
は (4.18)の l (i)を求め，Step 4{3.3でH(gi)を求める．




提案手法 SA2ADは，Step 1から Step 4までの 4ステップで構成されている．
このうち Step 1と Step 2は，計算時間と記憶量が線形の既知の手法 [16] { [20],
[11], [12]を用いる．Step 1と Step 2の計算時間をそれぞれ T1(n); T2(n)とおく
と，T1(n) = O (n) ; T2(n) = O (n)である．
ここで，非負整数上に定義された実関数f(n); g(n)に対して，f(n) = O (g(n))
であるとは，ある定数E > 0とある n0 2 Nが任意の n > n0に対して，
jf(n)j  Ejg(n)j
が成立することとする．
Step 3の計算時間を T3(n)とおくと，次の補題 4を示せる．
補題 4 入力系列 xの長さ nに対して，
T3(n) = O (n) :
証明 Step 3のアルゴリズム construct Gの Step 3{1, 3{2, 3{3, 3{4の計算時間を




までに stack:push()した総回数に等しい．Step 3{2は，全体が forループとなっ
ており，1回のループにつき最大で 2回 stack:push()する．したがって，while
ループを繰り返す総回数の上限は 2n+ 2: よって，T32 = O (n) :
Step 3{3も同様に，31{41行目のwhileループを繰り返す総回数の上限は2n+
2: よって，T33 = O (n) :
Step 3{4では，GTと GBのマージソートを行っている．このステップまでに
GT;GBはソート済みである．(4.13), (4.14)から，jGTj  n+ 1; jGBj  n+ 1: よっ
て，T34 = O (n) :
以上より，T3(n) = T31 + T32 + T33 + T34 = O (n)である．
2
Step 4の計算時間を T4(n)とおくと，次の補題 5を示せる．
補題 5 入力系列 xの長さ nに対して，
T4(n) = O (n) :
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証明 Step 4のアルゴリズム construct antidictionaryの Step 4{1, 4{2, 4{3, 4{4の
計算時間をそれぞれ T41; T42; T43; T44とおく．このうち，T41 = O (1)は自明であ
る．(4.9), (4.10)から，jGj  2n+ 2: よって，T44 = O (n) :
Step 4{2の 10{16行目にある whileループは，iが負のときは繰り返さない．
また，iの初期値は jGj 1で，ループ中に必ず iの値を 1する．jGj  2n+2か
ら，Step 4{2の処理が終わるまでに whileループを繰り返す総回数の上限は，
2n+ 2: よって，T42 = O (n) :
次に，Step 4{3.1, 4{3.2, 4{3.3の計算時間をそれぞれ T43.1; T43.2; T43.3とおく．
このうち，T43.1 = O (1)は自明である．さらに，jGj  2n+2から，T43.3 = O (n) :
Step 4{3.2の 28{29行目にある whileループは，stackが空のときは繰り返さな
い．また，ループ中に必ず stack:pop()する．したがって，Step 4{3.2の処理が
終わるまでにwhileループを繰り返す回数の上限は，Step 4{3.2の処理が終わ
るまでに stack:push()した総回数に等しい．Step 3{2は，全体が forループと
なっており，1回のループにつき 1回 stack:push()する．したがって，whileルー
プを繰り返す総回数の上限は n + 1: よって，T43.2 = O (n) : すなわち，T43 =
T43.1 + T43.2 + T43.3から，T43 = O (n) :
以上より，T4(n) = T41 + T42 + T43 + T44 = O (n)である．
2
提案アルゴリズムSA2ADの計算時間をT(n)とおくと，次の定理 3を示せる．
定理 3 入力系列 xの長さ nに対して，
T(n) = O (n) :








Step 1と Step 2は，計算時間と記憶量がO (n)の既知の手法 [16] { [20], [11],
[12]を用いるから，M1(n) = O (n) ;M2(n) = O (n)である．
45
Step 3のアルゴリズム construct Gの記憶量を，次の補題 6で示す．
補題 6 入力系列 xの長さ nに対して，
M3(n) = O (n) :
証明 全ての ti 2 GTを格納する記憶量は，(4.15)から，3(n+1)c:全てのbi; bi 2
GBを格納する記憶量は，(4.14), (4.16)から，高 6々(n+1)c:そして，stackには，接
尾辞Sのインデックスを重複することなく格納するから，記憶量は高 (々n+1)c:
また，(4.10)から，jGj  2(n+1): よって，Gを格納する記憶量は高々6(n+1)c:
以上より，M3(n)  16(n+ 1)c: よって，M3(n) = O (n)である．
2
Step 4のアルゴリズム construct antidictionaryの記憶量を，次の補題 7で示す．
補題 7 入力系列 xの長さ nに対して，
M4(n) = O (n) :
証明 配列は，長さ jX jでインデックスを格納するから，記憶量は jX jc:そし
て，Gを格納する記憶量は，(4.10)から，高々6(n+ 1)c:
また，XH()は高々jX j個の記号からなる集合である．すなわち，gi 2 Gごと






最大で jX jjGj個の要素を加えるから，記憶量は高々8jX j(n+ 1)c:
以上より，M4(n)  (20jX j+10)(n+1)c+ jX jc:よって，M4(n) = O (n)である．
2
提案アルゴリズム SA2ADの記憶量をM(n)とおくと，次の定理 4を示せる．
定理 4 入力系列 xの長さ nに対して，
M(n) = O (n) :






CPUはCore2 Duo E8500 (3.16GHz, 2コア)，メモリ量は 4GByte，OSはWindows
XP SP3 32bit版である．プログラムは両方ともC++言語で作成した．




























次に，アルファベットサイズm (= jX j)を変化させたときの計算時間と記憶
量の変化を測定した．用意したのは，mがそれぞれ 2; 50; 100; 150; 200; 250の独
立同一分布をもつ情報源で，各記号の生起確率は等確率である．入力系列長



































xn1 = x1x2   xn
は，記号 xn+1の入力によって系列の末尾に記号 xn+1が加わった系列





 系列 xn1 を，xnと表記する．
 第 2章の (2.10)で定義した，系列 xn上の uの全接頭記号集合 XH(u)を，
XHn (u)と表記する．
 第 2章の (2.12)で定義した，系列 xn上の uの全接尾記号集合 XT(u)を，
XTn (u)と表記する．
 第 4章の (4.1)で定義した，系列 xn上のH(u)を，Hn(u)と表記する．








































のリンクを持っている．このリンクを sux linkと呼ぶことにする．ノード p
の sux link先のノードを S(p)と表記する．
5.4 既知の結果

























































とおく．なお，SI(xn)と SII(xn)は互いに素で，S(xn) = SI(xn)[SII(xn)である
ことを注記する．さらに，D(xn 1)とSI(xn)は互いに素で，D(xn) = D(xn 1)[
SI(xn)であることを注記する．また，xn 2 SI(xn) ;  2 SII(xn)である．
そして，xnの最も短いタイプ Iの接尾辞を
sn = argmin fjvjjv 2 SI(xn)g (5.5)
と表記し，snとタイプ I・IIとの関係を次の命題 5で示す．
命題 5 任意の系列 xn (n  1)に対して，接尾辞u 2 S(xn)が，
juj  jsnj ならば， u 2 SI(xn) ;
juj < jsnj ならば， u 2 SII(xn) :
証明 最初に，juj  jsnjの場合を考える．このとき，uと snはxnの接尾辞な
ので，sn 2 S(u)である．よって，sn 2 D(u)となる．ところで，snはタイプ I
の接尾辞なので，sn 62 D(xn 1)である．すなわち，u上に snが出現するから，
u 62 D(xn 1)となる．したがって，u 2 SI(xn)である．
次に，juj < jsnjの場合を考える．接尾辞 snは最も短いタイプ Iの接尾辞で
ある．よって，u 62 SI(xn)となる．したがって，u 2 SII(xn)である．
以上より，題意が成立する．
2
系 5 任意の接尾辞u 2 S(xn)が，u 2 SI(xn) ; (u) 2 SII(xn)ならば，u = sn:
次の命題Aと命題 Bで，接尾辞のタイプとADEL(xn!xn+1) ;ANEW(xn!xn+1)
との関係を示す．
命題 A (定理 6.5 [23])







命題 B (Proposition 3 [24])

















補題 8 任意の系列 xn (n  1)に対して，
jsn+1j  jsnj+ 1:
証明 命題 5から，(sn+1) 2 SII(xn+1)である．よって，(sn+1) 2 D(xn) : こ
こで，sn+1 の末尾は xn+1 だから，u = (sn+1)とおくと，(u)xn+1 2 D(xn)
となる．したがって，(u) 2 D(xn 1)である．ここで，(u)は xnの接尾辞な
ので，(u) 2 SII(xn) となる．したがって，j(u)j < jsnjである．すなわち，
juj = j(u)j+ 1  jsnjとなる．
以上より，jsn+1j = juxn+1j = juj+ 1  jsnj+ 1 となり，題意が成立する．等




定理 5 任意の系列 xn (n  1)に対して，系列 w が w 2 ANEW(xn!xn+1)な
らば，
jsn+1j+ 1  jwj  jsnj+ 2:
証明 最初に，jsn+1j+ 1  jwjを証明する．
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命題 Bから，(w) 2 SI(xn+1)または，(w) 2 SI(xn+1)である．すなわち，
sn+1は xn+1のタイプ Iの最短の接尾辞だから，j(w)j = j(w)j  jsn+1jであ
る．したがって，jwj = j(w)j+ 1 = j(w)j+ 1  jsn+1j+ 1 である．
次に，jwj  jsnj+ 2を証明する．
命題 Bから，(w) 2 SI(xn+1)の場合と，(w) 62 SI(xn+1)の場合に分けて
証明する．また，表記を簡潔にするためにu = ((w))とおく．ここで，wは
xn+1の極小禁止語なので，(w) 2 D(xn+1)である．よって，u 2 D(xn)である．
まずは，(w) 2 SI(xn+1)の場合を考える．このとき，u = ((w)) 2 S(xn+1)
である．さらに，u 2 D(xn)から，u 2 SII(xn+1)である．よって，系 5から，
(w) = sn+1である．このとき，補題 8から，j(w)j = jsn+1j  jsnj+1である．
したがって，jwj = j(w)j+ 1  jsnj+ 2となる．
今度は，(w) 62 SI(xn+1)の場合を考える．このとき，命題 Bから，(w) 2
SI(xn+1)である．ここで，もし (w) 2 S(xn)と仮定すると，(w) 2 SI(xn+1)
から，w 2 S(xn+1)となる．すなわち，w 2 D(xn+1)である．これは，w 2
ANEW(xn!xn+1)に矛盾する．したがって，(w) 62 S(xn)である．すなわち，
(w) 2 D(xn 1)となる．
ところで，(w) 2 SI(xn+1)から，u = ((w)) 2 S(xn)である．また，(w) 2
D(xn 1)から，u = ((w)) 2 D(xn 1)となる．よって，u 2 SII(xn)である．し
たがって，juj < jsnjから，jwj = juj+ 2 < jsnj+ 2である．
以上より，題意が成立する．等号は，sn+1 = snxn+1のときに限り成り立つ．
2





命題 6 任意の系列 xn (n  1)に対して，snxn+1 2 A(xn) ならば，
sn+1 = snxn+1:
証明 系列snxn+1はxnの極小禁止語だから，snxn+1 62 D(xn)である．したがっ









































































ここで，タイプ Iの極小禁止語について，以下の補題 9と定理 6を示す．
補題 9 任意の系列wに対して，w 2 AINEW(xn!xn+1)ならば，
(w) = sn+1:
証明 表記を簡潔にするために，u = (w)とおき，仮定法を用いて証明する．
もし，u 6= sn+1と仮定したとき，u 2 SI(xn+1)と命題 5から，(u) 2 SI(xn+1)
である．よって，XTn+1(u) = XTn+1((u)) = となる．また，u 6= : したがって，









= fsn+1j 2 Tn+1(sn+1)g :
証明 補題 9と (5.6)から，明らかである．
2
次に，タイプ IIの極小禁止語について，以下の定理 7を示す．











; jsn+1j  juj  jsnj+ 1
o
:
証明 定理 5と (5.7)から，明らかである．
2
ところで，系列xnの最短のタイプ Iの接尾辞 snは，xnの反辞書オートマト
ンのノード N (xn)のラベル列と一致する．また，命題 Aから，sn+1はMFW
ノードN (xnxn+1)のラベル列である．このMFWノードを pとおく．定理 6を
用いると，pの sux link先ノード S(p)から記号 で遷移した先が中間ノード
のとき，L(p)は xn+1のタイプ Iの極小禁止語である．
一方，xn+1のタイプ IIの極小禁止語w 2 AIINEW(xn!xn+1)は，定理 7から，











p  N (snxn+1) 2
pからタイプ IのMFWノードを伸ばす． 3
for
  8w : pに至るパスから生成した系列  do 4
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