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Abstract
This paper characterizes binary trees with n leaves, which have the greatest number of subtrees. These binary trees coincide with
those which were shown by Fischermann et al. [Wiener index versus maximum degree in trees, Discrete Appl. Math. 122(1–3)
(2002) 127–137] and Jelen and Triesch [Superdominance order and distance of trees with bounded maximum degree, DiscreteAppl.
Math. 125 (2–3) (2003) 225–233] to minimize the Wiener index.
© 2006 Elsevier B.V. All rights reserved.
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1. Terminology
All graphs in this paper will be ﬁnite, simple and undirected. A tree T = (V ,E) is a connected, acyclic graph.
We refer to vertices of degree 1 of T as leaves. The unique path connecting two vertices v, u in T will be denoted by
PT (v, u). For a tree T and two vertices v, u of T, the distance dT (v, u) between them is the number of edges on the
connecting path PT (v, u). For a vertex v of T, deﬁne the distance of the vertex as gT (v) =∑u∈V (T ) dT (v, u). Then
(T ) = 12
∑
v∈V (T ) gT (v) denotes the Wiener index of T.
We call a tree (T , r) rooted at the vertex r (or just by T if it is clear what the root is) by specifying a vertex r ∈ V (T ).
For any two different vertices u, v in a rooted tree (T , r), we say that v is a successor of u, if PT (r, u) ⊂ PT (r, v).
Furthermore, if u and v are adjacent to each other and dT (r, u) = dT (r, v) − 1, we say that u is a parent of v and v is a
child of u. A subtree of a tree will often be described by its vertex set.
If v is any vertex of a rooted tree (T , r), let T (v), the subtree induced by v, denote the rooted subtree of T that is
induced by v and all its successors in T, and is rooted at v.
The height of a vertex v of a rooted tree T with root r is hT (v) = dT (r, v), and the height of a rooted tree T is
h(T ) = maxv∈T hT (v), the maximum height of vertices.
A binary tree is a tree T such that every vertex of T has degree 1 or 3. A rooted binary tree is a tree T with root r,
which has exactly two children, while every other vertex of T has degree 1 or 3. A rooted binary tree T is complete, if
it has height h and 2h leaves for some h0. In addition, a single-vertex tree is also considered a rooted binary tree of
height 0.
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For a tree T and a vertex v of T, let fT (v) denote the number of subtrees of T that contain v, let F(T ) denote the
number of non-empty subtrees of T.
If T is a rooted binary tree with root r, and r1, r2 are the children of r, then we will simply write T1 for T (r1) and
T2 for T (r2). We assign the labels r1 and r2 according to the following rule: fT2(r2)fT1(r1). Ti will be rooted at ri ,
i = 1, 2. We deﬁne recursively Ti1i2...ik1 and Ti1i2...ik2 to be the two rooted binary trees induced by the children of the
root of Ti1i2...ik , when Ti1i2...ik is not a single vertex, where ij ∈ {1, 2}, j = 1, 2, . . . , k. We assign the labels ri1i2...ik1
and ri1i2...ik2 according to the following rule:
fTi1i2 ...ik2
(ri1i2...ik2)fTi1i2 ...ik1(ri1i2...ik1). (1)
We complete the recursive deﬁnition by letting ri1i2...ik be the root for Ti1i2...ik . We will use ik to denote a character i
repeated k times in the subscripts, i.e. i . . . i︸ ︷︷ ︸
k i′s
.
2. Introduction
To present our main results, we have to give more deﬁnitions. Call a rooted binary tree ordered, if for every k1,
the vertices at height k are put in a linear order, such that if u and v are vertices at height k + 1, and they have distinct
parents, then the order between u and v at height k + 1 is the same as the order of their parents at height k.
A rooted binary tree is good, if (i) the heights of any two of its leaf vertices differ by at most 1; (ii) the tree can be
ordered such that the parents of the leaves at the greatest height make a ﬁnal segment in the ordering of vertices at the
next-to-greatest height. For brevity, we often refer to such trees as rgood binary trees. A single-vertex rooted binary
tree is also rgood.
A binary tree is good, if it is obtained from two rgood binary trees T1 and T2 by joining their roots with an edge, if (i)
for any two leaves, their respective heights in T1 and/or T2 differ by at most 1; (ii) at least one of T1 and T2 is complete.
Note that good and rgood binary trees are unique in the following sense: if we have two good (rgood) binary trees
with same number of vertices, then we can label their vertices such that they are isomorphic to each other. The concept
of height can be naturally extended to vertices of good binary trees, as shown in Fig. 1.
Fischermann et al. [1], and independently Jelen and Triesch [3] proved:
Theorem 2.1. Among binary trees with n leaves, precisely the good binary tree minimizes the Wiener index.
The goal of this paper is to prove:
Theorem 2.2. Among binary trees with n leaves, precisely the good binary tree maximizes the number of subtrees.
Knudsen [4] estimated the maximum number of subtrees, M(n), that a binary tree with n leaves can have. Theorem
2.2 determines M(n) exactly. M(n) turned out to be a new integer sequence [5]. In a related paper [7] we gave formulas
to M(n). These formulas use a new representation of integers as a sum of powers of 2. The representation is based on
any rgood tree having two branches, one of which is complete binary, while the other is still rgood. Number theorists
have already started investigating this new binary representation [2].
Knudsen [4] used his estimate to provide upper bound for the time complexity of his algorithm formultiple parsimony
alignmentwith afﬁne gap cost using a phylogenetic tree.More precisely, he needed an estimate for themaximumnumber
Fig. 1. An rgood binary tree (on the left) and a good binary tree (on the right). Vertices at height k of the rgood binary tree and of the two rgood parts
of the good binary tree are shown on the line R× k.
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of subtrees, M∗(n), that a binary tree with n leaves can have, if the subtrees are required to contain at least one leaf of
the original binary tree. In [7] we also determined M∗(n) exactly.
In [6] we found further examples, where, like in Theorem 2.2, if the Wiener index is minimized (maximized) by a
particular tree in a class of trees, then that particular tree maximizes (minimizes) the number of subtrees in that class of
trees; notwithstanding that there is no functional relation between the Wiener index and the number of subtrees. These
examples need explanation.
3. Lemmas about arbitrary trees
Lemma 3.1. For any rooted tree T with root r, and any r ′ ∈ V (T ) (r ′ = r), consider the induced subtree T ′ = T (r ′)
rooted at r ′. Then we have
fT (r)>fT ′(r
′). (2)
If T ′′ is obtained from T by deleting some vertices, but not r, then
fT (r)>fT ′′(r). (3)
In the rest of this section we prove two lemmas. Consider the tree T in Fig. 2, with leaves x and y, and PT (x, y) =
xx1 . . . xnzyn . . . y1y (xx1 . . . xnyn . . . y1y) if dT (x, y) is even (odd).
After the deletion of all the edges of PT (x, y) from T, some connected components will remain. Let Xi denote the
component that contains xi , let Yj denote the component that contains yj , for i, j = 1, 2, . . . , n, and let Z denote the
component that contains z. Set
ai = fXi (xi) for i = 1, . . . , n, (n0),
bj = fYj (yj ) for j = 1, . . . , n,
c = fZ(z).
Lemma 3.2. In the situation described above, if aibi for i=1, 2, . . . , n, then fT (x)fT (y). Furthermore, fT (x)=
fT (y) if and only if n = 0 or ai = bi for all i.
Proof. We cover the case when z and Z occur, a similar argument works when z and Z do not occur. Denote by
N = c∏ni=1(aibi) the number of subtrees that contain both x and y. We have
fT (x) = 1 +
n∑
k=1
(
k∏
i=1
ai
)
+ c
(
n∏
i=1
ai
)
+ c
(
n∏
i=1
ai
)⎛⎝ n∑
k=1
⎛
⎝ n∏
j=n+1−k
bj
⎞
⎠
⎞
⎠+ N ,
fT (y) = 1 +
n∑
k=1
⎛
⎝ k∏
j=1
bj
⎞
⎠+ c
⎛
⎝ n∏
j=1
bj
⎞
⎠+ c
⎛
⎝ n∏
j=1
bj
⎞
⎠( n∑
k=1
(
n∏
i=n+1−k
ai
))
+ N .
Fig. 2. Path PT (x, y) connecting leaves x and y.
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Fig. 3. Switching subtrees rooted at x and y.
Now we have
fT (x) − fT (y)
=
n∑
k=1
⎛
⎝ k∏
i=1
ai −
k∏
j=1
bj
⎞
⎠+ c
⎛
⎝ n∏
i=1
ai −
n∏
j=1
bj
⎞
⎠+ c n∑
k=1
⎛
⎝n−k∏
i=1
ai −
n−k∏
j=1
bj
⎞
⎠( n∏
l=n+1−k
albl
)
0,
with strict inequality if ai > bi for any i ∈ {1, 2, . . . , n}. 
If we have a tree T with leaves x and y, and two rooted trees X and Y, then we can build two new trees, ﬁrst T ′, by
identifying the root of X with x and the root of Y with y, second T ′′, by identifying the root of X with y and the root of
Y with x. Under the circumstances below we can tell which composite tree has more subtrees (Fig. 3).
Lemma 3.3. If fT (x)>fT (y) and fX(x)<fY (y), then we have F(T ′′)>F(T ′).
Proof. When T ′ changes to T ′′, the number of subtrees which contain both or neither of x and y do not change, so we
only need to consider the number of subtrees which contain precisely one of x and y. For T ′, the number of subtrees
which contain x but not y is
fX(x)(fT (x) − N),
the number of the subtrees which contain y but not x is
fY (y)(fT (y) − N),
where N is the number of subtrees of T that contain both x and y. Similarly, for T ′′, these two numbers are
fY (y)(fT (x) − N) and fX(x)(fT (y) − N).
We have
F(T ′′) − F(T ′) = (fY (y) − fX(x))(fT (x) − fT (y))> 0. 
4. Basic properties of good and rgood binary trees
The following four lemmas immediately follow from the deﬁnitions.
Lemma 4.1. For any rgood binary tree T, all the induced rooted subtrees T1, T2, T11, T12, T21, T22, . . . are rgood as
well.
Lemma 4.2. For any two rgood binary trees T and T ′ with roots r and r ′, respectively, we have
h(T )>h(T ′) ⇒ |V (T )|> |V (T ′)|, (4)
|V (T )| |V (T ′)| ⇒ h(T )h(T ′), (5)
fT (r)>fT ′(r
′) ⇔ |V (T )|> |V (T ′)| and fT (r) = fT ′(r ′) ⇔ |V (T )| = |V (T ′)|. (6)
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Thus, when trying to compare the number of subtrees containing the roots of some rgood trees, it sufﬁces to compare
their sizes.
Lemma 4.3. Assume that in a rooted binary tree T, the induced subtrees at the children of the root, T1 and T2, are
rgood. Now T is rgood if and only if one of the following conditions hold:
(i) h(T1) = h(T2), and T2 is complete;
(ii) h(T1) = h(T2) − 1, and T1 is complete.
Lemma 4.4. Let us be given two rgood binary trees, T ′ and T ′′, such that h(T ′)h(T ′′). Join with an edge the roots
of T ′ and T ′′ to obtain the binary tree T. Now T is good if and only if one of the following conditions hold:
(i) h(T ′) = h(T ′′), and one or both of T ′ and T ′′ is complete;
(ii) h(T ′) = h(T ′′) − 1, and T ′ is complete.
Lemma 4.5. If T is an rgood binary tree, then (T1, r1) is isomorphic to a subtree of (T2, r2), and consequently
(T1i1...ik , r1i1...ik ) is isomorphic to a subtree of (T2i1...ik , r2i1...ik ) for every ij ∈ {1, 2} such that r1i1...ik exists.
Proof. An immediate consequence of Lemma 4.3. 
Lemma 4.6. For any rgood binary tree T and any k0, we have
fT1(v1)fT2k1(v2k1). (7)
Proof. For k = 0, (7) holds with identity. For k1, we consider two cases:
If h(T1) = h(T2), then h(T1)>h(T21)h(T2k1), and (7) holds by (4) and (6).
If h(T1) = h(T2) − 1, then by Lemma 4.4, T1 is complete. Notice that h(T1) = h(T2) − 1h(T2k1) for k1, hence
(3) applies to the rooted trees T1 and T2k1. Hence, (7) holds. 
5. The structure of optimal binary trees
For brevity, we will call a binary tree maximizing the number of subtrees among binary trees with the same number
of leaves optimal. We will show several lemmas describing parts of optimal binary trees. For any binary tree T, the
deletion of an edge v′v′′ divides T into two rooted binary trees T ′ and T ′′ with roots v′ and v′′, respectively.
Lemma 5.1. Assume T is an optimal binary tree. Assume that T is divided into two rooted subtrees T ′, T ′′ by the
removal of the edge v′v′′ as shown in Fig. 4. Then, if for all k1 the inequalities
fT ′(v
′)>f(T ′′)2k1(v
′′
2k1) (8)
hold as far as vertex v′′2k1 exists, then T ′′ is rgood.
Note. We understand that (8) holds if (T ′′)21 does not exist. Then (T ′′)2 is a single vertex, and by (1) (T ′′)1 is also a
single vertex. Therefore, T ′′ is rgood as Lemma 5.1 requires.
Proof. The proof goes by induction on |V (T ′′)|. The base case: if |V (T ′′)| = 1, then by deﬁnition, T ′′ is rgood. Now,
suppose that Lemma 5.1 holds for any induced subtree in place of T ′′ with fewer vertices. We are going to show the
following:
Claim 5.1. (T ′′)1 and (T ′′)2 are rgood.
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Fig. 4. Dividing a binary tree T into two rooted binary trees.
Proof. Consider (T ′′)1 and (T ′′)2 with roots v′′1 and v′′2 . For (T ′′)1, consider T as being divided into T ′′′ = ((T ′′)1, v′′1 )
and T ∗ = (T ′ ∪ (T ′′)2 ∪ {v′′}, v′′). Notice that for any k1,
fT ∗(v
′′)>(2)f(T ′′)2(v
′′
2 ) (1)f(T ′′)1(v
′′
1 )>
(2)f(T ′′)12k1(v
′′
12k1) = f(T ′′′)2k1(v′′12k1),
thus (8) holds for T ∗ and T ′′′. By hypothesis, it follows that (T ′′)1 is rgood. (We fall into the habit of superscripting
some inequalities for a reference to their proofs).
For (T ′′)2, consider T as being divided into T ′′′ = ((T ′′)2, v′′2 ) and T ∗ = (T ′ ∪ (T ′′)1 ∪ {v′′}, v′′). We have for any
k1
fT ∗(v
′′)>(2)fT ′(v′)>(8)f(T ′′)2k+11(v
′′
2k+11) = f(T ′′′)2k1(v′′2k+11),
thus (8) holds for T ∗ and T ′′′. By hypothesis, it follows that (T ′′)2 must be rgood. 
Knowing that (T ′′)1 and (T ′′)2 are rgood, we return to the inductive step in the proof of Lemma 5.1. We con-
sider the following cases: (i) h((T ′′)1)<h((T ′′)2) and (ii) h((T ′′)1) = h((T ′′)2). (Note that the third inequality
h((T ′′)1)>h((T ′′)2) is impossible by the rgoodness of (T ′′)1 and (T ′′)2, (1) and Lemma 4.2).
Case (i): h((T ′′)1)<h((T ′′)2).
By (6), (4) and Claim 5.1, we have |V ((T ′′)2)|> |V ((T ′′)1)| and f(T ′′)2(v′′2 )>f(T ′′)1(v′′1 ).
Claim 5.2. For any k0 such that (T ′′)1k is not empty, we have
|V ((T ′′)1k )| |V ((T ′′)2k+1)|. (9)
Proof. The proof goes by induction on k. The base case k = 0 is trivial. For the inductive step, suppose that (9) holds
for k = 0, 1, 2, . . . , l. We are going to prove that (9) also holds for k = l + 1, if (T ′′)1l+1 is not empty. We need that for
k = 0, 1, 2, . . . , l
|V ((T ′′)1k2)| |V ((T ′′)2k+11)|. (10)
Indeed, |V ((T ′′)1k2)| 12 (|V ((T ′′)1k )| − 1), since by Claim 5.1 and Lemma 4.1 all rooted subtrees of (T ′′)1 and
(T ′′)2 are rgood, and therefore convention (1) and formula (6) apply. A similar argument shows 12 (|V ((T ′′)2k+1)| −
1) |V ((T ′′)2k+11)|. Combining these with the hypothesis (9) for k = 0, 1, 2, . . . , l, we obtain (10).
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For contradiction, assume that (9) does not hold for k = l + 1, i.e.
|V ((T ′′)1l+1)|< |V ((T ′′)2l+2)|. (11)
Through Claim 5.1, Lemma 4.1, and (6), formula (11) implies
f(T ′′)1l+1 (v
′′
1l+1)<f(T ′′)2l+2 (v
′′
2l+2). (12)
Observe that
|V ((T ′′)1l2)| + |V ((T ′′)1l+1)| = |V ((T ′′)1l )| − 1
 (9,k=l)|V ((T ′′)2l+1)| − 1 = |V ((T ′′)2l+11)| + |V ((T ′′)2l+2)|,
and therefore (11) implies that strict inequality holds in (10) when k = l, i.e.
|V ((T ′′)1l2)|> |V ((T ′′)2l+11)|. (13)
Now we are in the position to apply Lemma 3.2 in the following setting:
x ← v′′1l+1 , xi ← v′′1l+1−i , xl+1 ← v′′, yl+1 ← v′′2 , yi ← v′′2l+2−i , y ← v′′2l+2
for i = 1, 2, . . . , l. For the subtrees, the substitution is
X ← ((T ′′)1l+1 , v′′1l+1), Xi ← ((T ′′)1l+1−i2 ∪ {v′′1l+1−i }, v′′1l+1−i ),
Xl+1 ← (T ′ ∪ {v′′}, v′′), Yl+1 ← ((T ′′)21 ∪ {v′′2 }, v′′2 ),
Yi ← ((T ′′)2l+2−i1 ∪ {v′′2l+2−i }, v′′2l+2−i ), Y ← ((T ′′)2l+2 , v′′2l+2),
S ← (T \(X ∪ Y )) ∪ {x, y},
for i = 1, 2, . . . , l. Using the notation in Lemma 3.2, we have
ai = f(T ′′)1l+1−i2(v′′1l+1−i2) + 1f(T ′′)2l+2−i1(v′′2l+2−i1) + 1 = bi (14)
for i = 1, 2, . . . , l, by (10) and (6). In fact, strict inequality holds in (14) for i = 1 by (13). We also have
al+1 = fT ′(v′) + 1>f(T ′′)21(v′′21) + 1 = bl+1
by (8). From here, we obtain the conclusion of Lemma 3.2, which is exactly the ﬁrst condition of Lemma 3.3 as well:
fS(x)>fS(y).
We also have the other condition of Lemma 3.3
fX(x) = f(T ′′)1l+1 (v′′1l+1)<f(T ′′)2l+2 (v′′2l+2) = fY (y)
from (12). Thus, by Lemma 3.3, interchanging X and Y increases F(T ), contradicting the optimality of T. Hence (9)
holds for k = l + 1, and we completed the induction proof. 
Since (T ′′)1k and (T ′′)2k+1 are rgood trees, (9) implies through (5) that
h((T ′′)1k )h((T ′′)2k+1) (15)
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for any k1 such that (T ′′)1k is not empty. On the other hand, since we are in the case h((T ′′)1)<h((T ′′)2), we
have
h((T ′′)1)h((T ′′)2) − 1 = h((T ′′)22),
h((T ′′)11)h((T ′′)1) − 1h((T ′′)22) − 1 = h((T ′′)222),
...
h((T ′′)1k )h((T ′′)2k+1) (16)
for any k1 such that (T ′′)1k is not empty. Comparing (15) and (16), we conclude that equality holds all the way in
(15) and (16) until both (T ′′)11...1 and (T ′′)222...2 turn into a single vertex. In this case (T ′′)1 is complete and of height
h((T ′′)2) − 1. By Lemma 4.4, T ′′ is rgood.
Case ii: h((T ′′)1) = h((T ′′)2).
Claim 5.3. For any k0 such that (T ′′)21k is not empty, we have
|V ((T ′′)21k )| |V ((T ′′)12k )|. (17)
Proof. The proof goes by induction on k. The base case k=0 follows from Lemma 4.2 and Claim 5.1. For the inductive
step, suppose that (9) holds for k = 0, 1, 2, . . . , l. We are going to prove that (9) also holds for k = l + 1, if (T ′′)21k is
not empty. Hypothesis |V ((T ′′)21k )| |V ((T ′′)12k)| implies that for k = 0, 1, 2, . . . , l,
|V ((T ′′)21k2)| |V ((T ′′)12k1)| (18)
through the facts that these trees are rgood by Claim 5.1, labelled according to the convention (1), and formula (6).
For contradiction, assume that (9) does not hold for k = l + 1, i.e.
|V ((T ′′)21l+1)|< |V ((T ′′)12l+1)|. (19)
Notice that
|V ((T ′′)21l2)| + |V ((T ′′)21l+1)| = |V ((T ′′)21l )| − 1
 (17,k=l)|V ((T ′′)12l )| − 1 = |V ((T ′′)12l1)| + |V ((T ′′)12l+1)|.
Therefore, (11) implies that strict inequality holds in (10) for k = l, i.e.
|V ((T ′′)21l2)|> |V ((T ′′)12l1)|. (20)
Now we are in the position to apply Lemma 3.2 in the following setting:
x ← v′′21l+1 , xi ← v′′21l+1−i , z ← v′′, yi ← v′′12l+1−i , y ← v′′12l+1 ,
X ← ((T ′′)21l+1 , v′′21l+1), Xi ← ((T ′′)21l+1−i2 ∪ {v′′21l+1−i }, v′′21l+1−i ),
Z ← (T ′ ∪ {v′′}, v′′),
Yi ← ((T ′′)12l+1−i1 ∪ {v′′12l+1−i }, v′′12l+1−i ), Y ← ((T ′′)12l+1 , v′′12l+1),
S ← (T \(X ∪ Y )) ∪ {x, y},
for i = 1, 2, . . . , l + 1. Using the notation in Lemma 3.2, we have
ai = f(T ′′)21l+1−i2(v′′21l+1−i2) + 1f(T ′′)12l+1−i1(v′′12l+1−i1) + 1 = bi (21)
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for i = 1, 2, . . . , l + 1, by (10) and (6). In fact, strict inequality holds in (21) for i = 1 by (13), and therefore a1 >b1.
From here, we obtain the conclusion of Lemma 3.2, which is exactly the ﬁrst condition of Lemma 3.3 as well:
fS(x)>fS(y).
By (11) (also using Claim 5.1, Lemma 4.1, and (6)) we also have the second condition of Lemma 3.3:
fX(x) = f(T ′′)21l+1 (v′′21l+1)<f(T ′′)12l+1 (v′′12l+1) = fY (y).
Thus, Lemma 3.3 applies, interchanging X and Y increases F(T ), contradicting the optimality of T. Hence (9) holds
for k = l + 1. Using induction, we proved Claim 5.3. 
Notice that the trees mentioned in (9) are rgood by Claim 5.1 and Lemma 4.1, and therefore (9) implies through (5)
that
h((T ′′)21k )h((T ′′)12k ) (22)
for any k1 such that (T ′′)21k is not empty. On the other hand, since we are in the case h((T ′′)1)=h((T ′′)2), we must
have
h((T ′′)21)h((T ′′)2) − 1 = h((T ′′)1) − 1 = h((T ′′)12),
h((T ′′)211)h((T ′′)21) − 1 (22)h((T ′′)12) − 1 = h((T ′′)122),
...
h((T ′′)21k ) (22)h((T ′′)12k ) (23)
for any k1 such that (T ′′)21k is not empty.
Comparing (22) and (23), we conclude that equality holds all the way in (22) and (23) until both (T ′′)21...1 and
(T ′′)12...2 turns into a single vertex. In this case (T ′′)2 is complete and h((T ′′)2) = h((T ′′)1). By Lemma 4.4, T ′′ is
rgood. 
Now consider an optimal binary tree T which maximizes F(T ) among n-leaf binary trees. Divide T into two rooted
binary trees (T ′, v′) and (T ′′, v′′) by deleting an edge v′v′′. We obtain the following two lemmas.
Lemma 5.2. If |h(T ′′) − h(T ′)|1, then T ′ and T ′′ both must be rgood.
Note that if we choose a longest path P and choose (v′, v′′) as the closest to middle edge on P, we obtain such a T ′
and T ′′.
Proof. Without loss of generality, we can assume fT ′′(v′′)fT ′(v′) (see Lemma 4.2). First, it is easy to see that for
any k1
fT ′′(v
′′)fT ′(v′)>(2)f(T ′)2k1(v
′
2k1).
Thus condition (8) holds, and by Lemma 5.1, T ′ is rgood.
On the one hand, since T ′ is rgood, T ′ must contain a complete rooted binary tree T ∗, with the same root, of height
at least h(T ′)−1h(T ′′)−2. On the other hand, (T ′′)2k1 is of height at most h(T ′′)−2 and is isomorphic to a subtree
of T ′ (sharing the same root). Therefore,
fT ′(v
′) (4,6,3)f(T ′′)2k1 (24)
for k1. In fact, (24) is always a strict inequality, since T ′ has some other vertices than those in the complete rooted
binary tree with height h(T ′) − 1. So condition (8) holds, T ′′ is also rgood. 
Let T be divided into T ′ and T ′′ by deleting the closest to middle edge as described after Lemma 5.2. By Lemma 5.2,
T ′ and T ′′ are both rgood. Without loss of generality we may assume that fT ′′(v′′)fT ′(v′) (and also h(T ′′)h(T ′),
|V (T ′′)| |V (T ′)| by (4) and (6)).
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Lemma 5.3. T ′ is complete or T ∗ = (T ′ ∪ (T ′′)1 ∪ {v′′}, v′′) is rgood.
Proof. Assume that T ′ is not complete, and thereforeV ((T ′)1)< 12 [V (T ′)−1].We have thatV ((T ′′)2) 12 [V (T ′′)−1]
by (1), Lemma 4.2and the rgoodness of T ′′, and 1V (T ′)V (T ′′); and therefore V ((T ′)1)<V ((T ′′)2). By Lemma
4.2 we have
f(T ′)1(v
′
1)<f(T ′′)2(v
′′
2 ). (25)
Consider T as being divided into T ∗ and (T ′′)2. Since T ′ is rgood by Lemma 5.2, 4.6 yields for any k0
f(T ′)2k1(v
′
2k1)
(7)f(T ′)1(v
′
1). (26)
Combining (25) with (26) yields for any k0
f(T ′)2k1(v
′
2k1)<f(T ′′)2(v
′′
2 ). (27)
Similarly, notice that (T ′′)1 is rgood, and then for k0,
f(T ′′)2(v
′′
2 ) (1)f(T ′′)1(v
′′
1 )>
(2)f(T ′′)11(v
′′
11) (7)f(T ′′)12k1(v
′′
12k1). (28)
Combining (27) and (28), we obtain that for any k0,
f(T ′′)2(v
′′
2 )>max(f(T ′)2k1(v
′
2k1), f(T ′′)12k1(v
′′
12k1)). (29)
Since (T ∗)2 = T ′ or (T ′′)1, we have from (29) that
f(T ′′)2(v
′′
2 )>f(T ∗)2k+11(r
∗) for k0,
where r∗ is the root of (T ∗)2k+11. So (8) holds, T ∗ is rgood by Lemma 5.1. 
6. The proof of Theorem 2.2
Proof. Let T be an optimal binary tree on n leaves. For contradiction, suppose that T is not good. Divide T into T ′ and
T ′′ by deleting the closest to middle edge as described before Lemma 5.3. By Lemma 5.2, both T ′ and T ′′ are rgood.
We assume that fT ′′(v′′)fT ′(v′), and also h(T ′′)h(T ′) by (4)–(6). (Figs. 4–6 explain how the vertices are labelled).
Since T ′′ is rgood,
h(T ′′) − 2h((T ′′)1)h(T ′′) − 1 = h((T ′′)2). (30)
By deﬁnition, h(T ′′) − 1h(T ′)h(T ′′). According to Lemma 4.4, T ′ is not complete, and if h(T ′) = h(T ′′), then
T ′′ is not complete either. Deﬁne T ∗ = (T ′ ∪ (T ′′)1 ∪ {v′′}, v′′) (as in Lemma 5.3). Since T ′ is not complete, T ∗ must
be rgood (Lemma 5.3) and so, by Lemma 4.3,
(T ′′)1 must be complete. (31)
If h(T ′)= h(T ′′), then since T ′′ is not complete and (31), we must have h((T ′′)1)= h((T ′′)2)− 1 = h(T ′)− 2. But
this contradicts the rgoodness of T ∗, (it would have leaves at heights differing by 2), therefore, we must have
h(T ′) = h(T ′′) − 1. (32)
Assume at this point for a second h((T ′′)1) = h((T ′′)2). Applying Lemma 4.3 to T ′′ yields that (T ′′)2 must be
complete, and consequently, by (31), T ′′ must be complete. Now, let T ′′′ = (T ′ ∪ (T ′′)2 ∪ {v′′}, v′′). Then h(T ′′′) =
h(T ′)+ 1=h((T ′′)2)+ 1=h((T ′′)1)+ 1, the completeness of (T ′′)2 indicates that T ′′′ is rgood. (T ′′)1 is complete by
(31).Apply Lemma 4.4 (ii) for joining T ′′′ and (T ′′)1 to obtain T, and observe that T is good, a contradiction. Therefore,
we have h((T ′′)1) = h((T ′′)2) − 1. Assume now for a second that (T ′′)2 is complete. Now draw T by placing the edge
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Fig. 5. Considering subtrees of T ′′.
Fig. 6. The optimal binary tree T, which maximizes F(T ).
v′′v′′2 to the line R× 0 and observe that T is good, a contradiction. Therefore, we may assume for the rest of the proof
that
(T ′′)2 is not complete and h((T ′′)1) = h((T ′′)2) − 1 = h(T ′′) − 2 = h(T ′) − 1. (33)
Set T ′′′ = (T ′ ∪ (T ′′)2 ∪ {v′′}, v′′). Consider now T as being divided into T ′′′ and (T ′′)1, and note that T ′′′ is not
rgood as neither T ′ nor (T ′′)2 are complete. First, we will show that for all k0, we have
f(T ′′)1(v
′′
1 )>f(T ′)2k1(v
′
2k1). (34)
Now
h((T ′)2k1)h(T ′) − (k + 1)=(33)h((T ′′)1) − k, (35)
so (34) holds for k1 by (4) and (6).
Also ifh((T ′)1)=h((T ′)2)−1<(33)h((T ′′)1), then (34) holds for k=0 by (4) and (6). Therefore, we only need to show
that (34) holds for k=0 when h((T ′)1)=h((T ′)2)=h(T ′)−1=(33)h(T ′′1 ). But since T ′ is not complete, if h((T ′)1)=
h((T ′)2) then (T ′)1 must not be complete, and since (T ′′)1 is complete, we get from (6) that f(T ′′)1(v′′1 )>f(T ′)1(v′1),
and therefore (34) is true.
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Similarly to the above, we will also show that for every k1 we have
f(T ′′)1(v
′′
1 )>f(T ′′)2k1(v
′′
2k1). (36)
As before, h((T ′′)2k1)h(T ′′)− (k + 1)=(33)h((T ′′)1)− (k − 1) so (36) holds for k2 by (4). Also if h((T ′′)21)=
h((T ′′)22) − 1 = h(T ′′) − 3<(33)h((T ′′)1), then (36) holds for k = 1 by (4).
So, since (T ′′)2 is rgood, all we need to show is that (36) holds for k=1 when h((T ′′)21)=h((T ′′)22)=(33)h((T ′′)1).
But since (T ′′)2 is not complete, from (6) we have in this case that f(T ′′)1(v′′1 )>f(T ′′)21(v′′21) as required.
Combining (34) with (36), we obtain that for any k0,
f(T ′′)1(v
′′
1 )>max(f(T ′)2k1(v
′
2k1), f(T ′′)2k+11(v
′′
2k+11)). (37)
Since (T ′′′)2 = T ′ or (T ′′)2, we have from (37) that
f(T ′′)1(v
′′
1 )>f(T ′′′)2k+11(r) for k0,
where r is the root of (T ′′′)2k+11. So (8) holds, but T ′′′ is not rgood as neither of T ′ or (T ′′)2 is complete, contradiction
to Lemma 5.1.
Thus, we must have that T is good. 
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