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Abstract
Arctic terrestrial ecosystems play an important role in the global carbon cycle. If arctic warming
continues to rise as projected, large amounts of soil carbon stored in these ecosystems could be released
to the atmosphere as carbon dioxide or methane and positively enhance greenhouse warming. Thus,
improving understanding of the likely future state and fate of arctic soil carbon, and the carbon uptake
potential of arctic terrestrial ecosystems are well recognized research priorities.
At the pan-arctic scale, decadal increases in NDVI (Normalized Difference Vegetation Index), an
index of vegetation productivity, have been observed from satellite imagery, indicating a general
greening of the Arctic. Although the increase in NDVI has been linked to summer warming and sea ice
loss in coastal areas and expansion of shrubs inland, these changes do not explain NDVI trends in the
Beringian arctic. Here, shrubs do not dominate many tundra landscapes, regional warming has occurred,
and NDVI has mostly increased in Alaska and decreased in Chukotka. This discrepancy highlights an
important gap in current understanding of the Arctic system.
The overarching goal of this study is to (1) determine how land cover in the Beringian Arctic
changed in the last half century; (2) assess what biophysical properties control peak growing season
land-atmosphere CO2 and CH4 exchange in multiple landscapes and land cover classes in Beringia; and
(3) model how decadal land cover change in Beringia has altered peak growing season CO2 and CH4
exchange and global warming potential.
Using a campaign-style, snapshot sampling approach sixteen sites were visited in ten different
landscapes throughout the Beringian Arctic between 2005 and 2008. Sites represented a broad range of
arctic terrestrial ecosystems, and data collection included CO2 exchange, CH4 exchange, and a number
of biophysical and spectral properties for the purpose of spatial scaling and model development. For
seven landscapes, ground-truthed land cover maps were created from recent high-resolution Quickbird
vi

imagery. Using conservative assumptions regarding land cover change, modern land cover maps were
used as baselines for the development of historic high-spatial-resolution land cover maps derived from
aerial photography and declassified military imagery dating back to 1948. Using these multi-temporal
coverages, trends in decade time scale land cover change were determined for each study landscape.
Within Alaska, drier landscapes and open water cover classes expanded whereas wet vegetated land
cover classes decreased in area. For Russian landscapes, shrub dominated

land cover expanded

wherever these were present and land cover generally shifted towards an expanse of wetter landscape
vegetation types.
Multiple regression models were developed using field data. These were able to effectively
predict CO2 and CH4 flux (R2 = 0.70 and 0.66 respectively) for a range of vegetation types and
landscapes at multiple locations in the Beringian Arctic. Originating from measurements taken during
the snapshot sampling campaign, the models were relatively simple, spatially scalable models whose
input parameters could be derived from automated ground and aerial/satellite based observation
platforms. The effectiveness of these models suggests that predicting the GWP of landscapes across
Beringia many multiple landscapes may only require the measurement of simple ecosystem measures
and given the variety of landscapes within this study, these relationships may extend to other parts of the
Arctic as well.
Ecosystem fluxes were then spatially extrapolated over the multi-temporal land cover maps to
determine the impact of land cover change on CO2 and CH4 flux. Using the global warming potential
(GWP) metric, we calculated the global warming potential of these landscapes in CO2 equivalents
(CO2e). Results suggest all landscapes were historic net sinks of carbon and remain net sinks of CO2e.
Four of the seven sites appeared to become weaker sinks, while the remaining three sites became
stronger sinks of CO2e. Decadal changes in CO2 and CH4 flux as well as global warming did not appear
to have any geographic associations. When the effect of land cover change on NDVI was calculated,
vii

most landscapes displayed a change in NDVI consistent with regional aggregations measured at coarse
spatial scales (i.e. an increase for Alaskan landscapes, except for the Barrow and Atqasuk sites, and a
decrease for Russian landscapes).
These findings build on the current understanding of the relationship between ecosystem
structural structure and function change and draw attention to the importance of understanding how their
spatio-temporal variation can affect global warming potential over decadal time scales. Findings also
suggest that using simple set measurements within a network of automated sensors could allow the
development of a cost-efficient network for monitoring fluxes. In the process of building ecosystem flux
models, the novel snapshot-sampling approach developed in this study demonstrates the capacity for fast
and efficient sampling of large areas in combination with remote sensing platforms. The simple models
and capacities demonstrated here would benefit the future development of an integrated Arctic
observing network.
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Chapter 1: Introduction
1.1

PHYSICAL GEOGRAPHY OF THE ARCTIC
The Arctic region can be defined in several different ways. Based on insolation and the tilt of the

earth’s rotational axis, the Arctic is defined as the area north of the Arctic Circle or 66.5° N latitude.
Climatically, the Arctic is defined as the region where the maximum monthly average temperature is
below 10° C (Koppen 1931). This boundary is also called the 10° C isotherm. While some define the
Arctic by the southernmost boundary of discontinuous permafrost (McGuire 2006), the most
ecologically relevant, functional definition of the terrestrial arctic is the area north of where the boreal
forest ends and tundra begins, also known as the tundra-taiga ecotone (Callaghan et al. 2002). The area
north of treeline is roughly 12 million square kilometers and is bounded to the north by the Arctic Ocean
(Chapin et al. 2005a). As defined by solar radiation, the Arctic Circle is the southernmost boundary
experiencing an extreme difference in summer and winter photoperiod ranging from 24 to 0 hours,
respectively, at the summer and winter solstices (ACIA 2005).
Each definition has an effective usage depending on the situation to be described and none of
them defines an absolute boundary with exception of the delineated Arctic Circle at 66.5° N. Although
some of these definitions describe large, gradual transition zones, they do maintain a dynamic quality of
spatial self-adjustment to changing environmental conditions. By addressing the Arctic as a regional set
of ecosystems with specific ecosystem functions, this document follows the ecological or functional
definition of Callaghan et al. (2002).
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1.1.1

The Beringia region

The Beringia region of the Arctic was first defined by Hulten (1937) and refers to the current
area encompassing Far East Russia and western Alaska where a continuous extent of land once bridged
the two continents during the last glacial maximum, estimated to be 21,000 years before present
(Hopkins et al. 1982). During this period, sea levels were lower and Beringia remained relatively
unglaciated, serving as an ecological refugium for flora and fauna (Hopkins et al. 1982). Since that time,
rising sea levels have reduced the land area and established a vicariant boundary, eventually submerging
the land bridge and leading to the present conditions (Hopkins et al. 1982). Current climate patterns and
historical reconstructions suggest that the Russian side of Beringia is warmer than Alaska. Together, the
paleo history and differences in climate have led to distinct floristic communities between the two sides
(Yurtsev 1994, Ickert-Bond et al. 2009).

1.1.2

Climate

Arctic climate is generally characterized by low mean annual temperatures, low annual
precipitation and a short summer and growing season for plants. While the southern climatic boundary
of the Arctic is regarded as the 10° C isotherm, a general gradient exists with the gradual decrease of
temperature as latitude increases. During July, typically the warmest month, average temperature along
this south-to-north gradient ranges from 10 to 2°C, respectively. This latitudinal gradient also applies to
annual precipitation and growing season, which range from 250 to 45 mm and three to one months,
respectively. (Jonasson et al. 2001).

1.1.3

Land cover

As an adaptation to the cold, arctic vegetation typically has growth forms that are relatively small
and possess a low profile. The primary limitations to plant growth in the Arctic are temperature, thaw
depth, nutrient availability, and water availability (Billings 1973, 1987). Arctic terrestrial ecosystems
2

and landscapes are spatially heterogeneous (Muller et al. 1999). Based on vegetation response to
climate, parent material and topography, recently proposed regional classifications distinguish five
broad tundra vegetation subzones: (1) low and high-shrub tundra, (2) erect dwarf-shrub, (3) prostrate
dwarf-shrub, (4) cushion forb, lichen, and moss, and (5) graminoid and forb (Walker 2000, Kaplan et al.
2003). Surveying vegetation throughout the circumpolar arctic, the CAVM team (2003) grouped over
400 plant communities defined by regional experts into 15 vegetation types based on physiognomy.
Scaling incrementally from regional down to meter and finer spatial scales reveals significant increases
in land cover variability with each step.
At fine spatial scales (e.g., m2), the apparent heterogeneity of vegetated land cover can often be
attributed to abiotic factors resulting from a complex interplay between microtopography, microclimate,
soil properties, surface hydrology, and freeze-thaw dynamics (Giblin et al. 1991, Shaver and Chapin
1991, Shaver et al. 1996, Epstein et al. 2004, Riedel et al. 2005). Heterogeneity within tundra landscapes
is a major factor in modeling landscape energy and carbon balance due to the potentially large
differences in these factors between land cover types (McFadden et al. 1998, Kwon et al. 2006, Olivas et
al. 2011). Different land cover types appear to respond differentially to environmental change (e.g.,
Villarreal et al. 2012, Lara et al. 2012, Johnson et al. 2011b). Within local landscapes, plant community
assemblages and soil moisture are strongly linked, and in this study, individual plant communities have
been defined along a plant community/soil moisture gradient, named after the relative soil moisture of
each vegetation type.

1.1.4

Ecosystem carbon exchange

Although arctic tundra persists with a short growing season and has low productivity relative to
other ecosystems, past environmental conditions including low temperature, wet soils, and permafrost
have limited decomposition more strongly than productivity, leading to a net accumulation of soil
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organic matter (Tarnocai et al. 2009). Recent studies estimate the below-ground organic carbon pool in
northern ecosystems to be 1672 petagrams [1pg = 1015g] (Tarnocai et al. 2009), the majority of which is
stored in permafrost. This amounts to roughly 50% of the global below-ground carbon pool.
Carbon balance in the Arctic is a product of primarily ecosystem-atmosphere exchange of CO2,
one of the most important greenhouse gases (Johnson and Kelley 1970, IPCC 2007). The primary
pathway of carbon input to tundra ecosystems is plant photosynthetic uptake and fixation of atmospheric
CO2. Major ecosystem CO2 outputs include above-ground (plant) and below ground (root and microbial)
respiration, the latter of which comprises the majority of ecosystem CO2 efflux (Johnson and Kelley
1970). Respired CO2 is the product of microbial respiration associated with aerobic decomposition of
soil organic matter, whereas decomposition under anoxic conditions typically results in another
significant carbon output in the form of CH4 or methane (Matthews and Fung 1987, Christensen 1993,
Christensen et al. 2003,).
Methane produced within tundra soils can reach the atmosphere in three ways: (1) ebullition, (2)
vascular transmission, and (3) diffusion. Ebullition is the formation and release of methane bubbles.
Vascular transmission occurs in vascular plants, which act as ‘chimneys’, allowing the transfer of
methane from the soil to the atmosphere. The effectiveness of vascular transmission has been found to
be species specific, and therefore species and plant community change has the potential to alter methane
emission patterns (Christensen et al. 2003). Ebullition and vascular transmission pathways account for
the majority of soil-to-air CH4 transfer - 48% and 50% respectively, while molecular diffusion accounts
for the remaining 2% (Christensen et al. 2003). Ecosystem-atmosphere flux of CH4 is greatest in
wetlands and waterlogged areas, which generally occur over landscapes where topographic relief is low.
In contrast to this, soils with lower water content provide suitable conditions for CH4 oxidation by
methanotrophic microorganisms (Higgins et al. 1980). A zone of CH4 oxidation often bridges lower
anoxic methanogenic soils and the atmosphere. Under certain conditions, ecosystem CH4 oxidation can
4

significantly reduce CH4 emission (Christensen 1993). The magnitude of soil-atmosphere CH4 fluxes is
minute compared to that of CO2, however. Nevertheless, the functional significance of CH4 is a result of
its molecular structure and how this intercepts radiation in the atmosphere. CH4 has approximately 25
times the global warming potential of CO2 over a 100 year time horizon (IPCC 2007). Wetlands and
waterlogged soils are known to be net carbon sinks due to their relatively high primary productivity and
low aerobic respiration (Gorham 1991). Yet the function of wetlands as a major source of CH4 poses a
major uncertainty to the global warming effect of wetlands by possibly offsetting the effect of wetland
CO2 sink activity (Johansson et al. 2006).

1.2

THE STATE OF ARCTIC ECOSYSTEMS AND GLOBAL CHANGE
The Earth System and all of its components can be conceptualized as a continuum of recursive,

dynamic, and infinitely interconnected subsystems. Understanding future states of the earth system and
how humans may need to adapt is necessary for understanding these subsystems and their interconnectivity more intricately. In the current state of science, long term observations and improving
technologies have allowed us to observe processes at larger frames of reference with regard to the state
of the earth system. Within the context of human civilization and measurable geologic history, the earth
system, as we currently understand, the Arctic is in a state of non-linearly increasing change (ACIA
2005). Understanding future state and fate of earth system and how humans may need to adapt requires
understanding these subsystems and connectivity more intricately to understand how change is likely to
manifest in other components of the earth system.
During the last 150 years, the Arctic has experienced warming that is more than double the
global average increase of 0.4° C, and this trend of increased arctic warming is projected to continue in
the foreseeable future (IPCC 2007, Kaufman et al. 2009). Numerous changes in terrestrial ecosystem
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structure and function have been reported from throughout the Arctic as a result of increased
temperatures (ACIA 2005, Hinzman et al. 2005, Post et al. 2009, Callaghan et al. 2011a).
The effect of warming on arctic tundra is of major concern given the substantial pool of soil
carbon (Section 1.1.4), which if mobilized to the atmosphere in the form of greenhouse gases CO2 and
CH4 (Section 1.1.4), could positively enhance atmospheric warming unless this is offset by increases in
primary productivity. While recent studies suggest that thawing permafrost and changes in hydrology
may shift this balance, initiating a positive feedback to climate warming (Schuur et al. 2009),
uncertainties remain, partly because ecosystem carbon fluxes in arctic ecosystems are dependent on a
number of variable and highly connected local ecosystem properties and processes (Section 1.1.3).
Across the Arctic, numerous changes in plant communities have been documented, both through
experimental manipulations (Oberbauer et al. 2007, Johnson et al. 2011, Elmendorf et al. 2012), and
observational evidence (Sturm et al. 2001, Callaghan et al. 2011a, Hill and Henry 2011). Not only do
changes in plant communities reflect changes in ecosystem properties, they have the potential to
strongly alter land-atmosphere carbon exchange (Lara et al. 2012). Understanding the dynamics of
ecosystem structural and functional change is critical to understanding the response of arctic ecosystems
to climate change, and how these changes could manifest to effect other components of the Arctic and
Earth Systems.

1.3

CURRENT RESEARCH CHALLENGES

1.3.1 Scientific challenges
Recent changes in global climate have drawn attention to the potential changes and feedbacks
occurring in the Arctic, leading to an increase in research activity. Recent findings include the
documentation of historic land cover change (Tape et al. 2006, Callaghan et al. 2011a, Hill and Henry
2011), vegetation response to experimental change (Elmendorf et al. 2012), and pan-arctic change (Bhatt
6

et al 2010). Development of empirical models (Shaver et al. 2007, Saito et al. 2009, Lee et al 2011), and
increased recognition of the importance of heterogeneity and scaling (Fox et al. 2008, Fletcher et al.
2009, Stoy et al. 2009, Hill et al. 2010) have lead the way to better predictions of greenhouse gas fluxes
at larger spatial scales.

A key challenge moving forward in the arctic terrestrial sciences however, remains to improve
our current ability to predict ecosystem responses to change (ACIA 2005, ICARP II 2005, SWIPA
2011). More specifically, this challenge can be categorized into two focal points: measuring current and
past changes in ecosystem structure and understanding the drivers and consequences of these changes,
and understanding feedbacks due to potentially altered rates of land-atmosphere trace gas exchange
(ICARP II 2005).
1.3.2 Technical challenges
Several technical issues challenge the advancement of scientific understanding in the Arctic.
Foremost, sampling over large areas within the short arctic growing season is logistically challenging
and expensive, and most studies of this type face a trade-off between spatial and temporal coverage. As
a solution, remote sensing and associated image analyses have been used widely to scale plot level
measurements across larger spatial domains. Advances in computing power, spatial analysis, spectral
analysis, and large scale sensors used in aerial photography and satellite imagery currently allow for
ecosystem properties to be extrapolated over large spatial scales in this manner (e.g., Tape et al. 2006).
Given the high spatial heterogeneity of land cover in the Arctic, however, the spatial resolution of
imagery used for classification must at least equal plot level scales of variability to achieve the highest
level of accuracy in spatial extrapolations (Stoy et al. 2009). Numerous studies of the Arctic Region
have used Landsat (30m) (Silapaswan et al. 2001), MODIS (250m), AVHRR (1.1km) (Myneni et al.
1997, Vourlitis et al. 2003, Stow et al. 2004) or a hybrid combination of remote sensing products (12km)
(Bhatt et al, 2010). The usefulness and accuracy of the imagery used in these studies are limited by
7

factors such as cloud cover, and the lack of spatial resolution results in generalizations about the
regional carbon balance because of the lack of ability to resolve different land cover types (Laidler and
Treitz 2003). The importance of spatial resolution becomes apparent given that the function of different
land cover types can vary greatly with respect to CO2 and CH4 exchange (Vourlitis et al. 2003), and
global warming potential.
Broad generalizations are unable to resolve how regional changes are manifested at the ground
level. If all changes in ecosystem function can be represented on a continuous, ordered scale by a
spectral index, integration of multiple landscape units into a single value would yield the true functional
value of that landscape. Spectral indices have been developed and used effectively as proxies for
ecosystem properties such as greenness/productivity(NDVI; Rouse et al. 1973) and surface water
(NDSWI; Goswami et al. 2011), however, the function of an ecosystem as a sink or source of CO2 and
CH4 is a non-linear function of multiple interacting ecosystem properties, therefore, regional remotesensing studies must be combined with studies at both plot and intermediate spatial scales in order to
capture both the relative importance of individual land cover types and their relative coverage across the
landscape.
The lack of long term observations also presents a challenge to the study of Arctic ecosystem
change. Climate change can be a gradual process that occurs over extended time periods, and likewise
ecosystem responses occur at similar rates without accounting for lag time and non-linear responses. At
a minimum, detection of change requires a time frame large enough to capture long term trends while
minimizing the effects of inter-annual variability. Historic imagery present one of the best sources for
former ecosystem states and historic aerial photograph and declassified military spy imagery matches
the spatial resolution of imagery currently available from modern high spatial resolution satellites.
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1.4

GOALS AND OBJECTIVES OF THIS STUDY
The overarching goal of this dissertation is to determine the impact of decade time-scale change

on the structure and function of tundra ecosystems in Beringia. In doing so, this project aims to address
several of the most urgent science challenges facing arctic terrestrial ecologists through the following
objectives (1) assess decade time-scale trajectories of land cover change at multiple Beringian
landscapes (2) use field data collected at multiple locations and in multiple land cover types to develop
models of ecosystem structure and function, and (3) spatially and temporally extrapolate these models
to estimate the impact of landscape change on ecosystem function over time.

1.5

ORGANIZATION OF THIS DISSERTATION
This chapter has provided a brief introduction to arctic terrestrial ecosystems in the context of

global change, the implications of change in these ecosystems, and a series of research challenges this
dissertation will address. The following three chapters of this dissertation address the three objectives
outlined in Section 1.4. Each chapter has been formatted for publication in international peer reviewed
journals. Chapter 2 has been published in association with the Greening of the Arctic special issue of the
journal Environmental Research Letters (Impact factor 3.049) and discusses land cover change at seven
locations in Beringia over the past half Century using change analysis performed on multi-temporal
high-resolution aerial and satellite imagery (Lin et al. 2012). Chapter 3 describes the development of an
empirical ecosystem model that predicts global warming from CO2 and CH4 exchange for arctic
terrestrial ecosystems using a suite of relatively common ground and remotely sensed environmental
observations. This chapter has been formatted for publication in the journal Ecological Applications.
Chapter 4 combines the land cover change assessment from Chapter 2 (Lin et al. 2012) with the
ecosystem model developed in Chapter 3 and estimates the impact of land cover change on ecosystem
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function at multiple sites throughout Beringia. This chapter has been formatted for publication in the
journal Nature Climate Change.
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Chapter 2: High spatial resolution decade-time scale land cover change at multiple
locations in the Beringian Arctic (1948 – 2000s)
2.1

ABSTRACT
Analysis of time series imagery from satellite and aircraft platforms is useful for detecting land

cover change at plot to regional scales. In this study, we created multi-temporal high spatial resolution
land cover maps for seven locations in the Beringian Arctic and assessed the change in land cover over
time. Land cover classifications were site specific and mostly aligned with a soil moisture gradient.
Time series varied between 60 and 21 years. Four of the five landscapes studied in Alaska underwent an
expansion of drier land cover classes while the two landscapes studies in Chukotka, Russia showed an
expansion of wetter land cover types. While a range of land cover types was present across the
landscapes studied, the extent of shrubs (in Chukotka) and open water (in Alaska) increased in all
landscapes where these land cover types were present. The results support trends documented for
regional change in NDVI (a measure of vegetation greenness and productivity) as well as a host of other
long term, experimental and modeling studies. Using historic change trends for each land cover type at
each landscape, we use a simple probabilistic vegetation model to establish hypotheses of future change
trajectories for different land cover types at each of the landscapes investigated. This study is a
contribution to the International Polar Year Back to the Future project (IPY-BTF).

2.2

INTRODUCTION
Rates of recent climate warming in the Arctic have been approximately twice the global average

(IPCC 2007, Kaufman et al. 2009). Increasingly, widespread and in some cases dramatic changes in
arctic ecosystem structure and function are being reported and linked to climatic warming (ACIA 2005,
Hinzman et al. 2005, Post et al. 2009). While there have been many recent studies documenting
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vegetation change over decadal time scales (Tape et al. 2006, Callaghan et al. 2011a, Hill and Henry
2011), most have focused on either plot level change (e.g., Villarreal et al. Accepted) or large scale
regional change derived from satellite remote sensing (e.g., Bhatt et al. 2010). Few studies have linked
decade-time scale changes observed at the plot level to those observed at the landscape or regional scale
(sensu Silapaswan et al. 2001, Johansson et al. 2006). A remaining challenge pertains to understanding
how changes at small spatial scales (e.g., plot and landscape level) manifest to affect change at larger
spatial scales, and how change at larger spatial scales constrain change at small spatial scales.
Recent changes (1982-2008) in NDVI (Normalized Difference Vegetation Index) documented
across the pan-arctic from low-spatial resolution satellite imagery indicate a general greening trend,
which suggests there has been an increase in terrestrial ecosystem productivity (Bhatt et al. 2010). Bhatt
et al. (2010) largely link this trend to warming of coastal landscapes adjacent to areas of the Arctic
Ocean where declines in the extent of sea ice and summer warming have been greatest. However,
increases in NDVI values in this study were not always consistent with warming trends in some areas of
the Arctic. In Beringia, for example, warming occurred in both Chukotkan and Alaskan sectors but
greening was documented only in Alaska. Such discrepancies are difficult to explain without more
detailed studies that assess ecosystem change at higher spatial resolutions. In Alaska, and elsewhere in
the low arctic shrub expansion has been shown to be an underlying cause of landscape greening (Forbes
et al. 2009) with strong implications on ecosystem function (Sturm et al. 2005, Chapin et al. 2005).
However, underlying causes of greening in non-shrub dominated landscapes, typical of the coastal
margins where Bhatt et al. (2010) documented greening, remain poorly studied.
At comparatively small spatial scales, experimental studies (Johnson et al. 2011, Oberbauer et al.
2007, Hollister et al. 2005), some long term observations (Hill and Henry 2011, Hudson and Henry
2011) and retrospective studies (Johansson et al. 2006, Verbyla 2008, Lara et al. In Press, Villarreal et
al. Accepted) suggest arctic plant communities can respond differently to warming and other
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environmental changes. Already, expansion in shrubs (Sturm et al. 2001, Tape et al. 2006), increase in
biomass (Epstein et al. 2012, Hudson and Henry 2009), and changes in plant community structure and
species richness (Callaghan et al. 2011a) have been observed across the arctic. Moreover, plant
communities in a given landscape can have markedly different functional properties such as landatmosphere carbon exchange (Lara et al. In Press, Oberbauer et al. 2007), energy balance (Chapin et al.
2005), and nutrient cycling (Hobbie 1992, Hobbie et al. 2002, Edwards and Jefferies 2010). Thus,
assessment of likely feedbacks to the climate and other subsystems from landscape level ecosystem
change (sensu Chapin et al. 2005) require the integration of specific landscape units to account for
differences in their dynamic response to change and functional importance (sensu Johansson et al. 2006,
Lara et al. 2012).
Improved multi-scale understanding of ecosystem change in arctic landscapes is likely to
contribute to improved understanding of how ecosystem function has also changed and how, for
example, altered land-atmosphere carbon exchange and other feedbacks affect different components of
the Arctic System such as climate. Landscapes at high northern latitudes have historically functioned as
a carbon sink, accumulating a large pool of soil organic carbon (Tarnocai et al. 2009), which is largely
stored in permafrost (Schuur et al. 2008). With arctic warming, concern surrounds the future fate and
transport of this carbon store (Mack et al. 2004, Dutta et al. 2006, Schuur 2006, Hollesen et al. 2011). If
historic soil carbon is metabolized and mobilized to the atmosphere as a greenhouse gas, and if the
forecast increase in photosynthetic uptake of CO2 (Euskirchen et al. 2006) does not offset this loss,
greenhouse warming could be positively enhanced (Schuur et al. 2008, Koven et al. 2011). The lack of
sustained observations and a relatively poor knowledge of linkages between land cover change
dynamics and ecosystem structural and functional properties pose a challenge to understanding the
likely impact of decade-time scale land cover change on land-atmosphere greenhouse warming
potential. Several studies to date have demonstrated the propensity of multi temporal high spatial
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resolution imagery to document landscape level change and determine the differential response of
various landscape subunits (Sturm et al. 2001, Malmer et al. 2005, Johansson et al. 2006, Tape et al.
2006). In this study, we employ a similar approach to explore the spatio-temporal land cover change
dynamics at seven landscapes in the Beringian Arctic, which appear to be warming but demonstrating a
differential greening response (Bhatt et al. 2010). Historical high-resolution single-band aerial
photography and historic declassified military imagery were used in combination with modern multiband satellite imagery to create retrospective and modern land cover maps using classification
algorithms trained on ground based data. Following a normalizing and modeling procedure that accounts
for the different capacities for change and standardization of the temporal period over which change was
assessed at each landscape, we determine shifts in coverage of extant land cover types. Our objective is
to determine the direction and magnitude of decadal time scale land cover change and compare the
dynamics of change between landscapes and with trends documented at larger spatial scales. This study
is a contribution to the International Polar Year Back to the Future (IPY-BTF) project (IPY #512,
Callaghan et al. 2011b).
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2.3

METHODS

2.3.1 Study area

Figure 2.1 Location of the seven Beringian landscapes included in this study overlaid on a map of
bioclimate subzones (derived from CAVM Team 2003).
Land cover change was analyzed for seven landscapes (ca. 6 – 20 km2) within the Beringia
region (Table 2.1). These landscapes span arctic bioclimate subzones B through E (sensu CAVM team
2003). Each landscape contained a range of vegetation types associated with different surface hydrologic
conditions. Barrow, Midway, and Atqasuk are landscapes located on the Arctic Coastal Plain on the
North Slope of Alaska where average July temperatures range from 3.7 - 9 °C and summer precipitation
is approximately 55-57 mm (Oberbauer et al. 2007). Ivotuk is a gently sloping moist tussockgraminoid/dwarf shrub tundra landscape in the northern foothills of the Brooks Range with a mean July
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temperature of 11.3°C and summer precipitation of 181.5mm (Hinzman et al. 2003). The Kougarok
landscape is a tussock-graminoid/dwarf shrub tundra landscape located on the Seward Peninsula where
the mean July temperature is 11.0 °C and summer precipitation is 102.1mm (Hinzman et al. 2003).
Yanrakinot and Penkigney Bay are gently sloping graminoid dominant landscapes with occasional
stands of shrubs situated at the base of the mountainous coastal region of east Chukotka, Russia. The
Yanrakinot and Penkigney Bay study locations are located approximately 50km northeast of
Provideniya, where the mean July temperature is approximately 8.6 °C and summer precipitation is 173
mm (Buhta Provideniya weather station). To aid image classification and functional ecological studies
associated with this work, ground-based data from Chukotka were collected in July of 2005 during the
Swedish Beringia Expedition (Tweedie et al. 2006), and in Northern Alaska and the Seward Peninsula in
2006 and 2007. The selection of landscapes included in this study were largely limited by the
availability of both modern and historic high spatial resolution imagery, and logistic constraints
associated with site access and ground-based sampling.
Table 2.1 Landscape name, location, Circumpolar Arctic Vegetation Map bioclimate subzone and
floristic province (sensu CAVM Team 2003), land cover classes present, and image acquisition dates.
used for land cover classifications.
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2.3.2 Image analysis
For each landscape, a land cover classification derived from a high spatial resolution modern
Quickbird satellite image was compared to classifications derived from historic color-infrared or
grayscale imagery as outlined below. Quickbird imagery for all locations was acquired between 2002
and 2008. Historic imagery was acquired between 1948 and 1977 (Table 2.1). For consistency, all
images analyzed for this study were restricted to seasonal acquisitions between mid-July and midAugust close to peak growing season. For the majority of sites, only two images (historic and modern)
were found to be suitable for but for the Barrow and Ivotuk sites, four and three images were found to be
suitable respectfully (see Table 2.1).
Image preprocessing. All image analysis was performed with the software Environment for
Visual Images V4.2 (ENVI). For each landscape, historic images were registered to the geometrically
corrected and standard product Quickbird image (Table 2.1) using a nearest neighbor second degree
polynomial transformation method with > 30 ground control points evenly distributed across a given
landscape. Registration was improved iteratively until a root mean squared error (RMSE) of < 0.75 was
attained.
Because of differences in view angles, pixel resolution, and spectral properties between historic
and modern imagery for each landscape, the following techniques were used to standardize image time
series for each landscape. The pixel size of the modern Quickbird image was resampled to match the
pixel size of the historic image, which ranged from 1.4m in Barrow, Alaska to 5m at both landscapes in
Chukotka. To compare historic grayscale images with modern multi-band color images, color images
were converted to grayscale by averaging the red, green, and blue bands to a single band. Following the
color to grayscale conversion, modern image histograms were then matched to those of the
corresponding historic grayscale image. Radiometric corrections of historic images were made using the
“cross-track illumination correction” function in ENVI. These corrections resulted in image time series
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for each landscape that were co-registered to within 0.75m, were of the same pixel resolution, and had
similar intensity ranges within a scene (see Appendix 1). The preprocessing procedures followed here
were similar to those used in another study for correcting high resolution historic imagery (Rigina 2003).
Major inconsistencies were then masked from all images, including clouds, man-made structures, and
large hills/mountains and river banks that resulted in shadowing in some images.
Image classification. All image classifications were completed using ENVI (V4.2). Based on
field surveys and plot-level data collected to describe vegetation composition and cover and physical site
attributes such as soil moisture, five broad land cover classes were identified for each landscape. The
classification schemes were defined to describe discrete plant community associations, which appeared
to correspond with a relative surface soil moisture gradient at all sites. Thus, the classification used
refers to a combined discrete vegetation class and soil moisture regime. This classification scheme is
similar to that used in other tundra landscapes (Silapaswan et al. 2001, Rees et al. 2003, Schneider et al.
2009, Olthof et al. 2009). For Alaskan landscapes, dominated by graminoid tundra, we classified land
cover into dry, moist, wet, and aquatic tundra, and open-water (non-vegetated) classes. For Chukotkan
landscapes, which were dominated by mixed graminoid tundra and occasional stands of shrubs, we
classified land cover into dry, moist, wet, and shrub tundra, and bare ground (non-vegetated) classes.
The classification scheme for Chukotkan landscapes reflected the more mountainous, sloping landscape
of the region where little to no standing water was present unlike the landscapes sampled in Alaska.
Land cover classes, while named according to relative moisture levels in each landscape, reflect
markedly different plant community assemblages at each site. Contrary to the naming convention,
shrubs were present at all landscapes studied but were not dominant and in most cases consisted of
prostrate or dwarf shrub species in most landscapes and land cover types within these landscapes. The
relative cover of plant functional types within each land cover type and landscape is given in Appendix
1. At each of the landscapes studied, we collected a range of biophysical and spectral reflectance
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properties for three 0.25 m2 plots in each vegetated land cover type within a given landscape. Spectral
properties of these land cover classes have been appended to the Vegetation Spectral Library
(http://spectrallibrary.utep.edu). The only exception was for large shrub stands (>0.5m) in Chukotka,
which were not sampled at this spatial scale. Plot level data, in combination with ground-level
photographs of the study area and surrounding landscape, were used to identify training classes for a
minimum-distance classification of the image derived from Quickbird satellite imagery. In our analysis
of ground truthed modern imagery, areas of open water and dry vegetation represented the lowest and
highest grayscale pixel values respectively. Pixel values for aquatic, wet, moist, and dry tundra fell
between these two spectral endpoints and followed a gradient from lower to higher pixel values
respectively. There were no standing water/aquatic classes present in the Chukotkan landscapes, where
the darkest / lowest pixel values corresponded with shrub cover.
To test the adequacy of the classification method utilizing grayscale imagery, the classification
derived for the modern image of the spatially heterogeneous Barrow landscape was compared to
classifications derived from the same satellite image using multiple spectral bands. The latter
classification derived from the multispectral image has been shown to have a high level of accuracy
compared to similar studies in the arctic (Muller et al. 1998, Jorgensen et al. 1994, Noyle 1999, Stine et
al. 2010, Chaudhuri 2010) with an overall user and producer accuracy of 74% and 88% respectively
(Tweedie et al. submitted). When we compared the classification derived from the grayscale
classification described above with the classification derived from the same but multispectral image, the
grayscale classification had an overall accuracy of 98.58% and a Kappa coefficient of 0.97, suggesting it
adequately represented the extant land cover of the landscape and that this is an acceptable method for
classifying spatially heterogeneous tundra landscapes such as those in this study.
To develop classifications for historic imagery, classifications derived from modern imagery had
to be used as a baseline because of the lack of appropriate data suitable for ground truthing historic
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classifications. As such, classification of historic imagery conservatively assumes (1) state-level change
at the landscape level (complete loss or gain of a land cover class) has not occurred; (2) at some
locations within a landscape, land cover change has not occurred and that the spectral properties of these
locations on historic imagery match that for modern imagery, thereby making these locations
appropriate training sites for classification of the historic imagery; (3) areas of change can be detected
from shifts in the boundaries of discrete land cover types (LCT) (e.g., draining and subsequent revegetation of ponds, expansion of shrub clumps); and (4) shifts in vegetation communities detected at
the m2 scale occur as a result of persistent environmental change over decadal time scales. Based on
these assumptions, we selected the same location for classification training sites in homogeneous areas
in the historic/modern images where change was not obvious and where we had a high degree of
confidence in the classification of a particular land cover type based on field studies. Resulting
classifications generated a time series (for Barrow and Ivotuk) of modern and historic land cover
classifications (Appendix 1) for each of the seven landscapes (ca. 6 - 20 km2).

2.3.3 Change analysis and prediction
To quantify land cover change between the historic and modern image classifications, the change
in pixel classes was calculated for each pixel within the oldest and most recent classifications in each
landscape. Change was characterized as one of five categories based on the direction and magnitude of
the change along a land cover - soil moisture gradient. Moisture rankings were based on measurements
of volumetric water content made during field campaigns in each land cover class at each landscape.
Pixels that remained the same land cover class in both classifications were assigned “no change.” Pixels
that changed to an adjacent ranking class were assigned ”wet +” and “dry +” based on the direction of
the respective change along a soil moisture gradient, and pixel changes to classes that were 2 or more
ranks apart were assigned “wet 2+” and “dry 2+” based on the respective direction of change. For each

20

landscape, the percentage of pixels that fell into each class was normalized by the total number of pixels
that could undergo each respective change after which the ratio of pixels that became drier relative to
those that became wetter was calculated. A non-metric multidimensional scaling (NMDS) ordination
was performed on resulting values using PC-Ord V5.0 (McCune and Grace 2002) to determine the
similarity of change between the landscapes studied.
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Table 2.2 Land cover change statistics derived from comparison of historic and modern image
classifications. H-historic percent cover, P- Present percent cover, ∆ - total change, N∆- rate of change –
normalized to 1 year.
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For each of the historic and modern land cover classifications used, the change detection tool in
ENVI was used to create a matrix of pixel counts for every permutation of initial and final land cover
class. Using this matrix, the probabilities of one land cover type changing to another within a given
landscape were calculated. Resulting probabilities were then divided by the time period between image
acquisitions to normalize for differences in the time period over which change was assessed for the
different landscapes. Probabilities were used to formulate a probabilistic model forecasting land cover
change 100 years into the future (sensu Johnson et al. 2011). This model assumes that (1) the direction
and magnitude of change from one land cover type to another within a landscape will be consistent over
the forecast time interval; and (2) new land cover types will not appear. The model is based on the
following Equation 2.1 where Vi is the number of pixels classified for land cover type i,j,k… at time t,
Cji is probability of subtracting one pixel from Vj and adding it to Vi, and Cij is the probability of
subtracting one plot from Vi and adding it to Vj:

Equation 2.1

Here, each model iteration (t, t+1, …) represented 1 year and we ran the respective landscapespecific model for 100 iterations using a fourth order Runge-Kutta method for integrating equations
(Wilson 2000).To add stochasticity to each iteration (Sabo and Post 2008), the probability of change was
compared against a randomly generated number and a transition between land cover types was
programmed to occur if the random number was below the probability of change (Table 2.2). Each
model was simulated 100 times to calculate a mean and confidence interval over the simulation period.
Thus, the number of pixels in each land cover type for a given iteration is a function of the number of
pixels at the end of the prior iteration plus the net exchange among the other four land cover types. Such
probability models are typically used by population ecologists to trace the impacts of different
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population demographics and sex ratios on multi-temporal population dynamics (e.g., Crouse et al.
1987, Figure 2) but have recently been used to hypothesize future change scenarios for different plant
communities in alpine tundra (sensu Johnson et al. 2011). Modeling was performed using the software
Stella (V9.0).

Figure 2.2 Ordination of raw, non-normalized land cover change parameters for the seven landscapes
examined. Vectors have been multiplied by three and extended across the origin, for improved
visualization. D/W ratio = direction of change along a soil moisture gradient (% pixels drier/ % pixels
wetter within a landscape). ∆ %Cover = magnitude of change (% of pixels in the historic classification
that were classified as a different LCT in the modern classification). Sites are color coded according to
their cluster analysis groupings.
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Table 2.3 Land cover change for each landscape study area expressed as the percentage of drying and
wetting documented at each landscape. All values are normalized by year. The first two columns
represent the percentage land area changing per year. D/W ratio is the% area drier / percent area wetter
(ie. Values > 1 indicate overall landscape has become drier, while values <1 indicate overall landscape
has become wetter. Absolute change indicates the change observed at each site regardless of the
direction of change.

2.4

RESULTS
Land cover change has occurred at each of the landscapes studied. Interestingly, there was no

consistent trend in the direction or magnitude of change across all landscapes studied. Some landscapes
demonstrated overall drying while others indicate overall wetting (Table 2.3). Here we describe changes
as “directional” when referring to the ratio of pixels becoming drier to those becoming wetter (Table 2.3,
“D/W ratio”), and refer to “absolute change” when referring to the sum of all pixels undergoing change,
regardless of direction (Table 2.3, “absolute change”). The two coastal Chukotkan landscapes,
Penkigney Bay, and Yanrakinot, had the greatest directional shift toward wetter land cover types. The
absolute change measured in Penkigney Bay and Yanrakinot was also the largest and third largest of all
landscapes respectively. The two inland landscapes, Ivotuk and Kougarok, had the highest percentage of
pixels become drier classes (1.63% and 1.26% per year respectively). With respect to directional change,
four of the five Alaskan landscapes became drier, with the Atqasuk landscape being the only Alaskan
landscape to become slightly wetter (Table 2.3). The change estimated for the Barrow landscape had the
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greatest directional trend towards drier land cover; however the absolute change was among the lowest
observed. The greatest absolute change in Alaskan landscapes was recorded at Ivotuk (Table 2.3). Shrub
and open water classes were the only land cover classes which had a net increase in all sites where
present (Figure 2.3). At Barrow, Alaska, results from the analysis of multiple time series images show
an overall increase in extent of dry, moist, and open water land cover and a decrease in wet and aquatic
land cover types, however trends of increasing/decreasing extent of land cover types from image to
image were not consistent within the time series (Figure 2.4). Results from a three image time-series
analysis at Ivotuk, Alaska indicate a consistent increase in the extent of dry and aquatic land cover that
corresponds to a loss in moist and wet land cover classes over all three images (Figure 2.5).
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Figure 2.3a (Top) Net gain and loss of land cover types over all Landscapes (relative to landscape).
Figure 2.3b (Bottom) Net gain and loss of land cover types over all landscapes. (relative to historical
land cover type area).
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Figure 2.4 Change in relative cover of vegetation types at Barrow, Alaska during the period of 19482008 derived from a set of 4 historic land cover classifications.

Figure 2.5 Change in relative cover of vegetation types at Ivotuk, Alaska during the period of 1973 –
2008 derived from a set of 3 historic land cover classifications.
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2.4.1 Ordination results
Cluster analysis (nearest neighbor linkage method and Sorensen distance measure) of land cover
change data derived from the historic and modern land cover classifications grouped the seven
landscapes into four clusters with 82.5% of the information remaining. The four groups had strong
geographic tendencies suggesting landscapes in close proximity to one another had similar change
responses irrespective of the time interval over which change was assessed. The four landscape
groupings identified through cluster analysis were: (1) Penkigney Bay and Yanrakinot in Chukotka; (2)
Atqasuk and Midway situated inland on the North Slope of Alaska; (3) the continental landscapes in
Alaska at Ivotuk and Kougarok; and (4) Barrow on the Arctic coast of northernmost Alaska.
The NMDS ordination selected a 2-dimensional solution following 500 iterations. This solution
had a final stress < 0.1314 and instability of 0.0034. Together, axis 1 and 2 account for 91% of the
variability in ordination space, with individual r2 values of 0.459 and 0.453 for axis 1 and 2 respectively
(Figure 2). The two landscape attributes that demonstrated the strongest correlation with ordination axis
scores were the % drier/ % wetter pixel ratio(directional change) and the absolute land cover change
(Figure 2; n = 7, r2 = 0.878 and 0.835 respectively). The Ivotuk and Kougarok landscapes, which have
the lowest latitude of the Alaskan landscapes and the most continental setting, demonstrated greater
absolute change than the other Alaskan landscapes, with a directional shift towards drier land cover
types. The Barrow landscape had a relatively low absolute change but the greatest proportional change
towards drier land cover types. The two landscapes in Chukotka fell on the opposite side of the
ordination to the Alaskan sites and were associated with the greatest absolute and directional change
towards wetter land cover types (Table 2.3).
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2.4.2 Modeling results
The 100 year forecasts of change generated from the probability modeling suggest that
Penkigney Bay was the most dynamic landscape and is likely to have the greatest absolute landscape
change while Atqasuk will have the least (Table 2.3). In all Chukotkan landscapes, clear increases in the
shrub land cover class were observed and in all Alaskan landscapes, open water land cover class
increased. Forecasts for all Alaskan landscapes suggest there will be a decreased extent of wet land
cover classes in the future and an increased extent of open water. Within the Alaskan landscapes, the
Barrow landscape is forecast to undergo the greatest loss of combined wet and aquatic land cover. The
models for the Midway and Ivotuk landscapes forecast similar changes with a decreased extent of wet
and moist land cover classes and an increased extent of dry, aquatic, and open water land cover classes.
Models for the two Chukotkan landscapes forecast increases in shrub cover and a decreased extent of
bare ground (Figure 6). Both the overall extent of initial and final shrub coverage at the Chukotkan
landscapes was relatively low (<3%), however the relative increase (Figure 2.6b) was large, indicating
that this land cover type may change at a faster rate than others in the future. At Penkigney Bay, the
extent of moist land cover is forecast to increase while those of dry and wet land cover classes are
forecast to decrease in extent. Opposite trends are forecast for the Yanrakinot landscape.
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Figure 2.6a (Top) 100-year forecast of change in the extent of each land cover type and landscape
examined. Change is relative to the total area examined. Error bars represent the 95% confidence
intervals calculated from 100 model runs.
Figure 2.6b (Bottom) Percent change in each land cover type relative to the extent of the identical
land cover type documented in the historic classification – i.e. the forecast magnitude of change for
each land cover type in a given landscape. Error bars represent 95% confidence intervals calculated
from 100 model runs. PBK – Penkigney Bay (Chukotka, Russia). YKT – Yanrakinot (Chukotka,
Russia). KOU – Kougarok (Alaska, USA). IVO - Ivotuk (Alaska, USA). ATQ – Atqasuk (Alaska,
USA). MID – Midway (Alaska, USA). BRW – Barrow, Alaska, USA.
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2.5

DISCUSSION
In this study, we retrospectively assessed the direction and magnitude of land cover change at

multiple landscapes in the Beringian Arctic using land cover classifications derived from historic and
modern high spatial resolution aerial and satellite imagery. We also employed a probabilistic modeling
approach to enhance landscape inter-comparison by normalizing for the capacity of change in a
landscape and the time period over which land cover change was been assessed. Land cover change was
observed at all locations studied with landscapes in Chukotka, and Alaska showing contrasting
tendencies toward wet and dry land cover types respectively. The extent of shrub tundra and open water
expanded at all landscapes where these land cover types were present. Overall, dry tundra land cover
underwent the greatest expansion across all landscapes and the more southern landscapes showed
greater magnitudes of change compared to more northerly landscapes on the north slope of Alaska.
Conducting any form of retrospective ecosystem change assessment is challenging (WashingtonAllen et al. 2006, Luo et al. 2011). Such research demands the use of historical data or research sites for
which analysis of decade time scale change detection was not necessarily intended (sensu Sturm et al.
2001, Johnson et al. 2011, Villarreal et al. Accepted), or from which uncertainty in findings are difficult
to resolve (Lara et al. In Press) – hence the need for conservatism when interpreting and extrapolating
results from such studies. Considering the absence of long term monitoring at spatio-temporal scales
suitable for linking and understanding plot to satellite measurements of ecosystem properties throughout
much of the Arctic (Callaghan et al. 2011a, NRC 2006, ACIA 2005), we maintain that although not
optimal, retrogressive analyses such as that performed in this study can contribute an important and new
understanding of ecosystem change. Such information is likely to be most powerful when synthesized
with findings from paleoecological, experimental, remote sensing and/or modeling studies to seek
multiple lines of agreement. Here, we frame the interpretation of land cover change dynamics at our
study landscapes as hypotheses of both past and likely future changes in these landscapes, which have
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received little focus at similar spatial and temporal scales, yet display intriguingly different greening
responses to regional warming (Bhatt et al. 2010). A key challenge to studies such as this is using
retrospective analysis to predicting future land cover states where these states did not previously exist
(the last few decades). This is particularly relevant in this study where large expanses of erect shrubs are
at present and/or historically have been rare or absent as a discrete landscape unit in the landscapes
examined, but appear to be expanding dramatically in nearby areas (e.g., Sturm et al. 2001, Tape et al.
2006).
This study was based on several strict assumptions pertaining to how historic and modern images
were used as well as the methods by which land cover was defined and quantified. Overall, we feel our
approach is conservative and may in some instances underestimate the magnitude of change but not the
direction of change given the way change was classified. While we made all reasonable efforts to
minimize error and misclassification of historic landscapes in this study, historic classification accuracy
is impossible to determine directly, and is strongly limited by the quality and availability of historic
imagery. Imagery from landscapes with greater topographic variation (the Chukotkan landscapes and
Ivotuk) may have a lower classification accuracy compared to images from relatively flat landscapes,
which are likely to have lower associated error and exhibit a greater degree of accuracy following the
application of standard radiometric corrections described above.
Some landscapes spanned areas that have anthropogenic disturbance such as roads, runways,
buildings and other structures. These areas comprised a relatively small percentage of the affected
landscapes (<2%) and were masked with a 5 m buffer in Barrow where a small boardwalk
approximately 1 m wide was installed 3 yr before the most recent image, and a 100 m buffer for the road
and landing strip at Kougarok and Ivotuk. However, it is possible that the construction and ongoing use
of these structures have influenced the direction and magnitude of change in these landscapes. The
Barrow landscape in particular, contains an active (at the time of acquisition) large scale flooding and
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draining manipulation of a vegetated drained thaw lake basin. While the source and destination of
flooding and draining were all contained within the scene, it is likely that the flooding treatment, which
was larger in area than the drained treatment, resulted in an increased area of wetter land cover types,
which under represents the degree of overall drying noted for this landscape (supplementary figure S7
available at stacks.iop.org/ERL/7/025502/mmedia). Nonetheless, change trends reported in this study
are being used for the scaling of ecosystem processes in studies related to this work
(Tweedie et al. 2006), and many landscape scenes (Ivotuk, Kougarok, Atqasuk, Barrow) were selected
to cover areas of historic and/or current research activity to aid this process. At this time, attribution of
other drivers of change is difficult. High lemming populations at the time the modern Quickbird scene
for Barrow was acquired could have affected vegetation cover across this landscape based on recent
findings reported for the Barrow area using plot level studies focused on plant community change
(Johnson et al. 2011b, Villarreal et al. 2012) and ecosystem function (Lara et al. 2012). For the other
landscapes investigated, climate change (Bhatt et al. 2010) successional change associated with the thaw
lake cycle (Britton 1957) and colonization of bare ground, and to a lesser extent historic off road vehicle
disturbance (Barrow only) are likely to be the dominant drivers of change. These are extremely difficult
to isolate without more detailed multi-temporal analysis from which the nonlinearity of change can be
assessed.
It is difficult to determine whether these landscapes are regionally representative, as the study
landscapes were chosen for their ease of access and relevance to historical research activity. However,
the analyses were designed to normalize change relative to the time frame of investigation and the
capacity for change in the historic landscapes. This is evident in our results, which show that while
landscape composition was different between landscapes, and the dynamics of change was different for
separate land cover classes, trends of change were similar among landscapes that were relatively close to
each other. This suggests that the number and size of the landscapes studied are indicative of larger scale
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change in the vicinity of the landscapes studied. Nonetheless, we are strongly supportive of additional
decade-time scale land cover change research in the region at similar spatial scales so further indicators
of regional representation can be addressed and the scaling of ecosystem properties and change
documented at larger spatial scales can be validated. Similarly, we are strongly supportive of additional
studies that examine land cover change trends at higher temporal frequencies. Analysis of multiple
images at Barrow and Ivotuk showed some inconsistencies in the pattern of gain/loss of land cover types
over time. With the limited resources available to make inferences about the past, it is difficult to
determine the amount of change that can be attributed to interannual variability as a result of variable
surface hydrological conditions or lemming population cycles for example (see Goswami 2011,
Villarreal et al. 2012). Land cover change studies at a higher temporal frequency than that used in this
study are needed to isolate such factors.
Given the sensitivity of Beringian tundra to change, demonstrated through other retrospective
studies (e.g. Sturm et al. 2001, Tape et al. 2006), long term observations (e.g. Villarreal et al. 2012),
experimental manipulations (Hollister et al. 2005, Johnson et al. 2011b), remote sensing (Bhatt et al.
2010, Jia et al. 2003), and modeling (Euskirchen et al. 2009), it is not surprising that land cover change
was documented in all of the landscapes investigated. The general trends in land cover change found
here largely corroborate other change trends documented for the region. In Chukotka, for example,
increases in shrub cover are similar to observations of comparable landscapes in arctic Alaska (Sturm et
al. 2001, Tape et al. 2006). Additionally, trends in land cover change documented in this study suggest
that the Chukotkan landscapes are transitioning to wetter land cover types while those in Alaska are
transitioning to drier land cover types agree with the measured changes in maximum NDVI documented
by Bhatt et al. (2010). Spectrally, Goswami et al. (2011) have shown that the presence of surface water
absorbs light in the near infrared (Goswami 2011), thereby causing a reduction in NDVI. Vice versa, if
there is a loss of surface water in association with general landscape drying, NDVI is likely to increase.
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Such patterns of landscape wetting (Chukotka) and drying (Alaska) documented in this study match,
therefore, decreases and increases in NDVI documented by Bhatt et al. (2010) for Chukotka and Alaska
respectively. Drying of other landscapes on the Seward Peninsula has also been documented by Lloyd et
al. (2003) and Silapaswan et al. (2001). Near Barrow, other studies have shown that there has been a
slightly negative but non-significant trend in precipitation–evapotranspiration (P-ET) over the past few
decades (Liljedahl et al. 2011, Oechel et al. 2000), and that aquatic and wet plant community types have
been the most sensitive to change over the past four decades (Villarreal et al. 2012).
Although some studies have inferred plant community and land cover change as possible drivers
of change in ecosystem function (e.g. Oechel et al. 2000, Chapin et al. 2000, Wookey et al. 2009), the
impact of land cover change on ecosystem function is not well understood in arctic landscapes, largely
because historic records of ecosystem function are not available over decadal time scales. Nonetheless,
multi-temporal land cover maps have been used to scale ecosystem processes spatially and temporally to
interpolate likely changes in ecosystem function over such time scales (Johansson et al. 2006).
Ecosystem function can differ markedly between land cover types (Lara et al. 2012, Oberbauer et al.
2007), suggesting that the patterns of land cover change observed in this study could be coupled to
changes in ecosystem function across the Beringia region. Such lines of investigation are beyond the
scope of this immediate study but could provide new and valuable insight into landscape to regional
shifts in ecosystem function and interactions between landscapes and other components of the Arctic
System such as climate, and further complement larger scale modeling and remote sensing studies in the
region.
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2.6

CONCLUSION
This study explored the spatial and temporal dynamics of land cover change at seven locations in

the Beringian Arctic using land cover classifications derived from historic high-spatial resolution aerial
photography, declassified military imagery, and modern Quickbird satellite imagery. Overall,
Chukotkan and Alaskan landscapes appeared to be transitioning toward wetter and drier land cover types
respectively, and the extent of shrub tundra and open water land cover types expanded wherever this
land cover type was present. Results corroborate those from other retrospective, observational,
experimental and modeling studies, and large scale change in vegetation greenness derived from satellite
remote sensing. The drivers of change are difficult to attribute at this time but the changes observed
suggest future change is likely and that these changes will impact ecosystem function.
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Chapter 3: An empirical model for peak season global warming potential from CO2
and CH4 in Arctic tundra landscapes
3.1

ABSTRACT
Arctic ecosystems may be a major source of the atmospheric greenhouse gases carbon dioxide

CO2 and methane CH4 if increased decomposition of soil carbon stores surpasses ecosystem
photosynthetic uptake. Understanding of ecosystem processes controlling the dynamics of ecosystem
CO2 and CH4 flux are well understood, however the nature by which these fluxes vary across spatially
heterogeneous landscapes and different regions of the Arctic is not well documented. In this study, we
use a relatively novel sampling approach to maximize spatial sampling of peak season fluxes across
multiple landscapes in the Beringian Arctic and develop models to calculate global warming potential
(GWP) from CO2 and CH4. Using easily collected and scalable ecosystem properties, the simple
regression models of CO2 and CH4 flux presented here were effective (R2 = 0.70 and 0.66 respectively)
for a range of vegetation types and landscapes at multiple Alaskan and Russian locations in the
Beringian Arctic. Findings agree with previous models of CO2 flux in that ecosystem fluxes can be
predicted with a relatively few number of simple ecosystem properties and these relationships presented
here prompt future studies to extend to other parts of the Arctic as part of an integrated observing
network.

3.2

INTRODUCTION
The Arctic contains a relatively large store of soil organic carbon that may be released to the

atmosphere in the form of greenhouse gasses if the current Arctic warming trend continues as projected
(IPCC 2007, Schuur et al. 2009). In the Arctic, warming affects ecosystem-atmosphere carbon fluxes
directly by increasing the rates of biological processes including respiration and photosynthesis
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(Schlesinger and Andrews 2000; Natali et al. 2012) and indirectly by altering the hydrological
(Yoshikawa and Hinzman 2003) and cryological states of the system (Callaghan et al. 2011b). At longer
time scales, these can also affect plant community structure (Elmendorf et al. 2012) and function
(Oberbauer et al. 2007), and in some cases, affect land-atmosphere trace gas fluxes non-linearly
(Huemmerich 2010). Fluxes of CO2 and CH4 exhibit considerable spatial, seasonal, and inter-annual
variation in response to multiple stimuli. In addition to spatio-temporal variation, some environmental
changes, such as increased soil temperature, generally increase both CO2 and CH4 production, while
changes in other factors such as soil moisture or water table generally act oppositely on CO2 and CH4
production, increasing one while decreasing the other. The need for understanding the effect of future
warming on the controls on these fluxes at plot to regional scales is recognized as an urgent challenge
for reducing uncertainty pertaining to the current and future fate and transport of arctic terrestrial carbon
and feedbacks between terrestrial and other system components such as the atmosphere (Vörösmarty et
al. 2010, ICARP 2005, McGuire et al. 2012). Complicating this challenge, however, is the fine-scale
spatial heterogeneity of landscape microtopography, hydrology, and periglacial features, all of which
affect vegetation cover and trace gas fluxes (Olivas et al. 2011, Gamon et al. 2012), and the relatively
limited capacity to capture this heterogeneity in scaling-up studies (Stoy et al. 2009; Bubier and Moore
1994), particularly over decadal time scales (Callaghan et al. 2011a, Post et al. 2009).
Methane emission from tundra ecosystems typically account for a small fraction of the net carbon
exchange, however, the contribution of methane to the global warming from tundra to the atmosphere is
significant because the global warming potential of CH4 is 25 times greater than CO2 over a 100-year
time horizon (IPCC 2007). Still, relatively few ecosystem modeling efforts have incorporated both CO2
and CH4 fluxes in estimates of net greenhouse warming potential (Laine et al. 1996, Christensen et al.
2000, Friborg et al. 2003, Johansson et al. 2006, Lee et al. 2012). In studies where CH4 estimates were
recalculated as CO2 equivalents (CO2e), to estimate global warming, however (e.g., Johansson et al.
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2006, Friborg et al. 2003), sites which were net carbon sinks became net sources of CO2e, highlighting
the relative importance of including CH4 emissions in terrestrial ecosystem models.
Current efforts to understand the impact of environmental change in the arctic also need to account
for spatial heterogeneity within these landscapes, which require models of carbon flux at higher spatial
resolution than those currently in use such as GIMMS, MODIS, and LANDSAT. The logistics to
support this type of research in the Arctic are also severely limited by cost; therefore, an ideal solution
requires the incorporation of readily available, inexpensive, extensive, and reliable remotely sensed data
from satellite and ground based platforms that can then be used to develop relatively simple ecosystems
models.
Multiple types of models have been used to estimate greenhouse gas flux in the Arctic such as the
Terrestrial Ecosystem Model (TEM) and Biome BGC. Current global and regional models are unable to
account for finer scale heterogeneity of land cover types (LCTs) that occur across arctic landscapes. At
the other end of the spectrum, process based models use known relationships to predict fluxes with high
accuracy, but must be parameterized by detailed ecosystem measurements (e.g. Sitch et al. 2007), thus
reducing the practical application of these models to major research hubs where ground-level data
collection infrastructure are maintained. Applying process-based models, in this current state, to larger
spatial scales would be labor intensive and expensive.
In this study, we assess the controls of component CO2 and CH4 fluxes at a number of sites and
land cover types in the Beringia region, develop empirical models to predict peak season fluxes, and
discuss the potential for spatiotemporal extrapolation of these models. We expand upon the range of
similar models(e.g., PLIRTLE, Shaver et al. 2007) while further exploring the functional convergence of
Arctic ecosystems in the low and high Arctic of Beringia. The models we propose use a relatively
simple set of input parameters, which can be collected using common remote sensing technology, to
estimate peak season global warming potential (GWP, IPCC 2007) from CO2 and CH4. By using
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ecosystem variables such as temperature, soil moisture, water table depth, normalized difference surface
water index (NDSWI, Goswami et al. 2011) and derivatives of active layer we demonstrate the potential
for incorporating ecosystem manipulation studies to test models and forecast fluxes under various
climate scenarios. This model will also provide a framework for the development of a simple integrated
sensor network for studying ecosystem carbon exchange in the Arctic.

3.3

METHODS

3.3.1 Study Area
Study sites were located within the Beringia region of the Arctic and previously described in Lin
et al. (2012). Four landscapes were located along the north eastern coastal region of Chukotka, Russia
and Wrangel Island; nine landscapes were located on the North Slope of Alaska; and two landscapes
were located on the Seward Peninsula in western Alaska (Figure 3.1). The landscapes studied were
within bioclimate subzones B, C, D, and E (CAVM team, 2003) and had widely varying ecosystem
characteristics (Table 3.1). Sampling of Russian sites was completed during the Swedish Polar Research
Secretariat’s Beringia 2005 expedition. Alaskan sites were sampled in 2006 and 2007. Barrow, Atqasuk,
and Ivotuk landscapes were sampled in both 2006 and 2007, however the locations of the study sites
within these landscapes differed between years. All sampling took place between mid July and mid
August close to peak growing season. Sampling for most sites was logistically challenging with
sampling periods ranging from 5 hours to 5 days at any given site. At some sites, not all measurements
could be completed in the time available. Sites were chosen to be subjectively representative of the
greater landscape through the use of satellite imagery and/or field surveys, free of anthropogenic
disturbance, and where multiple plant community (land cover) types were present in a relatively small
area (ca. 500 m2). Within three to four distinct plant communities at each landscape, three replicate 50
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by 50 cm plots were established from which the measurements described below were taken. A total of
159 plots were sampled across 15 study sites.

Figure 3.1 Site overview

3.3.2 Biophysical Properties
A range of biophysical properties were collected to characterize each plot, vegetation type, and
site. Within each plot, a Field scout TDR 300 (Spectrum Technologies, Plainfield, Illinois) equipped
with 12cm probes was used to take five measurements of soil volumetric water content (VWC). Within
each vegetation type, water table position was recorded in a soil pit dug adjacent to the sampled plots
and thaw depth was recorded along a transect of ten active layer probe measurements taken
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approximately one meter apart. Thickness of the saturated soil layer (SSL) and unsaturated soil layer
(USL) were then calculated from thaw depth and water table position. At each site, a HOBO weather
station (Onset Computer Corporation, Pocasset, MA) was established in an area central to all sampling
plots. The station measured air temperature (Tair) and relative humidity at 1.5 meters, soil temperature
and moisture at 10cm, photosynthetically active radiation (PAR), solar radiation, windspeed/direction (at
two meters above ground level), and barometric pressure at 10 second intervals. These measurements
were used to complement spectral and trace gas flux measurements.
The spectral reflectance of each plot was measured using a single channel (2005) or dual channel
(2006-2007) portable field spectrometer (Unispec, PP Systems, Haverhill, MA, USA). These sensors
were cross calibrated to correct for differences in sensors used between years. Using reflectance data the
normalized difference vegetation index (NDVI) (Rouse et al., 1973), and normalized difference surface
water index (NDSWI) (Goswami et al. 2011) were calculated using Equations 1 and 2 below. NDVI has
been shown to be highly correlated with plant photosynthetic capacity in the Arctic (Boelman et al.
2003) and NDSWI has been shown to indicator of surface water cover (Goswami et al. 2011).

Equation 1:

NDVI = (R800 – R680) / (R800) + (R680)

Equation 2:

NDSWI = (ln(R1000) – ln(R460)) / (ln(R1000) + ln(R460))
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Table 3.1 Vegetation and site characteristics grouped by CAVM categories (Walker et al. 2005):
bioclimate subzone, floristic province, soil chemistry.
3.3.3 Ecosystem gas exchange
The 50 x 50 cm aluminum bases surrounded by a welded water channel were carefully placed
over each plot. In wetter plots, the base was slightly submerged in water, creating a seal between the
base and the ecosystem. In drier plots, bases were inserted into shallow cuts (2-5cm) in the soil and
allowed equilibrate for a minimum of 8 hours before gas exchange measurements began. At Wrangel
Island, the sampling period was limited to 5 hours, so equilibration period was approximately 30
minutes. While this was not ideal, Wrangel Island was the most northern site, and had relatively little
live vegetation, soil organic layer, and was characterized by primarily mineral soil. We created a sealed
system between the base and a custom built acrylic chamber by mounting the chamber onto the filled
water channel of the base. The chambers were used for all gas exchange measurements and were
equipped with a pressure equalizing tube and two 80mm fans that circulated air within the chamber
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headspace during all gas exchange measurements. A custom sensor head connection was built to fit the
head of each of gas analyzer used.
For CO2, net ecosystem exchange (NEE) was measured with a LI-6200 photosynthesis system
(LI-COR, Lincoln, Nebraska USA) and followed a similar method to that described by Lara et al.
(2012), Olivas et al. (2010, 2011), and Oberbauer et al. (2007). Measurements that had greater than 0.2
µmol m-1 s-1 or 20% inter-measurement variation were considered invalid and the sequence was repeated
until a valid measurement was recorded. By placing shade cloth of different gauge on the chamber we
regulated incoming sunlight, and measured NEE at light three different light levels. To calculate
ecosystem respiration (ER) we measured the NEE of plots while removing the photosynthesis
component by covering plots with a dark cloth to remove all light. Gross ecosystem exchange was
calculated as NEE – ER. We then modeled ecosystem light response curves for each plot following the
rectangular hyperbola model of photosynthesis (Thornley, 1976; Lasslop et al. 2010). A total of 637
measurement sequences were taken. Each measurement consisted of 6 readings separated by 15 second
intervals.
Ecosystem methane flux was measured using a static flux chamber method (sensu Livingston &
Hutchinson 1995). In 2005-2006, headspace samples were collected at 0, 15, 30 and 45 minutes after the
chamber was placed on the chamber base using a syringe and then injected into custom borosilicate
vacuum bottles. Air samples were processed following Teh et al. (2006). In 2007, headspace CH4
concentration was measured using an INNOVA 1312 Photoacoustic multi-gas analyzer (sensu Lund et
al. 2009; Sachs et al. 2010) at 1-minute intervals, autocorrected for water and CO2 cross-interference. A
minimum of eight measurements were taken per plot to establish plot level CH4 exchange rates. Carbon
dioxide and water vapor were removed from incoming air samples using soda lime, and a 3Å molecular
sieve, respectively following the method of Sachs et al. (2010). To evaluate the combined global
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warming potential (GWP) of ecosystem CO2 and CH4 flux, we converted CH4 fluxes to CO2 equivalents
(CO2e) assuming a 100 year atmospheric residence time (GWP100 for CH4, Ramaswamy et al. 2001).

3.3.4 Data analysis and model development
For data collected at all plots, vegetation types and sites sampled, JMP 8.0 statistical software
was used to analyze trace gas flux and environmental and create empirical models using a multiple
linear regression approach. All measured variables were evaluated and a subset was selected for their
potential to be measured in an automated manner using ground based sensors or satellite remote sensing
or by proxy. The selected subset of independent variables was tested for multicolinearity and examined
for correlation in all bivariate combinations by testing for strong linear relationships (Pearsons
correlation coefficient > 0.7); these pairs were not allowed to enter regressions together. We then
performed a stepwise regression, using a forward selection procedure, and selected the best-fit model
based on the lowest corrected Aikake’s Information Criteria (AICc, Burnham & Anderson 2002). To
exclude the possibility that the path-dependent nature of the stepwise approach resulted in selection of a
lesser fit model, the selected model was compared to regressions of all-possible-subsets containing the
same number of independent variables. We followed model selection with a second test for
multicollinearity by calculating the variance inflation factor (VIF) for all selected model variables, and
none were greater than 1.23.
We then performed a cross validation on separate CO2 and CH4 net ecosystem exchange models,
whereby each dataset was divided into 2 subsets, each of which is used to parameterize the model which
is then validated by the remaining subset. For CO2, we first created separate models for ecosystem
respiration (ER) and gross ecosystem productivity (GEP), which were combined to create a net
ecosystem exchange (NEE) model.

Secondly, we directly parameterized a NEE model from the

measured data. We also tested CO2 data using a successful low arctic NEE model - PLIRTLE (Shaver
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et al. 2007). To explore the scaleability of the model, using multi-spectral satellite imagery, a second
methane model was developed using the same model selection criteria described above except that
NDVI and NDSWI were locked into the model. To further test the applicability of our CO2 model to
specific land cover types, we employed similar methods to those used by Shaver et al. (2007) and
divided the entire dataset into subsets for each vegetation type and tested the accuracy of the NEE model
on each of these data subsets. Following the same model selection procedures above, we also
parameterized models while witholding subsets of each vegetation type to determine how well they
predict data from the entire remaining dataset. These additional modeling procedures were not
performed on the CH4 dataset because the total sample size (n = 93) was much smaller and therefore had
inadequate statistical power when divided into subsets by vegetation type.
To determine the sensitivity of CO2 and CH4 flux to possible future environmental change, we
first modeled a base CO2 and CH4 exchange for each ecosystem by running the model with averaged
environmental data of each respective land cover type. We then altered the input environmental
parameters to reflect potential future arctic environmental states and compared these change models to
the base models. The environmental changes included a 2°C increase in surface air temperature (IPCC
2007) and a 25% increase in thaw depth (Anisimov, Shiklomanov, and Nelson 2006). Thaw depth was
not directly incorporated into our model, but is the sum of two model parameters, saturated soil layer
(SSL) and unsaturated soil layer (USL). To apply a 25% increase in thaw depth to the change model,
both USL and SSL were increased by 25% and water table was decreased by an amount equivalent to
the sum of the USL and SSL increases. These changes were modeled in all land cover types for
bioclimate subzones B through E. Because changes in soil moisture remain uncertain and spatially
variable in arctic climate models (ACIA 2005), it was not incorporated into the main sensitivity analysis.
We also analyzed sensitivities of individual environmental changes separately to determine the relative
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effect of each. In these analyses, we averaged the absolute values of CO2e resulting from a 10% increase
and decrease in volumetric water content.

3.4

RESULTS

3.4.1 Biophysical properties
Ecosystem properties were highly variable across the sampling sites. North Alaskan sites were
first sampled in 2006 and then repeated in 2007 with sampling on different plots, but the variation in
environmental factors between the two sampling years was high due to 2007 being an abnormally warm
and dry year in northern Alaska (Liljedahl et al. 2011). At each site, soil moisture gradients followed an
expected order with dry land cover classes having the least soil moisture, followed by moist, wet, and
aquatic land cover classes having the highest values (Table 3.1). Dwarf shrub and tussock sites had soil
moisture values that generally fell between dry and moist sites. Aquatic sites were typically graminoid
dominated with variable cover of moss, while wet and moist sites were dominated by both graminoids
and bryophytes. Moist sites also contained varying coverage of dwarf shrubs, forbs and lichens.

3.4.2 Ecosystem gas exchange
Measurements of ecosystem respiration (ER) ranged between 0.30 and 14.53 gCO2-C m-2d-1. Air
temperature was the strongest predictor of ER, followed by NDVI and the thickness of unsaturated soil
layer (USL); all three factors were positively related to ER. Photosynthetic active radiation had the
greatest influence on GPP and followed a general rectangular hyperbolic relationship as described by
Thornley, (1979). Between plots, thickness of the saturated soil layer had the greatest influence on GPP.
The ER+GEE model was similar to the single NEE model (R2 =0.703 and RMSE = 1.823, R2 = 0.704,
RMSE = 1.827 respectively), however the single NEE model only included five predictors compared to

48

seven for the ER +GEE model (Table 3.2), therefore we used the single model thereafter where PAR,
Tair, standing water, LAI, and SSL predicted 70% of variability in NEE (Table 3.2).

Table 3.2 CO2 Model Statistics. Ecosystem respiration (ER) and Gross Ecosystem Productivity (GEE),
the sum of both ER and GEE models, and separately modeled net ecosystem exchange (NEE) model.
ER
Model Statistics R2

ER+GPP

NEE

0.429

0.704

0.703

0.704

R2 Adjusted

0.429

0.702

0.702

0.701

RMSE

1.402

1.737

1.823

1.827

635

635

635

635

<0.0001

<0.0001

<0.0001

<0.0001

Intercept

1.948

-4.225

-2.276

-2.315

√PAR

0.014

0.196

0.210

0.211

-0.108

-0.039

-0.147

-0.147

n/a

0.029

0.029

0.028

0.087

n/a

0.087

0.066

LAI

n/a

1.093

1.093

0.890

USL

-0.016

0.019

0.002

n/a

NDVI

-5.086

4.596

-0.488

n/a

N
Probability >F
Parameters

GPP

Tair
SSL
Std. Water

49

With exception of shrub vegetation, the model parameterized by the entire dataset predicts NEP
for each individual vegetation type very well (r2 > 0.7) (Table 3.3). Dry, moist and wet vegetation types
were represented in all sampled bioclimatic subzones, aquatic and tussock sites were represented in
subzones C, D, E, and sites with a high proportion of Betula nana or other dwarf shrubs were

Table 3.3 CO2 model statistics validated by modeling subsets of land cover vegetation type. Columns
indicate individual vegetation subsets and the entire dataset (last column). The first two rows indicate the
fit statistics for each model along with the model parameter estimates. In third section, the model from
the entire dataset was tested against each subset, and in the fourth section of rows, the individual subset
models were tested against the entire remaining dataset.
Individual Models

Aquatic

Dry

Moist

Shrub

Tussock

Wet

Entire Model

0.737
1.004
-1.004
136
5

0.87
1.056
-0.267
161
6

0.787
2.382
-2.921
35
3

0.725
1.603
-0.28
23
1

0.751
1.526
0.598
168
5

0.704
1.8269

Term Estimate
INT
-3.0363
√PAR 0.15211
TAIR -0.09323

Term
INT
√PAR
TAIR

Term Estimate
INT
1.2454
√PAR 0.26574

Term Estimate
INT -3.78918
√PAR 0.21649

Term Estimate
INT -2.59769
√PAR 0.20975
TAIR -0.1506
ST.W 0.1188

Summary of Fit
R2
RMSE
Mean of Response
Observations
# of Model Parameters

Parameter Estimates
√PAR
TAIR
ST.W
LAI
NDSWI
USL
NDVI
SSL

0.779
2.038
1.435
112
5
Term
INT
√PAR
TAIR
ST.W
LAI
NDSWI

Estimate
-2.63675
0.24023
-0.15257
0.06409
1.79581
-2.13724

LAI

Estimate
-0.62283
0.22264
-0.16881

-0.8244

USL 0.00674
NDVI 2.52842

NDSWI 7.13765
USL 0.02094
NDVI 3.53338
SSL
0.03735

637
5

INT
√PAR
TAIR
ST.W
LAI

-2.315
0.21101
-0.1468
0.02807
0.89021

SSL

0.06597

NDSWI -1.08117
USL

-0.13296
NDVI 2.71582

SSL

-0.43013

Entire Model on Veg
Summary of Fit
R2
RMSE
Mean of Response
Observations

0.77
2.038
1.423
114

0.697
1.059
-1.004
136

0.82
1.222
-0.267
161

0.421
3.809
-2.921
35

0.714
1.633
-0.28
23

0.735
1.555
0.598
168

0.519
2.494
0.219
499

0.526
2.405
0.034
474

0.001
3.156
0.127
602

0.501
2.374
-0.031
614

0.618
2.121
-0.273
467

Individual Models on Remaining Dataset.
Summary of Fit
R2
RMSE
Mean of Response
Observations

0.584
1.955
-0.359
523
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0.704
1.8212
-0.04
637

represented only in subzone E. The NEP model did not include unsaturated soil layer (USL) as a
parameter, however, this parameter was a statistically influential factor in models specific for dry, moist
and shrub land cover types (Table 3.3). Individual models for each vegetation type were not as effective
at predicting NEP for the remaining dataset as a whole and the majority of these models had r2 values
between 0.501 and 0.618. Individual models for shrub and tussock vegetation performed poorly,
explaining the lowest of the variation in the entire remaining dataset. However, this was to be expected
since these vegetation types also had lowest sample sizes, with 23 and 35 measurements, respectively.
The PLIRTLE model (Shaver et al. 2007) showed a lower capacity to predict NEE for our entire dataset
(r2 = 0.598). This was lower than the r2 values reported for all locations and vegetation types from which
PLIRTLE was parameterized, but similar to the predictive value reported for wet sedge communities in
the low arctic for which this model was developed.
Methane fluxes ranged between -0.129 and 0.486 g CH4-C m-2d-1. As expected, ecosystem
properties related to soil moisture regime had the greatest influence on ecosystem methane exchange. In
Table 3.4 CH4 model and cross validation subset statistics
Whole dataset

Model fit

0.696

0.684

0.731

R2 Adjusted

0.686

0.662

0.712

RMSE

0.175

0.177

0.172

93

47

46

<0.0001

<0.0001

<0.0001

-1.422

-1.385

-1.466

Standing H20

0.026

0.023

0.029

SSL

0.005

0.024

0.016

VWC

0.004

0.004

0.005

Probability >F

Validation
Statistics

Subset B

R2

N

Model
Parameters

Subset A

intercept

Crossed
Validated
Models

A vs Model B

B vs Model A

R2

0.667

0.714

R2 Adjusted

0.660

0.707

0.1779

0.173

47

46

<0.0001

<0.0001

RMSE
N
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Probability >F

the best-fit model (Table 3.4), three of these factors were significant predictors, explaining 70% of the
variability in CH4 exchange: standing H20, saturated soil layer (SSL), and volumetric water content
(VWC). The CH4 models were tested in a 2-fold cross validation by dividing the dataset into two
random subsets to determine the ability of subset models to predict data in the other subset. In the
second best-fit model (Table 3.5), where both NDVI and NDSWI were included, these two spectral
indices, in combination with USL and SSL, explained 65% of the variability in CH4 exchange (Table
3.5).
Table 3.5 CH4 model and cross validation subset statistics with the spectral indices NDVI and NDSWI
forced into the model.
Whole dataset

Model fit

0.650

0.642

0.670

R2 Adjusted

0.634

0.608

0.638

RMSE

0.184

0.199

0.176

92

46

46

<0.0001

<0.0001

<0.0001

intercept

-0.916

-0.962

-0.889

SSL

0.018

0.022

0.013

USL

-0.009

-0.007

-0.011

NDVI

1.072

0.952

1.232

NDSWI

1.714

1.584

1.823

Probability >F

Validation
Statistics

Subset 2

R2

N

Model
Parameters

Subset 1

Crossed Validated
Models

A predicted by
model B

B vs Model A

R2

0.628

0.657

R2 Adjusted

0.620

0.649

RMSE

0.196

0.173

46

46

<0.0001

<0.0001

N
Probability >F
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3.4.3 Sensitivity Analysis
Environmental data collected from plot sampling were used to model baseline CO2 and CH4 exchange
for all vegetation types in each bioclimate subzone sampled. In the baseline model, wet, aquatic, and
one moist LCT had a positive GWP or were net sources of CO2e. The remaining moist, tussock, shrub
and dry vegetation types had a negative GWP or were net sinks of CO2e. The majority of land cover
types are calculated to increase CO2e uptake as a result of environmental changes, except for the wet,
moist and dry LCTs in subzone C (Figure 3.2). All vegetation types with standing water are calculated
to have a net decrease in the emission of CH4 primarily due to the loss of standing water, while all other
vegetation types increased CH4 emission (Figure 3.2). When accounting for the effects of both CO2 and
CH4, wetter vegetation had a greater change in net ecosystem exchange of CO2e in response to potential
environmental changes (figure 3.2) and was primarily driven by changes in CH4 flux. The remaining

Predicted changes in carbon exchange for increased
air temperature and active layer
6
Change from CO2

Modelled change in GWP
gCO2 equivalents m-2d-1

5

Change from CH4-CO2e

CO2e total change

4
3
2
1
0
C
-1

D
Aquatic

E

B

C

D

E

B

C

Wet

D

Moist

E

E

E

ShrubTussock

B

C

D

E

Dry

Land Cover Type and Bioclimate Subzone

Figure 3.2 Sensitivity analysis of all land cover types in all Bioclimate Subzones from a 2° C increase in
air temperature and 25% increase in thaw depth.
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drier sites had smaller responses in net CO2e and these changes were more strongly affected by changes
in CO2 flux.
In the sensitivity analysis, the greatest changes in CO2e flux are predicted to result from
increasing the active layer by 25%, which accounted for 76.2 ± 1.25(SD)% of the total change predicted.
Changing volumetric water content by 10% and increasing air temperature 2°C accounted for 31.8 ±
0.07(SD)% and 12.6 ± 0.04(SD)% respectively (Figure 3.3).
At most sites, changes in ecosystem properties applied in the sensitivity analysis had a greater
effect in increasing the NEE of CH4 than the NEE of CO2 after methane exchange was converted into
CO2 equivalents (figure 3.2). Aquatic land cover classes had the greatest increases in NEE of CO2e
driven by increases in methane production. In general wet and aquatic land cover classes had the
greatest changes in NEE of CO2e from CO2 and CH4 (figure 3.2). While fluxes from dry and moist land
cover classes were significantly lower, these land cover classes had the greater relative changes
compared to field measurements of ecosystem NEE of CO2e.

Percent of Change from Modelled
Variables
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
Active Layer +25%

Tair +2C

Figure 3.3 Contribution of environmental changes to total ecosystem
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VWC +- 10%

3.5

DISCUSSION
In this study, an ecosystem snapshot approach was adopted whereby a number of sites and

landscapes were sampled for CO2 and CH4 flux over a short period of time at peak season. This
approach maximized spatial representation and variability, and limited the measurements to those which
could be made relatively easily with the intent of spatial extrapolation. The models developed using this
approach use relatively few parameters, which are measureable from ground-based or satellite remotesensing platforms. The ability of these models to estimate GWP from ecosystem CO2 and CH4 exchange
suggests that the controls of these fluxes are a relatively simple set of factors which share similar
relationships across multiple different land cover classes and landscapes. This type of functional
convergence was as described for ecosystem CO2 exchange by the PLIRTLE model (Shaver et al. 2007).
The models described here include factors derived from relative water table as general measures which
are strongly related to CO2 and CH4 flux and are able to predict the GWP component fluxes with r2 =
0.70 for CO2 and r2 = 0.69 CH4)

3.5.1 Ecosystem gas exchange models
The relationships between ecosystem CO2 flux and PAR, air temperature and LAI are well
represented in CO2 exchange studies (Farquhar and Caemmerer 1982, Williams et al. 1997, Shaver et al.
2007, Lund et al. 2009). It is also expected that saturation reduces soil respiration leading to an increase
in NEP. Standing water depth is a factor in wet and aquatic sites, where it was noted that there were
often obvious differences in plant community assemblage associated with depth of standing water
therefore it is likely a proxy for plant community assemblage in wet and aquatic land cover types.
To test the functionality of the CO2 model to specific ecosystems, we found that the ecosystem
model still performed well when applied to each vegetation type separately, Ecosystem models
parameterized by individual land cover classes were able to explain a high degree of variability in NEE
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within their respective land cover classes and revealed differences in ecosystem properties driving NEE
at for each land cover class, however the variability explained by the model dropped when these models
were used against the remaining dataset. This is probably an indication that there are differences in the
main factors controlling nad/or are associated with NEE across our sites, some of which are seen in table
3.3.
We expected to see the positive relationship between SSL thickness and methane emission, due
to a greater soil volume available for anaerobic methanogenesis. Methane production and oxidation is
highly dependent on soil hydrology, and we therefore expected that ecosystem variables related to
hydrology would be important predictors. For our methane model, SSL, volumetric water content, and
standing water depth were strongly related to hydrology. Volumetric water content, which was
positively related to methane exchange in our model, also plays an important role in controlling
ecosystem methane exchange. As soil moisture increases, methane oxidation decreases dramatically and
production increases exponentially (Kettunen 2003). We also expected a negative relationship between
the thickness of the unsaturated soil layer and methane production and emission. However, unsaturated
soil volume was not a statistically significant predictor.
The range at which oxidation increases and production slows down is narrow; these opposing
processes affect methane exchange, simultaneously, and exponentially with respect to very small
changes in soil moisture. (Moosavi and Crill 1998). The sampling approach used in this study focused
on 3-4 prominent and discrete land cover types ranging from dry to aquatic at multiple landscapes, and
did not aim to sample transition zones between these. In the majority of landscapes studied, methane
exchange in dry, moist, tussock and shrub LCTs was insignificant compared to that of wet and aquatic
LCTs. It is likely that the positive relationship between unsaturated soil and methane oxidation is best
detected at a narrow range between moist and wet sites and therefore is not evident in the models
presented here.
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3.5.2 Model implications, use and limitations
The models presented here are able to predict GWP from CO2 and CH4 fluxes across different
types of landscapes in the Arctic representing a range of vegetation types and Bioclimate subzones.
There do not currently appear to be any models which incorporate both CO2 and CH4, which are
parameterized and tested over a large range of landscapes for the purpose of spatial extrapolation.
Shaver et al. (2007) found that the NEE of CO2 in low arctic sites could be accurately and easily
predicted knowing only leaf area index, air temperature, and PAR. When we applied the PLIRTLE
(Shaver et al. 2007) to our entire dataset, collected at high and low arctic sites, the model had r2 of
0.598. The lower r2 from our dataset may be due to the differences in the relationship of LAI, NDVI,
and NEE in high Arctic sites, where approximately 37% of plots in this study are located, and low arctic
sites, which were used to parameterize PLIRTLE. Also, approximately one third of sites in this study are
considered wet sedge tundra, which was the statistically least fit vegetation type in PLIRTLE (r2
=0.620). In the testing of the PLIRTLE model (Shaver et al. 2007), the subset model parameterized
using wet sedge vegetation was the only one that had a lower predictive ability (r2 =0.62), while having
a higher r2 when applied other vegetation types (r2 =0.798 and (r2 =0.830). This suggests that the
relationship of wet sedge vegetation with LAI, air temperature, and PAR may be very similar to that of
other vegetation types, but likely other factors may explain more of the variation in NEE found in wet
sedge vegetation. The models presented in this paper support Shaver et al. (2007)’s notion that much of
the variation in NEE can be predicted by the three variables LAI, air temperature, and PAR, and that the
additional factors, standing water depth and saturated soil layer, increase the predictive ability of models
in the low and high arctic.
The range of vegetation types included in this study encompass a large number of plant species
and functional types which suggests that, the parameters used to model NEE can be universally used to
determine ecosystem function regardless of community composition of species or functional types.
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When NEE of CO2 was modeled using subsets of different vegetation types, additional predictive factors
were found to be significant and higher percentage of variation was explained by the models. The
additional predictive parameters provide additional insight into the specific differences in ecosystem
properties that control NEE of CO2 between vegetation types. The use and selection of these models
should be based on the specific vegetation types studied and desired spatial scalability.
Simple scalable models of ecosystem carbon exchange are important because ultimately scaling
easily obtained parameters to larger spatial scales is the only cost-efficient way to increase prediction
over a large range of spatially heterogeneous landscapes within the Arctic (McGuire et al. 2012,
Vorosmarty et al. 2010). Spatial extrapolation is necessary to tie changes in the Arctic terrestrial carbon
cycle to global change, but current efforts still face a major challenge in quantifying the spatial variation
in methane flux, and recent observations have recorded massive emissions at localized hotspots (Walter
et al. 2006, 2012). Regional accounts show that methane emission in the Arctic has increased over 30%
in recent periods (Bloom et al. 2010). Given that permafrost and surface hydrology(Vörösmarty et al.
2001), major factors in CH4 exchange within the Arctic, are expected to undergo change with increasing
temperature, future modeling studies must account for the effects of CH4.
The response of CH4 flux to environmental change is complex and does not necessarily respond
predictably to changes in LAI, but does respond to changes in hydrology. Determining which hydrologic
parameter to use can be difficult, especially when challenged to make this in a continuous manner across
heterogeneous landscapes, thus novel indices for surface water such as NDSWI used here, may be
helpful in determining some of the above-ground variation. It remains a challenge to measure below
ground surface properties from aerial or satellite platforms collecting high spatial resolution optical
imagery, therefore automated ground based measurements, may be the best low cost option to obtain
such data.
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The models presented here were parameterized by viewing landscapes as an aggregation of
simple, discrete landscape units and logically should be best suited to scaling studies using discrete
landscape units across landscapes based on coupled hydrological and vegetation components. However,
the limitations of these models for continuous landscape modeling have not been tested and are more
likely to be limited by the capacities to adequately sample hydrological properties on such a scale.
Similarly, these models were parameterized during peak season, and drastic seasonal changes in
cryology and hydrology of arctic landscapes is likely have major effects unaccounted for here. Hence,
these models are best suited for determining differences between years or used in combination with
continuous monitoring stations or known seasonal patterns. If used with a widespread network of lowcost automated sensors, these models may serve well to improve the understanding of the spatial
variation in CO2 and CH4 flux across larger areas.

3.6

CONCLUSION
Using a rapid ecosystem sampling technique to maximize spatial coverage in the arctic, 28

distinct landscape-vegetation ecosystems were sampled and these data were used to create simple
empirical models to predict peak growing season ecosystem land-atmosphere CO2 and CH4 exchange
with relatively high accuracy, R2= 0.70 and 0.69 respectively. These models offer additional insight and
potential usage in future studies of Arctic carbon exchange dynamics. First, they show that in addition to
leaf area index, air temperature, and photosynthetic active radiation (Shaver et al. 2007), the
hydrological properties of standing water depth and saturated soil layer offer additional predictive ability
to CO2 exchange models in low and high arctic sites. Secondly, these hydrological factors are important
components in CH4 exchange which, along with soil volumetric water content, were able to predict CH4
exchange (r2= 0.69) across a range of arctic landscapes in Alaska and Russia. Thirdly, the ecosystem
properties used here are projected to change as a result of future Arctic warming, and we have
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demonstrated the potential of using these models for sensitivity analysis of ecosystem-atmosphere
carbon flux under climate conditions. Although there will likely be spatially a variable response of these
variables in the future, it appears that the GWP of plots in this study are most sensitive to changes in
water table than air temperature and soil moisture content. These models are most applicable when
applied to discrete land cover units as they were parameterized in this manner, and have not been tested
across continuous gradients within landscapes. Most variables suggested here are already used in many
studies, and are easily incorporated into future plot level studies. By better understanding the coupling
of above-ground ecosystem properties with surface and subsurface hydrological and geological
properties, there is the possibility of coupling these models with remotely sensed imagery to make
landscape scale estimates of GWP.
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Chapter 4: Impact of decadal land-surface change on peak season global warming
potential in the Beringian Arctic
4.1

ABSTRACT
Rising global temperature over the past century has been amplified the Arctic, where substantial

pools of soil carbon are stored in permafrost and seasonally thawed soils. The fate of this carbon lies
upon the balance of ecosystem respiration and plant photosynthesis, which are controlled by a range of
biophysical properties. Over decadal time scales, changes in biophysical properties leads to land cover
change, which in turn a feedback which can strongly affect ecosystem carbon exchange. The Remotesensing observations indicate Pan-Arctic greening has occurred, however, greening has not been
consistent with warming throughout the Arctic. While numerous studies have documented ground-level
ecosystem change, the underlying ecosystem changes that contribute to the greening of the Arctic, and
the effect of greening on carbon exchange, have not been determined due to a relative scarcity of
intermediate scale measurements that account for the heterogeneity of arctic landscapes. Here, models
describing peak growing season ecosystem CO2 and CH4 flux were extrapolated over space and time
using high spatial resolution, multi-temporal land cover maps for seven landscapes within Beringia to
determine the affect of decadal time-scale shifts in land cover type on ecosystem function. Land cover
change resulted in an increased peak season global warming potential for three landscapes: Penkigney
Bay (+13.10%), Atqasuk (+4.78%) and Barrow (+2.89%), and reduced global warming potential (GWP)
in the remaining four landscapes: Yanrakinot (-38.59%), Kougarok (-6.04%), Ivotuk (-3.25%), and
Midway (-0.81%). The directionality of net landscape wetting/drying was not consistent with the
direction of the shift in GWP. Here we underline the importance of accounting for ecosystem spatial
heterogeneity at the landscape scale and demonstrate the potential of using simple empirical CO2 and

61

CH4 models to spatially extrapolate global warming potential (GWP) and estimate trajectories of change
in landscapes for which no long term observations exist.

4.2

INTRODUCTION
Arctic soils contain substantial stores of soil organic carbon (Tarnocai et al. 2009) that have

accumulated as the result of historic climate conditions (Schlesinger et al. 1977, Post et al. 1992). The
future fate and transport of this carbon has particular relevance for understanding the future state of
Arctic ecosystems, the global carbon cycle, and climate (McGuire et al. 2000). Arctic soil carbon has the
potential to be released to the atmosphere and positively enhance atmospheric forcing if Arctic warming
continues, permafrost thaws (Schuur et al. 2009), and the projected increase in carbon uptake by tundra
plants with warming does not offset this loss (Sitch et al. 2007). Although understanding the state of
arctic change has been improved by a gamut of recent studies using modeling (Sitch et al. 2008), remote
sensing (Bhatt et al. 2010, Beck and Goetz 2011), experimental manipulation (Mack et al. 2004,
Elmendorf et al. 2012, Natali et al. 2012), retrospective studies (Callaghan et al. 2011a, Johansson et al.
2006), stochastic events (Mack et al. 2011, Johnson et al. 2011b), and synthesis (SWIPA 2011, IPCC
2007, ACIA 2005), they demonstrate complexity and inconsistency (McGuire et al. 2012) in ecosystem
response to climate change. Several factors limit progress in this area, including the heterogeneity of
arctic landscapes, the need to include CO2 and CH4 flux responses to warming, uncertainty of future soil
moisture regimes, and a paucity of data and observations.
Arctic landscapes are well recognized for their spatial and temporal heterogeneity in ecosystem
structure and function (Fox et al. 2008, Epstein et al. 2012). Such heterogeneity presents challenges for
scaling plot level measurements to landscape and regional scales (Running et al. 1999, Currie et al.
2011, Emanuel et al. 2011). Remote sensing has been shown to be useful but course resolution satellite
imagery that can efficiently cover large areas offer coarse spatial resolution of plot to landscape level
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structural and functional heterogeneity, and for the Arctic it remains largely unknown with respect to
how heterogeneity within these spatial scales compares to aggregate estimates at larger spatial scales.
Heterogeneity of landscape properties also extends to ecosystem exchange of CO2 (Fox et al. 2008) and
CH4 (Sachs et al. 2008, Christensen et al. 2000, Whalen & Reeburgh 1992), which respond to different
environmental factors at different rates (Updegraff et al. 2001) and with variable responses to thresholds
such as water table position (Cao et al. 1996). CO2 and CH4 also have markedly different atmospheric
global warming potentials (IPCC 2007). As a result, the same overarching landscape to regional-scale
change (e.g., drought, warming) can result in different responses for individual landscape units with
respect to CO2 and CH4 flux, and global warming potential. Understanding how CO2 and CH4 fluxes
respond to environmental changes within landscape sub-units (e.g,. different vegetation types) and how
these scale to the landscape level is necessary to corroborate estimations of change in ecosystem
structure and function observed at the regional scale (Muster et al. 2012). Without such scaling
capacities, it is difficult to understand how change documented at the plot level manifests at landscape to
regional scales and how regional and landscape-scale change constrains change at the plot level.
Presently, a significant challenge in the Arctic that is relevant to the impacts of climate change
and the future state and fate of arctic soil carbon pertains to the ‘greening of the Arctic’, which has been
noted in studies examining the change in normalized difference vegetation index (NDVI, Rouse et al.
1973), a measure of greenness used as a proxy for plant productivity (Boelman et al. 2003), using low
spatial resolution satellite imagery since the late 1990’s (Bhatt et al. 2010, Jia et al. 2003, Myneni et al.
1997). However, the environmental drivers, vegetation changes, and implications of such change on
ecosystem function associated with arctic greening remain important foci of research (Wookey et al.
2009). Arctic greening has been linked to warming (Bhatt et al. 2010), increases in shrub abundance
(Forbes et al. 2009), increased plant biomass (Hudson and Henry 2009), and decreased cover of water
(Lin et al. 2012). Clearly, greening trends can be caused by one or more factors – greening is occurring
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where shrubs do not dominate vegetation (e.g., northern Alaskan coastal tundra), there is limited
standing water (e.g., Alaskan foothills), and ‘browning’ is occurring in Chukotkan landscapes that have
undergone similar warming to areas in Alaska where greening has been documented (Bhatt et al. 2010).
While these differences further highlight the complexity of smaller scale responses associated with
larger scale observations, perhaps the most important element to understand is how these collective
changes have influenced vegetation and land-atmosphere carbon exchange.
While recent efforts, especially during the International Polar Year (2007-09) appear to have
greatly expanded the spatial and temporal coverage of ecosystem studies in the Arctic (NRC 2012), the
paucity of long term datasets continue to constrain research activities attempting to improve knowledge
of decade time scale change in ecosystem structure and function over multiple spatial scales. However,
several studies have illustrated the use of repeat photography (Sturm et al. 2001, Tape et al. 2006) and
the utility of historic aerial photography or declassified spy imagery to be used in conjunction with
modern high spatial resolution satellite imagery to assess change in land cover and ecosystem structure
over decadal time scales (Johansson et al. 2006, Lin et al. 2012). Trace gas fluxes are far more difficult
to reconstruct from historic data, but distinct and similar differences in trace gas flux has been noted
between different arctic landscape units for many decades (Shaver and Billings 1975, Whalen and
Reeburgh 1988, Schimel 1995). These patterns suggest that extrapolating landscape-unit specific fluxes
derived from modern measurements on historic high spatial land cover change time series could be
useful for ascertaining likely decade time scale changes in landscape scale trace gas flux where historic
measurements do not exist. In this study, we model and extrapolate plot level data collected using a
snapshot ecosystem sampling approach over high spatial resolution multi-temporal land cover change
maps to study how decadal shifts in land cover have affected trace gas flux and global warming potential
in multiple landscapes throughout the Beringian arctic. We hypothesized that directional shifts in land
cover, may also result in similar predictable shifts in trace gas flux and global warming potential. Land
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cover change is a time-scaled integration of environmental change, and by calculating trace gas flux as a
function of land cover change, we are able to make estimates of decadal change in trace gas flux and
compare these to trends of decadal change observed in the pan-arctic.

4.3

MATERIALS AND METHODS
Between 2005 and 2007, trace gas flux and a range of other parameters were measured in a total

of 159 plots at 15 sites in 11 landscapes within arctic bioclimate subzones B through E (sensu CAVM
team 2000, Chapter 3, figure 3.1) during the approximate peak of the growing season (July 19 – August
18) using a snapshot approach. As detailed in chapter 3, this approach maximized the spatial range of
data collection by sampling many distinct sites within the Beringia region during a relatively short time.
Plots were located in dry, moist, wet, and aquatic land cover classes at each site; however, plant
communities differed between different sites for the same land cover class. These data were used to
parameterize empirical ecosystem models estimating CO2 and CH4 flux that have been described in
chapter 3, which were then spatially extrapolated over seven sets of historic and modern land cover
maps derived in Lin et al. (2012). CO2 and CH4 were compared in carbon dioxide equivalents (CO2e) by
using the IPCC (2007) global warming potential (GWP) estimate for a 100-year time horizon where one
unit of CH4 is equivalent to 25 units of CO2. We compared the relative importance of land cover types at
the plot scale, with respect to CO2 and CH4 flux, and combined GWP. Then we calculated the relative
importance of each land cover type at the landscape scale by spatially extrapolating plot scale data.
Using multi-temporal land cover maps, we then calculated the change in landscape CO2 flux, CH4 flux,
and combined GWP over time.
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4.4

RESULTS

4.4.1 Change in CO2, CH4, GWP and NDVI
All historic and modern landscapes were modeled to be net sinks of CO2 (table 4.1). As a result
of changes in landscape composition CO2 NEE at Penkigney Bay, Ivotuk, Atqasuk, and Barrow are
estimated to have increased. The NEE of CO2 at the Yanrakinot, Kougarok, and Midway landscapes are
estimated to have decreased. Except for Penkigney Bay and the historic Midway landscape, all
landscapes were also modeled to be net sources of CH4 in historic and modern states. When calculating
GWP from CO2 and CH4 exchange together as CO2e, the change in landscape GWP for all landscapes
was driven more strongly by changes in CO2 flux than CH4 flux, comprising 74.83 ± 9.5(SD)% and

Table 4.1 Estimates of net ecosystem exchange of CO2, CH4, and combined GWP for historic and
present landscapes. *change measured as the difference between the oldest and most recent image. †
change relative to historic value.
Landscape CO2, CH4 and GWP100 for landscape time series.

Site

Most recent
image

Earliest image

Total Change*

% change†
GWP100*

Change/year*

% change†
/year GWP100*

Penkigney Bay
CO2 (gd-1 )
CH4-CO2e (gd-1 )
GWP100 (gCO2e d-1)
Yanrakinot

1963
-525683
-76068
-601751
1963

2005
-439290
-83635
-522925
2008

86393
-7567
78825

16.43%
-9.95%
13.10%

2056.97
-180.18
1876.79

0.39%
-0.24%
0.31%

CO2 (gd-1 )
CH4-CO2e (gd-1 )
GWP100 (gCO2e d-1)
Kougarok
CO2 (gd-1 )
CH4-CO2e (gd-1 )
GWP100 (gCO2e d-1)
Ivotuk
CO2 (gd-1 )
CH4-CO2e (gd-1 )
GWP100 (gCO2e d-1)
Atqasuk
CO2 (gd-1 )
CH4-CO2e (gd-1 )
GWP100 (gCO2e d-1)
Midway
CO2 (gd-1 )
CH4-CO2e (gd-1 )
GWP100 (gCO2e d-1)
Barrow
CO2 (gd-1 )
CH4-CO2e (gd-1 )
GWP100 (gCO2e d-1)

-2341718
272172
-2069546
1985
-7803700
1536613
-6267087
-1955
-3644225
753119
-2891106
1955
-49947992
7197908
-42750084
1955
-4354726
-7427
-4362152
1948
-55037605
7741011
-47296594

-3419598
551354

-1077879
279182

-46.03%
102.58%

-23952.90
6204.04

-1.02%
2.28%

-2868243
2006
-8083326
1437561

-798698

-38.59%

-17748.80

-0.86%

-279626
-99052

-3.58%
-6.45%

-13315.50
-4716.77

-0.17%
-0.31%

-6645765
2005
-3464753
667708
-2797045
2005

-378678

-6.04%

-18032.30

-0.29%

179472
-85411
94060

4.92%
-11.34%
3.25%

3818.55
-1817.26
2001.29

0.11%
-0.24%
0.07%

-46728053
6022814
-40705240
2008
-4449029
51645

3219939
-1175095
2044844

6.45%
-16.33%
4.78%

64398.78
-23501.90
40896.88

0.13%
-0.33%
0.10%

-94303
59071

-2.17%
795.40%

-1779.31
1114.55

-0.04%
15.01%

-4397384
2008
66 -53042448
7114967
-45927482

-35232

-0.81%

-664.76

-0.02%

1995157
-626044
1369112

3.63%
-8.09%
2.89%

33252.61
-10434.10
22818.54

0.06%
-0.14%
0.05%

-1977
-3488064
680368
-2807696
1977
-48779130
5469031
-43310098
2005
-4577687
117995
-4459692
1955
-55821785
7978672
-47843113

2002
-53314840
8322305
-44992535

1979
-55766686
8532644
-47234042

24.17 ± 9.5(SD)% respectively, of the total landscape flux. Wet land cover classes appear to be
expanding in the Russian landscapes studied while drier land cover classes have expanded at most
Alaskan landscapes (Chapter 2, figure 2.2). However, these changes were not consistent with either
increases or decreases in landscape CO2 flux, CH4 flux or GWP. By spatially extrapolating plot scale
NDVI values across their respective land cover classes, we found that shifts in the extent of land cover
classes are likely to have increased the NDVI at the Kougarok, Ivotuk, and Midway sites, and decreased
the NDVI at Provideniya, Yanrakinot, and Atqasuk and Barrow sites. Decreases in NDVI at Atqasuk
and Barrow are opposite in direction compared to those measured by regionally by Bhatt et al. (2010).

4.4.2 Trace gas flux between land cover classes
On average, modeled component fluxes fell within the range of values measured by other studies
(Oechel et al. 2000, Harazono et al. 2003, and Lund et al. 2009). In general, the potential for carbon
exchange for land cover classes can be ranked in ascending order from low to high moisture content.
Wet and aquatic land cover classes were modeled to be the largest sinks of CO2 and sources of CH4
(figure 4.1). Moist land cover classes had lower CO2 fluxes, and maintained a CH4 exchange close to
neutral while dry land cover classes had the lowest CO2 and CH4 flux rates and were a minor sink for
both. In Alaskan landscapes, wet and moist land cover classes had the largest CO2 uptake, together
contributing over 80% of the total landscape CO2 uptake (figure 4.2). In Russian landscapes, where
Aquatic land cover classes were not documented at the sites visited, wet land cover class fluxes
accounted for over 80% of the ecosystem CO2 flux and were the largest contributor to landscape CH4
efflux. Moist and dry classes had very little contribution to the total landscape CO2 flux (Figure 4.3),
while being slight sinks for CH4.
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Average CO2, CH4, GWP flux for
Land Cover classes
G CO2equivalent m2 d-1

25
20
15

Dry

10

Moist
Wet

5

Aquatic

0
CO2

-5

CH4 - CO2e

Combined GWP

-10

Figure 4.1 Average modeled CO2, CH4 and GWP for land cover classes.

Contribution of land cover classes to landscape
CO2 flux, CH4 Flux, combined GWP, and area in Alaskan sites
100.00%

Aquatic

80.00%

Wet

Moist

Dry

60.00%
40.00%
20.00%
0.00%
-20.00%
-40.00%
-60.00%
-80.00%
-100.00%

CO2

CH4

GWP

Area

Figure 4.2 Contribution of land cover classes to flux of CO2 and CH4, GWP, and total area of
Alaskan landscapes.
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The relative distribution of land cover classes was equally important to the function of individual
land cover classes in determining the contribution of land cover classes at the landscape scale i.e, even
though aquatic land cover was the strongest CO2 sink and CH4 source the actual presence of aquatic land
cover within the studied landscapes was too low for this class to be a major contributor at the landscape
scale. In both Alaskan and Russian sites, moist land cover comprised the greatest area in the landscape,
followed by the wet land cover class – and as a result, fluxes from these land cover classes comprised
the majority of the overall landscape CO2 and CH4 flux (figure 4.2, 4.3).

Contribution of land cover classes to landscape
CO2 flux, CH4 flux, combined GWP, and area in Chukotkan sites
100.00%

Wet

80.00%

Moist

Dry

60.00%
40.00%
20.00%
0.00%
-20.00%
-40.00%
-60.00%
-80.00%
-100.00%

CO2

CH4

GWP

Area

Figure 4.3 Contribution of land cover classes to flux of CO2 and CH4, GWP, and total area of Russian
landscapes.
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Despite having the largest methane emissions, aquatic and wet land cover classes had the lowest
global warming potential, ranging from -3.94 to -23.91 gCO2e m-2 d-1. (Figure 4.2). Interestingly, land
cover change was not consistent in causing directional changes in CO2, CH4, or GWP, or NDVI (figure
4.4). For example, one might expect decreases in GWP in areas where NDVI increased or vice versa,
but the only similarities in change that was observed was with CO2 and CH4, which changed in opposite
directions at all sites except for the Kougarok site (Table 4.1).

4.4.3 Land cover change effects on trace gas fluxes and GWP
All landscapes studied were estimated to be net sinks of CO2e during peak season in both historic
and present states. Even though changes in CO2 flux dominated at the landscape scale, changes in
relative landscape CH4 flux was generally larger than that of CO2. Changes in CO2 and CH4 exchange
affected the GWP of landscapes in opposite directions for all landscapes with the exception of the
Kougarok landscape. At Penkigney Bay, Atqasuk, and Barrow, where land cover shifts resulted in an
overall increase of landscape GWP (Table 4.1). In the remaining landscapes, Yanrakinot, Kougarok,
Ivotuk, and Midway, shifts in land cover resulted in a net decrease in GWP (Table 4.1).
The two sites with the greatest change in GWP were Penkigney Bay and Yanrakinot in Chukotka
(Table 4.1). Both sites experienced a net expansion of wetter land cover types, however their response in
GWP was quite different. The major land cover change affecting landscape GWP in Yanrakinot was an
expansion the wet land cover class, and loss of moist land cover, whereas in Penkigney Bay, dry land
cover, was replaced by moist land cover, and wet land cover class actually decreased in this area (Lin et
al. 2012). Results presented here only account for changes in vegetated land cover classes and do not
reflect the increase in large Salix pulchra shrub stands found at Provideniya and Yanrakinot.
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Figure 4.4 Comparisons of land cover change effect on directional change in ecosystem properties

4.4

DISCUSSION
In this study, we model and extrapolate plot level data over high spatial resolution multi-

temporal land cover change maps to study how decadal land cover change has affected trace gas flux
and global warming potential at multiple landscapes throughout the Beringian arctic. Results represent a
unique addition to Arctic ecosystem science in comparison to typical studies by simultaneously
exploring the effects of change over extended time periods, with respect to both CO2 and CH4, across a
large range of landscapes in the Arctic, some of which have never been studied, and by incorporating
intermediate scale landscape heterogeneity.
Peak season landscape GWP was consistently dominated by CO2 fluxes at all landscapes. The
changes in landscape GWP as a result of decadal land cover change were also dominated by CO2 flux
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for all landscapes. We found that 4 of 7 sites became smaller sinks of net CO2e while the remaining sites
became greater sinks of net CO2e and these shifts did not appear to follow any geographic trends. The
decadal increase/decrease in landscape GWP were not consistently associated with either increases or
decreases in spatially extrapolated landscape NDVI, as calculated in this study, or NDVI observed at the
regional scale (Bhatt et al. 2010). This highlights the importance of investigating change at intermediate
spatial scales for understanding and corroborating observations of change made at broad spatial scales in
response to widespread drivers of change such as warming.
Several discrepancies exist when comparing changes in NDVI here to those measured at higher
spatial scales. Changes in NDVI associated with regional measurements (Bhatt et al. 2010) cannot
resolve whether changes at smaller spatial scales are the result of shifting landscape communities (this
study), or changes that occur at a different spatial scale. Because regional measurements are fairly
consistent across large areas, it is more likely that the difference between changes measured here and at
regional scales is the result of either small scale changes such as general vegetation community
composition or vegetation productivity, or larger scale changes such as lake formation/drainage (e.g. in
Alaskan Coastal plain sites). Agreement with larger scale indicates that land cover shifts play a role as
contributors to the regional scale change, and that other possible changes may play a smaller role than
expected. In areas of disagreement (Barrow and Atqasuk), it is possible that other changes may play a
larger role than expected in landscape NDVI. A lack of general trend in NDVI here suggests there is
also variability across the arctic with respect to the magnitude of leaf level vegetation changes in
productivity, community change, and surface water presence, which may not, accounted for at the
spatial scales of this study.
Modeling of fluxes indicate CO2 to be more important than CH4 to the net forcing potential of
these landscapes during peak season, however seasonal measurements and winter estimates suggest the
relative importance of CH4 to CO2 may be greater during non-peak seasons because tundra shifts from a
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sink to a source during winter (McGuire et al. 2012) and in warmer climate scenarios. Because fluxes of
both gases are strongly affected by hydrology and soil nutrients, both of which are expected to change
future climates, it is necessary for both to be included in future studies of arctic change.
The results here underscore the importance of understanding ecosystem heterogeneity within
landscapes, specifically, the relative importance of different land cover units to landscape GWP. General
trends observed and predicted at larger scales were not consistent with those calculated here by
upscaling landscape units. Lin et al. (2012) observed similar shifts at the Russian sites Penkigney Bay
and Yanrakinot, where there was an increase in wetter land cover classes. At these sites however, which
are located approximately 20km apart were both calculated to have decreased in NDVI, increased
coverage of wetter land classes was manifested differently at each site, and this similar change had
opposite effects on CO2, CH4, and resulting GWP at each landscape.
We suggest that the dominant factors manifesting change observed at regional scales be
determined at different landscapes and at different scales to determine the underlying causes of change.
In coastal plain sites, these may be such processes as the thaw lake cycle, patterned ground formation
and other changes in hydrology. At other sites where standing water is not present, the dominant change
may be primarily changes in vegetation.
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Chapter 5: General Discussion
Arctic ecosystems play a critical role in the global carbon cycle. As such, there exists a strong
capacity for coupling of Arctic ecosystems feedbacks with climate change (IPCC 2007). Recent
warming appears to be having significant and increasing effects on arctic ecosystems (SWIPA 2011,
Kaufman et al. 2009, ACIA 2005), and may cause increased mobilization of arctic soil carbon to the
atmosphere, in the form of greenhouse gases CO2 and CH4 (Grosse and Romanovsky 2011, McGuire et
al. 2012). Changes in ecosystem structure and function, which have been observed throughout the Arctic
as increased greening (Bhatt et al. 2010), increased plant growth (Elmendorf et al. 2012), increased
shrub abundance (Sturm et al. 2005), may counteract soil emission CO2 to some degree by increasing
plant uptake. However, key uncertainties remain in our current knowledge of the complex arctic
ecosystem because major challenges exist in taking an inventory of potential climate forcing factors
such as CO2 flux, CH4 flux, and understanding how these factors change across increasing scales of time
and space (Vorosmarty et al. 2010, SWIPA 2011, McGuire et al. 2012). These underlying challenges
have been the leading motivation for this dissertation.
The studies in this dissertation are based on a relatively novel campaign-style, snapshot sampling
approach that has not appear to have been executed to date in a manner incorporating as many
environmental variables and covering such a broad range of arctic terrestrial ecosystems. As such, few
other data sets offer a capacity to address the overarching goal of this dissertation to determine the
impact of land cover change on the global warming potential of Beringian Arctic tundra. Several key
findings resulted from this study:
Landscapes in Alaska appear to be undergoing an expansion of drier land cover classes in
replacement of wetter land cover classes– while landscapes in Coastal Russia appear to be experiencing
an expansion of wetter land cover classes in that are replacing drier land cover classes (Lin et al. 2012).
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The campaign- style, snapshot-sampling approach used in this study was an efficient way to
sample peak growing season ecosystem properties and processes over a relatively large and logistically
challenging study area in a relatively short time period. This approach was also conducive to the
detection of variables with significant predictive power across a variety of arctic landscapes.
Relatively simple and scalable regression models were developed using ecosystem measures
derivable from ground and aerial/satellite based observation platforms and these were able to effectively
predict CO2 and CH4 exchange (R2 = 0.69 and 0.66 respectively) for a range of vegetation types and
landscapes at multiple locations in the Beringian Arctic. When extrapolated with multi temporal land
cover maps derived from high spatial resolution aerial and satellite imagery, changes in CO2 and CH4
flux as well as global warming potential were not consistent with regional generalizations measured at
coarse spatial scales using pan-Arctic satellite imagery.

5.1

RECAPITULATION OF OBJECTIVES
Here, key findings from the dissertation are summarized and discussed as they pertain to the

specific objectives for this dissertation, described in Section 1.4.

Objective 1: Assess decade time-scale trajectories of land cover change for multiple Beringian
landscapes:
Using historic and modern high spatial resolution aerial and satellite imagery multi-temporal
land cover maps for 7 landscapes in Beringia were created. A trend of increasing wetter land cover
classes was detected in both Russian Landscapes studied, while a trend of increasing extent of drier land
cover classes was detected at the Alaskan landscapes that were studied – with the exception of Atqasuk
which showed a slight shift towards a greater extent of wetter land cover classes.
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Using NMDS ordination and cluster analysis of paired initial and final pixel values, and their
direction and relative magnitude of change, landscapes grouped based on the nature of the observed
change. Groupings strongly reflected geographic tendencies, with the first split occurring between
Russian and Alaskan landscapes. The Alaskan sites were further split into the southern continental and
coastal plain landscapes studied, of which Barrow was separate from the Midway and Atqasuk
landscapes studied. Specific shifts that were also noted were increases in shrub cover in Russian
landscapes, and increased open water cover in Alaskan landscapes. These results are consistent with
time series trends in satellite-derived NDVI (Bhatt et al. 2010). While these results support and provide
more detailed insight into satellite-observed trends, further ground-based studies must be conducted to
determine the consistency of satellite-derived NDVI as a proxy for vegetation change in various regions
of the Arctic. The land cover change described in this study are relative to the initial distribution of land
cover classes within the landscapes studied, which in combination with the topography of the landscape
appear to be the primary factors accounting for differences in how land cover change is manifested. For
example, at Penkigney Bay in Russia, expansion of wet land cover types occurred mostly as a
replacement of moist land cover. At Yanrakinot, also in Russia, this shift occurred as a replacement of
the dry land cover class by moist land cover, and the wet land cover class actually decreased in relative
cover. This implies that changes in functional properties associated with specific land cover classes may
be lost when coarse aggregations of land cover change are used to generalize change in ecosystem
function.
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Objective 2: Using field data collected at multiple locations in the Beringian arctic and in multiple
land cover types, develop models of ecosystem function that could be used with land cover maps
and/or environmental observations to assess spatiotemporal patterns of change in peak growing
season CO2 and CH4 flux, and the GWP associated with this change.
Relatively simple regression models of CO2 and CH4 flux were developed using ecosystem
measures derivable from ground and aerial/satellite based observation platforms that were collected for
multiple sites in the Beringian Arctic. The models expanded upon the PLIRTLE model (Shaver 2007) by
including high arctic landscapes, CH4 flux, and noting the importance of hydrological variables
saturated soil layer (SSL), unsaturated soil layer (USL), and the spectral indices normalized difference
surface water index (NDSWI), normalized difference vegetation index (NDVI), which have been shown
to indicate surface water and green vegetation productivity in ground and satellite based sensor
platforms (Rouse et al. 1973, Boelman et al. 2003, Goswami et al. 2011). Measures of surface and
subsurface hydrology, which are projected to change in future climate scenarios, are needed

to

determine CH4 flux, which is necessary for understanding the global warming potential of the tundra
that in turn provides understanding of the future state of the Arctic and global climate.

Objective 3: Spatially and temporally extrapolate ecosystem models on multi temporal land cover
maps to interpolate the impact of land cover change on ecosystem function.
In this study, models of net CO2e flux from objective 2 indicated that CO2 uptake by plant
photosynthesis is the dominant ecosystem driver of net CO2e fluxes at peak season– and that all
landscapes were net sinks of CO2e at peak growing season. When extrapolated over multi temporal land
cover maps, net CO2e fluxes, was also dominated by CO2 fluxes. CH4 flux played a lesser role, and
efflux was greatest in wet and aquatic land cover classes. Decadal shifts in land cover classes resulted in
mixed results with respect to change in landscape global warming potential – i.e. some landscapes
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increased in global warming potential over time while others decreased. The direction of change did not
appear to be linked to geography in the same way landscape change trends did (Chapter 2) but were
instead dependent on the combination of the initial land cover class make-up of the landscape.
Landscape trends in NDVI measured at the plot scale were not consistent with trends measured at
coarser scales (Bhatt et al. 2010).
The combination of high spatial resolution decadal land cover change patterns with models of net
CO2e from CO2 and CH4 parameterized by a large range of Arctic terrestrial ecosystems and has allowed
the spatial and temporal expansion of research in ecosystem carbon exchange, sensitivity analysis of
multiple landscapes to potential future changes, links between ecosystem structure and function to be
explored. Results illustrate the complexity of Arctic change dynamics, and identified the need for high
spatial resolution assessments of ecosystem structural and functional change to further understand how
small scale change (e.g., land cover change) manifests to affect change at large spatial scales, and how
observed change at large spatial scales (e.g., regional warming) constrains lower scale processes.

5.2

SYNTHESIS
This study further illustrates the spatiotemporal heterogeneity of arctic terrestrial ecosystems

(CAVM 2003) and change (IPCC 2007), and how this change may affect the future state of arctic
terrestrial ecosystems and interactions with other components of the Arctic and Earth Systems.
Generally, most terrestrial studies in the Arctic have focused at either plot scales or landscape scales and
there exists a gap in intermediate spatial scaling studies (Stoy et al. 2009). Similarly, there exists a gap
in our temporal understanding of how arctic terrestrial ecosystems change over decadal time scales
(Callaghan et al. 2011a). This dissertation has addressed both of these spatial and temporal changes for a
range of landscapes within the Beringia region, which has experienced similar warming trends, but has
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demonstrated differential responses in time series observations of satellite-derived NDVI (Bhatt et al.
2010).
In Chapter 2, vegetation change at the meter and landscape scales at different locations
throughout Beringia appeared to agree with satellite change observations of NDVI derived for regional
scales (Bhatt et al. 2010). In Chapter 3 models of global warming potential were developed and in
Chapter 4 these were applied and extrapolated across the multi temporal land cover change maps
reported in Chapter 2. The key finding from this latter chapter was that similar changes across
landscapes such as the expansion of wetter land cover classes can result in contrasting changes in net
global warming from CO2 and CH4 and that these results were not consistent with respect to increases or
decreases in NDVI measured at coarse regional scales. This is perhaps not surprising as the net CO2e
flux does not respond linearly to changes in biophysical properties like temperature and moisture, and
instead is responsive to inherent thresholds and tipping points in these ecosystems such as state changes
between water and ice, and soil moisture thresholds at which aerobic or anaerobic respiration can occur.
The ability to resolve historic landscape compositions of land cover and further understand how they
vary across regional scales can help determine the response of trace gas fluxes to future change. In this
study, the classification of specific land cover classes helped to establish initial states of landscape
composition. It is also assumed in this study that changing climatic conditions over decadal time scales
results in a change in the spatial pattern of biophysical properties such as active layer, water table, etc. In
turn, the resulting change is observed above ground as competitive redistribution of extant land cover
vegetation classes. Differences from regional assessments indicate change is occurring at spatial or
temporal scales other than those observed in this study. At smaller spatial scales for example, increased
productivity at the leaf or organism level (Elmendorf et al. 2012, Lara et al. 2012) could account for this
change, and at larger spatial scales, the thaw lake cycle (Smith et al. 2005) may be examples of change
not accounted for in this study. Other possible reasons for differences measured here may be due to the
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broad generalization and use of spectral indices (e.g., Bhatt et al. 2010) NDVI has been shown to
reliably predict vegetation greenness and productivity in arctic tundra (Boelman et al. 2003), and
therefore has been used extensively as a proxy for plant photosynthetic capacity. However, the presence
or absence of water is known have strong effects on NDVI values and NDVI reduces dramatically when
surface water is present, irrespective of no change in vegetation productivity (Goswami et al. 2011) .
Overall, the findings from this dissertation improve the understanding of the relationship
between ecosystem structural properties such as land cover and land cover change, and ecosystem
functional properties such as carbon flux over decadal time scales. In doing so, the value of the novel
snapshot-sampling approach developed in this study and used for spatiotemporal scaling validates this
approach. This new capacity in combination with important change trends observed challenges
conventional understanding, which has largely been gained through the omission of similar intermediate
scale studies. Findings also suggest that a relatively inexpensive sensor network in combination with
periodic sampling from high spatial resolution aerial or satellite remote sensing platforms will greatly
enhance understanding of ecosystem functional change in arctic terrestrial ecosystems – especially in
areas that have been poorly studied but for which historic high spatial resolution imagery is available.
Development of such a network would greatly enhance the developing arctic observing network, which
currently lacks such infrastructure but has recognized such research goals as a matter of urgency.

5.3

CONSIDERATIONS FOR FUTURE RESEARCH
Findings from this research offer several considerations for the development of an integrated

Arctic observing network. As discussed throughout this dissertation, global warming potential from
greenhouse gas flux is a source of uncertainty in general circulation models, mainly due to data derived
from course spatial extrapolations, which do not account for intermediate spatial scales, which are
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particularly heterogeneous for Arctic landscapes. This study further illustrates the importance of
recognizing measurements conducted at these spatial scales in future studies.
The use of a snapshot sampling approach was effective in this study, ultimately, however
development and deployment of low-cost, automated sensor systems would likely be more effective and
efficient for collecting year round and long term datasets. By combining periodic campaigns of snapshot
flux measurements to increase spatial representation with detailed measurements made at continuous
flux monitoring stations such as eddy towers, could rapidly enhance understanding and likely future
greenhouse gas fluxes in the Arctic. As a starting point, sensor networks should include those
parameters described in Chapter 3. Expansion of the models developed in this chapter to include other
Arctic ecosystems is likely to enhance knowledge of how other drivers and effects of change will impact
arctic ecosystems in the future.
Changing surface hydrology is a major factor in predicting ecosystem structure and function and
is also expected to change greatly in the future. Therefore, the pursuit and further development of aerial
and satellite sensors/ indices capable of capturing sometimes subtle changes in surface hydrology, such
as NDSWI (Goswami et al. 2011) could, in combination with NDVI and complementary ground
measurements, dramatically improve the effectiveness of using airborne and satellite platforms for
scaling CO2 and CH4 fluxes. Broad use of spectral indices used for scaling, while cost-effective, are
likely to at present misinterpret ongoing changes that are currently best measured with ground based
infrastructure.
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Abstract
Analysis of time series imagery from satellite and aircraft platforms is useful for detecting land
cover change at plot to regional scales. In this study, we created multi-temporal high spatial
resolution land cover maps for seven locations in the Beringian Arctic and assessed the change
in land cover over time. Land cover classifications were site specific and mostly aligned with a
soil moisture gradient. Time series varied between 60 and 21 years. Four of the five landscapes
studied in Alaska underwent an expansion of drier land cover classes while the two landscapes
studies in Chukotka, Russia showed an expansion of wetter land cover types. While a range of
land cover types was present across the landscapes studied, the extent of shrubs (in Chukotka)
and open water (in Alaska) increased in all landscapes where these land cover types were
present. The results support trends documented for regional change in NDVI (a measure of
vegetation greenness and productivity) as well as a host of other long term, experimental and
modeling studies. Using historic change trends for each land cover type at each landscape, we
use a simple probabilistic vegetation model to establish hypotheses of future change
trajectories for different land cover types at each of the landscapes investigated. This study is a
contribution to the International Polar Year Back to the Future project (IPY-BTF).
Keywords: Beringia, land cover change (LCC), Arctic change, vegetation change, arctic
tundra, remote sensing, International Polar Year
S Online supplementary data available from stacks.iop.org/ERL/7/025502/mmedia

1. Introduction

change (e.g. Villarreal et al 2012) or large scale regional
change derived from satellite remote sensing (e.g. Bhatt et al
2010). Few studies have linked decade-time scale changes
observed at the plot level to those observed at the landscape
or regional scale (sensu Silapaswan et al 2001, Johansson
et al 2006). A remaining challenge pertains to understanding
how changes at small spatial scales (e.g. plot and landscape
level) manifest to affect change at larger spatial scales, and
how changes at larger spatial scales constrain change at small
spatial scales.

Rates of recent climate warming in the Arctic have been
approximately twice the global average (IPCC 2007, Kaufman
et al 2009). Increasingly, widespread and, in some cases,
dramatic changes in arctic ecosystem structure and function
are being reported and linked to climatic warming (ACIA
2005, Hinzman et al 2005, Post et al 2009). While there have
been many recent studies documenting vegetation change over
decadal time scales (Tape et al 2006, Callaghan et al 2011a,
Hill and Henry 2011), most have focused on either plot level
1748-9326/12/025502+14$33.00
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increase in photosynthetic uptake of CO2 (Euskirchen et al
2006) does not offset this loss, greenhouse warming could be
positively enhanced (Schuur et al 2008, Koven et al 2011).
The lack of sustained observations and a relatively poor
knowledge of linkages between land cover change dynamics
and ecosystem structural and functional properties pose a
challenge to understanding the likely impact of decade-time
scale land cover change on land–atmosphere greenhouse
warming potential. Several studies to date have demonstrated
the propensity of multi-temporal high spatial resolution
imagery to document landscape level change and determine
the differential response of various landscape subunits (Sturm
et al 2001, Johansson et al 2006, Malmer et al 2005, Tape
et al 2006). In this study, we employ a similar approach
to explore the spatio-temporal land cover change dynamics
at seven landscapes in the Beringian Arctic, which appear
to be warming but demonstrate different greening responses
(Bhatt et al 2010). Historical high-resolution single-band
aerial photography and historic declassified military imagery
were used in combination with modern multi-band satellite
imagery to create retrospective and modern land cover
maps using classification algorithms trained on ground-based
data. Following a normalizing and modeling procedure
that accounts for the different capacities for change and
standardization of the temporal period over which change
was assessed at each landscape, we determine shifts in
coverage of extant land cover types. Our objective is to
determine the direction and magnitude of decadal time scale
land cover change and compare the dynamics of change
between landscapes and with trends documented at larger
spatial scales. This study is a contribution to the International
Polar Year Back to the Future (IPY-BTF) project (IPY #512,
Callaghan et al 2011b).

Recent changes (1982–2008) in NDVI (normalized
difference vegetation index) documented across the pan-arctic
from low-spatial resolution satellite imagery indicate a
general greening trend, which suggests there has been an
increase in terrestrial ecosystem productivity (Bhatt et al
2010). Bhatt et al (2010) largely link this trend to warming of
coastal landscapes adjacent to areas of the Arctic Ocean where
declines in the extent of sea ice and summer warming have
been greatest. However, increases in NDVI values in this study
were not always consistent with warming trends in some areas
of the Arctic. In Beringia, for example, warming occurred
in both Chukotkan and Alaskan sectors but greening was
documented only in Alaska. Such discrepancies are difficult
to explain without more detailed studies that assess ecosystem
change at higher spatial resolutions. In Alaska, and elsewhere
in the low Arctic, shrub expansion has been shown to be
an underlying cause of landscape greening (Forbes et al
2009) with strong implications on ecosystem function (Sturm
et al 2005, Chapin et al 2005). However, underlying causes
of greening in non-shrub dominated landscapes, typical of
the coastal margins where Bhatt et al (2010) documented
greening, remain poorly studied.
At comparatively small spatial scales, experimental
studies (Johnson et al 2011a, Oberbauer et al 2007, Hollister
et al 2005), some long term observations (Hill and Henry
2011, Hudson et al 2011) and retrospective studies (Johansson
et al 2006, Verbyla 2008, Lara et al 2012, Villarreal
et al 2012) suggest arctic plant communities can respond
differently to warming and other environmental changes.
Already, expansion in shrubs (Sturm et al 2001, Tape et al
2006), increase in biomass (Epstein et al 2012, Hudson
and Henry 2009), and changes in plant community structure
and species richness (Callaghan et al 2011a) have been
observed across the Arctic. Moreover, plant communities in
a given landscape can have markedly different functional
properties such as land–atmosphere carbon exchange (Lara
et al 2012, Oberbauer et al 2007), energy balance (Chapin
et al 2005), and nutrient cycling (Hobbie 1992, Hobbie et al
2002, Edwards and Jefferies 2010). Thus, assessment of likely
feedbacks to the climate and other subsystems from landscape
level ecosystem change (sensu Chapin et al 2005) require
the integration of specific landscape units to account for
differences in their dynamic response to change and functional
importance (sensu Johansson et al 2006, Lara et al 2012).
Improved multi-scale understanding of ecosystem change
in arctic landscapes is likely to contribute to improved
understanding of how ecosystem function has also changed
and how, for example, altered land–atmosphere carbon
exchange and other feedbacks affect different components
of the Arctic System such as climate. Landscapes at high
northern latitudes have historically functioned as a carbon
sink, accumulating a large pool of soil organic carbon
(Tarnocai et al 2009), which is largely stored in permafrost
(Schuur et al 2008). With arctic warming, concern surrounds
the future fate and transport of this carbon store (Mack et al
2004, Dutta et al 2006, Schuur et al 2006, Hollesen et al
2011). If historic soil carbon is metabolized and mobilized
to the atmosphere as a greenhouse gas, and if the forecast

2. Methods
2.1. Study area
Land cover change was analyzed for seven landscapes (about
6–20 km2 ) within the Beringia region (table 1). These
landscapes span arctic bioclimate subzones B through E
(sensu CAVM Team 2003), see figure 1. Each landscape
contained a range of vegetation types associated with different
surface hydrologic conditions. Barrow, Midway and Atqasuk
are landscapes located on the Arctic Coastal Plain on the
North Slope of Alaska where average July temperatures range
from 3.7 to 9 ◦ C and summer precipitation is approximately
55–57 mm (Oberbauer et al 2007). Ivotuk is a gently sloping
moist tussock-graminoid/dwarf shrub tundra landscape in
the northern foothills of the Brooks range with a mean
July temperature of 11.3 ◦ C and summer precipitation of
181.5 mm (Hinzman et al 2003). The Kougarok landscape
is a tussock-graminoid/dwarf shrub tundra landscape located
on the Seward Peninsula where the mean July temperature
is 11.0 ◦ C and summer precipitation is 102.1 mm (Hinzman
et al 2003). Yanrakinot and Penkigney Bay are gently
sloping graminoid dominant landscapes with occasional
stands of shrubs situated at the base of the mountainous
2
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Table 1. Landscape name, location, circumpolar Arctic vegetation map bioclimate subzone and floristic province (sensu CAVM Team
2003), land cover classes present, and image acquisition dates used for land cover classifications.
Bioclimate
subzone

Floristic
province

Land cover
classesa

−156.59

C

Northern Alaska

D, M, W, A, O

70.86

−156.99

C

Northern Alaska

D, M, W, A, O

Atqasuk, Alaska

70.46

−157.41

D

Northern Alaska

D, M, W, A, O

Ivotuk, Alaska

68.48

−155.77

E

Northern Alaska

D, M, W, A, O

Kougarok, Alaska

65.39

−164.65

E

Beringian Alaska

D, M, W, A, O

Penkigney Bay,
Chukotka
Yanrakinot,
Chukotka

64.83

−173.07

D

East Chukotka

B, D, S, M, W

64.88

−172.66

E

East Chukotka

B, D, S, M, W

Site name

Lat

Barrow, Alaska

71.28

Midway, Alaska

Long

Imagery dates
1/8/1948b
14/8/1955b
15/7/1979d
27/7/2008c
13/8/1955b ,
2/9/2002c
25/7/1955b ,
2/8/2005c
19/7/1977d ,
19/8/1985d
17/8/2008c
3/8/1985d ,
27/8/2006c
19/7/1963e
18/8/2005c
19/7/1963d
15/7/2008c

a

B—Bare. D—Dry. M—Moist. W—Wet. A—Aquatic. O—Open Water. S—Shrub.
Historic black and white aerial photography.
c Quickbird—4 band standard image product.
d Historic color-infrared photography.
e CORONA declassified military imagery.
f USGS Digital orthophoto quadrangle.
b

2.2.1. Image preprocessing.
All image analysis was
performed with the software Environment for Visual Images
V4.2 (ENVI). For each landscape, historic images were
registered to the geometrically corrected and standard product
Quickbird image (table 1) using a nearest neighbor second
degree polynomial transformation method with >30 ground
control points evenly distributed across a given landscape.
Registration was improved iteratively until a root mean
squared error (RMSE) of <0.75 was attained.
Because of differences in view angles, pixel resolution,
and spectral properties between historic and modern imagery
for each landscape, the following techniques were used to
standardize image time series for each landscape. The pixel
size of the modern Quickbird image was resampled to match
the pixel size of the historic image, which ranged from 1.4 m
in Barrow, Alaska to 5 m at both landscapes in Chukotka. To
compare historic grayscale images with modern multi-band
color images, color images were converted to grayscale by
averaging the red, green, and blue bands to a single band.
Following the color to grayscale conversion, modern image
histograms were then matched to those of the corresponding
historic grayscale image. Radiometric corrections of historic
images were made using the ‘cross-track illumination
correction’ function in ENVI. These corrections resulted in
image time series for each landscape that were co-registered
to within 0.75 m, were of the same pixel resolution, and had
similar intensity ranges within a scene (supplementary figures
S1–S7 available at stacks.iop.org/ERL/7/025502/mmedia).
The preprocessing procedures followed here were similar to
those used in another study for correcting high-resolution
historic imagery (Rigina 2003). Major inconsistencies were
then masked from all images, including clouds, man-made

coastal region of east Chukotka, Russia. The Yanrakinot and
Penkigney Bay study locations are located approximately
50 km northeast of Provideniya, where the mean July
temperature is approximately 8.6 ◦ C and summer precipitation
is 173 mm (Meteorologisk Institutt 2007–2012). To aid image
classification and functional ecological studies associated
with this work, ground-based data from Chukotka were
collected in July of 2005 during the Swedish Beringia
Expedition (Tweedie et al 2006), and in Northern Alaska and
the Seward Peninsula in 2006 and 2007. The selection of
landscapes included in this study were largely limited by the
availability of both modern and historic high spatial resolution
imagery, and logistic constraints associated with site access
and ground-based sampling.
2.2. Image analysis
For each landscape, a land cover classification derived
from a high spatial resolution modern Quickbird satellite
image was compared to classifications derived from historic
color-infrared or grayscale imagery as outlined below.
Quickbird imagery for all locations was acquired between
2002 and 2008. Historic imagery was acquired between 1948
and 1977 (table 1). For consistency, all images analyzed for
this study were restricted to seasonal acquisitions between
mid-July and mid-August, close to peak growing season. For
the majority of sites, only two images (historic and modern)
were found to be suitable, but for the Barrow and Ivotuk sites,
four and three images were found to be suitable respectively
(see table 1).
3
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structures, and large hills/mountains and river banks that
resulted in shadowing in some images.

compared to classifications derived from the same satellite
image using multiple spectral bands. The latter classification
derived from the multispectral image has been shown to
have a high level of accuracy compared to similar studies in
the arctic (Muller et al 1999, Jorgenson et al 1994, Noyle
1999, Stine et al 2010, Chaudhuri 2008) with an overall
user and producer accuracy of 74% and 88% respectively
(Tweedie et al 2012). When we compared the classification
derived from the grayscale classification described above with
the classification derived from the same but multispectral
image, the grayscale classification had an overall accuracy
of 98.58% and a Kappa coefficient of 0.97, suggesting it
adequately represented the extant land cover of the landscape
and that this is an acceptable method for classifying spatially
heterogeneous tundra landscapes such as those in this study.
To develop classifications for historic imagery, classifications derived from modern imagery had to be used as a
baseline because of the lack of appropriate data suitable for
ground truthing historic classifications. As such, classification
of historic imagery conservatively assumes (1) state-level
change at the landscape level (complete loss or gain of a
land cover class) has not occurred; (2) at some locations
within a landscape, land cover change has not occurred and
that the spectral properties of these locations on historic
imagery match that for modern imagery, thereby making
these locations appropriate training sites for classification of
the historic imagery; (3) areas of change can be detected
from shifts in the boundaries of discrete land cover types
(LCT) (e.g. draining and subsequent re-vegetation of ponds,
expansion of shrub clumps); and (4) shifts in vegetation
communities detected at the m2 scale occur as a result of
persistent environmental change over decadal time scales.
Based on these assumptions, we selected the same location
for classification training sites in homogeneous areas in the
historic/modern images where change was not obvious and
where we had a high degree of confidence in the classification
of a particular land cover type based on field studies.
Resulting classifications generated a time series (for Barrow
and Ivotuk) of modern and historic land cover classifications
(supplementary figures S9–S15 available at stacks.iop.org/
ERL/7/025502/mmedia) for each of the seven landscapes
(about 6–20 km2 ).

2.2.2. Image classification. All image classifications were
completed using ENVI (V4.2). Based on field surveys and plot
level data collected to describe vegetation composition and
cover and physical site attributes such as soil moisture, five
broad land cover classes were identified for each landscape.
The classification schemes were defined to describe discrete
plant community associations, which appeared to correspond
with a relative surface soil moisture gradient at all sites.
Thus, the classification used refers to a combined discrete
vegetation class and soil moisture regime. This classification
scheme is similar to that used in other tundra landscapes
(Silapaswan et al 2001, Rees et al 2003, Schneider
et al 2009, Olthof et al 2008). For Alaskan landscapes,
dominated by graminoid tundra, we classified land cover
into dry, moist, wet and aquatic tundra, and open water
(non-vegetated) classes. For Chukotkan landscapes, which
were dominated by mixed graminoid tundra and occasional
stands of shrubs, we classified land cover into dry, moist,
wet and shrub tundra, and bare ground (non-vegetated)
classes. The classification scheme for Chukotkan landscapes
reflected the more mountainous, sloping landscape of the
region where little to no standing water was present, unlike
the landscapes sampled in Alaska. Land cover classes, while
named according to relative moisture levels in each landscape,
reflect markedly different plant community assemblages at
each site. Contrary to the naming convention, shrubs were
present at all landscapes studied but were not dominant
and in most cases consisted of prostrate or dwarf shrub
species in most landscapes and land cover types within
these landscapes. The relative cover of plant functional
types within each land cover type and landscape is given
in supplementary figure S8 (available at stacks.iop.org/ERL/
7/025502/mmedia). At each of the landscapes studied, we
collected a range of biophysical and spectral reflectance
properties for three 0.25 m2 plots in each vegetated land
cover type within a given landscape. Spectral properties of
these landcover classes have been appended to the Vegetation
Spectral Library (http://spectrallibrary.utep.edu). The only
exception was for large shrub stands (>0.5 m) in Chukotka,
which were not sampled at this spatial scale. Plot level data,
in combination with ground-level photographs of the study
area and surrounding landscape, were used to identify training
classes for a minimum-distance classification of the image
derived from Quickbird satellite imagery. In our analysis of
ground truthed modern imagery, areas of open water and
dry vegetation represented the lowest and highest grayscale
pixel values respectively. Pixel values for aquatic, wet, moist
and dry tundra fell between these two spectral endpoints
and followed a gradient from lower to higher pixel values
respectively. There were no standing water/aquatic classes
present in the Chukotkan landscapes, where the darkest/lowest
pixel values corresponded with shrub cover.
To test the adequacy of the classification method utilizing
grayscale imagery, the classification derived for the modern
image of the spatially heterogeneous Barrow landscape was

2.3. Change analysis and prediction
To quantify land cover change between the historic and
modern image classifications, the change in pixel classes was
calculated for each pixel within the oldest and most recent
classifications in each landscape. Change was characterized
as one of five categories based on the direction and magnitude
of the change along a land cover–soil moisture gradient.
Moisture rankings were based on measurements of volumetric
water content made during field campaigns in each land
cover class at each landscape. Pixels that remained the same
land cover class in both classifications were assigned ‘no
change’. Pixels that changed to an adjacent moisture class
were assigned ‘wet+’ and ‘dry+’ based on the direction of
the respective change along a soil moisture gradient, and
4
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Figure 1. Location of the seven Beringian landscapes included in this study overlaid on a map of bioclimate subzones (derived from
CAVM Team 2003).

Here, each model iteration (t, t + 1, . . .) represented 1 yr
and we ran the respective landscape-specific model for 100
iterations using a fourth order Runge–Kutta method for
integrating equations (Wilson 2000). To add stochasticity to
each iteration (Sabo and Post 2008), the probability of change
was compared against a randomly generated number and a
transition between land cover types was programmed to occur
if the random number was below the probability of change
(table 2). Each model was simulated 100 times to calculate
a mean and confidence interval over the simulation period.
Thus, the number of pixels in each land cover type for a
given iteration is a function of the number of pixels at the end
of the prior iteration plus the net exchange among the other
four land cover types. Such probability models are typically
used by population ecologists to trace the impacts of different
population demographics and sex ratios on multi-temporal
population dynamics (e.g. Crouse et al 1987, figure 2)
but have recently been used to hypothesize future change
scenarios for different plant communities in alpine tundra
(Johnson et al 2011a). Modeling was performed using the
software Stella (V9.0).

pixel changes to classes that were 2 or more ranks apart
were assigned ‘wet2+’ and ‘dry2+’ based on the respective
direction of change. For each landscape, the percentage of
pixels that fell into each class was normalized by the total
number of pixels that could undergo each respective change
after which the ratio of pixels that became drier relative
to those that became wetter was calculated. A non-metric
multidimensional scaling (NMDS) ordination was performed
on resulting values using PC-Ord V5.0 (McCune and Grace
2002) to determine the similarity of change between the
landscapes studied.
For each of the historic and modern land cover
classifications used, the change detection tool in ENVI
was used to create a matrix of pixel counts for every
permutation of initial and final land cover class. Using
this matrix, the probabilities of one land cover type
changing to another within a given landscape were calculated.
Resulting probabilities were then divided by the time period
between image acquisitions to normalize for differences in
the time period over which change was assessed for the
different landscapes. Probabilities were used to formulate a
probabilistic model forecasting land cover change 100 years
into the future (sensu Johnson et al 2011a). This model
assumes that (1) the direction and magnitude of change from
one land cover type to another within a landscape will be
consistent over the forecast time interval; and (2) new land
cover types will not appear. The model is based on the
following equation where Vi is the number of pixels classified
for land cover type i, j, k, . . . , at time t, Cji is probability of
subtracting one pixel from Vj and adding it to Vi, and Cij is
the probability of subtracting one plot from Vi and adding it to
Vj:

3. Results
Land cover change has occurred at each of the landscapes
studied. Interestingly, there was no consistent trend in the
direction or magnitude of change across all landscapes
studied. Some landscapes demonstrated overall drying while
others indicate overall wetting (table 3). Here we describe
changes as ‘directional’ when referring to the ratio of pixels
becoming drier to those becoming wetter (table 3, ‘D/W
ratio’), and refer to ‘absolute change’ when referring to the
sum of all pixels undergoing change, regardless of direction
(table 3, ‘absolute change’). The two coastal Chukotkan
landscapes, Penkigney Bay, and Yanrakinot, had the greatest

dVi
= Vi(t − 1) + Cji, Cki, . . . , Cni − Cij, Cik, . . . , Cin.(1)
dt
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Time period

1948–2008
1955–2008
1955–2008
1977–2008
1985–2006
1963–2005
1963–2008

Site name

Barrow
Atqasuk
Midway
Ivotuk
Kougarok
Penkigney Bay
Yanrakinot
Average

n/a
n/a
n/a
n/a
n/a
2.97
9.33
6.15

H

n/a
n/a
n/a
n/a
n/a
3.53
8.44
5.99

P

n/a
n/a
n/a
n/a
n/a
0.56
−0.89
−0.16

1

Bare

n/a
n/a
n/a
n/a
n/a
0.01
−0.02
0.00

N1
9.20
10.07
21.60
12.21
10.54
22.65
18.88
15.02

H
15.60
6.44
24.25
21.08
6.59
14.56
24.19
16.10

P

1
6.40
−3.63
2.65
8.87
−3.95
−8.09
5.31
1.08

Dry

0.11
−0.07
0.05
0.29
0.19
−0.19
0.12
0.02

N1
n/a
n/a
n/a
n/a
n/a
2.88
1.58
2.23

H
n/a
n/a
n/a
n/a
n/a
0.91
0.85
0.88

1

Shrub

n/a
n/a
n/a
n/a
n/a
3.79
2.43
3.11

P
n/a
n/a
n/a
n/a
n/a
0.02
0.02
0.02

46.66
44.46
43.51
52.18
55.00
54.67
54.30
50.11

N1 H
51.84
52.33
40.08
47.61
69.52
64.15
39.46
52.14

P

N1

5.18
0.09
7.87
0.15
−3.43 −0.06
−4.57 −0.15
14.52
0.69
9.48
0.23
−14.84 −0.33
2.03
0.09

1

Moist

35.48
21.52
17.68
30.72
30.23
15.67
15.88
23.89

H
25.18
16.92
15.67
23.20
21.02
13.97
25.48
20.21

P

−10.30
4.60
−2.01
−7.52
−9.21
−1.70
9.60
−3.68

1

Wet

−0.17
−0.09
−0.04
−0.24
−0.44
−0.04
0.21
−0.12

N1

5.72
11.99
3.37
4.66
3.70
n/a
n/a
5.89

H

−1.86
−1.88
2.63
3.14
−1.46
n/a
n/a
0.12

1

Aquatic

3.86
10.11
6.00
7.80
2.24
n/a
n/a
6.00

P

−0.03
−0.04
0.05
0.10
−0.07
n/a
n/a
0.00

N1

2.94
11.95
13.84
0.24
0.53
n/a
n/a
5.90

H

3.52
14.20
13.99
0.31
0.62
n/a
n/a
6.53

P

0.58
2.25
0.15
0.07
0.09
n/a
n/a
0.63

1

Open water

Table 2. Land cover change statistics derived from comparison of historic and modern image classifications. H—historic per cent cover, P—Present per cent cover, 1—total change,
N1—rate of change; all values are normalized to 1 yr.
N1
0.01
0.04
0.00
0.00
0.00
n/a
n/a
0.01

Environ. Res. Lett. 7 (2012) 025502
D H Lin et al

6

Environ. Res. Lett. 7 (2012) 025502

D H Lin et al

Figure 2. Ordination of raw, non-normalized land cover change parameters for the seven landscapes examined. Vectors have been
multiplied by three and extended across the origin, for improved visualization. D/W ratio = direction of change along a soil moisture
gradient (% pixels drier/% pixels wetter within a landscape). 1%Cover = magnitude of change (% of pixels in the historic classification
that were classified as a different LCT in the modern classification). Sites are color coded according to their cluster analysis groupings.

Table 3. Land cover change for each landscape study area
expressed as the percentage of drying and wetting documented at
each landscape. All values are normalized by year. The first two
columns represent the percentage land area changing per year. D/W
ratio is the % area drier/% area wetter (i.e. values >1 indicate
overall landscape has become drier, while values <1 indicate overall
landscape has become wetter. Absolute change indicates the change
observed at each site regardless of the direction of change.
Site
name

%Cover
wetter

%Cover
drier

D/W ratio

Absolute
change

Barrow
Atqasuk
Midway
Ivotuk
Kougarok
Penkigney
Bay
Yanrakinot

0.27
0.48
0.53
0.91
0.70
2.17

0.69
0.45
0.59
1.63
1.26
0.63

2.53
0.94
1.12
1.79
1.79
0.29

0.97
0.93
1.12
2.54
1.96
2.79

1.93

0.61

0.31

2.53

was recorded at Ivotuk (table 3). Shrub and open water classes
were the only land cover classes which had a net increase in all
sites where present (figure 3). At Barrow, Alaska results from
the analysis of multiple time series images show an overall
increase in extent of dry and moist land cover and decrease
in wet, aquatic, and open water land cover types, however
trends of increasing/decreasing extent of land cover types
from image to image were not consistent within the time series
(figure 4). Results from a three image time series analysis at
Ivotuk, Alaska indicate a consistent increase in the extent of
dry and aquatic land cover that corresponds to a loss in moist
and wet land cover classes over all three images (figure 5).
3.1. Ordination results
Cluster analysis (nearest neighbor linkage method and
Sorensen distance measure) of land cover change data derived
from the historic and modern land cover classifications
grouped the seven landscapes into four clusters with
82.5% of the information remaining. The four groups had
strong geographic tendencies suggesting landscapes in close
proximity to one another had similar change responses
irrespective of the time interval over which change was
assessed. The four landscape groupings identified through
cluster analysis were: (1) Penkigney Bay and Yanrakinot in
Chukotka; (2) Atqasuk and Midway situated inland on the
North Slope of Alaska; (3) the continental landscapes in
Alaska at Ivotuk and Kougarok; and (4) Barrow on the Arctic
coast of northernmost Alaska.
The NMDS ordination selected a two-dimensional
solution following 500 iterations. This solution had a final

directional shift toward wetter land cover types. The absolute
change measured in Penkigney Bay and Yanrakinot was also
the largest and third largest of all landscapes respectively.
The two inland landscapes, Ivotuk and Kougarok, had the
highest percentage of pixels become drier classes (1.63%
and 1.26% per year respectively). With respect to directional
change, four of the five Alaskan landscapes became drier,
with the Atqasuk landscape being the only Alaskan landscape
to become slightly wetter (table 3). The change estimated
for the Barrow landscape had the greatest directional drying
trend; however the absolute change was among the lowest
observed. The greatest absolute change in Alaskan landscapes
7
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a

b

Figure 3. (a) (Top) net gain and loss of land cover types over all landscapes. (b) (Bottom) net gain and loss of land cover types over all
landscapes. (relative to historical land cover type area).

stress <0.1314 and instability of 0.0034. Together, axis 1
and 2 account for 91% of the variability in ordination space,
with individual r2 values of 0.459 and 0.453 for axis 1 and
2 respectively (figure 2). The two landscape attributes that
demonstrated the strongest correlation with ordination axis
scores were the % drier/% wetter pixel ratio (directional
change) and the absolute land cover change (figure 2; n = 7,
r2 = 0.878 and 0.835 respectively). The Ivotuk and Kougarok
landscapes, which have the lowest latitude of the Alaskan
landscapes and the most continental setting, demonstrated
greater absolute change than the other Alaskan landscapes,
with a directional shift toward drier land cover types. The
Barrow landscape had a relatively low absolute change but
the greatest proportional change toward drier land cover types.
The two landscapes in Chukotka fell on the opposite side of
the ordination to the Alaskan sites and were associated with
the greatest absolute and directional change toward wetter
land cover types (table 3).

3.2. Modeling results
The 100 year forecasts of change generated from the
probability modeling suggest that Penkigney Bay was the
most dynamic landscape and is likely to have the greatest
absolute landscape change while Atqasuk will have the least
(table 3). In all Chukotkan landscapes, clear increases in the
shrub land cover class were observed and in all Alaskan
landscapes, open water land cover class increased. Forecasts
for all Alaskan landscapes suggest there will be a decreased
extent of wet land cover classes in the future and an increased
extent of open water. Within the Alaskan landscapes, the
Barrow landscape is forecast to undergo the greatest loss of
combined wet and aquatic land cover. The models for the
Midway and Ivotuk landscapes forecast similar changes with
a decreased extent of wet and moist land cover classes and an
increased extent of dry, aquatic, and open water land cover
classes. Models for the two Chukotkan landscapes forecast
increases in shrub cover and a decreased extent of bare ground
(figure 6). Both the overall extent of initial and final shrub
8
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Figure 4. Change in relative cover of vegetation types at Barrow, Alaska during the period of 1948–2008 derived from a set of four historic
land cover classifications.

Figure 5. Change in relative cover of vegetation types at Ivotuk, Alaska during the period of 1973–2008 derived from a set of three historic
land cover classifications.

coverage at the Chukotkan landscapes was relatively low
(<3%), however the relative increase (figure 6(b)) was large,
indicating that this land cover type may change at a faster
rate than others in the future. At Penkigney Bay, the extent
of moist land cover is forecast to increase while those of dry
and wet land cover classes are forecast to decrease in extent.
Opposite trends are forecast for the Yanrakinot landscape.

historic and modern high spatial resolution aerial and satellite
imagery. We also employed a probabilistic modeling approach
to enhance landscape inter-comparison by normalizing for the
capacity of change in a landscape and the time period over
which land cover change was assessed. Land cover change
was observed at all locations studied with landscapes in
Chukotka, and Alaska showing contrasting tendencies toward
wetter and drier land cover types respectively. The extent of
shrub tundra and open water expanded at all landscapes where
these land cover types were present. Overall, dry tundra land
cover underwent the greatest expansion across all landscapes
and the more southern landscapes showed greater magnitudes

4. Discussion
In this study, we retrospectively assessed the direction and
magnitude of land cover change at multiple landscapes in the
Beringian Arctic using land cover classifications derived from
9
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Figure 6. (a) (Top) 100 yr forecast of change in the extent of each land cover type and landscape examined. Change is relative to the total
area examined. Error bars represent the 95% confidence intervals calculated from 100 model runs. (b) (Bottom) per cent change in each land
cover type relative to the extent of the identical land cover type documented in the historic classification—i.e. the forecast magnitude of
change for each land cover type in a given landscape. Error bars represent 95% confidence intervals calculated from 100 model runs.
PKB—Penkigney Bay (Chukotka, Russia). YKT—Yanrakinot (Chukotka, Russia). KOU—Kougarok (Alaska, USA). IVO—Ivotuk (Alaska,
USA). ATQ—Atqasuk (Alaska, USA). MID—Midway (Alaska, USA). BRW—Barrow (Alaska, USA).

both past and likely future changes in these landscapes, which
have received little focus at similar spatial and temporal
scales, yet display intriguingly different greening responses
to regional warming (Bhatt et al 2010). A key challenge
for studies that use retrospective analysis to predict future
land cover states, is predicting future states that did not
exist previously (the last few decades). This is particularly
relevant in this study where large expanses of erect shrubs
are at present and/or historically have been rare or absent as a
discrete landscape unit in the landscapes examined, but appear
to be expanding dramatically in nearby areas (e.g. Sturm et al
2001, Tape et al 2006).
This study was based on several strict assumptions
pertaining to how historic and modern images were used as
well as the methods by which land cover was defined and
quantified. Overall, we feel our approach is conservative and
may in some instances underestimate the magnitude of change
but not the direction of change given the way change was
classified. While we made all reasonable efforts to minimize
error and misclassification of historic landscapes in this study,
historic classification accuracy is impossible to determine
directly, and is strongly limited by the quality and availability
of historic imagery. Imagery from landscapes with greater

of change compared to more northern landscapes on the North
Slope of Alaska.
Conducting any form of retrospective ecosystem change
assessment is challenging (Washington-Allen et al 2006, Luo
et al 2011). Such research demands the use of historical
data or research sites for which analysis of decade-time scale
change detection was not necessarily intended (sensu Sturm
et al 2001, Johnson et al 2011a, Villarreal et al 2012), or from
which uncertainty in findings are difficult to resolve (Lara et al
2012)—hence the need for conservatism when interpreting
and extrapolating results from such studies. Considering
the absence of long term monitoring at spatio-temporal
scales suitable for linking and understanding plot to satellite
measurements of ecosystem properties throughout much of
the Arctic (Callaghan et al 2011a, NRC 2006, ACIA 2005),
we maintain that although not optimal, retrogressive analyses
such as that performed in this study can contribute an
important and new understanding of ecosystem change. Such
information is likely to be most powerful when synthesized
with findings from paleoecological, experimental, remote
sensing and/or modeling studies to seek multiple lines of
agreement. Here, we frame the interpretation of land cover
change dynamics at our study landscapes as hypotheses of
10
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change in the vicinity of the landscapes studied. Nonetheless,
we are strongly supportive of additional decade-time scale
land cover change research in the region at similar spatial
scales so further indicators of regional representation can
be addressed and the scaling of ecosystem properties and
change documented at larger spatial scales can be validated.
Similarly, we are strongly supportive of additional studies
that examine land cover change trends at higher temporal
frequencies. Analysis of multiple images at Barrow and
Ivotuk showed some inconsistencies in the pattern of gain/loss
of land cover types over time. With the limited resources
available to make inferences about the past, it is difficult
to determine the amount of change that can be attributed
to interannual variability as a result of variable surface
hydrological conditions or lemming population cycles for
example (see Goswami 2011, Villarreal et al 2012). Land
cover change studies at a higher temporal frequency than that
used in this study are needed to isolate such factors.
Given the sensitivity of Beringian tundra to change,
demonstrated through other retrospective studies (e.g. Sturm
et al 2001, Tape et al 2006), long term observations
(e.g. Villarreal et al 2012), experimental manipulations
(Hollister et al 2005, Johnson et al 2011b), remote sensing
(Bhatt et al 2010, Jia et al 2003), and modeling (Euskirchen
et al 2009), it is not surprising that land cover change
was documented in all of the landscapes investigated. The
general trends in land cover change found here largely
corroborate other change trends documented for the region.
In Chukotka, for example, increases in shrub cover are
similar to observations of comparable landscapes in arctic
Alaska (Sturm et al 2001, Tape et al 2006). Additionally,
trends in land cover change documented in this study suggest
that the Chukotkan landscapes are transitioning to wetter
land cover types while those in Alaska are transitioning
to drier land cover types agree with the measured changes
in maximum NDVI documented by Bhatt et al (2010).
Spectrally, Goswami et al (2011) have shown that the presence
of surface water absorbs light in the near infrared (Goswami
2011), thereby causing a reduction in NDVI. Vice versa,
if there is a loss of surface water in association with
general landscape drying, NDVI is likely to increase. Such
patterns of landscape wetting (Chukotka) and drying (Alaska)
documented in this study match, therefore, decreases and
increases in NDVI documented by Bhatt et al (2010) for
Chukotka and Alaska respectively. Drying of other landscapes
on the Seward Peninsula has also been documented by Lloyd
et al (2003) and Silapaswan et al (2001). Near Barrow, other
studies have shown that there has been a slightly negative
but non-significant trend in precipitation–evapotranspiration
(P-ET) over the past few decades (Liljedahl et al 2011, Oechel
et al 2000), and that aquatic and wet plant community types
have been the most sensitive to change over the past four
decades (Villarreal et al 2012).
Although some studies have inferred plant community
and land cover change as possible drivers of change in
ecosystem function (e.g. Oechel et al 2000, Chapin et al
2000, Wookey et al 2009), the impact of land cover
change on ecosystem function is not well understood

topographic variation (the Chukotkan landscapes and Ivotuk)
may have a lower classification accuracy compared to images
from relatively flat landscapes, which are likely to have lower
associated error and exhibit a greater degree of accuracy
following the application of standard radiometric corrections
described above.
Some landscapes spanned areas that have anthropogenic
disturbance such as roads, runways, buildings and other
structures. These areas comprised a relatively small percentage of the affected landscapes (<2%) and were masked
with a 5 m buffer in Barrow where a small boardwalk
approximately 1 m wide was installed 3 yr before the most
recent image, and a 100 m buffer for the road and landing
strip at Kougarok and Ivotuk. However, it is possible that
the construction and ongoing use of these structures have
influenced the direction and magnitude of change in these
landscapes. The Barrow landscape in particular, contains an
active (at the time of acquisition) large scale flooding and
draining manipulation of a vegetated drained thaw lake basin.
While the source and destination of flooding and draining
were all contained within the scene, it is likely that the
flooding treatment, which was larger in area than the drained
treatment, resulted in an increased area of wetter land cover
types, which under represents the degree of overall drying
noted for this landscape (supplementary figure S7 available at
stacks.iop.org/ERL/7/025502/mmedia). Nonetheless, change
trends reported in this study are being used for the scaling of
ecosystem processes in studies related to this work (Tweedie
et al 2006), and many landscape scenes (Ivotuk, Kougarok,
Atqasuk, Barrow) were selected to cover areas of historic
and/or current research activity to aid this process. At this
time, attribution of other drivers of change is difficult. High
lemming populations at the time the modern Quickbird scene
for Barrow was acquired could have affected vegetation
cover across this landscape based on recent findings reported
for the Barrow area using plot level studies focused on
plant community change (Johnson et al 2011b, Villarreal
et al 2012) and ecosystem function (Lara et al 2012). For
the other landscapes investigated, climate change (Bhatt
et al 2010) successional change associated with the thaw
lake cycle (Britton 1957) and colonization of bare ground,
and to a lesser extent historic off road vehicle disturbance
(Barrow only) are likely to be the dominant drivers of
change. These are extremely difficult to isolate without more
detailed multi-temporal analysis from which the nonlinearity
of change can be assessed.
It is difficult to determine whether these landscapes are
regionally representative, as the study landscapes were chosen
for their ease of access and relevance to historical research
activity. However, the analyses were designed to normalize
change relative to the time frame of investigation and the
capacity for change in the historic landscapes. This is evident
in our results, which show that while landscape composition
was different between landscapes, and the dynamics of change
was different for separate land cover classes, trends of
change were similar among landscapes that were relatively
close to each other. This suggests that the number and
size of the landscapes studied are indicative of larger scale
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in arctic landscapes, largely because historic records of
ecosystem function are not available over decadal time scales.
Nonetheless, multi-temporal land cover maps have been used
to scale ecosystem processes spatially and temporally to
interpolate likely changes in ecosystem function over such
time scales (Johansson et al 2006). Ecosystem function can
differ markedly between land cover types (Lara et al 2012,
Oberbauer et al 2007), suggesting that the patterns of land
cover change observed in this study could be coupled to
changes in ecosystem function across the Beringia region.
Such lines of investigation are beyond the scope of this
immediate study but could provide new and valuable insight
into landscape to regional shifts in ecosystem function and
interactions between landscapes and other components of the
Arctic System such as climate, and further complement larger
scale modeling and remote sensing studies in the region.
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5. Conclusion
This study explored the spatial and temporal dynamics of land
cover change at seven locations in the Beringian Arctic using
land cover classifications derived from historic high spatial
resolution aerial photography, declassified military imagery,
and modern Quickbird satellite imagery. Overall, Chukotkan
and Alaskan landscapes appeared to be transitioning toward
wetter and drier landscapes respectively, and the extent of
shrub tundra and open water land cover types expanded
wherever this land cover type was present. Results corroborate
those from other retrospective, observational, experimental
and modeling studies, and large scale change in vegetation
greenness derived from satellite remote sensing. The drivers
of change are difficult to attribute at this time but the changes
observed suggest future change is likely and that these
changes will impact ecosystem function.

Acknowledgments
This project was supported by the US National Science
Foundation (ANS0732885, ANS0454997, AON0856628).
Andresen was partly supported partly by a US-NSF Louis
Stokes Alliances for Minority Participation (LSAMP) and
a US-NSF Graduate Research Fellowship for his role
in this study. Any opinions, findings, conclusions, or
recommendations expressed in this material are those of the
authors and do not necessarily reflect the views of the National
Science Foundation. We are grateful to the Ukpeaġvik Iñupiat
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Supplementary Figures
2

Figure S1. 1KM preprocessed, unmasked scene of Penkigney Bay, Chukotka, Russia
2

Figure S2. 1KM preprocessed, unmasked scene of Yanrakinot, Chukotka, Russia
2

Figure S3. 1KM preprocessed, unmasked scene of Kougarok, Alaska, USA
2

Figure S4. 1KM preprocessed, unmasked scene of Ivotuk, Alaska, USA
2

Figure S5. 1KM preprocessed, unmasked image of Atqasuk, Alaska, USA
2

Figure S6. 1KM preprocessed, unmasked image of Midway, Alaska, USA
2

Figure S7. 1KM preprocessed, unmasked image of Barrow, Alaska, USA
Figure S8. Relative cover of plant functional types within each land cover type. Vegetation cover was
2
measured by point frame at 147 points over an area of 0.75m . Shrubs sampled here represent only dwarf
or prostrate growth forms. Shrubs (>0.5m in height) were present in the landscape at Penkigney Bay and
Yanrakinot in Chukotka, Russia but were not sampled by point frame and are therefore not represented
here.
Figure S9. Land cover maps of the Penkigney Bay landscape, Chukotka, Russia. Masked areas, which
appear as white, are areas of high relief in the presence of topographically induced shadows
Figure S10. Land cover maps of the Yanrakinot landscape, Chukotka, Russia. Masked areas, which
appear as white, are areas of high relief in the presence of topographically induced shadows
Figure S11. Land cover maps of the Kougarok landscape, Alaska, USA. Masked areas, which appear as
white, depict a small dirt road which runs through the center of the scene.
Figure S12. Land cover maps of the Ivotuk landscape, Alaska, USA. Masked areas, which appear as
white, depict a man-made runway and associated dirt roads and structures in the central area of the scene.
Figure S13. Land cover maps of the Atqasuk landscape, Alaska, USA.
Figure S14. Land cover maps of the Midway landscape, Alaska, USA.
Figure S15. Land cover maps of the Barrow landscape, Alaska, USA. Masked areas, which appear as
white, depict man made infrastructure and a major tributary of the Elson Lagoon.
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