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Summary
Inverse Problems in Geosciences:
Modelling the Rock Properties of an Oil Reservoir
Even the most optimistic forecasts predict that Danish oil production will
decrease by 80% in the period between 2006 and 2040, and only a strong
innovative technological effort can change that. Due to the geological struc-
tures of the subsurface in the Danish part of the North Sea, Denmark is
currently missing out on approximately 70% of the oil, which is left behind,
trapped in unreachable parts of the reservoirs.
An increase in the oil recovery rate can be achieved by better planning
and optimisation of oil production. Both require an improved description
of the rock properties of the subsurface of the reservoirs. Hence the focus
of this work has been on acquiring models of spatial parameters describing
rock properties of the subsurface using geostatistical a priori knowledge
and available geophysical data. Such models are solutions to often severely
under-determined, inverse problems.
The focus of the study has been on the computational aspects of inferring
such models. Reservoir modelling is a large-scale problem with great compu-
tational complexity. The work should be seen as a first part of a foundation
for one day, when the computational resources are available, being able to
v
handle the large scale problems of the petroleum industry. But for now
most of the study is based on simplified and idealised models.
We have proposed a method for efficient and accurate interpolation of rock
properties from seismic data. It is based on a recently published paper on
interpolation of rock properties that breaks with the dominating influence
of spatial coordinates in traditional interpolation methods. The thesis con-
tains work involving a test case study of the method demonstrating how
the interpolation in attribute space ensures the geological structures of the
computed models and how the method can be further improved by an or-
thogonal transformation of the attribute space.
We have formulated a closed form expression of an a priori probability den-
sity function that quantifies the statistical probability of models describing
the rock properties of a reservoir. This can be used to evaluate the probabil-
ity that a model adhere to prior knowledge by having specific multiple-point
statistics, for instance, learned from a training image. Existing methods ef-
ficiently sample an a priori probability density function to create a set of
acceptable models; but they cannot evaluate the probability of a model.
We have developed and implemented the Frequency Matching method that
uses the closed form expression of the a priori probability density function
to formulate an inverse problem and compute the maximum a posteriori
solution to it. Other methods for computing models that simultaneously fit
data observations and honour a priori knowledge are not capable of com-
puting the maximum a posteriori solution. Instead they either sample the
posterior probability density function or they sample the a priori probability
density function to optimise the likelihood function.
This thesis consists of a summary report and seven research papers submit-
ted, reviewed and/or published in the period 2010 - 2013.
Resumé
Inverse Problemer i Geosciences:
Modellering af Bjergartsegenskaber i et
Oliereservoir
Selv de mest optimistiske prognoser forudser at den danske olieproduktion
vil falde med 80% i perioden fra 2006 til 2040, og kun en kraftig, teknologisk,
innovativ indsats kan ændre dette. På grund af de geologiske strukturer i
undergrunden af den danske del af Nordsøen går Danmark glip af omkring
70% af olien, som bliver efterladt tilbage, fanget i utilgængelige dele af
reservoirerne.
En stigning i olieindvindingsraten kan opnås ved at planlægge og optimere
produktionen bedre. Begge dele kræver en bedre beskrivelse af bjergarternes
egenskaber i reservoiret. Dette arbejde har derfor haft fokus på at generere
modeller, der beskriver rumlige parametre i undergrunden, ved brug af geo-
statistisk a priori viden og tilgængelige geofysiske data. Disse modeller er
ofte løsninger til stærkt underbestemte, inverse problemer.
Fokus i dette studium har været på de beregningsmæssige aspekter ved
generering af sådanne modller. Modellering af oliereservoirer er et stor-skala
problem med høj bereningsmæssig kompleksitet. Dette arbejde skal derfpr
ses som en første del af et fundament, der en dag hvor de beregningsmæssige
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ressurcer er til stede, vil gøres os i stand til at håndtere oileindustriens
stor-skala problemer. Men indtil videre er det meste at studiet baseret på
forenklede problemstillinger og idealiserede modeller.
Vi har foreslået en metode, der effektivt og præcist interpolerer bjergart-
segenskaber ved brug af seismisk data. Den er basered på en videnskabelig
artikel, der udkom for nylig, og som gør op med den dominerende indflydelse
af rumlige koordinater i traditionelle interpolationsmetoder. Denne afhan-
dling indeholder et eksempel på metoden, der viser hvordan interpolation
i rummet udspændt af seismiske attributter sikrer en meningsfuld geolo-
giske struktur af de beregnede modeller, og der viser, hvordan metoden kan
blive forbedret yderligere ved indførsel af en ortogonal transformation af de
seismiske attributter.
Vi har formuleret et lukket udtryk for en a priori sandsynlighedsfordeling,
der kvantificere statistiske egenskaber af modeller af bjergartsegenskaber af
et oliereservoir. Dette udtryk kan bruges til at evaluere sandsynligheden for,
at en model har den efterspurgte multiple-punkt statistik, som for eksempel
kan være givet ved et træningsbillede. Eksisterende metoder kan effektivt
sample en a priori sandsynlighedsfordeling og dermed generere en mængde
af acceptable modeller, men de kan ikke evaluere sandsynligheden af den
enkelte model.
Vi har udviklet og implementeret Frequency Matching-metoden, der bruger
det lukkede udtryk for en a priori sandsynlighedsfordeling til at formulere
inverse problemer og beregne den model, der har størst a posteriori sandsyn-
lighed. Andre metoder, der bruges til at genere modeller, der simultant
opfylder observeret data og tilfredsstiller a priori forventninger, er ikke i
stand til at beregne modellen med størst a posteriori sandsynlighed. I stedet
sampler de enten a posteriori sandsynlighedsfordelingen, eller de sampler a
priori sandsynlighedsfordelingen for dernæst at maksimere sandsynligheds-
funktionen for datafittet.
Ph.d.-afhandlingen består af en opsamlende rapport samt syv videnska-
belige artikler, der er indsendt, bedømt og/eller udgivet i perioden 2010 –
2013.
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Symbols and Abbreviations
The following is a list of symbols and abbreviations used in the thesis. Be
aware that some symbols will have multiple meanings. However, for each
appearance it will be clear from the context which meaning the symbol
refers to.
Generally, upper case bold font letters denote matrices, lower case bold
font letters denote vectors, lower case italic font letters denote scalars or
scalar functions, upper case italic font letters denote random variables, and
calligraphic letters denote sets.
The list is not a complete list. Symbols, or meanings of symbols, which only
appear a few times, may have been omitted.
Symbols
0 matrix of all zeros
α weighting parameter for prior term in the FM method
α∗ coefficient vector of an orthogonal transformation, α∗ ∈ Rm
i count of pattern i of the underlying distribution for the image
TIi count of pattern i of the underlying distribution for the TI
θ vector of parameters of the covariance function C
θ∗ vector of optimal parameters of the covariance function C found by MLE
λi the weight assigned to the ith data observation in kriging interpolation
xv
λ vector of kriging weights, λ =∈ Rn
pii count of the ith pattern in a frequency distribution pi
pi frequency distribution of an image
piTI frequency distribution of a training image
pi frequency distribution of a perturbed image Z
ρm(m) a priori pdf of the model parameters m
σm(m) a posteriori pdf of the model parameters m
ω template function, returns the indices of the neighbouring voxels
C covariance function of the kriging estimator
c χ2 distance function to measure distance between two frequency distributions
Cd covariance matrix of the noise of the data observations dobs
Cm covariance matrix of a Gaussian a priori pdf of the model parameters
Cm˜ covariance matrix of the a posteriori pdf for a linear inverse problem with a
Gaussian a priori pdf
d vector of data, d ∈ Rn
dobs noisy observed data, dobs ∈ Rn
Dk set of voxels centred in voxel k, Dk ⊂ Z
e column vector of all ones
fj(u) value of the jth trend function of universal kriging at location u
F matrix of trend function values used in the universal kriging system, F ∈
Rn×k
f vector of trend function values used in the universal kriging system, f ∈ Rk
g mapping operator from model space to data space, g : Rm → Rn
g−1 inverse mapping operator from data space to model space, g−1 : Rn → Rm
G coefficient matrix for a linear forward problem, G ∈ Rm×n
K matrix of data-to-data covariances used in kriging
k vector of data-to-unknown covariances used in kriging
L(m) likelihood function of the model parameters m
m dimension of the model space, i.e., m ∈ Rm
m̂∗ dimension of the transformed and reduced attribute space
m(u) value of the trend model of a kriging estimator at location u
m vector of model parameters, m ∈ Rm
mFM the FM model of an inverse problem
mMAP model maximising the a posteriori pdf
m0 mean vector of a Gaussian a priori pdf of the model parameters
m˜ mean vector of the a posteriori pdf for a linear inverse problem with a Gaus-
sian a priori pdf
n dimension of the data space, i.e., dobs ∈ Rn
n number of voxels in the neighbourhood of an inner voxel
N number of voxels in an image
nZ total count of patterns in the frequency distribution of Z
nTI total count of patterns in the frequency distribution of the TI
Nk set of neighbouring voxel for the kth voxel of an image, i.e., Nk = ω(k)
N subset of data points used for the kriging interpolation at a given location
pk pattern value of the pattern centred in voxel k
pi the ith PLS component
ui position vector in attribute space of the known rock property value zi, ui ∈
Rm
u0 position vector in attribute space of the unknown rock property value z0,
u0 ∈ Rm
U attribute matrix collecting the position vectors row-wise, U ∈ Rn×m
U:,j values of the jth column of the attribute matrix holding the values of the jth
seismic attribute
v number of voxel categories in an image
vi the ith principal component
Z∗(u) the kriging estimator at location u
zi known rock property value at location ui to use for interpolation
z vector of known rock property values, z ∈ Rn
zesti estimated value of the rock property at the ith location
zest vector of estimated values of the rock property
z0 unknown rock property value to be interpolated at location u0
Z image consisting of a set of voxels
Zin set of inner voxels of the image Z
zk variable describing the value of the kth voxel of an image
Z perturbed image
zk vector of ordered variables describing the values of the voxels in the neigh-
bourhood of the kth voxel
Abbreviations
DISTPAT distance-based pattern modelling algorithm (Honarkhah, 2011)
EOR enhanced oil recovery
FM frequency matching (Lange et al, 2012)
GSLIB geostatistical software library (Deutsch and Journel, 1998)
MAP maximum a posteriori
MC Monte Carlo
MCMC Markov chain Monte Carlo
MLE maximum likelihood estimation
MPS multiple-point statistics
PCA principal component analysis
pdf probability density function
PLS partial least squares
SA simulated annealing
SIMPAT pattern-based geostatistical sequential simulation algorithm (Arpat, 2005)
SNESIM single normal equation simulation (Strebelle, 2002)
TI training image

CHAPTER 1
Introduction
The motivation for the work presented in the thesis is given in Section 1.1.
Section 1.2 is an overview of relevant literature on the use of geostatistical
prior information for inverse problems. In Section 1.3 we summarise the
objectives and key contributions of the study, and in Section 1.4 we outline
the remainder of the thesis.
1.1 Motivation: Denmark as an Oil Producing
Country
Denmark is, and has been for many years, an oil producing country with
currently 19 producing oil and gas fields in the Danish part of the North
Sea. The first oil was produced from the Dan field in 1972 and to this day
discoveries of new oil fields are made. For example in 2011, oil was found
in two exploration drillings.
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Figure 1.1: Danish oil production – past and future. Source: Danish Energy
Agency: Oil and Gas Production in Denmark 2011.
Figure 1.1 shows the Danish oil production from 1975 to the present time
and the official prognosis from the Danish Energy Agency for the production
projections for the next 20 years. The figure illustrates the unfortunate fact
that production from the Danish oil fields has peaked. This, as well as
increasing consumption, may give rise to concern. The forecasts show that
in 2020, Denmark will no longer be self-sufficient and thereafter the expected
production is rapidly decreasing.
Nevertheless, what the figure also shows is that we do have prospective and
technological resources to keep production near the level of the consumption
for some years. This is due to the average oil recovery rate in the Danish
North Sea oil fields being estimated at less than 30%. Compared to what
has been produced so far, there are still huge amounts of oil in the Danish
North Sea, and we therefore have the possibility to exploit the oil fields
more fruitfully than what they currently are.
However, the bad news is that the oil that is not currently being produced
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is the so-called expensive oil. Some of this oil is considered a technological
resource, which means we currently have the technological skills and knowl-
edge to produce it, but it is not economically defensible. It is therefore a
very important research task to develop new methods with the objective of
increasing the recovery rate by reaching the oil that is currently being left
behind, regardless of it being for technological or economical reasons.
1.1.1 Development of an Oil Reservoir
An oil reservoir is a formation of porous rock overlaid by impermeable layers.
Water, oil and gas are trapped in the microscopic pores of the rock under
high pressure and temperature. The pores are interconnected making the
rock permeable, which means a difference in pressure will create a fluid flow.
To develop an oil field, producer wells are drilled. These connect the subsur-
face reservoirs to surface facilities. This is illustrated in Figure 1.2, which
shows a sketch of an offshore oil field with multiple wells connecting the
reservoirs to facilities on the seabed and the water surface. From the sur-
face facilities the oil is transported to refineries for processing.
In general, the depletion process consists of two production phases. The
first production phase is a passive phase. Here the pressure of the reservoir
acts to create a flow from the subsurface to the surface facilities where the
oil flows by itself. By the time the flow ceases, because the pressure is no
longer high enough to maintain it, only a small quantity of the oil in the
reservoir will have been produced. The secondary production phase then
takes over and a new set of wells is drilled. These are injector wells and
they are not used to produce oil but instead to inject water or gas into the
reservoir. This increases the pressure in the reservoir and the water or CO2
then acts to create a flow by pushing the oil away from the injector wells and,
ideally, toward the producer wells. This type of production process is called
water flooding or CO2 flooding. Unfortunately, both of these production
processes normally result in recovery rates of only 10% to 50%.
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Figure 1.2: An offshore oil field. Subsurface reservoirs are connected by wells
to units on the seabed again connected to a surface production unit.
Although not economically defensible at the present time, a third produc-
tion phase using enhanced oil recovery (EOR) techniques can be introduced.
EOR techniques are, among others, chemical flooding by injection of surfac-
tants or polymers, microbial EOR, steam injection and in situ combustion.
The thesis will not go into further details with EOR but only mention these
methods as an example of potential means to use the technological resources
we have available but which are not yet economically defensible.
A big research topic is production optimisation of reservoirs. Within this
topic work is done on increasing the recovery rate of an oil reservoir without
costly investments but simply by optimising the depletion process. Opti-
mising the development of an oil field using water flooding or CO2 flooding
consists of two key problems. First, the location, type and other specifica-
tions of the producer and injector wells need to be decided upon. Second,
the strategy controlling the injection and production must be determined.
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The consequences of both decisions can be investigated by computer pro-
grams set up to simulate a reservoir. Designing such programs is a far from
trivial task and contains great uncertainties. However, once the properties
of the reservoir are estimated, virtual wells can be drilled and mathematical
models used to model physical laws can describe the potential fluid flow.
This will be used to estimate the outcome of a production strategy.
A crucial aspect for successfully simulating a reservoir is the ability to pre-
dict the fluid flow. The fluid flow is vital as it governs the oil production.
Hence, the more accurately we can simulate the fluid flow the more precisely
we can predict production. Recall that the fluid flow was due to pressure
gradients and reservoir fluids being trapped in permeable zones of porous
reservoir rock surrounded by impermeable layers. To correctly simulate flow
we therefore need to know rock properties such as porosity and permeabil-
ity of the subsurface of the reservoir. Porosity is the percentage of pore
volume or void space, or the volume within the rock that can contain fluids.
Permeability is the ability of the rock to transmit fluids.
1.1.2 Describing the Unknown Subsurface from Data
In theory, flow simulations require knowledge of the rock properties of the
subsurface in all points in the physical space that the reservoir spans. How-
ever, the mathematical methods used to simulate the flow typically discre-
tise the physical space into a grid of blocks, and the rock properties are
then assumed constant within each block. For reservoirs of realistic size
this amounts to millions of blocks, which means we need to know the rock
properties in millions of inaccessible locations in the subsurface. This may
seem a nearly impossible task as our only option is to infer these values
from the data that is available.
The situation is different from oil field to oil field and what type of data is
available will vary. Often we will have one or more of the following three
types of data:
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Figure 1.3: Illustration of offshore seismic exploration. A seismic source gen-
erates seismic waves that are reflected from different layers in the subsurface
and then recorded on hydrophones.
1.1.2.1 Seismic Surveys
Reflection seismology is a method of exploration geophysics that uses the
principles of seismology to estimate the properties of the Earth’s subsurface
from reflected seismic waves. Figure 1.3 illustrates the concept of seismic
exploration: a source generates seismic waves which travel through the dif-
ferent layers of the subsurface. Seismic waves change direction when passing
the transitions between layers and some will be reflected back to the sur-
face. The arrival times are recorded at different locations using a series of
hydrophones. By repeating the process at numerous locations and compar-
ing the recorded arrival times elastic parameters such as density, velocity or
impedance of the Earth can be inferred. Knowledge of the elastic parameters
can then be used to infer rock properties such as porosity or permeability.
Seismic surveys are a relatively cheap and non-invasive way to gain infor-
mation about the subsurface of an oil field but, as explained, these do not
contain direct measurements of neither porosity nor permeability, and rock
properties are only estimated from the elastic parameters.
6
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1.1.2.2 Well Logs
Well logging, also known as borehole logging, is the practice of making
a detailed record (a well log) of the geologic formations penetrated by a
borehole. The log may be based either on visual inspection of samples
brought to the surface (geological logs) or on physical measurements made
by instruments lowered into the hole (geophysical logs). Well logging can
be done during any phase of a well’s history; drilling, completing, producing
and abandoning. Well logs can contain observations of the porosity and the
permeability of the subsurface penetrated by the well.
Well logs can provide us estimates of the rock properties in a small number
of blocks in the grid. However, the uncertainty of the measurements should
be taken into account as it translates to uncertainties of the estimates.
Usually, only a few well logs are available as the cost of drilling wells is very
high, and well log data is therefore only available in locations with existing
wells.
1.1.2.3 Production History
When an oil field is producing there will be production data available. Pro-
duction data consists of time series of observed values of the parameters
related to the production. These are typically the amount of water or CO2
injected in each of the injectors, the bottom hole pressure in the injectors,
amount of oil and water produced in each of the producers, and the water
and oil ratio in each producer. The data can be used by history match-
ing, which is a technique searching for models of the rock properties of the
subsurface that result in the given production data.
As with seismic surveys, production data does not contain direct observa-
tions of the rock properties, which are only inferred indirectly.
7
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Parameter space:
Unobservable parameters
(e.g. permeability)
Data space:
Observed data
(e.g. production data)
Forward modeling:
Physical Laws
(e.g. mass conservation laws)
Inversion
Figure 1.4: The concept of forward modelling versus inversion. Whereas for-
ward modelling can be used to map from parameter space to data space there
often exist no inverse mapping to compute the unobservable parameters from
the observed data.
1.1.3 The Hidden Remains Uncertain
Describing the rock properties of the subsurface is no straightforward task.
Even in the best cases where all three types of data are available, we will
only have a few direct observations of porosity and permeability. The rest
is a set of data describing a wide range of different parameters that, via
physical laws, can be connected to the rock properties.
In fact, determining porosity or permeability from either elastic parameters
acquired by seismic surveys or production data is what in mathematics is
called an inverse problem, see Figure 1.4. An inverse problem is the kind of
problem that arises when trying to compute unobservable parameters based
on observable data only knowing the mapping operator from parameter
space to data space.
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For instance, regarding the problem at hand, we would like to compute the
unobservable rock properties of the subsurface given the production data.
Physical laws describing fluid flow let us determine the production data for
a given reservoir if we know its permeability and porosity; this is called
the forward problem or forward modelling. But there exists no physical
law describing the opposite mapping going from production data to rock
properties; this being the inverse problem. Inverse problems are therefore
often much more complicated to solve than their corresponding forward
problems.
An inverse problem is often further complicated by the forward mapping
not being bijective, which implies that different points in the parameter
space can map to the same point in the data space. In our example that is
expressed by different permeability fields resulting in the same production
data. The solution to the inverse problem of computing the permeability
field given the production data is thereby not unique. We can therefore not,
with complete certainty, determine the permeability field of a reservoir that
gives rise to a specific set of production data.
An inverse problem with a non-unique solution is denoted as an under-
determined problem meaning that the data is not sufficient to uniquely
determine the parameters. Solving an under-determined inverse problem
means determining the set of points in the parameter space that all maps
to the same point in data space given by observed data.
Uncertainty of the observed data can make the solution to a problem non-
unique when points in parameter space no longer have to map to a single
point in data space but to a set of points that all represent the observed
data within the accuracy of your observations. The level of uncertainty of
the observed data controls the size of the set.
Often in geosciences we have very scarce data and no (economically de-
fensible) possibility of obtaining further data. Solving an inverse problem
therefore consists of computing the full set of solutions that all satisfy the
data within the required accuracy. The probabilistic approach to solving
inverse problems that we have used throughout the study distinguishes be-
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tween how likely each of the solutions are by assigning them a probability.
For instance, in reservoir development this enables the decision maker to
optimise the expected profit or risk of a reservoir strategy by considering
the cost and profit for each of the computed scenarios combined with how
likely they are.
1.1.4 Increasing Certainty by Ruling out the Impossible
Inverse problems arising in geosciences are often severely under-determined
because of scarce data not restraining the solutions sufficiently. Also data
can be ambiguous implying that the solutions satisfying the data will be
very different. A common approach to reduce the size of the set of solutions
is to introduce a priori knowledge. This means besides fitting the data a
solution should, in order for us to consider it feasible, adhere to certain
expectations that we have. These expectations are assumed independent of
the observed data, for instance before we have knowledge of the data; hence
the term a priori, or prior, knowledge
For instance, provided with a set of models of permeability fields all resulting
in the same production data, a geologist will consider some of the perme-
ability fields to be realistic because they look as he expects a permeability
field to look. Others he might deem unrealistic because he knows, being the
experienced geologist he is, that the permeability fields they describe are
impossible to find in nature.
Figure 1.5 illustrates the subspaces of the parameter space and how the set
of feasible solutions are the intersection between solutions that satisfy the
data and solutions that fulfil prior expectations.
In geosciences, prior information for a physical parameter can be expecta-
tions of a certain spatial structure. Each model parameter is describing the
value of a physical property at a specific location in space and perhaps even
time, and we might have expectations of how low and high values of the
property are distributed. Often we will expect some degree of continuity in
10
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Parameter space
Solutions
that fit
the data
Solutions
that adhere
to prior
knowledge
Feasible
solutions
Figure 1.5: Parameter space of an inverse problem. Each solution is repre-
sented by a point in the parameter space. The set of solutions that satisfies
data is a subset of the full parameter space. So is the set of solutions that
satisfies the prior knowledge. The inverse problem consists of computing the
intersection of these two subsets, i.e., the set of solutions that both fit the data
and adhere to prior knowledge.
the physical property meaning, for example, that at a location surrounded
by low values it is more likely to have yet another low value than a high
value. We expect to see a correlation between values depending on their
location, such that low values and high values are grouped together, respec-
tively.
1.1.5 Geostatistical Prior Information
It is not possible to provide a unique, deterministic description of the model
as no such description exists and instead the model is described probabilisti-
cally. This is done by considering the model as a random function, which is
11
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purely a conceptual model that we choose because of the lack of determinis-
tic models. The random process used to describe the model is traditionally
assumed stationary, meaning the statistical properties of the model param-
eters are the same in all locations. The simplest random process is defined
by its two-point statistics, which is the correlation between values of the
parameter in two locations. These locations can be located anywhere in
connection to each other; they can be close to or far away from each other
in any direction. The two-point statistics is therefore used to describe the
expectations previously formulated in words, that values in locations close
to each other are highly correlated and values in locations far from each
other are not correlated at all.
The two-point statistics of a model is defined by variogram models or covari-
ance models. The latter is the covariance between the value at two locations
as a function of the distance and direction between the two locations. Co-
variance models, and variograms, can have different shapes and types but
they usually all have a range parameter. This determines the range of cor-
relations, so values are only correlated if their locations are within the range
of each other. How strongly they then correlate depends on the model type
at hand. The range can vary depending on the direction.
Figure 1.6 shows an example of a random process defined by its two-point
statistics. The longest correlation length is found in a direction 60◦ below
horizontal. The range in this direction is two and a half times longer than
the range in the perpendicular direction, which is the direction of shortest
range. The direction and the ranges of the correlation causes the realisation
to have oblong sloping areas of values of either low (blue) or high (red)
values.
The variogram models in the direction of maximum and minimum range
can be seen in Figure 1.7. These are of the Gaussian type. The theoretical
variogram models defining the process from which the realisation is drawn
are shown with solid lines, and the experimental variogram models derived
from the realisation in Figure 1.6 are plotted against the theoretical models.
The theoretical models defining the process are seen to fit the experimental
12
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Figure 1.6: Example of a realisation of a random Gaussian process. The co-
variance model defining the process is anisotropic, and the range in the direction
of maximum range is two and a half times the range in the direction of minimum
range.
(a) Direction of maximum range (b) Direction of minimum range
Figure 1.7: Theoretical variogram models (solid lines) of the random process
from which the realisation in Figure 1.6 is drawn. The experimental variogram
models have been inferred (markers). The figure shows the models for the
direction of maximum and minimum range.
13
1. Introduction
Figure 1.8: Three models showing very different geological structures (Stre-
belle, 2000). Such binary models are used to model the prior information to
describe for instance low permeable (white background) and high permeable
(black objects) zones of the subsurface.
Figure 1.9: Variograms of the three models from Figure 1.8 (left plot: the
East–West direction; right plot: the North–South direction). Dashed lines
represent the model seen to the left, thin lines represent the model in the
middle, and the thick lines represent the model to the right (Strebelle, 2000).
models derived from the realisation. It is also seen that the ratio between
the ranges in the two perpendicular directions is two and a half, i.e., the
variogram models have the same value at the distance 10 and 4, respectively.
However, two-point statistics has clear limitations. Figure 1.8 shows three
examples of very different geological structures — some more geologically
14
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Figure 1.10: The concept of two-point statistics versus the concept of multiple-
point statistics (Honarkhah, 2011).
reasonable than others. These models illustrate the core of the problem with
two-point statistics. While the human eye has absolutely no difficulties
discriminating between the three models, their two-point variograms are
surprisingly similar; these can be seen in Figure 1.9. So based on only
the two-point variograms it is not possible to distinguish between the three
models.
We therefore need something beyond two-point statistics in order to suc-
cessfully capture the geological structures of the models. Multiple-point
statistics does exactly this. It characterises models by looking at constella-
tions of many, or multiple, points.
Figure 1.10 illustrates how multiple-point statistics is a natural extension
of two-point statistics. To the left in the figure the unknown value of the
white point (marked by a ?) is determined based on its correlation to the
value of the known grey point. The distance between the two points are
given by the distance vector h. The correlation between the values at the
two points is a function of the direction and length of the distance vector.
To the right in Figure 1.10 is illustrated the concept of multiple-point statis-
tics. Here the unknown value at the point marked by ? is determined based
on multiple other points surrounding it. The distance to these points are
defined by the distance vectors h1,h2,h3 and h4. This constellation of
multiple points allows for non-linear structures to be defined.
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Although two-point variograms can be inferred from data, as for example
seen in Figures 1.7 and 1.9, it does require a certain amount of data to
account for different distances and directions. In reality, when we only have
scarce data inferring a mere two-point variogram based on pairs of data can
become difficult. Quantifying the multiple-point statistics of the subsurface
from a scarce data set is an impossible task. Instead the concept of training
images are introduced.
A training image is a conceptual image and can be interpreted as a realisa-
tion of an unknown process. It is assumed to describe structures or patterns
of a spatial model. Using a priori information in terms of multiple-point
statistics learned from a training image translates to having specific expec-
tations as to what structures and patterns in a model are expected and
thereby exclude models with unrealistic structures or patterns, as these are
deemed impossible to appear in nature.
This study is concerned with using geostatistical a priori information when
solving an inverse problem of modelling the subsurface of an oil reservoir.
The work has focused on two different problem instances. One is based on
two-point statistics and (as the literature review in the next section will
reveal) a well-establish interpolation method called kriging. The second
instance is incorporating complex prior information in the form of multiple-
point statistics. It has involved developing a method called the Frequency
Matching method. But before going into more details of the study and to
better understand the background motivation for the work we provide a
brief overview of the development of geostatistics.
1.2 Literature Review on Geostatistics
Geostatistics goes back to the 1960s where it was first developed based on
a need for the methodology to evaluate the recoverable reserves in mining
deposits. It is in general concerned with the analysis of data distributed
in space and/or time. It has since then been successful in a wide variety
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of fields starting from mining but also including petroleum, soil science,
oceanography, hydrogeology and environmental sciences.
1.2.1 Two-point Statistics
Traditionally geostatistics was used only as a tool for describing linear spa-
tial patterns and for interpolation of values at unsampled locations, see for
example David (1977); Vieira et al (1983); Trangmar et al (1986); Warrick
et al (1986) or the books by Journel and Huijbregts (1978) and Isaaks and
Srivastava (1989).
One of the most dominant interpolation techniques through time is the
kriging technique, which is a set of methods to interpolate the values of a
random field. One of the earliest mentions of the interpolation technique
now known as kriging was by Krige (1951). Cressie (1990) provides an
overview of the development of kriging in its early years.
Kriging is a deterministic approach that generates an interpolated map of
a physical parameter. The kriging estimator is per definition the best lin-
ear unbiased estimator and has become a powerful tool in many fields not
just geostatistics. Multiple variants of kriging were introduced differenti-
ated by their assumptions of the underlying model of the parameter to be
interpolated (Journel and Huijbregts, 1978; Goovaerts, 1997). The main
disadvantage of kriging techniques is that they tend to provide a spatially
smooth model of the parameter, whereas in reality the physical property
described is rarely spatially smooth.
This disadvantage is not shared with stochastic simulation, which was first
introduced by Matheron (1973) and Journel (1974) and became popular in
the literature in the 1980s (Borgman et al, 1984; Alabert, 1987b,a; Man-
toglou, 1987; Davis, 1987). Focus in geostatistics then shifted to describing
uncertainty by an ensemble of realisations, which are multiple models de-
scribing the same physical property. The models are generated by stochastic
methods to honour available data and to reproduce certain statistical prop-
erties. Geostatistics now included tools for description of spatial patterns,
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quantitative modelling of spatial continuity, spatial prediction and uncer-
tainty assessment. See for instance Goovaerts (1997), which by many is
considered a must-read in geostatistical literature.
Deutsch and Journel (1998) states the two most significant differences be-
tween kriging and stochastic simulation:
1. Kriging provides locally accurate estimations of the variables, where
as stochastic simulation is globally oriented and considers the entire
set of estimated variables while seeking to produce estimates that
correspond to a certain spatial structure.
2. Both kriging and stochastic simulation provide a local uncertainty
measure, however, the ensemble of models generated by stochastic
simulation also expresses a joint uncertainty measure of events involv-
ing multiple locations.
Depending on the problem instance at hand one solution approach might
be favourable to the other.
1.2.2 Multiple-point Statistics
Multiple-point statistics (MPS) became increasingly popular as the avail-
able computer resources increased dramatically during the last decade and
is today a hot topic in geostatistics. Methods involving multiple-points
statistics inferred from conceptual training images can generally be divided
into three categories: probabilistic-based, optimisation-based, and pattern-
based approaches. Here is provided a short list of some of the most notice-
able techniques within each category. For a more thorough description of
the techniques and respective advantages and disadvantages the reader is
referred to the literature.
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1.2.2.1 Probabilistic-based Approaches
Multiple-point statistics was first introduced by Guardiano and Srivastava
(1993). The concepts of MPS can be viewed as a generalisation of two-point
statistics, however, its computational complexity and high CPU demands
made it impractical for the computers at that time. It was not until Stre-
belle (2002) presented the SNESIM algorithm that MPS methods became
computationally feasible.
Another probabilistic-based approach is the indicator technique proposed
by Ortiz and Deutsch (2004) and later generalised by Ortiz and Emery
(2005). Hong et al (2008) expanded it to also include secondary data.
1.2.2.2 Optimisation-based Approaches
Using simulated annealing in a spatial context was first proposed by Deutsch
and Lewis (1992). It was used to minimise an objective function expressing
the misfit between the a priori assumed multiple-point statistics and the
actual multiple-point statistics of a model. It has been used for both cate-
gorical (Goovaerts, 1996) and continuous (Fang and Wang, 1997) variables.
More recently Peredo and Ortiz (2010) applied a parallellised simulated an-
nealing scheme gaining the expected computational speed-up but unable to
reproduce the spatial structures of the training image in the models. The
Frequency Matching (FM) method (Lange et al, 2012) discussed in this
thesis is also based on simulated annealing.
Caers and Journel (1998) proposed to use neural networks, well-known from
the field of machine learning, for multiple-point geostatistical modelling
and applied it for unconditional simulation. Later Caers and Ma (2002)
expanded the approach to condition the simulations to seismic data.
Besag (1974) made use of Markov random fields to model spatial conti-
nuity in the subsurface followed by Tjelmeland (1996); Daly (2005) and
Tjelmeland and Eidsvik (2005) who used approaches based on Markov ran-
dom fields. A subclass of the Markov random fields are the Markov-Mesh
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models used by for instance Daly and Knudby (2007) and Parra and Ortiz
(2009).
Finally there is the Gibbs sampler originally proposed by Geman and Geman
(1984) and later applied to multiple-point simulation of geological phenom-
ena by Lyster and Deutsch (2008).
1.2.2.3 Pattern-based Approaches
The idea behind pattern-based approaches is to minimise the computational
cost of probabilistic simulation methods by simulating multiple voxel values
simultaneously. Patterns are defined as sub-blocks of an model of identi-
cal geometric shape, and similar to the SNESIM algorithm the SIMPAT
algorithm (Arpat, 2005; Arpat and Caers, 2007) creates realisations by it-
eratively simulating sub-blocks of the model. The main disadvantage of the
SIMPAT algorithm is the computationally expensive comparison between
partially simulated sub-blocks and the patterns of the training image.
Filtersim was proposed as an alternative to SIMPAT (Zhang, 2006; Wu,
2007) and it uses general linear filters to classify the patterns of the training
image. This simplifies the comparison of patterns.
Mariethoz and Renard (2010) proposed the direct sampling method which
is similar to the SIMPAT algorithm. Direct sampling does not use patterns
with predefined shapes but instead it conditions upon the set of, at the time,
informed voxels. Mariethoz et al (2010) demonstrated how this implies that
the nodes to condition upon can be reached with an increasingly smaller
spatial radius as the simulation proceeds.
Recently, Honarkhah (2011) developed the DISTPAT algorithm which uses
multi-dimensional scaling to classify the patterns, such that the comparison
can be done using only a small set of prototypes representing the entire set
of patterns in the training image.
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1.3 Objectives and Main Contributions
The primary objective of the work presented in this thesis has evolved
around solving the often severely under-determined inverse problem of de-
scribing the rock properties of the subsurface of an oil reservoir. We have
strived for the overall goal of simultaneously incorporating different kinds
of data and statistical a priori information. There exist methods that can
handle prior information along with different types of data, but separately.
By using such methods we ignore that parameters computed from differ-
ent data types may, in fact, be physically interrelated. Currently we lack
a method that can deal with all available data regardless of its type. The
work in this thesis is merely building blocks for a first step in that direction.
The main contributions of the study are:
• The description of a method for efficient prediction of rock properties
based on seismic attributes. Kriging interpolation of a rock prop-
erty is done in a space spanned by the seismic attributes instead of
the traditional approach of basing the interpolation on spatial coordi-
nates. An orthogonal transformation of the seismic attributes followed
by a reduction of dimensions of the interpolation space reduces the
computational complexity of the method without significant loss of
information.
• Formulating a closed form expression for an a priori probability den-
sity function of a model given multiple-point statistics learned from a
training image. No other existing methods have a closed form expres-
sion but instead they are based on black box routines that can sample
the a priori probability density function but not compute the relative
values of the a priori probability density function of sampled models.
• The formulation of the Frequency Matching method which enables us
to compute the maximum a posteriori solution to an inverse problem
using multiple-point statistics as prior information.
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• A general Fortran implementation of the Frequency Matching method
that can be used to solve linear inverse problems. The implementa-
tion is not restricted to a particular application in geosciences as any
training image can be provided and so can the parameters of the linear
forward problem.
It should be noted that the objective of the study has been proof of con-
cept rather than solving large-scale, real life problems. Unfortunately, the
computational resources of today are not quite there yet. We have focused
on the methods themselves and studied their advantages and disadvantages
for manageable problems bearing in mind their future potential. Especially
the work on multiple-point statistics involves very simplified training images
and idealised models. This is a general trend in the literature on multiple-
point statistics. We emphasise that this study is only a first step on the
onward journey to incorporate complex geostatistical prior information to
its fullest when solving authentic industry problems.
1.4 Outline
The work is documented by the thesis consisting of a summary report of
five chapters and seven appendices. Chapter 1 gives an introduction to the
project. An introduction to probabilistic inverse problem theory is provided
in Chapter 2. Chapter 3 is concerned with interpolation in seismic attribute
space, which is based on two-point statistics. Chapter 4 presents the Fre-
quency Matching method, which is a recently proposed method based on
multiple-point statistics. Finally, Chapter 5 concludes the study.
Appendix A through G holds journal and conference papers documenting
the research; the papers are listed chronologically. The material presented
in the papers and in the thesis must be expected to overlap to some extent.
However, since both contains details that are not present in the other they
are considered complementary. The papers are concerned with one of the
two topics of two-point statistics and multiple-point statistics.
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1.4.1 Papers on Two-point Statistics
These papers are supported by the work described in Chaper 3. The primary
paper is:
Efficient Prediction of Rock Properties from Seismic Attributes using
Orthogonal Transformations (Appendix G)
The second paper is a conference paper with preliminary work:
Kriging in High Dimensional Attribute Space using Principal Compo-
nent Analysis (Appendix A)
1.4.2 Papers on Multiple-point Statistics
Chaper 4 is concerned with multiple-point statistics and the Frequency
Matching method. The FM method was proposed in the paper:
A Frequency Matching Method: Solving Inverse Problems by use of
Geologically Realistic Prior Information (Appendix C)
The very first mentioning of the Frequency Matching method in literature
was in a conference paper with preliminary work:
A Frequency Matching Method for Generation of a Priori Sample Mod-
els from Training Images (Appendix B)
A recently published report elaborates on the implementation of the Fre-
quency Matching method:
An Implementation of the Frequency Matching Method (Appendix F)
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Two conference papers related to applications of the Frequency Matching
method are also included:
A Novel Approach for Combining Multiple-point Statistics and Pro-
duction Data in Reservoir Characterization (Appendix D)
Improving Multiple-Point-Based a Priori Models for Inverse Prob-
lems by Combining Sequential Simulation with the Frequency Matching
Method (Appendix E)
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CHAPTER 2
Inverse Problems
with A Priori Information
This chapter gives a brief introduction to probabilistic inverse problem the-
ory. We provide a mathematical formulation of the concept of inversion as
illustrated in Figure 1.4. Inverse problems arise in a wide variety of fields,
where they are often encountered in connection to computation of informa-
tion about internal or otherwise hidden and inaccessible data. They appear
frequently in geosciences where we often wish to describe properties of the
subsurface based on measurements made on the surface using knowledge of
physical laws; for instance, describing how waves travel in different materials
or how fluids flow in porous media.
2.1 Introduction
Consider the mathematical problem of computing a set of n data obser-
vations d ∈ Rn based on a model of m parameters m ∈ Rm where the
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mapping operator g : Rm → Rn is a known function;
g(m) = d. (2.1)
This is a typical forward problem as it computes the unknown output (the
data) given a known input (the model) and a known system (the mapping
operator). The corresponding inverse problem is the computation of the
unknown model parameters given a set of noisy data observations dobs. In
most cases, the inverse operator g−1 : Rn → Rm is non-existing or unknown
and the problem is solved only based on knowledge of g.
In some forward problems the mapping operator itself is unknown. The
inverse problem then consists of estimating the mapping operator given the
observed data for a known set of model parameters. The mapping operator
can then be used to predict future data observations given new sets of model
parameters.
Examples of common inverse problems in reservoir modelling are seismic
tomography and history matching of production data.
2.2 The Probabilistic Approach
Tarantola and Valette (1982b) presents a probabilistic approach for solving
inverse problems. The purpose of their approach was to fill an, at that
time, scientific void and create a method that can combine information
from independent sources (Mosegaard, 2011). Those can be different kinds
of data as well as past experience and other considerations a scientist might
have.
The approach is based on the introduction of probability density functions.
These are assumed to be complete descriptions of the state of information
available on the parameters. Tarantola and Valette then found that multiple
pieces of independent information can be combined by multiplication to
form a new probability density function (pdf).
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The solution to an inverse problem is defined by a pdf that to each model
in the model space assign a relative probability1. This pdf is denoted the a
posteriori pdf. The derivation of the solution concludes it to be characterised
by the two elements:
ρm(m): the a priori pdf describing expectations on the modelm considering
no new data; only experiences possibly based on previously treated
data is considered.
L(m): a pdf describing how well a model is explained by data, i.e., how
likely a model is. This is referred to as the likelihood2 function and it
arises indirectly from the relation d ≈ g(m).
This pdf can be constructed based on the two elements just mentioned: the
a priori pdf of the model parameters and the likelihood function. The a
posteriori pdf is given by:
σm(m) = const ρm(m) L(m). (2.2)
Often the normalization constant is not computed as it is sufficient to know
the value of the a posteriori pdf of a model relative to the value of the
posteriori pdf of another model.
A general expression of the likelihood function is given by Tarantola (2005).
Applying the assumption that the forward mapping has no modelling error
simplifies this significantly. Furthermore, a popular assumption of Gaussian
noise on the observed data implies that the inverse problem from Equation
(2.1) gives rise to the following Gaussian likelihood function:
L(m) = const exp
(
−1
2
(
dobs − g(m)
)T
C−1d
(
dobs − g(m)
))
, (2.3)
where Cd is the covariance matrix for the noise on the observed data dobs.
1Not to be confused with the probability of a model, as per definition, all models in
a continuous model space have the probability 0.
2The likelihood function should not be confused with the term "likely" as it was just
used. In statistics, the latter is used to denote the value of an arbitrary pdf evaluated of
a model in a continuous model space.
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(a) A priori pdf ρm(m) (b) Likelihood function L(m)
(c) The resulting a posteriori pdf σm(m)
Figure 2.1: Probability density functions for a non-linear inverse problem with
two model parameters. The a posteriori pdf is computed as the (scaled) product
of the a priori pdf and the likelihood function.
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2.2.1 Example
Figure 2.1 shows the probability density functions for a two-dimensional
non-linear inverse problem. The problem consists of estimating two model
parameters m1 and m2 and it is synthetic problem with no real-life appli-
cation, chosen solely for illustration purposes.
An example of an a priori pdf often chosen for its mathematical convenience
and simplicity is the Gaussian a priori pdf with mean m0 and covariance
matrix Cm:
ρm(m) = const exp
(
−1
2
(m−m0)T C−1m (m−m0)
)
. (2.4)
We assume an a priori pdf of this type with parameters:
m0 =
(
1
1
)
, Cm =
(
0.3 −0.1
−0.1 0.2
)
.
This function is shown in Figure 2.1a. Figure 2.1b shows a likelihood func-
tion, which, in this case, is just an arbitrary function but as in most real
cases it has several local maxima in separate areas of the model space with
probability density values significantly greater than zero; the latter is seen
by the level curves. Solving this inverse problem without use of prior infor-
mation would result in three different kinds of solutions, one for each area
of the likelihood function with (relative) high probability.
The a posteriori pdf computed using Equation (2.2) is seen in Figure 2.1c.
We notice how introducing prior information rules out models of two out
of the three possible kinds and leaves us with an a posteriori pdf with only
one area of non-zero values. The assumption of prior information expected
values of the model parameters as (1, 1) therefore ruled out two of the three
kinds of models as being unrealistic. The third kind is a compromise of
the a priori expected values and the area with high values of the likelihood
function. In this example the remaining type of models is coincident with
the area of the likelihood function that has the highest values but that is
not always the case.
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2.3 Analytical Solution
Under certain circumstances an analytical expression for the a posteriori
pdf, σm(m), can be derived. Typically, in such cases the forward operator
is a linear function, i.e., Equation (2.1) can be written as:
d = Gm,
where G is an m by n matrix. For a simple choice of a Gaussian a priori
pdf as in Equation (2.4), the a posteriori pdf is then a product of two
Gaussian distributions and therefore also Gaussian distributed (Tarantola
and Valette, 1982a):
σm(m) = const exp
(
−1
2
(m− m˜)T C−1m˜ (m− m˜)
)
,
with mean and covariance parameters:
m˜ = m0 +CmG
T
(
GCmG
T +Cd
)−1 (
dobs −Gm0
)
,
Cm˜ = Cm −CmGT
(
GCmG
T +Cd
)−1
GCm.
These circumstances are unfortunately rarely present, as many of the phys-
ical laws modelling the processes of the Earth are highly non-linear. This is
also the case for both seismic tomography and history matching. Although,
using a simplified wave propagation model some seismic tomography prob-
lems can be made linear.
Problems that are weakly non-linear can also be solved analytically by lin-
earising the forward operator g(m) around the a priori expected model m0
(Tarantola, 2005).
2.4 Sampling-based Solution Methods
In the cases where an analytical expression for either one or both of ρm(m)
and L(m) is not available and hence no analytical expression for σm(m) ex-
ists one possibility is to use sampling methods. These methods solve inverse
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problems by generating samples of models approximating the a posteriori
pdf.
Monte Carlo (MC) methods are powerful tools when it comes to solving
inverse problems (Mosegaard and Sambridge, 2002). They come in two
categories namely sampling methods and optimisation methods; for now we
will concern ourselves only with the sampling methods.
The overall idea of a Monte Carlo algorithm is to first generate pseudo-
random, uniformly distributed numbers. These numbers are then trans-
formed into a pseudo-random sample from a pdf. If repeated numerous
times the samples approximate a (possibly very complex) function. Over
time a countless number of MC methods have been described in the lit-
erature. Most are considered hybrids and are based on combinations of
previously described algorithms.
In the following we will briefly describe five basic approaches to sampling.
2.4.1 The Metropolis Algorithm
One of the earliest and most widely used Monte Carlo method is the Metropo-
lis algorithm. The name Monte Carlo methods was first mentioned in the
literature by Metropolis and Ulam (1949). Later, Metropolis et al (1953)
published the application of a Markov chain-based Monte Carlo (MCMC) al-
gorithm for sampling of Gibbs-Boltzmann distributions in high-dimensional
spaces. This algorithm is now known as the Metropolis algorithm or the
Metropolis-Hastings algorithm.
An important feature of the Metropolis algorithm is that it does not require
knowledge of the function f to be sampled. Instead it needs only to know
the ratio f(xj)f(xi) between values of the function for different samples; the
current model xi and a proposed model xj . The ratio then determines the
acceptance probability of model xj . This means the algorithm only need
to be able to compute the value of a function, which is proportional to f .
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Often, pdfs have a normalisation constant that is difficult if not impossible
to determine. This is not needed in order to apply the Metropolis algorithm.
2.4.2 Rejection Sampling
von Neumann (1951) proposed the method rejection sampling. Like the
Metropolis algorithm, rejection sampling only needs to know a function,
constf , that is proportional to f , which is the function to sample. Further-
more, rejection sampling needs to know an upper limit fmax of the function
proportional to f .
A proposed model xj is accepted with probability
const f(xj)
fmax
. This reveals
a significant drawback of rejection sampling namely that one can expect a
large number of the proposed models to be rejected. This happens of course
when a poor upper bound fmax is provided but even if that is not the case
one can expect many models having a low value of the ratio const f(xj)fmax and
hence large risk of rejection.
An adaptive version of rejection sampling was first proposed by Gilks and
Wild (1992). It can be used instead of rejection sampling to sample a log-
concave density function. The adaptive part of the algorithm adapts the
limits of the function to be sampled making them converge to the function
itself, which reduces the risk of rejecting subsequent points. Fewer rejection
steps implies fewer evaluations of the often computationally expensive log-
density function.
2.4.3 The Gibbs Sampler
Another well-known MC method is the Gibbs sampler first described by
Geman and Geman (1984). In the Gibbs sampler each iteration consists
of multiple sub-steps, where in each one no more than one parameter is
perturbed. This means the Gibbs sampler is suited when the conditional
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probabilities of each of the parameters conditioned on the remaining pa-
rameters are easily accessible.
However, a disadvantage of the Gibbs sampler is that the proposal distribu-
tion requires computations of values of the function f to be sampled, and
hence the Gibbs sampler is not applicable in cases where f is expensive to
evaluate.
2.4.4 The Neighbourhood Algorithm
Sambridge (1999) proposed another MC based algorithm that he referred to
as a neighbourhood algorithm. The objective of this algorithm is to sample
the region of a parameter space that contains models of acceptable function
values. The algorithm is based on an idea of utilising all previous models of
which the function has been computed while searching the parameter space.
The algorithm made use of Voronoi cells to interpolate the function that is
assumed constant within each cell.
2.4.5 Stochastic Simulation
Stochastic simulation is an approach to quantify spatial uncertainty. A gen-
eral introduction to the paradigm of stochastic simulation and a description
of several simulation algorithms is given by Goovaerts (1997). Stochas-
tic simulation can be perceived as the opposite of stochastic estimation.
Whereas stochastic estimation seeks to provide a model consisting of lo-
cal, best estimates, stochastic simulation provides an ensemble of models
also referred to as realisations. The realisations sample the a posteriori pdf
and at the same time their variation describes the uncertainty of the model
parameters.
A realisation is generated by use of a random walk between the model
parameters. Each model parameter is simulated conditional to known data
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as well as previously simulated model parameters. A realisation is said to be
conditional to known data, and a priori statistics of the model parameters
is used to determine the conditional probability distributions of which the
model parameters are drawn from.
Evaluating the ensemble of models allows for determining the risk of certain
events that could be of interest. This feature is the exact reason that many
consider simulation favourable to estimation. Literature shows numerous
examples of the application of stochastic simulation in geosciences.
The main algorithms of stochastic simulation described by Goovaerts (1997)
were made available in the public domain geostatistical software library
GSLIB (Deutsch and Journel, 1998).
The first sequential simulation algorithm incorporating multiple-point statis-
tics learned form a training image as prior information was proposed by
Guardiano and Srivastava (1993). However, it was not until Strebelle (2002)
developed the SNESIM algorithm that simulation conditioning on multiple-
point statistics as prior information became computationally feasible. The
conditional probabilities used in the simulation were obtained from the
training image. Since then a variety of simulation methods incorporating
multiple-point statistics as prior information has been proposed, some even
simulating multiple model parameters at a time (Arpat, 2005; Wu et al,
2008; Honarkhah, 2011).
2.4.6 Application of a Sampling Method
Figure 2.2 shows the a posteriori pdf from the example in Section 2.2.1.
We have used a Metropolis algorithm to generate 1000 samples from the
a posteriori pdf. Each sampled model is marked by a dot. The figure
illustrates how the intensity of the samples follows the value of the pdf
sampled; the higher probability density value of an area the more densely
it has been sampled. The size of the dots reflect how many times the model
has been sampled.
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Figure 2.2: The a posteriori probability density function from Figure 2.1c with
1000 sample models marked. Each sampled model is marked by a grey dot and
the size of the dot reflects how many times the model was sampled.
One disadvantage of the sampling techniques is that despite the finite num-
ber of samples, any model has per definition probability 0 and they cannot
evaluate the value of the a posteriori pdf of a given model. Also for large-
scale problems computing a sufficiently large set of realisations can be a
costly affair. In such cases it might be useful to know only one model that,
in some sense, is considered the most representative. This can be done by
means of optimisation.
2.5 Optimisation-based Solution Method
Sampling the a posteriori pdf will, as just discussed, result in a set of models
where each model is represented according to its a posteriori probability
density function value. Some sampling techniques, for example the Gibbs
sampler, do not evaluate the a priori probability density value of a model.
This is a strength of the sampling methods that they are able to sample
the a priori pdf without evaluating it of a given model. However, this also
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means they can only sample the a posteriori pdf and cannot compute the
value of it for a model.
In some applications it might be useful to know the probability density
value of a given model. When a closed form expression of the a priori pdf
is available this is possible. However, the a priori pdf can be expensive
to evaluate and in some cases we do not have an efficient way to sample
it. Sampling the a posteriori pdf will therefore become computationally
infeasible. In such cases it might be satisfying to consider only one model
to represent the set of solutions to the inverse problem. Often one specific
model is considered to be of interest, namely the most likely model, i.e., the
model maximising the a posteriori pdf:
mMAP = argmax
m
{σm(m)} . (2.5)
This model is referred to as the maximum a posteriori (MAP) model and
is widely used in regularisation techniques.
In the example from Section 2.2.1 the MAP model is computed as:
mMAP ' (0.600 1.313)T ,
as shown in Figure 2.3. The MAP model is plotted against the a posteriori
pdf; it is recognised as the global maximiser.
2.6 Summary
In this chapter we have introduced basic probabilistic inverse problem the-
ory. We have discussed different types of solution methods, and when they
are applicable to an inverse problem at hand. We have seen how the type
of prior information available limits our choice of solution method. In the
simplest case of an Gaussian a priori pdf to a linear problem an analytical
expression for the a posteriori pdf can be determined.
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Figure 2.3: A posteriori probability density function with the MAP model
marked.
For non-linear problems the choice of solution method depends on whether
we have an efficient method to sample the a priori pdf, in which case sam-
pling methods can be applied. One limitation of existing sampling methods
is that they cannot compute the probability of a given model, and they
therefore cannot compute the maximum a posteriori model.
When a closed form expression of the a priori pdf is available we can optimise
the a posteriori pdf directly and thereby compute the MAP model.
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CHAPTER 3
Kriging Interpolation in
Attribute Space
This chapter is concerned with an application of two-point statistics within
the geosiences. The Ph.D. study has included the development of a method
for efficient prediction of rock properties from seismic data. This is an
interpolation problem solved by use of kriging methods, as mentioned in
Chapter 1. That means that interpolation of a rock property is guided by
its two-point statistics.
This chapter supports the work described in the paper seen in Appendix G.
The conference paper in Appendix A holds preliminary work and results.
The chapter provides an introduction to the inverse problem. It then gives
an outline of the method followed by a discussion of the key steps of the
algorithm. Last, other aspects of the method will be discussed.
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3.1 Introduction
Interpolation of, for instance, porosity or permeability between well logs is
a well-known problem in seismic exploration. Seismic attributes describing
elastic properties of the reservoir are extracted from seismic data. These are
then, to different extents, used to guide the interpolation of rock properties.
The interpolation problem is an inverse problem as discussed in the begin-
ning of Chapter 2. It is of the second type of inverse problem, where the
mapping operator g is unknown. One approach, opposite to ours, is to at-
tempt to formulate a presumably highly complex, non-linear mapping from
the seismic data to the rock property. Such mapping would be based on
knowledge from the fields of geophysics, geology etc. It would be a cum-
bersome, if at all possible, task to formulate such an exact mapping. So
instead of approaching the problem from a geological point of view, we take
a geostatistical and data analytical point of view. We simply assume that
the seismic data characterises the subsurface of the reservoir sufficiently to
statistically predict its rock properties.
In the literature, interpolation of rock properties has been done using linear
regression (Hampson et al, 2001; Russell et al, 2002; Hansen et al, 2008),
spline interpolation, nearest neighbour interpolation, collocated cokriging
(Doyen, 1988) and neural networks, (Hampson et al, 2001; Russell et al,
2002; Pramanik et al, 2004; Herrara et al, 2006). Traditionally, interpolation
is done in physical space spanned by spatial coordinates. This is based
on a assumption that values of a rock property at points located closely
together in physical space would be highly correlated, whereas values of
a rock property at points located further apart from each other would be
less correlated. As valid an assumption this may seem it clearly does not
account for sudden changes in rock quality, e.g., across faults.
Seismic attributes have been included, depending on the choice of inter-
polation method, as data correlating to the rock property. Cokriging, for
instance, would in theory be able to fully include the seismic data in the
interpolation. However, the problem becomes computationally infeasible
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due to inference of all the cross-covariance models needed.
Our approach should be seen as an alternative to the classical interpola-
tion in physical space. It is based on the assumption that the correlation
between rock property values at two different locations is proportional to
two terms: 1) The physical distance between the two locations, as tradi-
tional interpolation. 2) The similarity in the seismic attributes at the two
locations. The second term is motivated by the assumption that the seis-
mic data characterises the subsurface geology of the reservoir and thereby
its rock properties. The second term gives rise to introduction of seismic
attributes as coordinates in a high-dimensional space, and to the definition
of a distance in this seismic attribute space. The interpolation is then per-
formed based on the combined distance in physical space and the seismic
attribute space.
We will refer to the space spanned by combined spatial coordinates and
seismic attributes as the attribute space. Kriging in this space requires the
inference of only one covariance model. The attribute space will be high-
dimensional, which complicates the inference of a covariance model, with
the exact dimensionality depending on the number of seismic attributes
available. However, some of the attributes, such as depth and two-way
travel time, can be expected to be correlated.
From multivariate data analysis theory we know that a data set consist-
ing of highly correlated variables can be well approximated using a lower-
dimensional subspace. We therefore apply a transform to the seismic at-
tributes mapping them into a lower-dimensional attribute space. We refer
to this subspace as the transformed and reduced attribute space.
Reducing the dimension of the space in which the interpolation is performed,
decreases the complexity of the interpolation approach as it simplifies the
inference of a covariance model. Before interpolation, we therefore create a
space spanned by transformed attributes. The dimension of this is chosen
based on how well the original data is approximated.
Having presented the background and motivation this leads us to the for-
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mulation of our method itself.
3.2 Outline of the Method
The interpolation approach can be summarised in six steps. These are
presented here and the remainder of the chapter will be used to elaborate
on them. The section number in brackets refer to the individual sections
discussing each step.
(i) Initialisation: Normalisation of the seismic attributes and normal score
transformation of the well log data (Section 3.3.1, 3.3.2 and 3.4.1).
(ii) Transformation of the seismic attributes (Section 3.4.2).
(iii) Reduction of the dimension of the transformed attribute space (Section
3.4.3).
(iv) Inference of a covariance model in the transformed and reduced at-
tribute space by use of maximum likelihood estimation (Section 3.4.4).
(v) Kriging interpolation of the rock property in the transformed and re-
duced attribute space (Section 3.3.3).
(vi) Inverse normal score transformation of the kriged values back to phys-
ical units and evaluation of the results.
3.3 The Key Steps of the Algorithm
The main elements of the method presented in Section 3.2 is the data and
the choice of interpolation method. Before discussing the finer details of
the method we introduce the form of data used. We then present a quick
overview of the theory of kriging interpolation, which is the interpolation
technique at the base of our method.
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3.3.1 Well Log Data
The interpolation problem consists of interpolating the values of a rock
property in the subsurface of a reservoir. A set of n measurements of the
rock property is known. These are available from well log data taken from
existing wells in the reservoir. Let zi ∈ R for = 1, . . . , n denote the value of
the rock property at the ith location.
We define the vector of known rock property values:
z =
(
z1 z2 · · · zn
)T ∈ Rn,
and z0 as the unknown rock property value to be estimated at a given
location in the reservoir.
3.3.2 Seismic Attribute Data
A seismic survey spanning the reservoir is assumed available. From this
survey seismic data is extracted. The seismic data covers the entire reservoir
that is spanned by a regular grid. Values of the seismic attributes in each
of the grid points are generated from the seismic data. Let m denote the
number of seismic attributes available. Then ui ∈ Rm denotes the vector of
seismic attributes in the location of the ith well log measurement and we
will refer to this vector as the attribute vector of the ith location. Some
interpolation of the seismic attribute data might be necessary since well log
locations are not necessarily coinciding with grid points.
We define the attribute matrix U as the matrix of all n attribute vectors:
U =
(
u1 u2 · · · un
)T ∈ Rn×m.
The ith row of the attribute matrix holds the transpose of the attribute
vector ui and we will refer to the jth column of the attribute matrix, i.e.,
the vector of measurements of the jth seismic attribute for all n locations,
as U:,j .
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The units of the different seismic attributes are not directly compatible and
we therefore assume that the attribute data has been normalised, i.e., it has
mean value zero and variance one:
E {U:,j} = 0, for j = 1, . . . ,m, (3.1)
Var {U:,j} = 1, for j = 1, . . . ,m. (3.2)
Let u0 ∈ Rm denote the attribute vector of the grid point, for which the rock
property value z0 should be estimated. The attribute vector u0 is normalised
corresponding to the normalisation of the attribute data in Equations (3.1)
and (3.2).
3.3.3 The Kriging Estimator
The description of kriging estimators is based on the description given by
Goovaerts (1997). The kriging estimator Z∗(u) is a variant of the basic
linear regression estimator defined as:
Z∗(u0)−m(u0) =
∑
i∈N
λi (Z(ui)−m(ui)) , (3.3)
where λi is the weight assigned to datum zi, which is interpreted as a
realisation of the random variable Z(ui). The interpolation uses a subset,
N , of the data points, i.e.,N ⊆ {1, . . . , n} is the set of data points that are in
the neighbourhood of u0 and therefore should be included in the prediction
of z0. Moreover, m(u) is the expected value of the random variable at the
location u and it is denoted the trend function as it describes the general
trend in data.
Considering the unknown value z0 and the data zi as realisations of ran-
dom variables Z(u0) and Z(ui) means the estimation error can be defined
as another random variable Z∗(u0) − Z(u0). The kriging weights λi for
i = 1, . . . ,m in Equation (3.3) are then defined as the set of weights that
minimises the variance of the estimation error:
σˆ2 = Var {Z∗(u0)− Z(u0)} . (3.4)
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The kriging estimator is ensured to be unbiased as the minimisation of the
error variance is done while requiring the mean of the estimation error to
be zero. The minimisation of σˆ2 from Equation (3.4) is done subject to the
constraint:
E {Z∗(u0)− Z(u0)} = 0.
This implies that the kriging estimator is, per definition, the best linear
unbiased estimator.
While the objective of all kriging methods is to minimise the error variance,
their assumptions of trend functions m(u) differ. The three most common
types of kriging are simple kriging, ordinary kriging and universal kriging
(Goovaerts, 1997).
For each type of kriging, the kriging weights are computed by inserting the
trend model into Equation (3.3). This is used to express the error variance
from Equation (3.4) in terms of residual covariance values, and the error
variance is then minimised. The minimisation, performed using differenti-
ation, includes solving a linear system of equations. For ordinary and uni-
versal kriging the non-biased condition calls for definition of a Lagrangian
function and Lagrange parameters. For an introduction to constrained op-
timisation and Lagrangian functions we refer the reader to text books on
the subject, for instance the work by Nocedal and Wright (2000).
To formulate the linear system of equations we introduce the following no-
tation. Let C denote the stationary covariance function of the random
function Z(u). We then define the data-to-data covariance matrix, K, and
the data-to-unknown covariance vector, k, as follows:
K =
C(u1−u1) · · · C(u1−un)... ... ...
C(u1−un) · · · C(un−un)
 , (3.5)
k =
C(u1−u0)...
C(un−u0)
 . (3.6)
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The kriging weights are collected in a vector λ:
λ =
λi...
λn
 .
3.3.3.1 Simple Kriging
As the name implies this is the simplest type of kriging. It is done by assum-
ing a constant and known trend model, m(u) = m for all u. This results
in the kriging weights being the solution to the following linear system of
equations:
Kλ = k. (3.7)
The simple kriging system in Equation (3.7) has a unique solution if and
only if the data-to-data covariance matrix is non-singular This is the case
when:
• no two data are collocated, i.e., ui 6= uj for all i 6= j,
• the covariance function C is permissible.
Basic semivariogram models such as the nugget effect model, the spherical
model, the exponential model and the Gaussian model are all permissible
(Christakos, 1984). A common choice of covariance model that is guar-
anteed to be permissible is based on linear combinations of these basic
semivariogram models.
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Having computed the simple kriging weights, the kriging mean and variance
estimate can be computed as:
Z∗SK(u0) =
∑
i∈N
λi Z(ui) +
(
1−
∑
i∈N
λi
)
m,
σ2SK(u0) = C(0)−
∑
i∈N
λi C(ui − u0).
3.3.3.2 Ordinary Kriging
The assumption from simple kriging of a known and constant trend model
is often considered unrealistic. Ordinary kriging relaxes this stationarity
assumption and assumes an unknown but constant trend function within a
neighbourhood N .
The non-biased condition implies an additional constraint, namely that the
ordinary kriging weights sum to 1:∑
i∈N
λi = 1. (3.8)
The ordinary kriging weights are computed as the solution to the following
system of equations: (
K e
eT 0
)(
λ
µ
)
=
(
k
1
)
, (3.9)
where e is the column vector of all ones, and µ is the Lagrange parameter
for the constraint from Equation (3.8) forcing the kriging estimator to be
non-biased. It is seen that the ordinary kriging system in Equation (3.9)
resembles the simple kriging system from Equation (3.7).
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Having computed the ordinary kriging weights, the kriging mean and vari-
ance estimate can be computed as:
Z∗OK(u0) =
∑
i∈N
λi Z(ui),
σ2OK(u0) = C(0)−
∑
i∈N
λi C(ui − u0)− µ.
The ordinary kriging mean is computed from Equation (3.3) using the non-
biased condition in Equation (3.8).
3.3.3.3 Universal Kriging
Universal kriging proposed by Journel and Huijbregts (1978) is also known
as kriging with a trend. The latter name was introduced by Journel and
Rossi (1989) and is by some considered the more suitable.
Universal kriging assumes a trend model that is a linear combination of k
trend functions. The coefficient for each trend function fj(u) is unknown
and assumed constant within neighbourhoods similar to the unknown trend
for ordinary kriging.
Universal kriging imposes the following constraints to ensure the kriging
estimator is non-biased:∑
i∈N
λifj(ui) = fj(u0) for j = 1, . . . , k. (3.10)
Universal kriging gives rise to the following linear system of equations:(
K F
FT 0
)(
λ
µ
)
=
(
k
f
)
, (3.11)
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where:
F =
f1(u1) · · · fk(u1)... ... ...
f1(un) · · · fk(un)
 ,
f =
f1(u0)...
fk(u0)
 .
Also µ = (µ1, . . . , µk)T is a vector of Lagrange parameters for the con-
straints in Equation (3.10) and 0 is the appropriately sized matrix of all
zeros. The lower block row of the universal kriging system in Equation 3.11
consists of the constraints from Equation (3.10).
Having computed the universal kriging weights, the kriging mean and vari-
ance estimate can be computed as:
Z∗UK(u0) =
∑
i∈N
λi Z(ui),
σ2UK(u0) = C(0)−
∑
i∈N
λi C(ui − u0)−
k∑
j=1
µjfj(u0).
The universal kriging mean is computed from Equation (3.3) using the set
of constraints from the lower block row of the kriging system in Equation
(3.11).
3.3.3.4 Example of Kriging Estimators
To illustrate the differences between the three types of kriging estimators
simple kriging, ordinary kriging and universal kriging, we have generated
a one-dimensional data set with nine data points. Each of the three types
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Figure 3.1: Example of the different types of kriging estimators.
of kriging has been used to interpolate the data and the resulting kriging
estimates as well as original data are shown in Figure 3.1.
The data is Gaussian distributed with mean value 0 and variance 1. For
all three types of kriging we assume a spherical covariance function with
a range of 1 and we add a nugget effect of 20% of the sill. The presence
of a nugget term in the covariance function becomes clear by the kriging
estimates not interpolating the data points exactly.
The choice of trend model becomes most clear when we estimate in locations
far from the locations of the data points. This is the case both when we
interpolate in areas with low density of data or when we extrapolate beyond
the data points. The trend term of the kriging estimator then dominates
the kriging estimate causing it to converge to the trend model.
The simple kriging estimate is at all times pulled towards the constant mean
of 0. This also means that extrapolating results in constant estimates equal
to the trend.
The ordinary kriging estimate assumes a constant trend within each neigh-
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bourhood. We have chosen to let a neighbourhood consist of the three
nearest data points. This causes the kriging estimate to become discontin-
uous when the set of the nearest data points changes. It also results in the
kriging estimate converging to different values extrapolating left and right
of the data points. The trend to the left is higher than the trend to the
right, as the first three data points have higher values then the last three
data points.
The universal kriging assumes a linear trend. Based on the observed data
this appears to be the most suitable of the three trend models. The universal
kriging estimator is, when the density of data is high, not that different from
the previous estimates. However, when the data points are further apart,
the choice of a non-constant trend model is clear, as it, unlike the two
previous estimators does not pull the estimates towards a constant. When
extrapolating, the universal kriging estimate converges to a straight line.
Opposite to ordinary kriging, we have used all data points for estimating
in all locations. This means, the coefficients of the linear trend function
are constant in the entire domain and it is the same linear trend model the
kriging estimate converges to when extrapolating left or right of the data.
3.4 Other Aspects of the Method
After having presented the idea leading to development of the method and
its key elements we will now go into details with various aspects of the
method. This section elaborates on the steps in the outline of the method
from Section 3.2 and discusses the choices made.
3.4.1 Normal Score Transformation
Kriging estimation assumes that the data zi for i = 1, . . . , n are samples
from a Gaussian distribution. This is rarely the case for rock properties
51
3. Kriging Interpolation in Attribute Space
that, for instance, can be characterised by positive values. This is the case
with porosity, where porosity levels by definition are between 0 and 1.
Before performing kriging interpolation the data is therefore transformed
such that it represents samples from a Gaussian distribution. This is done
by a normal score transformation (Goovaerts, 1997).
Figure 3.2 shows an example of applying a normal score transformation.
Figure 3.2a shows the original, clearly non-Gaussian data. The data could,
for instance, be describing a rock property of the subsurface that variates
around either a low or a high value. This type of distribution is typical
for rock properties such as porosity and permeability. These will vary lo-
cally in different regions of the subsurface, and the regions will either be
characterised by low values because they are not porous / low permeable or
characterised by high values as they are highly porous / high permeable.
The cumulative distribution of the data is seen in Figure 3.2c. Also this
reveals that the data does not follow a Gaussian distribution. We now
apply a normal score transformation to the data. Figure 3.2b shows a
histogram of the normal score transformed data and Figure 3.2d shows
its cumulative distribution. Both show that the transformed data indeed
follows a Gaussian distribution.
Normal score transformation proceeds in three steps (Goovaerts, 1997):
1. The n data points are ranked from smallest to largest and assigned
the ranks 1, 2, . . . , n.
2. The sample cumulative frequency p∗k of the data point with rank k is
computed as:
p∗k =
k − 0.5
n
.
Alternatively, in case the data is not evenly distributed declustering
can be performed by assigning unequal weights to the data points.
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(a) Histogram of original data (b) Histogram of transformed data
(c) Cumulative distribution of the
original data
(d) Cumulative distribution of the
normal score transformed data
Figure 3.2: Example of a normal score transformation. The original data and
its cumulative distribution is shown to the left. The normal score transformed
data and its cumulative distribution is shown to the right. As an example, we
see by comparing the cumulative distributions that a data point with original
value of 0.6 is transformed into a normal score value of approximately 0.25.
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3. The normal score transform of the data point with rank k is matched
to the corresponding p∗k-quantile of the standard Gaussian cumulative
density function.
A feature of the normal score transformation is that the probability of being
either smaller than the lowest data point or greater than the highest data
point is zero. The normal score transformation can also be modified such
that these limits are provided by the user and not determined automatically
from the data.
As the kriging interpolation is performed of the normal score transformed
rock property values, the kriging estimates and standard deviations do not
have the same unit as the well log data. The kriging estimates and lower
or upper limit of confidence intervals must be back-transformed using the
inverse transformation of the normal score transformation before they can
be interpreted.
3.4.2 Orthogonal Transformations
A properly chosen orthogonal transformations is a widely used tool to ex-
plore the underlying structure in a multidimensional data set. The higher
the dimension of the data set, the more complicated it is to analyse the
data and detect, for instance, correlation between multiple variables. It is
a topic often thoroughly treated in text books on multivariate statistical
analysis such as the work by Anderson (1984).
Basically, orthogonal transformations are used to identify a suitable lower-
dimensional subspace and approximate the data in this space. An orthogo-
nal transformation projects the data onto a subspace spanned by uncorre-
lated variables that are linear combinations of the original variables. The
new set of variables are usually referred to as components. Using the same
number of components as the number of original variables would yield a
complete description of the data. Whereas, reducing the number of compo-
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nents used to describe the data results in an approximation of the original
data.
The goal for any orthogonal transformation is to construct the components
wisely. The resulting approximation of data should contain as much infor-
mation from data as necessary while using as few components as possible.
An orthogonal transformation can also reveal if the data only spans a sub-
space of the high-dimensional space in which it lives. For two- or three-
dimensional data this can be determined simply by plotting the data, but
for higher-dimensional data this is no trivial task. However, it is easily
determined using an appropriate orthogonal transformation and inspecting
the last components. If the data is in fact only spanning a subspace of the
high-dimensional space, the last components will contain no information.
Also depending on the quality of the data, the last number of components
might only describe the noise in data. In that case, an orthogonal transfor-
mation of the data will map it into a lower-dimensional subspace by filtering
out the noise. This can be done without any significant loss of information.
In connection with kriging interpolation in attribute space we have applied
two different orthogonal transformations that we will now discuss.
3.4.2.1 PCA Transformation
Principal component analysis (PCA) as formulated by Hotelling (1933) is
a very common technique used in applications in many different fields1. It
approximates a data set by a new set of variables called principal compo-
nents. Each principal component is constructed such that it accounts for as
much variation in the data as possible. This means, that the first principal
component holds the most information of the data, the second component
holds the second most information etc.
1PCA is closely related to singular value decomposition (SVD) which is a technique
well-known in the field of scientific computing (Golub and Reinsch, 1970)
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The ith PCA component vi is defined as a linear combination of the seismic
attributes collected in the data matrix, U:
vi = Uα
∗.
The vector of coefficients, α∗, is the optimal solution to the following opti-
misation problem (Hastie et al, 2009):
max
α
Var {Uα} (3.12)
w.r.t. ‖α‖2 = 1, (3.13)
vTj Uα = 0, for j = 1, . . . , i− 1. (3.14)
The constraint in Equation (3.13) normalises the coefficient vector to ensure
a unique solution. For all but the first component, the set of constraints
in Equation (3.14) ensures that the ith component is orthogonal to the
previously computed components v1, . . . ,vi−1.
Whereas the PCA transformation is well-suited to discover the structures of
a high-dimensional data set our objective is to improve the interpolation of
the rock property in the high-dimensional seismic attribute space. Applying
PCA of the seismic attribute space would be based on a assumption that
the variation in the seismic data is key to successfully describe the variation
in the rock property. This might, generally, be a valid assumption. On the
other hand, we cannot know if the PCA transformation emphasises variation
in data that is not useful when describing the rock property.
3.4.2.2 PLS Transformation
The lack of inclusion of the dependant data to the PCA transformation
makes us turn to another orthogonal transformation, namely the one known
from partial least squares (PLS) regression developed by Wold (1966)2. As
2PLS is equivalent to the conjugate gradient method used in the field of numerical
analysis (Wold et al, 1984)
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the following will show, PLS transformation is to some extent similar to
PCA transformation. It has also been used in applications in a variety of
fields; it was originally used in the social sciences and today it is widely
used in chemometrics.
The ith PLS component pi is defined as a linear combination of the seismic
attributes collected in the data matrix, U:
pi = Uα
∗.
Again the vector of coefficients α∗ is determined as the optimal solution to
an optimisation problem. The optimisation problem is similar to that of
Equation (3.12), which determines the coefficient vectors for PCA compo-
nents. However, as PLS takes the dependant data, z, into account another
factor has been inserted in the objective function (Hastie et al, 2009):
max
α
Var {Uα} Corr2 {z,Uα} (3.15)
w.r.t. ‖α‖2 = 1,
pTj Uα = 0, for j = 1, . . . , i− 1.
The optimisation of objective in Equation (3.15) is done with respect to a
set of normalisation and orthogonality constraints similar to the constraints
from PCA.
3.4.2.3 Example of Orthogonal Transformations
Figure 3.3 shows a set of n = 100 data points located in a two-dimensional
space. The value of the data points can be inferred from the colour bar. The
data has been generated as a linear combination of the coordinates plus a
random Gaussian noise component. Applying linear regression to the data
in the two-dimensional space yields an average residual of 0.76. We will
now show the effect of reducing the two-dimensional coordinate space to a
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Figure 3.3: The figure shows a set of data points where each data point is
assigned a value according to the color bar and a set of coordinates (u1, u2).
The value of a data point depends on its coordinates as well as random noise
of type Gaussian.
one-dimensional subspace. We will apply both a PCA transformation and
a PLS transformation, and discuss the differences in the results.
Figure 3.4 shows linear regression in the one-dimensional transformed coor-
dinate subspace. The coordinate space has been transformed using respec-
tively a PCA transformation (3.4a) and a PLS transformation (3.4b). The
one-dimensional space are then spanned by the first component vectors v1
and p1, respectively.
To evaluate the performance of the linear regression we compute the correla-
tion between the data values and the estimated data values, Corr
{
z, zest
}
,
and the average absolute residual, E
{|z− zest|}. These are defined as fol-
lows:
Corr
{
z, zest
}
=
n
∑
ziz
est
i −
∑
zi
∑
zesti√
n
∑
z2i − (
∑
zi)
2
√
n
∑
(zesti )
2 − (∑ zesti )2 , (3.16)
E
{|z− zest|} = 1
n
∑
|zi − zesti |. (3.17)
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(a) PCA transformation (b) PLS transformation
Figure 3.4: Linear regression of the data z performed in the reduced 1D
transformed coordinate subspace spanned by the first component p1 created by
either a PCA transformation (left) or a PLS transformation (right). Table 3.1
shows the evaluation of the linear regression for each of the two cases.
1D space PCA 1D space PLS full 2D space
Corr
{
z, zest
} −0.70 0.78 0.80
E
{|z− zest|} 0.91 0.80 0.76
Table 3.1: The performance of linear regression in a low-dimensional (1D)
transformed coordinate subspace, transformed using either PCA or PLS, com-
pared to linear regression in the full 2D coordinate space. The table shows the
correlation coefficient between the data z and the estimated values zest and the
average value of the absolute residuals.
The sums in Equations (3.16) and (3.17) run over all i ∈ {1, . . . , n}, as
z, zest ∈ Rn. Table 3.1 shows the results for each of the one-dimensional
cases as well as for linear regression in the full two-dimensional coordinate
space.
The correlation coefficients for the 1D regression are −0.70 and 0.78, re-
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spectively. The correlation coefficient for linear regression in the full 2D
coordinate space is 0.80. Considering the amount of data it is implausible
that the data has been over-fitted and the correlation coefficient from the
2D case can be viewed as an upper limit for what we can achieve at best.
This illustrates exactly the main feature of the PLS transformation, namely
that it creates components that correlate well with the dependant data.
However, high correlation by itself is not satisfactory unless the linear re-
gression benefits from it. To determine if this is the case we look at the
average absolute residual defined in Equation (3.17). Again, the average
absolute residuals achieved by linear regression in the full 2D coordinate
space acts as a limit, and as expected it is lower than for both the 1D cases.
We also notice that the PLS transformation results in an estimation error
that is significantly smaller than when using the PCA transformation.
We can conclude that the PLS transformation is significantly better than
the PCA transformation, when it comes to creating a lower-dimensional
coordinate subspace suitable for performing linear regression. The reduction
of dimensions implies a loss of information. It might also be that it filters
out noise; that will typically be more evident for high-dimensional data
sets. However, the PLS transformation causes a smaller loss of valuable
information and it therefore yields more accurate results.
This example illustrates the motivation behind using a PLS transformation
of the seismic attribute space rather than the well-known PCA transforma-
tion. The latter was used in the original conference paper in Appendix A.
Especially when combined with universal kriging with a linear trend, a PLS
transformation seems like a very interesting choice. We refer to the paper
in Appendix G, where the PLS transformation has been applied to a case
study of predicting porosity levels in the South Arne Field.
3.4.3 Reduction of the Transformed Attribute Space
Having decided on the type of orthogonal transformation for transforming
the seismic attribute there is still an important question left to answer.
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That is, what is the proper number of components to include, i.e., what
should the dimension of the reduced coordinate space be. The compromise
is between loss of information by leaving out components (which in the
best case can be reduced to filtering out noise but in the worst case means
loosing out on valuable information), and including too many components,
which means increasing the computational complexity without improving
the results.
In the illustrative example from Figure 3.4 the choice of dimensionality
of the transformed and reduced attribute space was trivial as the original
coordinate space was only two-dimensional. This is not the case for actual
seismic data.
Both PCA transformation and PLS transformation can provide a measure
of how well the data is approximated by the components. For instance, for
PCA the components are the eigenvectors of the sample data covariance
matrix. The percentage of data explained by a subset of the components is
equal to the ratio of the sum of their eigenvalues to the sum of all eigenvalues.
Such a measure can provide an indication as to how many components are
sufficient to approximate the data, although it does not take estimation
abilities into account.
The statistical technique known as cross-validation is widely used to asses
how the results of a statistical analysis will generalise to an independent
data set. The technique can also be used as a guidance for choosing the
appropriate number of components for our interpolation method.
A rough scheme for cross-validation to determine the optimal dimension of
the transformed and reduced attribute space based on m seismic attributes
is provided by Algorithm 1.
The estimation in the core of the algorthm can be done by linear regression,
which is computationally simple and can be done relatively fast even for
large number of data sets.
The optimal number of components is typically chosen as the one resulting
in the smallest estimation error. However, it can also be chosen as the small-
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Algorithm 1: Cross-validation
Input: Dependant data and the m components.
Output: Optimal number of components to include, m̂∗.
Randomly divide the data into K subsets.
for For each possible number of components m̂ ∈ {1, 2, . . . ,m} do
for For each data subset k ∈ {1, 2, . . . ,K} do
Estimate the data of the kth subset using only the remaining
K − 1 subsets.
Compute the estimation error.
end
Compute the average estimation error when using m̂ components,
i.e. the average of the K estimation errors just computed.
end
Plot the average estimation error as a function of the number of
components m̂.
Choose the optimal number of components m̂∗.
est number of components achieving an estimation error of an acceptable
level. Which error level is acceptable of course depends on the problem at
hand. One can use the lowest achievable estimation error as a target and
then accept a certain deviation from this.
A less elegant solution is that applied in the work in Appendix G. Here
kriging interpolation is carried out for every number of components and an
estimation error based on a blind data set is computed. The behaviour of
this estimation error as a function of the number of components is then
discussed. This is an elaborate approach that is only possible when a large
amount of data is available and whose feasibility depends on the computa-
tional complexity of the problem.
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3.4.4 Maximum Likelihood Estimation of Covariance
Parameters
The optimal parameters of the covariance function appearing in Equations
(3.5) and (3.6) are determined using maximum likelihood estimation. We
will use the MLE approach of Pardo-Igúzquiza (1997, 1998). In Pardo-
Igúzquiza (1998) several techniques for MLE are compared (Samper and
Neuman, 1989a,b,c; Kitanidis and Lane, 1985; Diggle et al, 2003).
A spatial variable can typically be divided into two components. One is
a low-frequent trend component and the other is a high-frequent residual
component. The trend component is usually assumed to be a linear com-
bination of basis functions, such as low-order polynomials, with unknown
coefficients. When performing universal kriging in a seismic attribute space
with a linear trend model we can write the trend as:
m(u) =
(
1 uT
)
β.
Here β ∈ Rm+1 is the vector of unknown coefficients of the basis functions
describing the trend m(u). The trend values for the known data is then(
e U
)
β = Xβ.
The residual component, z−Xβ, is characterised statistically by its covari-
ance function. The parameters θ of the covariance function C is inferred
using maximum likelihood estimation, i.e., they are defined as the set of
parameters θ∗ maximising the likelihood of obtaining the data z given the
trend model and the covariance function.
Assuming the data z follows a multivariate Gaussian distribution the con-
ditional pdf of the data is defined as:
p(z|β,θ) = (2pi) 2n |V|− 12 exp
(
−1
2
‖z−Xβ‖2V
)
. (3.18)
Here |V| is the determinant of the covariance matrix of the of the data
with covariance parameters θ. The V-norm of a vector a is defined from
‖a‖2V = aTV−1a.
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Factorising the covariance matrix as V = σ2Q and using σ2 as the variance
of the residual, Equation (3.18) is equivalent to:
p(z|β, σ2,θ) = (2pi) 2nσ−n|Q|− 12 exp
(
− 1
2σ2
‖z−Xβ‖2Q
)
.
This pdf gives rise to the following negative log-likelihood function:
L(β, σ2,θ|z) = n
2
ln 2pi + n lnσ +
1
2
ln |Q|+ 1
2σ2
‖z−Xβ‖2Q. (3.19)
The negative log-likelihood function is minimised for:
β∗ =
(
XTQ−1X
)−1
XTQ−1z, (3.20)
σ2
∗
=
1
n
‖z−Xβ‖2Q. (3.21)
The optimal coefficients β∗ defined by Equation (3.20) is the generalised
least squares estimate of β. The optimal residual variance σ2∗ is obtained
by differentiating the negative log-likelihood function in Equation (3.19)
with respect to σ2 and setting the derivative equal to 0.
Inserting Equation (3.20) and (3.21) into the negative log-likelihood function
in Equation (3.19) yields a function of only the covariance model parameters
θ:
L(β∗, σ2∗,θ) =
n
2
ln 2pi +
1
2
ln ‖z−Xβ∗‖2Q −
n
2
lnn+
1
2
ln |Q|+ n
2
.
The optimal covariance parameters θ∗ are then determined as:
θ∗ = argmin
θ
L(β∗, σ2∗,θ)
= argmin
θ
{
ln ‖z−Xβ∗‖2Q(θ) + ln |Q(θ)|
}
. (3.22)
Standard software for optimisation such as the Optimization Toolbox for
Matlab can be used to compute the optimal covariance parameters θ∗. See
Lophaven et al (2002) for a discussion of the numerical aspects of computing
the optimal covariance parameters in Equation (3.22).
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3.5 Examples in Papers
The method of kriging in a transformed and reduced attribute space was
first presented in an extended abstract in the proceedings from the 14th
IAMG Conference, 2010. This work is listed in Appendix A and it provides
an introduction to the method as well as a test case, where data from the
South Arne Field is analysed. The data is provided by Hess Corporation.
The main difference between this work and the work presented in the pri-
mary paper in Appendix G is the choice of orthogonal transformation of the
seismic attribute space. The work in Appendix A uses principal component
analysis.
The partial least squares transformation is first introduced in a paper pre-
pared for submission to Geophysics. The paper can be seen in Appendix
G. Also this paper presents the test case from the South Arne Field in the
Danish part of the North Sea.
3.6 Summary
This chapter presented a method for efficient prediction of rock proper-
ties using seismic data. We introduced the interpolation problem, which
is well-known in seismic exploration. We discussed how it has been solved
previously in the literature by use of different interpolation methods. We
then explained the motivation leading to our approach of interpolating in a
space spanned by not just spatial coordinates but also seismic attributes.
We provided a clear outline of the method followed by a discussion of the
data and interpolation method of which its is based. We discussed how
the method is made efficient by use of an orthogonal transformation to
approximate the high-dimensional seismic data. The transformation implies
that redundant information from correlated seismic attributes are filtered
out. This allow for a reduction of dimensionality of the space in which the
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interpolation is performed which reduces the computational complexity of
the method.
We discussed non-trivial details of the method such as various transforma-
tions of both the rock property data and seismic data, how cross-validation
can be used to determine the optimal dimension of the subspace used to
approximate the seismic data, and how maximum likelihood estimation can
be used to determine the optimal parameters of the covariance models of
the kriging estimator.
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CHAPTER 4
The Frequency Matching
Method
A key contribution of this study has been the development of what is now
known as the Frequency Matching (FM) method, which is an example of
using multiple-point statistics as a priori information when solving inverse
problems. The literature review in Chapter 1 revealed the need for a method
that can be used to compute the maximum a posteriori (MAP) solution to
an inverse problem incorporating multiple-point statistics as prior informa-
tion, as discussed in Chapter 2.
This chapter supports the work described in the primary paper on the Fre-
quency Matching method, see Appendix C. The chapter provides a brief in-
troduction to the FM method. It defines the notation and terminology nec-
essary to formulate the method. It then presents an outline of the method.
And finally, we discuss interesting aspects of the method.
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4.1 Introduction
We assume a classical inverse problem as discussed in the beginning of
Chapter 2, where the non-linear forward operator, g, is known and we wish
to determine the model parameters that map to a set of data observations,
dobs. Applying the Bayesian approach leads to the formulation of the a
posteriori pdf of the model parameters in Equation (2.2). Defining a closed
form expression for the a priori probability distribution, ρm(m), enables us
to use optimisation methods to compute the MAP model given by Equation
(2.5).
The FM method is applied to an inverse problem associated with a forward
problem like the one from Equation (2.1) and with the Gaussian likelihood
function from Equation (2.3).
The prior information on the multiple-points statistics of the models is
typically available in a training image. The a priori pdf then assesses how
likely it is that a given model m, has the same multiple-point statistics as
the training image. The FM method assumes an a priori pdf defined as:
ρm(m) = const exp (−α f(m)).
Here f is a distance function measuring the distance from an image with
the model parameters m to the training image.
The FM model is then defined as the model maximising the a posteriori
pdf. Often the more simple but equivalent formulation is used:
mFM = argmin
m
{− log σm(m)} . (4.1)
This definition of the prior probability distribution leads to formulation of
a combinatorial optimisation problem which will be solved by use of the
meta-heuristic Simulated Annealing.
Appendix F holds a paper of the Fortran implementation of the Frequency
Matching method. This version is the one that has been used for the test
case presented in the paper seen in Appendix C.
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4.2 Notation and Terminology
Before formally presenting the FM method we will go though some notation
and terminology that is needed in order to formulate the method.
4.2.1 Training Image
The training image is fundamentally central in the frequency matching
method. It represents a priori knowledge and thereby it represents the
expectations we have of the computed solutions. Journel and Zhang (2006)
seeks to give a definition of a training image as a conceptual description
of a random process that discloses the prior multiple-point statistics of a
model. The training image is assumed to be representative of the random
process. Stochastic simulation methods then, for instance, seek to sample
other realisations of the same random process.
The training image is representing a priori knowledge and is therefore only
reflecting expectations of the model based on previously processed data and
other experiences. It is independent of any new data that needs processing
and it will therefore not itself be conditioned or capable of conditioning
models on such new data.
Regarding the size of the training image, the general consensus is that it
should be chosen relative to the size of the structures it describes. Strebelle
(2002) recommends choosing a training image that is at least twice as large
as the biggest spatial structures it describes. Journel and Zhang (2006) is a
bit more vague and only states it should be sufficiently large for ergodicity
reasons.
The frequency matching method does not need a training image, only the
multiple-points statistics that it describes. In the FM method these are
represented by frequency distributions which are to be defined in the Section
4.2.2. In the case that such data is available, the training image itself is not
needed.
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4.2.2 Basic Image Assumptions
Consider an image Z = {1, 2, . . . , N} with N voxels (or pixels if the image
is only two-dimensional). Each voxel belongs to one out of v categories.
We introduce the N variables, z1, z2, . . . , zN , where zk describes the value
of the kth voxel of the image, hence zk ∈ {0, 1, . . . , v − 1} .
It is assumed that the image is a realisation of an unknown, random process
satisfying the following three conditions.
1. There exists a subset of the image that we will denote as the neigh-
bourhood of voxel k, Nk. The value of the kth voxel is then condi-
tionally independent of all voxels not in its neighbourhood. Voxel k
itself is not contained in the neighbourhood. Let zk be a vector of the
variables describing the values of the ordered neighbouring voxels in
Nk. The conditional independence then implies:
fZ (zk|zN , . . . , zk+1, zk−1, . . . , z1) = fZ (zk|zk) .
2. An image of infinite size has neighbourhoods of identical geometrical
shapes. Let (kx, ky, kz) denote the spatial coordinates of voxel k in the
image, and similarly let (lx, ly, lz) and (nx, ny, nz) be the coordinates
of voxel l and n, respectively. Then the following holds:
(nx, ny, nz) ∈ Nk ⇒ (nx−kx+lx, ny−ky+ly, nz−kz+lz) ∈ Nl.
3. We assume ergodicity. That means, if the neighbouring voxels of two
voxels k and l, have the same values, i.e., the vectors zk and zl are
element-wise identical, then the variables describing the values of voxel
k and voxel l follow the same conditional probability distribution:
zk = zl ⇒ fZ (zk|zk) = fZ (zl|zl) .
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4.2.3 Template Function
We define the template function ω as a function that given any voxel k,
returns the set of its neighbouring voxels Nk, i.e., Nk = ω(k).
4.2.4 Inner Voxels
The second condition concerning images of infinite size is, of course, not ap-
plicable in practice. From Section 4.2.1 we know that the image is expected
to be significantly larger than the structures it describes and therefore also
larger than the neighbourhoods.
Due to the finite size of an image we distinguish between two different kinds
of voxels; voxels are either inner voxels or non-inner voxels. The set of inner
voxels is defined as follows:
Zin =
{
k ∈ Z : |Nk| = max
l∈Z
|Nl|
}
.
From this definition follows that inner voxels have the largest neighbour-
hoods of all voxels in an image. Assuming the size of an image is strictly
greater than the size of a neighbourhood, the neighbourhoods of inner vox-
els are all geometrically identical. Let n be the number of voxels in the
neighbourhood of an inner voxel, i.e.:
n = max
k∈Z
|Nk|.
4.2.5 Patterns
Each inner voxel is surrounded by identically shaped neighbourhoods. This
gives rise to the concept of patterns. The value of an inner voxel and the
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values of its neighbouring voxels is interpreted as a pattern, where the inner
voxel itself will be denoted the centre of the pattern. An inner voxel is
assigned a pattern value, pk. The pattern value is a unique identifier of the
pattern and must be chosen according to the implementation.
Figure 4.1 shows an example of patterns in a two dimensional image con-
sisting of 54 voxels. The template function defines a neighbourhood as
follows:
Nk = {l ∈ Z \ k : |lx − kx| ≤ 1, |ly − ky| ≤ 1} . (4.2)
This template function, that marks the grey neighbouring pixels surround-
ing pixel k in the lower left corner of the figure, yields patterns of nine
pixels. Using the template function from Equation (4.2) it means the image
has 28 inner pixels. The patterns that they are each the centre of can be
seen to the right in the figure.
A straightforward choice of pattern value is a vector of the voxel values
themselves, which is a number in the base v numeral system. Another choice
is the corresponding number in the base 10 numeral system. Depending on
the choice, the pattern of voxel 10 from Figure 4.2 will then have pattern
value:
p10 =
{
011001001 (base v numeral system),
201 (decimal numeral system).
Notice how the pattern value depends not only on the values of the neigh-
bouring pixels in z10 but also on the value of the centre pixel. (For v = 2
the base v numeral system is binary numbers.)
A pattern value is uniquely determined by the value of an inner voxel and the
values of the n voxels in its neighbourhood. For an image with v categories
there are no more than vn+1 different pattern values.
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k
← Nk
Neighborhood
Image Patterns
Figure 4.1: Example of patterns found in an image where the template func-
tion returns up to 8 closest neighbours of a pixel, resulting in patterns that
have geometrical shapes of 3 by 3 subimages. Notice how the patterns are
overlapping, i.e., the picture is fully described by only the patterns marked with
red.
Pattern of pixel 10Categories
: zk = 0
: zk = 1
Pixel values
z10 = 0
z10 = (0, 1, 1, 0, 1, 0, 0, 1)
Figure 4.2: Example of possible assignments of pattern values of a pattern
found in the image in Figure 4.1. The pixels are numbered column-wise starting
in the upper left corner, meaning the 10th pixel is found in the 4th row 2nd
column of the image.
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4.2.6 Frequency Distributions
The frequency distribution of patterns of an image is the distribution of
pattern values. It is generated by scanning through the set of inner voxels,
extracting their neighbourhood, and computing their pattern values.
The frequency distribution will typically be extremely sparse. There are
two main reasons for this: First, the number of possible patterns vn+1 is
typically much larger than the number of inner voxels |Zin|. Therefore, far
from all the possible patterns can be seen in an image. Second, images will
typically have a certain structure that the patterns capture. This structure
is exactly what we wish to reproduce. There will therefore be patterns that
do not appear in the image as they are not used in describing its structures.
A suitable training image will have many duplicates of patterns, otherwise
it is not chosen sufficiently big.
We will use the notation pi for a frequency distribution of an image:
pi = [pi1, pi2, . . . , pivn+1 ] ,
where pii is the count of appearances of the ith type of pattern in the image.
For the sake of notation we will use piTI when referring to the frequency
distribution of a training image. We define the mapping pω as the function
that takes as input an image and then returns its frequency distribution
with respect to the neighbourhood function ω, i.e., pi = pω(z1, z2, . . . , zN ).
Figure 4.3 shows non-zero entries of the frequency distribution of the image
in Figure 4.1. The image has two categories of pixels and the template
function in use yields patterns of n + 1 = 9 pixels. This means the total
number of patterns is 512. The frequency distribution in the figure shows
only counts of patterns that are present in the image. Only 25 different
patterns are found which is less than 5% of the possible number of patterns.
No pattern is found more than twice, which is due to the unrealistically small
size of the image.
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Figure 4.3: Frequency distribution of the image from Figure 4.1. The
colour of the bars represents the colour of the centre pixel zk of each pat-
tern. For instance, the patterns with index 5 have neighbourhood pixel values
zk = (1, 1, 0, 1, 0, 1, 0, 0). These are the patterns seen in the second row of the
two last columns to the right in Figure 4.1.
4.2.7 Distance Measure
The frequency distribution of a training image, piTI, is a way of representing
the training image by its multiple-point statistics. Using this multiple-point
statistics as a priori knowledge when solving inverse problems means we need
a way of determining the similarity of images by comparing their frequency
distributions.
To define how similar an image is to a training image we introduce a dissim-
ilarity function. This expresses the dissimilarity of the images by computing
the distance between their frequency distributions. The Euclidean distance
has been used without further explanation by Peredo and Ortiz (2010), who
focused on the computational speed-up that could be gained by parallelis-
ing the simulated annealing scheme. They fail to reproduce the higher-order
statistics of the images in the sense that their computed solution does not
show the channel structures seen in the training image. However, the re-
sults indicate that using a weighted two-norm is to be preferred over just the
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Euclidean distance. So even though none of these choices seem favourable,
they show that the choice of dissimilarity function is important.
We have looked for inspiration in the literature, and our choice ended on
the distance used by the chi-square test for homogeneity by Sheskin (2004).
Given two (or more) samples that each consist of a number of categorical
observations, it can be used to test for homogeneity in the distribution of
observations.
It is assumed that each of the samples is drawn independently from an
unknown underlying population. The test then determines if the data is
homogeneous, i.e., if the proportion of observations in each category is con-
sistent in the two samples. We interpret this, letting the image and the
training image each be a sample. Each pattern in the images counts as an
observation. We then seek a measure of how similar the proportion of obser-
vations is in each of the two images. If the images have similar proportions
of patterns they will have the same multiple-point statistics, and vice versa.
The statistical test has some requirements that should be satisfied in order
for the distance to be χ2 distributed. However, as we do not wish to per-
form the statistical test but merely use the distance measure, we are not
concerned with these.
As first presented by Lange et al (2012), given the frequency distribution of
an image, pi, and of a training image, piTI, and by letting
I = {i ∈ {1, . . . , vn+1} : piTIi > 0} ∪ {i ∈ {1, . . . , vn+1} : pii > 0} , (4.3)
we can compute what we define as the dissimilarity function value of the
image:
c(pi) = χ2(pi,piTI) =
∑
i∈I
(piTIi − TIi )2
TIi
+
∑
i∈I
(pii − i)2
i
. (4.4)
Here i denotes the count from the underlying distribution of patterns with
the ith pattern value for images of the same size as the image. Likewise,
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TIi denotes the count from the underlying distribution of patterns with the
ith pattern value for images of the same size as the training image. These
counts are computed as:
i =
pii + pi
TI
i
nZ + nTI
nZ , (4.5)
TIi =
pii + pi
TI
i
nZ + nTI
nTI, (4.6)
where nZ and nTI are the total number of counts of patterns in the fre-
quency distribution of the image and the training image, respectively. We
notice when comparing frequency distributions of images of the same size,
the counts from the underlying distributions become identical, and are com-
puted as the average of the counts from the two frequency distributions.
4.3 Outline of the Frequency Matching Method
Based on the definition of the FM model from Equation (4.1) we define
the Frequency Matching method for solving inverse problems formulated as
least squares problems using multiple-point statistics as a priori information
as the following optimisation problem:
min
z1,...,zN
‖dobs − g(z1, . . . , zN )‖2Cd + α c(pi) (4.7)
w.r.t. pi = pω(z1, . . . , zN ),
zk ∈ {0, . . . , v − 1} , for k = 1, . . . , N,
where c(pi) is the dissimilarity function value of the image defined by Equa-
tion (4.4) and α is a weighting parameter. The forward operator g, which
traditionally is a mapping from model space to data space, also contains
the mapping of the categorical values zk ∈ {0, . . . , v − 1} for k = 1, . . . , N
of the voxels into the model parametersm that can take v different discrete
values.
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The parameter α acts as a regularisation parameter. It is highly dependent
on the problem at hand and the user should choose it to balance the weight
of the data fit and and the multiple-point statistics of the solution.
Due to the large number of parameters and the highly non-linear behaviour
of the prior term in the misfit function from Equation (4.7) we propose to
use an heuristic approach for solving the optimisation problem. An obvi-
ous choice is to use simulated annealing that is a simple and intuitive yet
powerful meta-heuristic for solving combinatorial optimisation problems de-
veloped by Kirkpatrick et al (1983). Simulated annealing is a well-known
optimisation method that has been used within a wide variety of fields in-
cluding geosciences (Vestergaard and Mosegaard, 1991; Deutsch and Cock-
erham, 1994).
Algorithm 2 shows the outline of the FM method for solving inverse prob-
lems using an iterative optimisation approach such as simulated annealing.
Algorithm 2: The Frequency Matching Method
Input: Training image, ZTI, starting image Z
Output: Maximum a posteriori image ZFM
Compute frequency distribution piTI of training image
Compute frequency distribution pi of starting image
while not converged do
Compute perturbed image Z based on Z
Compute frequency distribution pi of perturbed image Z
if accept the perturbed image then
Set Z ← Z and pi ← pi
end
end
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4.4 Large-Scale and Implementation Aspects
The FM method was developed to model the subsurface of a reservoir. As
the reader can surely imagine, this is a large scale problem easily contain-
ing millions of variables. It is essential that careful effort is put into the
implementation design. Otherwise, we quickly must surrender to out of
memory-error messages and unacceptable computation times.
The complexity of the method depends not only on the number of model
parameters but also on the number of voxels in a pattern and thereby on n.
A naive Matlab implementation will fail at five by five patterns for a two
dimensional test case. This illustrates the need for careful considerations of
how to deal especially with the computation of the frequency distributions.
In this section we will discuss precautionary measures that can, and in
some cases should, be taken when applying the FM method to a large scale
case. Some of the measures are already included in the current version of
the Fortran implementation. (The papers in Appendix C and Appendix F
discuss some of these. Others are only discussed here.)
4.4.1 Optimal Pattern Size
The size and shape of the patterns depend on the choice of the neighbour-
hood function ω. Choosing this is no trivial task. The patterns should be
big enough to capture the large scale structures of the image but at the
same time the complexity of the FM method is dependent on the size of
the patterns. The assumptions, discussed in the beginning of this chapter,
on which the FM is developed do not set any limitations on the geomet-
rical shape of the neighbourhoods. The most common choice of pattern
shape in MPS techniques is, however, the hyper-rectangular pattern of size
(2∆x+1) × (2∆y+1) × (2∆z+1) voxels resulting from the neighbourhood
function:
Nk = {l ∈ Z \ k : |lx − kx| ≤ ∆x, |ly − ky| ≤ ∆y, |lz − kz| ≤ ∆z} ,
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where ∆x,∆y,∆z ∈ N. This choice of neighborhood function ensures sym-
metry in the neighbourhoods, i.e., for any two inner voxels k and l holds
k ∈ Nl ⇔ l ∈ Nk.
A recent study in stochastic simulations of patterns (Honarkhah, 2011) pro-
vides a generic method to determine the optimal size of patterns. In this
study the overall idea resembles that of the SNESIM algorithm only instead
of simulating one voxel value at a time the method simulates entire patterns.
The author has had the goal of developing a method with parameter free
learning. As the training image plays the same role in the FM method,
we can use the same framework to determine optimal pattern sizes. The
approach is based on the work by Mackay (2003) that uses entropy maps
to gain an insight into the features of an image.
The approach from Honarkhah (2011) consists of calculating the mean en-
tropy of patterns as a function of increasing pattern sizes. As demonstrated
by applying the method to training images with very different structure,
the entropy has a specific behaviour as a function of the pattern sizes and
this is used to determine the optimal pattern size. Optimal here is defined
as the minimal pattern size capturing the stationary features of the image.
The behaviour of the entropy is characterised by two stages. In the first
stage is seen a steep increase in entropy. This is while the pattern size has
not yet reached its optimum and increasing it further increases also the
information captured by the patterns. The second stage appears once the
pattern has increased above its optimal size. In this stage the entropy is
increasing at a much slower rate.
The point by which the behaviour of the increase changes, i.e., the tran-
sition point between the first and the second stage is determined by use
of maximum likelihood estimation (MLE) as first introduced by Zhu and
Ghodsi (2006). The details are described in Honarkhah (2011) and here we
shall only say that the MLE yields the formulation of a profile log-likelihood
function of which the optimal pattern size is a maximiser.
Figure 4.4 shows an example of how the optimal pattern size can be deter-
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(a) Training image (b) Mean Entropy (c) Profile Log-Likelihood
Figure 4.4: Example of determining the optimal pattern size for the 250 pixels
by 250 pixels training image (TI) shown to the left. Let ∆x and ∆y be the
size of the patterns in the x and the y direction, respectively. As the image
is only two dimensional the pattern size in the z direction is ∆z = 1. The
neighbourhood function is chosen such that patterns become quadratic, i.e.
∆x = ∆y = ∆, and takes the values 3, 5, . . . , 29. The mean entropy of the
patterns in the image as a function of ∆ is shown in 4.4b. The optimal pattern
size is the one that maximises the profile log-likelihood shown in 4.4c. That is
seen to happen for ∆ = 15, which means the optimal choice is patterns that
consist of 15× 15 = 225 pixels.
mined for a given two dimensional training image. The approach assumes
quadratic patterns i.e., ∆x = ∆y, and since the training image is only two
dimensional ∆z = 1. Mean entropy as a function of pattern size can be seen
in Figure 4.4b and the profile log-likelihood in Figure 4.4c. It is seen that
the optimal pattern size is ∆x = ∆y = 8 which yields patterns consisting of
15× 15 = 225 pixels. This seems reasonable as the channels in the training
image are approximately 10 pixels wide and the patterns are therefore able
to capture the width as well as the direction of the channels.
However, as most training images describe structures with different varia-
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tion in different directions it would be interesting to expand this technique
to hyper-rectangular patterns.
4.4.2 Simulation of Neighbouring Images
A perturbed image is generated by erasing the values of all voxels in an
area, Dk, around voxel k. The voxel value, zl, for all voxels l ∈ Dk is then
re-simulated using sequential simulation conditioned upon the values of the
remaining voxels l /∈ Dk, as well as the already simulated values of voxels
in Dk.
In case some voxels should satisfy hard data constraints this should, of
course, be taken into consideration. Their values are then not allowed to be
erased and re-simulated but should instead be kept and used to condition
upon for re-simulation of other voxel values. These voxels are therefore
never contained in Dk for any k.
In order for the method to be computationally feasible the frequency distri-
bution of the new image, Z, should never be computed from scratch. Instead
the implementation must take advantage of the already known frequency
distribution of the image Z.
This approach is similar to the perturbation method for other multiple-point
algorithms such as the Sequential Gibbs Sampler (Hansen et al, 2012).
4.4.3 Partial Frequency Distribution
The definition of the dissimilarity function from Equation (4.4) has one
significant advantage. As previously discussed, the frequency distributions
are expected to be sparse implying a lot of the terms in the dissimilarity
function from Equation (4.4) will be zero. Yet the dissimilarity function
can be simplified further.
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It will be shown that the dissimilarity function value of a frequency distri-
bution, c(pi), given the frequency distribution of a training image, piTI, can
be computed using only entries of pi where the corresponding elements of
piTI are positive, i.e., those indices i where piTIi > 0. In other words, to
compute the dissimilarity function value of an image we need only to know
the counts of patterns in the image that also appear in the training image.
Computationally, this is a great advantage as we can disregard the patterns
in our solution image that do not appear in the training image and we need
not compute nor store the entire frequency distribution of our image.
The expressions of the counts for the underlying distribution, defined by
Equation (4.5) and Equation (4.6), are inserted in the expression for the
dissimilarity function:
c(pi) =
∑
i∈I
(
piTIi − TIi
)2
TIi
+
∑
i∈I
(pii − i)2
i
=
∑
i∈I
(√
nZ
nTI
piTIi −
√
nTI
nZ pii
)2
piTIi + pii
. (4.8)
This leads to the introduction of the following partition of the set I from
Equation (4.3):
I1 =
{
i ∈ I : piTIi > 0
}
,
I2 =
{
i ∈ I : piTIi = 0
}
.
The dissimilarity function from Equation (4.8) can then be written as:
c(pi) =
∑
i∈I1
(√
nZ
nTI
piTIi −
√
nTI
nZ pii
)2
piTIi + pii
+
nTI
nZ
∑
i∈I2
pii
=
∑
i∈I1
(√
nZ
nTI
piTIi −
√
nTI
nZ pii
)2
piTIi + pii
+
nTI
nZ
nZ −∑
i∈I1
pii
 , (4.9)
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using that
∑
i∈I pii = n
Z and that pii = 0 for i /∈ I.
4.4.4 Non-Inner Voxels
The definition of the frequency distribution of an image assigns to each
inner voxel a pattern. Recall that inner voxels have neighbourhoods of size
n and voxels that are not inner voxels have smaller neighbourhoods. Due
to identical geometrical shape of neighbourhoods, inner voxels are part of n
patterns plus the one they are the centre of, and voxels that are not inner
voxels are part of less than n patterns.
This means a voxel contributes differently to the frequency distribution
depending upon if it is an inner voxel or not. This does not influence
which image has the shortest distance to a training image. However, when
comparing the distance between several images and a training image, it does
influence in an undesirable way which image is closer to the training image.
Inner voxels are, so to speak, assigned a higher weight than non-inner voxels
and when iteratively minimising the distance to a training image they will
be given higher weight. The optimisation therefore prioritises that inner
voxels are part of patterns found in the training image; less so, that non-
inner voxels are.
Regardless of choice of iterative solution method, the optimisation will focus
on inner voxels rather than non-inner voxels. This is highly undesirable as
it can cause artefacts on the boundaries of the computed image.
To avoid artefacts caused by unequal weighting of the voxels, we modify
the frequency distribution of images that are not training images. Instead
of containing one count per inner voxel, all voxels now contribute with
one count. Contributions of inner voxels are determined as before, namely
based on the pattern of which they are the centre. The contribution of a
non-inner voxel is determined by assigning it imaginary neighbouring voxels
such that its neighbourhood becomes the same geometrical shape as the
neighbourhood of a inner voxel, and the non-inner voxel is then considered
the centre of a pattern.
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Image Z Z1 Z2 Z3
Figure 4.5: The figure shows an image Z, and three perturbed images Z1,
Z2 and Z3, which are created by changing one pixel value of the original image
Z. Assuming an all white training image each of the perturbed images should
have a shorter distance to the training image than the original image.
This raises the question of what values should be assigned to the imaginary
neighbouring voxels. However, instead of assigning the imaginary neigh-
bouring voxels an actual value 0, 1, . . . , v − 1 such that a pattern value can
be computed and the corresponding bin in the frequency distribution in-
creased by 1, we look into what values can be assigned to create patterns
found in the training image. A non-inner voxel will then contribute to the
modified frequency distribution with weights that are proportional to the
conditional probability of the value of the imaginary voxels given the known
values of the neighbouring voxels.
Figure 4.5 and Figure 4.6 illustrate the problem with different weighing of
voxels depending on their neighbourhood size and how the problem is partly
overcome using the modified definition of the frequency distribution.
Figure 4.5 shows a binary image, Z, and three perturbed images each cre-
ated by changing the value of one of the black pixels in Z. We now assume
an all white training image with nTI = 100 and we choose the neighbour-
hood function from Equation (4.2). The three perturbed images are each
more similar to the training image than the original image, as they all have
two instead of three black pixels. More importantly, they are all equally
similar to the training image as they have the same number of black pixels.
Let us now have a look at how this similarity is reflected by the dissimilarity
function from Equation (4.9). Figure 4.6 shows the distance to the training
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(a) Distances computed using the original
definition of the frequency distribution
(b) Distances computed using the ex-
panded definition of the frequency distri-
bution
Figure 4.6: Distance from the four different images in Figure 4.5 to an all
white training image.
image as a function of the number of white patterns in the image. The total
count of patterns in the frequency distributions are 48 and 80, respectively,
and the distance 0 is therefore achieved by all white images, i.e., images
with respectively 48 and 80 white patterns.
Using the original definition of the frequency distribution, where only inner
voxels contribute with their patterns, the dissimilarity value for each of the
four images with respect to the training image are as shown in Figure 4.6a.
As expected, the dissimilarity is greatest for the image Z. The dissimilarity
values of the perturbed images show exactly the point of voxels having
different assigned weights. The three black pixels in image Z have three,
five and eight neighbours and they are part of one, three and nine patterns
respectively. Changing the value of the pixel with only three neighbours
causes the smallest change in the frequency distribution, as it is part of
only one pattern. It will therefore cause the smallest improvement in the
dissimilarity value. The pixel with five neighbours is part of three patterns
and will therefore cause the second smallest improvement in the dissimilarity
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value. Finally, the pixel with eight neighbours is part of nine patterns and
therefore causes the biggest improvement in dissimilarity.
We notice several things. First, the perturbed image Z1 has almost the
same dissimilarity value as the original image. Despite the perturbed im-
age being clearly more similar to the training image than the original, the
change in dissimilarity value does not significantly reflect this. Second, the
dissimilarity values of the three perturbed images are very different. So
although we consider the three perturbed images to be equally similar to
the training image, as they each have two black pixels, the dissimilarity
function assigns them very different values; the dissimilarity value of Z3 is
approximately one third of the dissimilarity value of Z1.
Figure 4.6b shows the dissimilarity values of the images using the modified
frequency distribution where all voxels of an image contribute with a total
of one count. The ordering of the images by their dissimilarity value is
the same as before. This was also expected, as the expanded frequency
distribution still assigns different weights to non-inner voxels and to inner
voxels. However, this time the three changed pixels are part of four, six,
and nine patterns, respectively. The spread of their dissimilarity values is
therefore less than before. Now the dissimilarity of Z1 also shows a clear
improvement compared to the original image.
Had we modified the frequency distribution even further, such that the
imaginary voxels were also contributing with a total count of 1, we would
achieve exactly the same dissimilarity value of each of the three perturbed
images, as all voxels of an image would then be weighted equally. However,
this would complicate the computation of the frequency distribution quite a
bit, and results show that the approach we use is sufficient to avoid artefacts.
4.4.5 Skipping Patterns
In the field of multiple-point statistics other methods that involve learning
from a training image have dealt with ways of avoiding memory problems
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for large test cases. The idea of reading fewer than all patterns in a training
image and introducing a spatial lag by skipping patterns was first introduced
by Arpat (2005).
The concept consists of only using patterns centred in every kth voxel in a
row, column or layer of an image. This will result in the set of inner voxels,
that, without skipping is in the order of magnitude as the number of voxels,
N , being only of the size approximately N
kdim
, where dim ∈ {2, 3} is the
dimension of the image.
For methods that require the construction of a data base of patterns, skip-
ping has shown to be useful, and even necessary, for large test cases. Recent
work (Honarkhah, 2011) discusses another approach to assemble a smaller
set of patterns that represents the total data base. Instead of simply skip-
ping patterns and thereby choosing patterns based solely on their location,
a method based on principle component analysis of the patterns is proposed.
So far, the current implementation of the FM method utilising tree struc-
tures has not encountered any memory issues even for large three dimen-
sional test cases with three or four categories of voxel values. Until that
happens, skipping patterns is deemed unnecessary.
4.4.6 Clustering of Patterns
The maximum number of different patterns, vn+1, can quickly become as-
tronomical for large test cases with many categories requiring large patterns.
The number of different patterns present is, naturally, limited by the num-
ber of inner voxels, which is significantly smaller than vn+1.
In fact, the number of patterns present in an image is restricted further as
training images are chosen such that they describe a certain structure. This
structure is also sought to be described in the solutions. The structure is
created by repetition of patterns, and the frequency distributions will reveal
this repetition by having multiple counts of the same pattern. This means,
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the number of patterns with non-zero frequency is much smaller than vn+1
resulting in the frequency distributions becoming extremely sparse. For big-
ger test cases, with millions of parameters, patterns consisting of hundreds
of voxels and multiple categories, this behaviour needs to be investigated
further.
The dimension of the images, if they are two- or three-dimensional, is not
important to the FM method. The complexity of the method is given by
the maximal size of neighbourhoods, n. The increase in n as a result of
going from two- to three-dimensional images is therefore more important
than the actual increase in physical dimensions. In fact, when it comes
to assigning pattern values a neighbourhood is, regardless of its physical
dimension, considered one dimensional where the ordering of the voxels is
the important aspect.
The number of categories of voxel values, v, also does not influence the
running time per iteration. As with the number of neighbours, n, it only
influences the number of different possible patterns, vn+1, and thereby in-
fluences the sparsity of the frequency distribution of the training image.
The higher v is, the sparser is the frequency distribution. It is expected
that the sparsity of the frequency distribution affects the level of difficulty
of the combinatorial optimisation problem as it affects the size of the model
space and thereby the number of iterations needed to converge.
To avoid large, sparse frequency distributions and the complications that
follow we let ourselves get inspired by recent work by Honarkhah (2011).
Here patterns are organised in clusters such that patterns within the same
cluster are similar. Clustering methods are widely used in machine learn-
ing and data mining (Fayyad et al, 1996), data compression and vector
quantization (Gersho and Gray, 1992), and pattern recognition and pattern
classification (Duda and Hart, 1973).
Figure 4.7 shows an example of a cluster. The cluster analysis is done
based on the training image in Figure 4.4a, rescaled to 100 × 100 pixels.
For this illustration a pattern is chosen to consist of 7× 7 pixels. A cluster
is represented by its prototype, which is an average of patterns used when
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Figure 4.7: Example of a cluster of 7 × 7 patterns, which all have a channel
structure going diagonally through the pattern from the lower left to the upper
right corner. The prototype (upper left corner) is the average of the seven
patterns used to define the cluster.
performing the clustering. The prototype is shown in the upper left corner of
Figure 4.7. As it is an average it has gray-scale values. The remaining seven
images are the patterns used to construct the cluster. These are examples
of patterns that could belong to the cluster. Notice how they, despite being
different if compared pixel by pixel, all show the same channel structure
going diagonally through the pattern.
These patterns all represent the same structures in an image, and it there-
fore seems logically to not distinguish between them when characterising
the structures of an image. We do this by combining the counts of their ap-
pearances, which means the frequency distribution is clustered. The higher
number of voxels in patterns, the more patterns will appear to be describing
the same structure despite being different when compared voxel by voxel.
In our case clustering can be applied such that if the number of clusters is
chosen appropriately, patterns with different structures will be grouped in
the same cluster. And equally important, patterns with different structures
will be grouped in different clusters. This could be used to compress the
frequency distributions such that each bin, instead of representing a specific
pattern, represents a cluster of patterns with similar structures. Each bin
is characterised by a prototype.
We will refer to a frequency distribution of clusters of patterns as a clus-
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Figure 4.8: Analysis of the similarity values computed between a training image
and 50 DISTPAT realisations of the training image. The cross plot shows the
correlation between dissimilarity values computed with and without clustering
of the frequency distributions.
tered frequency distribution. A generic approach to determining the optimal
number of clusters is provided in Honarkhah (2011).
Figure 4.8 shows the effect on the computed similarity values when clus-
tering the frequency distribution using the training image from Figure 4.4a
and approximately 150 clusters. We have computed the dissimilarity value
of 50 DISTPAT realisations from the training image.
The correlation plot shows the relationship between the dissimilarity of the
images using the frequency distributions versus the clustered frequency dis-
tributions. The two different measures of distances are strongly correlated
with a correlation factor of 0.84. This indicates that the distances between
clustered histograms can be used as a mean to avoid the sparse frequency
distributions and the complications they impose on large test cases.
The current implementation of the FM method does not include clustered
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frequency distributions.
4.4.7 Continuous Voxel Values
A disadvantage of the simulated annealing scheme is the high number of
iterations it requires to converge to a solution of acceptable quality. Each
iteration consists of three elements: 1) The generation of a perturbed image.
2) The evaluation of the dissimilarity function of the perturbed image. 3)
The evaluation of the data misfit of the perturbed image. Depending on
the inverse problem at hand, the bottleneck is likely to be the forward
computation in the evaluation of the data misfit. The forward computation
of a highly non-linear problem, such as history matching of production data,
requires flow modelling and is therefore computationally expensive.
In the field of optimisation, a common approach used to solve combinatorial
problems or integer programming problems is relaxation. For a generel dis-
cussion of combinatorial optimisation problems and possible solution meth-
ods including simulated annealing and relaxation, see Wolsey (1998).
For an inverse problem with discrete, and not just categorical voxel values,
a relaxation of the voxel values to take on continuous values in the interval
[0,m] and a suitable redefinition of the frequency distributions would make
the optimisation problem of the FM method continuous. This implies that
instead of heuristics like simulated annealing, gradient methods can be ap-
plied to solve it. These typically will require a lower number of iterations
as knowledge of the gradient allows for a more efficient search through the
model space.
The work presented in Appendix D illustrates that this is an idea worth
pursuing, especially for large-scale, non-linear problems.
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4.5 Examples in Papers
The frequency matching method was first published in 2012, in Mathe-
matical Geosciences, found in Appendix C. It introduces the method and
discusses certain non-trivial details with focus on implementation and com-
putational feasibility. Furthermore, the paper shows an example of applying
the FM method on a seismic tomography problem, which is a linear inverse
problem.
The recently published paper in Mathematical Geosciences is based on the
preliminary work that was presented at the 15th IAMG Conference, 2011,
and an extended abstract can be seen in Appendix B. The work does not
include an inverse problem in the sense of a data fitting problem, but it
demonstrates how maximising the a priori pdf used in the FM method
with respect to the model parameters generates a realisation of the training
image.
Another publication describing the FM method is from the proceedings of
74th EAGE Conference, 2012, and can be seen in Appendix D. Here the
FM method is applied when solving the non-linear inverse problem history
matching of production data.
Appendix F holds a technical report describing the current implementation
of the FM method. It discusses details of the implementation that are
interesting for the computational feasibility of the method. This paper also
has an example of how to use the FM method. The implementation was
used in the published work on the FM method seen in Appendix C.
4.6 Related Research
The frequency matching method plays a role also in related research areas.
Appendix E contains an extended abstract, where aspects of the FMmethod
have been used to improve the multiple-point statistics of realisations com-
puted using Sequential Gibbs Sampling (Hansen et al, 2012). This work
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formulates a joint a priori pdf that describes the multiple-point statistics
learned from a training image. The a priori pdf is partly based on a FM-
inspired dissimilarity function and partly based on the SNESIM algorithm
(Strebelle, 2002). The paper considers a synthetic crosshole travel time to-
mography problem. It demonstrates how the reproducibility of the patterns
in the training image is improved in the realisations of the a posteriori pdf,
when the joint prior is used instead of just the SNESIM prior.
4.7 Summary
This chapter introduced the frequency matching method. It defined the
terminology to derive it and defined concepts such as neighbourhoods and
patterns. That lead to the definition of frequency distributions and the
discussion of how they can be used to represent multiple-point statistics of
an image. The idea of measuring similarity between images by the distances
between frequency distributions was introduced. This lead to a closed form
expression of the a priori pdf, which enabled us to compute the maximum
a posteriori model of an inverse problem.
Furthermore, this chapter discussed many details of great importance when
applying the frequency matching method. It addressed computational prob-
lems that might occur for large cases. Solutions to these problems were
suggested although not all are implemented in the current version of the
Fortran code.
A deterministic approach to determine the optimal pattern size used by
other MPS algorithms was presented and we discussed how it could also be
used for the FM method.
We explained our choice of perturbation algorithm for generating new im-
ages that can be proposed to the simulated annealing scheme. Here we have
chosen to use a variation of the well-established SNESIM algorithm.
We have discussed how to deal with the boundaries of the images given by
the set of non-inner voxels. We have explained how this is a trade off be-
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tween computational complexity and the risk of artefacts on the boundary.
We were satisfied with the current implementation that follows what we
believe is a close to optimal trade off.
Literature on MPS simulation methods mentions an approach for thinning
out images by systematically skipping patterns. We have dismissed this
feature while we do not consider it necessary for the FM method. The
implementation therefore does not include the feature of pattern skipping
and it is, for now, not high up on our priority list.
We then discussed the possibility of clustering patterns in order to avoid
sparse frequency distributions and computational difficulties that might fol-
low for larger cases. We illustrated why we expect this to be favourable,
and while this feature is also not in the current implementation it is high
on the priority list.
Last, we briefly mentioned a topic of on-going research that we find par-
ticularly interesting. Namely, the possibility to relax the inverse problem
such that the model parameters become continuous variables. This allows
computation of the gradient of the objective function which again allows
for other solution methods such as gradient-based iterative methods. It is
no straight forward task as it opens up a discussion on how to define the
frequency distribution of an image with continuous voxel values.
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CHAPTER 5
Conclusions
This chapter will summarise the work done during the study by highlighting
the conclusions from the summary report and the papers. The overall topic
has been probabilistic inverse problems in the geosciences and more specifi-
cally the use of geostatistical methods to infer models of the rock properties
of an oil reservoir from observed geophysical data. We have approached
the subject from a computational point of view where focus has been on
the scientific methods themselves as well as computational aspects of their
development and implementation.
The most noteworthy achievements are hereby listed.
Development of a method for efficient prediction of rock proper-
ties based on seismic attributes. The method has been applied to a
test case from the South Arne Field in the Danish part of the North Sea
and the results discussed in the papers seen in Appendices A and G. We
demonstrate how seismic attributes such as two-way travel time and acous-
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tic impedance can be used to guide interpolation of porosity values and
thereby successfully predict the porosity levels in between well logs.
The paper demonstrates how orthogonal transformation techniques, well-
known from the field of data analysis, can be used to improve the efficiency
of the prediction. The seismic attributes are transformed using principal
component analysis (Appendix A) or partial least squares transformation
(Appendix G). The choice of transformation allows for the seismic data to
be approximated in a lower-dimensional subspace. This reduces the compu-
tational complexity of the problem, as covariance models are now inferred
in a lower-dimensional interpolation space. For the latter choice of transfor-
mation the test case achieves good results when interpolation is performed
in a three-dimensional subspace instead of the original eight-dimensional
space.
Formulation of a closed form expression for prior knowledge. We
have formulated a closed form expression for an a priori probability den-
sity function describing the multiple-point statistics of a model of a rock
property relative to the multiple-point statistics of a training image. A
normalisation constant remains unknown, however, the constant itself is ir-
relevant as the expression is used to quantify the relative probability of a
model compared to other models.
The conference paper in Appendix B shows how models with multiple-point
statistics similar to the multiple-point statistics of a training image can be
generated as models maximising the expression of this a priori probability
density function. The maximisation is performed by a stochastic method
which allows for multiple models to be generated. These all share the same
multiple-point statistics as the training image.
Development of the FM method. We have developed the frequency
matching method which computes the maximum a posteriori model of an
inverse problem. The inverse problem consists of a data fit via a possibly
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complex non-linear forward mapping and a priori knowledge in the form of
multiple-point statistics extracted from a training image. The previously
defined expression of an a priori probability density function is applied and
the FM model is defined as the model maximising the resulting a posteriori
probability density function.
The method is applied to synthetic test problems within crosshole tomog-
raphy (Appendices C and F) and history matching of production data (Ap-
pendix D). Despite the test cases being simplified and the models only ide-
alised images of the rock properties of the subsurface, the test cases serve
as proof of concept. They illustrate that the FM method is capable of pro-
ducing models as solutions to inverse problems and which holds structures
similar to the structures of the training images.
General Implementation of the FM method Last, we have made a
general Fortran implementation of the Frequency Matching method. It is
publicly available via GitHub. It can be used to solve an arbitrary linear
inverse problem with multiple point statistics extracted from a training
image as a priori information. Appendix F holds a paper documenting the
implementation and discusses computational aspects of the FM method and
how these are best implemented. The Fortran implementation is the one
used in the original paper on the FM method (Appendix C).
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Abstract 
Interpolation between measured well log properties is a well-known problem in seismic 
exploration. Most often 3D seismic data is available from which a large number of seismic 
attributes can be extracted quantifying various properties of the seismic data. Such attributes 
have been used to guide interpolation between well log parameters, using for example neural 
network, linear regression and cokriging. Full cokriging using seismic attributes as secondary 
data is though not feasible due to the complexity of inferring a full cross-covariance model. A 
recently proposed method suggests a kriging alternative to full cokriging, where kriging is 
performed in the attribute space, relying on a distance measure in the attribute space. One 
limitation is, however, that all attributes are considered uncorrelated, whereas in reality they 
are not. We propose to use principal component analysis (PCA) to transform the coordinate 
system in attribute space to a coordinate system given by the principal components. By 
construction the principal components are uncorrelated, and we can therefore apply kriging in 
the principal component space. In addition PCA naturally orders the principal components 
according to their variance contribution, and can therefore be used to select only the most 
significant principal components for the kriging, allowing easier inference of the covariance 
model. 
Keywords: seismic inversion, seismic attributes, kriging interpolation. 
 
1. INTRODUCTION TO KRIGING IN ATTRIBUTE SPACE
The objective of our work is to produce accurate and reliable estimations of the porosity levels 
in the subsurface of a reservoir. To do so we exploit knowledge of seismic attributes, such that 
the estimated porosity at a certain location relies on the subsurface geology rather than just 
the spatial location.  
 
We propose to use the kriging technique[1] to interpolate between known values of the porosity 
level. One of the advantages of kriging is that, unlike traditional interpolation methods such as 
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linear regression and neural networks, it provides not only an estimate of the value itself but 
also an uncertainty estimate. The interpolation will be based on a distance measure in the 
attribute space rather than the more traditional distance measure in the physical XYZ space.  
 
Outline of the method: 
1) Normal score transformation of the porosity data to meet the assumption of data being 
samples from a continuous Gaussian distribution. Normalization of the position 
coordinates in attribute space for computational reasons. 
2) PCA transformation of the attributes to ensure that their cross-correlation is zero. 
3) Definition of a distance measure in the principal component space and computation of 
optimal covariance parameters by use of maximum likelihood estimation[4] given the 
choice of covariance model type. 
4) Formulation of the kriging system given the covariance model, and the system is then 
solved with respect to the kriging weights.  
5) Back transformation of the porosity values estimated in normal score space. 
 
Using a subset of the attributes, and/or a subset of the principal components, the dimension of 
the space in which the interpolation is conducted can be reduced.  
 
2. CASE STUDY: The South Arne Field 
Hess Copenhagen provided us with data from the South Arne Field, which is a chalk reservoir 
situated in the Danish North Sea. The data set contains known values of 8 seismic attributes 
of nearly 76.000 points in a regular 2D XY-grid. The attributes associated with each point of 
the grid are the following: spatial coordinates UTM X, UTM Y and UTM Z, the two way travel 
times to the top and the base of the reservoir, both have been established from the seismic 
data, the amplitude and the dip at the top has also been extracted as attributes, and finally the 
acoustic impedance. 
 
There are additionally 213 well site points where both the values of the seismic attributes and 
also the values of the porosity levels are known. These points are used to validate our results. 
To do so they are divided into two sets. The first set contains the data used in the interpolation, 
and the second set acts as a set of blind wells. Porosity levels are estimated at the location of 
the blind wells using only the data in the first set and the results are then compared to the 
known true values. The partition of the data set is done in accordance to the method described 
in[3]. This yields six different subsets of blind data with respectively {106, 53, 21, 178, 99, 144} 
points of the total 213 observation points as known data and the remaining data will act as 
blind data.  
 
Figure 1 shows the known values of the porosity levels in the XY domain of the total data set 
and known value of each of the six data sets that holds blind data. This implies that the data in 
the second to the seventh subplot are subsets of the data shown in the leftmost subplot. 
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Figure 1: Known values of the porosity levels of the total data set and each of the six data sets containing blind 
data.  
 
In the following subsection we present and discuss the kriging results. As a measure of 
performance of our method we will evaluate the root mean squared (RMS) error of the 
porosity estimates at the blind wells and the uncertainty estimates of the porosity levels 
estimated for the entire grid for the six different partitions of the known data.  
 
2.1. Parameter choices 
Before we evaluate the performance of our method we must discuss the effect of decisions 
that we have to make during the formulation and solution of the problem. The choices we have 
are regarding the following aspects: 
 
1) Partition of the known data to create a blind set. We have the previously mentioned six 
different partitions that can also be seen in Figure 1.  
2) Selection of the attributes used for the interpolation. It is likely that we can reduce the 
dimension of the transformed attribute space without reducing the quality of our results 
by only selecting the most relevant of the attributes and simply ignoring the rest.  
3) Number of principal components used. It is also worthwhile to consider if one can 
reduce the dimension of the transformed attribute space further by selecting only a 
subset of the principal components.  
4) Type of covariance model. We will choose a covariance model for each principal 
component consisting of two terms. The first term is a nugget effect model and the 
second term is a model of either of the types spherical, exponential or Gaussian. This 
term will be of the same type in all directions. 
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5) Type of kriging method. For this extended abstract we will use only kriging with a trend, 
which in each direction of the principal components is modeled as a polynomial of 
degree one.   
 
2.2. Attributes vs. principal components 
Figure 2 shows the eight different attributes and Figure 3 shows the resulting principal 
components. It is interesting to see how the principal components, some more than others, 
resembles single attributes. This can be an inspiration in choosing the trend type of the kriging 
method.  
 
 
Figure 2: Each of the eight attributes plotted in the physical domain. Notice that the plots have been rotated 
slightly in order to minimize white space between the subfigures. The attributes do not share a common color 
scale, but red simply indicate high relative values and blue indicates low relative values. 
 
 
Figure 3: Each of the eight principal components computed based on the attributes shown in Figure 2. As in 
Figure 2 the principal components do not share a common color scale, but red and blue indicate respectively high 
and low relative values.  
 
Figure 4 shows the transformation matrix used to transform the attributes of Figure 2 into 
the principal components seen in Figure 3. To compute the ith principal component the 
attributes has been weighted by the entries of the ith column of the transformation matrix. 
Notice for instance that to compute the third principal component, attribute six has been 
given a very high positive weight compared to the other attributes. Hence the structure in 
the third principal component resembles the structure in the top amplitude attribute.  
 
   
Figure 4: Transformation matrix used to transform the attributes in Figure 2 into the principal components shown 
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in Figure 3.  
2.3. Interpolation using a subset of the attributes 
We choose the second term of the covariance model to be a Gaussian model. We now 
compute the RMS error for six different partitions of the data varying the subset of the 
attributes used in the interpolation. In all cases the full set of principal components is used. 
The results can be seen in Table 1. For each of the six data sets containing blind data this 
table shows the RMS error at the blind wells when using different sets of attributes and the 
complete set of principal components. 
 
Table 1: RMS error in porosity units of the kriging results when using different subsets of the attributes and all of 
the principal components. 
Data 
set X, Y, Z Impedance 
X, Y, Z and 
impedance 
X, Y, Z, 
amplitude and 
impedance 
All attributes 
#1 2.96 4.04 2.91 2.98 3.05 
#2 4.22 4.25 3.58 3.82 3.94 
#3 5.11 4.80 4.14 4.41 4.51 
#4 6.65 4.64 5.52 5.61 5.79 
#5 10.2 9.15 9.37 8.91 9.29 
#6 13.6 5.82 5.20 5.33 5.90 
 
From the results in Table 1 we see that while the choice of blind data has great influence on 
the level of the RMS error we experience approximately the same behavior of the RMS error 
when we change the subset of the attributes used in the interpolation. The second column 
shows the result when we use only the spatial coordinates while the third column holds the 
results for when we only use the impedance, which we expect is strongly correlated with the 
porosity.  
 
For the majority of the data sets the lowest RMS error is achieved by using the spatial 
coordinates together with the impedance. Adding the amplitude at the top as a fifth attribute 
seems, in most cases, to increase the error slightly. The same applies for adding the 
remaining attributes, i.e. for the errors in the last column.  
According to the table, using data set #5 results in a relative high RMS error compared to 
using the other data sets. Figure 1 can explain this. Here we see that the known values of the 
porosity levels for data set #5 all are relatively low values (all dots are blue or green). This data 
set is therefore not a representative subset of porosity levels for the entire grid and that 
complicates the interpolation. 
 
2.4. Reducing the dimension of the principal component space 
We now turn to reducing the dimension of the transformed attribute space by reducing the 
number of principal components included. The principal components are chosen according to 
their variance contributions. 
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First we consider the test case from the fourth column of Table 1, i.e. we include four attributes 
namely the spatial coordinates and the impedance. Table 2 shows the RMS errors when using 
one to four principal components respectively. Four attributes yields in total four principal 
components. The table shows a trend, which is that the more principal components we include 
the lower is the error. Data set #2 is the exception for which three and four principal 
components yield approximately the same error.  
 
Table 2: RMS error in porosity units of the kriging results when using a subset of the principal components. We 
have used the attributes X, Y, Z and impedance that result in the last column of Table 2 being a duplicate of the 
fourth column of Table 1. 
Data 
set 1 out of 4  2 out of 4 3 out of 4 
All 4 principal 
components 
#1 4.67 3.56 3.02 2.91 
#2 5.58 4.11 3.55 3.58 
#3 5.55 4.47 4.28 4.14 
#4 5.74 5.46 6.02 5.52 
#5 10.3 10.6 9.27 9.37 
#6 7.87 6.73 5.86 5.20 
 
In order to derive the general trend we consider all attributes and compute the RMS error 
when selecting one to all of the eight principal components. These errors can be seen in 
Figure 5. Notice that data set #5 has been omitted from the figure as its errors are of 
significantly greater magnitude due to the previously mentioned difficulties regarding the 
partition of the data. 
 
 
Figure 5: RMS errors for each of five out of the six data sets holding blind data. The interpolation has been done 
using between one and all principal components. All attributes are used. Data set #5 has been omitted as the 
errors are of significantly greater magnitude  
 
According to Figure 5 the minimum RMS error is not always achieved by simply selecting all of 
the principal components. On the contrary, the figure indicates that for data set with a large 
number of attributes it is some times favorable to only include a subset of the principal 
components, for instance for data set #3 and data set #6. 
 
To compare the errors seen in Figure 5 to the errors of Table 2, Table 3 shows the errors for 
each of the six data sets when the number of principal components selected is four. This 
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means the dimension of the transformed attribute space in both cases is four.  
 
Table 3: RMS errors when using all attributes and four out of the eight principal components. The values in this 
table can also be seen in Figure 2. These errors are comparable to the last column of Table 2, as the dimension in 
both cases has been reduced to four.  
Data 
set 
4 principal 
components  
#1 2.98 
#2 3.86 
#3 4.09 
#4 5.45 
#5 8.45 
#6 4.61 
 
Comparing the values of Table 3 to the values in the last column of Table 2 one can conclude 
that in most of the cases selecting four relevant attributes and using all four principal 
components yield smaller RMS errors than using all of the eleven attributes but only selecting 
the four most significant principal components.   
 
2.5. Type of covariance model 
Again we turn to the problem of interpolating using the four attributes X, Y, Z and the 
impedance and all four principal components. Up until now all covariance models has had a 
Gaussian model as their second term, but Table 4 and Figure 6 show respectively the RMS 
errors and the porosity estimate varying the type of covariance model.   
Table 4: RMS errors when using four attributes – X, Y, Z and the impedance – and all principal components. The 
second term of the covariance matrix has been modeled as respectively a spherical, an exponential and a 
Gaussian model. The kriging results can be seen in Figure 6. 
Data 
set Spherical Exponential Gaussian 
#1 3.98 3.99 2.91 
#2 4.84 5.01 3.58 
#3 6.71 6.74 4.14 
#4 8.75 7.30 5.52 
#5 11.7 12.5 9.37 
#6 12.6 8.97 5.20 
 
The table reveals that a Gaussian model yields by far the smallest RMS errors, and the 
spherical and exponential type of covariance model results in errors of approximately the 
same magnitude. Which of the latter two models that in this specific test case is the most 
favorable depends on the data set. 
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Figure 6: Estimated porosity levels for the same test case but where the second term of the covariance model has 
been modeled as respectively a spherical, an exponential and a Gaussian covariance model. We have used data 
set #1. The results have the RMS errors seen in Table 4, second row.  
 
Figure 6 shows the estimated porosity levels for data set #1. It is noticed that the Gaussian 
type of covariance model allows us better to capture the variety of the subsurface especially 
for the part of the XY domain in which we have no known data. 
 
2.6. Uncertainty estimates 
Figure 7 and Figure 8 shows uncertainty estimates of the kriging results of the test case with 
data set #1. Again we have used the four attributes X, Y, Z and the impedance and the full set 
of principal components. The second term of the covariance model is a Gaussian model, 
which means the kriging results are identical to those that can be seen in Figure 6 to the right. 
The visual difference is due to a change in the color bar.  
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Figure 7: Estimated porosity levels as well as lower and upper limit of the 95% confidence interval for the same 
test case as shown in the right most plot of Figure 6. Notice the color bar has been altered slightly.  
 
 
Figure 7: Probability of the estimated porosity levels being higher than certain values. Again we have chosen the 
test case with four attributes and the complete set of principal components.  
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2.7. Running times 
To give an idea of the performance of the algorithm when it comes to running times we 
have timed the algorithm solving the test case of data set #1, all attributes and all principal 
components. Solving the test case we have run MATLAB® R2010a on a MacBook Pro with 
a 2.66 GHz Intel Core 2 Duo processor and 4 GB of RAM. 
 
The time the algorithm spends has been classified on the following three main tasks: 
 
1) Initialization, scaling and transformation    0.160 seconds 
2) Computation of optimal covariance parameters  1.80 seconds 
3) Kriging in more than 76,000 grid points   47.0 seconds 
  
It should be noted that the optimization uses a well-qualified initial guess, which of course 
lowers the number of iterations needed. The kriging itself is in any case the most time 
consuming tasks, but considering the number of grid points 47 seconds definitely is 
acceptable.  
 
It should also be noted, that the running time of the kriging task of course also depends on the 
size of the kriging system. The dimensions of the kriging system translate to the number of 
known data points. Data set #1 has approximately 100 known data points.  
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Abstract 
This paper presents a Frequency Matching Method (FMM) for generation of a priori sample 
models based on training images and illustrates its use by an example. In geostatistics, training 
images are used to represent a priori knowledge or expectations of models, and the FMM can be 
used to generate new images that share the same multi-point statistics as a given training image. 
The FMM proceeds by iteratively updating voxel values of an image until the frequency of pat-
terns in the image matches the frequency of patterns in the training image; making the resulting 
image statistically indistinguishable from the training image. 
 
1. Background 
Consider a training image with ! voxels (or pixels if the image is only 2D). Let !! denote the 
value of the !th voxel of the image, ! = 1,… ,!. Here, we shall assume that the training image 
is a realization of a random process satisfying: 
1) Voxel value !! depends only on the values of the voxels in a certain neighborhood N! 
around voxel k. Voxel ! itself is not contained in N!. Let z! be an ordered vector of the 
values of the voxels in N!; we then have: !! !! !! ,… , !!!!,!!!!,… , !! = !! !! z! . 
 
2) For an image of infinite size the geometrical shape of all neighborhoods N! are identi-
cal. This implies that if voxel ! has coordinates !!, !!, !! , and voxel ! has coordinates !!, !!, !! , then:  !!,!!,!! ∈   N! ⇒ !! − !! + !!,!! − !! + !!,!! − !! + !! ∈   N!. 
 
3) We assume ergodicity, i.e.: z! = z! ⇒ !! !! z! = !! !! z! . 
 
The basis of sequential simulation (e.g. Strebelle, 2002) is to exploit the assumptions above to 
estimate !! !! z! , and to use these conditions to generate new realizations of the random pro-
cess from which the training image is a realization. The FMM does not operate by directly using 
conditional probabilities but it represents images by their frequency distribution, which is de-
rived using neighborhoods of voxels. The frequency distribution is closely related to conditional 
probabilities.  
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2. The Frequency Distribution 
Before presenting the FMM we need to define what we denote the frequency distribution. To do 
so we will reuse the concept of neighborhoods from section 1 as well as the notation. Given an 
image with the set of voxels   Z = 1,… ,!  and voxel values !!,… , !! we define the template 
function Ω as a function that takes as argument a voxel ! and returns the set of voxels belonging 
to the neighborhood of voxel !. The neighborhood is denoted N!, and we will use the notation 
N! = Ω ! .  
In the FMM the neighborhood of a voxel is indirectly given by the statistical properties of the 
image itself; however, the shape of a neighborhood satisfying the assumptions from section 1 is 
unknown. For each training image one must therefore define a template function that seeks to 
correctly describe the neighborhood. 
Let N!  denote the number of voxels in N!. We define the set of inner voxels, Z!", of the im-
age as: 
Z!" = ! N! = max!∈Z N! . 
Typically, voxels on the boundary or close to the boundary of an image will not be inner voxels. 
It is the choice of template function that determines whether or not a voxel is an inner voxel. 
The frequency distribution of an image is computed by scanning through all inner voxels of the 
image. For each of these we identify first the neighboring voxels and then the values of those. 
For voxel ! ∈ Z!", the values of the neighboring voxels are denoted by the vector z!. The length 
of this vector equals the number of voxels in the neighborhood N!, which will be constant for 
all inner voxels; this follows trivially from the definition of inner voxels. We denote this number !. As each voxel can take on ! different values, there exists up to !!  different types of neigh-
borhoods; i.e.  !!  different  combinations for the values in z!.   
Using the above definition of a neighborhood we now introduce the concept of patterns. The !th 
pattern P! of the image is defined as the union of an inner voxel ! and the set of its neighboring 
voxels. We will denote voxel ! the center voxel of the !th pattern regardless of the geometrical 
shape of P!. Trivially, it follows that there exist !!!! different types of patterns in the image. 
The type of a pattern is characterized by the (ordered) values of z! and the value of the !th voxel 
itself. It should be stressed that the subindex ! of P!, as well as of N!, represents the center 
voxel and thereby the location of the pattern, and it does not contrain any information on the type 
of the pattern.  
Let !!, for ! = 1,… ,!!!!, count the number of times a pattern of type ! appears in the image. 
These counts are used to represent the frequency distribution of an image. After having scanned 
through all inner voxels exactly once (the order is irrelevant) the frequency distribution is given 
by the vector p :  p = !! … !!!!! = !! !!,… , !! . 
Here !! is the function that, given an image and a template function Ω, computes the frequency 
distribution of the image with respect to the template as just described. 
We notice that, for a given template, the frequency distribution of an image is uniquely deter-
mined. The opposite, however, does not hold. Different images can have the same frequency 
distribution. This is exactly what we seek to exploit by using the frequency distribution to gener-
ate multiple new images, at the same time similar to, and different from, our training image. 
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3 The Frequency Matching Method 
The Frequency Matching Method proceeds by iteratively updating voxel values of an image, 
until the frequency of patterns in the image matches the frequency patterns in the training image. 
One of the primary tasks when formulating the method is to define a similarity function for how 
close the frequency distributions of two images are. Below we shall define the similarity function 
used in the current implementation, and describe the optimization method we have applied to 
solve the combinatorial optimization problem arising from this. 
 
3.1 The Similarity Function 
 The similarity function plays the following two important roles: 
I. It allows us to determine if the frequency distribution of an image and the frequency 
distribution of a training image are identical within the accuracy required and we 
therefore consider the image a valid realization of the random process from which the 
training image is a realized.  
II. Given two different images, no matter how similar they might be, and a training im-
age, the similarity function should determine which of the two images is most similar 
to a valid realization of the same process as the training image, or if the two images 
are equally similar. At the same time it should reflect (in some sense) how close the 
images are to being a valid realization.  
Using an iterative solution method, point I is used to determine if the method has converged to 
an acceptable solution, whereas point II guides the method through the solution space, helping it 
to converge. 
As we do not know the random process of which the training image is a realization, we have 
chosen the chi-square measure of ‘goodness of fit’ between two sets of nominal data as a similar-
ity function for our FMM implementation. This measure determines the distance between to fre-
quency distributions by comparing the proportions of types of pattern in the two. 
 
3.2 Applying the !! Measure in the FMM 
The chi-square measure can be applied to our situation using the following interpretations (see 
Bere and Chimedza, 2007): 
samples Each frequency distribution is considered a sample, i.e., we have 
two independent samples; one for the image itself and one for 
the training image. 
categories The samples are categorized with respect to the !!!! exclusive 
and exhaustive types of patterns.   
observations Each appearance or count of a pattern is an observation. For each 
sample, the number of observations equals the number of inner 
voxels in the corresponding image.  
Given the frequency distributions of an image, p , and of a training image, π , we can compute 
what we denote to be the similarity function value of the image: 
! p = χ! p,π =    !! − !! !!!!!!!!!! + !! − !! !!!!
!!!
!!! , 
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where !! and !! denote the expected count of patterns of type ! of the image and the training im-
age, respectively. These are computed as: !! = !! + !!!! + !! !!, !! = !! + !!!! + !! !! , 
and !! and !! are the number of inner voxels in the image and the training image, respectively. 
Let χ!  denote the chi-square value of the image computed from the two frequency distributions p  
and π . ! is a function of the frequency distribution p  of the image, and the frequency distribu-
tion π  of the training image. The training image and therefore its frequency distribution will re-
main unchanged when computing a new image; π  has therefore been omitted as an argument of 
the similarity function. Furthermore, the frequency distribution p  of the image is derived given a 
template function, i.e., the argument p  of ! depends on a template as well as on !!,… , !!, which 
means ! is in fact a function of the image and a template function. However, to simplify the text, 
we have chosen to avoid these dependencies in the notation. 
 
3.3 The Optimization Problem 
The function ! defined in section 3.2 seems to fulfill the two requirements we had, making the 
FMM a combinatorial optimization problem. The variables are the voxel values of the image. 
They can take on ! different integer values namely 0,… ,! − 1 .  Binary images, for instance, 
have ! = 2. Given a template function Ω, the frequency distributions of the solution image, p , 
and of a training image, π , are computed by the frequency function !!.  Based on the two fre-
quency distributions the similarity function of the image is computed. By minimizing the simi-
larity function with respect to certain constraints, we can create images sharing the same multi-
point statistics as the training image. The resulting optimization problem can be expressed as 
follows: min!!,..,!! !(p) w.r.t. p = !! !!,… , !! ,!! ∈ 0,… ,! − 1 , for  ! = 1,… ,!. 
If some of the voxel values are known beforehand, and the voxels are therefore not free varia-
bles, the last set of constraints can easily be altered, such that the set of values that the !th voxel 
can take is only a subset of !,… ,!− ! .   
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3. Example 
We have now introduced the Frequency Matching Meth-
od for generating a priori sample models from training 
images, and this has led us to a combinatorial optimiza-
tion problem. Our choice of solution method is, for now, 
the intuitively simple heuristic Simulated Annealing (SA) 
(e.g. Kirkpatrick et al., 1983). For future work we would 
also like to explore other solution methods in the hope of 
finding one better suited for optimization and sampling 
problems.  
The FMM has been implemented in MATLAB. To demon-
strate the FMM we will consider a two-dimensional, bi-
nary training image with channel structures, see Figure 1. 
We have defined the template such that the neighborhood of an arbi-
trary inner pixel ! contains exactly the eight nearest pixels, see Fig-
ure 2. This relatively small neighborhood size is unlikely to com-
pletely satisfy our assumption of a pixel only being conditioned upon 
the pixels in its neighborhood. However, it will be shown that the 
method is still able to compute an acceptable solution. Due to the 
complexity of the method the size of the neighborhood greatly influ-
ences the running times, and for using much bigger templates we 
recommend implementing the method in Fortran, for instance. 
We choose the exponential cooling rate for the SA, and the algorithm 
parameters are chosen manually. Discussing the strategies for choos-
ing these optimally is beyond the scope of this text. 
The starting image for SA is chosen to be all white. The SA algorithm searches the solution 
space consisting of images, and it moves from one image to another by randomly choosing a 
pixel and changing its value. Figure 3 and Figure 4 show the normalized frequency distributions 
of the training image and the image computed by the FMM, respectively. By ‘normalized’ we 
mean relative to the number of inner pixels in each of the images. Any normalized frequency 
distribution therefore sums to 1. Here we have truncated the ordinates of Figure 3 and Figure 4, 
as only one entry is significantly bigger than 0.08. The last entry is approximately 0.42 for both 
images. This entry is the one representing a white center pixel surrounded by all white neighbor-
ing pixels.  
 
Figure 3: Normalized frequency distribution of 
the training image. 
 
Figure 4: Normalized frequency distribution of 
the optimal solution image.  
Notice that in Figure 3 and Figure 4 indexes corresponding to types of patterns appearing in nei-
ther the training image nor the solution image have been omitted 
Figure 1: Training image. 
Figure 2: The template 
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We observe that the FMM in 
terms of the frequency distri-
butions has managed to match 
the training image quite well. 
Summing the bars of Figure 5 
reveals that the two images 
have approximately 96.7% of 
their patterns in common. This 
number is likely to be im-
proved by changing the pa-
rameters of the SA algorithm. 
 
Figure 5: The absolute difference (in percent) between the 
normalized frequency distributions in Figure 3 and Figure 4. 
Keep in mind that matching the frequency distributions only results in a useful image if our as-
sumptions are met; i.e., if we chose a suitable template. Choosing too big a template means very 
long running times without sufficient gain in accuracy, and choosing too small a template will 
result in the picture not being similar to the training image. Our choice seems sufficient although 
not perfect, see Figure 6. 
Figure 6 shows the image computed by the FMM. For 
this test case we have chosen to compute a 60×60 im-
age based on a 64×74 training image but the method 
can produce images of arbitrary size. We notice that 
despite the relatively small template size, we have suc-
cessfully recreated the channel structures. The channels 
even occasionally form loops, just like the channels of 
the training image. 
One significant difference between the computed image 
and the training image is that the channels in the com-
puted image are not all horizontally continuous across 
the image. We expect that this is merely a matter of 
choice of template and also the number of iterations the 
algorithm has been allowed to perform. 
Figure 6: The computed solution image. 
Another difference is the boundaries. It seems the method creates some artifacts along the 
boundaries. The density of channels is much higher on the left and right boundary then in the 
middle of the image. In the middle it resembles our training image and we therefore could have 
some issues in the way we treat non-inner pixels.  
Notice how matching the frequency distributions indirectly results in the proportion of channels 
versus background in the computed picture to be in correspondence with the proportion of chan-
nels versus background in the training image. As stated, this is merely an example of the perfor-
mance of the FMM. The method has also been applied to training images with different struc-
tures and shown similar results.  
 
4. Conclusions and Future Work 
In this paper we have derived the Frequency Matching Method for generation of a priori sample 
models from training images. We have implemented the method in MATLAB and shown the re-
sults of a simplified test case. The test example shows that the method is indeed able to produce 
an image that shares the same multi-point statistics as the training image.  
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This paper only scratches the surface of this newly developed method. In order to better under-
stand its potential we would like to:  
• Experiment thoroughly with training images with different structures. 
• Investigate the convergence rate and performance of the FMM combined with other op-
timization methods. 
• Explain and eventually avoid possible artifacts for non-inner voxels. 
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Abstract The frequency matching method defines a closed form expression for a
complex prior that quantifies the higher order statistics of a proposed solution model
to an inverse problem. While existing solution methods to inverse problems are ca-
pable of sampling the solution space while taking into account arbitrarily complex a
priori information defined by sample algorithms, it is not possible to directly compute
the maximum a posteriori model, as the prior probability of a solution model cannot
be expressed. We demonstrate how the frequency matching method enables us to
compute the maximum a posteriori solution model to an inverse problem by using
a priori information based on multiple point statistics learned from training images.
We demonstrate the applicability of the suggested method on a synthetic tomographic
crosshole inverse problem.
Keywords Geostatistics · Multiple point statistics · Training image · Maximum a
posteriori solution
1 Introduction
Inverse problems arising in the field of geoscience are typically ill-posed; the avail-
able data are scarce and the solution to the inverse problem is therefore not well-
determined. In probabilistic inverse problem theory the solution to a problem is given
as an a posteriori probability density function that combines states of information
provided by observed data and the a priori information (Tarantola 2005). The ambi-
guities of the solution of the inverse problem due to the lack of restrictions on the
solution is then reflected in the a posteriori probability.
K. Lange () · J. Frydendall · K.S. Cordua · T.M. Hansen · Y. Melnikova · K. Mosegaard
Center for Energy Resources Engineering, Department of Informatics and Mathematical Modeling,
Technical University of Denmark, Richard Petersens Plads, Building 321,
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A priori information used in probabilistic inverse problem theory is often
covariance-based a priori models. In these models the spatial correlation between
the model parameters is defined by two-point statistics. In reality, two-point-based a
priori models are too limited to capture curvilinear features such as channels or cross
beddings. It is therefore often insufficient to rely only on the two-point statistics,
and thus higher order statistics must also be taken into account in order to correctly
produce geologically realistic descriptions of the subsurface. It is assumed that ge-
ological information is available in the form of a training image. This image could
for instance have been artificially created to describe the expectations for the solution
model or it could be information from a previous solution to a comparable inverse
problem. The computed models should not be identical to the training image, but
rather express a compromise between honoring observed data and comply with the
information extracted from the training image. The latter can be achieved by ensuring
that the models have the same multiple point statistics as the training image.
Guardiano and Srivastava (1993) proposed a sequential simulation algorithm that
was capable of simulating spatial features inferred from a training image. Their ap-
proach was computationally infeasible until Strebelle (2002) developed the single
normal equation simulation (snesim) algorithm. Multiple point statistics in general
and the snesim algorithm in particular have been widely used for creating models
based on training images and for solving inverse problems, see for instance Caers and
Zhang (2004), Arpat (2005), Hansen et al. (2008), Peredo and Ortiz (2010), Suzuki
and Caers (2008), Jafarpour and Khodabakhshi (2011). A method called the proba-
bility perturbation method (PPM) has been proposed by Caers and Hoffman (2006).
It allows for gradual deformation of one realization of snesim to another realization
of snesim. Caers and Hoffman propose to use the PPM method to find a solution to an
inverse problem that is consistent with both a complex prior model, as defined by a
training image, and data observations. PPM is used iteratively to perturb a realization
from snesim while reducing the data misfit. However, as demonstrated by Hansen et
al. (2012), as a result of the probability of the prior model not being evaluated, the
model found using PPM is not the maximizer of the posterior density function, but
simply the realization of the multiple point based prior with the highest likelihood
value. There is no control of how reasonable the computed model is with respect to
the prior model. It may be highly unrealistic.
The sequential Gibbs sampling method by Hansen et al. (2012) is used to sample
the a posteriori probability density function given, for example a training image based
prior. However, as with the PPM it cannot be used for optimization and locating the
maximum a posteriori (MAP) model, as the prior probability is not quantified. The fo-
cus of our research is the development of the frequency matching (FM) method. The
core of this method is the characterization of images by their multiple point statistics.
An image is represented by the histogram of the multiple point-based spatial event
in the image; this histogram is denoted the frequency distribution of the image. The
most significant aspect of this method, compared to existing methods based on multi-
ple point statistics for solving inverse problems, is the fact that it explicitly formulates
an a priori probability density distribution, which enables it to efficiently quantify the
probability of a realization from the a priori probability.
The classical approach when solving inverse problems by the least squares meth-
ods assumes a Gaussian prior distribution with a certain expectation. Solution models
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to the inverse problem are penalized depending on their deviation from the expected
model. In the FM method, the frequency distribution of the training image acts as
the expected model and a solution image is penalized depending on how much its
frequency distribution deviates from that of the training image. To perform this com-
parison we introduce a dissimilarity measure between a training image and a model
image as the χ2 distance between their frequency distributions. Using this dissimilar-
ity measure for quantifying the a priori probability of a model the FM method allows
us to directly compute the MAP model, which is not possible using known techniques
such as the PPM and sequential Gibbs sampling methods.
Another class of methods are the Markov random fields (MRF) methods (Tjelme-
land and Besag 1998). The prior probability density given by Markov methods in-
volves a product of a large number of marginals. A disadvantage is therefore, despite
having an expression for the normalization constant, that it can be computationally
expensive to compute. Subclasses of the MRF methods such as Markov mesh mod-
els (Stien and Kolbjørnsen 2011) and partially ordered Markov models (Cressie and
Davidson 1998) avoid the computation of the normalization constant, and this advan-
tage over the MRF methods is shared by the FM method. Moreover, in contrast to
methods such as PMM and MRF, the FM method is fully non-parametric, as it does
not require probability distributions to be written in a closed form.
This paper is ordered as follows. In Sect. 2 we define how we characterize im-
ages by their frequency distributions, we introduce our choice of a priori distribution
of the inverse problem and we elaborate on how it can be incorporated into tradi-
tional inverse problem theory. Our implementation of the FM method is discussed in
Sect. 3. In Sect. 4 we present our test case and the results when solving an inverse
problem using frequency matching-based a priori information. Section 5 summarizes
our findings and conclusions.
2 Method
In geosciences, inverse problems involve a set of measurements or observations dobs
used to determine the spatial distribution of physical properties of the subsurface.
These properties are typically described by a model with a discrete set of parameters,
m. For simplicity, we will assume that the physical property is modeled using a reg-
ular grid in space. The model parameters are said to form an image of the physical
property.
Consider the general forward problem,
d = g(m), (1)
of computing the observations d given the perhaps non-linear forward operator g
and the model parameters m. The values of the observation parameters are computed
straightforwardly by applying the forward operator to the model parameters. The as-
sociated inverse problem consists of computing the model parameters m given the
forward operator g and a set of observations dobs. As the inverse problem is usually
severely under-determined, the model m that satisfies dobs = g(m) is not uniquely
determined. Furthermore, some of the models satisfying dobs = g(m) within the re-
quired level of accuracy will be uninteresting for a geoscientist as the nature of the
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forward operator g and the measurement noise in dobs may yield a physically unre-
alistic description of the property. The inverse problem therefore consists of not just
computing a set of model parameters satisfying Eq. 1, but computing a set of model
parameters that gives a realistic description of the physical property while honoring
the observed data. The FM method is used to express how geologically reasonable a
model is by quantifying its a priori probability using multiple point statistics. Letting
the a priori information be available in, for instance, a training image, the FM method
solves an inverse problem by computing a model that satisfies not only the relation
from Eq. 1 but a model that is also similar to the training image. The latter ensures
that the model will be geologically reasonable.
2.1 The Maximum A Posteriori Model
Tarantola and Valette (1982) derived a probabilistic approach to solve inverse prob-
lems where the solution to the inverse problem is given by a probability density func-
tion, denoted the a posteriori distribution. This approach makes use of a prior distri-
bution and a likelihood function to assign probabilities to all possible models. The
a priori probability density function ρ describes the data independent prior knowl-
edge of the model parameters; in the FM method we choose to define it as follows
ρ(m) = const. exp(−α f (m)),
where α acts as a weighting parameter and f is a dissimilarity function presented in
Sect. 2.4. Traditionally, f measures the distance between the model and an a priori
model. The idea behind the FM method is the same, except we wish not to compare
models directly but to compare the multiple point statistics of models. We therefore
choose a traditional prior but replace the distance function such that instead of mea-
suring the distance between models directly, we measure the dissimilarity between
them. The dissimilarity is expressed as a distance between their multiple point statis-
tics.
The likelihood function L is a probabilistic measure of how well data associated
with a certain model matches the observed data, accounting for the uncertainties of
the observed data,
L
(
m,dobs
) = const. exp
(
−1
2
∥∥dobs − g(m)∥∥2Cd
)
.
Here, Cd is the data covariance matrix and the measurement errors are assumed to be
independent and Gaussian distributed with mean values 0. The a posteriori distribu-
tion is then proportional to the product of the prior distribution and the likelihood
σ(m) = const.ρ(m)L(m,dobs).
The set of model parameters that maximizes the a posteriori probability density is
called the maximum a posteriori (MAP) model
mMAP = arg max
m
{
σ(m)
}
= arg min
m
{− logσ(m)}
= arg min
m
{
1
2
∥∥dobs − g(m)∥∥2Cd + α f (m)
}
.
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The dissimilarity function f is a measure of how well the model satisfies the
a priori knowledge that is available, for example from a training image. The more
similar, in some sense, the image from a set of model parameters m is to the training
image the smaller the function value f (m) is. Equivalently to the more traditional
term ‖m − mprior‖2Cm , stemming from a Gaussian a priori distribution of the model
parameters with mean values mprior and covariance matrix Cm, f (m) can be thought
of as a distance. It is not a distance between m and the training image (f (m) may be
zero for other images than the training image), but a distance between the multiple
point statistics of the image formed by the model parameters and the multiple point
statistics of the training image.
2.2 The Multiple Point Statistics of an Image
Consider an image Z = {1,2, . . . ,N} with N voxels (or pixels if the image is only
two dimensional) where the voxels can have the m different values 0,1, . . . ,m − 1.
We introduce the N variables, z1, z2, . . . , zN and let zk describe the value of the
kth voxel of the image. It is assumed that the image is a realization of an unknown,
random process satisfying:
1. The value of the kth voxel, zk , is, given the values of voxels in a certain neigh-
borhood Nk around voxel k, independent of voxel values not in the neighborhood.
Voxel k itself is not contained in Nk . Let zk be a vector of the values of the ordered
neighboring voxels in Nk ; we then have
fZ(zk|zN , . . . , zk+1, zk−1, . . . , z1) = fZ(zk|zk),
where fZ denotes the conditional probability distribution of the voxel zk given the
values of the voxels within the neighborhood.
2. For an image of infinite size the geometrical shape of all neighborhoods Nk are
identical. This implies that if voxel k has coordinates (kx, ky, kz), and voxel l has
coordinates (lx, ly, lz), then
(nx, ny, nz) ∈ Nk ⇒ (nx − kx + lx, ny − ky + ly, nz − kz + lz) ∈ Nl .
3. If we assume ergodicity, that is, when two voxels, voxel k and voxel l, have the
same values as their neighboring voxels, then the conditional probability distribu-
tion of voxel k and voxel l are identical
zk = zl ⇒ fZ(zk|zk) = fZ(zl |zl).
Knowing the conditionals fZ(zk|zk) we know the multiple point statistics of the
image, just as a variogram would describe the two-point statistics of an image. The
basis of sequential simulation as proposed by Guardiano and Srivastava (1993) is
to exploit the aforementioned assumptions to estimate the conditional probabilities
fZ(zk|zk) based on the marginals obtained from the training image, and then to
use the conditional distributions to generate new realizations of the unknown ran-
dom process from which the training image is a realization. The FM method, on the
other hand, operates by characterizing images by their frequency distributions. As
described in the following section, the frequency distribution of voxel values within
the given neighborhood of an image is given by its marginal distributions. This means
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that comparison of images is done by comparing their marginals. For now, the train-
ing image is assumed to be stationary. With the current formulation of the frequency
distributions this is the only feasible approach. Discussion of how to avoid the as-
sumption of stationarity exists in literature, see for instance the recent Honarkhah
(2011). Some of these approaches mentioned here might also be useful for the FM
method, but we will leave this to future research to determine.
2.3 Characterizing Images by their Frequency Distribution
Before presenting the FM method we define what we denote the frequency distri-
bution. Given an image with the set of voxels Z = {1, . . . ,N} and voxel values
z1, . . . , zN we define the template function Ω as a function that takes as argument
a voxel k and returns the set of voxels belonging to the neighborhood Nk of voxel k.
In the FM method, the neighborhood of a voxel is indirectly given by the statistical
properties of the image itself; however, the shape of a neighborhood satisfying the
assumptions from Sect. 2.2 is unknown. For each training image one must therefore
define a template function Ω that seeks to correctly describe the neighborhood. The
choice of template function determines if a voxel is considered to be an inner voxel.
An inner voxel is a voxel with the maximal neighborhood size, and the set of inner
voxels, Zin, of the image is therefore defined as
Zin =
{
k ∈ Z: |Nk| = max
l∈Z |Nl |
}
,
where |Nk| denotes the number of voxels in Nk . Let n denote the number of voxels
in the neighborhood of an inner voxel. Typically, voxels on the boundary or close to
the boundary of an image will not be inner voxels. To each inner voxel zk we assign a
pattern value pk ; we say the inner voxel is the center voxel of a pattern. This pattern
value is a unique identifier of the pattern and may be chosen arbitrarily. The most
obvious choice is perhaps a vector value with the discrete variables in the pattern, or
a scalar value calculated based on the values of the variables. The choice should be
made in consideration of the implementation of the FM method. The pattern value is
uniquely determined by the value of the voxel zk and the values of the voxels in its
neighborhood, zk . As the pattern value is determined by the values of n + 1 voxels,
which can each have m different values, the maximum number of different patterns
is mn+1.
Let πi , for i = 1, . . . ,mn+1, count the number of patterns that have the ith pattern
value. The frequency distribution is then defined as π
π = [π1, . . . , πmn+1].
Let pΩ denote the mapping from voxel values of an image Z to its frequency distri-
bution π , that is, pΩ(z1, . . . , zN) = π .
Figure 1 shows an example of an image and the patterns it contains for the template
function that defines neighborhoods as follows
Nk =
{
l ∈ Z \ {k}: |lx − kx | ≤ 1, |ly − ky | ≤ 1
}
.
Recall from Sect. 2.2 that (lx, ly) are the coordinates of voxel l in this two-
dimensional example image. We note that for a given template function the frequency
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Fig. 1 Example of patterns found in an image. Notice how the image is completely described by the
(ordered) patterns in every third row and column; the patterns are marked in red
distribution of an image is uniquely determined. The opposite, however, does not
hold. Different images can, excluding symmetries, have the same frequency distribu-
tion. This is what the FM method seeks to exploit by using the frequency distribution
to generate new images, at the same time similar to, and different from, our training
image.
2.4 Computing the Similarity of Two Images
The FM method compares a solution image to a training image by comparing its
frequency distribution to the frequency distribution of the training image. How dis-
similar the solution image is to the training image is determined by a dissimilarity
function, which assigns a distance between their frequency distributions. This dis-
tance reflects how likely the solution image is to be a realization of the same un-
known process as the training image is a realization of. The bigger the distance, the
more dissimilar are the frequency distributions and thereby also the images, and the
less likely is the image to be a realization of the same random process as the training
image. The dissimilarity function can therefore be used to determine which of two
images is most likely to be a realization of the same random process as the training
image is a realization of.
The dissimilarity function is not uniquely given but an obvious choice is the χ2
distance also described in Sheskin (2004). It is used to measure the distance between
two frequency distributions by measuring how similar the proportions of patterns in
the frequency distributions are. Given two frequency distributions, the χ2 distance
estimates the underlying distribution. It then computes the distance between the two
frequency distributions by computing each of their distances to the underlying dis-
tribution. Those distances are computed using a weighted Euclidean norm where the
weights are the inverse of the counts of the underlying distribution, see Fig. 2. In our
research, using the counts of the underlying distribution turns out to be a favorable
weighting of small versus big differences instead of using a traditional p-norm as
used by Peredo and Ortiz (2010).
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Fig. 2 Illustration of the χ2
distance between two frequency
distributions π and πTI, each
containing the counts of two
different pattern values, p1 and
p2. The difference between the
frequency distributions is
computed as the sum of the
length of the two red line
segments. The length of each
line segment is computed using
a weighted Euclidean norm. The
counts of the underlying
distribution are found as the
orthogonal projection of the
frequency distributions onto the
a line going through the origin
such that
‖π − ‖2 = ‖πTI − TI‖2
Hence, given the frequency distributions of an image, π , and of a training image,
πTI, and by letting
I = {i ∈ {1, . . . ,mn+1}: πTIi > 0
} ∪ {i ∈ {1, . . . ,mn+1}: πi > 0
}
, (2)
we compute what we define as the dissimilarity function value of the image
c(π) = χ2(π ,πTI) =
∑
i∈I
(πTIi − TIi )2
TIi
+
∑
i∈I
(πi − i)2
i
, (3)
where i denotes the counts of the underlying distribution of patterns with the ith
pattern value for images of the same size as the image and TIi denotes the counts
of the underlying distribution of patterns with the ith pattern value for images of the
same size as the training image. These counts are computed as
i = πi + π
TI
i
nZ + nTI nZ, (4)
TIi =
πi + πTIi
nZ + nTI nTI, (5)
where nZ and nTI are the total number of counts of patterns in the frequency distri-
butions of the image and the training image, that is, the number of inner voxels in the
image and the training image, respectively.
2.5 Solving Inverse Problems
We define the frequency matching method for solving inverse problems formulated
as least squares problems using geologically complex a priori information as the fol-
Math Geosci
lowing optimization problem
min
z1,...,zN
∥∥dobs − g(z1, . . . , zN)
∥∥2
Cd + α c(π),
w.r.t. π = pΩ(z1, . . . , zN), (6)
zk ∈ {0, . . . ,m − 1} for k = 1, . . . ,N,
where c(π) is the dissimilarity function value of the solution image defined by Eq. 3
and α is a weighting parameter. The forward operator g, which traditionally is a
mapping from model space to data space, also contains the mapping of the categorical
values zk ∈ {0, . . . ,m − 1} for k = 1, . . . ,N of the image into the model parameters
m that can take m different discrete values.
The value of α cannot be theoretically determined. It is expected to depend on
the problem at hand; among other factors its resolution, the chosen neighborhood
function and the dimension of the data space. It can be thought of as playing the
same role for the dissimilarity function as the covariance matrix Cd does for the data
misfit. So it should in some sense reflect the variance of the dissimilarity function
and in that way determine how much trust we put in the dissimilarity value. Variance,
or trust, in a training image is difficult to quantify, as the training image is typically
given by a geologist to reflect certain expectations to model. Not having a theoretical
expression for α therefore allows us to manipulate the α value to loosely quantify the
trust we have in the training image. In the case where we have accurate data but only
a vague idea of the structures of the subsurface the α can be chosen low, in order to
emphasize the trust we have in the data and the uncertainty we have of the structure
of the model. In the opposite case, where data are inaccurate but the training image is
considered to be a very good description of the subsurface, the α value can be chosen
high, to give the dissimilarity function more weight.
Due to the typically high number of model parameters, the combinatorial opti-
mization problem should be solved by use of an iterative solution method; such a
method will iterate through the model space and search for the optimal solution.
While the choice of solution method is less interesting when formulating the FM
method, it is of great importance when applying it. The choice of solution method
and the definition of how it iterates through the solution space by perturbing images
has a significant impact on the feasibility of the method in terms of its running time.
As we are not sampling the solution space we do not need to ensure that the method
captures the uncertainty of the model parameters, and the ideal would be a method
that converges directly to the maximum a posteriori solution. While continuous op-
timization problems hold information about the gradient of the objective function
that the solution method can use to converge to a stationary solution, this is not the
case for our discrete problem. Instead we consider the multiple point statistics of the
training image when perturbing a current image and in that way we seek to generate
models which better match the multiple point statistics of the training image and thus
guide the solution method to the maximum a posteriori model.
2.6 Properties of the Frequency Matching Method
The FM method is a general method and in theory it can be used to simulate any
type of structure, as long as a valid training image is available and a feasible template
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function is chosen appropriately. If neighborhoods are chosen too small, the method
will still be able to match the frequency distributions. However, it will not reproduce
the spatial structures simply because these are not correctly described by the cho-
sen multiple point statistics and as a result the computed model will not be realistic.
If neighborhoods are chosen too big, CPU cost and memory demand will increase,
and as a result the running time per iteration of the chosen solution method will in-
crease. Depending on the choice of iterative solution method, increasing the size n
of the neighborhood is likely to also increase the number of iterations needed and
thereby increase the convergence time. When the size of neighborhoods is increased,
the maximum number of different patterns, mn+1, is also increased. The number of
different patterns present is, naturally, limited by the number of inner voxels, which
is significantly smaller than mn+1. In fact, the number of patterns present in an image
is restricted further as training images are chosen such that they describe a certain
structure. This structure is also sought to be described in the solutions. The structure
is created by repetition of patterns, and the frequency distributions will reveal this
repetition by having multiple counts of the same pattern. This means, the number of
patterns with non-zero frequency is greatly smaller than mn+1 resulting in the fre-
quency distributions becoming extremely sparse. For bigger test cases, with millions
of parameters, patterns consisting of hundreds of voxels and multiple categories, this
behavior needs to be investigated further.
The dimension of the images, if they are two or three dimensional, is not im-
portant to the FM method. The complexity of the method is given by the maximal
size of neighborhoods, n. The increase in n as a result of going from two- to three-
dimensional images is therefore more important than the actual increase in physical
dimensions. In fact, when it comes to assigning pattern values a neighborhood is,
regardless of its physical dimension, considered one dimensional where the ordering
of the voxels is the important aspect. Additionally, the number of categories of voxel
values m does not influence the running time per iteration. As with the number of
neighbors, n, it only influences the number of different possible patterns mn+1 and
thereby influences the sparsity of the frequency distribution of the training image.
The higher m is, the sparser is the frequency distribution. It is expected that the spar-
sity of the frequency distribution affects the level of difficulty of the combinatorial
optimization problem.
Strebelle (2002) recommends choosing a training image that is at least twice as
large as the structures it describes; one must assume this advice also applies to the
FM method. Like the snesim algorithm, the FM method can approximate continuous
properties by discretizing them into a small number of categories. One of the advan-
tages of the FM method is that by matching the frequency distributions it indirectly
ensures that the proportion of voxels in each of the m categories is consistent between
the training image and the solution image. It is therefore not necessary to explicitly
account for this ratio. Unlike the snesim algorithm, the computed solution images
therefore need very little post treatment—in the current implementation the solution
receives no post treatment. However, the α parameter does allow for the user to spec-
ify how strictly the frequency distributions should be matched. In the case where the
data are considered very informative or the training image is considered far from re-
ality, decreasing the α allows for the data to be given more weight and the multiple
point statistics will not be as strictly enforced.
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Constraints on the model parameters can easily be dealt with by reducing the fea-
sible set {0, . . . ,m − 1} for those values of k in the constraints of the problem stated
in Eq. 6. The constrained voxels remain part of the image Z and when computing the
frequency distribution of an image they are not distinguished from non-constrained
voxels. However, when perturbing an image all constraints of the inverse problem
should at all times be satisfied and conditioned to the hard data. The additional con-
straints on the model parameters will therefore be honored.
3 Implementation
This section describes the current implementation of the frequency matching method.
Algorithm 1 gives a general outline of how to apply the FM method, that is, how to
solve the optimization problem from Eq. 6 with an iterative optimization method.
In the remainder of the section, the implementation of the different parts of the
FM method will be discussed. It should be noted that the implementation of the
FM method is not unique; for instance, there are many options for how the solu-
tion method iterates through the model space by perturbing models. The different
choices should be made depending on the problem at hand and the current imple-
mentation might not be favorable for some given problems. The overall structure in
Algorithm 1 will be valid regardless of what choices are made on a more detailed
level.
Algorithm 1: The Frequency Matching Method
Input: Training image, ZTI, Starting image Z
Output: Maximum a posteriori image ZFM
Compute frequency distribution of training image πTI and pattern list p
(Algorithm 2)
Compute partial frequency distribution of starting image π (Algorithm 3)
while not converged do
Compute perturbed image Z based on Z (Algorithm 4)
Compute partial frequency distribution of perturbed image π (Algorithm 5)
if accept the perturbed image then
Set Z ← Z and π ← π
end
end
The current implementation is based on a Simulated Annealing scheme. Simu-
lated Annealing is a well-known heuristic optimization method first presented by
Kirkpatrick et al. (1983) as a solution method for combinatorial optimization prob-
lems. The acceptance of perturbed images is done using an exponential cooling rate
and the parameters controlling the cooling are tuned to achieve an acceptance ratio
of approximately 15 accepted perturbed models for each 100 suggested perturbed
models. A perturbed model is generated by erasing the values of the voxels in a part
of the image and then re-simulating the voxel values by use of sequential simula-
tion.
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3.1 Reformulation of the Dissimilarity Function
The definition of the dissimilarity function from Eq. 3 has one great advantage that
we for computational reasons simply cannot afford to overlook. As discussed previ-
ously, the frequency distributions are expected to be sparse as the number of patterns
present in an image is significantly smaller than mn+1. This means that a lot of the
terms in the dissimilarity function from Eq. 3 will be zero, yet the dissimilarity func-
tion can be simplified further. It will be shown that the dissimilarity function value of
a frequency distribution, c(π), given the frequency distribution of a training image,
π , can be computed using only entries of π where πTI > 0. In other words, to com-
pute the dissimilarity function value of an image we need only to know the count of
patterns in the image that also appear in the training image. Computationally, this is
a great advantage as we can disregard the patterns in our solution image that do not
appear in the training image and we need not compute nor store the entire frequency
distribution of our solution image, which is shown by inserting the expressions of the
counts for the underlying distribution defined by Eqs. 4 and 5
c(π) =
∑
i∈I
(πTIi − TIi )2
TIi
+
∑
i∈I
(πi − i)2
i
=
∑
i∈I
(
√
nZ
nTI
πTIi −
√
nTI
nZ
πi)
2
πTIi + πi
. (7)
This leads to the introduction of the following two subsets of I
I1 =
{
i ∈ I : πTIi > 0
}
,
I2 =
{
i ∈ I : πTIi = 0
}
.
The two subsets form a partition of I as they satisfy I1 ∪ I2 = I and I1 ∩ I2 = ∅. The
dissimilarity function Eq. 7 can then be written as
c(π) =
∑
i∈I1
(
√
nZ
nTI
πTIi −
√
nTI
nZ
πi)
2
πTIi + πi
+ nTI
nZ
∑
i∈I2
πi
=
∑
i∈I1
(
√
nZ
nTI
πTIi −
√
nTI
nZ
πi)
2
πTIi + πi
+ nTI
nZ
(
nZ −
∑
i∈I1
πi
)
(8)
recalling that
∑
i∈I πi = nZ and that πi = 0 for i /∈ I .
A clear advantage of this formulation of the dissimilarity function is that the entire
frequency distribution π of the image does not need to be known; as previously stated,
it only requires the counts πi of the patterns also found in the training image, which
is for i ∈ I1.
3.2 Computing and Storing the Frequency Distributions
The formulation of the dissimilarity function from Eq. 3 and later Eq. 8 means that
it is only necessary to store non-zero entries in a frequency distribution of a training
Math Geosci
image πTI. Algorithm 2 shows how the frequency distribution of a training image is
computed such that zero entries are avoided. The algorithm also returns a list p with
the same number of elements as the frequency distribution and it holds the pattern
values corresponding to each entry of πTI.
Algorithm 2: Frequency Distribution of a Training Image
Input: Training Image ZTI
Output: Frequency distribution πTI, list of pattern values p
Initialization: empty list πTI, empty list p
for each inner voxel, i.e., k ∈ ZTIin do
Extract pattern k
Compute pattern value pk
if the pattern was previously found then
Add 1 to the corresponding entry of πTI
else
Add pk to the list of pattern values p
Set the corresponding new entry of πTI equal to 1
end
end
Algorithm 3 computes the partial frequency distribution π of an image that is
needed to evaluate the dissimilarity function c(π) = χ2(π ,πTI) from Eq. 8. The
partial frequency distribution only stores the frequencies of the patterns also found in
the training image.
Algorithm 3: Partial Frequency Distribution of an Image
Input: Image Z, list of pattern values p from the training image
Output: Partial frequency distribution π
Initialization: all zero list π (same length as p)
for each inner voxel, i.e., k ∈ Zin do
Extract pattern k
Compute pattern value pk
if the pattern is found in the training image then
Add 1 to the corresponding entry of π
end
end
3.3 Perturbation of an Image
The iterative solver moves through the model space by perturbing models and this is
the part of the iterative solver that leaves the most choices to be made. An intuitive
but naive approach would be to simply change the value of a random voxel. This
will result in a perturbed model that is very close to the original model, and it will
therefore require a lot of iterations to converge. The current implementation changes
the values of a block of voxels in a random place of the image.
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Before explaining in detail how the perturbation is done, let Zcond ⊂ Z be the set
of voxels that we have hard data for, which means their value is known and should
be conditioned to. First a voxel k is chosen randomly. Then the value of all voxels in
a domain Dk ⊂ (Z \ Zcond) around voxel k are erased. Last, the values of the voxels
in Dk are simulated using sequential simulation. The size of the domain should be
chosen to reflect how different the perturbed image should be from the current image.
The bigger the domain, the fewer iterations we will expect the solver will need to it-
erate through the model space to converge, but the more expensive an iteration will
become. Choosing the size of the domain is therefore a trade-off between number
of iterations and thereby forward calculations and the cost of computing a perturbed
image.
Algorithm 4 shows how an image is perturbed to generate a new image.
Algorithm 4: Perturbation of an Image
Input: Image Z, partial frequency distribution π of Z
Output: Perturbed image Z
Initialization: set π = π
Pick random voxel k
for each voxel l around voxel k, i.e., l ∈ Dk do
Erase the value of voxel l, i.e., zl is unassigned
end
for each unassigned voxel l around voxel k, i.e., l ∈ Dk do
Simulate zl given all assigned voxels in Nl .
end
3.4 Updating the Frequency Distribution
As a new image is created by changing the value of a minority of the voxels, it would
be time consuming to compute the frequency distribution of all voxel values of the
new image when the frequency distribution of the old image is known. Recall that
n is the maximum number of neighbors a voxel can have; inner voxels have exactly
n neighbors. Therefore, in addiction to changing its own pattern value, changing the
value of a voxel will affect the pattern value of at most n other voxels. This means
that we obtain the frequency distribution of the new image by performing at most
n+ 1 subtractions and n+ 1 additions per changed voxel to the entries of the already
known frequency distribution.
The total number of subtractions and additions can be lowered further by exploit-
ing the block structure of the set of voxels perturbed. The pattern value of a voxel
will be changed when any of its neighboring voxels are perturbed, but the frequency
distribution need only be updated twice for each affected voxel. We introduce a set
of voxels Zaff, which is the set of voxels who are affected when perturbing image Z
into Z, that is, the set of voxels whose pattern values are changed when perturbing
image Z into image Z
Zaff = {k ∈ Z: pk = pk}. (9)
How the partial frequency distribution is updated when an image is perturbed is illus-
trated in Algorithm 5.
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Algorithm 5: Update Partial Frequency Distribution of an Image
Input: Image Z, partial frequency distribution π of Z, perturbed image Z, set
of affected voxels Zaff, set of pattern values p from the training image
Output: Partial frequency distribution π of Z
Initialization: set π = π
for each affected voxel, i.e., k ∈ Zaff do
Extract pattern k from both Z and Z
Compute both pattern values pk and pk
if the pattern pk is present in the training image then
Subtract 1 from the corresponding entry of π
end
if the pattern pk is present in the training image then
Add 1 to the corresponding entry of π
end
end
As seen in Algorithm 1, the FM method requires in total two computations of a
frequency distribution, one for the training image and one for the initial image. The
FM method requires one update of the partial frequency distribution per iteration.
As the set of affected voxels Zaff is expected to be much smaller than the total im-
age Z, updating the partial frequency distribution will typically be much faster than
recomputing the entire partial frequency distribution even for iterations that involve
changing the values of a large set of voxels.
3.5 Multigrids
The multigrid approach from Strebelle (2002) that is based on the concept initially
proposed by Gómez-Hernández (1991) and further developed by Tran (1994) can also
be applied in the FM method. Coarsening the images allows the capture of large-scale
structures with relatively small templates. As in the snesim algorithm, the results from
a coarse image can be used to condition upon for a higher resolution image.
The multigrid approach is applied by running the FM method from Algorithm 1
multiple times. First, the algorithm is run on the coarsest level. Then the resulting im-
age, with increased resolution, is used as a starting image on the next finer level, and
so on. The resolution of an image can be increased by nearest neighbor interpolation.
4 Example: Crosshole Tomography
Seismic borehole tomography involves the measurement of seismic travel times be-
tween two or more boreholes in order to determine an image of seismic velocities in
the intervening subsurface. Seismic energy is released from sources located in one
borehole and recorded at multiple receiver locations in another borehole. In this way
a dense tomographic data set that covers the interborehole region is obtained.
Consider a setup with two boreholes. The horizontal distance between them is 	X
and they both have the depth 	Z. In each borehole a series of receivers and sources
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Fig. 3 Training image
(resolution: 251 × 251 pixels)
Table 1 Parameter values for
the test case 	X 500 m
	Z 1,200 m
	x 10 m
	z 10 m
ds 250 m
dr 100 m
vlow 1,600 m/s
vhigh 2,000 m/s
is placed. The vertical domain between the two boreholes is divided into cells of
dimensions 	x by 	z and it is assumed that the seismic velocity is constant within
each cell. The model parameters of the problem are the propagation speeds of each
cell. The observed data are the first arrival times of the seismic signals. For the series
of sources and receivers in each borehole the distances between the sources are ds and
the distances between the receivers are dr . We assume a linear relation between the
data (first arrival times) and the model (propagation speed) from Eq. 1. The sensitivity
of seismic signals is simulated as straight rays. However, any linear sensitivity kernel
obtained using, for example, curvilinear rays or Fresnel zone-based sensitivity, can
be used.
It is assumed that the domain consists of zones with two different propagation
speeds, vlow and vhigh. Furthermore a horizontal channel structure of the zones with
high propagation speed is assumed. Figure 3 shows the chosen training image with
resolution 251 cells by 251 cells where each cell is 	x by 	z. The training image
is chosen to express the a priori information about the model parameters. The back-
ground (white pixels) represents a low velocity zone and the channel structures (black
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Fig. 4 Reference model
(resolution: 50 × 120 pixels)
Fig. 5 Computed model for
α = 1.8 × 10−2 (resolution:
50 × 120 pixels)
pixels) are the high velocity zones. The problem is scalable and for the example we
have chosen the parameters presented by Table 1.
The template function is chosen, such that the neighborhood of pixel k is the fol-
lowing set of pixels
Nk =
{
l ∈ Z \ {k}: |lx − kx | ≤ 4, |lz − kz| ≤ 3
}
.
Recall that pixel l has the coordinates (lx, lz); the first coordinate being the horizon-
tal distance from the left borehole and the second coordinate being the depth, both
measured in pixels. To compute a perturbed image, the domain used in Algorithm 4
is defined as follows
Dk =
{
l ∈ Z \ Zcond: |lx − kx | ≤ 7, |lz − kz| ≤ 7
}
.
The values of all pixels l ∈ Dk will be re-simulated using Sequential Simulation con-
ditioned to the remaining pixels l /∈ Dk . We are not using any hard data in the exam-
ple, which means Zcond = ∅.
This choice of template function yields n = 34 where the geometrical shape of the
neighborhood of inner pixels is a 7 pixels by 5 pixels rectangle. This is chosen based
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Fig. 6 The computed models
for increasing values of α:
(a) α = 10−3, (b) α = 10−2,
(c) α = 10−1, (d) α = 10
on the trends in the training image, where the distance of continuity is larger horizon-
tally than vertically. However, it should be noted that this choice of template function
is not expected to meet the assumptions of conditional independence of Sect. 2.2.
The distance of continuity in the training image appears much larger horizontally
than only seven pixels, and vertically the width of the channels is approximately ten
pixels. This implies that, despite matched frequency distributions, a computed so-
lution will not necessarily be recognized to have the same visual structures as the
training image. The goal is solve the inverse problem which involves fitting the data
and therefore, as our example will show, neighborhoods of this size are sufficient.
The data-fitting term of the objective function guides the solution method, such that
the structures from the training image are correctly reproduced. The low number of
neighbors constrains the small-scale variations, which are not well-determined by the
travel time data. However, the travel time data successfully determine the large-scale
structures. The template function does not need to describe structures of the largest
scales of the training image as long as the observed data are of a certain quality.
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Fig. 7 L-curve used to
determine the optimal α value.
Models have been computed for
13 logarithmically distributed
values of α ranging from 1
(upper left corner) to 10−3
(lower right corner). Each of the
13 models is marked with a blue
circle. See the text for further
explanation
Figure 4 shows the reference model that describes what is considered to be the
true velocity profile between the two boreholes. The image has been generated by the
snesim algorithm (Strebelle 2002) using the multiple point statistics of the training
image. The arrival times d for the reference model mref are computed by a forward
computation, d = Gmref. We define the observed arrival times dobs as the computed
arrival times d added 5 % Gaussian noise. Figure 5 shows the solution computed us-
ing 15,000 iterations for α = 1.8×10−2. The solution resembles the reference model
to a high degree. The FM method detected the four channels; their location, width and
curvature correspond to the reference model. The computations took approximately
33 minutes on a Macbook Pro 2.66 GHz Intel Core 2 Duo with 4 GB RAM.
Before elaborating on how the α value was determined, we present some of the
models computed for different values of α. Figure 6 shows the computed models for
four logarithmically distributed values of α between 10−3 and 101. It is seen how
the model for lowest value of α is geologically unrealistic and does not reproduce
the a priori expected structures from the training image as it primarily is a solution
to the ill-posed, under-determined, data-fitting problem. As α increases, the channel
structures of the training image are recognized in the computed models. However, for
too large α values the solutions are dominated by the χ2 term as the data have been
deprioritized, and the solutions are not geologically reasonable either. As discussed,
the chosen template is too small to satisfy the conditions from Sect. 2.2, yielding
models that do in fact minimize the χ2 distance, but do not reproduce the structures
form the training image. The data misfit is now assigned too little weight to help
compensate for the small neighborhoods, and the compromise between minimizing
the data misfit and minimizing the dissimilarity that before worked out well is no
longer present.
We propose to use the L-curve method (Hansen and O’Leary 1993) to determine
an appropriate value of α. Figure 7 shows the value of χ2(mFM) versus the value of
1
2‖g(mFM)−dobs‖2Cd for 13 models. The models have been computed for logarithmi-
cally distributed values of α ranging from 1 (upper left corner) to 10−3 (lower right
corner). Each of the 13 models is marked with a blue circle. The models from Fig. 6
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are furthermore marked with a red circle. The model from Fig. 5 is marked with a red
star. We recognize the characteristic L-shaped behavior in the figure and the model
from Fig. 5 is the model located in the corner of the L-curve. The corresponding value
α = 1.8 × 10−2 is therefore considered an appropriate value of α.
5 Conclusions
We have proposed the frequency matching method which enables us to quantify a
probability density function that describes the multiple point statistics of an image.
In this way, the maximum a posteriori solution to an inverse problem using training
image-based complex prior information can be computed. The frequency matching
method formulates a closed form expression for the a priori probability of a given
model. This is obtained by comparing the multiple point statistics of the model to the
multiple point statistics from a training image using a χ2 dissimilarity distance.
Through a synthetic test case from crosshole tomography, we have demonstrated
how the frequency matching method can be used to determine the maximum a pos-
teriori solution. When the a priori distribution is used in inversion, a parameter α is
required. We have shown how we are able to recreate the reference model by choos-
ing this weighing parameter appropriately. Future work could focus on determining
the theoretically optimal value of α as an alternative to using the L-curve method.
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Introduction 
History matching problem arises regularly at the stage of reservoir development and its 
performance optimization. One wants to match simulation response with production data adjusting 
reservoir model parameters, e.g. permeability values, location of faults and fractures. Good history-
matched model must possess two important properties: be able to match data observations within their 
uncertainty and be consistent with geological expectations, i.e. prior information. If most of the 
attention is paid to the minimization of the data misfit, the geological realism of the solution may 
suffer. Traditionally, prior information is conserved in the form of covariance model that is defined by 
two-point statistics.  This means that spatial variability is accounted for only on a pairwise basis, and 
as a result, curvilinear long-correlated features become neglected. 
With the development of data assimilation techniques, such as the Ensemble Kalman Filter 
(EnKF), matching the data and estimation of the uncertainty became a feasible task (Aanonsen et al. 
2009).  However, due to the mentioned traditional approach of incorporating prior information, 
geologically realistic features, such as channels are hardly ever reproduced.  To keep complex 
geological structures in the solution, multiple-point statistics framework has to be used (Journel and 
Zhang 2006).  Many authors suggest inferring complex spatial information from the so-called training 
images (Strebelle 2002, Caers 2003, Eskandaridalvand 2010). Training images contain expected 
geological features and can be constructed using geologists’ expertise, database of characteristic 
structures, photographs of the outcrops.   
In this study we also use multiple point statistics of training images to provide geological realism 
of the solution.  This paper is the first application of the Frequency Matching (FM) method (Lange et 
al. 2011) to the solution of the history matching problem. The FM method allows us to accurately 
quantify the consistency of the model with complex prior, e.g. training image, computing prior 
probability of the model. Consequently, it enables us to guide the model safely by both prior 
information and data observations.  
Description of the method can be found in the next section. It is followed by a 3D synthetic 
example and the conclusion. 
 Methodology  
In this study we apply a multiple-point statistics framework defined by the FM method for solving 
history matching problem. Multiple point statistics gained its popularity in characterization of 
sedimentary reservoirs that possess channel-like features; see, for example, paper by Hoffman et al. 
(2006). The Probability perturbation method (PPM) suggested by Caers and Hoffman (2006) aims at 
finding solution that is consistent both with prior information, i.e. obtained from a training image, and 
data observations. However, as stated in Hansen et al. (2012), the PPM approach finds the solution 
that belongs to the space of prior models allowed by training image and only maximizes the data fit. 
While the FM method is a Bayesian approach and hence maximizes the posteriori model. The FM 
technique characterizes images by their multiple point statistics. To retrieve multiple point statistics. 
from an image, a scanning template is applied to it.  Further, the scanned information is sorted and 
forms the frequency distribution of the image. In such a way, the image is uniquely described by the 
histogram of the multi-point spatial event. For comparing of two images, a dissimilarity measure is 
introduced, and defined as χ2 distance between their histograms. 
Generally, the FM method can be used for the solution of inverse problems, where one wants to 
estimate a model m, given some data observations dobs, with respect to a complex prior information in 
the form of a training image. Mathematically, this can be formulated as the following optimization 
problem: 
 
  (1) 
where g is non-linear forward operator, Cd is data covariance matrix, π and πTI are the frequency 
distributions of the test image and training image respectively and α is a weight parameter. The first 
term in equation (1) minimizes the difference between observations and the forward simulation 
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response, while the second term minimizes the discrepancy between statistics of the model and of the 
training image. 
  We solve the optimization problem (1) with a greedy stochastic annealing algorithm. First, we 
choose a proper scanning template and construct the histograms of the training image and the starting 
model. Then we conduct a random walk in model space, suggesting change for the values of voxels 
(pixels in 2D space). The change is accepted or rejected depending on the optimization method 
criteria. For the test case, described in the next section we used the “greedy” approach: if the 
suggested change decreased the value of the objective function (1) the change was accepted. The 
greedy stochastic annealing algorithm may get stock in local minima. However, it is more 
computationally efficient and provides sufficiently low values for the both terms in the objective 
function (1). Since the history matching problem is very much undetermined, we are satisfied with a 
solution that honours (with desirable accuracy) both data and prior information. The described 
iterative approach involves one forward simulation per iteration. This is a bottleneck of the method. 
However, the development of the FM method is an active topic of the research and the strategy for 
decreasing number of forward simulations is under investigation. For example, increasing amount of 
flipped blocks may improve the algorithm performance. 
Example 
In this section we test the Frequency Matching method on the 3D synthetic example. Let us 
consider a 3D synthetic oil reservoir of 25x25x3 cells. Physical dimension of a cell is 50x50x10 m. 
Wells configuration is a traditional nine-spot pattern with one water injector in the middle and 8 
producers on the sides. We use a streamline simulator for modelling flow response. Initial water 
saturation is 0, initial pressure 100 bar.  
As geological model, we use binary training image of size 60x60x3 with distinct narrow high 
permeable channels of 500 mD and shale background of 50 mD, as shown in Figure 1 (all three 
layers are the same). It should be mentioned, that generally the FM method is suitable for the 
assessing priors with multiple categorical values. The reference permeability model, shown on Figure 
22 together with the well positions, just as the training image, is presented by two discrete values of 
500 mD and 50 mD. 
 
 
Figure 1 Training image, 
60x60x3 cells 
 
Figure 2 Reference permeability 25x25x3 cells, layers 1-3 
 
 
Production history was generated applying forward simulation to the reference model and adding five 
percent Gaussian noise. Observations consist of 5 measurements of oil rate for each producer at 600, 
1200, 1800, 2400 and 3000 days respectively. Note that we only gauge the cumulative production 
value of data at each well, and not at each segment of the wells. The corresponding data covariance 
matrix is a diagonal matrix with the values equal to the added noise variance. 
The starting model consists of random combination of channel and shale facies. We follow the 
algorithm described in the previous section. It is worth saying that for computational efficiency only a 
2D scanning template of 3x3 pixels was used. However, this choice is unlikely to have influence on 
the result as the reference channels have vertical continuity of one pixel. The value of the weight 
parameter α from equation (1) was chosen empirically to be equal to 1, however, it is clearly a 
question for the future research. 
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The solution model was obtained at the moment of approximately of 30000 iterations. Agreement 
with the prior is assessed by comparing the histograms of the solution and the training image in  
Figure 3: at first glance the histograms seems the same, however, there are still some discrepancies. 
With a larger template or with more iteration we may have improved more on the result. Analysis of 
the solution (Figure 4) shows that some of the features, in comparison to the reference model, were 
successfully reproduced, for example, the diagonal connection in the first layer. Dissimilarities may 
be explained by the low amount of the data values, which is unavoidable when dealing with the ill-
posed inverse problem. 
 
Figure 3 Histograms of the training image (upper) and the model (lower) at the moment of 30000 
iterations. 
 
 
Figure 4 Permeability model at the moment of 30000 iterations 
 
As for the quality of the data match, we can infer from Figure 5 and Figure 6 that most of the wells 
were matched within their uncertainty. The legend is following: red solid line - data with noise, red 
dashed line - data without noise, blue line with diamond marker – data from the solution. 
 
 
Figure 5 Oil production rate for wells 1-4. 
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Figure 6 Oil production rate for wells 4-8.  
Conclusions 
 We demonstrated a new multiple-points statistics framework for finding geology-consistent 
solution of history matching problem. We used the Frequency Matching method that allows us to 
combine prior information based on training image and production data. The 3D synthetic test case 
showed that the obtained solution was consistent both with prior information and data observations. 
This demonstrated the potential of the method and suggests that it could be used on more complicated 
cases. Future work will be related on improving of computational efficiency 
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Summary 
 
In order to move beyond simplified covariance based a 
priori models, which are typically used for inverse 
problems, more complex multiple-point-based a priori 
models have to be considered. By means of marginal 
probability distributions ‘learned’ from a training image, 
sequential simulation has proven to be an efficient way of 
obtaining multiple realizations that honor the same 
multiple-point statistics as the training image. The 
frequency matching method provides an alternative way of 
formulating multiple-point-based a priori models. In this 
strategy the pattern frequency distributions (i.e. marginals) 
of the training image and a subsurface model are matched 
in order to obtain a solution with the same multiple-point 
statistics as the training image. Sequential Gibbs sampling 
is a simulation strategy that provides an efficient way of 
applying sequential simulation based algorithms as a priori 
information in probabilistic inverse problems. 
Unfortunately, when this strategy is applied with the 
multiple-point-based simulation algorithm SNESIM the 
reproducibility of training image patterns is violated. In this 
study we suggest to combine sequential simulation with the 
frequency matching method in order to improve the pattern 
reproducibility while maintaining the efficiency of the 
sequential Gibbs sampling strategy. We compare 
realizations of three types of a priori models. Finally, the 
results are exemplified through crosshole travel time 
tomography.   
 
Introduction 
 
In geostatistical and probabilistic inverse modeling, a priori 
models that describe the expectations of the spatial 
distribution of the geological structures under study are 
important (Journel and Zhang, 2006).  Traditionally, a 
priori models rely on two-point statistics described through 
covariance models. However, such a priori models cannot 
capture realistically geological curvilinear structures such 
as tortuous channels. In order to overcome this 
shortcoming, multiple-point statistics has to be introduced 
(Guardiano and Srivastava, 1993). The Single Normal 
Equation SIMulation (SNESIM) algorithm is a 
computationally very efficient way of obtaining realizations 
from a joint probability density function (pdf) based on 
multiple-point statistics learned from a training image using 
sequential simulation (Strebelle, 2002).  
 
The extended Metropolis algorithm is a general sampling 
algorithm that can be used to sample the solution to 
nonlinear inverse problems (Mosegaard and Tarantola, 
1995). The extended Metropolis algorithm demands an 
algorithm that is able to produce perturbations between 
realizations from the a priori model. An efficient way of 
obtaining this is through sequential Gibbs sampling 
(Hansen et al., 2012). The extended Metropolis algorithm 
has previously been used in conjunction with sequential 
Gibbs sampling for a priori information defined through the 
SNESIM algorithm to sample the solution of a tomographic 
full waveform inverse problem (Cordua et al., 2012).  
 
An alternative way of defining the multiple-point-based a 
priori pdf is the Frequency Matching Method (FMM) 
(Lange et al., 2011). In this approach the frequency 
distributions of patterns (i.e. marginal probabilities) 
counted in a given solution to the subsurface and in the 
training image are compared. By means of the Chi-square 
statistics, Lange et al. (2011) quantified the match between 
frequency distributions. In this way, they were able to 
jointly optimize for the a priori expectations and a 
tomographic dataset. Here, we define a FMM-based a priori 
pdf using the Dirichlet probability distribution. We show 
the results of sampling this distribution using the 
Metropolis algorithm. 
 
When sequential Gibbs sampling is applied with the 
SNESIM algorithm, the reproducibility of the spatial 
continuity seen in the training image is reduced. This is 
caused by the conditional simulation technique inhered in 
SNESIM, which reduces the number of conditional data 
events when inconsistencies (i.e. singularities) occurs 
during the simulation. These effects are reduced for full 
unconditional SNESIM realizations, but are evident for the 
iterative perturbation strategy performed by the sequential 
Gibbs sampling. We suggest an a priori pdf that combines 
the SNESIM and FMM based a priori pdfs in order to 
overcome these shortcomings. We show that realizations 
from the combined a priori pdf ensures better 
reproducibility of spatial structures found in the training 
image than compared to the individual SNESIM and FMM-
based a priori pdfs, respectively.  
 
The importance of the reproducibility when solving inverse 
problems is demonstrated through a crosshole travel time 
tomographic inverse problem. The solution to this nonlinear 
inverse problem is sampled using the extended Metropolis 
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algorithm with both the SNESIM and the combined 
SNESIM-FMM-based a priori pdfs, respectively.  
 
Methodology 
 
Consider that the subsurface can be represented by a 
discrete set of model parameters m . In geophysical inverse 
problems, information about the unknown model 
parameters is retrieved based on a set of indirect 
observations d (e.g. travel time data), a theoretical forward 
problem that relates model parameters and the data, and 
some a priori information on the model parameters. The 
forward relation between the model parameters and the data 
can be expressed as (e.g. Tarantola, 2005):  
 
( )g=d m ,   (1) 
 
where g is a linear or nonlinear function that often relies on 
a physical law. In this study equation 1 is a nonlinear 
relation that provides a set of travel time data at the receiver 
positions given a 2D velocity field. The forward relation is 
based on ray-theory and is calculated using the Eikonal 
equation (Zelt and Barton, 1998).  
 
In a probabilistic formulation, the solution to the inverse 
problem is given as an a posteriori probability density over 
the model parameters (e.g. Tarantola, 2005): 
 
( ) ( ) ( )M Mk Lσ ρ=m m m ,  (2) 
 
where k is a normalization constant, ( )Mρ m is the a priori 
pdf, and ( )L m  is the likelihood function. ( )Mρ m describes 
the probability that the model satisfies the a priori 
information. ( )L m  describes how well the modeled data 
explains the observed data given a data uncertainty. Hence, 
the a posteriori probability density describes the combined 
states of information provided by the data and the a priori 
information.  
 
The extended Metropolis algorithm 
The extended Metropolis algorithm can be used to sample 
the a posteriori probability density of a general nonlinear 
inverse problem as formulated in equation 2. This algorithm 
only requires: 1) A “black box” algorithm that is able to 
produce perturbations between realizations from the a priori 
pdf. 2) An algorithm that is able to compute the likelihood 
for a given set of model parameters. The extended 
Metropolis algorithm contains the following steps:  
1) The exploration step: 
An a priori sampler proposes a realization, proposem , from 
the a priori pdf. proposem  is a perturbation of a current 
realization, currentm .  
2) The exploitation step: 
The proposed realization is accepted with the probability:  
 
( )
min 1,
( )
propose
accept
current
L
P
L
⎛ ⎞
= ⎜ ⎟
⎝ ⎠
m
m
  (3) 
 
If the proposed model is accepted, proposem  becomes 
currentm , otherwise currentm  counts again.  
The above procedure is continued until a desirable number 
of realizations have been accepted. Together, all the 
accepted realizations constitute a sample of the a posteriori 
probability density (Mosegaard and Tarantola, 1995).  
 
Sequential Gibbs sampling 
Sequential Gibbs sampling is a computationally efficient 
way to sample complex a priori models as quantified by 
most geostatistical simulation algorithms, such as for 
example the SNESIM algorithm (Hansen et al., 2012). With 
sequential Gibbs sampling the degree of perturbation 
between realizations can be controlled. In this way, a priori 
information quantified by geostatistical simulation 
algorithms serve as a “black box” algorithm that can be 
applied with the extended Metropolis algorithm to sample 
the solution for probabilistic inverse problems.  
 
The flow of sequential Gibbs sampling is:  
1) A current unconditional realization of the a priori pdf is 
provided.  
2) A subset of the model parameters in the current 
realization is randomly chosen.  
3) The model parameters within this subset are resimulated 
using sequential simulation conditional to the remaining 
model parameters (using e.g. the SNESIM algorithm).   
4) Step (2) and (3) of this procedure are repeated in order to 
obtain multiple realizations of the a priori pdf.  
 
The size of the subset of model parameters to be 
resimulated is chosen subjectively and controls the 
explorations nature of the Metropolis algorithm. For large 
subsets the exploration step becomes large and the 
probability of accept (in equation 3) decreases. On the other 
hand, smaller exploration steps leads to a higher accept 
probability. However, a small exploration step causes 
successive accepted realizations of the Metropolis 
algorithm to become statistically more dependent and, 
hence, more realizations have to be accepted to obtain 
statistically independent realizations. For more details on 
this topic see Hansen et al. (2012) and Cordua et al. (2012).   
 
The frequency matching method 
Multiple-point sample algorithms rely on sequential 
simulation, which is based on the fact that the complete 
joint probability density can be factorized by conditional 
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probability densities. The conditional probability densities 
can (according to the product rule) be expressed by means 
of marginal probability densities. These “marginals” are 
extracted (or learned) from the training image by simply 
counting the number of times a certain pattern occurs in 
image. The number of pixels within the patterns is fixed 
and determined by a template. The marginal pdf obtained in 
this way can be viewed as a frequency distribution (i.e. a 
normalized histogram), which is the same as the content of 
the search tree, as referred to by Strebelle (2002).  
 
In the frequency matching method (Lange et al., 2011) the 
multiple-point-based a priori pdf is quantified by measuring 
the degree of fit between the frequency distribution of the 
training image and a current realization. In this way it 
becomes possible to actually quantify the multiple-point a 
priori pdf, which is not possible using the SNESIM 
algorithm.  
 
Here, we defined the frequency matching measure using the 
Dirichlet pdf, which is different from the approach of 
Lange et al. (2011): 
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where curkH is the number of counts in the k’th bin of the 
(unnormalized) histogram obtained from a current 
realization m . TIkH  is the number of counts in the k’th bin 
of the (unnormalized) histogram obtained from training 
image. TK c=  is the number of possible pattern 
combinations, which is function of the template size T and 
the number of categories c . Further, we have that:  
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where priorkH  is the k’th bin of the a priori (unnormalized) 
histogram, which represents the a priori expectation of the 
histogram related to underlying process before the training 
image histogram is observed. Hence, priorkH can be used to 
quantify the degree of expected match between the 
frequency distributions of a current subsurface image and 
the training image. For small values of priorkH the current 
model is expected to match the training image frequency 
distribution better than for large values. Note that the 
Dirichlet distribution only needs to be evaluated for the bins 
{ }| 0curjk j H∈ ≠ . All other bins do not contribute to the 
probability. Hence, the histograms becomes sparse, which, 
in particular, saves memory for large template sizes and/or 
many categories of the model parameter values. 
  
Combining FMM with the SNESIM algorithm 
Figure 2 shows realizations from the SNESIM-based priori 
model using the sequential Gibbs sample strategy. Figure 3 
shows realizations from the Dirichlet (i.e. FMM-based) a 
priori probability distribution. The multiple-point statistics 
of these a priori models is obtained from the training image 
seen in figure 1. By comparing figure 2 and 3 with the 
training image it is obvious that the continuous structures 
seen in the training image are not very well reproduced.  
In order to improve this, we suggest combining the FMM 
with the SNESIM algorithm such that we obtained an a 
priori pdf defined as: 
 
( ) ( ) ( )M SNESIM FMMρ ρ ρ=m m m   (8) 
 
This a priori pdf can efficiently be sampled using the 
extended Metropolis algorithm in conjunction with 
sequential Gibbs sampling. By substituting ( )FMMρ m with 
the likelihood function ( )L m  in equation (2) and (3), 
realizations from the combined a priori in equation 8 can be 
obtained. Note that, in this way, the value of ( )SNESIMρ m  
does not need to be evaluated. 
 
Figure 1. Training image used for obtaining the multiple-
point a priori statistics. 
 
Results  
 
Figure 4 shows realizations obtained from the combined a 
priori model defined in equation 8. In this study we choose 
the a priori histogram to be a homogenous distribution with 
{ }5, | 0prior curk jH k j H= ∈ ≠  and a template size of 3 
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pixels x 3 pixels. The results demonstrate that the combined 
FMM-SNESIM-based a priori probability density recovers 
the structures of the training image better than compared to 
both the SNESIM and FMM-based a priori pdfs.  
 
Figure 2. Realizations from the SNESIM a priori model 
using sequential Gibbs sampling.  
 
 
Figure 3. Realizations of the Dirichlet pdf (i.e. FFM-based 
a priori pdf) using the Metropolis algorithm with a 
homogenous proposal pdf.  
 
 
Figure 4. Realizations from the combined SNESIM-FMM-
based a priori pdf using the extended Metropolis algorithm 
in conjunction with sequential Gibbs sampling. 
 
Crosshole travel time tomography 
In order to demonstrate how the different a priori models 
influence the solution to a nonlinear inverse problem, we 
consider a crosshole ground penetrating radar tomographic 
inverse problem (see e.g. Cordua et al., 2009). A synthetic 
reference model, from which a synthetic data set is 
obtained, is seen in figure 5. This model is a fully 
unconditional realization of the SNESIM based a priori pdf. 
A zero mean uncorrelated Gaussian noise component with a 
standard deviation of 1 ns (~2.7 % of the signal) is added to 
the data. The likelihood function is a Gaussian pdf that 
takes into account the statistics of the noise. The result of 
the inversion is seen in figure 6 and 7. It is clear that the 
improved FMM-SNESIM-based a priori probability density 
provides realizations that resemble the reference model 
better than when using the SNESIM-based a priori pdf. 
Moreover, the variability between the individual 
realizations becomes smaller when considering the 
combined a priori model. This shows that the improved a 
priori information improves the resolution of the solution. 
 
Figure 5. Reference model used for travel time tomography. 
The red rays give an indication of the data coverage. 
 
Figure 6. Realizations from the a posteriori pdf with a priori 
information defined by SNESIM using sequential Gibbs 
sampling. 
 
Figure 7. Realizations from the a posteriori pdf based on the 
combined SNESIM-FMM a priori pdf using sequential 
Gibbs sampling. 
 
Discussion and Conclusion  
 
We have demonstrated the potential of combining the FMM 
with the sequential simulation strategy provided by 
SNESIM. In this way, realizations obtained when using 
sequential Gibbs sampling reproduces the spatial structures 
of the training image much better then when only 
considering SNESIM. At the same time, the suggested 
strategy ensures that the computationally efficiency of 
sequential simulation is maintained.  
The combined SNESIM-FMM-based a priori model 
demonstrates to improve the resolution when applied for a 
tomographic nonlinear inverse problem. 
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Abstract
During the last decade multiple-point statistics has become in-
creasingly popular as a tool for incorporating complex prior infor-
mation when solving inverse problems in geosciences. A variety of
methods have been proposed but often the implementation of these is
not straightforward. One of these methods is the recently proposed
Frequency Matching method to compute the maximum a posteriori
model of an inverse problem where multiple-point statistics, learned
from a training image, is used to formulate a closed form expression
for an a priori probability density function.
This paper discusses aspects of the implementation of the Fre-
quency Matching method and the techniques adopted to make it com-
putationally feasible also for large-scale inverse problems. The source
code is publicly available at GitHub and this paper also provides an
example of how to apply the Frequency Matching method to a linear
inverse problem.
Keywords: multiple-points statistics, training image, a priori in-
formation, maximum a posteriori model
∗Corresponding author, email address: katla@dtu.dk
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1 Introduction to the Frequency Matching
Method
The Frequency Matching (FM) method defines the maximum a posteriori
model of an inverse problem using multiple-point statistics learned from a
training image (TI) as prior information. Inverse problems having such type
of a priori information arise in scientific fields involving modelling of unknown
parameters describing spatial properties. They are typical in the geosciences
where, for instance, a property of the subsurface of the Earth should be
modelled. The available data is often scarce, resulting in severely under-
determined inverse problem. This makes use of a priori information even
more beneficiary.
A priori information is often available as expectations to the subsur-
face showing certain structures, and when modelling spatial properties these
structures are provided by so-called training images. Models of parame-
ters describing spatial properties are often referred to as images, letting the
colours of the image illustrate the values of the property they are describing.
The Frequency Matching method was introduced by Lange et al. (2012),
to which we refer for a detailed motivation for the method and discussion
of the general use of multiple-point statistics when solving inverse problems
in the geosciences. The present paper describes a Fortran implementation
of the FM method with the purpose of making other users able to use the
Fortran version of the FM method on their respective problems.
1.1 Probabilistic Inverse Problem Theory
The FM method defines the maximum a posteriori model for an in-
verse problem, i.e., the model with maximum a posteriori probability, using
multiple-points statistics learned from a training image as a priori informa-
tion. To do so it formulates a closed form expression of the a priori probability
density function, which is based on a distance measure, c(m,mTI), from a
model or image m to a training image mTI . The distance measure expresses
how dissimilar the multiple-point statistics of the images are. Models with
multiple-point statistics similar to the multiple-point statistics of the train-
ing image have short distances to the training image and they are therefore
assigned high probabilities. Likewise models with dissimilar multiple-point
statistics will have large distances to the training image and they will there-
2
fore be assigned low probabilities.
The inverse problem is formulated using probabilistic inverse theory (Taran-
tola, 2005). The data misfit gives rise to the likelihood of a model. Assuming
Gaussian measurement noise of the data observations dobs with mean zero
and covariance matrix Cd, the likelihood function L is defined as:
L(m) = const exp
(
−1
2
‖dobs − g(m)‖2Cd
)
,
where g is the mapping operator from model space to data space and const
is a constant.
Using the distance function c the FM method defines a closed form ex-
pression for the a priori probability density function ρ of a model as:
ρ(m) = const exp
(−α c(m,mTI)). (1)
According to probabilistic inverse problem theory the posterior probabil-
ity density function σ is proportional to the product of the prior probability
density function and the likelihood function:
σ(m) = const ρ(m) L(m). (2)
Specifically using the a priori probability density function from equation
(1), the FM method then defines the solution to the inverse problem, mFM,
as the model maximizing the a posteriori probability density function from
equation (2)
mFM = argmax
m
{σ(m)}
= argmin
m
{− log σ(m)}
= argmin
m
{
1
2
‖dobs − g(m)‖2Cd + α c(m,mTI)
}
. (3)
The maximisation and minimisation is done over the set of all valid mod-
els m. In this set each model parameter (i.e., each element of the model
vector m) belongs to a predefined problem specific set of discrete values
taking into account hard data constraints. This means the frequency match-
ing model mFM is the solution to a combinatorial optimization problem. The
FM method does not dictate how this optimization problem should be solved.
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1.2 Formulating A Priori Information
The multiple-point statistics of an image is represented by what the Fre-
quency Matching method defines as the frequency distribution. This is a
histogram of the counts of the different patterns found in the image. The
patterns, if their size is chosen wisely, are assumed to describe the multiple-
point statistics of the image that we seek to reproduce.
Assume the multiple-point statistics extracted from the training image
can be expressed as patterns of identical geometric shape consisting of n+ 1
voxels. This implies that a voxel is assumed statistically independent of all
voxels except the surrounding n voxels together with which the voxel forms
a pattern. The entire training image is scanned for patterns and the count
of appearances for each pattern is collected. These counts constitute the
frequency distribution. Let piTI and pi be the frequency distributions of the
training image and a model image, respectively.
This section briefly defines the dissimilarity function c used in the closed
form expression of the a priori probability density function from equation
(1). The current choice of dissimilarity function has roots in the statistical
literature regarding the chi-square test for homogeneity (Sheskin, 2004).
Let m be the number of categories of voxels in the image then there exist
mn+1 different patterns. A majority of these will have the count of 0 as they
do not appear in the image. Given the frequency distributions of an image,
pi, and of a training image, piTI the dissimilarity function value of the image
is defined as follows:
c(m,mTI) = χ2(pi,piTI) =
∑
i∈I
(piTIi − TIi )2
TIi
+
∑
i∈I
(pii − i)2
i
, (4)
where the set I consists of indices of patterns that occur in either the image
or the training image. i denotes the count of the underlying distribution of
patterns with the ith pattern value for images of the same size as the image,
and TIi denotes the counts of the underlying distribution of patterns with the
ith pattern value for images of the same size as the training image. These
counts are computed as:
i =
pii + pi
TI
i
nZ + nTI
nZ ,
TIi =
pii + pi
TI
i
nZ + nTI
nTI,
4
where nZ and nTI are the total number of counts of patterns in the frequency
distributions of the image and the training image.
2 The Implementation
2.1 Assumptions of the Implementation
The FM method itself has no limitations regarding non-linearity but the
current implementation assumes that the inverse problem is linear:
Gm = dobs, (5)
Here G is a known system matrix, dobs is a set of observed data values and
m is the model parameters to be determined.
The FM assumes that these model parameters can take only a limited
number of categorical values. Often the model parameters are binary. This
can for instance be the case when modelling the flow of the subsurface. The
model parameters are then either 0, which represents zones with high perme-
ability and therefore easy flow, or 1, which represents low-permeable zones.
Let sV + 1 be the number of categories voxel values can belong to, i.e., for
a binary image sV = 1. Per definition the voxel values of the images are
0, . . . , sV.
The FM model is defined as the minimiser of the negative logarithm of
the posterior probability density function as given by (3). The minimization
is in the current implementation performed using simulated annealing. We
will not go into details about the choice of this optimization method or the
method itself, but for more information on simulated annealing see Kirk-
patrick et al. (1983). Pseudo code for applying simulated annealing to the
FM is available in Lange et al. (2012).
2.2 Overview of the Procedures
Figure 1 shows an overview of the most important interactions among the
Fortran procedures in the implementation of the FM method. For now we
will provide a short walk-through of the procedures. A description of what
each of them do is provided in A.
The implementation is based on the FMM procedure which primary func-
tion is to set up and initialize all the inputs for the FM method and the
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simulated annealing scheme. The FMM procedure also has the task of ex-
tracting multiple-point statistics of the training image and representing it
using the—for that purpose designed—tree structure. (The tree structure
will be explained in details in section .) The procedure also generates the
frequency distribution. It is the only procedure that uses the training image
itself, as it passes on only the tree and its frequency distribution.
The simulated annealing is implemented in the CompOptimalImage proce-
dure. Provided with an initial model, the first thing the CompOptimalImage
procedure does is to extract the multiple-point statistics of the initial model
(InferTree) and compute its frequency distribution (Tree2Hist). It then com-
putes the objective function value of the initial model (CompObjFun). The
CompObjFun procedure calls two other procedures, CompChiDist and Comp-
DataFit, to compute each of the two terms of the objective function.
Vertical arrows in Figure 1 represent a loop, and in the CompOptimalImage
procedure it is used to loop through the iterations of the simulated annealing
algorithm.
For each iteration a perturbed image is generated by SimNewImage. This
is done by erasing the voxel values in a part of the image and then re-
simulating them using sequential simulation (Guardiano and Srivastava, 1993)
with the multiple-point statistics learned from the training image (SimVoxel).
Each time a voxel has been re-simulated the tree must be updated to fit the
new image (UpdateTree). Here again the vertical arrows represents loops
indicating that these two tasks are done voxel by voxel.
Afterwards, the frequency distribution of the perturbed image is com-
puted (again Tree2Hist). The objective function value of the perturbed image
is then computed (again CompObjFun) and finally, the perturbed model is
possibly accepted and the variables updated accordingly (UpdateSA).
The procedures in the implementation that have been left out of the di-
agram are auxiliary procedures mostly related to operations on trees. The
auxiliary procedures are described in B .
2.3 Compiling the Program
The program is written following the Fortran 2008 standard, hence a
compiler complying with this standard is needed to run the software. We have
used the open source GFortran-version 4.6-compiler from GNU to compile
and run the code. To simplify the compilation and linking process a Makefile
to be used with the GNU make program is provided.
7
It has been tested successfully on Mac (10.6 and 10.8) as well as GNU/Linux.
2.4 The Inverse Problem
The FMM procedure takes among other inputs the parameters from Eq.(5).
For that we have defined a structure called inverseproblem. It contains the
following parameters:
G: 2D array with the system matrix G.
dobs: 1D array with the vector of data observations dobs.
invCov: 2D array with the inverse of the covariance matrix, C−1d .
cat: 1D array with sV+1 elements, one for each category of voxel values. This
is used to transform the images with categorical voxel values to models
with physical parameter values. The model parameter associated with
a voxel with value i will be assigned the value cat(i + 1) in order to
compute the data fit.
The parameters specifying the inverse problem are passed between pro-
cedures in the variable InvProb. InvProb can be used to specify any arbitrary
linear problem. The implementation can therefore be applied to inverse prob-
lems also in other scientific fields outside of the geosciences.
2.5 Specifying Neighbourhoods
We distinguish between two types of voxels in an image: inner voxels
and non-inner voxels. Inner voxels are those that are sufficiently far from the
boundaries to have enough neighbouring voxels to make a pattern. Non-inner
voxels are the rest, i.e., those that are close to the boundary and therefore
do not have as many neighbouring voxels around them. How far away from
the boundary a voxel has to be in order to be an inner voxel depends on how
the neighbourhood of voxels are defined.
Several parameters are needed to specify the dimensions of neighbour-
hoods and these are collected in a special type of structure called Neighbor-
Mask. It contains the following parameters:
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mat: 3D integer array of the shape of a neighbourhood of an inner voxel.
Voxels in positions where the element of mat is 1 are included in the
neighbourhood, and voxels where the corresponding element is 0 are
not included. The value corresponding to the center voxel does not
matter.
nc, mc, pc: integers denoting the coordinates of the center voxel in the mat
array. (The origin of a pattern is its bottom left upper corner.)
n, m, p: size of the patterns, i.e., the mat array includes n×m× p voxels.
nodes: 2D integer array with relative coordinates from the center voxel to
each of its neighbours. That means, given the image coordinates of
a voxel, nodes can be used to compute the image coordinates of all
of the neighbours of the voxel. The array has a row for each neigh-
bour in a pattern and three columns that holds the coordinates in each
dimension.
Neighbourhoods can be defined in two ways: 1) If the patterns have the
simple shape of a hyper-rectangle, the user can simply specify the size of the
patterns, m, n and p. These must be odd numbers and the center voxel of
the pattern is then assumed to be directly in the middle. This is the most
common type of pattern to use. 2) If the patters are not that simple, the
user can directly specify the mat array and its center coordinate (nc, mc,
pc). The size of the mat array do not have to be odd, and the center can be
located anywhere.
The parameter sN is used throughout the procedures as the number of
voxels in a pattern excluding the center voxel. This means that nodes has
sN rows. In the procedures the structure specifying the neighbourhoods is
called Nmask.
Figure 2 shows a tiny example of a training image and a neighbourhood
that could be used to describe the multiple-point statistics of it. To define
this non-rectangular neighbourhood the user will need to specify the mat
array:
Nmask%mat =
0 1 01 0 1
0 1 0
 ,
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Center pixel
NeighbourhoodTraining image
Figure 2: Tiny training image used for illustration purposes. A neighbour-
hood is chosen to be the (up to) four nearest neighbours as shown on the right
of the figure. The pixels within the neighbourhood are numbered according
to their row, column and then layer index. How to define this neighbourhood
is explained in the text. The resulting tree can be seen in Figure 4.
.
and its center coordinates:
Nmask%nc = 2,
Nmask%mc = 2,
Nmask%pc = 1.
Then the FMM procedure derives the size of the patterns:
Nmask%n = 3,
Nmask%m = 3,
Nmask%p = 1,
leading to the following relative row, column and layer coordinates of neigh-
bours:
Nmask%nodes =

0 −1 0
−1 0 0
1 0 0
0 1 0
 .
Keep in mind, that even for 2D images the third dimension does exist, it will
just have the size one.
2.6 The Tree Structure
A tree is a complex structure and most vital for the computational feasi-
bility of the implementation. The purpose of the tree is to store the patterns
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of a training image and their counts, and then to use them to describe the
multiple-point statistics of the training image.
The tree is implemented as a so-called linked list. This is the same ap-
proach that was applied in the SNESIM algorithm (Strebelle, 2002) when
creating search trees in order to overcome the problems of generating and
storing large data bases of patterns. In our implementation trees are fur-
thermore used to easily generate frequency distributions, which is the actual
input to the dissimilarity function c from Equation (4).
We like to think of trees as consisting of a set of nodes and edges as a tree
in the mathematical sense of a graph. A tree, T, is based on a root node,
and it is often that node we pass along the different procedures. From this
root node we can navigate deeper into the tree via links, which in this case
are pointers to the next nodes.
A node of a tree is defined as a structure streenode containing three vari-
ables:
depth: integer defining how deep into the tree this node is located.
repl: real array with sV+1 elements. The array holds the count of pat-
terns in the image that have a certain partial pattern and center value
0, 1, . . . , sV respectively. The partial pattern is dependent on the depth
of the root, and the deeper into the tree a node is located, the more
voxels of the patterns are used in the partial pattern.
next: array of pointers with sV+1 elements, these are the links to nodes
placed a level deeper into the tree.
Figure 3 shows the structure defined to describe a node. A tree of an
image is constructed by first creating the root node and then adding new
nodes as the image is being scanned and new patterns found. Assigning the
root node depth level 0, the maximum depth of a tree is sN, and at any depth
i there can maximum be (sV+1)i nodes.
Let T denote the root node of a tree; this node contains information of
the center values themselves, not including any neighbouring voxel values.
We define the T%repl array to hold the unscaled distribution of voxel values
of inner voxels in the image, so simply the counts of how many inner voxels
in the image have each of the values 0, 1, . . . , sV. T%repl(k) holds the count
of voxels with value k−1.
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Figure 3: Illustration of a node of a tree as represented by the streenode
structure.
The pointers in the array T%next point to sV+1 new nodes of the tree.
These nodes are at depth level 1 and they therefore contain information about
center voxels taking into consideration the value of their first neighbouring
voxel. (The neighboring voxels are ordered according to their voxel index.)
As the first neighbouring voxel can have sV+ 1 different values we need
the same number of pointers to cover all cases. This means, the pointer
T%next(i) points to the node representing all partial patterns, where the
first neighbouring voxel has value i−1.
The unscaled distribution for all values of center voxels will be stored
in the repl array of that node. It can be accessed by T%next(i)%repl. This
means the element T%next(i)%repl(k) holds the counts of patterns in the
image where the first neighbouring voxel has the value i−1 and the center
voxel has value k−1. In the same manner, the jth pointer of this node,
T%next(i)%next(j), points to the node of patterns where the values of the
two first neighbouring voxels are i−1 and j −1, respectively. The node holds
the unscaled conditional probability distribution of the value of a center
voxel given these specific values of the first two neighbouring voxels. This
is repeated until depth level sN, where all sN neighbouring voxels have been
included in the partial structure, that each node represents.
To sum up, an arbitrary node T provides us the following information:
T%depth: depth level in the tree where the node is placed.
T%repl(k): count of a specific partial pattern in the image with center value
k − 1. The partial pattern is unknown to this node, but the values of
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the first T%depth neighbouring voxels are given by the location of the
node in the tree.
T%next(i) pointer to the node with the same partial pattern as the current
and where the T%depth+1th voxel has value i− 1.
Notice how a node T cannot give us any information about the partial
patterns it represents. From a node we can only extract information that are
deeper into the tree and not information that belong to a previous level.
The frequency distribution of an image is the (unscaled) distribution of
patterns. As the bottom level of the tree contains exactly the counts of pat-
terns with all of the possible combination of center and neighbourhood voxel
values, the frequency distribution can simply be constructed by combining
all existing repl arrays at depth level sN.
Recall that Figure 2 shows an example of a training image and an example
of a neighbourhood. This is a very tiny training image and neighbourhood
chosen for illustration purposes only. The resulting tree is seen in Figure 4.
The frequency distribution of the image is constructed by extracting all 4th
level repl arrays of the tree.
On each node is written the values of its repl array, and on each edge
is written the colour of the neighbouring voxel represented by the current
depth level. Black voxels are assigned the value 0 and white voxels have the
value 1.
To compare an image to a training image a tree describing its multiple-
point statistics must be derived and its frequency distribution determined.
This allows for the evaluation of c. However, constructing the tree is done in
a different manner than for a training image itself. When constructing the
tree we take advantage of the fact that the dissimilarity function c depends
only on the patterns of the image that also appear in the training image. We
therefore generate not the tree containing all patterns found in the image but
only those patterns that are also found in the training image. That means,
the tree of the image will have the same shape (same nodes and edges) as the
tree of the training image. This makes the frequency distribution consisting of
all bottom level repl arrays directly comparable to the frequency distribution
of the training image, as they, element by element, describe the count of
identical patterns in the two images.
Non-inner voxels of an image that is not a training image are treated
slightly different than non-inner voxels of a training image. They contribute
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Root 1st level 2nd level 3rd level 4th level
[16, 12]
[13, 2]
black
[3, 10]
white
[1, 8]
white
[2, 2]
black
[6, 2]
white
[7, 0]
black
[0, 4]white
[1, 4]black
[2, 2]white
[6, 2]black
[3, 0]white
[4, 0]black
[0, 4]white
[0, 3]white
[1, 1]black
[0, 1]white
[2, 1]black
[2, 2]white
[4, 0]black
[1, 0]white
[2, 0]black
[4, 0]black
Figure 4: The tree structure of the tiny training image in Figure 2 using a
neighbourhood consisting of the four closest voxels. We assign black voxels
the value of 0 and white voxels the value of 1. Notice how the count of each
pattern is represented in the tree. For instance, the number of black pixels
with all black neighbouring pixels is 4. This is seen by starting in the root
node, following all edges labelled black until reaching the bottom level, and
then accessing the first element of the repl array. Also notice how for every
single node, if you sum the repl arrays of the nodes it is pointing to, you get
the repl array of the node itself. This means all repl arrays only hold counts
of inner pixel. 14
to the tree like inner voxels, but they are typically represented by multiple
patterns. They contribute with a total count of 1, like the inner voxels, and
the count for each type of pattern is proportional to their marginal condi-
tional probability density from the tree of the training image.
2.7 Perturbation Domain
The optimization problem defining the FM model from Equation 3 is
solved using an iterative solution method that searches through the model
space. The search is carried out by visiting new images that are defined as
perturbations of current images. They are created by perturbed the voxel
values in a certain domain of an image.
A set of parameters is needed to specify the size of the domain of an
image that then needs to be erased and re-simulated to create a perturbed
image. The domain is assumed to be hyper-rectangular. To define it we have
the DomainMask structure that contains the following parameters:
n, m, p: integers, dimensions of the domain to be re-simulated. These must
be odd numbers.
nodes: 2D integer array with relative coordinates from the center voxel of
the domain to each other voxel in the domain.
mat: 1D integer array with sN elements. This array holds a distance from the
center voxel of a neighbourhood to each of its neighbouring voxels. It is
used in the re-simulation to determine on which voxels the simulation
should be conditioned.
The domain structure is Dblock. Like for the neighbourhood mask the
user does not need to specify most of its parameters. In fact, one should only
decide on the dimensions of the block, Dblock%n, Dblock%m, Dblock%p, and
the FMM procedure then constructs the remaining. For the distance array is
used the L1-norm.
2.8 Optimization Options
Simulated annealing is used as the solution method to the optimization
problem defining the mFM, and to hold the parameters used by the algorithm
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we have the type option. It holds the following parameters:
t0: real number, the initial temperature.
tmin: real number, the final temperature.
maxIter: integer, maximum number of iterations allowed to be used per
voxel parameter.
runs: integer, number of times to run the simulated annealing algorithm.
multigrid: integer, number of multigrids to use.
condopt: logical, in case of multiple grids used, it determines if the solution
on a fine grid should be conditioned on the optimal solution from the
coarser grid (condopt = .true.) or not (condopt = .false.).
The simulated annealing uses an exponential cooling rate that is calcu-
lated such that the maximum number of iterations allowed is exactly the
number of iterations used. The implementation of the FM method has been
prepared for multiple grid simulation but these are not yet implemented.
This can be done by implementing a loop in the FMM procedure such that
CompOptimalImage will be called with different grids. Also in some cases it
can be beneficiary to restart the simulated annealing algorithm and although
this option has not yet been implemented the code has been prepared. A
loop can be inserted in the CompOptimalImage procedure so that the simu-
lated annealing scheme is run multiple times.
3 Example: Crosshole Travel Time Tomog-
raphy
As an example of how to use the Frequency Matching method we will
show how to solve a synthetic crosshole travel time tomography problem
similar to the one described in Lange et al. (2012). Crosshole travel time
tomography involves the measurement of seismic travel times between two
or more boreholes in order to determine an image of seismic velocities in the
intervening subsurface. Seismic energy is released from sources located in
one borehole and recorded at multiple receiver locations in another borehole.
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Figure 5: Training image (size: 250 by 250 pixels).
In this way a dense tomographic data set that covers the interborehole region
is obtained.
We create a synthetic test case based on a setup with two vertical bore-
holes. The horizontal distance between them is 500 meters and they each
have a depth of 500 meters. The two-dimensional vertical domain between
the boreholes is divided into 120 times 50 quadratic cells. The seismic velocity
is assumed constant within each cell. The model parameters of the problem
are these propagation speeds, meaning the problem has 6000 unknown model
parameters. The observed data is the recorded first arrival times from the
seismic signals. In each borehole are placed 12 equally distributed sources
and 48 equally distributed receivers. We assume a linear relation between
the data observations and the model parameters. The sensitivity of a seismic
signal is simulated as straight rays.
It is assumed that the inter-borehole region consists of a background with
slow propagation speed and a horizontal channel structure of zones of high
propagation speed. The speeds are chosen as 1600 meters per second and
2000 meters per second, respectively. The a priori knowledge of the channel
structure is assumed described by the training image in Figure 5. We have
chosen to let the neighbourhood of a pixel consist of its 36 closest neighbours
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(a) Reference model. (b) FM model.
Figure 6: Reference model for the synthetic crosshole travel time tomography
example and its computed FM model. The size of the models ares 120 by 50
pixels.
specified by:
Nmask%mat =

0 0 1 1 1 0 0
0 1 1 1 1 1 0
1 1 1 1 1 1 1
1 1 1 0 1 1 1
1 1 1 1 1 1 1
0 1 1 1 1 1 0
0 0 1 1 1 0 0

.
A reference model is generated based on the training image using the
SNESIM (Strebelle, 2002) algorithm. The first arrival times of the reference
model is simulated. These are then added 5% relative Gaussian noise and
assumed to be the observed data. Figure 6a shows the reference model.
The forward problem Voxels belonging to the background are assigned
to the category 0 and voxels belonging to the zones of high propagation speed
are assigned the category 1. The forward problem is linear in the inverse of
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the propagation speeds, i.e., the physical values of the voxel values of the two
categories are specified as cat = [1/1600, 1/2000].
The observed data and the coefficent matrix from the forward problem
is generated using Matlab. They have then been stored in a text file that
can be read into Fortran using the standard read routine and then saved in
the parameters dobs and Gmat, respectively. The problem has 1152 data
observations and 6000 model parameters so it is severely under-determined.
The % noise added to the reference model is independent and has esti-
mated standard deviation σˆ = 1.9 · 10−2. This yields the data covariance
matrix Cd = σˆ
2I, where I is the identity matrix. The inverse data covari-
ance matrix invCov is then defined as the inverse of this.
The prior term The weighting constant multiplied to the prior term in
Equation (3) is chosen as α = 10−1, which means alpha = 10−2.
Perturbation of images The domain of voxels to be re-simulated when
creating a perturbed image is chosen as nD = 13, mD = 13 and pD = 1.
Optimisation parameters The cooling rate is defined by the starting
temperature t0 = 102 and the minimum temperature tmin = 10−5. The sim-
ulated annealing algorithm is allowed to use iter = 0.5 for each of the 6000
pixels in the image.
Computing the optimal model using the allowed 3000 iterations took ap-
proximately 16 minutes on a Macbook Pro 2.66 GHz equipped with an Intel
Core 2 Duo processor and 4 GB of RAM.
The computed optimal model is shown next to the reference model in
Figure 6. It is seen how it correctly locates the channels. The width and
curvature of the channels also clearly resembles those of the reference model.
We therefore conclude that the choice of weighting constant alpha and the
optimisation parameters were suitable for the problem at hand. The example
successfully illustrates how the Fortran implementation of the Frequency
Matching method can be applied.
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A Primary Procedures
The following is a list of the primary Fortran procedures in the FM im-
plementation. The purpose of each procedure is briefly explained, and any
non-trivial or otherwise interesting details in the implementation are dis-
cussed. Also a list of input and/or output variables is provided. The lists
hold the variable name, a short description of its use and its type.
To see which procedures call others we refer to Figure 1 and the discussing
of it in the text. The procedures are listed in the order they are called which
also appears from the figure. Auxiliary procedures are listed in B.
A.1 FMM
This procedure acts as an intermediary between the user specified input
parameters and the implemented FM method. It reads the multiple-points
statistics from the training image and sets up all the necessary inputs for the
simulated annealing scheme based on the user inputs.
The procedure calls the CompOptimalImage procedure to compute the FM
model (3). This model along with its frequency distribution, the frequency
distribution of the training image and other parameters of special interest
are written to files. These can later to loaded into for instance Matlab to
visualize the results.
In case the code is modified to handle multiple grids this would be a
suitable procedure in which to loop over the grid levels, and for each level set
up the corresponding tree of the training image and do the conversion from
coarse to fine grid before calling the CompOptimalImage.
Variable Description Type
Z0 Initial image used as starting image for the iter-
ative solution method. This image should sat-
isfy hard data constraints, if any.
3D integer array
Ztrain Training image. 3D integer array
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Zcond This array has the same dimensions as the image
Z0, and it is used to state if any of the voxels
should satisfy hard data constraints. If there are
no hard data constraints the array should be all
false. If some voxels are only allowed to take
on a specific value the corresponding element of
Zcond should be true.
3D logical array
Nmask Contains the parameters that define neighbour-
hoods.
structure
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
InvProb Parameters specifying the linear inverse prob-
lem.
structure
alpha Weighting parameter α2 of the prior term in the
objective function.
real
Dblock Contains the parameters controlling the pertur-
bation of an image.
structure
options Parameters for the simulated annealing
scheme.
structure
solutions Structure holding the results from the simulated
annealing. These are written to files.
structure
Ps Holds the values of each of the two terms in
the objective function for each iteration of the
simulated annealing algorithm.
2D real array
A.2 InferTrainTree
This procedure generates the tree, Ttrain, describing the multiple-point statis-
tics of a training image, Ztrain. Patterns are extracted one by one from the
training image and added to the tree.
Variable Description Type
Ztrain Training image. 3D integer array
nodes Array from the Nmask structure. 2D integer array
23
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
Ttrain Tree of patterns extracted from the training im-
age.
tree
A.3 Tree2Hist
This procedure constructs the frequency distribution (or the histogram), H,
of an image given its tree, T. The frequency distribution is a two dimensional
array with sV+1 rows and a column for each combination of voxel values in a
neighbourhood. The ith row has the count of the appearances of the different
neighbourhoods with center voxel having the value i−1.
This format has the advantage that each column of the frequency dis-
tribution is the unscaled conditional probability distribution of the value of
center voxel given the values of its neighbouring voxels. This makes the
conditional distributions easily assessable; they are used, for instance, for
re-simulating voxel values. The disadvantage is that we might store more
zero elements than necessary although no more than sV times too many.
Variable Description Type
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
T Tree of patterns extracted from an image Z. tree
H Frequency distribution of the image Z. 2D real array
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A.4 CompOptimalImage
This procedure is the most central in the implementation of the FM method
as it is the one that solves the inverse problem by use of the simulated an-
nealing algorithm. It takes multiple inputs from the starting image and
the multiple-point statistics learned from the training image to the FM pa-
rameters specifying the neighbourhoods and the parameters associated with
simulating perturbed images. It returns the computed optimal image, mFM,
as well as its frequency distribution. To check the convergence of the simu-
lated annealing algorithm it also returns the objective function values for all
iterations.
Variable Description Type
Z0 Initial image used as starting image for the iter-
ative solution method. This image should sat-
isfy hard data constraints, if any.
3D integer array
Zcond This array has the same dimensions as the image
Z0, and it is used to state if any of the voxels
should satisfy hard data constraints. If there are
no hard data constraints the array should be all
false. If some voxels are only allowed to take
on a specific value the corresponding element of
Zcond should be true.
3D logical array
Ttrain Tree of patterns extracted from the training im-
age.
tree
Htrain Frequency distribution of the training image. 2D real array
nodes Array from the Nmask structure. 2D integer array
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
InvProb Parameters specifying the linear inverse prob-
lem.
structure
alpha Weighting parameter α2 of the prior term in the
objective function.
real
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Dblock Contains the parameters controlling the pertur-
bation of an image.
structure
options Parameters for the simulated annealing
scheme.
structure
Zopt The optimal image, the mFM, computed by the
simulated annealing algorithm.
3D integer array
Hopt Frequency distribution of the optimal image
Zopt.
2D real array
Ps Holds the values of each of the two terms in
the objective function for each iteration of the
simulated annealing algorithm.
2D real array
A.5 InferTree
This procedure infers the tree of an image so that its multiple-point statistics
can be compared to those of a training image. It takes as input the tree of the
training image that the image should be compared to. This is necessary as
the tree should only contain patters also found in the training image. Once
the image has been scanned and all patterns that should be stored has been
added to the tree, the procedure shapeTree is called, to ensure that the tree
of the image has the same shape as the tree of the training image, which is
needed in order to easily compare their frequency distributions.
Variable Description Type
Z Image. 3D integer array
nodes Array from the Nmask structure. 2D integer array
Ttrain Tree of patterns extracted from the training im-
age.
tree
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
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T Tree of patterns extracted from the image Z. tree
Zex This array is the same size as the image Z and
it is used to indicate which voxels of the image
are center of patterns found also in the training
image. It is used by the procedure getNewIt to
propose where an image should be perturbed.
3D logical array
A.6 CompObjFun
This procedure computes the values of each of the terms in the objective
function from Equation (3). To be able to track convergence of the simu-
lated annealing algorithm the terms are not added but instead the procedure
returns a two-element array P such that:
P(1) =
1
2
‖dobs −Gm‖2Cd ,
P(2) = α2c(m,mTI).
The dissimilarity function c is evaluated by the CompChiDist procedure and
the data misfit is computed by the CompDataFit procedure.
In case the inverse problem is not linear the CompDataFit procedure needs
to be replaced by an implementation of the non-linear forward mapping.
Variable Description Type
H Frequency distribution of the image Z. 2D real array
Htrain Frequency distribution of the training image. 2D real array
N Number of voxels in the image Z. integer
Z Image. 3D integer array
InvProb Parameters specifying the linear inverse prob-
lem.
structure
alpha Weighting parameter α2 of the prior term in the
objective function.
real
P Two-element array that holds the values of each
of the terms in the objective function.
1D real array
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A.7 CompChiDist
This procedure is called by CompObjFun and computes the dissimilarity of
an image compared to a training image by computing the distance between
their frequency distributions.
Variable Description Type
H Frequency distribution of the image Z. 2D real array
Htrain Frequency distribution of the training image. 2D real array
N Number of voxels in the image Z. integer
X Value of the dissimilarity function of the two
frequency distributions.
real
A.8 CompDataFit
This procedure is called by CompObjFun and computes the data misfit of a
model.
Variable Description Type
Z Image. 3D integer array
InvProb Parameters specifying the linear inverse prob-
lem.
structure
L Value of the data misfit of for the image real
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A.9 SimNewImage
This procedure is used to perturb images. Provided with the current image
from the simulated annealing iteration, Ztest, it will return a new, perturbed
image, Znew. Znew is generated by erasing the values of a subset of the
voxels and then re-simulating them using sequential simulation conditioned
on the voxel values of the remaining part of the image.
This procedure takes as input the row, column and layer index of a voxel.
The voxel is the center of a domain where voxel values are erased. The values
of the voxels in the domain are then re-simulated one by one conditioned on
the values of all voxels outside the domain and the already re-simulated
values inside the domain. Of course voxels that should satisfy hard data
constraints are not allowed to be changed and these are therefore not erased
and re-simulated. Their values are kept and instead used to condition the
re-simulation on.
The re-simulated values voxels are stored separately. The perturbed im-
age is initially set identical to the original image. Its voxel values are then
changed one at a time until all the voxels in the re-simulated domain has
been updated. This allows the tree of the original image to be updated to
the tree of the new, perturbed image. Tnew is initially set to be an exact
copy of Ttest, and it is then updated iteratively for every voxel that has
been assigned a new value. This way of iteratively updating the tree is much
cheaper than generating the tree of the perturbed image from scratch.
Once the perturbation of the image and the updating of its tree is com-
pleted the frequency distribution can be computed from the tree. SimNewIm-
age of course only updates the tree and recomputes the frequency distribution
if the perturbed image is in fact different from the original image.
Variable Description Type
Ztest Current image. 3D integer array
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Zcond Array used to specify which voxels are subject
to hard data constraints. The values of such
voxels are known and the voxels are used to con-
ditioned upon in the simulation of other voxel
values. The simulation algorithm is not allowed
to erase and re-simulate the values of voxels that
are conditioned upon. Instead these values are
considered known and should be used when re-
simulating other voxel values.
3D logical array
Zex This array is the same size as the image Ztest
and it is used to keep track of if the pattern
that a voxel is the center of exists anywhere in
the training image or not. It is used by the
procedure getNewIt.
3D logical array
Ttest Tree of patterns in the image Ztest. tree
Ttrain Tree of patterns extracted from the training im-
age.
tree
i, j, k Indices in the image of the voxel that is cho-
sen such that the image is perturbed by erasing
and the re-simulating the values of voxels in a
domain around it.
integers
nodes Array from the Nmask structure. 2D integer array
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
Dblock Contains the parameters controlling the pertur-
bation of an image.
structure
Znew Perturbed image based on the current image
Ztest.
3D integer array
Zexnew Similar to Zex, this array denotes which voxels
in the image Znew are centres of patterns also
found in the training image.
3D logical array
Tnew Tree of patterns in the image Znew. tree
Hnew Frequency distribution of the perturbed image
Znew.
2D real array
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newImage Indicates whether the perturbed image Znew
is different from the original image Ztest
(newImage = .true.) or not (newImage = .false.).
logical
A.10 SimVoxel
This procedure is needed to simulate the value of a voxel. It extracts from
Ttrain the (unscaled) conditional probability distribution of the value of a
center voxel given the values of the neighbouring voxels. It returns this
conditional probability distribution and the voxel can then be assigned a
value drawn from it.
In case the multiple-point statistics of Ttrain does not allow for this oc-
currence of the values of the neighbourhood voxels, i.e., no patterns of the
training image matches the partial pattern, the voxels will be dropped one
by one from the conditioning until a conditional probability distribution can
be extracted. It is always the voxel furthest away from the center voxel that
will be dropped. Dropped voxels are assigned the value −1 and they then
appear as unknown.
If all neighbouring voxels are dropped the unconditioned distribution of
voxel values in the training image will be used as the unscaled probability
distribution of voxels also in the image.
Variable Description Type
Zvec Holds the values of voxels in a neighbourhood.
Unknown voxel values are assigned a value of
-1.
1D integer array
Ttrain Tree of patterns extracted from the training im-
age.
tree
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
D Part of the Dblock structure. Holds the dis-
tances from each of the neighbouring voxel to
the center voxel.
1D integer array
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hc Holds the unscaled probability distribution of
the value of the center voxel conditioned on its
neighbouring voxels.
1D real array
A.11 UpdateSA
The point of this procedure is solely to simplify the code. It copies an image
and its associated variables into another set of variables. This is for instance
used in the simulated annealing scheme when a new image is accepted. Then
the procedure is used to copy the new image Znew into the variable of the
current image Ztest and to update its associated variables such that they
contain the variables Tnew, Hnew etc. The updating of the variables is
trivial except for the tree. The updating of the tree is done by the CopyTree
procedure.
Variable Description Type
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
Zin The image that should be copied. 3D integer array
Zinex Array to determine which patterns in Zin exist
in the training image.
3D logical array
Tin Tree of the image Zin. tree
Hin Frequency distribution of the image Zin. 2D real array
Pin Array with the value of each term of the objec-
tive function of the image Zin.
1D real array
Zout The image variable into which Zin should be
copied.
3D integer array
Zexout Array to determine which patterns in Zout exist
in the training image.
3D logical array
Tout Variable that holds the tree of the image Zout.
This variable should be updated to hold Tin.
tree
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Hout Variable that holds the frequency distribution
associated with the image Zout, this variable
should be updated to hold Hin.
2D real array
Pout Array with the values of the terms of the ob-
jective function associated with the image Zout,
this variable should be updated to hold Pin.
1D real array
B Auxiliary Procedures
The following list describes the auxiliary procedures of the FM implementa-
tion. These are not of great importance to understand the code but necessary
building blocks.
B.1 getNewIt
The procedure determines which part of an image should be re-simulated
in order to compute a perturbed image. It returns the row, column and
layer index of the voxel that is the center of the domain, which should be
re-simulated.. To reduce the number of iterations needed for the simulated
annealing algorithm to converge, we wish to choose a voxel that will result
in maximal change to the perturbed image.
Consider two different voxels in the image. Assume that in an area around
the first voxel the image looks very similar to the training image. Erasing the
voxel values in a domain around in this area and re-simulating them based
on the multiple-point statistics of the training image will then likely result
in a perturbed image that is very similar to the original image. There is no
reason to expect the perturbed image to be a significantly better solution to
the inverse problem, than the image was before perturbing it.
Now assume that the original image in an area around the second voxel
looks very different from anything seen in the training image. Erasing and
re-simulating the voxel values in a domain centred in the second voxel will
then create a very different perturbed image. This perturbed image is much
more likely to be a better solution to the inverse problem as it will fit the
multiple-points statistics of the training image better. In case is not a better
data fit, it could potentially belong to a different, unexplored part of the
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model space. While the image has areas that are dissimilar to any area of the
training image, we would like these areas to have a high relative probability
to be re-simulated.
The procedure goes through randomly proposed voxels and picks them
with a probability that is proportional to the number of undesirable patterns
in their neighbourhood (a pattern is deemed undesirable if it does not exist
in the training image).
The procedure suggest a random voxel and then scans the neighbourhood
voxels, say it has y neighbouring voxels. It counts how many of these, in-
cluding the voxel itself, are centrers of undesirable patterns, let us denote
that number x. The suggestd voxel is then accepted as a center for the
perturbation domain with probability:
Prob(voxel) =
x
y + 2
The denominator y + 1 comes from the number of patterns in the neigh-
bourhood plus the pattern from the voxel itself. The extra +1 is added
such that areas with no undesirable patterns, i.e., x = y, have a small yet
non-zero probability to be chosen. Otherwise the iterative algorithm might
be stuck and prevented to converge, as an image can have no undesirable
patterns without matching the frequency distribution of the training image
and without matching the data fit.
Variable Description Type
Zex Denotes which voxels in the image are centres
of patterns found also in the training image. An
element of Zex is true if the pattern centred in
the corresponding voxel exists in the training
image. And contrary, an element of Zex is false
if the corresponding voxel of the image is center
of a pattern not found in the training image.
3D logical array
nodes Array from the Nmask structure. 2D integer array
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
i, j, k Indices of the three dimensions of the image for
the voxel that is chosen as the center of the do-
main to be re-simulated.
integers
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B.2 getNeighborhood
Given an image Z and a row, column and layer index of a voxel in the image,
this procedure extracts the voxel values of the neighbouring voxels. The
extracted voxel values will be flattened into a 1D array.
Variable Description Type
Z Image. 3D integer array
i, j, k Indices in the image of the center voxel of the
neighborhood.
integers
nodes Array from the Nmask structure. 2D integer array
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
Zvec Holds the values of voxels in a neighbourhood.
Unknown voxel values are assigned a value of
-1.
1D integer array
innervoxel Denotes if the voxel with the specified indices
was an inner voxel (innervoxel = true) or not
(innervoxel = false)
logical
B.3 getCPDF
This is a recursive procedure used by SimVoxel to compute the conditional
probability density function of the value of a voxel given the values of its
neighbouring voxels.
The procedure searches through the tree (depth first) for patterns that
matches the neighbourhood values in Zvec and adds up the counts of patterns
depending on the value of their center voxel. cpdf is then a sV+1 element
array with the counts of patterns matching the values of the neighbourhood
voxels for each of the sV+1 possible value of the center voxel.
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Variable Description Type
Ttrain Tree of patterns extracted from the training im-
age.
tree
Zvec Holds the values of voxels in a neighbourhood.
Unknown voxel values are assigned a value of
-1.
1D integer array
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
cpdf Current counts of patterns matching the values
in Zvec.
1D real array
B.4 ExtendTree
This procedure adds another node to a tree. It takes as input a tree node
where the pointers in the next array are not yet associated. The procedure
initialises them by allocating their repl arrays and setting the counts to 0. It
also sets their depth values to be one deeper than the current T%depth, and
it nullifies their next arrays.
Variable Description Type
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
T Tree to be extended tree
B.5 ShapeTree
The procedure shapes a tree T such that it has the same shape as the Ttrain,
based on which it was constructed. By construction the tree cannot be
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any bigger than Ttrain, as it holds only patterns that are also found in the
training image. However, it can be smaller, as some patterns may appear
in the training image but not in the image from which T is constructed.
The nodes representing such patterns need to be added with the appearance
count of zero.
Ensuring the trees have the same shape simplifies future operations such
as updating of trees and comparison of frequency distributions.
Variable Description Type
T Tree of patterns extracted from an image Z. tree
Ttrain Tree of patterns extracted from the training im-
age.
tree
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
B.6 CopyTree
As trees are complex structures we cannot just copy the content of one tree,
Told, into another tree, Tnew, in the way we usually do with arrays. Simply
saying Tnew = Told is not defined and therefore has no meaning. The pro-
cedure is therefore needed whenever we need to make a copy of a tree. It is
used, for instance, by the UpdateSA procedure to copy the tree of the per-
turbed image Tnew into the variable holding the tree for the current image
Ttest.
The procedure initialises a new tree from scratch and then copies the
content from the old tree into it node by node, without overwriting Told.
Variable Description Type
Told Tree of patterns extracted from an image. 3D integer array
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sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
Tnew Tree, which is a copy of Told. 3D integer array
B.7 DeallocateTree
Recursive procedure that deallocates a tree. This is done by deallocating the
repl array and the next array associated with each node for all nodes, one
node at a time.
Variable Description Type
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
T Tree node to be deallocated. tree
B.8 UpdateTrainTree
This recursive procedure is used to add a pattern to the tree of the training
image. For each pattern, InferTrainTree calls the procedure that then recur-
sively calls itself while going deeper and deeper into the tree. This causes
the count of the pattern to be added all the way to the bottom of the tree.
If a type of pattern has not already been added to the tree the procedure
ExtendTree is used to extend the tree with extra nodes before the pattern
can be added.
Variable Description Type
Ttrain Current tree node tree
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Zvec Holds the values of the voxels in a neighbour-
hood.
1D integer array
cv Voxel value of the center voxel of the pattern. integer
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
B.9 wrapUpdateTree
This procedure is called by InferTree to add a pattern to the tree when the
center of the pattern is an inner voxel. It works as a wrapper for the recursive
UpdateTree.
Variable Description Type
T Tree of patterns so far extracted from the image
Z.
tree
Ttrain Tree of patterns extracted from the training im-
age.
tree
Zvec Holds the values of voxels in a neighbourhood. 1D integer array
cv Voxel value of the center voxel of the pattern. integer
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
exist Indicate whether the pattern is found in the
training image (exist = true) or not (exist
=false).
logical
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B.10 UpdateTree
Recursive procedure that adds the contribution from a pattern which center
voxel is an inner voxel. It goes through the pattern voxel by voxel, and adds
it contribution node by node as deep into the tree as allowed. Recall that
the shape of the tree must not be changed as it shall remain the same as the
shape of the tree of the training image. Therefore patterns from the image
that are not found in the training image will not contribute to any counts
after a certain level of depth as the nodes representing them do not exist.
This also means they do not appear in the frequency distribution.
The inputs of the procedure is the same as of wrapUpdateTree.
B.11 wrapUpdateTreeBoundary
Like wrapUpdateTree this procedure is called by InferTree and it works as a
wrapper for UpdateTreeBounday. The procedure is used to add a pattern
which center is not an inner voxel.
Variable Description Type
T Tree of patterns so far extracted from the image
Z.
tree
Ttrain Tree of patterns extracted from the training im-
age.
tree
cpdfold Marginal conditional probability distribution of
the value of a center voxels conditioned on the
values of the neighbouring voxels in Zvec.
1D real array
Zvec Holds the values of the neighbouring voxels in
the pattern. Imaginary voxels have been as-
signed the value −1.
1D integer array
cv Voxel value of the center voxel of the pattern. integer
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
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exist Indicate whether the pattern is found in the
training image (exist = true) or not (exist
=false).
logical
B.12 UpdateTreeBoundary
Recursive procedure that adds the contribution from a pattern which center
voxel is not an inner voxel. The contribution of the pattern is set to be pro-
portional to the marginal conditional probability of the center value given
the voxel values of the neighbouring voxels. This distinction between inner
voxels (handled by UpdateTree) and non-inner voxels (handled by Update-
TreeBoundary) is necessary as they contribute differently to the tree.
UpdateTreeBoundary goes through the tree. For each level it assigns the
contribution computed based on the counts of patterns in the tree of the
training image. It uses the procedure getCPDF to compute the marginal
conditional distributions. Like UpdateTree it never changes the shape of the
tree as it only add contributions from patterns that can also be found in the
training image.
The inputs of the procedure is the same as of wrapUpdateTreeBoundary.
B.13 GrowTree
This procedure is called by SimNewImage. It is used to iteratively update
the tree of an image when the latter is being perturbed. For each changed
voxel value up to sN + 1 patterns may have changed and the tree needs to
be updated for each of these changes.
GrowTree is called each time a voxel value has been changed, and it uses of
the procedures CenterCount, AddCount, SubtractCount and wrapUpdateTree-
Boundary to update the tree. Out of the possibly sN+1 changed patterns,
updating the tree with respect to the pattern of the changed voxel is rela-
tively simple. However, it is done differently depending on whether the voxel
is an inner voxel or not, as this makes it contribute differently to the tree.
The changed voxel might be a neighbour of up to sN voxels, and it there-
fore might be a part of equally many other patterns. By changing the voxel
value these patterns have changed too. The updating of these patterns is
a bit tricky and depends on whether or not the changed voxel, as well as
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the voxels of which it is a neighbour, are inner voxels or not. Patterns not
centred in inner voxels are handled by the same procedure as when the tree
was first constructed, namely wrapUpdateTreeBounday.
When pattern change it might happen that they go from not being a part
of the tree to being part of the tree. The way the perturbation of images is
done this will often be the case. It might also happen the opposite, namely
that patterns used to be in the tree but are not any more. The number
of counts in the frequency distribution of the image is for the same reason
varying in the different iterations of the simulated annealing algorithm.
Variable Description Type
Z The image after the voxel value has been
changed.
3D integer array
zold Old value of the changed voxel. integer
Zex Array used by getNewIt, should be updated ac-
cording to the new patterns created by changing
the voxel values.
3D logical array
i,j,k Indices of the changed voxel. integers
nodes Array from the Nmask structure. 2D integer array
sV Parameter, the images contain the sV + 1 cate-
gories 0, 1, . . . , sV of voxel values.
integer
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
Ttrain Tree of patterns extracted from the training im-
age.
tree
T Tree of the image before the voxel was changed.
The procedures updates it according to the new
image Z.
tree
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B.14 CenterCount
This is a recursive procedure called by GrowTree. The procedure is used
to update the tree with respect to the pattern centred in the changed voxel
when it is an inner voxel. Due to the structure of the tree, the tree is updated
by following the (unchanged) voxel values of the neighbourhood voxels and
updating the counts of the repl arrays of the corresponding nodes. Say the
value of the voxel was changed from i to j then the repl arrays are updated
by subtracting 1 count from the i+1th element and adding one count to the
j+1th element.
This accounts for the updating for 1 out of the sN+1 patterns possibly
affected as explained in the description of GrowTree.
Variable Description Type
T Tree node to be updated tree
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
znew New value of the changed voxel integer
zold Old value of the changed voxel integer
Zvec Holds the values of the voxels that are in the
neighbourhood of the changed voxel.
1D integer array
exist Indicate whether the pattern is found in the
training image (exist = true) or not (exist
=false).
logical
B.15 AddCount
This is a recursive procedure called by GrowTree. The procedure is used to
add a count representing new patterns appearing when the image is per-
turbed. It is used when the voxel, which value was changed, was an inner
voxel. This procedure performs the updating of the patterns for those of the
sN neighbouring voxels, that are inner voxels.
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It loops through those inner voxels, determines which patterns they are
now centres of, and adds the count in the tree. Only one value has changed,
namely the one belonging to the changed voxel, and the remaining sN−1
values are unchanged. Therefore, if the changed voxel is the ith neighbour
in the pattern, then the i− !1th first values of the pattern are unchanged and
the tree should only be altered from level i and deeper.
Variable Description Type
T Tree node to be updated tree
sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
level Depth level of the tree where the changed voxel
will first have effect.
integer
Zvec Holds the values of the neighbouring voxels in
the changed pattern.
1D integer array
zcen Value of the neighbouring voxel that is center
in the changed pattern
integer
exist Indicate whether the pattern is found in the
training image (exist = true) or not (exist
=false).
logical
B.16 SubtractCount
Like AddCount this is a recursive procedure called by GrowTree. Also this
procedure is used to update the tree when the image is perturbed. It is used
to subtract the count of the old pattern. It starts from the depth of change
in voxel values and goes all the way to the bottom of the tree.
Variable Description Type
T Tree node to be updated tree
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sN Parameter, number of neighbours for an inner
voxel resulting in patterns consisting of sN + 1
voxels.
integer
level Depth level of the tree where the changed voxel
will first have effect.
integer
Zvec Holds the values of the neighbouring voxels in
the changed pattern.
1D integer array
zcen Value of the neighbouring voxel that is center
in the changed pattern.
integer
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Abstract
Interpolation of rock properties between measured well log data is a well-
known problem in seismic exploration. Three-dimensional seismic data is
available; from which researchers can extract a large number of seismic at-
tributes and then use them to quantify various characteristics of the data.
These extractable attributes have been used to guide interpolation of rock
properties between well logs, using neural networks, linear regression and
collocated cokriging.
Recently, an alternative method was proposed. Based on kriging interpo-
lation performed in a space spanned by the seismic attributes, the alternative
method relies on a distance measure in attribute space in addition to the
spatial distance in physical space. Furthermore an orthogonal transforma-
tion of the seismic attributes reduces the dimension of the attribute space
and thereby reduces the complexity of the problem without losing signifi-
cant accuracy. We chose a transformation known from Partial Least Squares
Regression, because it considers the rock property data and seeks to create
transformed variables that have increasing correlation to this data.
We applied the method to data from the South Arne field in the Danish
North Sea. We present predictions of porosity using a number of seismic
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Preprint submitted to Geophysics September 29, 2013
attributes combined with information from well logs.
Keywords: geostatistics, kriging, porosity estimation, partial least squares
1. Introduction
Comprehending rock properties, such as porosity and permeability, is
important when modelling physical flow in reservoirs, when planning new
well locations and managing existing injectors and producers. Unfortunately,
rock property measurements are only available in well logs, and are therefore
sparse and spatially scattered.
The property distribution in the subsurface must be determined indi-
rectly by performing interpolation of logged properties. Interpolation has
been done using linear regression (Hampson et al., 2001; Russell et al., 2002;
Hansen et al., 2008b), spline interpolation, nearest neighbor interpolation,
collocated cokriging (Doyen, 1988) and neural networks, (Hampson et al.,
2001; Russell et al., 2002; Pramanik et al., 2004; Herrara et al., 2006). Our
work will be based on kriging interpolation as kriging techniques have the ad-
vantages of determining an estimate of the interpolated value and providing
an uncertainty estimate.
Traditionally, interpolation has been done in the space spanned by the
spatial coordinates. This has been based on an expectation of the points
located closely together in physical space would be highly correlated, and
points located further apart from each other would be less correlated. The
expectation did not account for sudden changes in rock quality (e.g. across
faults). The basic assumption behind this paper is that rock property vari-
ations will manifest in seismic attribute data (Hansen et al., 2010). Rock
property interpolation is therefore not limited to physical space, but rather
a high dimensional space spanned by seismic attributes and spatial coordi-
nates.
Seismic attributes assumed to describe the rock properties can include,
but are not limited to, depth, two-way travel times, velocity and density.
Hansen et al. (2010) performed kriging interpolation in a high-dimensional
space spanned by seismic attributes and spatial coordinates. However, it is
unclear how a good covariance model can be constructed in a meaningful way
in a high dimensional space where the coordinates may not be independent.
Based on Hansen et al. (2010), this paper discusses the possibility of inter-
polating in a transformed space that is created by an orthogonal transforma-
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tion of the coordinates given by seismic attributes and spatial coordinates. In
the multivariate data analysis field, orthogonal transformations are known to
have two advantages (Anderson, 1984): 1) When utilizing multivariate data,
there is often a redundancy effect caused by correlation between variables.
For example, depth and two-way travel time,are two seismic attributes ex-
pected to be strongly correlated. Redundancy can by removed by projecting
the attributes to an orthogonal space, which may be of a lower dimension.
2) An advantage of constructing a lower dimensional data space occurs when
the data is assumed also to contain substantial noise and variation that is not
correlated to the rock property. In theory, if the transformation is performed
correctly, the noise can be filtered out by the projection of data.
Principal component analysis (PCA) as defined by Hotelling (1933) is a
widely used method for orthogonal transformation of multivariate data. PCA
creates new, uncorrelated, multivariate variables with decreasing variances
that are linear combinations of the original data. Other transformations
include minimum/maximum autocorrelation factor transformation (Switzer
and Green, 1984) and the maximum noise fraction transformation (Green
et al., 1988).
Yet another orthogonal transformation is used in partial least squares
(PLS) regression, originating from Wold (1966). This transformation is par-
ticularly useful when one or more dependant variables are predicted from
a large set of highly collinear factors. Similar to PCA, PLS creates a set
of orthogonal components with decreasing variance. However, as PLS is
usually used for linear regression, it also maximizes the correlation between
the dependant variable and component, making PLS well-suited for general
estimation.
2. Methodology
In this study we interpolated porosity using related values of seismic
attributes. We measured the porosity level in well logs at n distinct points
in physical space given by the spatial coordinates. From each of the n points
a number of seismic attributes, such as two-way travel time and acoustic
impedance, were extracted.
Let zi for i = 1, . . . , n denote the value of porosity at the ith location
(this notation is chosen consistently with kriging theory and should not be
confused with the usual depth notation). To each value zi we associate a
vector ui ∈ Rm of attribute values. The first three entries of this vector
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are typically the spatial coordinates of the ith location, and the remaining
entries hold the values of the seismic attributes at this location. We refer to
ui as the attribute vector of zi. For simplicity, we refer to all the m elements
of ui, including the spatial coordinates, as attributes. We define the vector
of known porosity values as z =
(
z1, . . . , zn
)T ∈ Rn.
Let z0 ∈ Z+ denote an unknown value of porosity with the known at-
tribute vector u0 ∈ Rm. Typically, seismic attributes are available in a
regular grid spanning the reservoir, and the goal is to estimate the porosity
level, z0, at any of these locations u0.
2.1. Outline of the Method
Applying the method to predict porosity levels can be summarized in the
following six steps:
(i) Initialization: Normalization of the attribute data and normal score
transformation of the porosity values.
(ii) PLS transformation of the seismic attributes.
(iii) Reducting the interpolation space dimension by selecting a subset of
the transformed attributes, i.e., remove redundant information.
(iv) Inference of a covariance model in the transformed and reduced at-
tribute space by use of maximum likelihood estimation.
(v) Kriging interpolation in the transformed and reduced attribute space.
(vi) Inverse normal score transformation of the kriged porosity values back
to porosity units and evaluation of the results.
We will elaborate on these steps and additional aspects of the method.
2.2. Normalization of the Attribute Data
Define the attribute matrix U as the matrix of all n position vectors, i.e.,
U =
(
u1, . . . ,un
)T ∈ Rn×m. Let U:,j refer to the jth column of U, i.e., the
vector of values of the jth attribute for all n positions.
As the PLS transformation is not invariant to scaling of the data and the
seismic attribute units are not directly comparable, we assume the attribute
data has been normalized, i.e.:
E {U:,j} = 0 for j = 1, . . . ,m,
V {U:,j} = 1 for j = 1, . . . ,m.
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2.3. Normal Score Transformation of the Porosity Data
Kriging interpolation techniques assume the dependant variable is normal
distributed. As this is rare for geophysical parameters we apply a normal
score transformation (Deutsch and Journel, 1998) of the rock property values.
2.4. Orthogonal Transformation of the Attributes
The PLS components are computed directly as linear combinations of the
seismic attributes. While maximizing a combined correlation and covariance
criterion the PLS components are defined to satisfy a number of orthogonality
and normalization constraints. The advantage of using PLS over PCA is that
PLS creates components that have a high variance (i.e., contains as much as
possible of the information of the original variables) and creates components
that correlate to the dependent variable.
The PLS components pi for i = 1, . . . ,m are computed as linear combi-
nations of the seismic attributes U:,1, . . . ,U:,m. Let ai ∈ Rm be the vector of
coefficients for the ith component, i.e.,:
pi = Uai.
The ith coefficient vector ai is defined as the optimal solution α
∗ to the
optimization problem (Hastie et al., 2009):
max
α
Var {Uα} Corr2 {z,Uα} , (1)
w.r.t. ‖α‖ = 1,
pTj Uα = 0, for j = 1, . . . , i− 1.
The coefficient vectors are computed iteratively by use of the SIMPLS
algorithm (de Jong, 1993). PCA components are defined in a similar fashion,
however the objective consists of maximizing only the component variance.
Let P =
(
p1, . . . ,pm
) ∈ Rn×m denote the matrix of PLS components of
the attribute data in U with respect to the dependent data in z.
2.5. Selecting only a Subset of the Attributes
Use only a subset of the components for the interpolation to reduce the
interpolation space dimension, i.e., the dimension of the space spanned by
the PLS components pi for i = 1, . . . ,m. To do so we define a new and
reduced component matrix P̂ =
(
p1, . . . ,pm̂
) ∈ Rn×m̂, with m̂ < m. This
matrix is achieved by disregarding the last m−m̂ PLS components.
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2.6. The Kriging Estimator
The kriging estimator Z∗(u0) is a variant of the basic linear regression
estimator (Goovaerts, 1997) defined by:
Z∗(u0)−m(u0) =
n∑
i=1
λi (Z(ui)−m(ui)) , (2)
where λi is the weight assigned to zi, which is interpreted as a realization of
the random variable Z(ui). The expected value of the random variable at
the jth position is m(uj), which can also be interpreted as a trend in data.
The random function Z is usually decomposed into the trend component,
m(u), and the residual component from Eq. (2) . The residual component
is modelled as a second order stationary random function with zero mean.
Stationarity assumption implies the residual component covariance function
C(h) is identical to the kriging estimator covariance function. The distance
vector between two positions ui and uj is h ∈ Rm.
In this section we kept the traditional notation by letting uj denote a
position vector. However, when the kriging interpolation is performed in
the transformed and reduced attribute space, it is the transformed attribute
vectors p0 and pi that are used in equation (2). We apply universal kriging in
the transformed and reduced attribute space, and use first order polynomials
to model the trend making it equivalent to linear regression of the PLS
components.
2.7. Inference of a Covariance Model
The covariance model consists of a Gaussian term for each of the com-
ponents p1, . . . ,pm̂ and a nugget term. The model therefore has m̂ + 1
parameters collected in the vector θ. The first m̂ parameters are the ranges
for each of the Gaussian terms, the last parameter determines the nugget
effect.
C(h) = θm̂+1 (1− nugget(h)) + (1− θm̂+1)
m̂∑
i=1
exp
(
−3h
2
i
θ2i
)
. (3)
The parameters should satisfy θi > 0 for i = 1, . . . , m̂ and 0 < θm̂+1 < 1.
The covariance function from Equation (3) is an anisotropic covariance model
where the direction of maximum continuity is assumed to coincide with one
of the PLS components.
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The optimal parameters of the covariance model are determined using
maximum likelihood (ML) estimation. We use the ML approach of Pardo-
Igu´zquiza (1997, 1998). In Pardo-Igu´zquiza (1998) several ML techniques
are compared (Samper and Neuman, 1989a,b,c; Kitanidis and Lane, 1985;
Diggle et al., 2003). We use in the test case presented in the next section
the fmincon function from the Matlab optimization toolbox to solve the
optimization problem arising from the ML estimation of the parameters in
θ.
3. Case Study: The South Arne Field
Using data from the Souch Arne Field - a chalk reservoir in the Danish
part of the North Sea (Mackertich and Goulding, 1999) - we will demonstrate
the method to efficiently predict a rock property from seismic attributes. Hess
provided the data previously studied by Hansen et al. (2010).
3.1. Introduction to the Case Study
The oil-bearing chalk of the South Arne Field contains porosities in the
range of approximately 0.20 to 0.45 based on well log data. The data contain
203 porosity measurements from well logs that will be used to interpolate (or
extrapolate) the porosity values to approximately 76, 000 points in a regular
grid covering the entire South Arne Field. The 203 measurements are divided
into two subsets to evaluate the method. The first set is the known data,
used for the interpolation. The second set is the blind data. The blind data
is not used in the interpolation; instead the porosity level at these locations
is estimated. The estimated porosity values are then compared to the blind
data values to evaluate the performance of the method.
3.2. Porosity Data
Figure 1 shows the known data for seven porosity data divisions. Two
different techniques were used to generate divisions. The first technique was
used when only every ith data point was considered known. This was the
case for the first four divisions, where every second (1a), third (1b), 7th (1c)
and 10th (1d) data point was considered known. The second technique was
used when only considering data points whose spatial coordinates were above
or below a line in the UTM X and UTM Y space. For the fifth data set, all
data points with UTM X less than 578.5 km were considered known (1e),
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(a) (b) (c) (d) (e) (f) (g)
Figure 1: Known data points for the different blind data sets. Notice the
displayed (x, y) coordinates are achieved by a linear transformation of the
UTM X and UTM Y coordinates.
and for the two last data sets, all points respectively below (1f) and above
(1g) the line where UTM Y equals 6214 km were considered known.
Because of the data point numbering system the first technique resulted in
a reduced data set that still spans the physical space and to some extent the
seismic attribute space and the original data. The known data set becomes
increasingly sparse as i increases. The second approach implies the physical
space is not spanned as well as before and we will have to extrapolate beyond
the line of division.
3.3. The Seismic Attributes
The interpolation is based on eight seismic attributes, which are all avail-
able in the approximately 76, 000 grid points. The attributes are: the depth
to the reservoir measured in meters, the two-way travel time to the top and
the base of the reservoir, the amplitude and the dip at the top of the reservoir,
and the acoustic impedance derived from seismic waveforms.
Figure 2 shows six of the attributes; The spatial coordinates UTM X and
UTM Y were omitted because the attributes are plotted against the rotated
spatial coordinates. Although the color maps in the figure are not identical,
red indicates a relatively high value and blue indicates a relatively low value,
for all attributes.
Figure 3 shows the PLS components created by a PLS transformation
of the seismic attributes. The PLS components are linear combinations of
the seismic attributes constructed to simultaneously maximize their internal
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(a) (b) (c) (d) (e) (f)
Figure 2: Six of the eight seismic attributes of the South Arne Field. Red
indicates a relatively high value and blue indicates a relatively low value.
The attributes are UTM Z (2a), two-way travel time to the reservoir base
(2b), two-way traveltime to the reservoir top (2c), amplitude at the top of the
reservoir (2d), dip at the top of the reservoir (2e) and the acoustic impedance
(2f).
variance and maximize their correlation to porosity. Based on a previous
study (Hansen et al., 2008a) of chalk reservoirs in the North Sea we expect a
strong correlation between acoustic impedance and porosity. This expecta-
tion is met by the first PLS component (3a) clearly resembling the acoustic
impedance (2f). The second PLS component resembles the three very similar
seismic attributes (2a)-(2c), which relate to the depth to the reservoir.
3.4. Assessing Kriging Interpolation via its Estimation Error
Consider the effect the PLS transformation of the seismic attributes has
on the kriging results and the consequences of only including a subset of the
PLS components. As the available data has been divided into two subsets
with known and blind data, we will evaluate the performance of the method
in terms of the root mean square (RMS) error of the estimated porosity
values in the locations from the blind data set.
Figure 4 shows normalized RMS errors for each of the seven partitions
of data as a function of the number of PLS components included. The RMS
errors have been normalized in comparison to the RMS error achieved by
using kriging in the high-dimensional attribute space, i.e., without applying
the PLS transformation. This means for all seven divisions, kriging in the
seismic attribute space yields relative RMS errors of one as illustrated by the
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Figure 3: The eight PLS components ordered from left to right of the seismic
attributes that except from UTM X and UTM Y can be seen in Figure 2.
The PLS components are pictured using individual color scales, red denotes
a relatively high value and blue denotes a relatively low value.
dashed line in the figure. The relative error of kriging in the PLS transformed
attribute space is represented by the bars. For each of the seven blind data
sets, we have kriged using between one and all of the eight PLS components.
The figure shows in most of the seven cases the error can be improved by
kriging in the PLS transformed attribute space.
Before commenting further on Figure 4, recall how the blind data sets
were generated after different criteria. The tendency of the error in Figure 4
is therefore different for blind data set numbers five through seven where we
see, in a few cases, including a high number of PLS components causes a high
relative error. When this occurs the last PLS components do not contribute
to the porosity estimation; instead they can be considered to contain noise.
Test cases that used all eight PLS components are the easiest comparable
test cases when discussing the effect of the PLS transformation. In those
cases, the method used exactly the same information, and the kriging was
performed in an eight-dimensional space. The problems therefore have the
same computational complexity. The different results obtained are because
of rotation of the axes spanning the space caused by the PLS transforma-
tion, making the PLS components perpendicular to one and another. It is
the same eight-dimensional space only the directions of the axes spanning
it are different. However, as the axes are different, the covariance models
inferred in the two cases are different. Recall that the PLS components were
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Figure 4: Relative root mean square (RMS) error of the kriging interpolation
as a function of the number of PLS components included for each of the seven
partitions of data seen in Figure 1. The error is computed relative to the
RMS error for interpolation without use of PLS transformation, i.e., without
PLS transformation, each data set has a relative RMS error of 1.
constructed partly to maximize their variance. The assumption that the di-
rection of maximum continuity is along one of the axes could therefore be
more appropriate in the transformed attribute space rather than the original
attribute space.
Figure 4 shows for the blind data sets numbers 1, 2 and 4 the error is
approximately unchanged when the PLS transformation is applied and all
PLS components are used, i.e., when the information level is identical. For
blind data set numbers 3 and 7, the error improved because of the PLS
transformation, whereas the opposite true for the blind data sets numbers
5 and 6. Therefore it is only possible to conclude decisively the choice of
orientation of the covariance model has significant effect.
More interesting conclusions can be made when we consider the relative
error for interpolation in the PLS transformed attribute space as a function
of its dimension (i.e., the number of PLS components used). The minimum
error is not achieved by including all eight PLS components in any of the
seven partitions. The computational complexity of the kriging technique is
determined partly by the dimension of the space in which the interpolation is
done, allowing us to solve a computationally less complex problem and still
achieve results of similar or superior quality.
For all blind data sets including only three PLS components results in an
11
Figure 5: Relative root mean square (RMS) error of linear regression as a
function of the number of PLS components included for each of the seven
partitions of data seen in Figure 1. The error is computed relative to the
RMS error for kriging interpolation without use of PLS transformation to
enable comparison with Figure 4. The solid black line represents the error
of kriging interpolation using 3 PLS components.
error that is similar or superior to the error when using all components. This
is promising since, traditionally, kriging is performed in spatial coordinates,
meaning the interpolation space is three-dimensional. In a tree-dimensional
space it is possible to infer a full, geometrically anisotropic 3D covariance
model. When considering only three PLS components, it is possible to infer
a full 3D covariance model instead of the simpler one from Equation 3.
3.5. Comparison to Linear Regression
Figure 5 shows the RMS errors of linear regression interpolation in the
PLS transformed attribute space as a function of the number of PLS compo-
nents included for each of the seven data sets from Figure 1. The RMS errors
have been normalized to be comparable to those from kriging interpolation
(Figure 4). Using kriging interpolation we determined including three PLS
components was the optimal choice; the solid black line in Figure 5 represents
this RMS error for each partition. As expected, regardless of the number of
PLS components used for the linear regression, linear regression results in
similar or larger errors than kriging with a linear trend.
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(a) Kriging Mean (b) Uncertainty (c) Lower limit (d) Upper limit
Figure 6: Results from kriging interpolation performed in the transformed
seismic attribute space using 3 PLS components. White dots mark locations
with known porosity levels. We see the expected value represented by the
kriging mean (back transformed to porosity) and the standard deviation of
the normal score transformed values. A lower and upper limit for an ap-
proximate 95% confidence interval is given by the value of the kriging mean
plus/minus twice the standard deviation back transformed to porosity levels.
3.6. Assessing Kriging Interpolation Via its Uncertainty
Although we have shown kriging in the transformed and reduced attribute
space has a tendency of increasing the ability to predict blind data values,
there are other ways of assessing the performance of the kriging interpolation.
One way is to inspect the uncertainty of the kriging estimates (i.e., how
certain the interpolation is). This is reflected in the standard deviation.
Figure 5 shows the most significant effect of using kriging interpolation
instead of linear regression for the first data set. Therefore we will evaluate
the effects of using kriging interpolation in a three-dimensional transformed
attribute space for this data set. Figure 6 shows the kriging mean (6a) and
the standard deviation of the kriging estimate (6b) when interpolating in the
transformed attribute using three PLS components. As expected the kriging
standard deviation is lower in the area around the data and higher in the
areas without data (as far as that is possible judging by spatial coordinates).
Using the standard deviation of the kriging estimates we have calculated
95% confidence intervals. The lower and upper limit of these estimates can
be seen in Figure 6c and Figure 6d, respectively. A high kriging standard
deviation causes the limits of the confidence intervals to equal the end points
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(a) Kriging Mean (b) Uncertainty (c) Lower limit (d) Upper limit
Figure 7: Kriging interpolation performed in the transformed seismic at-
tribute space using all of the 8 PLS components. Again white dots represent
locations with known porosity levels and the figure shows the expected value
represented by the kriging mean; the standard deviation of the kriging mean
expresses the uncertainty. A lower and upper limit for a 95% confidence in-
terval is given by the kriging mean plus/minus twice the standard deviation.
of the interval of valid porosity values imposed by the normal score transfor-
mation. When this happens, the kriging estimate is a poor estimator of the
porosity level in the reservoir.
For comparison, we will present the results from kriging in the full PLS-
transformed attribute space (Figure 7) and from kriging in the original space
spanned by the seismic attributes themselves (Figure 8). From Figure 4 we
recall kriging in the transformed seismic attribute space using all eight PLS
components yields a relative RMS error similar to when using only three
PLS components. And the relative RMS error is significantly higher when
the PLS transformation is not used (relative error of one).
Based on RMS error of the predictions of the three sets of results presented
in Figures 6-8, the first two sets of results are equally good and the third is
significantly worse than these two. However, when assessing the accuracy of
the interpolation method based on the first set of results (Figure 6) and using
the standard deviation of the kriging estimator, we see this set of results is
clearly less uncertain than the other two. In this particular case kriging
in the transformed and reduced attribute space does not only increase the
prediction ability, but it also reduces the uncertainty of the kriging estimate.
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(a) Kriging Mean (b) Uncertainty (c) Lower limit (d) Upper limit
Figure 8: Kriging interpolation performed in the seismic attribute space with-
out applying a transformation of the seismic attributes. Also in this figure
white dots represent locations with known porosity levels, and it shows the
expected value represented by the kriging mean and the standard deviation
of the kriging mean expresses the uncertainty. A lower and upper limit for
a 95% confidence interval is given by the kriging mean plus/minus twice the
standard deviation.
4. Conclusion
In this report we: 1) Introduced the approach for kriging interpolation
of well log data in a space spanned by orthogonal components created as
linear transformations of the seismic attributes. 2) Stated the motivation
for our choice of transformation, namely the PLS transformation otherwise
known from partial least squares or PLS regression. 3) Demonstrated how
the approach is applied to a test case with data from the South Arne Field
in the Danish part of the North Sea.
Through those observations we demonstrated how the prediction ability
of the interpolation method remains unchanged or improves when we reduce
the dimension of the space in which the interpolation is performed. The
reduction of dimensions results in a computationally simpler problem. Fi-
nally we discussed the effect of the PLS transformation on the accuracy of
the interpolation results expressed by the standard deviation of the kriging
estimate.
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