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die  mich  auf  diesem  Weg  begleitet  und  unterstützt  haben.  Darüber  hinaus 
möchte  ich betonen, dass es mir eine besondere  Freude war, einen Beitrag  zu 
diesem  sehr  interessanten  und  umfassenden  Forschungsprojekt  leisten  zu 
können. 





Für  das  gute  Arbeitsklima  in  der  Forschungsgruppe  möchte  ich  mich  bei  all 
meinen Kollegen bedanken. 
Ein ganz besonderer Dank gilt meiner Familie, die mir stets den Freiraum für die 



















Realisierung  der  gesamten  Anwendungsoberfläche  des  Simulators/Demon‐
strators.  Des  weiteren  ist  es  das  Ziel  dieser  Arbeit,  eine  Klassenbibliothek  zu 
entwickeln, mit  der  es möglich  ist,  drahtlose  Sensornetze  in  einer  dreidimen‐
sionalen  Umgebung  darzustellen.  Diese  Visualisierungsbibliothek  wird  auf  der 
Basis  der  .NET‐Programmiersprache  C#  und  der  Bibliothek  OpenGL  realisiert. 
























































































































































































Drahtlose  Netzwerke  besitzen  ein  ungleich  höheres  Potential,  als  ihre 
drahtgebundenen Vorläufer. Sie  sind an keine  feste Stromquelle gebunden und 
können  somit  theoretisch  auch  in  schwer  zugänglichen  Gebieten  eingesetzt 
werden. Derzeit  sind drahtlose Netze aber noch nicht  völlig  flexibel einsetzbar. 
Bei WLAN ist beispielsweise immer ein fest installierter Access Point nötig. Hinzu 
kommt,  dass  alle  Endgeräte  eine  direkte  Funkverbindung  zu  diesem  haben 
müssen. 
Eine andere Netztopologie, das so genannte Adhoc‐Netzwerk, kann völlig auf eine 
festgelegte  Infrastruktur  verzichten.  Diese  Netzwerke  können  sich  auch  ohne 
Access Point spontan auf‐ und abbauen, stehen jedoch in ihrer Entwicklung noch 
am Anfang. Werden solche Netze als Sensornetzwerk eingesetzt, dann ergibt sich 















können  mit  verringerter  Sendeleistung  ihre  Daten,  an  den  nahe  liegenden 
„Cluster Head“ übermitteln. Dem entgegen steht die Belastung des  Knotens, der 
als  Cluster  Head  fungiert.  Er  muss  die  Vielzahl  der  Daten  aufnehmen, 





Der  Energieverbrauch,  der  durch  die  drahtlose  Kommunikation  zwischen  den 
Sensorknoten entsteht, beeinflusst die Lebensdauer des gesamten Sensornetzes. 
Ziel  des  Forschungsprojektes  ist  es,  die  eingesetzten  Routingprotokolle, 
Clustering‐Verfahren  und  die  Energieverwaltung  bei  jedem  Netzwerkknoten 
entscheidend  zu  verbessern.  Daran  forschen  und  entwickeln  Funk‐  und 
Kommunikationstechniker,  sowie  Informatiker  gleichermaßen.  Damit  die 
Forschungsergebnisse  ausgewertet  und  zukünftige  Sensornetze  intelligent 
geplant  und  aufgebaut  werden  können,  benötigt  man  eine  Simulations‐  und 
Demonstrationssoftware. Die Diplomarbeit von Toni Dirk Großmann  [Großmann 






Die  Programmierung  des  Simulators/Demonstrators  ist  somit  entscheidend  für 
die  weitere  Entwicklung  hochmoderner  und  intelligenter  Netzwerke.  Das 
Programm muss  Vorgänge, wie  Clustering,  Routing  oder  die  Visualisierung  der 
Datenübertragung möglichst genau widerspiegeln. 
1.2 Ziele der Arbeit 
Trotz  des  einen  übergeordneten  Forschungsthemas,  welches  sich  mit  der 
Optimierung  von  Sensornetzen  befasst,  gibt  es  für  diese  Arbeit  eine  klare 
Zweiteilung  der  Aufgaben.  Das  erste  große  Aufgabenfeld  befasst  sich mit  der 
gesamten Softwareoberfläche des Simulators/Demonstrators. Diese soll mit dem 
.Net  Framework  von  Microsoft  entworfen  und  implementiert  werden.  Zur 
Vereinfachung  des  Simulationsmodells,  ist  es  zunächst  angedacht,  eine 
schematische  2D‐Ansicht  eines  Sensornetzes  zu  realisieren.  Der  Simulations‐
vorgang soll konfiguriert, gesteuert, angezeigt und ausgewertet werden können. 
Die  Konfiguration  eines  Netzwerkes  soll  über  dynamisch  aufgebaute 
Einstellungsfenster möglich  gemacht werden. Die Auswertung  des  Simulations‐
ablaufs  soll  mittels  weiterer  Diagramme  visualisiert  werden  können.  Es  wird 
gefordert, dass die grafische Benutzeroberfläche hohen Ansprüchen in Bezug auf 
die Erweiterbarkeit und die Gebrauchstauglichkeit genügt. 
Damit ein  realistisches Abbild eines Sensornetzwerkes entsteht,  soll  im  zweiten 











Grafikschnittstelle  für  .Net  Applikationen  soll  schließlich  in  einer  Anwendung, 




Anhand  der  Ziele  dieser Arbeit  lässt  sich  bereits  die  Zweiteilung  des  gesamten 
Sachverhaltes erkennen. Das zweite Kapitel dieser Arbeit legt die Grundlagen, die 
zum  Verstehen  der  Oberflächenprogrammierung  mit  dem  .Net  Framework 
notwendig  sind.  Des weiteren wird  eine  Einführung  in  die  3D‐Grafik  Program‐
mierung gegeben. 
Das  dritte  Kapitel  erstreckt  sich  über  die  erste  große  Aufgabenstellung  dieser 
Abschlussarbeit.  Zu  Beginn wird  eine  Anforderungsanalyse  der  Programmober‐
fläche durchgeführt.  Im Anschluss daran werden  verschiedene  Lösungsmöglich‐
keiten  diskutiert.  Die  Umsetzung  der  bevorzugten  Variante  wird  ausführlich 
beschrieben und mit einem Fazit abgeschlossen. Ein Lösungsansatz, wodurch die 
Softwareoberfläche  die  Fähigkeit  der  Mehrsprachigkeit  besitzt,  wird  ebenfalls 
erläutert und veranschaulicht. 















Die  Programmiersprache  C#  ist  eine  Entwicklung  des  Softwareherstellers 
Microsoft. Sie gehört zu den objektorientierten Programmiersprachen und ist ein 
Bestandteil  des  .NET  Frameworks.  Eingesetzt  wird  die  Entwicklungsumgebung 
Visual Studio 2008. Mit Hilfe dieser Laufzeitumgebung ist es möglich, Software zu 
entwickeln, die für unterschiedliche Geräte, beispielsweise PC oder PDA, gedacht 
ist.  Auf  anderen  Betriebssystemen,  wie  Linux,  laufen  .Net  Anwendungen  nur 
































In  der  Softwarebranche  fällt  häufig  der  Begriff  "Usability",  was  von  der 
Allgemeinheit  recht  schnell  mit  „Benutzerfreundlichkeit“  gleich  gesetzt  wird. 
Diese Übersetzung  ist nicht ganz korrekt. Sie kann außerdem von Anwender  zu 
Anwender ganz unterschiedlich bewertet werden. Viel genauer trifft der deutsche 





effektiv  die  Software  bei  der  Lösung  einer  Aufgabe  ist,  wie  effizient  die 
Handhabung ist und wie die Zufriedenheit des Nutzers ausfällt. 
Neben diesen Kriterien gibt es auch weitere Richtlinien für ergonomisch designte 




























Um  genauer  verstehen  zu  können,  wie  auf  einem  Monitor  Bilder  angezeigt 
werden,  soll der Vorgang, beginnend bei der Hardware, bis hin  zur Bildschirm‐
ausgabe nachvollzogen werden. Auf dem Mainboard  eines Computers befindet 







Grafikprozessor,  der  die  Daten  für  die  Monitorausgabe  berechnet.  Diese 
Onboard‐Variante, bei der sich die GPU6 direkt mit auf der Hauptplatine befindet, 
hat  einige Nachteile.  Zum  einen  besitzt  dieser  Grafikprozessor  keinen  eigenen 






Wie man  sieht,  verdeckt der  Lüfter der Grafikkarte die meisten Komponenten. 
Der  wichtigste  Hardware  Bestandteil  ist  der  Grafikchip  mit  3D‐Beschleuniger. 
Dieser  wird  unter  anderem  für  dreidimensionale  Berechnungen  benötigt. 
Weiterhin besitzen gesteckte Grafikkarten einen eigenständigen Speicher, den so 
genannten  Bildspeicher  oder  Video‐RAM.  In  dieser  Speichereinheit  wird  ein 
digitales Abbild des Monitorbildes abgelegt. Diese Daten werden dann über ein 









Die  Programmierung  von  Grafiken,  insbesondere  3D‐Grafiken  erfordern  einige 
Kenntnisse  über  die  darunter  liegenden  Schichten.  Grundsätzlich  gibt  es  zwei 
Technologien, die von heutigen Grafikkarten unterstützt werden, um dreidimen‐
sionale Szenen darstellen zu können. Eine der beiden nennt sich DirectX und die 
andere wird mit  OpenGL  bezeichnet.  Beide  Programmierschnittstellen werden 
abhängig von der vorhandenen Hardware unterschiedlich gut unterstützt. 
Zum  einen  gibt  es  von Microsoft  die DirectX  API7. Dieses  Funktionspaket wird 
neben  Windows  auch  von  der  Spielekonsole  XBox  verwendet.  Damit  wird 






Herstellern  aus  der  Soft‐  und Hardwarebranche  entwickelt wird. Dazu  gehören 
unter  anderem Apple, ATI, DELL,  IBM,  Intel,  nVIDIA  und  Sun. Diese  und  einige 
weitere  Firmen haben  sich  zum OpenGL Architecture Review Board, dem ARB, 
zusammengeschlossen. Durch die vielen Interessengruppen entsteht eine Grafik‐
schnittstelle,  die  unabhängig  vom  verwendeten  Betriebssystem  eingesetzt 









Für  die  Ansprüche  des  Forschungsprojektes  ist  die  Verwendung  von  OpenGL 










folgenden  Grundlagen  stets  auf  die  OpenGL‐API,  da  ausschließlich  mit  dieser 
Grafikschnittstelle  gearbeitet  wurde.  Wie  die  Abbildung  2‐2  demonstriert, 
bestehen  alle  Objekte  aus  Punkten,  den  Vertices  (plural  für  Vertex),  Linien 




Diese  Bestandteile werden  dann  auf  der Grafikkarte  entsprechend  ihrer  räum‐
lichen Position abgespeichert. Aus diesen Vektordaten berechnet der Grafikchip 









Wie  bereits  beschrieben,  besteht  jeder  noch  so  komplexe  Körper  aus  den 
gleichen Grundelementen, wie  sie  in  der Abbildung  2‐2  bezeichnet  sind. Diese 
Bestandteile  lassen  sich  unter  dem  Begriff  "Primitive"  zusammenfassen.  Die 




der  Grafikprozessor  diese  Berechnung  direkt  ausführt,  dann  spricht man  vom 
"Hardware‐Rendering".  Dabei  wird  die  CPU  nicht  belastet  und  es  entstehen 
flüssig ablaufende Animationen. Es kann  jedoch auch dazu kommen, dass einige 











auf  eine  zweidimensionale  Fläche  projiziert werden. Der Monitor  besitzt  keine 
dritte Dimension und dennoch  entsteht  ein  räumlicher  Eindruck. Die  X‐ und  Y‐ 
Achse weisen auf dem Bildschirm, wie gewöhnlich, dessen Breite und Höhe an. 
Bei  OpenGL  wurde  die  negative  Z‐Achse  in  die Monitorebene  hinein  verlegt. 






Der  Koordinatenursprung  befindet  sich  also  genau  in  der  Mitte  des 
Ausgabefensters,  in dem der Rendervorgang stattfindet. Dies  ist ein Unterschied 
zur  2D‐Grafik  Programmierung, wo  sich  der  Koordinatenursprung  in  der  linken 
oberen Ecke des Fensters befindet. Es ist darüber hinaus hilfreich, wenn man sich 
eine Kamera vorstellt, die in der virtuellen Welt platziert und bewegt wird. Auch 




















Weiterhin  sollte  man  wissen,  dass  man  standardmäßig  acht  Lichtquellen  zur 
Verfügung  hat,  die  man  konfigurieren  und  gleichzeitig  einsetzen  kann.  Jede 












Der  zweite  Lichtparameter nennt  sich Diffuse und bezeichnet das direkte  Licht, 
was  von  der  Quelle  auf  einen  Körper  fällt.  Es  sollte  den  Hauptteil  des 
ausgesendeten  Lichtes  bilden.  Der  Einfallswinkel  dieses  Lichtes  auf  eine 
Oberfläche bestimmt dessen Helligkeit. Wenn sich die Fläche von der Lichtquelle 
abwendet,  dann  erscheint  sie  dunkler  als  eine  Fläche,  die  zu  der  Lichtquelle 
senkrecht  steht.  Der  Betrachtungswinkel  auf  eine  Oberfläche  und  das  dem‐
entsprechende  Ergebnis  des  reflektierten  Lichtes,  sind  auch  von  der  dazu‐
gehörigen  "Normalen"  abhängig, die  zu dem betreffenden  Polygon  gehört. Auf 
Seite 15 wird dieser Begriff ausführlicher beschrieben. 
Mit  Specular wird  in  der Welt  von  OpenGL  der  letzte  Beleuchtungsparameter 
bezeichnet.  Hierbei  handelt  es  sich  um  Glanzlicht.  Der  Glanzanteil  einer 
Lichtquelle  lässt  einen  Körper  aus  einer  bestimmen  Richtung  besonders  hell 
erscheinen.  Hat  dieser  Parameter  einen  hohen Wert,  wirken  Oberflächen  wie 
poliertes Metall oder Glas. Ist das Specular Licht nur sehr gering eingestellt, dann 
fällt diese Art des Lichtes kaum ins Gewicht. 
Für die acht  Lichtparameter GL_LIGHT0 bis GL_LIGHT7  kann man die  Intensität 
der Lichtarten für jeden Farbkanal getrennt einstellen. Auf diese Weise lassen sich 
leicht  bunt  gefärbte  Lichtquellen  realisieren.  Es  gibt  noch  eine  Reihe weiterer 
Einstellmöglichkeiten  für  OpenGL‐Lichtquellen.  Dazu  zählt  die  Abnahme  der 













Richtung  des  Lichtkegels  festlegt.  Um  den  Öffnungswinkel  des  Lichtkegels 










Dieser  Begriff  stammt  aus  der  Vektorrechnung  und  sollte  daher  bekannt  sein. 
Eine  Normale  ist  unter  OpenGL  ein  nicht  sichtbarer  Richtungsvektor,  der  die 





Lichtstrahlen  reflektiert  werden.  Die  Normale  sollte  stets  senkrecht  zur 
Oberfläche  stehen.  Es  besteht  die Möglichkeit  eine  Normale  für  jeden  Vertex 
einzeln,  für  jedes Polygon oder  als Durchschnittswert  für mehrere Polygone  zu 
berechnen.  Je  nach  dem,  wie  viele  Normalen  auf  der  gesamten  Oberfläche 
verteilt werden,  können  dieses  abgerundet werden.  Darüber  hinaus  sollte  die 







Unter  einer  Textur  versteht  man  eine  ganz  normale  Bitmap,  die  auf  die 
Oberfläche  eines  3D‐Körpers  aufgebracht  wird,  damit  ein  fotorealistischer 
Eindruck entsteht. Auf diese Weise lassen sich mit wenigen Polygonen und einer 
Textur detaillierte Objekte  erstellen. Die Abbildung  2‐7  zeigt  einen Würfel, der 
































ausschließlich  der Manipulation  von  Texturen.  Somit  lässt  sich  eine  Textur  auf 





















Die  Abbildung  3‐18  zeigt  das  grobe  Fachkonzept  der  Simulationsanwendung, 
welches in Toni Dirk Großmanns Diplomarbeit erläutert wurde. Wie man sieht, ist 
bereits  in  dieser  Konzeptionsphase  die  "Anzeige"  (rot  hervorgehoben)  als 
eigenständige  Komponente  vorgesehen.  Dieser  Bestandteil  soll  alle  Ausgaben, 
beispielsweise  Simulationsvorgänge  und  zusätzliche  Informationen,  darstellen. 
Die beiden Strukturen "Simulation" und "Simulationsszenario" interagieren direkt 
über  definierte  Schnittstellen mit  der  "Anzeige".  Die  darstellende  Schicht  des 
















Die  Fähigkeit,  auf  ein  reales  Sensornetz  Einfluss  zu  nehmen,  ist  daher  nahe 
liegend.  Damit  ist  gemeint,  dass  es  Funktionen  zum Messen  und  Aufzeichnen 
diverser Parameter eines Netzwerkknotens geben könnte. Die möglichen Einsatz‐






In  der  Anlage  A.1  "Pflichtenheft  der  Softwareoberfläche" werden  die  Produkt‐
funktionen  einzeln  aufgelistet.  Die  wichtigsten  darin  aufgeführten  Merkmale 
werden nun erläutert. Die Software soll die Fähigkeit besitzen, dass alle Inhalte in 
beliebiger  Anordnung  angezeigt,  platziert,  verschoben  oder  verborgen werden 
können. Damit die Oberfläche auch in ferner Zukunft leicht erweiterbar ist, sollen 
alle  Fensterinhalte  unabhängig  von  einander  dargestellt  werden.  Es  ist  also 
erforderlich, für jeden Aufgabenbereich ein separates Fenster anzulegen. Künftige 
Inhalte  können  dann,  dem  zu Grunde  liegendem  Konzept  entsprechend,  leicht 
implementiert werden. Diese Vorgehensweise kommt der Anforderung entgegen, 














Es  müssen  weitere  Diagramme  zur  Analyse  und  Auswertung  bereit  gestellt 
werden. Dazu gehören eine detaillierte Aufschlüsselung der Batteriewerte  jedes 
Knotens,  die  Überlebensrate  des  Netzwerkes  und  weitere  Tabellen,  die 
Informationen über die Netzwerkknoten anzeigen. Hinzu kommt, dass der Nutzer 
mit möglichst wenigen  Interaktionen  die wichtigsten  Programmabläufe  starten 
können muss. Es ist demnach darauf zu achten, dass diese wichtigen Funktionen, 
mit bestenfalls einem Mausklick, erreichbar sind.  






Der  Anwender  erwartet,  dass  gewisse  visuelle  Quasistandards  eingehalten 










lange  Lebensdauer  der Anwendung  gewährleisten. Die Oberfläche  soll  darüber 
hinaus optisch modernen Ansprüchen genügen. Dies betrifft eine Reihe grafischer 
Komponenten.  Für  zahlreiche  Steuerelemente müssen  beispielsweise  qualitativ 
hochwertige und selbst erklärende Icons gestaltet werden. 
3.2.4 Anforderungen an Qualität und Performanz 









Zeichen  für  die  Qualität  von  Programmen.  Da  die  Konzeption  des  Simulators/ 
Demonstrators  eine  saubere  Trennung  von  Berechnungen  und  Visualisierung 
vorsieht, hängt die Performanz stark von den Algorithmen ab, die unterhalb der 
Darstellungsschicht ablaufen. Für die Oberflächenprogrammierung ist es also von 
Bedeutung,  dass  es  bei  der  Berechnung  von  Grafiken  nicht  zu  weiteren 
Verzögerungen  kommt.  Die  zweidimensionale  Darstellung  des  Simulationspro‐
zesses ist für heutige PC‐Systeme keine leistungskritische Aufgabe und dürfte die 





ist  die  3D‐Visualisierung,  auch  für  moderne  Computer,  eine  anspruchsvolle 
Aufgabe.  Hier  muss  eine  Möglichkeit  gegeben  sein,  die  3D‐Anzeige  zu 
vereinfachen oder einzustellen. 
3.2.5 Besonderheiten für Entwickler 
Im  Gegensatz  zu  den  Anforderungen  die  ein  Nutzer  an  die  Software  stellt, 
ergeben  sich  im  Hinblick  auf  künftige  Weiterentwicklungen  ganz  andere 
Schwerpunkte. Der Oberfläche muss ein Konzept zu Grunde  liegen, sodass neue 
Inhalte  problemlos  und  ohne  großen  Aufwand  aufgenommen werden  können. 
Die  Kommunikation  zwischen  Programmoberfläche  und  Kern  der  Anwendung 
muss  also  über  sauber  definierte  Schnittstellen  erfolgen. Wenn  der modulare 
Aufbau der Oberfläche konsequent eingehalten wird, dann verbessert sich somit 
auch die Übersichtlichkeit des gesamten Softwareprojektes. 
Die Mehrsprachigkeit der Anwendung  soll  vollständig  vom  Projekt  abgekoppelt 
werden.  Damit  entfällt,  sowohl  für  den  Programmierer,  der  Aufwand  des 




Für  das  Konzept,  die  Oberfläche  modular  zu  strukturieren,  gibt  es  zahlreiche 
Lösungsvarianten. Allgemein ist die Anwendung bei allen diskutierten Fällen eine 
MDI‐Anwendung9. Dabei  existiert  ein Hauptfenster, welches  als  „Parent‐Form“ 









normales  Programmfenster  zu  einem  MDI‐Container  werden  lässt.  Die  Funk‐
tionalität, dass man diese Kind‐Fenster einsetzen und verwalten kann, ist bei dem 
.Net  Framework  nur  sehr  beschränkt  vorhanden.  Standardmäßig  bietet  es  die 
Möglichkeit,  dass man  sämtliche  Child‐Forms  hinter  einander  anzuordnen  und 
über  Registerkarten  jeweils  ein  Fenster  in  den  Vordergrund  stellen  kann.  Die 
zweite mögliche Ansicht wäre, alle Fenster lose vor den Hauptcontainer zu legen. 
Dabei  geht  jedoch  jeder  Komfort  verloren,  da  sich  die  Fenster  teilweise 
überdecken  können und  es  keinerlei  feste Anhaltspunkte  gibt. Daraus  folgt die 
Konsequenz,  dass  ein  Funktionspaket  entworfen werden muss,  dass  den MDI‐
Container in seinen Fähigkeiten deutlich verbessert. 
Ein überaus nahe  liegendes Vorbild  ist die Entwicklungsumgebung Visual Studio 
von  Microsoft.  Das  hier  verwendete  MDI‐Konzept  wird  im  Allgemeinen  als 
„DockContent“ bezeichnet. Die Oberfläche dieser Software entspricht modernen 









annehmen  kann. Die  Fenster,  die  sich  im Hauptcontainer  befinden,  lassen  sich 








visuelle  Vorschau,  die  anzeigt,  wo  das  Fenster  voraussichtlich  neu  verankert 
werden wird.  
Es spielt keine Rolle, wie viele Fenster angezeigt, oder wo diese platziert werden 
sollen.  Alle  Inhalte  liegen  in  einer  klaren  Anordnung  vor.  Es  wurde  bereits 





Die  erste  Option  ist  es  nun,  sämtliche  Funktionalitäten  in  Eigenleistung  zu 
entwickeln. Um  die Übersichtlichkeit  des  gesamten  Projektes  zu wahren, muss 
das  Funktionspaket  in  jedem Fall  in eine Klassenbibliothek ausgelagert werden. 
Sämtliche  Positionierungen  der  Fenster  und  das  Andockverhalten  müssen 
berücksichtigt werden. Es gibt eine Vielzahl von Ereignissen, die unter anderem 
vom  Benutzer  ausgelöst werden. All  diese müssen  behandelt  und  entstehende 






die  Bewegungen  bei  dem  Ein‐  und  Ausblenden,  müsste  demnach  ein  großer 
Aufwand  investiert  werden,  damit  diese  fehlerfrei  ablaufen.  Es muss  darüber 
hinaus  ein  eigenes  XML‐basiertes  Konzept  zum  Speichern  und  Laden  der 
Einstellung entworfen werden. Wie man sieht, stellt sich dieser Lösungsansatz als 
enorm aufwändig heraus. 
Die  Zeit,  die man  für  den  Entwurf  benötigt,  um  ein  qualitativ  ansprechendes 
Ergebnis  zu  erhalten,  würde  bereits  eine  eigenständige  Abschlussarbeit 
rechtfertigen.  Die  Aufgabenstellung  sieht  jedoch  noch  eine  Vielzahl  weiterer 
Tätigkeiten vor, die bearbeitet werden müssen. Daher wird an dieser Stelle nach 
einer zeitlich effizienteren Lösung gesucht. Nach einigen Recherchen  im Internet 
fanden  sich bereits  zahlreiche  fertige Konzepte. Diese  sollte man allerdings nur 
dann  in Betracht ziehen, wenn die Quellen einsehbar sind und die Lizenzen eine 





welches  innerhalb  des  .Net  Frameworks  ab  Version  3.0  unterstützt  wird.  Die 
dabei  eingesetzte  Programmiersprache  ist  allerdings  XAML.  Sie dient  allein  der 
Deklaration  der  hierarchischen  Anordnung  aller  Steuerelemente.  Damit  trennt 
das WPF  Framework  zwangsläufig  die  darstellende  Schicht  von  der  Programm‐
logik.  WPF  bietet  darüber  hinaus  eine  Vielzahl  interessanter  grafischer 








Ein  eindeutiger  Nachteil  ist,  dass man  sich  zunächst  in  die  Syntax  von  XAML 
einarbeiten muss. Der Kern des Simulator/Demonstrator, der nach wie vor mit C# 





Davon  abgesehen  ist  die DLL  nicht  fehlerfrei,  und  da  es  sich  hierbei  um  keine 
kostenpflichtige Lizenz handelt, entfällt auch jede Gewährleistung. 
Die  Abbildung  3‐3  zeigt  eine  Momentaufnahme  während  das  rechts  fixierte 















DLL  setzt  auf die Verwendung des  .Net  Frameworks und die darin enthaltenen 
klassischen Steuerelemente. Die Klassenbibliothek stellt dafür ein Steuerelement 
„DockingManagerControl“  zur  Verfügung.  Bei  der  Entwicklung  einer  Demo‐
anwendung  viel  auf,  dass  es  sich  nicht  um  ein  konsequent  umgesetztes MDI‐
Konzept handelt, denn  alle  im  Zentrum platzierten  Inhalte  können  vom Nutzer 
nicht mehr bewegt werden. In der Abbildung 3‐4, die das Testprogramm zeigt, ist 
dieser  Bereich  rot markiert.  Es  ist  bei  diesem  frei  zugänglichen  Projekt  vorge‐
sehen,  im  Zentrum nur  fixierte  Inhalte  zu platzieren. An  allen Rändern  können 
dann die untergeordneten Fenster implementiert werden, die sich andocken und 
bewegen  lassen. Alle Child‐Forms, die  für den Nutzer manipulierbar sein sollen, 









Die  Handhabung  der  Oberfläche  stellte  sich  im  Gegensatz  zu  ihrer  einfachen 
Programmierung  als ungewohnt und unvollständig heraus.  Es  fehlten beispiels‐
weise  einige  wichtige  Funkionen  und  die  gesamte  Oberfläche  flimmert  leicht, 
wenn  man  an  der  Fensterposition  eines  der  DockPanels  etwas  verändert. 





wurde  bereits  in  zahlreichen  Internet‐Foren  empfohlen  und  als  fehlerfrei 
bewertet.  In  dieser  Bibliothek  werden  alle  Kind‐Fenster  mit  DockContent 








der  Verankerung  besitzen  sollen,  müssen  ihre  neuen  Funkionen  von  einer 
Basisklasse  aus  der DLL  erben. Danach  können  die  Forms,  die  als DockContent 









Der  Anwender  kann  nun  während  der  Laufzeit,  durch  eine  einfache  Maus‐
bewegung oder einen Doppelklick auf den Titel der Form, jedes Fenster aus seiner 
Verankerung  lösen  und  an  einer  beliebigen  Stelle  wieder  neu  andocken.  Die 
Animation  der  DockContent  Elemente,  die  am  Rand  ein‐  und  ausgeblendet 
werden, funktioniert reibungslos. Die Möglichkeit, die Einstellung der Fenster zu 
speichern  und  wieder  zu  laden,  wird  außerdem  bereits  mitgeliefert.  Die 
Hierarchien  und  Abhängigkeiten  der  einzelnen  DockContent  Fenster  werden 
mittels XML‐Syntax persistent gespeichert.  
Standardmäßig  verliert  jeder DockContent  sämtliche Daten  beim  Betätigen  des 
Schließen‐Buttons  und  kann  nicht wieder hergestellt werden. Dies  ist  natürlich 
unbedingt zu vermeiden. Um die Child‐Forms wieder herstellen zu können genügt 
es, alle DockContent Objekte  in eine Liste einzutragen. Diese Liste kann an einen 
Menüpunkt  in  der  Hauptform  gekoppelt  werden.  Wird  dort  ein  DockContent 
Fenster  ausgewählt,  so  erscheint  es wieder  an  seiner  alten  Position. Die  darin 
enthaltenen  Daten  gehen  nicht  verloren,  da  die  Möglichkeit  besteht,  den 
DockContent bei einem Klick auf das Schließen‐Kreuz nur zu verbergen, anstatt zu  
beenden.  Diese  Funktionalität  muss  allerdings  in  Eigenleistung  hinzugefügt 
werden. 
Der Vergleich aller Lösungsansätze hat gezeigt, dass die DLL von Weifen Luo am 
besten  geeignet  ist.  Bei  der  Programmierung  sind  keine  Komplikationen 
aufgetreten. Die Handhabung  ist selbsterklärend, fehlerfrei und mit dem Vorbild 
Visual  Studio  identisch.  Es  hat  sich  gezeigt,  dass  die  Bibliothek  den  vollen 
geforderten  Funktionsumfang  liefert, wie er  in den Voraussetzungen erarbeitet 
wurde.  Diese  Variante  besitzt  also  keine  der  Schwächen,  die  bei  den  anderen 








Simulator/Demonstrator  implementiert.  Die  nachfolgend  vorgeführten  Pro‐
grammcode‐Ausschnitte  veranschaulichen die  genaue  Funktionsweise  innerhalb 
der  Forschungssoftware.  Damit  soll  nachgewiesen  werden,  dass  die  DLL  den 
Anforderungen des Forschungsprojektes entspricht. Da die Quellen der Bibliothek 




alle  Fenster  in  sich aufnimmt und  verwaltet. Das  genaue  Zusammenwirken der 
Strukturen spielt für das Verstehen der Beispielcodes keine weitere Rolle. 
Der  Projektmappe  des  Simulators/Demonstrators  muss  ein  Verweis  auf  die 
Klassenbibliothek hinzugefügt werden, damit auf deren Bestandteile zugegriffen 
werden  kann. Die  IDE  von  Visual  Studio  erkennt  bereits  automatisch,  dass  ein 
neues Steuerelement mitgeliefert wird und fügt dieses in die Liste der „Toolbox“ 
ein.  Die  Anlage  A.3  zeigt  die  Entwicklungsumgebung,  in  der  eine  Instanz  von 
DockPanel  soeben  auf  die  Form1,  das  Hauptfenster  der  Anwendung,  gezogen 




diese  Fenster  von der DockContent  Klasse  erben. Der  zugehörige Namensraum 






wenn  man  auf  das  Schließen‐Kreuz  der  Child‐Form  klickt.  Der  beschriebene 
Quellcode 3‐1 sieht demnach folgendermaßen aus. 





    // die Kind-Form erbt von DockContent 
    public partial class DockingWindow : DockContent 
    { 
        this.HideOnClose = true; 
        // weiterer Code, den das Kind Fenster ausführen soll... 








Die  Child‐Forms  lassen  sich  in  zwölf  verschiedenen  DockState  Einstellungen 
initiieren. Hinzu kommt, dass sich die Kind‐Fenster auch als eigenständige Fenster 
mit  einer  definierten  Größe  und  Position  öffnen  lassen.  Zusätzlich  können  sie 
auch  verschachtelt  werden,  was  die  große  Flexibilität  der  Bibliothek  deutlich 
macht. Der Quellcode 3‐2 beschreibt, wie ein Hauptfenster mit vier Child‐Forms 






    public partial class Form1 : Form 
    { 
        // 4 Kind-Fenster instanzieren 
        DockingWindow dockingWindow1 = new DockingWindow(); 
        DockingWindow dockingWindow2 = new DockingWindow(); 
        DockingWindow dockingWindow3 = new DockingWindow(); 






        // Konstruktor des Hauptfensters 
        public Form1() {} 
 
        private void Form1_Load(object sender, EventArgs e) 
        { // Hauptfenster wird geladen 
 
            // das Fenster 1 erscheint als zentrales Dokument 
            dockingWindow1.Show(dockPanel, DockState.Document); 
 
            // das Fenster 2 erscheint rechts angedockt 
            dockingWindow2.Show(dockPanel, DockState.DockRight); 
 
            // das Fenster 3 erscheint unten, verborgen und angedockt 
            dockingWindow3.Show(dockPanel, DockState.DockBottomAutoHide); 
 
            // das Fenster 4 erscheint als losgelöstes Fenster  
            // Position und Abmessungen entsprechen dem übergebenen Rechteck 
            dockingWindow4.Show(dockPanel, new Rectangle(10, 10, 450, 300)); 
        } 




eingetragen  werden.  Die  Listeneinträge  wurden  an  den  Hauptmenüpunkt 




wird.  Sobald  man  das  Fenster  mit  der Maus  bewegt,  werden  diverse  Anker‐
symbole  sichtbar,  die  anzeigen  ,  wo  das  Fenster  "3D  Umgebung"  angedockt 








Auch  der  Automatismus  zum  Speichern  und  Laden  ist  in  wenigen  Schritten 
implementiert. Man benötigt eine Zeichenkette, die den absoluten Pfad zu einer 
XML‐Datei  bereit  stellt,  in  der  die  Oberflächeninformationen  gehalten werden 
sollen. Das dockPanel1 Objekt besitzt eine LoadFromXml() und eine SaveAsXml() 
Methode. Zum Speichern genügt es, den Speicherpfad  inklusive Dateinamen  zu 
übergeben.  Beim  Laden  der  Einstellung  wird  es  ein  wenig  komplexer.  Man 
benötigt zusätzlich ein Hilfsobjekt aus der DLL. Diesem muss eine selbst erstellte 
Methode übergeben werden, die alle DockContent Objekte mit den Einträgen aus 
der  XML  Datei  vergleicht.  Entspricht  das  Fenster  einem  Eintrag  in  der  XML 
Baumstruktur,  so  wird  dieses,  der  gespeicherten  Einstellung  entsprechend, 
geöffnet. 
3.3.4 Fazit zur Softwareoberfläche 








und  arbeitet  fehlerfrei.  Darüber  hinaus  ist  die  Implementierung  leicht  nach‐
vollziehbar. 
Die Steuerung  richtet  sich nach modernen Quasistandards, was maßgeblich  zur 
Akzeptanz  der  der  Simulationsanwendung  beiträgt.  Die  dem  Anwender  damit 
gegebenen Möglichkeiten, erfüllen die Anforderungen an die Gebrauchstauglich‐
keit und Angemessenheit an den Umfang der Software. Zudem ist die Anwendung 
in  hohem Maße  individualisierbar.  Die  heraus  gearbeiteten  Produktfunktionen 
der  Anlage  A.1  sind  bei  der  Entwicklung  der  Softwareoberfläche  umgesetzt 








Für  jeden  Aufgabenbereich  der  Simulationsanwendung,  zum  Beispiel  die  "2D 
Umgebung"  oder  die  Diagramme  "Lebensdauer"  und  "Batteriekapazität",  sind 
eigenständige  Fenster  realisiert  worden.  Eine  genauere  Beschreibung,  sowie 
weitere  Bilder  der  Softwareoberfläche,  können  im  Kapitel  5.1  "Erreichte 
Ergebnisse" nachgelesen werden. 
Es  wurde  sichergestellt,  dass  alle  Bestandteile  der  Software,  ähnlich  dem 
Baukastenprinzip,  vorliegen.  Diese  Herangehensweise  lässt  es  zu,  dass  auch 









der  Syntax  einer  Programmiersprache  oder  der  IDE  besitzt,  die  bei  der 
Programmierung  verwendet  wird.  Aus  diesem  Grund  muss  auf  eine  saubere 
Trennung  von  Programmiertätigkeit  und  Übersetzungsarbeit  geachtet  werden. 
Ziel sollte es also sein, sämtliche Zeichenketten der Software, beispielsweise  für 
Textfelder, Menüs, Tabellen und Meldungen, in externe Dateien auszulagern. Die 
Extensible Markup  Language  ist  dafür  bestens  geeignet. Mit  kurzen  und  selbst 
erklärenden  Einträgen,  den  so  genannten  „Tags“,  können  sämtliche  Unicode 
Zeichen deklarativ gespeichert werden. Das bedeutet, dass die Scriptsprache kein 










Das  .Net  Framework  stellt  für  die  Realisierung  von  mehrsprachigen  Anwen‐
dungen einen vorgefertigten Lösungsansatz zur Verfügung. Dieser weicht  jedoch 










Größter  Nachteil  dieser  Lösung  ist,  dass  der  Übersetzer  direkt  in  das  Projekt 
eingreifen muss, um eine neue Sprache zu aktivieren. Man müsste zusätzlich per 
Hand  die  Text‐Eigenschaft  jedes  Steuerelementes  überschreiben.  Dabei  treten 
große Risiken auf. Der Übersetzer könnte einige Steuerelemente vergessen oder 
gar  Fehler  in das  Softwareprojekt hinein bringen. Damit wäre die  Stabilität der 








Der  einfachste  Ansatz wäre  nun,  für  jede  angedachte  Sprache  eine  XML‐Datei 
anzulegen. Formal müssten sämtliche Dateien gleich aussehen und würden sich 
nur  anhand  der  unterschiedlichen  Spracheinträge  unterscheiden.  Seitens  der 
Programmierung  muss  eine  Verwaltungsinstanz,  ein  „LanguageManager“,  ge‐
schaffen werden. Dieser muss  in der Lage sein, die Spracheinträge zu  laden und 
an  das  passende  Steuerelement  zu  übergeben.  Die  zum  Einsatz  kommenden 
Sprachdateien sollten sich  in einem separaten Ordner der Anwendung befinden. 
Dann könnte automatisch ermittelt werden, wie viele Sprachen für das Programm 
zu  Verfügung  stehen.  Bei  diesem  Lösungsansatz  gibt  es  jedoch  noch  eine 
Schwierigkeit. Es ist jene Tatsache, dass XML immer im Klartext gespeichert wird 
und dass jeder böswillige Anwender die Texte manipulieren oder löschen könnte. 
Um  dieses  Sicherheitsrisiko  zu  umgehen, müssten  die  Texte  binär  gespeichert 
werden. 
Ein  Ausbau  der  gesamten  Sprachkomponente  zu  einer  einzigen  ausgelagerten 
Klassenbibliothek wäre  ein  großer  Sicherheits‐  und Qualitätsgewinn. Alle  Funk‐
tionalitäten  wären  von  dem  eigentlichen  Softwareprojekt  abgekoppelt  und  es 
könnten  neue  Sprachen  nachinstalliert  werden,  ohne  in  die  Anwendung 
eingreifen zu müssen. Man müsste nur eine neue Sprache in Form einer weiteren 
XML‐Datei  in  der  Sprachbibliothek  aufnehmen. Die  neue Version  der DLL  kann 
dann ohne Programmieraufwand, bei der unveränderten Applikation, aktualisiert 
werden.  Damit  die  neu  hinzu  gekommene  Sprache  automatisch  erkannt wird, 
müssen  die  verfügbaren  Sprachen  wieder  dynamisch  erkannt  und  ausgelesen 
werden. Die bereits angedachte "LanguageManager" Klasse für die Sprachdateien 
würde auch weiterhin ein Bestandteil der DLL bleiben. 
Nach  der Diskussion  über  die  vorhandenen  Lösungsansätze wird  deutlich,  dass 
nur  eine  individuelle  Lösung  entwickelt  werden  kann.  Es  ist  notwendig,  die 





zusätzliche  Sprachen  sollte  angestrebt  werden.  Im  folgenden  Abschnitt  wird 
beschrieben, wie der durchdachte Lösungsansatz umgesetzt wurde. 
3.4.3 Entwicklung und Einsatz einer Sprachbibliothek 
In das neue  Teilprojekt, was den Namen  Languages.dll  tragen  soll, werden die 
Dateien  für  die  sprachbezogenen  Texte  als  Ressource  eingebunden.  Bei  der 
Fertigstellung  wird  die  Klassenbibliothek  an  das  eigentliche  Softwareprojekt 
angebunden. Die Sprachdateien besitzen den selbst definierten Dateityp "*.lang", 
damit man  zweifelsfrei  erkennt,  dass  es  sich  hierbei um  eine Datei  für  landes‐
spezifische  Zeichenketten  handelt.  Der  Dateiname  muss  der  Landessprache 
entsprechen,  die  darin  aufgeführt  ist.  Der  Name  ist  beim  Auslesen  der 
vorhandenen Ressourcen wieder relevant. 
Allgemein  ist  jede  XML‐Datei  in  einer  Baumstruktur  aufgebaut.  Das  „Wurzel‐
element“  ist  allen  anderen  Tags  übergeordnet.  Es  nimmt  im  Falle  der 
Sprachdateien  alle  Knoten  auf,  die  jeweils  einem  Fenster  in  der  Applikation 
entsprechen. Die Tags für die verschiedenen Forms erfüllen nur die Funktion, dass 
sie  die  eigentlichen  Spracheinträge  kapseln  und  besser  strukturieren.  In  der 
Ebene darunter gibt es nur noch eine Art von Tag. Diese beinhalten die Texte für 
die unterschiedlichen Landessprachen. Egal ob es sich um den Text eines Steuer‐
elementes,  einer  Tabelle,  oder  eines  Dialoges  handelt,  alle  Einträge  stehen  in 
einem  so  genannten  ITEM‐Tag.  Dieser  besitzt  ein  Name‐,  ein  Text‐  und  ein 
ToolTipText‐Attribut.  Das  Name‐Attribut muss  in  der  XML‐Datei  eindeutig  sein 
und  der  Name‐Eigenschaft  des  Steuerelementes  innerhalb  der  Software 
entsprechen. Damit können die Zeichenketten, die  im Text‐ und  im ToolTipText‐









    <FORM Name="Form-Name"> 
 
        <ITEM Name="Control-Name" 
              Text="Text in einer Sprache" 
              ToolTipText="ToolTip in einer Sprache" /> 
 
   <!-- jetzt folgen beliebig viele ITEM-Tags --> 
 
    </FORM> 
 




Damit  nun  auf  die  ITEM‐Tags  zugegriffen  werden  kann,  muss  die  geforderte 





Menüpunkt  „Sprachen“  aufgeführt.  Der  LanguageManager  lädt  die  vorerst 
eingestellte Standardsprache „deutsch“ und übergibt die deutschen Begriffe wie 
folgt.  In der Methode switchLanguage(String  language, Form  form) benötigt die 
Managerinstanz die Sprache, in die gewechselt werden soll und die Form, bei der 
die Sprache umgestellt werden soll. Sobald das Name‐Attribut eines FORM‐Tags 




dann  alle  in  der  Form  enthaltenen  Steuerelemente  rekursiv  aufgelistet.  Im 
Anschluss  wird  jedes  Steuerelement  durchlaufen  und mit  der  Liste  der  ITEM‐
Knoten verglichen. Wenn eine Übereinstimmung vorliegt, dann wird der Text und, 







in  sich  geschlossener  Ablauf  realisiert.  Die  in  der  DLL  enthaltenen  Sprachen 
werden auf der Oberfläche aufgelistet und angezeigt. Durch den Automatismus 
ist  jede  ausgewählte  Sprache  zwangsläufig  auch  vorhanden  und  kann  geladen 
werden. Dennoch gibt es zusätzlich eine Methode, die jene angeforderte Sprache 
auf  ihre  Existenz  hin  überprüft. Wird  durch  eine  fehlerhafte  Programmierung 
versucht,  eine  nicht  valide  Sprache  zu  laden,  dann  wird  automatisch  die 
Standardsprache  geladen.  Eine  Fehlermeldung  quittiert  schließlich  den  fehler‐
haften Versuch. 
Nun gibt es noch Zeichenketten, die nicht statisch auf der Oberfläche angezeigt 
werden,  sondern  dynamisch  geladen  werden  und  sich  während  der  Laufzeit 
verändern  können.  Dazu  zählen  Dialogfenster,  Einträge  in  Tabellen  und 
Statusmeldungen. Diese werden ebenfalls normal in einem ITEM‐Tag gespeichert 
und  erhalten  dort  einen  eindeutiges  Name‐Attribut.  Der  LanguageManager 
bietet nun die Methode getSingleEntry(String name) an. Diese Funktion benötigt 




anbieten  kann.  Die Mehrsprachigkeit  mittels  einer  Klassenbibliothek  aus  dem 
eigentlichen Softwareprojekt auszulagern, ist daher von großem Vorteil. Darüber 
hinaus  befinden  sich  auch  sämtliche  sprachbezogene  Texte  in  einer  separaten 








als  weitere  Ressource  eingebunden  werden,  da  der  LanguageManager  in  der 
Lage ist, diese vollkommen automatisch zu erkennen und auszulesen.  
Die  Implementierung  der  DLL  in  das  Softwareprojekt  des  Simulators/Demon‐
strators  ist mit nur einer benötigten Klasseninstanz ebenfalls überschaubar. Ein 
Umschalten der Sprache ist während der Laufzeit möglich, da jederzeit auf die in 
der  Sprachbibliothek  eingebetteten  Ressourcen  zugegriffen  werden  kann.  Das 
Nachinstallieren  einer  neuen  Sprache  ist  möglich,  ohne  an  der  eigentlichen 
Applikation etwas  zu verändern. Auf diese Weise  konnte erneut der  Forderung 










Die  Darstellung  von  3D‐Grafiken  unter  Verwendung  von  OpenGL,  soll  ein 
wichtiges  Merkmal  des  Simulators/Demonstrators  werden.  Damit  kommt  die 




barkeit  auf  diese  3D‐Grafikschnittstelle.  Aus  dem  Kapitel  2.1  "Programmierung 
mit C#" ist bekannt, dass die OpenGL‐Funktionalitäten nicht direkt über das .Net 
Framework erreicht werden können. Die Problematik soll über eine so genannte 
Wrapper‐DLL  gelöst werden. Diese  spezielle Bibliothek  spiegelt die OpenGL‐API 





einer  Grafikkarte  nutzen  und  somit  in  Echtzeit  beindruckende  3D‐Grafiken 
darstellen. Implementiert wird die OpenGL‐API durch die Grafikkartentreiber, die 
vom Hersteller der jeweiligen Grafikkarte mitgeliefert werden. Die Abbildung 4‐1 
zeigt  ein  Schichtmodell  der OpenGL‐Bibliothek. Die wichtigste darin  enthaltene 
Bibliothek  ist die opengl32.dll. Dem Programmierer  stehen mit der Version 3.2 







Bibliotheken,  die  dem  Oberbegriff  OpenGL  zugeordnet  werden  können.  Dazu 
zählt unter anderem die Glu32.dll, die so genannte Utility Library. Das GLU‐Paket 
bietet  fertige Algorithmen  an, wodurch  komplexere  3D‐Objekte,  beispielsweise 
Kugeln, mit  nur  einem Methodenaufruf  dargestellt  werden  können.  Die  GLU‐




Desweiteren  gibt  es  noch  Funktionen,  die  für  verschiedene  Betriebssysteme 
spezifisch  sind.  Das  mit  WGL  bezeichnete  Feld  steht  für  eine  Gruppe  von 
Funktionen, die für Windows benötigt werden. 
Da  viele  Unternehmen  am  OpenGL‐Standard  beteiligt  sind,  gibt  es  auch  her‐

















es  sich  allgemein  durchgesetzt,  dass man  sich  für OpenGL  eine  Art  "Zustands‐
maschine"  vorstellt.  Bei  dieser  OpenGL‐Maschine  gibt  es  eine  Vielzahl  von 
Parametern, die eingestellt werden können. Darunter zählen unter anderem die 
Farbe,  Transparenzeigenschaften,  Lichtobjekte  oder  Texturen.  Die  getroffenen 
Einstellungen  beeinflussen  alle  Zeichenobjekte,  die  anschließend  gerendert 
werden  sollen. Wenn man  zu  Beginn  des  Zeichenvorgangs  eine  Einstellung  für 
einen Parameter  trifft, dann wird diese Einstellung solange auf alle nachfolgend 
zu  zeichnenden  Objekte  angewendet,  bis  die  Einstellung  verändert  wird.  Die 
Arbeitsweise von OpenGL als Zustandsmaschine erleichtert dem Programmierer 
den Umgang mit der Grafikschnittstelle enorm, denn man muss nicht bei  jeder 












als  vier  Eckpunkten.  Die  Anlage  A.4  "OpenGL  Rendermodus"  zeigt,  welche 
Zeichenmodi es gibt, welche an die glBegin() Methode übergeben werden können 
und  zu welchem Zeichenergebnis diese  führen. Wie man daran  sieht, bestehen 
Zeichenbefehle  nur  aus  einer  Vielzahl  von  Anweisungen  zum  Platzieren  eines 
Vertex.  Diese  müssen  immer  von  einer  glBegin()  und  glEnd()  Methode  um‐
schlossen  werden.  Der  Aufruf  von  glBegin()  benötigt  allerdings  noch  den 
Übergabeparameter modus. Dieser "Rendermodus" definiert, ob die Summe der 
Punkte  einzeln  dargestellt,  zu  Linien  verbunden  oder  als  Flächen  gerendert 
werden sollen. 
Der  Farbparameter  der OpenGL‐Maschine  kann, wie  bereits  erwähnt,  jederzeit 
verändert  werden.  Auf  diese  Weise  lassen  sich  Farbverläufe  leicht  erzeugen, 
indem man  vor  dem  Eckpunkt  einer  Fläche  die  Farbeinstellung  verändert.  Die 
Farbwerte  zwischen  den  Punkten werden  dann  interpoliert. Der  Rendermodus 






glColor3f(1, 0, 0); 
glVertex3f(1, 1, -5); 
 
glColor3f(0, 1, 0); 
glVertex3f(3, 1, -5);  
 
glColor3f(0, 0, 1); 












Der  kurze Beispielcode  von Abbildung 4‐2 wurde  von  allen unnötigen Befehlen 
bereinigt  und  soll  nur  exemplarisch  den  Zeichenvorgang  verdeutlichen.  Es  soll 
gezeigt  werden,  wie  die  gesamte  Syntax  bei  OpenGL  strukturiert  ist.  Das 
Befehlsschema  ist  bei  allen  eingesetzten  Grafikbibliotheken  aus  dem  OpenGL‐ 
Paket  immer gleich. Reine OpenGL‐Funktionen erkennt man an dem Präfix „gl“. 
Die  OpenGL  Utility  Library  wird  beispielsweise  mit  „glu“  abgekürzt,  um  die 
Herkunft  der  Anweisungen  unterscheiden  zu  können.  Diese  Vorsilben  stehen 
immer  vor  der  eigentlichen  Anweisung.  Anschließend,  mit  Großbuchstabe 
fortführend,  folgt der Befehl.  Ihm schließt sich die Anzahl und der Datentyp der 
benötigten Übergabeparameter an. Für das Dreieck werden demnach sowohl bei 
der  Farbzuweisung,  als  auch  bei  der  Platzierung  der  Eckpunkte,  drei  Gleit‐
kommazahlen  vom  Typ  float  benötigt.  Bei  dem  Funktionsaufruf  glColor3f() 
erwartet  die OpenGL‐Maschine  drei Werte  zwischen Null  und  Eins,  die  für  die 
Intensität der  Farbkanäle Rot, Grün und Blau  stehen. Die  Funktion glVertex3f() 
beschreibt einen Punkt im Koordinatensystem und benötigt dafür die X‐, Y‐ und Z‐ 















Viele  Funktionen  existieren  noch  in  einer  Variante,  bei  der  ein  Array  eines 
bestimmten  Datentyps  als  Übergabeparameter  erwartet  wird.  In  Diesem  Fall 
schließt  sich  ein  „v“  an  den  Datentyp  an.  Das  „v“  steht  an  dieser  Stelle  für 
"Vektor" und gibt an, dass ein Array mit der betreffenden Anzahl an Parametern 
erwartet wird. 
Theoretisch  wird  jedes  beliebig  komplexe  Objekt  aus  den  OpenGL‐Primitiven 
erstellt.  Es  wäre  jedoch  ein  viel  zu  großer  Aufwand,  komplexere  Körper,  wie 
beispielsweise  Kugeln,  Zylinder  oder  Kegel,  immer  in  einem  selbstständig 
erstellten Algorithmus zu erzeugen. Da die OpenGL‐Maschine nur Befehle besitzt, 
um Primitive  zu  rendern, wurde die OpenGL Utility  Library  zur API hinzugefügt. 
Mit der GLU  ist es möglich, auch komplexere Grundkörper mit einem einzelnen 
Funktionsaufruf darzustellen. Dahinter verbirgt sich allerdings ebenfalls nur eine 





OpenGL‐Kommandos  unter  C#  verwendet  werden  können.  Diese  DLL muss  in 
einem Softwareprojekt eingebunden werden, um die Weiterleitung, von Befehlen 
zur  3D‐Grafik  Darstellung,  an  die  OpenGL‐Maschine  durchführen  zu  können. 
Diese Aufgabe stellt die größte Herausforderung für diese Arbeit dar. 
Bevor  man  mit  der  Entwicklung  einer  solch  umfangreichen  Klassenbibliothek 
beginnen  kann, muss man  einige  Besonderheiten  kennen  und  berücksichtigen. 
Die Visualisierungsbibliothek soll in erster Linie für die Simulation von drahtlosen 









entwickelten"  Programmiersprache  verwendet  werden  können,  muss  jeder 
einzelne  Befehl  umhüllt,  also  „gewrappt“  werden.  Ziel  ist  es  also  eine 
Klassenbibliothek  zu  erstellen,  die  ausgewählte OpenGL‐Befehle  aufnimmt  und 
für  C#‐Projekte  bereit  stellt. Mit  dieser  selbst  entwickelten  Bibliothek  soll  eine 
Brücke  zwischen der Programmiersprache C# und der  eigentlichen OpenGL‐API 
geschlagen werden. Die Wrapper‐DLL  soll  den Namen  SharpOGL_AS.dll  tragen. 
Damit  wäre  bereits  im  Namen  "SharpOGL"  der  neuen  DLL  der  Bezug  zu  C# 
hergestellt. Der  Suffix  "AS"  steht  für  die  Initialen  des  Autors. Die  entstehende 
Visualisierungsbibliothek soll sich neben der opengl32.dll, auch auf die Glu32.dll 




Wrapper‐DLL  erfolgreich  eingesetzt werden  soll.  Ziel  soll  es  sein,  ein möglichst 
exaktes  Abbild  der  nativen OpenGL‐Grafikschnittstelle  zu  erhalten. Die Metho‐
den,  die  unter  C#  Verwendung  finden,  dürfen  darüber  hinaus  nicht  exakt  so 
heißen wie die originalen Befehle, da dies zwangsläufig zu einem Konflikt führen 
würde. Erschwerend kommt hinzu, dass nur Fachliteratur zur Verfügung steht, die 
sich  mit  den  originalen  OpenGL‐Befehlen  befasst.  Da  es  sich  bei  der  C# 






eindeutig  zugeordnet  werden  kann.  Die  neue  Schreibweise  muss  also  einen 
Unterschied  aufweisen,  darf  aber  dabei  den  eigentlichen  OpenGL‐Aufruf  nicht 
entfremden. 
Anpassung an die Entwicklungsumgebung 
Die  Arbeit  mit  Visual  Studio  nimmt  dem  Programmierer  eine  Vielzahl  an 
Schreibarbeit  ab.  Viele  Dinge,  im  Bezug  auf  die  Oberflächenprogrammierung, 
können  über  die  IDE  eingestellt  werden,  anstatt  mühsam  programmiert  zu 
werden.  Im  Hintergrund  laufen  dann  Automatismen  ab,  die  den  Quellcode 
generieren.  Dieser  Komfort  soll  bei  der  Anwendung  der  Wrapper‐DLL  nicht 
verloren  gehen.  Es  wird  also  gefordert,  dass  man  bereits  durch  die 
Entwicklungsumgebung Visual Studio bei der Anwendung der selbst entworfenen 
Bibliothek,  Unterstützung  im  Bezug  auf  einige  Eigenschaften  erhält.  Die  hier 





der Oberfläche  des  so  genannten  SceneGraphs  findet  dann  die  3D‐Darstellung 
statt. Dieser kann dann wie gewohnt über die Toolbox auf eine freie Fläche eines 
Fensters gezogen werden. Ein weiterer Vorteil wäre, dass dieses Steuerelement 
die  Initialisierung  des  Rendervorgangs  übernehmen  könnte.  Dieser  komplexe 
Vorgang  soll  dann  automatisch  bei  der  Instanziierung  des  SceneGraphen 
geschehen.  Bei  der  späteren  Anwendung  der  Klassenbibliothek  könnte  das 





eigentliche  3D‐Grafik  Programmierung  für  Einsteiger  komfortabler werden  und 
schneller zu erlernen sein. 
Das  Steuerelement  soll mit  speziellen  Eigenschaften  versehen werden, die  sich 
über  die  IDE  konfigurieren  lassen.  Die  FrameRate,  also  die  Anzahl  der  zu 
zeichnenden Bilder pro Sekunde,  ist die wichtigste Eigenschaft. Mit  ihr  soll  sich 
die  Anzahl  der  Renderzyklen  in  einer  Sekunde  begrenzen  lassen  und  somit 
ressourcenschonend  arbeiten.  Eine  weitere  sinnvolle  Eigenschaft  wäre  eine 
Statusleiste,  die  sichtbar  gemacht  oder  verborgen  gehalten  werden  kann.  In 
dieser  können  wichtige  Informationen  über  den  Rendervorgang  ausgegeben 
werden. Darüber hinaus soll der Anwender der DLL die Hintergrundfarbe bereits 
beim Design einer 3D‐Anwendung einstellen können. 
Hinzu  kommt, dass man diesem  Steuerelement  Events  zuweisen  können muss, 
die  dann  genutzt werden  sollen.  Das wichtigste  Ereignis  ist  das  „Paint‐Event“. 
Dieses  soll  entsprechend  der  FrameRate  ausgeführt  werden.  Der  3D‐Grafik 
Programmierer  muss  dieses  Ereignis  unbedingt  implementieren,  damit  ein 
Zeichenvorgang stattfinden kann. Alle in diesem Event stehenden Befehle werden 
dann  zyklisch als Hauptschleife ausgeführt. Ein ebenfalls  sehr wichtiges Ereignis 
soll  eintreten,  wenn  sich  die  Größe  des  Steuerelementes  ändert.  Denn  damit 














Grafik  Programmierung.  Die  Fülle  an  Funktionen  und  Konstanten  sollen  in  der 
knappen  Entwicklungszeit  nicht  vollständig  bearbeitet werden.  Die wichtigsten 
Befehle zum Erstellen einer virtuellen Umgebung müssen jedoch vorhanden sein. 
Darunter  zählen  das  Zeichnen  sämtlicher  Primitive,  Farbeinstellungen,  Licht‐
objekte und die wichtigsten Funktionen zum Konfigurieren des Rendervorgangs. 
Aufbauend  auf der damit  vorhandenen  Struktur,  lässt  sich die DLL  später nach 
Belieben erweitern. Es soll auch bedacht werden, dass weitere Bibliotheken, die 
zur OpenGL‐Familie gehören, zumindest teilweise eingebunden werden müssen. 
Exemplarisch  sollen  einige  GLU‐Funktionen  implementiert  werden.  Dabei  ist 
darauf  zu  achten,  dass  bei  der  Struktur  der  Eigenentwicklung  eine  saubere 
Trennung  zwischen  GL‐  und  GLU‐Funktionen  eingehalten  wird.  Ziel  der  Ein‐
bindung  der  Utility  Library  soll  es  sein,  ein  vereinfachtes  Rendern  von  Grund‐
körpern, wie Kugeln oder Zylindern, zu ermöglichen. 
Objektorientiertheit 
Bei  OpenGL  handelt  es  sich  um  statische  Funktionsaufrufe  ohne  objekt‐
orientiertes  Verhalten, wie  die  Abbildung  4‐2  gezeigt  hat.  Für  die  Entwicklung 
unter  C#  soll  jedoch  eine  objektorientierte  Lösung  angestrebt werden.  Grund‐
voraussetzung  ist  demzufolge,  dass  für  die  Visualisierungsbibliothek  nicht 
statische  Klassen  geschrieben  werden,  die  dann  in  einem  anderen  Software‐
projekt instanziiert werden können. Der Einsatz von verschiedenen Klassen macht 
Überlegungen  zur  deren  Sichtbarkeit  von  außen  auf  die  DLL  erforderlich.  Der 
Entwickler, der sich später mit der 3D‐Visualisierungsbibliothek befasst, soll nach 
Möglichkeit  nur  über  eine  einzige  Instanz  Zugriff  auf  alle  bereit  stehenden 





inkonsistenten  Zustand  während  der  Laufzeit  kommen  kann.  Weiterhin  wird 
dadurch die Arbeit mit der Wrapper‐DLL  sicherer gestaltet, da Bestandteile, die 




Framework  verfügbar  machen,  die  prinzipiell  eingesetzt  werden  könnten.  Die 
Eigenschaften  dieser  Bibliotheken  könnten  jedoch  von  den  erarbeiteten 





mittlerweile  veraltet  ist.  Auf  der  Internetpräsenz  des  Entwicklers  wird 
geschrieben,  dass  die  Bibliothek  "stabil  und  gut  genug  für  die  meisten 
Applikationen" arbeitet, aber dass sie "noch einige bekannte Probleme"12 hat. Die 















von  CsGL  lässt  sich  diese  relativ  anspruchsvolle  Animationen  mit  hoher 
Geschwindigkeit  rendern.  Die  Performanz  der  Bibliothek  scheint  also  für 
leistungskritische  Anwendungen  zu  genügen.  Im  Abschnitt  5.3  "Ausblick  auf 





ein  Open  Source13  Projekt,  womit  man  OpenGL  gestützte  3D‐Inhalte  mit  C# 
programmieren  kann.  Diese  Bibliothek  befindet  sich  momentan  noch  in  der 
Entwicklungsphase.  
Die  OpenTK‐Bibliothek  unterscheidet  sich  in  ihrem  Aufbau  stark  von  der 







Projekt  sehr  hohe  Systemanforderungen  besitzt,  da  das  Ausführen  der 
mitgelieferten Beispiele, auf etwas älterer Hardware kaum möglich gewesen  ist. 
OpenTK  besitzt  im  Gegensatz  zu  CsGL  ein  Steuerelement,  welches  einem 
SceneGraphen ähnlich  ist. Neben der reinen 3D‐Grafik Programmierung wird bei 
dem  OpenTK‐Projekt  auch  an  Komponenten  für  OpenAL 14   und  OpenCL 15  










Die Notwendigkeit  der  Eigenentwicklung  der  Visualisierungsbibliothek  ist,  trotz 
des Vorhandenseins anderer, fertiger Lösungen, unumstritten. Für den geplanten 
langfristigen  Einsatz,  bietet  nur  der  Aufbau  von  eigenen  Kompetenzen  die 
notwendige  Sicherheit  und  Kenntnisse  über  die  Technologie.  Bei  Verwendung 
kostenloser  Bibliotheken,  kann  eine  stetige  Weiterentwicklung  nie  garantiert 
werden.  Hinzu  kommt,  dass  die  technische  Unterstützung  bei  Fehlfunktionen 
nicht gewährleistet ist. Die bestehenden Open Source Lösungen sind zudem nicht 
exakt  auf  die  Anforderungen  des  Simulator/Demonstrator  zugeschnitten.  Im 











Die  Abbildung  4‐4  soll  einmal  verdeutlichen,  wo  die  Visualisierungsbibliothek 
einzuordnen ist. Wie man anhand des grün gestrichelten Rahmens sieht, besitzen 










Über  die  neue  Visualisierungsbibliothek  erhält  man  letztlich  Zugriff  auf  alle 
übersetzten  Bestandteile  der  OpenGL‐API.  Innerhalb  der  Bibliothek  gibt  es  zu 
jeder Komponente des OpenGL‐Paketes eine eigene Schnittstelle. Nachdem die 
Befehle  an  die  OpenGL‐Maschine  weiter  gegeben  wurden,  läuft  der  gleiche 
Prozess ab, wie beispielsweise bei einer C++ Anwendung, die direkt mit OpenGL 
kommuniziert. 
Die  selbständig  entwickelte  C#‐Bibliothek  besteht  aus  den  in  Abbildung  4‐5 
abgebildeten Komponenten, die für die Zusammenarbeit mit OpenGL erforderlich 
sind. Dieses UML‐Klassendiagramm16 spiegelt nur die wichtigsten Abhängigkeiten 
innerhalb  der  SharpOGL_AS.dll  wider  und  stellt  nicht  den  vollständigen 
Funktionsumfang  dar.  Wenn  die  Wrapper‐DLL  verwendet  wird,  ist  nur  die 
Komponente SceneGraph, die Klasse OpenGL, sowie die statische Klasse GL_DEF 
aus dem Namensraum Definitions  sichtbar. Diese drei Bestandteile  sind  für die 















wird  an die OpenGL Klasse  vererbt. Der Vorgang der  Initialisierung  koppelt die 
OpenGL‐Maschine  an  ein  Ausgabemedium  an.  In  diesem  Fall  der  SceneGraph, 
dessen  Instanz  auf dem Monitor  zu  sehen  ist. Bei den Vorbereitungen  auf den 
Rendervorgang  muss  man  der  OpenGL‐Zustandsmaschine  unter  anderem 
mitteilen,  ob  eine  doppelte  Pufferung  des  Ausgabebildes  stattfinden  soll,  oder 
wie viel Speicher pro Bildpunkt reserviert werden soll. 
statische Klasse ‐ PIXELFORMATDESCRIPTOR 
Die  Klasse  PIXELFORMATDESCRIPTOR  ist  nur  intern  zugänglich,  da  sie  für  den 





Initialisierungsvorgang  unentbehrlich.  Dieser  läuft  vollständig  innerhalb  der 
Bibliothek ab und daher gibt es von außen, auch aus Sicherheitsgründen, keinen 
Zugang.  In  dieser  Klasse werden  26  Parameter  eingestellt,  die  für  die  Anzeige 
eines Bildpunktes von Bedeutung  sind. Darunter  zählen  Informationen über die 
Farbtiefe,  die  einzelnen  Farbkanäle  und  diverse  Puffereigenschaften  zum 
Zwischenspeichern der Pixeldaten. Beim Initialisieren der OpenGL‐Maschine wird 
dieser  PIXELFORMATDESCRIPTOR  benötigt  und  muss  im  Voraus  eingestellt 
worden sein.  
Klasse ‐ SceneGraph 
Durch  die  objektorientierte  Denkweise  ist  das  Steuerelement  SceneGraph 
vorgesehen.  Mit  dessen  Methode  startRendering()  wird  der  Rendervorgang 
gestartet. Mit  diesem  einzigen  Aufruf wird  automatisch  ein  Objekt  der  Klasse 
OpenGL  instanziiert  und  initialisiert. Die  als  Rückgabetyp  ausgegebene OpenGL 
Instanz macht dann alle nativen OpenGL‐Befehle zugänglich. Nach dem Aufruf der 
startRendering()  Methode  wird  das  Paint‐Ereignis  des  SceneGraphs  standard‐
mäßig  60mal  in  der  Sekunde  durchlaufen.  Ab  diesem  Zeitpunkt  kann  der  3D‐
Grafik  Programmierer  das  fertig  initialisierte  OpenGL  einsetzen.  Nur  mit  dem 
übergebenen  OpenGL  Objekt,  kann  man  alle  implementierten  Funktions‐
anweisungen  innerhalb des Paint‐Events  ausführen und  somit  auf den Monitor 
übertragen.  Über  die Methoden  stopRendering()  und  resumeRendering()  kann 
man während  der  Laufzeit  die  3D‐Ausgabe  stoppen  und wieder weiter  laufen 
lassen.  Dazu  muss  man  den  PaintEventHandler,  der  die  Zeichenoperationen 















Anforderung  gerecht  zu  werden,  dass  die  neuen  Methoden  ihren  Originalen 
eindeutig  zugeordnet werden können, wurde bei dem Namen  lediglich auf den 
Präfix  „gl“  verzichtet.  Damit  wird  ein  Namenskonflikt  verhindert,  denn  aus 
glBegin()  wird  Begin().  An  dieser  Stelle  muss  dem  3D‐Grafik  Programmierer 
unbedingt  folgendes  empfohlen  werden.  Das  OpenGL  Objekt,  welches  zum 
Einsatz  kommt,  sollte  mit  „gl“  bezeichnet  werden.  Damit  würde  der 
Methodenaufruf gl.Begin() fast exakt wie sein statisches Vorbild aus der OpenGL‐
Maschine aussehen. 
// benötigter Namensraum für die Einbindung von nicht-verwaltetem Code  
using System.Runtime.InteropServices;
 
// Ausschnitt aus der SharpOGL_AS.dll, erbt von Initialisation 
public class OpenGL : Initialisation 
{ 
    // sichtbarer Methodenaufruf 
    public void Begin(uint mode) 
    { 
            // wrappt die native OpenGL Funktion 
            glBegin(mode); 
    } 
 
    // nicht sichtbarer Methodenaufruf 
    [DllImport("opengl32.dll")] 










Die  Klasse  OpenGLUtilityLibrary  ist  analog  der  OpenGL  Klasse  aufgebaut.  Sie 
beinhaltet  die  nativen  GLU‐Befehle  und  kapselt  diese  in  einer  Methode,  die 
ebenfalls nur um den Präfix bereinigt wurde.  Es würde  für diese Klasse  keinen 
Sinn ergeben, eine separate Initialisierung durchzuführen. Aus Sicht der OpenGL‐
Maschine gibt es ohnehin nur ein Ausgabemedium. Hinzu kommt, dass auch die 
GLU‐Befehle  innerhalb  der  Glu32.dll  statisch  aufgerufen  werden.  Anhand  der 
Abbildung  4‐5  kann  man  erkennen  dass  die  Klasse  OpenGL  bereits  eine 
Eigenschaft  glu  besitzt.  Es  ist  also  völlig  ausreichend,  wenn  man  über  diese 
Eigenschaft auf die Methoden der OpenGLUtilityLibrary Klasse  zugreift. Für den 
Aufruf  einer GLU‐Funktion würde  sich  ein  ähnliches Bild, wie bei  einem Aufruf 
eines GL‐Befehls ergeben. Unter der Voraussetzung, dass die OpenGL Instanz mit 





die  OpenGLUtilityLibrary.  Die  Klasse  WindowsSpecification  enthält  alle  Funk‐
tionen, die den Präfix „wgl“ tragen. Ein Teil dieser Befehle  ist notwendig um die 
OpenGL  Initialisierung  korrekt  durchführen  zu  können.  Allerdings  gibt  es  auch 
Methoden,  die  für  den  Rendervorgang  bestimmt  sind.  Ein  Beispiel  wäre  das 
Zeichnen von zweidimensionaler Schrift, die  in sämtlichen Font17 Typen erschei‐











zunächst  nur  eine  sichtbare,  statische  Klasse  GL_DEF.  Diese  beinhaltet  nur 
konstante Werte. Die  Klasse wird  benötigt,  um  alle  von  der OpenGL‐Maschine 
erwarteten Einstellungsparameter zu speichern. Bereits bekannte Parameter, wie 




Für  den  Anwendungsprogrammierer  ist  die  interne  statische  Klasse  LIB  ohne 
Bedeutung.  Sie  dient  nur  der  zentralen  Verwaltung  von  Zeichenketten,  die 





Die  Arbeit  mit  dem  .Net  Framework  von  Microsoft  bietet  einige  Annehm‐
lichkeiten,  die  bereits  bei  der  Strukturierung  der  Visualisierungsbibliothek 
beachtet wurden. Um  einen  komfortablen und dennoch  effizienten  Zugang  zur 
3D‐Grafik Programmierung mit OpenGL herzustellen, wurde  ein  einsatzbereites 







Eine  grundlegende  Abweichung  zur  OpenGL‐Befehlsstruktur  ist  die  geänderte 
Schreibweise  der  Funktionen.  Neben  dem  bereits  bekannten  Verzicht  auf  den 
Präfix bei OpenGL‐Anweisungen, gibt es noch eine weitere Besonderheit. Um die 
Lesbarkeit  von  Methoden  zu  verbessern,  die  einen  oder  mehrere  Übergabe‐




anderes  Beispiel wäre  der  Funktionsaufruf  zum  Verschieben  von  3D‐Objekten. 





bei  OpenGL‐Befehlen.  Natürlich  kennt  die  OpenGL‐Maschine  keine  komplexen 
Datentypen, die  im  .Net  Framework  ihren Ursprung haben. Aus dem Abschnitt 
„Einführung  in  OpenGL“  ist  bekannt,  dass  für  eine  Farbzuweisung  drei Werte 




wurde  die  Erweiterung  Color_c()  zur OpenGL  Klasse  hinzugefügt. Das  „c“  steht 
selbstverständlich für Color, da diese Methode ein Color Objekt entgegen nehmen 
kann. Diesem werden dann intern die vier float Werte für Rot, Grün, Blau und den 








Die  Visualisierungsbibliothek  erfüllt  eine  wesentliche  Aufgabe.  Sie  soll  die 
Funktionalitäten  von OpenGL  so exakt wie möglich  für die Hochsprache C#  zur 
Verfügung stellen. Darüber hinaus wurde das Ziel erreicht, dass die Anwendung 
der 3D‐Grafik Programmierung auch für Einsteiger  interessant  ist. Das bedeutet, 
dass  die  Initialisierung  automatisiert  wurde  und  ein,  an  das  .Net  Framework 
angepasstes,  Steuerelement  zur  Nutzung  bereit  steht.  Die  Anwendung  der  C# 
spezifischen  OpenGL‐Befehle  funktioniert  analog  zum  normalen  OpenGL‐
Gebrauch. Daher empfiehlt  sich an dieser  Stelle auch weiterführende  Literatur, 




Die  im  voran  gegangenen  Abschnitt  beschriebene  SharpOGL_AS.dll  soll  gemäß 
der Aufgabenstellung in einer Anwendung implementiert und genutzt werden. Es 
bestünde  an  dieser  Stelle  die  Möglichkeit,  den  Einsatz  im  Simulator/Demon‐
strator  zu  zeigen,  da  die  selbst  entwickelte  Visualisierungsbibliothek  vorder‐
gründig für diese Software erstellt wurde. Um die Abläufe etwas zu vereinfachen, 
soll nun jedoch eine Testanwendung herangezogen werden, die ohnehin während 
der  Entwicklung  der  DLL  entstand.  Die  Funktionalitäten  der  Testanwendung 
wurden  soweit  wie  möglich  für  den  Einsatz  innerhalb  des  Simulators/ 
Demonstrators vorbereitet. Dabei entstand eine interaktive 3D‐Umgebung, in der 







verschieben  kann. Die  in  den  folgenden  Abschnitten  beschriebenen Methoden 
stammen  stets  aus  der  SharpOGL_AS.dll,  mit  der  Anmerkung,  dass  bei 
Verwendung  des  OpenGL  Objektes  zu  jeder  Zeit  der  empfohlene  Name  „gl“ 
vergeben wurde. Dieses Kapitel  soll  keine Anleitung  zum  Erlernen  von OpenGL 
darstellen.  Daher  wird  nur  auf  die  Literatur  von  Dave  Shreiner  "OpenGL 
Programming Guide: The Official Guide to Learning OpenGL" [ARB 08] verwiesen.  
Einrichten des SceneGraphs 
Nach  dem  Anlegen  einer  neuen  Projektmappe  muss  man  die  Bibliothek 
einbinden. Die Abbildung 4‐6 zeigt Visual Studio, nach dem Hinzufügen der DLL. 
Die rot markierten Bereiche zeigen auf der rechten Seite den neuen Verweis  im 
Projektmappen‐Explorer,  sowie  auf  der  linken  Seite  in  der  Toolbox  das  neue 









wichtigstes  Event, OpenGL_Paint  angebunden werden. Die  Abbildung  4‐7  zeigt 
einen  Teil  der  Liste  der  verfügbaren  Events,  mit  der  bereits  hinzugefügten 
Eventmethode  sceneGraph1_OpenGL_Paint().  Alle  Ereignisse  mit  dem  Präfix 




Nun  beginnt  die  eigentliche  Programmiertätigkeit.  Da  die  Visualisierungs‐
bibliothek objektorientiert aufgebaut  ist, benötigt man ein OpenGL Objekt, was 
durch  die  3D‐Bibliothek  mitgeliefert  wird.  Der  Quellcode  4‐2  zeigt  dieses  als 
global  deklariertes  Objekt  gl.  Diese  Instanz  stellt  über  ihre  Methoden  und 




unterdessen  ein  fertig  initialisiertes  OpenGL  Objekt  zurück,  was  an  den 













    public partial class Form1 : Form 
    { 
        // OpenGL Objekt "gl" um Renderbefehle auszuführen 
        OpenGL gl; 
 
        // Konstruktor der Form1 
        public Form1() 
        { 
            InitializeComponent(); 
        } 
 
        // Load Ereignis der Form1 
        private void Form1_Load(object sender, EventArgs e) 
        { 
            // Rendering-Zyklus starten und gl Objekt global speichern 
            gl = sceneGraph1.startRendering(); 
        } 
 
        // Rendering-Zyklus 
        private void sceneGraph1_OpenGL_Paint(object sender, PaintEventArgs e) 
        { 
            // Farb- und Tiefenpuffer leeren 
            gl.Clear(GL_DEF.GL_COLOR_BUFFER_BIT | GL_DEF.GL_DEPTH_BUFFER_BIT); 
 
            // Hintergrund grün zeichnen 
            gl.ClearColor(Color.Green); 
        } 















kann  über  die  Eigenschaft  ShowStatusStrip  ein‐  beziehungsweise  ausgeblendet 
werden.  Mit  Hilfe  der  Statusleiste  kann  man  selbst  während  der  Laufzeit 
einstellen, wie viele Bilder pro Sekunde maximal gerendert werden sollen. Neben 









Man  muss  an  dieser  Stelle  stets  berücksichtigen,  dass  es  unter  OpenGL  kein 
tatsächliches  Kameraobjekt  gibt.  Die  Vorstellung  einer  Kamera  soll  nur  helfen, 
sich  in  der  dreidimensionalen Welt  besser  zurecht  zu  finden.  Darüber  hinaus, 
wurden  einige  Funktionen und Parameter bei OpenGL  so benannt,  als  gäbe  es 
eine Kamera, die man konfigurieren könnte. Für die Beschreibung der folgenden 







dass  für  gewöhnlich  alle  positiven Werte  der  Z‐Achse  hinter  dem  Blickfeld  der 
Kamera  liegen.  Für die Positionierung  von Netzwerkknoten, wäre es ein  viel  zu 
großer Aufwand, bei  jeder  Platzierung  eines  Knotens,  ein negatives Vorzeichen 
beim  Z‐Wert  anzugeben.  Darüber  hinaus  entstünde  eine  Fehlerquelle,  die 
vermieden werden sollte. 
Die  Lösung  ist  die ModelView  Matrix. Man  invertiert  die  Z‐Achse,  bevor man 
beginnt, die 3D‐Umgebung und die Netzwerkteilnehmer zu rendern. Damit liegen 



















Universum  um  die  Kamera,  oder  dreht  sich  die  Kamera  um  das  Universum?“ 
Diese  Frage  lässt  sich  bei  genauerer  Untersuchung  leicht  beantworten. 
Verwendet  man  ausschließlich  die  Befehle  gl.Translate_f(),  gl.Rotate_f()  und 
gl.Scale_f() zum Manipulieren der ModelView Matrix, dann steht die Kamera fest. 
Mit  diesen  drei  Funktionen  werden  alle  Objekte  verschoben,  gedreht  oder 
skaliert, aber die Kamera befindet sich immer am Koordinatenursprung. 
Die Utility Library bietet noch eine Funktion zum Manipulieren der Kamera. Mit 
gl.glu.LookAt()  lassen  sich  die  Position,  ein  Referenzpunkt  und  die  Ausrichtung 
der  Kamera  im  virtuellen  Universum  definieren.  Für  den  Einsatz  in  einer  drei‐
dimensionalen Umgebung,  in der sich der Anwender  frei bewegen soll,  ist diese 




in  der  Ego‐Perspektive,  auch  „FirstPerson“  genannt,  durch  die  Simulationsum‐
gebung  frei bewegen  kann. Der Quellcode 4‐3  zeigt die Umsetzung, wobei der 
Programmcode  von  allen  Befehlen  bereinigt  wurde,  die  in  keinem  direkten 
Zusammenhang zur Ausgabe stehen. Damit man über die Maus und Tastatur mit 
der Software interagieren kann, muss man die Ereignisse für das Mausklicken und 
‐Bewegen,  sowie  für  das Drücken  der  Tasten,  zur  Anwendung  hinzufügen. Die 
Winkel „xAngle“ und „yAngle“ aus dem Quellcode 4‐3, stehen für die Neigung und 
Drehung der Kamera. Diese  lassen sich über die Position der Maus, bezogen auf 









in  wenigen  Zeilen  die  Steuerung  für  eine  „FirstPerson  Kamerasteuerung“ 
realisiert.  An  dieser  Stelle  sei  nochmals  auf  die  irreführende  Formulierung  der 
Kamerabewegung hingewiesen. Tatsächlich dreht und bewegt sich alles, nur nicht 
die Kamera. 
// der zyklische Rendervorgang 
private void renderScene() 
{ 
    // --- Kameraposition einstellen --- // 
 
    // die Z Achse wird als erstes gespiegelt 
    gl.Scale_f(1, 1, -1); 
 
    // die Rotation der X und Y Achse auf den Matrix-Stapel legen 
    gl.Rotate_f(xAngle, 1, 0, 0); 
    gl.Rotate_f(yAngle, 0, 1, 0); 
 
    // die gesamte Szene positionieren 
    gl.Translate_f(PosX, PosY, PosZ); 
 





hierbei  für die Achsenausrichtung  in positiver X‐ und Y‐ Richtung.  Im Anschluss 
daran  wird  die ModelView  Matrix mit  der  Positionsverschiebung multipliziert. 
Nach dieser Konfiguration können alle Zeichenobjekte gerendert werden, sodass 
man den Eindruck einer natürlichen Bewegung in der virtuellen Welt erhält. 
Die  zweite  mögliche  Technik,  wäre  das  "echte"  Bewegen  der  Kamera.  Die 
Methode  gl.glu.LookAt()  würde  alle  Anweisungen  in  einem  Schritt  erledigen. 

















zwangsläufig  fest  fixiert wird. Möchte man  sich  in der 3D‐Umgebung bewegen, 
dann  erfolgt  automatisch  auch  eine  Drehung,  wenn  man  die  Kameraposition 
verschiebt, ohne den Referenzpunkt mit zu bewegen. Dieser Blickpunkt lässt sich 
nicht  über  die  Interaktion  mit  der  Maus,  oder  der  Tastatur  errechnen. 
Unbekannte Variablen, wie beispielsweise Bewegungen des Referenzpunktes  in 
Abhängigkeit  der  Entfernung  zur  Kamera,  machen  eine  harmonische  und 
natürliche  Bewegung  ungleich  schwerer,  als  bei  der  ersten  Möglichkeit. 
Unterschiede  in der Performanz sind ebenfalls kein Argument für diesen Ansatz, 
da intern die ModelView Matrix auf die gleiche Weise beeinflusst wird, wie durch 
die  Methoden  gl.Rotate_f()  und  gl.Translate_f().  Der  gl.glu.LookAt()  Befehl 




Die  Testanwendung  wurde  im  Hinblick  auf  die  Simulation  von  Netzwerken 
gestaltet. Es wurde unter anderem eine Netzwerkattrappe entwickelt, wodurch 
große  Teile  des Quellcodes  für den  Simulator/Demonstrator wieder  verwendet 
werden können. Dieses virtuelle Netzwerk besteht im Grunde nur aus einer Reihe 












ursprung herum  gezeichnet. Der Quellcode 4‐4  zeigt, welche Parameter  an die 
Funktion übergeben werden müssen. Das quadric Objekt wird ebenfalls über die 
GLU  erzeugt  und  dient  als  Hüllobjekt  für  die  Primitiven,  aus  denen  die  Kugel 
besteht. Der radius bestimmt die Größe der Kugel. Die  Integer Werte slices und 
stacks  legen die Anzahl der Unterteilungen  fest, aus denen die Kugel schließlich 
besteht.  Die  Abbildung  4‐10  bildet  das  grafisch  überarbeitete  Ergebnis  ab, 
welches durch den Quellcode 4‐4 entstehen würde  
private void renderSphere() 
{ 
    IntPtr quadric = gl.glu.NewQuadric(); 
    double radius = 1; 
    int slices = 24; 
    int stacks = 12; 
 
    // jetzt wird die Kugel gerendert 










Kugel  noch  an  die  dazu  gehörigen  Koordinaten  verschoben  werden.  Dies 






Raum  orientieren  kann,  wurde  in  die  Simulationsumgebung  noch  eine 
Horizontlinie  und  Gitternetz  bei  Y  gleich  Null  implementiert.  Oberhalb  des 
SceneGraphs sind noch einige Hilfsausgaben hinzu gekommen, wie zum Beispiel 









die  Testsoftware  entschied  man  sich  dafür,  eine  kugelförmige  Lichtquelle  zu 
erzeugen,  die  sich  immer  an  der  Position  der  Kamera  befindet.  Aus  dem 
Grundlagenkapitel  2.4 ist bekannt, was es für Lichtarten unter OpenGL gibt. Der 
Quellcode  4‐5  zeigt  die Methode  setLightning(), welche  in  der  Testapplikation 
zum Einsatz kommt. Diese Prozedur muss nur einmal beim Start der Anwendung 
durchlaufen werden, um das  Lichtobjekt  zu  konfigurieren. Dadurch bleiben die 
Eigenschaften  der  Lichtquelle,  bis  auf  die  Position,  während  der  gesamten 
Laufzeit unverändert.  
private void setLightning() 
{ 
    // Position, Ambient, Diffuse und Specular von LIGHT0 einstellen 
    gl.Light_fv(GL_DEF.GL_LIGHT0, GL_DEF.GL_POSITION, 
                new float[] {0,0,0}); 
 
    gl.Light_fv(GL_DEF.GL_LIGHT0, GL_DEF.GL_AMBIENT, 
                new float[] {0.5f,0.5f,0.5f,1.0f}); 
 
    gl.Light_fv(GL_DEF.GL_LIGHT0, GL_DEF.GL_DIFFUSE, 
                new float[] { 0.5f, 0.5f, 0.5f, 1.0f }); 
 
    gl.Light_fv(GL_DEF.GL_LIGHT0, GL_DEF.GL_SPECULAR, 
                new float[] { 0.77f, 0.77f, 0.77f, 1.0f }); 
 
    // lineare Abnahme des Lichtes einstellen 
    gl.Light_f(GL_DEF.GL_LIGHT0, GL_DEF.GL_LINEAR_ATTENUATION, 0.005f); 
 
    // Reflexionsverhalten der Lichtarten für Oberflächen einstellen 
    gl.Material_fv(GL_DEF.GL_FRONT, GL_DEF.GL_AMBIENT, 
                   new float[] { 0.23f, 0.23f, 0.23f, 1.0f }); 
 
    gl.Material_fv(GL_DEF.GL_FRONT, GL_DEF.GL_DIFFUSE, 
                   new float[] { 0.28f, 0.28f, 0.28f, 1.0f }); 
 
    gl.Material_fv(GL_DEF.GL_FRONT, GL_DEF.GL_SPECULAR, 
                   new float[] { 0.77f, 0.77f, 0.77f, 1.0f }); 
 
    // Beleuchtung wird aktiviert 
    gl.Enable(GL_DEF.GL_LIGHTING); 
    // Lichtquelle 1 von 8 wird aktiviert 
    gl.Enable(GL_DEF.GL_LIGHT0); 
    // Materialeigenschaften werden aktiviert 











Vektorvariante  ein  float  Array  statt  einer  einzelnen  Gleitkommazahl  erwartet 
wird.  Der  erste  Übergabeparameter  definiert,  welches  der  acht  OpenGL 
Lichtobjekte eingestellt werden soll. Die gewünschte Eigenschaft, die konfiguriert 
werden soll, wird über den zweiten Parameter  festgelegt. Als  letzter Parameter 
folgt  schließlich  ein  Array  vom  Typ  float.  Es  übergibt  die  Einstellungen,  die 
angewendet  werden  sollen.  Bei  der  Positionierung,  die  über  GL_POSITION 
erreicht wird, handelt es sich bei dem float Array um die X‐, Y‐ und Z‐Koordinate, 
die  das  Lichtobjekt  im  virtuellen  Raum  einnehmen  soll.  Für  die  drei  Lichtarten 






Einstellmöglichkeiten,  wie  beispielsweise  Glanz  oder  Lichtemission  von  Ober‐
flächen.  
Damit  nun  in  einer  3D‐Anwendung  diese  Einstellungen  tatsächlich  ausgeführt 
werden,  müssen  diese  noch  in  der  Zustandsmaschine  aktiviert  werden.  Mit 











Eine  virtuelle Umgebung,  in  der man  sich  frei  bewegen  kann,  ist  ohne  großen 
Nutzen, wenn man mit ihr nicht in Kontakt treten kann. Die Nutzerinteraktion ist 
daher  ein  zentraler  Schwerpunkt bei der Anwendung der  SharpOGL_AS.dll.  Für 
die Darstellung der  Simulation  von Netzwerken benötigt man eine Vielzahl  von 
Objekten.  Darunter  zählen  unter  anderem  ein  Koordinatensystem,  Netzwerk‐
teilnehmer  aller  Art  und  die  Umgebung  an  sich.  In  dieser  3D‐Welt  gibt  es 
Bestandteile, die fest stehen sollen und andere, die vom Nutzer bewegt werden 
dürfen.  Im  Fall  des  Simulator/Demonstrator  sind  dies  vordergründig  die 
Netzwerkknoten.  Sie  müssen  mit  der Maus  platziert  und  verschoben  werden 









nicht.  Um  nun  komplexere  Objekte  erkenntlich  zu machen,  kann man  an  alle 
Primitive, die auf dem Monitor angezeigt werden, Namen vergeben. Der Begriff 
„Name“  ist  an  dieser  Stelle  recht  unpräzise,  da  es  sich  eigentlich  um 
vorzeichenlose  Integer Werte handelt. Wie es bei der Zustandsmaschine üblich 
ist, haben alle Primitive denselben Namen, bis ein Anderer zugewiesen wird. Es 




Funktion  gl.InitNames()  dient  zum  Initialisieren  des  Namenstapels.  Diese 
Methode muss zwingend ausgeführt werden, da ohne Sie keine Namensvergabe 
möglich  ist. Später können beliebig viele Namen auf den Stapel gelegt werden. 




Damit  ermittelt werden  kann wo, beziehungsweise welche Maustaste  gedrückt 
wurde,  werden  die  Maus  Ereignisse  genutzt,  die  bereits  zur  Steuerung  der 
Kamera  dienten. Das  Event OpenGL_MouseDown  fängt  ab, wann  und wo  eine 
Maustaste  auf  der  3D‐Oberfläche  gedrückt  wurde.  Wird  nun  dieses  Ereignis 
ausgelöst, muss  ein  Algorithmus  ausgeführt  werden,  der  in  der  Lage  ist,  den 










Da  dieses  Problem  in  vielen  3D‐Anwendungen  eine  Rolle  spielt,  hat  sich  ein 
bestimmter  Algorithmus,  zur  Detektion  von  Objekten  bei  einem  Mausklick 
durchgesetzt. Er  ist  in nahezu unveränderter Form  in einigen Internet Foren und 
Tutorials19  zu  finden. Diese  üblicherweise  verwendete  Prozedur wurde  für den 
objektorientierten  Gebrauch  mit  der  SharpOGL_AS.dll  angepasst.  Der  in  die 
Testanwendung  implementierte  Algorithmus,  kann  in  den  Anlagen  unter 
Quellcode A‐1 mit einer Quellenangabe nachgelesen werden. 
Vereinfachend  kann  man  sich  vorstellen,  dass  bei  einem  Mausklick,  an  der 
Position  des  Zeigers,  ein  Loch  durch  die  gesamte  Szene  gebrannt  wird.  Alle 
Namen der getroffenen Objekte, werden bis zu einem maximalen Z‐Wert, also in 
die  Monitorebene  hinein,  in  einem  uint  Array  mit  der  dazu  gehörigen 





Der  linke  Bereich  entspricht  der Monitorausgabe,  die  den  Betrachtungswinkel 
zeigt,  den man  während  der  Laufzeit  der  Software  sehen  würde.  Der  Violett 
dargestellte Strahl auf der rechten Seite symbolisiert den Bereich, in dem Objekte 
aufgrund des Mausklicks detektiert werden. Wie man unschwer erkennen kann, 








wird  die  Detektion  durchgeführt.  Es  gibt  also  einen  Unterschied  zwischen  der 
Achsenausrichtung der gesamten Szene und der Richtung der Achsen, die sich auf 
den Betrachtungswinkel beziehen. Wenn auf einen Körper geklickt wurde, liefert 
der  Algorithmus  A‐1  den  Namen,  das  heißt  die  Nummer  des  gewünschten 




wurde  eine  Hüllklasse  namens  Node3D  entwickelt,  welche  die  bereits 
beschriebenen blauen Kugeln abbildet. Einer Instanz dieser Node3D Klasse, kann 
man Raumkoordinaten zuweisen, eine ID, die den Namen repräsentiert und eine 
Farbe, mit  der man  beispielsweise  einen  Energiezustand  eines  Sensorknotens 
darstellen könnte. Des Weiteren verfügt die Klasse über einen Rendering‐Befehl, 
der  dann  in  der  Hauptschleife  des  3D‐Programms  ausgeführt  wird.  Dank  der 
Node3D  Klasse,  können  die  Instanzen  ohne  großen  Aufwand  selektiert  und 
verschoben  werden,  weil  die  Positionsdaten  zur  Laufzeit  verändert  werden 
können. 
Wie  nun  im  Detail  die  Körper  während  der  Laufzeit  bewegt  werden,  ist 
anwendungsspezifisch und kann auf unterschiedlichste Art und Weise umgesetzt 













Körper  werden  durch  einen  roten  Rahmen  gekennzeichnet.  Die  Pfeile  zeigen 






















am  besten  an  die  Simulationssoftware  angepasst  ist. Hinzu  kommt,  dass  allein 
durch  den  Aufbau  eigener  Kompetenzen,  eine  Weiterentwicklung  der  drei‐
dimensionalen Darstellung gewährleistet werden kann. 
Mit der Testsoftware, die parallel zur Entwicklung der SharpOGL_AS.dll entstand, 
konnten  zahlreiche  Funktionalitäten  realisiert  werden,  die  auch  im  Simulator/ 
Demonstrator  ihren  Einsatz  finden  werden.  Dazu  zählt  in  erster  Linie  die 
interaktive  Steuerung  in  einer  3D‐Umgebung,  die  Interaktion  mit  virtuellen 
Objekten  und  die  Darstellung  einer  Simulationsumgebung  für  schematisch 









Im  Verlauf  dieser  Arbeit  wurden  zwei  bedeutende  Ziele  erreicht.  Zum  einen 
wurde eine modular aufgebaute Softwareoberfläche für eine Simulationssoftware 
entwickelt  und  realisiert.  Zum  anderen  wurde  eine  Visualisierungsbibliothek 
konzipiert,  erstellt  und  implementiert,  mit  deren  Hilfe  man  direkt  auf  die 
Grafikschnittstelle OpenGL, aus dem .Net Framework heraus, zugreifen kann. 
Simulator/Demonstrator 
Es  wurden  zahlreiche  Oberflächeninhalte  realisiert,  mit  denen  die  Simulation 
drahtloser Netzwerke  angelegt,  dargestellt  und  ausgewertet werden  kann. Die 




Das  wichtigste  Anzeigefenster  ist  die  "2D  Umgebung".  Hier  sieht  man  alle 
während  der  Simulation  aktiven  Netzwerkteilnehmer,  als  farbige  Kreise 
dargestellt. Man erkennt die Positionen der Netzwerkknoten  in der Simulations‐
umgebung und die momentan bestehenden Funkverbindungen, die durch farbige 
Linien  dargestellt  werden.  Das  Clustering  des  Adhoc‐Netzwerkes  ist  somit  zu 













Diagramm  oben  rechts  kann  als  Balken‐  oder  als  Liniendiagramm  angezeigt 
werden.  Darüber  hinaus  gibt  es  den  durchschnittlichen  Energiewert  aller 
Netzwerkteilnehmer  aus.  Alle  Diagramme  werden  dynamisch  berechnet  und 
dargestellt,  sodass  eine  Größenänderung  oder  eine  Änderung  der  Seiten‐
verhältnisse  automatisch  angepasst  wird.  Es  wurden  weiterhin  Tabellen  zur 
Auswertung  der  Simulation  implementiert,  um  detaillierte  Informationen 
einsehen zu können. 
Neben  den  angezeigten  Fenstern  entstanden  noch  weitere  Inhalte,  unter 






Netzwerkprotokolle. Die Darstellung  der  Parameter  erfolgt  über  eine GridView 





Zusammenfassend  lässt  sich  feststellen,  dass  die  Anforderungen,  die  an  die 
Anwendungsoberfläche  gestellt  wurden,  erfüllt  worden  sind.  Durch  den 
modularen  Aufbau  der GUI  ist  diese  auch  in  ferner  Zukunft  schnell  und  leicht 
erweiterbar.  Der  Grundaufbau  der  Programmoberfläche  basiert  auf  einem 
DockContent  Konzept, welches  als Open  Source Variante  aus  dem  Internet  zur 
Verfügung  steht. Mit Hilfe der Bibliothek  von Weifen  Luo, wird  es dem Nutzer 
ermöglicht,  die  Fenster  der  Computersoftware  zu  verwalten  und während  der 
Laufzeit,  je  nach  Belieben,  einzurichten.  Dem  wurde  eine  Speicher‐  und 
Ladefunktionalität  für  die  Fenstereinstellung  hinzugefügt.  Des  weiteren  wurde 





Software  konzipiert.  Dazu  wurde  eine  eigenständig  entwickelte  Languages.dll 
entworfen  und  angebunden. Mit  dieser  Sprachbibliothek  können,  unabhängig 




Die  Visualisierungsbibliothek,  mit  der  man  auf  die  Grafikschnittstelle  OpenGL 
zugegriffen werden kann, wurde als Wrapper‐DLL designt. Das bedeutet, dass die 
nativen  OpenGL‐Funktionen  in  nahezu  unveränderter  Form  in  die 
Programmiersprache  C#  übersetzt  wurden.  Hinzu  kommt,  dass  die  geplante 
Entwicklung  eines  SceneGraphen  realisiert  wurde.  Mit  Hilfe  dieses 
Steuerelementes,  konnte  dem  Anspruch  an  eine  komfortable  und  objekt‐
orientierte  Anwendung  der  SharpOGL_AS.dll  nachgekommen  werden.  Der 
SceneGraph  führt  bei  seiner  Instanziierung  alle  Initialisierungsvorgänge  der 
OpenGL‐Maschine  durch,  sodass  sich  der  Programmierer  einer  3D‐Anwendung 
nicht mit  dem  Einrichten  von OpenGL  befassen muss.  Der  SceneGraph  besitzt 
zusätzlich nützliche  Eigenschaften  und  Events,  die  in der  IDE  von Visual  Studio 




entwickelt  werden,  wodurch  der  Fortschritt  der  3D‐Bibliothek  erst  sichtbar 
wurde. Die Abbildung 5‐3 zeigt zwei unterschiedliche Momentaufnahmen. In dem 
linken  Fenster    ist  eine  zufällige  Anordnung  schematischer  Netzwerkknoten  in 













die  Implementierung  der  3D‐Visualisierungsbibliothek  sein.  Damit  werden  die 
zwei  großen  Teilaufgaben  wieder  zu  einem  Ergebnis  zusammengeführt:  die 
dreidimensionale  Simulation  und  Visualisierung  von  drahtlosen  Sensornetz‐
werken. Da die Testanwendung der 3D‐Bibliothek bereits  im Hinblick auf dieses 
Ziel  entwickelt  wurde,  können  nahezu  alle  Funktionalitäten  aus  diesem 
Beispielprogramm  übernommen  werden.  Die  Anbindung  des  Simulations‐
vorgangs  kann  analog  von  der  2D‐Darstellung  übernommen  werden.  Es  ist 
geplant,  dass  noch  weitere  Oberflächeninhalte  in  die  Simulationsanwendung 
integriert  werden.  Dazu  zählt  unter  anderem  das  Vorhaben,  mehrere 
Simulationsprozesse parallel ablaufen zu  lassen. Für diese und weitere Aufgaben 







Die  Entwicklung  einer  Visualisierungsbibliothek  für  OpenGL‐Funktionalitäten 
unter  C#  wurde  erfolgreich  begonnen.  Mit  diesem  positiven  Einstieg  in  die 
Materie  wurde  der  Grundstein  für  eine  langfristige Weiterentwicklung  gelegt. 
Während der Bearbeitungszeit entstanden viele neue Ideen und Ansätze, die nun 
angesprochen werden sollen. 
Wichtigste  Aufgabe  ist  eine  Verbesserung  der  Leistungsfähigkeit  der Wrapper‐
DLL.  Darunter  zählt  ein  Ausbau  der  Funktionen,  um  nach  Möglichkeit  ein 
vollständiges  Abbild  der  OpenGL‐Grafikschnittstelle  zu  erhalten.  Neben  dem 
Bereitstellen  der  normalen  Grundfunktionen  wäre  auch  eine  Komponente 
vorstellbar,  die  bereits  komplexere  Anweisungen  erlaubt.  Dazu  könnte  die 
Eigenentwicklung oder die  Implementierung einer bestehenden Physik Engine21 
zählen. In Abbildung 5‐4 wird solch eine physikalische Komponente eindrucksvoll 














erst  durch  diese  ein möglichst  realistisches  Abbild  der Wirklichkeit  entstehen 
kann.  Es  könnten  beliebige  Bereiche  aus  der  Physik,  beispielsweise  die  Kinetik 
oder das Verhalten von Wellen und Teilchen, simuliert werden. Ein geplantes Ziel 
ist  die  virtuelle  Abbildung  des  physikalischen  Funkkanals  eines  drahtlosen 
Netzwerkes. Dieser Gedanke eröffnet ein neues und gleichermaßen umfassendes 
Tätigkeitsfeld.  Dazu  zählt  die  Visualisierung  des  Verhaltens  von  Funkwellen, 
Kollisionserkennung, Durchlässigkeit von Materialien und vieles mehr. 
Ein  weiterer  Punkt  bei  der  Leistungssteigerung  der  SharpOGL_AS.dll  ist  die 
Analyse  der  Performanz.  Die  Visualisierungsbibliothek  basiert  auf  dem  .Net 
Framework und  es  ist  allgemein bekannt, dass  leistungskritische Anwendungen 
ohne Verwendung des Frameworks schneller ablaufen. Ausführliche Messungen 
der  Leistungsfähigkeit,  beziehungsweise Maßnahmen  zur  Leistungsoptimierung 
sind  während  der  Bearbeitungszeit  kaum  möglich  gewesen.  Es  besteht  die 



















Folgearbeit  realisiert  werden  könnten.  Dazu  zählt  die  Implementierung  eines 
Fehlermanagement‐Systems, einer Funktionalität zum Laden von Modellen (zum 
Beispiel  Häuser‐Modelle  oder  vorgefertigte  Simulationsumgebungen)  oder  die 
Eigenentwicklung  eines  Modell  Editors.  Damit  soll  zum  Ausdruck  gebracht 







• Die  Entwicklung  drahtloser  Sensornetze  verlangt  nach modernen  Software‐
systemen, die qualitativ hochwertige Simulationen ermöglichen. 
 
• Die  Gebrauchstauglichkeit  der  Softwareoberfläche  ist  ein  wesentlicher 
Bestandteil  bei  der  Verwendung  von  wissenschaftlichen  Simulations‐
anwendungen. 
 
• Der  modulare  Aufbau  einer  Softwareoberfläche  bietet  dem  Nutzer  eine 
















• Die entwickelte Visualisierungsbibliothek  für OpenGL wurde  im Hinblick auf 







• Die  objektorientierte  Strukturierung  und  der  Einsatz  des  SceneGraphs 
vereinfacht die 3D‐Grafik Programmierung deutlich.  
 

























































































The  above  copyright  notice  and  this  permission  notice  shall  be  included  in  all 
copies or substantial portions of the Software. 
THE  SOFTWARE  IS  PROVIDED  "AS  IS",  WITHOUT  WARRANTY  OF  ANY  KIND, 
EXPRESS OR  IMPLIED,  INCLUDING  BUT NOT  LIMITED  TO  THE WARRANTIES OF 
MERCHANTABILITY,  FITNESS  FOR  A  PARTICULAR  PURPOSE  AND 














































1 private uint selectObject() 
2 { 
3     // speicehrt die Ergebnisse der Selektionsprüfung 
4     uint[] buffer = new uint[256]; 
5     // speichert die aktuelle Ansicht (den viewport) 
6     int[] view = new int[4];  
7     // speichert die Anzahl der getroffenen Objekte 
8     int hitsCount; 
9     // hit = Objektname, zValue = Tiefen-Informationen des Objektes 
10     UInt64 hit, zValue; 
11  
12     // den aktuellen Viewport holen 
13     gl.GetInteger_v(GL_DEF.GL_VIEWPORT, ref view); 
14     // den buffer zuordnen 
15     gl.SelectBuffer(256, ref buffer); 
16  
17     // in den Selektions-Modus wechseln, Namensstapel initialisieren 
18     gl.RenderMode(GL_DEF.GL_SELECT); 
19     gl.InitNames(); 
20     gl.PushName(0); 
21  
22     // in den Projektionsmodus wechseln, Matrix initialisieren 
23     gl.MatrixMode(GL_DEF.GL_PROJECTION); 
24     gl.PushMatrix(); 
25     gl.LoadIdentity(); 
26  
27     gl.glu.PickMatrix( mouse.X, (view[3] - mouse.Y), 1.0, 1.0, view); 
28     gl.glu.Perspective(45.0f, (float)scene_CTRL.ScenePanel.Width / 
                       (float)scene_CTRL.ScenePanel.Height, 
                       0.1f, 500.0f); 
29  
30     // --- hier muss zwischendurch die Szene gerendert werden 
31     renderScene(); 
32  
33     // Wieder in den Projektionsmodus wechseln 
34     gl.MatrixMode(GL_DEF.GL_PROJECTION); 
35     gl.PopMatrix(); 
36  
37     // jetzt werden die getroffenen Objekte gesammelt 
38     hitsCount = gl.RenderMode(GL_DEF.GL_RENDER); 
39  
40     hit = 256; 
41     zValue = Int64.MaxValue; 
42  
43     for(int i = 0; i < hitsCount; i++ ) 
44         if ( buffer[(i*4) + 1] < zValue ) 
45         { 
46             hit = buffer[(i*4) + 3]; 
47             zValue = buffer[(i*4) + 1]; 
48         } 
49  
50     // Ergebnis ausgeben 
51     if(hit == 256) 
52         return 0; 
53     else 
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