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Abstract
In this paper we present a method for the construction of C1 Hermite interpolants obtained from a particular family of reﬁnable
spline functions introduced by Gori and Pitolli. They constitute a one-parameter subfamily of the Hermite interpolants generated
by the general Merrien’s subdivision scheme. We compare this family to the other one-parameter subfamily studied by Merrien and
Sablonnière and Lyche and Merrien on the solution of two-points Hermite interpolation problems with arbitrary monotonicity or
convexity constraints.
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1. Introduction
One of the major research items of approximation theory and of CAGD is the construction of shape-preserving
smooth interpolants. In this ﬁeld the literature proposes a huge variety of methods, as for instance C1 quadratic splines
[12,23,32],C1 cubic splines [2], variable degree polynomials [7,8], parametric splines [15,24], parametric spline curves
[17], rational splines [10,11] and more general schemes [3].
On the other hand, in the last years, subdivision algorithms [6,14,27,28], have been studied and used in many
applications, such as wavelets and geometric design.
In order to combine these aspects, we analyze a family of reﬁnable basis functions that we call GP B-splines,
introduced by Gori and Pitolli in [19] and studied in [18,20,21,29]. They generate totally positive bases and possess
many interesting properties for CAGD, such as positivity, compact support, partition of unity and central symmetry.
We focus on the class of cubic GP B-splines, which span the space GPS3 of C1 cubic GP splines. When restricted to a
single interval, say I = [0, 1] for the sake of simplicity, they span the local space GPP3 of cubic GP polynomials. We
then show that they can be generated by an Hermite subdivision scheme, of the form introduced in [25,26]. This scheme,
that we call HS(), depends on a parameter  ∈]0, 2[ which plays the role of a shape parameter. Our main purpose
is to study the construction of C1 monotone and/or convex interpolants in GPP3, to monotone and/or convex data, by
using this Hermite subdivision scheme. We will show that, whatever be the values and the slopes of an increasing or
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convex function f ∈ GPP3 at the endpoints of the interval [0, 1], it is always possible to construct a C1 increasing or
convex Hermite interpolant to f, by using HS(). Similar results hold for decreasing or concave functions. Moreover
the scheme can be easily generalized to an arbitrary interval [a, b]. Since the construction is local, it can be extended
to subintervals of an interval endowed with an arbitrary partition, with given values and slopes at the nodes (see also
[13,22,26]). Therefore is possible to construct C1 shape-preserving interpolants via simple algorithms.
The remaining part of the paper is organized as follows. In Section 2 we brieﬂy recall some basic properties of general
GP B-splines, while Section 3 focuses on C1 cubic GP B-splines. Section 4 is devoted to the construction of the local
Bernstein–Bézier representation of cubic GP B-splines: in Section 4.1 we ﬁrst construct a cubic GP Bernstein basis for
a single interval, then in Section 4.2 we give the description of the associated control net together with a corner-cutting
(CC-) algorithm, and ﬁnally Section 4.3 presents the main shape properties of the cubic GP Bernstein basis. In Section
5 we describe the main properties of quadratic GP splines and polynomials. In Section 6, we introduce the family of
Hermite subdivision schemes HS() depending on a parameter  ∈]0, 2[, which appears in the two formulas deﬁning
the subdivision algorithm. This family includes cubic Hermite interpolants for =1. It belongs to the family of general
subdivision schemes introduced by J.L. Merrien. We then prove the C1 convergence of the algorithm HS(). In Section
7, we study a monotone Hermite interpolation problem, we give monotonicity regions and we propose an algorithm
for the construction of monotone interpolants to arbitrary nondecreasing data {y0, y′0; y1, y′1} by using the subdivision
scheme HS(). In Section 8, we study a convex Hermite interpolation problem, we give convexity regions and we again
propose an algorithm for convex interpolants to arbitrary convex data {y0, y′0; y1, y′1} using the subdivision scheme
HS(). In both cases, the algorithms are illustrated by some examples. In all sections, we also compare our subfamily
to the subfamily deﬁned in [22] and [26].
2. Deﬁnition and properties of GP B-splines
In this section we recall some basic properties of the class of reﬁnable functions (GP B-splines), introduced in [19]
and studied in [18,20,21,29]. A GP B-spline of order m + 1 can be deﬁned via the following scaling (or reﬁnement)
equation:
m+1(x) =
m+1∑
k=0
ak,m+1m+1(2x − k), (1)
where the coefﬁcients depend on a parameter  ∈]0, 2[,
ak,m+1 = 2m
(
m + 1
k
)
+ 1 − 
2m−2
(
m − 1
k − 1
)
. (2)
The mask a = {ak,m+1}k∈Z then satisﬁes∑
k∈Z
a2k+1,m+1 =
∑
k∈Z
a2k,m+1 = 1.
Moreover the function m+1, solution of the reﬁnement equation (1) is positive, compactly supported on [0,m + 1],
centrally symmetric, that is
m+1(x) = m+1(m + 1 − x), ∀x ∈ (0,m + 1)
and its integer translates form a partition of unity∑
k∈Z
m+1(x − k) = 1, ∀x ∈ R.
As in [19], it is easy to show that the symbol of the mask (2) is a Hurwitz polynomial (i.e., a polynomial with roots in
the left half plane) for  ∈]0, 2[. The symbols of the masks of polynomial B-splines of degrees m − 2 and m being,
respectively, the two polynomials 22−m(1 + z)m−1 and 2−m(1 + z)m+1, the symbol of the GP reﬁnable function with
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mask a is
pm+1(z) = 2−m(1 + z)m−1((1 + z)2 + 4(1 − )z)
= 2−m(1 + z)m−1(z2 + 2(2 − )z + ).
As the discriminant of the quadratic polynomial is ′ = 4(1 − ):
(1) If 0< 1, then ′0 and its roots z = − 2 ± 2√1 −  are real and negative.
(2) If 1< 2, then ′ < 0 and its roots z = − 2 ± 2i√− 1 are complex conjugate.
As pm+1 has only real negative roots or complex roots with negative real part, it is a Hurwitz polynomial.
Thus m+1 is a ripplet, that is m+1 is totally positive, see [16] for details. As a consequence of this property, the
family of integer translates {m+1(. − k)} enjoy the variation diminishing properties:
S−
(∑
cj
(r)
m+1
)
S−(rc), 0rm − 2, (3)
whereS−(b) denotes the number of strict sign changes in the sequenceb={bj }j∈Z and (rc)j=(r−1c)j+1−(r−1c)j ,
with (0c)j = cj .
3. C1 cubic GP B-splines
Let us consider the case of cubic GP B-splines (m = 3) with continuity Cm−2 = C1 and denote by GPS3 the space
of functions spanned by all combinations of translates of 4(x). It is well known, (see for instance [9] for the general
case), that by using the scale equation,
4(x) = 18 [4(2x) + 44(2x − 1) + (8 − 2)4(2x − 2) + 44(2x − 3) + 4(2x − 4)] (4)
then, 4 is entirely deﬁned by its values at the three points x = 1, 2, 3.
Theorem 1. The values of 4 at x = 1, 2, 3 are
4(1) = 4(3) =

2(+ 2) ∈
]
0,
1
4
[
, 4(2) =
2
+ 2 ∈
]
1
2
, 1
[
(5)
and the derivatives D4 at the same points are
D4(1) = 12 , D4(2) = 0, D4(3) = − 12 . (6)
Moreover all values {4((2k − 1)/2), k = 1, 2, 3, 4} are obtained from the scale equation
84
(
2k − 1
2
)
= 4(2k − 1) + 44(2k − 2) + (8 − 2)4(2k − 3)
+ 44(2k − 4) + 4(2k − 5)
with, of course, 4() = 0 for 0 and 4. More generally, all values of 4 at the dyadic points of its support can
be computed in this way. Some plots of 4, for different values of , are shown in Fig. 1.
4. Bernstein basis, control polygon and CC-algorithm
The restriction to I = [0, 1] of the space of cubic reﬁnable functions is the space of generalized cubic polynomials
GPP3(I ) =
⎧⎨⎩S(x) =
3∑
j=0
ai4(x + j), x ∈ [0, 1]
⎫⎬⎭ .
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Fig. 1. Example of 4 for = 0, 14 , 12 , 34 , 1.
This space admits a basis {b0, b1, b2, b3} with analogous properties of classical Bernstein basis [1,31], thus we refer to
it as GP Bernstein basis.
Denoting es(x) = xs , we can prove the following
Theorem 2. There exists a cubic GP Bernstein basis {b0, b1, b2, b3} in the space GPP3(I ) of cubic GP polynomials
having the following properties:
(1) ∑3j=0bj = e0;
(2) bj (0) = bj (1) = 0, for j = 0, 3, b0(0) = b3(1) = 1 and b0(1) = b3(0) = 0;
(3) b′j (0) = 0, j = 2, 3; and b′j (1) = 0, j = 0, 1;
(4) bi(x) = b3−i (1 − x).
The GP Bernstein basis has the following expression:⎡⎢⎢⎢⎣
b0(x)
b1(x)
b2(x)
b3(x)
⎤⎥⎥⎥⎦= 1(2 − )
⎡⎢⎢⎢⎣
2(4 − 2) 0 0 0
2 − 8 2 −2 2
2 −2 2 2 − 8
0 0 0 2(4 − 2)
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
4(x + 3)
4(x + 2)
4(x + 1)
4(x)
⎤⎥⎥⎥⎦ .
Proof. The space of cubic GP B-splines GPS3, admits a totally positive B-basis {B0, B1, . . . , B6} in the supp(4(x))=
[0, 4]. The construction is given in [18] by using the Algorithm CP introduced in [4]. Then the GP Bernstein basis can
be obtained by restricting the B-basis {B0, B1, . . . , B6} in the interval [0, 1] and by imposing the properties (1)–(4) of
this theorem.
Moreover in the simple case of cubic GP B-splines, the construction of GP Bernstein basis, can be given avoiding
the machinery of [4], as follows.
From properties (2) and (4), we can set
b0(x) = 2(+ 2)

4(x + 3), b3(x) = b0(1 − x) =
2(+ 2)

4(x),
and we deﬁne
b1(x) = 4(x + 3) + 4(x + 2) + 4(x + 1) + 4(x).
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Fig. 2. Examples of cubic GP Bernstein basis in [0, 1] for = 1 (left) and = 14 (right).
By imposing the symmetry (4), we have
b2(x) = b1(1 − x) = 4(x) + 4(x + 1) + 4(x + 2) + 4(x + 3).
From property (1), we deduce
1 =
(
2(+ 2)

+ + 
)
4(x + 3) + (+ )4(x + 2) + (+ )4(x + 1) +
(
2(+ 2)

+ + 
)
4(x),
which gives the two equations
+ = 1 − 2(+ 2)

= −+ 4

, + = 1.
Moreover we have b′0(0)=−(+ 2)/, and from (1)–(3), b′1(0)=−b′0(0)= (+ 2)/= ′4(3)+ ′4(1)= 12 (− )
and b1(1) = 0 = ′4(3) + ′4(2) + ′4(1), which give the two equations:
− = 2(+ 2)

, + 4+ = 0.
This system of four equations has the following solution:
= − 8 − 
2
(2 − ) , =
2
2 −  , = −

2 −  , =
2
2 −  .
Therefore we obtain the claim. 
Fig. 2 shows the cubic GP Bernstein polynomials in [0, 1] for the cubic case = 1 and for = 14 .
Reciprocally, one obtains the expression of cubic GP B-spline basis in terms of cubic GP Bernstein polynomials by
inverting the matrix of Theorem 2.
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Table 1
Values and ﬁrst derivatives of the cubic GP Bernstein basis at x = 0, 12 , 1
b0 b′0 b1 b′1 b2 b′2 b3 b′3
x = 0 1 − + 2

0
+ 2

0 0 0 0
x = 1 0 0 0 0 0 − + 2

1
+ 2

x = 1
2

8
− + 2
4
4 − 
8
− + 2
4
4 − 
8
+ 2
4

8
+ 2
4
Theorem 3. For x ∈ [0, 1], the cubic GP B-spline functions are expressed in terms of the local cubic GP Bernstein
basis as follows:⎡⎢⎢⎢⎣
4(x + 3)
4(x + 2)
4(x + 1)
4(x)
⎤⎥⎥⎥⎦= 12(+ 2)
⎡⎢⎢⎢⎣
 0 0 0
4 4 2 
 2 4 4
0 0 0 
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
b0(x)
b1(x)
b2(x)
b3(x)
⎤⎥⎥⎥⎦ .
We collect in Table 1 the values and the ﬁrst derivatives of the cubic GP Bernstein basis at x = 0, 12 , 1.
From Table 1, we get
b′1(0) = −b′0(0) =
+ 2

, b′3(1) = −b′2(1) =
+ 2

,
and setting 	= /(+ 2), it is easy to verify that
e1 = 	b1 + (1 − 	)b2 + b3.
This allows to deﬁne the control polygon of the (generalized) cubic on [0, 1].
Deﬁnition 1. The control polygon P of
f (x) = a0b0(x) + a1b1(x) + a2b2(x) + a3b3(x),
for x ∈ [0, 1] is the polygonal line connecting the four control vertices aj = (
j , aj ), j = 0, 1, 2, 3, where

0 = 0, 
1 = 	, 
2 = 1 − 	, 
3 = 1.
Note that 	 ∈]0, 12 [ for  ∈]0, 2[. In particular for = 1, 	= 13 , we obtain the classical cubic control polygon. Fig. 3
shows the cubic GP control polygon for = 12 .
Let f =∑3i=0 aibi , consider now the problem of computing the coefﬁcients of the expansions of f in the GP Bernstein
bases of the two subintervals I1 = [0, 12 ] and I2 = [ 12 , 1] of I. Setting
f (t) = f1(t) =
3∑
i=0
cj bj (2t) for t ∈ I1, (7)
f (t) = f2(t) =
3∑
i=0
djbj (2t − 1) for t ∈ I2 (8)
we can prove the following theorem.
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Fig. 3. Control polygon for = 12 .
Theorem 4. The coefﬁcients cj and dj for j = 0, 1, 2, 3 of (7)–(8) are computed from the initial coefﬁcients {aj ,
0j3} by the following formulae:
c0 = a0, c1 = 12 (a0 + a1), a4 = 12 (a1 + a2), d2 = 12 (a2 + a3), d3 = a3,
c2 = 2c1 +
(
1 − 
2
)
a4, d1 =
(
1 − 
2
)
a4 + 2d2, c3 = d0 =
1
2 (c2 + d1).
Proof. By using the values of the GP Bernstein basis at 0, 12 , 1 (see Table 1), we immediately obtain the coefﬁcients
c0 = f1(0) = f (0) = a0 and d3 = f2(1) = f (1) = a3,
c3 = f1
(
1
2
)
= d0 = f2
(
1
2
)
= f
(
1
2
)
= (a0 + a3) 8 + (a1 + a2)
4 − 
8
,
f ′(0) = + 2

(a1 − a0) = f ′1(0) =
2(+ 2)

(c1 − c0),
f ′(1) = + 2

(a3 − a2) = f ′1(1) =
2(+ 2)

(d3 − d2),
whence c1 = 12 (a0 + a1) and d2 = 12 (a2 + a3).
From the equalities f ′( 12 ) = f ′1( 12 ) = f ′2( 12 ), we obtain the following equation:
2

(c3 − c2) = −14 (a0 − a3 + a1 − a2) =
2

(d1 − d0),
which gives, after some calculations, the values of c2 and d1. Finally, we have that c2 + d1 = 2c3 = 2d0, whence
c3 = d0 = 12 (c2 + d1). 
Since c3 = d0 = (a0 + a3)/8 + (4 − )(a1 + a2)/8, the equalities of Theorem 4, become, in matrix form, the
following:
[c0, c1, c2, c3 = d0, d1, d2, d3]T = A [a0, a1, a2, a3]T,
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Fig. 4. One cycle of the corner-cutting scheme.
where A is deﬁned as
A :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
1
2
1
2
0 0

4
1
2
2 − 
4
0

8
4 − 
8
4 − 
8

8
0
2 − 
4
1
2

4
0 0
1
2
1
2
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (9)
Note that the subdivided polygon deﬁned by {c0, c1, c2, c3 = d0, d1,d2, d3} has been obtained as convex combinations
of the polygon deﬁned by {a0, a1, a2, a3}. With the intermediate quantity a4 deﬁned as
a4 = 12 (a1 + a2)
the subdivision algorithm described in Theorem 4 can be reformulated as follows.
Deﬁnition 2. CC-algorithm.
(i) Starting with the polygon {a0, a1, a2, a3} we construct {c0, c1, a4, d2, d3} by cutting the corner in a1 with the
edge (c1, a4) and the corner in a2 with (a4, d2).
(ii) At the second step we construct the polygon {c0, c1, c2, d1, d2, d3} by cutting the new corner in a4 with the edge
(c2, d1)
c2 = 2c1 +
(
1 − 
2
)
a4, d1 =
(
1 − 
2
)
a4 + 2d2.
(iii) At the third step we construct the ﬁnal control polygon {c0, c1, c2, c3 = d0, d1, d2, d3} by inserting c3 = d0 on the
edge c2, d1. Since c3 = d0 and d3 = a3, the subdivided polygon {c0, c1, c2, c3 = d0, d1, d2, d3} is obtained by carrying
out a CC-scheme on {a0, a1, a2, a3}.
Fig. 4 shows one cycle of the above CC-algorithm. This scheme can be formulated in matrix form:
[c0, c1, c2, c3 = d0, d1, d2, d3]T = S [a0, a1, a2, a3]T,
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where S is deﬁned as
S :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0
1
2
1
2
0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0

2
1 − 
2
0 0
0 0 1 − 
2

2
0
0 0 0 1 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
1
2
1
2
0 0
0
1
2
1
2
0
0 0
1
2
1
2
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (10)
Theorem 5. Assume 02, then the matrix S deﬁned in (10) is totally positive.
Proof. The matrix S is the product of three matrices which are bidiagonal and whose entries are nonnegative for
02, thus they are totally positive. Since the product of totally positive matrices is totally positive, we can conclude
that S is also totally positive. 
Since the BB basis of GPP3 is totally positive, any function f ∈ GPP3(I ) has the same properties (positivity,
convexity and monotonicity) as those of the corresponding control polygon [5]. In particular
Corollary 1. For  ∈]0, 2[, the Bernstein basis {b0, b1, b2, b3} of GPP3 has the following properties:
(1) b0 is nonnegative, decreasing and convex on [0, 1].
(2) b1 is nonnegative and concave on [0, 12 ] and nonnegative, decreasing and convex on [ 12 , 1].
(3) b2 is nonnegative, increasing and convex on [1, 12 ] and nonnegative and concave on [ 12 , 1].(4) b3 is nonnegative, increasing and convex on [0, 1].
Proof. From Theorem 4 and Deﬁnition 1 it is immediate to see that the ordinates of the control polygon of the
polynomial bj is the j th unit vector Ej for j = 0, 1, 2, 3. Thus the nonnegativity of bj follows from the nonnegativity
of its control polygon and for the same reason the monotonicity and the convexity properties of b0 and b3 hold. For the
properties of b1 and b2 it sufﬁces to do one subdivision step and to use the corresponding control polygons: then the
proof is similar. 
5. Quadratic GP splines and polynomials
A similar study can be done for quadratic GP reﬁnable functions and GP polynomials. We denote their spaces,
respectively, by GPS2 and GPP2. As we use the same techniques as in previous sections, we only give the main results
in the present one without entering into details. The standard quadratic GP reﬁnable functions 3 has support [0, 3]
and its values are obtained from its reﬁnement equation (see [29, Corollary 2.2])
3(x) = 14 ((3(2x) + 3(2x − 3)) + (4 − )(3(2x − 1) + 3(2x − 2)).
Moreover, we have ′4(x) = 3(x) − 3(x − 1), therefore if f =
∑3
i=0i4(x + 3 − i), for x ∈ I , then we deduce
that f ′ = ∑2j=0j3(x + 2 − j). The symbol p¯3(z) of 3 being a Hurwitz polynomial, the integer translates of
this B-spline form a totally positive system having the classical variation diminishing properties. From the above scale
equation, we also derive the values of 3 at knots and midpoints of its support
3(1) = 3(2) =
1
2
, 3
(
1
2
)
= 3
(
5
2
)
= 
8
, 3
(
3
2
)
= 1 − 
4
.
The Bernstein basis of the local space GPP2 of quadratic GP polynomials on I is deﬁned by
0(x) = 23(x + 2), 1(x) = −3(x + 2) + 3(x + 1) − 3(x), 2(x) = 23(x).
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Conversely, one has
3(x + 2) = 120(x), 3(x + 1) = 120(x) + 1(x) + 122(x), 3(x) = 122(x).
Therefore, if g =∑2i=0cii =∑2j=0j3(x + 2 − j) one has
c0 = 12 (0 + 1), c1 = 1, c2 = 12 (1 + 2)
and we derive in particular
c0 = 12 (0), c1 = 121.
This implies that the monotonicity of the sequence of coefﬁcients in the Bernstein basis is equivalent to its monotonicity
in the B-spline basis. In particular, when it is nondecreasing, then g is also nondecreasing because of the variation
diminishing property of the latter.
One can also express derivatives of the Bernstein basis of GPP3 in terms of the Bernstein basis of GPP2 as follows
(we recall that 	= +2 ):
b′0(x) = −
1
	
0(x), b
′
1(x) =
1
	
0(x) +
1
1 − 2	1(x),
b′2(x) =
1
1 − 2	1(x) −
1
	
2(x), b
′
3(x) =
1
	
2(x).
Therefore, if f =∑3i=0aibi , then we obtain
f ′ = a0
	
0 +
a1
1 − 2	 0 +
a2
	
2.
6. Cubic Hermite subdivision scheme
In this section we restrict our attention to the interval I = [0, 1] and we consider a cubic GP-polynomial f (x),
deﬁned as
f (x) =
3∑
i=0
cii (x), (11)
where i (x) = 4(x − i + 3), and satisfying the Hermite interpolation conditions:
f (0) = y0, f (1) = y1, f ′(0) = y′0, f ′(1) = y′1. (12)
The coefﬁcients ci are obtained by imposing the above conditions
c0 = 14 − 2 [(+ 2)(2y1 − y0) + (
2 − 8)y′0 − 2y′1],
c1 = 14 − 2 [(+ 2)(2y0 − y1) + (2y
′
0 + y′1)],
c2 = 14 − 2 [(+ 2)(2y1 − y0) − (2y
′
1 + y′0)],
c3 = 14 − 2 [(+ 2)(2y0 − y1) − (
2 − 8)y′1 + 2y′0].
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Let us compute the values of f and f ′ at x = 12 . By using the values and the ﬁrst derivatives of the functions i , (5)–(6),
we obtain
f
(
1
2
)
= y0 + y1
2
− (4 − )
8(2 + ) (y
′
1 − y′0),
f ′
(
1
2
)
= + 2
2
(y1 − y0) − 4 (y
′
1 + y′0).
Therefore we have obtained the initial step of a Merrien subdivision algorithm [26], for the Hermite data (12). Now we
consider the general formulation. Suppose that a function f and its ﬁrst derivative p are given at 0 and 1 and take the values
{y0, y′0, y1, y′1}; f and p are built by induction on the set of dyadic pointsD=
⋃
nDn whereDn={x=jh, j=0, . . . , 2n}.
At step n, setting h= 2−n, then for two consecutive points a = jh and b = (j + 1)h of Dn, f and p are evaluated at the
midpoint m = (a + b)/2 of [a, b] by the formulas
f (m) = f (a) + f (b)
2
+ h(p(b) − p(a)),
p(m) = (1 − )f (b) − f (a)
h
+ p(b) + p(a)
2
, (13)
where
= − (4 − )
8(2 + ) and = −

2
. (14)
The construction produces an Hermite subdivision scheme HS(), which depends on the parameter  ∈]0, 2[: reiterating
the process, we deﬁne f and p on the set of dyadic numbers D =⋃nDn, which is dense in [0, 1].
Remark 1. The above construction shows that an Hermite interpolant in GPP3(I ) can be constructed using Merrien’s
algorithm with the particular choice (14) of the parameters (, ). We call ECS (extended cubic splines), the one
parameter family of curves obtained with such values of (, ), since it contains the Hermite interpolating cubic
polynomials on [0, 1], for = 1, (, ) = (− 18 ,− 12 ).
Remark 2. The class of subdivision schemes introduced above belongs to a more general C1 interpolating subdivision
scheme recently studied in [22]. Thus all general results hold for this particular case.
As in [22], the algorithm can be formulated in a general way. Starting with Hermite data f0, p0, f1, p1 at the
endpoints of a ﬁnite interval [0, 1], we set f 00 = f0, p00 = p0, f 01 = f1, p01 = p1, then for n = 0, 1, 2, . . . , 2−n and
k = 0, 1, . . . , 2n − 1
f n+12i := f ni , f n+12i+1 :=
f ni+1 + f ni
2
+ 
2n
(pni+1 − pni ), (15)
pn+12i := pni , pn+12i+1 := (1 − )
f ni+1 − f ni
2n
+ p
n
i+1 + pni
2
. (16)
Following the same steps of [22], formula (15) can be formulated so that only values of f are involved. Similarly (16)
can be formulated only in terms of values of p. We use the notation = −(/2)(2 + ) and = −(/2)(1 + ):⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
f n+18i
f n+18i+1
f n+18i+2
f n+18i+3
f n+18i+4
f n+18i+5
f n+18i+6
f n+18i+7
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 1
4
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
4 0 0 0 0
1 +  2(2 − ) + − 1 −2 
0 4 0 0 0
− 2(1 + ) 2 − −  2 −
0 0 4 0 0
− 2 2 − −  2(1 + ) −
0 0 0 4 0
 −2 + − 1 2(2 − ) 1 + 
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
f n4i
f n4i+1
f n4i+2
f n4i+3
f n4i+4
⎤⎥⎥⎥⎥⎥⎦
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and ⎡⎢⎢⎢⎢⎣
pn+14i
pn+14i+1
pn+14i+2
pn+14i+3
⎤⎥⎥⎥⎥⎦=
⎡⎢⎢⎢⎢⎢⎣
1 0 0
 1 + 
2
−
0 1 0
− 1 + 
2

⎤⎥⎥⎥⎥⎥⎦
⎡⎣ pn2ipn2i+1
pn2i+2
⎤⎦
.
Now that f and p have been deﬁned on D =⋃∞n=0Dn, we shall study their continuity on D and also on [0, 1], again the
result follows from the general case (see [22, Proposition 4]).
Deﬁnition 3. (f, p) is a C1 interpolant on [0, 1] if f is continuous and admits a ﬁrst derivative f ′ with f ′ = p.
Theorem 6. For  ∈]0, 2[, i.e.  ∈] − 1, 0[ and  ∈ [ 12 (
√
3 − 2), 0[, then (f, p) is a C1 interpolant on [0, 1].
The minimum value ¯ of =(2+)/4(1−) is attained at ¯=−1−√3, and it is equal to ¯= (¯)= 12 (
√
3− 2).
Consider now the matrices Uin ∈ R2, deﬁned as
Uin =
[
p((i + 1)2−n) − p(i2−n)
f ((i + 1)2−n) − f (i2−n)
2−n
− p((i + 1)2
−n) − p(i2−n)
2
]
for n ∈ R and i = 0, . . . , 2n − 1. There exist two matrices 1 and −1 of R2×2 such that
U2in+1 = 1Uin, U2i+1n+1 = −1Uin,
where
 =
⎡⎣ 12 (1 − )

8+ 1
4
1 + 
2
⎤⎦ , = ±1. (17)
In [26] it is shown that if the generalized spectral radius of the set = {1,−1} satisﬁes ()< 1, then the function
f ′ = p is Hölder with exponent −log2(). An equivalent condition is the existence of a matrix norm ‖ · ‖ such that
‖‖< 1, = ±1. In that case, we have () = max=±1(‖‖).
Since = /4((2 + )/(1 − )), with  ∈] − 1, 0[, the matrices (17) can be rewritten in the following form:
 =
⎡⎢⎣
1
2
(1 − )

(1 + )(1 + 2)
4(1 − )
1 + 
2
⎤⎥⎦ , = ±1. (18)
For  = 1, i.e.,  = − 12 and  = − 18 (cubic splines), we have () = 12 . For the general case, we ﬁrst compute
det() = − 12(1 + ), then the characteristic polynomial P() = det( − I ) is given by
P() = 2 − 12 (2 + )− 12(1 + ) (19)
the roots of which are respectively
1 = 1 + , 2 = − 12.
For  ∈ [− 12 , 0[, we have 12, hence ({1,−1})1+. Now we prove that ({1,−1})1+.Consider, for a
positive real number 	, the norm deﬁned in R2 by ‖(x, y)‖	=|x|+	|y| and the associated matrix norm in R2×2 deﬁned
by ‖M‖	 =max{|m11|+ 	|m21|, |m12|/	+|m22|}. By choosing 	= 2(1−)/+ 1, we get ‖−1‖	 =‖1‖	 = 1+,
thus ({1,−1})1 + .
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For  ∈] − 1,− 12 [, we have 2 > 1, then we get ‖−1‖	 = − and ‖1‖	 = 1 + , thus ({1,−1})= −. Both
results prove the following.
Proposition 1. For  ∈]0, 2[, i.e.,  ∈]− 1, 0[, then the function p=f ′ is Hölder with exponent ()=−log2(1+)
for  ∈ [− 12 , 0[ and () = −log2(−) for  ∈] − 1,− 12 ]. Therefore
|f ′(x) − f ′(y)|C|x − y|(), x, y ∈ [0, 1].
Now we can express a function f ∈ GPP3(I ), deﬁned from the Hermite interpolation (14), in terms of the GP
Bernstein basis, f (x) =∑3i=0aibi(x). Let P be the polygonal line connecting the four control points (
i , ai), as in
Deﬁnition 1. As a consequence of Theorem 9 in [22], we have the following convergence result.
Theorem 7. Let Pn the control polygon obtained from the control polygon P of a function f ∈ GPP3(I ) after n steps
of repeated CC-scheme, as described in Theorem 4. Then
lim
n→∞Pn = f .
7. Monotone interpolants
The aim of this section is to construct monotone Hermite C1 interpolants by subdivision. Using a classical model
problem stated in [2,30], with the data {y0, y′0, y1, y′1}={0, x, 1, y} where (x, y) ∈ R2+, we are looking for a parameter
 ensuring the C1-convergence of the algorithm (13) to functions f, p = f ′ such that p0 on [0, 1].
Deﬁnition 4. For (, ) = (−((4 − )/8(2 + ),−/2) we deﬁne the monotonicity region
M(, ) = {(x, y) ∈ R2+ : p0}.
For > 0, we deﬁne the triangular domain
T () = {(x, y) ∈ R2+ : x + y}.
For > 0, we deﬁne the square domain
Q() = [0, ]2.
Proposition 2. Let P be the control polygon (Deﬁnition 1) of a function f ∈ GPP3 interpolating the data {0, x, 1, y}.
Then P is increasing if and only if the pair (x, y) lies in T ((− 1)/) = T (1/	).
Proof. Setting f =∑3i=0aibi , and imposing the interpolation conditions, we get a0 = f (0) = 0 and a3 = f (1) = 1.
Since f ′(0)= x, f ′(1)= y, we also get a1 = 	x and a2 = 1 − 	y. Thus the control polygon P is increasing if and only
a1a2, i.e., 	x1 − 	y, which is equivalent to x + y1/	, i.e., (x, y) ∈ T (1/	), which completes the proof. 
Theorem 8. For  ∈]0, 2[,  = −/2 ∈] − 1, 0[, and  = −(4 − )/8(2 + ) ∈ [ 12 (
√
3 − 2), 0[, the square region
Q(1/	) = Q((− 1)/) is included in the monotonicity region M(, ).
Proof. With the Hermite data {0, x; 1, y}, the ordinates of the control polygon P are
a0 = 0, a1 = 	x, a2 = 1 − 	y, a3 = 1
with 	= /(+ 2) = −/(1 − ). After one step of the CC-algorithm, we obtain
c0 = 0, c1 = 12	x, c2 = 14 ((2 − ) + 2	x − (2 − )	y),
d1 = 14 ((2 + ) + (2 − )	x − 2	y), d2 = 1 − 12	y, d3 = 1,
c3 = d0 = 18 (4 + (4 − )	(x − y)).
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Byhypothesis,we have 0	x1 and 0	y1 since (−1)/=1/	. Let us nowcompute the normalizedHermite data
{0, X0; 1, Y0} (respectively, {0, X1; 1, Y1}) at the ends of the left (resp. right) subinterval I0 =[0, 12 ] (resp. I1 =[ 12 , 1]).
First we observe that c1, d2 and a4 ∈ [0, 1], therefore also c2, d1 and ﬁnally c3 = d0 ∈ [0, 1]. On I0, as f ( 12 )= c3 > 0,
we divide all the coefﬁcients by c3 in order to get the right normalization. Then, the vertices of the corresponding
normalized polygon P0 on [0, 1] are the following:{
(0, 0),
(
	,
c1
c3
)
,
(
1 − 	, c1
c3
)
, (1, 1)
}
.
Therefore the end point derivatives are, respectively,
X0 = c1
	c3
0, Y0 = c3 − c2
	c3
and we obtain
	(X0 + Y0) = c1 − c2 + c3
c3
.
As 4(c2−c1)=(2−)(1−	y)0, we have 	(X0+Y0)1. Second, as c1c2, we have Y00, therefore 	(X0+Y0)0.
We can conclude that the polygon P0 is nondecreasing.
On the right subinterval I1, we substract d0 > 0 from the ordinates in order to get the zero value at the left endpoint.
Then, we divide them by d3 − d0 > 0 in order to get the value 1 at the right endpoint. Indeed 8(d3 − d0) = 4 − (4 − )
	(x − y)> 0 since 	(x − y)< 4/(4 − ) for  ∈]0, 2[.
Thus, the vertices of the right normalized polygon P1 on [0, 1] are the following:{
(0, 0),
(
	,
d1 − d0
d3 − d0
)
,
(
1 − 	, d2 − d0
d3 − d0
)
, (1, 1)
}
.
Therefore the end point derivatives are, respectively,
X1 = d1 − d0
	(d3 − d0)0, Y1 =
d3 − d2
	(d3 − d0)
and we obtain
	(X1 + Y1) = d3 − d2 + d1 − d0
d3 − d0 .
First we have 8(d1 − d0) = (2 − 	(x + y))> 0 and d3 − d2 = 12	y0, therefore both 	X1 and 	Y1 are nonnegative.
Second, as we have
1 − 	(X1 + Y1) = d2 − d1
d3 − d0
and 4(d2 −d1)= (2− )(1−	x)0, we conclude that 0	(X1 +Y1)1, which proves that P1 is also nondecreasing.
By repeating the CC-process, we obtain a sequence of nondecreasing control polygons which uniformly converges
to the function f. Therefore f is also nondecreasing. 
Fig. 5 shows some examples of monotonicity regions for = − 38 ,− 12 ,− 14 ,− 18 .
The above theorem deﬁnes a square contained in M(, ), in order to give a better localization of the latter, we shall
deﬁne two regions M˜(, ) and M(, ) such that
M(, ) ⊆ M(, ) ⊆ M˜(, ),
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Fig. 5. Some examples of monotonicity regions M(,), for different values of  together with Q((− 1)/).
both containing the square Q((− 1)/). Suppose f is monotone increasing, then f ′( 12 )0, which, according to (13)
gives
x + y 2(− 1)

, (20)
thus M(, ) ⊆ T (2( − 1)/), where T (2( − 1)/) is a triangular domain. If we impose the nonnegativity of the
derivatives at 14 ,
3
4 ,
3
8 ,
5
8 , we obtain the inequalities
y + 2
4 + 3 x +
2(+ 2)(− 1)
(4 + 3) ,
y 4 + 3
+ 1 x −
− 1

,
y (4 + 3)
(+ 2)(+ 4) x +
2(2 − )(− 1)
(4 + ) ,
y (+ 2)(+ 4)
(4 + 3) x +
2(− 1)(+ 2)
2(4 + 3) .
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The region M˜(, ) of points satisfying the above inequalities and (20) is delimited by the polygonal line connecting
the points A˜1, A˜2, A˜3, A˜4, A˜5, A˜6 and A˜0 = (0, 0):
A˜1 := 2(− 1)

(
0,
2 + 
4 + 3
)
,
A˜2 := 2(− 1)(+ 2)
(23 + 42 − − 4) (+ 1, 
2 + − 1),
A˜3 := 2(− 1)
(22 + 5+ 4) ((+ 1)(+ 2), 
2 + 2+ 2),
A˜4 := 2(− 1)
(22 + 5+ 4) (
2 + 2+ 2, (+ 1)(+ 2)),
A˜5 := 2(− 1)(+ 2)
(23 + 42 − − 4)
(
2 + − 1, + 1
)
,
A˜6 := 2(− 1)
(
2 + 
4 + 3 , 0
)
.
Now, we deﬁne the region M(, ) included in M(, ) that contains the square Q((− 1)/). Using Theorem 4, we
ﬁrst observe that the control polygon obtained after one step of the CC-algorithm is nondecreasing if and only if the
following conditions are satisﬁed on the ﬁrst control polygon:
a0 min(a1, a2) and max(a1, a2)a3.
From the values a0 = 0, a1 = 	x, a2 = 1 − 	y, a3 = 1, we deduce that for 	x1 − 	y, the above conditions are
automatically satisﬁed. For 	x1 − 	y, we must have both x and y1/	, i.e., exactly the condition of Theorem 8:
(x, y) ∈ Q(1/	). Now, we will ﬁnd conditions on the data (x, y) in order that the control polygon obtained after 2 steps
of the CC-algorithm be nondecreasing. Using the notations of Section 4.2, the following conditions must be satisﬁed
in each of the two subpolygons obtained after the ﬁrst step of the CC-algorithm
c0 min(c1, c2) and max(c1, c2)c3, d0 min(d1, d2) and max(d1, d2)d3.
Writing these conditions, we obtain the four inequalities
y x
1 +  +
− 1

, y(1 + )x − 
2 − 1

,
y 
+ 2x +
2(− 1)
(+ 2) , y
+ 2

x + 2(1 − )
2
.
We denote, respectively, D1,D4,D2,D3 the straight lines associated with the corresponding equalities, delimiting
the polygonal region M(, ). We have certainly M ⊂ M because the control polygon being nondecreasing at the
second step, the convergence of the CC-algorithm implies the monotonicity of the limit curve. The vertices of the
hexagon M are the points Ai, 0 i5, with
A0 = (0, 0), A2 =
(
1 − 2
2 − 2 ,
(− 1)2(+ 2)
(2 − 2)
)
,
A1 =
(
0,
− 1

)
, A3 =
(
− 1

,
− 1

)
the two points A4 and A5 being symmetric points of A2 and A1, respectively, with respect to the line y = x. Fig. 6
shows the regions M(, ) and M˜(, ).
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Fig. 6. Examples of the regions Q((− 1)/), M(,) and M˜(,), for = − 14 .
Remark 3. From Proposition 2, we deduce that the monotonicity region T ((−1)/) of the control polygon does not
coincide with Q(( − 1)/). Thus the monotonicity of the control polygon implies the monotonicity of the function,
but in general the converse is not true.
Remark 4. We notice that, for  → 0,  → 0− and lim→0−( − 1)/ = +∞, so the square region Q(( − 1)/)
dilates up to the ﬁrst quadrant as  tends to zero. From Theorem 8, we can conclude that, for limit values of  or ,
there exists a monotone interpolant for each data pair (x, y).
7.1. Algorithms for monotone interpolants
We assume that the interpolant is monotone increasing with boundary data
{y0, y′0; y1, y′1} = {0, x; 1, y},
where (x, y) ∈ R2+. The construction is similar for the decreasing case.
The ﬁrst algorithm is based on the inclusion Q((− 1)/) ⊂ M(, ).
First we choose a parameter 1, which can be used as shape parameter in order to force the point (x, y) to lie
inside the monotonicity region, and we set = max{x, y}.
Case 1: 03. Since max{x, y} = (/) we have (x, y) ∈ Q(/), where Q(/) ⊂ Q(3), and so by choosing
= − 12 , we can interpolate by classical cubic splines.
Case 2: > 3. We can choose  = 1/(1 − ), thus we have  = ( − 1)/ and − 12 < < 0. As a consequence of
Theorem 8:
(x, y) ∈ Q
(

)
⊂ Q() ⊂ M(, ),
therefore the corresponding interpolant is increasing.
Fig. 7 shows some monotone interpolants together with the relative ﬁrst derivatives. These pictures have to be
compared with those obtained in [26] and reported in Fig. 8.
The algorithm for monotone interpolants can be improved by using the inclusion M(, ) ⊂ M(, ).
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Fig. 7. Examples of monotone interpolants with HS().
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Fig. 8. Examples of monotone interpolants obtained in [26].
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7.2. Comparison with Merrien’s monotone interpolants
Let EQS (extended quadratic splines) be the family of interpolants deﬁned in [26], with = /4(1− ) and let ECS
(extended cubic splines) the family of interpolants studied in this paper, with  = ( + 2)/4(1 − ). We want here
to compare the smoothness of derivatives of the EQS and the ECS both for monotone and convex interpolants. When
f ∈ EQS, then its derivative f ′ is Hölder with exponent 1()= −log2(1 + /2). When f ∈ ECS, then its derivative
f ′ is Hölder with exponent 2() = −log2(1 + ) (Proposition 1, Section 6).
For the case of monotone interpolants, we consider a given pair (x, y) of positive derivatives at the end points, we
take  = 1 for the sake of simplicity. Then f ∈ EQS is nondecreasing if 1 = −2/(x + y − 2) and f ∈ ECS is
nondecreasing if 2 = −1/(max(x, y) − 1).
It turns out that f ∈ ECS is smoother than f ∈ EQS when x and y have close values. The converse is true when x
and y have quite distinct values.
Let us consider the following examples.
Example 1. For (x, y) = (4, 4), then we consider 1 = − 13 for f1 and 2 = − 13 for f2. In that case, f2 is smoother
than f1.
Example 2. For (x, y) = (5, 0), then we consider 1 = − 23 for f1 and 2 = − 14 for f2. In that case, f1 is smoother
than f2.
However, when x 12 (or y 12 ), the result can be slightly improved by considering the larger polygonal region
included in the monotonicity region deﬁned in Section 6.
Example 3. For (x, y) = (5, 0.5), then we consider 1 = − 47 for f1 ∈ EQS and 2 = − 14 for f2 ∈ ECS, hence f1 is
smoother than f2. However, if we choose  = ′2 = −0.3, then the point (x, y) lies in the monotonicity region, for it
satisﬁes the two inequalities
y(1 + )x − 
2 − 1

and y 2 + 

x + 2(1 − )
2
.
Therefore we have got an interpolant f2 ∈ ECS which is smoother than f1 ∈ EQS.
8. Convex interpolants
In this section, we build convex Hermite C1 interpolants, by using the model problem associated with the boundary
data {y0, y′0, y1, y′1} = {0,−x, 0, y}, where (x, y) ∈ R∗2+ (x > 0 and y > 0). We are looking for a parameter  ensuring
the C1-convergence of the algorithm (13) to the functions f, p = f ′ such that p is increasing on [0, 1].
Deﬁnition 5. For (, ) = (−(4 − )/8(2 + ),−/2) we deﬁne the convexity cone
C(, ) = {(x, y) ∈ R∗2+ : p increasing}.
For > 0, we deﬁne the cone domain
C∗() = {(x, y) ∈ R∗2+ : 1/y/x}.
Proposition 3. LetPbe the control polygon (as inDeﬁnition1)of aGPP3 function f interpolating the data {0,−x; 0, y}.
Then P is convex if and only if (x, y) ∈ C∗(1/||).
Proof. Setting f =∑3i=0aibi , then the interpolation conditions give a0 = a3 = 0, a1 = −	x and a2 = −	y. Thus the
control polygon P is convex if and only if
a1 − a0
	
 a2 − a1
1 − 2	 
a3 − a2
	
⇔ −x 	
1 − 2	 (x − y)y
⇔ ||xy 1||x ⇔ (x, y) ∈ C
∗
(
1
||
)
. 
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From the convergence result expressed in Theorem 7 and as consequence of the proposition above, we have the
following.
Theorem 9. For  ∈]0, 43 [,  ∈] − 23 , 0[, then f is convex if and only if its control polygon is convex, i.e.,
C(, ) = C∗(1/||).
Proof. First, assume that the control polygon P is convex, i.e., (x, y) ∈ C∗(1/||) or 2x − y0 and 2y − x0.
Using the results of Section 5, we deduce that f ′=−x0−(	/(1−2	))(y−x)1+y2. This function is nondecreasing
because the inequalities
−x − 	
1 − 2	 (y − x)y
are equivalent to
	y(1 − 	x) and 	x(1 − 	y),
which are themselves equivalent to the convexity of P. Therefore, as f ′ is nondecreasing, f is convex.
Now, we assume that f is convex and we shall prove that its initial control polygon P is also convex. We assume that
f =∑3i=0aibi is convex and we have to prove that its initial control polygon P is also convex. As f ′ = (a0/	)0 +
(a1/(1 − 2	))1 + (a2/	)2, it sufﬁces to prove that when g =
∑2
i=0cii ∈ GPP2 is nondecreasing, then the
sequence (c0, c1, c2) of its B-coefﬁcients is also nondecreasing (i.e., the converse of the variation diminishing property
seen in Section 5). For example, one can prove that if this sequence is nonincreasing, then g is nonincreasing.
Without loss of generality, we can choosew0=[c0, c1, c2]T=[0,−, 1]T where> 0 is an arbitrary small parameter
(the case w0 = [0, c1, 1]T with c1 > 1 can be reduced to the case w0 = [0,−, 1]T with > 0). The problem is to ﬁnd
some value of g which is negative by applying the CC-algorithm in GPP2. It is easy to prove that the ﬁrst step of this
algorithm gives the following sequence of B-coefﬁcients (d0, d1, d2) on the left subinterval [0, 12 ]:
d0 = c0, d1 = 2c0 +
(
1 − 
2
)
c1, g
(
1
2
)
= d2 = 4c0 +
(
1 − 
2
)
c1 + 4c2.
Deﬁning the matrix
A =
⎡⎢⎣ 1 0 02 1 − 2 0

4
1 − 
2

4
⎤⎥⎦ ,
we see that w1 = [d0, d1, d2]T =Aw0. Continuing this process, we obtain the sequence of vectors wn of B-coefﬁcients
of g in the ﬁrst subinterval [0, 12n ] of the nth step of the CC-algorithm. The eigenvalues and eigenvectors of A are,
respectively,
1 = 1, v1 = [1, 1, 1]T; 2 = 1 − 2 , v2 =
[
0, 1 − 3
4
, 1 − 
2
]T
; 3 = 4 , v3 = [0, 0, 1]
T
.
Let P be the matrix having v1, v2, v3 as column vectors, then A = PDP−1 where
D =
⎡⎢⎢⎣
1 0 0
0 1 − 1
2
 0
0 0
1
4

⎤⎥⎥⎦
then wn = Anw0 = PDnP−1w0. The vector v0 = P−1w0 = [x0, y0, z0]T is solution of the system Pv0 = w0, and we
obtain
x0 = 0, y0 = − 44 − 3 , z0 = 1 + 2
2 − 
4 − 3
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Fig. 9. Some examples of convexity regions for different values of .
from which we deduce wn = (
n, n, n)T with n = g(2−n) given by
n = −2 2 − 4 − 3
[(
1 − 1
2

)n
−
(
1
4

)n]
+
(
1
4

)n
.
As we want n < 0, we must have(
4

)n
n = −2 2 − 4 − 3
[(
2

)n
(2 − )n − 1
]
+ 1< 0.
As (2/)n(2− )n → +∞ when n → +∞, it is clear that there exists an index n large enough such that this inequality
is true. For such an n, we get g( 12 )< 0. 
Fig. 9 shows some examples of convexity regions for = − 12 , − 38 , − 14 , − 18 .
8.1. Algorithm for convex interpolants
We assume that the interpolant is convex with boundary data {y0, y′0, y1, y′1} = {0,−x, 0, y} and (x, y) ∈ R2+. The
construction is similar for the concave case.
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Fig. 10. Examples of convex interpolants with HS().
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Fig. 11. Examples of convex interpolants obtained in [26].
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First suppose y/x1, we choose a parameter 1, which can be used as shape parameter in order to force the point
(x, y) to lie inside the convexity region and we set = y/x, thus:
Case 1: 12. Since y/x = / then (x, y) ∈ C∗(/) ⊂ C(2), and so by choosing = − 12 , we can interpolate
by cubic splines.
Case 2: > 2. We can choose
= −1

,
we have = 1/|| and − 120, and as consequence of Theorem 9, we have
(x, y) ∈ C∗
(

)
⊂ C∗() ⊂ C(, ),
therefore the corresponding interpolant is convex.
Now suppose y/x1, we choose a parameter 1 and we set = x/y, thus
Case 1′: 12. Since y/x = / then (x, y) ∈ C∗(/) ⊂ C(2), by choosing  = − 12 , we can interpolate by
cubic splines.
Case 2′: > 2. We can choose
= −1

,
as in Case 2.
Fig. 10 shows some convex interpolants together with the relative ﬁrst derivatives. Again, these pictures have to be
compared with those obtained in [26] and reported in Fig. 11.
8.2. Comparison with Merrien’s convex interpolants
For the case of convex interpolants, we assume that y <x and we set = x/y, with = 1. For f ∈ EQS and > 3,
then the convexity region is C1 = C∗() = C∗((− 2)/). Therefore we obtain = −2(− 1), i.e., 1 = −1/(− 1).
For f ∈ ECS and > 2, then the convexity region is C2 = C∗() = C∗(1/||). Therefore we obtain 2 = −1/> 1.
This shows that f ∈ EQS is always smoother than f ∈ ECS.
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