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A b s tr a c t
Time series often exhib it periodical patterns tha t can be analysed by conventional 
statistical techniques. These techniques rely upon an appropriate choice o f model pa­
rameters tha t are often d ifficu lt to  determine. W h ils t neural networks also require an 
appropriate parameter configuration, they offer a way in  which non-linear patterns may 
be modelled. However, evidence from a lim ited  number of experiments has been used 
to ar'gue tha t periodical patterns cannot be modelled using such networks. Researchers 
have argued tha t combining models for forecasting gives better estimates than single 
tim e series models particu la rly  for seasonal and cyclic series. For example, a hybrid 
architecture comprising an autoregressive integrated moving average model (A R IM A ) 
and a neural network is a well-known technique that has recently been shown to give 
better forecasts by taking advantage o f each model’s capabilities. However, this as­
sumption carries the danger o f underestimating the relationship between the model’s 
linear and non-linear components, particu la rly  by assuming tha t ind iv idua l forecasting 
techniques are appropriate, say, for modelling the residuals. In  this thesis, we show tha t 
such combinations do not necessarily outperform  ind iv idua l forecasts. On the contrary, 
we show tha t the combined forecast can underperform significantly compared to its con­
stituents’ . We also present a method to overcome the perceived lim ita tions of neural 
networks by determ ining the configuration parameters of a time delayed neural network 
from  the seasonal data i t  is being used to model. The m otivation o f our method is tha t 
Occam’s razor should guide us in  selecting a simpler solution compared to a complex 
solution. Our method uses a fast Fourier transform  to calculate the number o f input 
tapped delays, w ith  results demonstrating improved performance as compared to  that 
o f other linear and hybrid seasonal modelling techniques on twelve benchmark time 
series.
K eywords: neural networks, time s e r ie s ,  cy c le s , ARIMA-NN hybrids, Fourier, 
TDNN
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Chapter 1
Introduction
Humans have always desired to predict the fu ture  and understand the phenomena un­
derlying these predictions. I f  we can identify  behaviour tha t w ill result in  predictable 
outcomes, we can overcome phenomena we fear, or p ro fit from  them. W hatever the 
reasons are, we have come a long way from  Nostradamus’ predictions. Statistica l mod­
els, neural networks, fuzzy logic, hidden Markov models and Kalm an filters are jus t 
some of the techniques used for prediction. The m otivation for all o f these models is 
the same: to build  the best possible model to represent the essential characteristics of 
the observed process.
T im e series comprise a sequence o f observations th a t are measured by tim e (Chatfield 
2004). Most analysis, such as the use o f statistical techniques, assumes tha t the tim e 
series consists o f systematic patterns and irregular components. The general consensus 
is tha t i f  we can identify  and describe those systematic patterns, then we are able to 
extrapolate them to predict the future events. For example, the well-known system­
atic pattern, t r e n d , is a constant movement throughout a period o f time, tha t can be 
extrapolated (perhaps using a linear function).
I n t e l l i g e n t  s y s t e m s  have become increasingly a ttractive in prediction tasks for several 
reasons. The principal reason for using some of these techniques is th a t they are 
able to  adapt using a process o f l e a r n i n g .  Learning is defined as a process which 
leads to  the m odification of behaviour or the acquisition of new abilities or responses
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(Oxford English D ictionary 1989). Through learning, i t  is hoped th a t these systems 
are fau lt tolerant and able to  generalise. Tha t is to  say, they are not significantly 
impaired by noise in the data and therefore are able to  produce satisfactory results 
based on their past experiences (even w ith  novel inputs). Here, we are particu la rly  
interested in  neural networks, where learning takes place on the interconnected networks 
of simple units. Learning in  neural network models includes tun ing of parameters such 
as weights, learning and momentum rates and is generally based on gradient descent 
or its approximations.
Neural networks can perform temporal processing principa lly in  two ways (Werbos 
1990, Mozer 1990, Dorffner 1996, Haykin 1999): tim e inform ation is incorporated in  
the network using either delays on the outputs of the units or w ith  recurrent connec­
tions tha t feed state inform ation back into processing units through delayed, looped 
connections (Kolen &  Kremer 2001a). A lthough results for such systems are encour­
aging, neural networks have not received much attention from statisticians (Faraway 
S z  Chatfield 1998). The m ajor reason for th is is tha t the they are usually regarded 
as b l a c k - b o x  models, because i t  is d ifficu lt to  interpret how they operate (Browne, 
et al. 2004). On the other hand, when they are used, the decomposition procedure into 
trends-cycles-seasonality or linearity-nonlinearity has been carried out ju s t as for other 
statistical techniques, because i t  was thought tha t they are also not able to handle 
all temporal patterns simultaneously. The emergence of neural-statistical hybrids such 
as the autoregressive integrated moving average neural network hybrid  (A R IM A -N N ) 
specifically addressed these issues. Here, statistical techniques and neural networks act 
as a pre-processor and post-processor respectively. These hybrids aim to f i l l  the gap 
between statisticians and computer scientists (Gray 1997).
Frequency domain analysis gives insight in to  the inherent frequency components of a 
time series, which are not easily detectable in  the tim e domain. B y using a power spec­
trum , one can show the amount o f energy tha t exists at a given frequency. The amount 
of energy is usually proportional to the dominance of the corresponding frequency in for­
mation. The higher the amount of energy, the more dominant the frequency component 
is. The seasonality, cyclic and random components in  the tim e domain can be easily 
picked up in the frequency domain w ithou t requiring a tim e domain decomposition.
5Furthermore, white noise appears as frequency spikes in  the power spectrum. In  order 
to  distinguish the significant frequencies, statistics such as confidence levels and Fisher’s 
g-statistics are required (Priestley 1982, Chatfie ld 2004). I f  cycles are regular, they can 
be represented as sinusoids. However i f  the amplitude and the distances between succes­
sive peaks vary, they cannot easily be represented as sinosoids. In  such circumstances, 
nonlinear models such as neural networks may be o f benefit (Chatfield 2004).
The problem is tha t there is no systematic approach to model a seasonal or a cyclic se­
ries using neural networks. The inpu t lags for such series can be determined either using 
the correlation function in  linear domain such as autocorrelation plots or in  nonlinear 
domain such as m utual in form ation analysis (Abarbanel, et al. 1993). However, partia l 
or no cyclic inform ation are incorporated in  the inpu t lags w ithou t provid ing any sta­
tis tica l or empirical evidence (Nelson, et al. 1994, Tseng, et al. 2002, Zhang &  Q i 2005). 
As a consequence, such neural network architecture selection procedures result in  in ­
accurate conclusions, such as tha t they are not able to  model seasonal or cyclic series 
successfully, and therefore, we are required to use complex models like A R IM A -N N  
hybrids. However, the problem w ith  such hybrids is tha t certain assumptions are made 
about the nature o f the tim e series. For example, time series should exh ib it both  lin ­
earity and nonlinearity simultaneously, and the relationship between these components 
should be additive. The inexistence of one o f the components (linearity or nonlinearity) 
or existence o f a different relationship between the components (rather than additive) 
may affect the performance o f the A R IM A -N N  hybrids adversely, because of the inac­
curate assumptions made. As a result, the hybrid  may underperform compared to its 
constituents’ performance. On the other hand, we argue tha t neural networks are able 
to  model these components successfully, i f  they are configured appropriately. Spectral 
analysis techniques can be of benefit in  such circumstances, because they are able to 
reveal the inherent frequency components tha t are not apparent in  the tim e domain, 
which may aid in  constructing the inpu t layer lags of the neural networks. In  addition, 
neural networks do not need as many assumptions to be made regarding the nature 
o f the series, unlike A R IM A -N N  models. Hence, they are less like ly to have problems 
compared to the hybrids.
In  this thesis, we particu la rly  investigate how we can use the spectral inform ation o f a
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time series in  order to configure a neural network. More specifically, we explain how to 
choose the significant cycles using spectral analysis, and use i t  to  construct the inpu t 
layer lags o f neural networks for a given seasonal and/or cyclic time series. In  addition, 
we demonstrate tha t a neural network is able to model a mixed spectra simultaneously.
1 .0 .1  C o n tr ib u tio n s  o f  th e  T h e s is
The main m otivation of the thesis is to  investigate the relationship between the spectral 
components of a time series and neural network configuration. More specifically, our 
motivations can be summarised as follows:
•  Investigating whether neural networks are able to model seasonality and what 
type of architectures are the most adequate for modelling.
•  Investigating whether spectral inform ation can be used to  configure a neural net­
work.
•  Exploring the effect o f the detrending techniques on the performance of a neural 
network.
•  Investigating the performance o f A R IM A -N N  hybrids and comparing a hybrid ’s 
performance w ith  its constituents.
We also make two assumptions in  th is thesis. F irst, tha t the time series we are deal­
ing w ith  are univariate. Second, tha t they are relative ly short series. Prediction of 
univariate short series has become a grand challenge in  recent years. A  well-known 
exemplar is tha t o f M -competitions (Makridakis, et al. 1982). The last one comprised 
3003 short time series including monthly, yearly, and quarterly intervals th a t belong 
to many sectors including industria l, macroeconomic, finance and microeconomic. The 
results showed tha t simple methods appear to perform at least as well as more complex 
models. However, for modelling those particu lar data sets using neural networks, no 
in-depth studies have been undertaken so far.
71.0.2 Structure of the Thesis
In  chapter 2 , we provide an in troduction  to the linear techniques used to model time 
series. We then introduce neural network architectures tha t are used for temporal 
processing. We review techniques for combining models, and in  particu la r ensembles, 
m ixture  o f experts and hybrid  models, and then examine the key problem areas briefly. 
We identify tha t the comparisons between neural networks and hybrid  models provided 
by previous studies were made under different conditions, and therefore the results were 
cannot be compared w ith  neural networks.
In  chapter 3, we review the literature  related to model selection techniques. F irst, we 
attem pt to  explain the techniques used for linear models, including in form ation criteria. 
Then, we explore model selection methods for neural networks. We explain where our 
model selection technique fall, and why we require a different approach.
In  chapter 4, we present an a lgorithm  to configure a neural network using spectral 
analysis. We discuss the importance o f using spectral inform ation in  model design and 
describe techniques used to extract the spectral peaks autom atically from  a Fourier 
analysis. F inally, we explain how to use such inform ation in  the design of a neural 
network.
In  chapter 5, we evaluate our proposed method using simulated and benchmark series. 
We s ta rt w ith  investigating whether neural networks are able to model seasonality. 
Then, we make a comparative assessment of detrending techniques. F ina lly, we compare 
our results w ith  other studies. We demonstrate the restrictions of neural networks based 
on modelling seasonal and cyclic series. As a conclusion, we show th a t using spectral 
in form ation can be o f benefit to  configure a neural network. In  addition, we find tha t 
the selection of the detrending method is more im portant than i t  seems. Finally, we 
show tha t the performance of A R IM A -N N  hybrids may underperform compared to its 
constituents and tha t a neural network can outperform  these hybrids.
F inally, in chapter 6, we concluded th is thesis by summarising our results and contri­
bution.
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1 .0 .3  P u b lic a t io n s  R e su lt in g  from  th e  T h e s is
During the course of this PhD thesis, the following publications were produced:
•  T.Taskaya-Temizel, M.C.Casey, and K. Ahmad, Pre-processing inputs for optim ally- 
configured time-delay neural networks, I E E  E l e c t r o n i c  L e t t e r s , vol.41, no.4, pp. 198- 
200, February 2005.
• T.Taskaya-Temizel, and K.Ahmad, Are A R IM A  Neural Network Hybrids Better 
than Single Models?, In  P r o c e e d i n g s  o f  I n t e r n a t i o n a l  J o i n t  C o n f e r e n c e  o n  N e u r a l  
N e t w o r k s  ( I J C N N  2 0 0 5 ) ,  Montreal, Canada, pp. 3192-3197, Ju ly  2005.
•  T.Taskaya-Temizel, and M.C.Casey, A  Comparative Study of Autoregressive Neu­
ral Network Hybrids, N e u r a l  N e t w o r k s , vol.18, no.5-6, pp.781-789, 2005.
•  T.Taskaya-Temizel, and M.C.Casey, Configuration of Neural Networks for the 
Analysis of Seasonal T im e Series, In  Singh, S., Singh, M ., Apte, C. &  Perner, 
P. (Eds), L e c t u r e  N o t e s  i n  C o m p u t e r  S c i e n c e  3 6 8 6  ( P r o c e e d i n g s  o f  I n t e r n a t i o n a l  
C o n f e r e n c e  o n  A d v a n c e s  i n  P a t t e r n  R e c o g n i t i o n  I C A P R  2 0 0 5 ) ,  vo l.l, pp. 297-304, 
Heidelberg: Springer-Verlag, August 2005.
Chapter 2
Tim e Series M odels
Tim e series patterns are often regarded as valuable indicators for a successful predic­
tion. For example, well known patterns are Japanese candlestick charts, and those 
formed from regression analysis. M any techniques have been developed for extraction 
and modelling of temporal patterns (Aussem, et al. 1998). For tim e series analysis, 
regression patterns are generally classified according to  the ir length of variation and 
duration, including trends, seasonalities, cycles and irregular patterns. However, in  
statistics, modelling a time series exhib iting various patterns is not straightforward 
and involves many steps in  order to  obta in an adequate model. The firs t step is to 
inspect a given tim e series visually by using various plots such as line, autocorrelation 
and partia l autocorrelation plots. The other steps usually involve applying different 
models for each identified tim e series components (Chatfield 2004).
Neural networks are generally regarded as universal approximators (Rumelhart, et al. 
1986). Hence, they have been applied in various regression problems (Faraway &  
Chatfield 1998). Lately, i t  has been reported th a t they are inadequate for modelling sea­
sonal and cyclic time series, therefore, i t  has been suggested tha t such patterns should 
be removed p rior to neural network m odelling (Zhang &  Qi 2005, Tseng et al. 2002, Nel­
son, et al. 1999). Hence, they combined different models to  obta in be tte r results than 
neural networks.
In  th is chapter, first, we w ill summarise the well-known statistical techniques to  model 
a tim e series, pa rticu la rly  those exhib iting  trends, seasonal and cyclic components.
9
10 Chapter 2. Time Series Models
Then, we w ill cover neural networks, model combination techniques, the ir lim ita tions 
and advantages. Finally, we w ill discuss the problems we encountered in  the state-of- 
the-art literature.
2.1 Time Series Patterns
Many conventional statistical techniques favour decomposing a tim e series into trends, 
seasonalities, cycles and irregular fluctuations. Such decomposition facilitates forecast­
ing by providing insights regarding the nature of the tim e series. The decomposition 
process comes from the idea tha t economic theories tha t are relevant in  the long run 
are different to  the theory one wishes to apply in  the short run  (Harvey 1997). This 
decomposition is not always recommended as the best option, bu t is found valuable 
when the series is dominated by trends and seasonal components (Chatfield 2004).
Some of the these patterns arise due to the va riab ility  in  the mean and /or variance 
of the time series, usually a ttribu ted  to the n o n s t a t i o n a r i t y .  In  general terms, a tim e 
series is said to  be stationary i f  the process generating the data is in  equilibrium  around 
a constant value (the underlying mean) and tha t the variance around the mean remains 
constant over time (Makridakis, et al. 1998). I t  has been suggested th a t the nonstation- 
ary component trend should be removed before undertaking any modelling procedure i f  
the local fluctuations are o f interest rather than the trend movement (Chatfield 2004).
In  the next section, we w ill investigate the patterns under two categories: patterns 
tha t cause nonstationarity in  the mean and patterns tha t cause nonstationarity in  the 
variance.
2 .1 .1  N o n s ta tio n a r ity  in  th e  M ea n
The m ajor cause of nonstationarity in  the mean is generally a ttribu ted  to tha t o f 
tre n d s . Trends are frequent patterns in  business, economics and financial tim e series, 
which tend to  evolve slowly over tim e (Quantlet 2005). Trends are loosely defined in  
Chatfield (2004) as long-term change in the mean level. Long-term  cyclic variations
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may also appear as trends due to  the lack of data points. There are two m ajor types 
of trends depending upon whether they behave detenninistically or stochastically.
I f  the trend behaves in  a determ inistic way ( t r e n d - s t a t i o n a r y  p r o c e s s ) ,  trend fittin g  can 
be applied. In  such cases, polynom ial curve fitt in g  is often o f preferable. The simplest 
form  of trend fittin g  is:
X t  =  a  -f- 0 t  +  6 t  (2 .1)
where a, ( 3  are constants and ei,e2) •••) €n are independent Gaussian random variables 
w ith  / a  ~  0 and variance cr2. Another way to remove trends is to apply a linear 
filte r. When a tim e series is convolved w ith  a filte r, patterns of interest become more 
evident. For example, several variants o f moving average filters have been proposed 
in  the literature, such as well known X -12 method tha t uses the Henderson moving 
average, which follows a cubic polynom ial trend w ithou t d istortion  (Chatfie ld 2004). 
However, no method has been reported superior to the others.
Some econometricians have also advocated the idea of introducing breaks to obtain a 
p i e c e w i s e  l i n e a r  t r e n d  (Harvey 1997). Linear trend lines are f i t  loca lly between the 
change points, where the slope and intercept change rapidly. However, in  such models, 
transitions between the submodels are considered abrupt. A  s t o c h a s t i c  t r e n d  can be 
used to obtain a smooth transition, which allows the parameters to evolve in  a natural 
way.
I f  the trend behaves in  a stochastic way ( d i f f e r e n c e - s t a t i o n a r y  p r o c e s s ) ,  differencing is 
applied u n til the series becomes stationary in  the mean. In  th is case, the level and slope 
parameters are assumed to change over time. The forecasts from  such models give more 
emphasis .on the most recent observations; the faster the level and slope change, the 
more past observations are disregarded (Harvey 1997).
VAT -  X t  -  A T - i (2 .2)
I f  i t  is required, second-order differencing is applied:
V 2 X t  =  V X t  -  V X i-1 (2.3)
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W hils t Box &  Jenkins (1970) and Harvey (1997) are in  favour of differencing, Nelson 
S z  Plosser (1982) point out the importance o f trend fitting . There are also tests such 
as Dickey-Fuller (Dickey &  Fuller 1981) or Phillips-Perron (Phillips &  Perron 1988) 
to identify the type o f the process, whether i t  is difference or trend stationary. The 
principal problem o f these statistical tests are tha t they may not distinguish between 
two processes (Zhang &  Qi 2005, Chatfield 2004). I t  is recommended th a t better out- 
of-sample forecasts are obtained w ith  economic data by using firs t differences rather 
than fittin g  a determ inistic trend (Chatfield 2004), as most of the series are believed to 
exhib it stochastic trends. A  recent study shows tha t differencing improves the forecast 
accuracy for small and moderate data sizes, w hilst trend fitt in g  becomes more accurate 
than differencing for larger sample sizes (Diebold &  K ilia n  2000).
In  some cases, trends may exh ib it a nonlinear behaviour such as quadratic growth. In  
the case o f exponential growth, one may either transform  the series in to  linear form  or 
apply an exponential trend function:
X t  =  a e ^ e t  (2.4)
where a  and ( 3  are the coefficients. Choosing the righ t detrending technique is not very 
straightforward and requires expertise. I t  is im portant to  select a detrending technique 
tha t produces superior forecasts. Despite the existing tests, lit t le  is known regarding 
their efficiency (Diebold &  K ilian  2000). Furthermore, nonstationary in  the mean does 
not only occur because of trend. Another cause are additive s e a s o n a l  patterns, which 
are discussed in  Section 2.1.3.
2 .1 .2  N o n sta tio n a r y  in  th e  V arian ce
Although in  time series analysis i t  is desirable to have a constant variance, there exist 
some cases tha t are likely to lead to nonstationary in  the variance. For example, 
chirp signals, which exhib it different frequencies at different tim e intervals, or time 
series having m ultip lica tive  or exponential seasonal effects can have nonstationary in  
the variance. A  transform ation function is generally employed to obtain a constant 
variance in the series. A  widely-used transform ation is tha t of the Box-Cox power
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transformation:
(2.5)
where X f  is the transformed series and the parameter p  is the transform ation coeffi­
cient. The m aximum likelihood estimate o f p  corresponds to  the value for which the
sum o f squares o f p  from  the fitted  model is a m inimum. The log-lilcelihood function 
is calculated for all coefficients between [—2, 2] where the step size is a small constant, 
such as, 0.1 (A tkinson 1985):
The parameter p  tha t maximises the logarithm  o f the likelihood function and is in  the 
95% confidence interval is selected. However, the forecasts produced by the transformed 
model may introduce biasing effects (Chatfie ld 2004), because transformations have an 
impact on the population d istributions. In  particu lar, for tim e series exhib iting moder­
ate skew d istributions, a square root transform ation results in  a Gaussian d istribu tion. 
For very strong skewness, a log transform ation can be used.
2 .1 .3  S ea so n a lity
M any tim e series exh ib it variations th a t are influenced by seasonal factors (quarter 
o f the year, month or day of the week) (Malcridakis et al. 1998). Sales of products 
such as ice creams and air conditioners a ll exhib it such variations. One o f the m ajor 
concerns regarding the seasonal component in  statistics is tha t i t  can dominate the 
series and hence, i t  is like ly to  overshadow some features tha t may be of interest. I t  is 
generally suggested th a t seasonality should be removed from economic series i f  seasonal 
variations are not d irectly  o f interest (Malcridakis et al. 1998). For example, in  m onthly 
unemployment series, i f  one would like to know whether an increase w ith in  two months 
indicates a downturn in the economy, then the seasonal components can be removed to 
adjust for the occurrence of seasonal factors such as school-leavers. One way in  which 
seasonal effects can be elim inated is through a linear filte r:
e ( X , p ) =  - f
M (P )=  f  Z i L i  X f
(2.6)
X t  —  X t - s  +  H (2.7)
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where s  is the seasonal lag and ei,e2> •••! en are independent Gaussian random variables 
w ith  p  —  0 and variance cr2. Here, the filte r is designed to elim inate yearly cycles in  
m onthly data assuming th is filte r w ill also make the resulting series stationary. This 
model is regarded as a s e a s o n a l  r a n d o m  w a l k  and is used to remove stochastic seasonal­
ities. One example is the stock market returns tha t have been sta tis tica lly  different in  
January from other months for decades (known as the January effect), m ajorly  because 
of tax purposes (Boudreaux 1995). So, when the seasonality is elim inated, what is left 
is the random component, which is a stationary process.
Another well-known way o f e lim inating seasonal variation is to use moving averages. 
The advantage o f using moving average filters is th a t they smooth the rapid fluctuations 
in the time series and produce a slowly varying component. I f  we assume tha t a time 
series contain both  trend and seasonal component, a simple moving average filte r can 
be used to remove both components as follows:
Here, the smoothing value S m ( X t )  w ill be calculated by taking into consideration the 
six preceding and subsequent values. As we cannot use 13 values for m onthly time 
series, the weights on both ends are decreased by ha lf in  order to not double the effects 
of them. The transformed series is then formed from either an additive or m ultip lica tive  
form depending upon the type of variation:
However, the performance of the resulting series can change according to  the input 
characteristics. Furthermore, i f  there is a m ultip lica tive  seasonal effect, transformations 
can be applied to transform  the series into additive form (Atkinson 1985).
A  more sophisticated moving average filte r is tha t o f X I 1 method, which was devel-
decomposition in  m ultip lica tive  order (as they claim tha t most of the series is mul-
Level is regarded as the smoothed (average) value of the series, which is detrended
(2.8)
Additive: X ' t  =  X t  —  S m ( X t )
M ultip lica tive : X [  —  X t / S m ( X t )
(2.9)
oped by the U.S. Bureau o f the Census (Findley, et al. 1996). This method makes the
tip lica tive), which means the seasonal variation increases w ith  the level o f the series.
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and deseasonalised. The method applies moving average filters ite ra tive ly  u n til the 
decomposition process is confirmed by a series o f diagnostic tests. I t  also incorpo­
rates explanatory variables such as holidays, and missing values, so any outliers can be 
elim inated from the decomposition process easily.
Another way of dealing w ith  trend and seasonal components is to employ H olt-W in ters ’ 
method (Holt, et al. 1960) as seen in  M akridakis (1989). The main d ifficu lty  of H olt- 
W inters method is tha t i t  assumes tha t the trend w ill go on forever, bu t damp down 
towards zero over tim e (Chatfield 2004).
The commonality of a ll the aforementioned methods is tha t they make certain assump­
tions regarding seasonality characteristics whether they affect the series in  additive or 
m ultip lica tive  linear form. However, i t  may not be reasonable to  apply those methods 
i f  the tim e series exhibits other type of relationships such as nonlinearity. Also Chat­
field (2004) underlines the possible problems emerging when seasonal and/or irregular 
components are not exactly m ultip lica tive  or additive. He expresses his opinion tha t a 
tim e series comprising a seasonal component increasing w ith  the mean level in  a slower 
rate gives an impression as being somewhere between m ultip lica tive  and additive.
2 .1 .4  C y c les
Cyclic patterns are oscillations tha t repeat themselves over time. In  economics, a cycle 
is defined as a complete up and down movement (InvestorGuide.com 2005). Seasonality 
is regarded as a restricted case o f cycles, where the cycles repeat themselves in  each 
year.
Business cycles are well-known long-term predictable patterns, which appear in  macroe­
conomic time series (Burns &  M itche ll 1946). They comprise phases including expan­
sion, recession and recovery. For example, in  the analysis of annual copper prices 
reported in  Makridakis et al. (1998), i t  has been found tha t the tim e series exhibits 
a 43 year of cycle length. They also reported th a t long-wave cycles observed in  some 
economic data series can last more than 60 years. However, to be able to detect such 
cycles, sufficient number of observations are required. I f  the length o f a series is too 
short, the incomplete cycles are likely to appear as long term  trends. Hence, successful
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estimates cannot be produced. Business cycles are claimed as d ifficu lt patterns to  be 
predicted due to the va riab ility  in  their length and depth. In  addition, they are also 
believed to be the outcome o f cumulative random errors (M akridakis et al. 1998).
In  economic data, there is increasing evidence tha t business cycles are not symmetric 
(Chatfield 2004). Asym m etric cyclic behaviours in  the economy can be explained as 
the rate of change in  recession being different to  the rate o f change in  emerging from 
recession. Well-known data sets such as the sunspot and Canadian lynx series (Rao & 
Sabr 1984) show evidence of asymmetric cycles, w ith  such behaviour d ifficu lt to model 
w ith  linear techniques.
Non-linear models (Kantz &  Schreiber 1999) can also be used to explain, and give 
forecasts for, data exhibiting regular cyclic behaviours and are an alternative to the 
use o f harmonic components, especially i f  the behaviour is asymmetric (Chatfield 2004). 
However, a linear A R  model can be applied to a non-linear time series such as to the 
sunspot data set i f  the time series is short (Rao &  Sabr 1984). In  addition, asymmetric 
seasonal series w ith  a fixed cycle length can be modelled using a non-sinusoidal seasonal 
component. Em pirical results show tha t linear models dominate in  the short run and 
non-linear models perform well in the long run (Terui &  van D ijk  2002).
2.2 Linear Time Series Models
Once an appropriate model has been identified for a given tim e series using manual 
or automated methods, models are constructed. However, th is procedure should not 
be thought as sequential. In  other words, one should not to  leave the model identifi­
cation stage aside when the model is bu ilt. This procedure should be repeated u n til 
an adequate architecture has been obtained, which is usually confirmed by hypothesis 
tests.
The model identification techniques help to  construct stochastic processes such as a 
random walk, autoregressive (A R ), moving average (M A ) and combination o f A R  and 
M A  variants, A  stochastic process X  =  { X ( t ) ,  t  G T }  is a collection of random variables 
that are ordered in  time, where X { t )  is continuous i f  —oo <  t  <  o o  and is discrete-time
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stochastic process i f  it =  0, ± 1 ,± 2 , .... For example, the exchange rates on successive 
days, and the number o f accidents in  successive months, are both  stochastic processes.
2 .2 .1  R a n d o m  W alk  M o d e l
In  finance, the efficient market hypothesis (Fama 1970) asserts th a t the current stock 
price includes a ll the necessary inform ation to  predict the fu ture price. When the 
in form ation is released, i t  is reflected in  the prices immediately, so th a t none of the 
techniques, including technical analysis, which is to predict fu ture values by studying 
the past values, can be helpful for prediction. Hence, the investors tha t outperform  the 
stock market are the ones tha t are either lucky or obtain inside in form ation (M alkie l 
2003).
The efficient market hypothesis is related to  the random walk theory, which suggests 
th a t the past price movements do not affect the current prices, as they do not follow 
any particu lar trend or pattern. According to the theorem, the best prediction at t  +  l  
can be obtained from the preceding value t .
A  process X t  is said to be a random walk process if:
X t = X t - 1  +  et (2.10)
where ei, €2, e n  are independent Gaussian random variables w ith  p  =  0 and variance 
c r 2 . I f  we set the in it ia l value X q  to 0, then the process w ill become
N
* (  =  £ «  (2.1 1 )
1
Hence, the mean of the process w ill be t p  and variance w ill become t 2 < r 2 , which makes 
the series non-stationary. In  fact, by differencing, we obtain a random process, which 
is stationary and said to  be integrated of order 1. In  Chatfield (2004), the reason
o f its being called integrated model is th a t the stationary model th a t is fitted  to  the
differenced data has to  be summed or ’integrated’ to  provide a model for the original 
non-stationary data.
In  a modelling procedure, i t  is im portant to compare the proposed model w ith  random 
walk models. Because, i f  a model is claimed to  be successful, i t  is expected to perform
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better than random walk models in  order to show tha t there exist consistent patterns, 
contrary to the assertion o f random walk models.
2 .2.2 M o v in g  A v era g e  P r o c e sse s
A  process X t  is said to be a moving average process of order q  if:
X t  =  P o  e t  +  P i ^ t - i  +  • • • +  P q H - q  (2 .12)
where ei, €2, ..., en are independent Gaussian random variables w ith  p  =  0 and variance 
a 2  and 0  are the constants. The es are usually scaled so tha t 0 o  =  1.
The m otivation for moving average processes, particu la rly  in  econometrics, is tha t i t  
is believed tha t economic indicators are affected by random events such as po litica l 
decisions, wars, and strikes. These may affect the indicators to a lesser extent in 
several subsequent periods, bu t not immediately, thus making a moving average model 
plausible (Chatfield 2004).
2 .2 .3  A u to re g ress iv e  P r o c e sse s
A  process X t  is said to be an autoregressive (AR) process o f order p  if:
X t  —  p  +  c t \ ( X t - i  — //) +  . . . +  a p ( X t — p  — p )  +  e t  (2.13)
where a  are the A R  parameters, p  is the mean o f the series and ei, e n  are
independent Gaussian random variables w ith  p  =  0  and variance c r 2 .
Equation 2.13 is a m ultip le  regression model, but X t  is regressed on past values of X t , 
rather than on different predictor variables. I t  is notable tha t firs t order autoregressive 
model w ith  coefficient o f 1 or greater is regarded as random walk model, which is 
regarded as a nonstationary process.
2 .2 .4  A u to re g ress iv e  In teg r a ted  M o v in g  A v era g e  P r o c e sse s
A combination of A R  and M A  can be used to take advantage of the benefits of both  
to obtain a better forecast. In  the autoregressive integrated moving average (A R IM A )
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model, an integrated element is added to the A R  and M A  to deal w ith  nonstationarity. 
The integrated element is used to  adjust the mean using differencing in  order to  make 
the series stationary. A n  A R IM A  model is defined as:
W t  =  V d X t  =  ( l - B ) < ‘ X t
(2.14)
Wt — OilWt—l +  . . . +  OLpWt-p +  £$ +  . . .  +  OiqEt-q
where B  is the backward sh ift operator and d  is the number of differencing operations. 
I f  d  =  1, then X t  w ill be replaced by V 1^ ,  which is X t  — X t - \ .  Hence, W  indicates 
the A R  process applied on differenced data. A n  A R IM A  process often requires less 
model parameters than A R  or M A  processes to model a time series adequately, which 
prevents overfitting. Hence, they are expected to  generalise well (Chatfield 2004). The 
identification of A R IM A  models using AC F and PACF plots is not straightforward as 
the model yields variety of patterns. Unlike A R  and M A  processes, visual rules cannot 
be constructed.
2 .2 .5  S ea so n a l A u to re g ress iv e  In te g r a te d  M o v in g  A v e ra g e  P r o c e sse s
Box and Jenkins extended the A R IM A  model to handle seasonal series (Box &  Jenkins 
1970) and defined the m ultip lica tive  seasonal A R IM A  (SAR IM A) model.
cj>p ( B ) $ p ( B s ) W t  =  9 q ( B ) Q Q ( B s ) e t  (2.15)
where B  is the backward sh ift operator, </>p,$p,0g,0Q are polynomials o f order p , P , q , Q  
respectively, ei, e2, •••, c n  are independent Gaussian random variables w ith  p  —  0 and 
variance a 2 and s  is the number of periods per season.
W t  =  V dV f  X t  (2.16)
where W t  is the differenced series. This model is referred as a S A R IM A  model o f order 
(;p , d , q )  x(P , D , Q ) s . The non-seasonal parameters p, d  and q  show the AR , difference 
order and M A  model orders respectively. The seasonal parameters P ,  D ,  and Q  indicate 
the seasonal AR , seasonal difference and seasonal M A  order. For example, i f  d  =  D  =  1 
and s  =  12,
W t  =  V V 12JG =  V 12 X t  — V i 2X t_ i (2.17)
=  ( X t  -  X t - 12) -  ( X t - 1 -  X t - u )  (2.18)
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which indicates tha t there is stochastic trend and stochastic seasonality, which can be 
removed by firs t order differencing and firs t order seasonal differencing respectively. In  
SAR IM A model fittin g , i t  has been suggested tha t the d  and D  should be specified 
to make the series stationary i f  i t  is necessary. The rest of the variables are obtained 
using ACF and PACF plots. Using the formula in 2.17, S A R IM A  model of order 
(1, 0 , 0)x (0, 1, 1) can be w ritten  as
X t  =  X t - 12 +  a ( X t ~  i  — X t - 13) +  e t  +  0 et_i2 (2.19)
which has a first order A R  process, a firs t order seasonal M A  process, firs t order 
stochastic trend and firs t order seasonality.
2.3 Neural Networks for Time Series Modelling
W hils t linear models are perhaps well-understood and used frequently, real world prob­
lems are often nonlinear. In  such circumstances, nonlinear neural networks, which are 
inspired by biological systems, can be of benefit. Neural networks (NN) are universal 
approximators tha t are data driven in  nature. They are data driven adaptive methods 
tha t are able to capture subtle functional relationships among the data, even when 
the relationships are not known (Zhang, et al. 1998). There are also other methods to 
model nonlinearity such as nonlinear versions of autoregresive models (Chatfield 2004) 
or chaotic models (Kantz &; Schreiber 1999). However, in  th is thesis, we w ill focus on 
neural networks since we are interested in the ir ab ility  in  learning different frequency 
components simultaneously.
One of the earliest NN a lgorithm  tha t can be used for temporal processing, is called 
b a c k p r o p a g a t i o n  t h r o u g h  t i m e  (Werbos 1990). The proposed NN has recurrent connec­
tions on some or a ll nodes. I t  is the extension of standard backpropagation algorithm , 
where the network is unfolded in  time. In  each tim e step, the network is copied from 
the nodes, where the recurrent connections are provided, hence i t  makes the network 
grow. As a result, i t  demands high computational power and memory.
The classification of neural networks for temporal processing varies in  the literature. 
Mozer (1990) classifies NNs according to  the ir memories. He categorises memories ac­
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cording to the ir f o r m s ,  c o n t e n t  and a d a p t a b i l i t y .  The memory f o r m s  can be either 
short-term  or long-term. In  the short-term  memories, a N N ’s learning capability is 
restricted to  the size o f the buffers, whereas for long-term memories, NNs are provided 
w ith  recurrent connections, which make them learn long term  relationships w ithout 
worrying about choosing the righ t lag structure (unlike in  short-term  memories). An  
example of a recurrent network is the well-known Elman network, where the recur­
rent connections from  outpu t nodes to  the preceding layer are provided (Elman 1990). 
However, those architectures trained using standard baekpropagation algorithms are 
found inadequate to  model real world series (Mozer 1990) as gradient descent methods 
are not sufficiently powerful to  discover long temporal relationships on the recurrent 
connections (Bengio, et al. 1993). In  Mozer (1990)’s taxonomy, the c o n t e n t  of the 
memory shows how the inputs to each node in  input, hidden and ou tpu t layers are 
stored in the nodes such as whether they are transformed or kept as raw. A n  example 
for transform ation is a sigmoidal function:
(2-20)
where X  is the inpu t to  a node in  any of layers, f ( X )  is the transformed input, and W  
are the weights. Transformations are regarded as mappings of the inpu t X  to another 
state, which also specifies the characteristics o f the function, such as whether i t  is either 
linear or nonlinear. Regarding the a d a p t a b i l i t y  of the memory, i f  the parameters are 
fixed in  advance, the memory is called static. I f  the connections o f the weights or delays 
are adapted during tra in ing, the memory is called adaptive. However, in  Mozer (1990), 
the comparisons among the discussed networks on sample data sets are lim ited.
Zhang et al. (1998) focused particu la rly  on NNs w ith  short-term  memories to analyse 
financial tim e series. They discussed how the tim e series is usually pre-processed, 
and how the NNs are constructed in  terms of input, hidden and ou tpu t layer nodes. 
The ir paper provides a review o f these methods, bu t not a comparison or a depth-in 
discussion.
Dorffner (1996)’s classification can be considered prior to  Mozer (1990)’s classification. 
He exploits the architectures in  terms of memory forms, which are l a y e r  d e l a y  w i t h o u t  
f e e d b a c k ,  l a y e r  d e l a y  w i t h  f e e d b a c k ,  u n i t  d e l a y  w i t h o u t  f e e d b a c k  and u n i t  d e l a y  w i t h
22 Chapter 2. Time Series Models
f e e d b a c k .  The paper discussed the trad itiona l methods such as Elman and Jordan NNs 
based on A R  and M A  context. He also did not provide a comparison among the NNs 
on sample data sets.
Among all existing NNs designed for temporal processing, there is no defin itive archi­
tecture, which is able to model any given temporal data successfully. Unfortunately, 
each architecture has its own advantages and disadvantages.
A well-known exemplar for short-term  memories is the time-delay neural network 
(TD N N ). In  a TD N N , each layer is connected to its  preceding layer’s buffered out­
put, and is therefore able to  relate current inpu t to past values (Waibel, et al. 1989). 
A  subset of the TD N N  architecture is the input delayed neural networks (ID N N ), in  
which the memories are only provided in  the inpu t layer (Clouse, et al. 1997). Their 
sim plic ity of implementation has made them widely used in  tim e series analysis (Zhang 
&  Berardi 2001, Zhang 2003, Zhang &  Q i 2005, Tseng et al. 2002, Weigend, et al. 1995).
a) b) y,,1 ya‘ y3,'
Figure 2.1: The TD N N  network
Figure 2.1.a shows a representation of a F in ite  Impulse Response (F IR ) filte r model 
w ith  three delays. In  a TD N N , each weight connection comprises a F IR  model. Back &  
Tsoi (1991) formalised the networks w ith  static and dynamic memories (recurrent net­
works) as F IR  and In fin ite  Impulse Network (HR) networks respectively. The activation 
function for node i  at time t  of a T D N N  is:
V it1  = f  (
where y u  is the ou tpu t o f node i  a t time t ,  W i j t  is the connection weight between node i  
and j  at time i,  T  is the number o f tapped delays, M  is the number o f nodes connected
M T
E E  Wij(t-d)yj(t-d) (2.21)
j= ld = l
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to  node i  from  preceding layer, I  is the layer number and /  is the activation function, 
typ ica lly the logistic sigmoid.
A lthough such NNs can be used for nonlinear modelling, they can also be configured 
to  be equivalent to  the linear A R  and M A  techniques. As i t  is stated in  C ottre ll, et al. 
(1995), on a fin ite  sample, for the sample architecture, the class of the linear models can 
be approximated to  a submodel o f the nonlinear model, hence a nonlinear m u lti layer 
perceptron cannot be worse than tha t o f a linear model. For example, an A R  process 
can be implemented using an Adaptive Linear Neural Network (A D A L IN E ) (W idrow 
&  Sterns 1985). A n  A R M  A  process can be extended into autoregressive exogenous 
(A R X ) NN variants such as nonlinear A R X  (N A R X) networks (L in, et al. 1996). N A R X  
networks have no hidden layer and the ir inpu t layer consists o f the past ou tpu t values, 
which corresponds to A R  process and external (exogeneous) inputs, which corresponds 
to  a M A  process.
2 .3 .1  P re -p r o c e ss in g  T ech n iq u es for N eu ra l N e tw o rk s
In  order to use NNs successfully, i t  is im portant to firs t preprocess the inpu t data 
(Bishop 1995). For tim e series modelling and forecasting, we note tha t NNs are bounded 
because o f the nonlinear transfer activation functions. Hence, they are not able to  model 
some nonstationary processes such as a time series exhib iting an upward trend. C ottre ll 
et al. (1995) showed this lim ita tion  on a two layer neural network w ith  one ou tpu t node 
as follows:
Yt = V2 + Y / wj f ( J 2 wjiXb- i  +  Vj)  (2.22)j—1 i— 1
where Y  is the output, w p  indicates the weight between node j  and i , /  is the sigmoidal 
activation function and p  is the bias. Hence, as | / ( t ) |  <  1, Vi, we have \ Y t \  <  fo |+ ]C  IM> 
where b  =  w 2 f  ^  W p X t - i  +  A4} )  • We can conclude tha t NN can correctly represent 
only a fin ite  range o f values, which are in  fact lim ited  to  the range of tra in ing  data set 
target values. This explains clearly why an upward trend cannot be modelled using 
nonlinear NNs. This is also a valid case when the tim e series is affected by variance 
change. Because o f this, we are required to  preprocess the tim e series to  adjust the 
mean and variance o f the series accordingly (see Section 2.1.1 and Section 2.1.2).
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In  some studies, i t  has been argued tha t seasonal components should be also removed 
prior to modelling w ith  a neural network (V ir il i &  Freisleben 2000, Tseng et al. 2002, 
Zhang 2003, Zhang &  Qi 2005). However, there is no theoretical evidence tha t th is 
is required. In  the case of choosing an inadequate deseasonalisation technique, the 
performance of NNs can be affected adversely.
2.4 Combining Models
In  essence, a time series may comprise movements, which may vary during time. The 
behaviour of the tim e series or its components need not be consistent w ith  time. In  
such cases, u tilisa tion  o f m ultip le  models can be o f benefit. For example, threshold 
autoregressive models (Tong 1990) can be regarded as piecewise linear models in  which 
the linear relationship changes w ith  the process values. I t  has been shown tha t m ixture 
density models (Bishop 1994) and nonlinear gated experts (Weigend et al. 1995, Jacobs, 
et al. 1991a, Jacobs, et al. 1991b), compare favourably to tha t of single neural network 
models. M ixture  density models consist of a feedforward neural network, whose output 
determines the parameters in the m ixture. The m ixture  model, also connected to  the 
input vector, represents the conditional p robability  density function of the target vari­
ables (Bishop 1994). However, such homogeneous architectures may not be adequate 
to analyse all the characteristics of time series. For example, w hilst A R IM A  models 
are generally employed to deal w ith  nonstationary linear tim e series, NNs are preferred 
to study the nonlinearity o f time series. In  such cases, one can get benefit from  each 
model by merging them. For example, hybrid models comprising A R IM A  models and 
NNs have been reported in (Zhang 2003, Tseng et al. 2002, Zhang &  Q i 2005, Nelson 
et al. 1999). In  such heterogeneous architectures, first, the data sets are modelled using 
A R IM A  variants. B y doing so, the nonstationary linear component is removed. Then, 
the residuals are assumed to be nonlinear and modelled using NNs. A t the end, the 
predicted components, both  from A R IM A  and NNs are aggregated to obtain the overall 
prediction. The results are compared to tha t o f single models. In  this section, we are 
going to discuss combining techniques for time series modelling briefly.
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2 .4 .1  E n sem b le  C o m b in a tio n
In  an ensemble architecture, the m ajor aim is to reduce the risk of using an inappro­
priate model by combining several to  reduce the risk of failure. Typ ica lly  this is done 
because the underlying process cannot easily be determined (Hibon &  Evgeniou 2005). 
A  successful ensemble is said to  be the one in  which its ind iv idua l regressors in  the 
ensemble are both  correct and make the ir errors on different parts of the inpu t space 
(O pitz &  M aclin 1999, Hansen &  Salamon 1990). The output is calculated by forming 
a weighted sum of the predictions obtained from M  regressors:
M
(2-23)
i —1
where V i  is the prediction o f the i- th  committee member and g i  are weights, which are 
0 <  g i  <  1 and Y a L i  g i  =  1.
In  ensembles, regressors are sometimes included regardless o f the ir ind iv idua l perfor­
mances (Terui &  van D ijk  2002, Zhang &  Berardi 2001, H ibon &  Evgeniou 2005) as the 
general perception is tha t the ensembles could produce better predictions in  proportion 
to  the number o f regressors the ensemble comprises. For example, Terui &  van D ijk  
(2002) combined linear and non-linear techniques to  model different tim e segments w ith  
each representing different characteristics 1. They concluded tha t combined forecasts 
do not necessarily dominate for all series; sometimes a linear model s till produces better 
results.
2.4.1.1  B a g g in g
One o f the m ajor ways to achieve diversity (degree of disagreement) (Brown, et al. 2005) 
is to  resample tra in ing  data. B y doing this, the aim is to make the estimators negatively 
correlated in  order to improve generalisation (TYesp 2001).
Bagging is a bootstrap aggregating technique th a t is used to tra in  classifiers or regres­
sors on a random red istribution  of tra in ing  data set. The standard bagging algorithm
lrThis procedure can also be regarded as a very restricted case of a mixture model, because at a 
given time interval, only one model becomes dominant.
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assumes that there are no dependencies between current and past values. When the 
data exhibits dependencies, the data should be resampled accordingly. T im e series 
should be transformed into spatial vectors comprising the relevant delay inform ation 
using time windowing. Hence, selection of the resampling technique is crucial at this 
stage. The application of bagging in  regression domain is lim ited  (Tresp 2001, Gencay 
&  Qi 2001). In  particular, they were applied in  m ultivariate data sets. To our knowl­
edge, there are no studies applying bagging on time series data tha t is regressed on its 
past values.
2.4.1.2  B o o s tin g
Boosting (Schapire 1990, M eir &  Ratsch 2003) produces a series o f regressors, in  which 
each one is trained on the data set whose considerable amount includes values tha t 
generate significant errors from its  preceding regressors. Here, they claim tha t a very 
accurate model can be constructed by combining several w e a k  l e a r n e r s , which are learn­
ers tha t perform slightly better than random guessing on balanced sets. Boosting was 
suggested in  the context o f the theory o f probably approximately correct (PAC) learn­
ing theory (Valiant 1984). Essentially, data tha t are not predicted correctly by the 
preceding regressors are chosen more often than the rest to  form a new set, which 
is dedicated for tra in ing  the subsequent classifier (O pitz &  M aclin 1999). The m ajor 
difference between bagging and boosting is tha t the former method is not dependent 
on the performance o f the preceding regressors. Also, bagging does not m odify the 
d is tribu tion  of the data set and always assumes a uniform  d istribution.
Adaboost is a well-known boosting method and i t  has had various implementations for 
regression problems (Freund &  Schapire 1997, Avnimelech &  In tra to r 1999, Drucker 
1997, Zemel &  Pitassi 2001). There are three m ajor factors to be considered in  the 
regression domain. F irs t, how do we decide whether a regressor predicted a given input 
vector correctly or not? The performance of the regressor can be measured by com­
puting the error e, which is the discrepancy between the original and predicted values. 
Then, i f  the discrepancy is greater than a given hard threshold 7 , i t  indicates tha t the 
pattern was not generated from the regressor. However, the choice of the value of the
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threshold is not always straightforward and requires careful selection (Avnimelech &  
In tra to r 1999). In  the case of choosing considerably small threshold, only few regres­
sion patterns can be assigned to the regressors. Hence, overfitting  may occur. On the 
contrary, big thresholds may cause most of the patterns to be assigned to one regressor. 
The second im portant factor in  regression problems is how we combine the regressors. 
A  well-known technique is to  use a weighed median, because i t  is usually less sensi­
tive to  outliers (Druclcer 1997, Zemel &  Pitassi 2001, Bone, et al. 2003, Solomatine & 
Shrestha 2004). The th ird  im portant factor is tha t of the tra in ing  method. During 
tra in ing, i t  is aimed to reduce both  the mean squared error and the number of patterns 
th a t produced big errors (above the threshold 7 ) (Zemel &  Pitassi 2001). However, 
this increases the complexity o f the tra in ing  procedure.
I t  has been shown tha t in  comparison to bagging, boosting performs significantly better 
overall (O pitz &  M aclin  1999, Freund &  Schapire 1996, Freund &  Schapire 1999). Its  
superiority to  bagging has been explained as boosting reduces the variance by adap­
tive ly  resampling the tra in ing  data and combining the classifiers gain by increasing the 
variance component o f the error (Breiman 1996). However, boosting methods are sen­
sitive to  noisy data (O pitz &  M aclin  1999), which results in  overfitting. W h ils t bagging 
reduces variance, boosting reduces both bias and variance.
There are lim ited  number o f boosting applications for modelling autoregressive time 
serial data (Zhang &  Berardi 2001).Zhang &  Berardi (2001) employed several NNs that 
were trained on different parts o f the data set. However, the partition ing  procedure 
o f Zhang &; Berardi (2001) was carried out in  ad-hoc fashion, unlike other Adaboost 
regression algorithms (Freund &  Schapire 1997, Avnimelech &  In tra to r 1999, Drucker 
1997, Zemel &  Pitassi 2001), because they divided the tra in ing  data set sequentially 
rather than taking into account the errors o f each block.
2 .4 .2  C o m p e t it iv e  M o d u la r  C o m b in a tio n
Here, the aim is to fuse models to  bu ild  a complete picture from  a number o f partia l 
solutions (Sharkey 2002), in  addition to  improving the performance and generalisation 
as other combining schemes such as ensembles do. The divide-and-conquer mechanism,
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which is an inherent feature o f m ixture  models, has a wide app licability  in  applied 
mathematics and machine learning. However, d iv id ing the input space may have some 
side effects such as increasing the variance. For example, in  the context o f linear 
regressions, the slope and intercept depend on the spread of data, so the inpu t space is 
determined according to the central points tha t also have maximal effect on decreasing 
the variance (Jordan &  Jacobs 1994). In  a m ixture  o f experts architecture, there are 
experts tha t learn to localise in  the inpu t space like boosting methods. However, instead 
of combining linearly the experts’ outputs like in  boosting, a gating network is employed 
to make a choice between the experts based on given input data dynamically. The 
gating networks’ weights were updated following a w i n n e r - t a k e - a l l  principle (Jacobs 
et al. 1991a).
A  time series may comprise different Gaussian functions w ith  different mean and 
variances, which can be regarded as superimposition of different stationary processes 
(Srivastava &  Weigend 1996, Weigend et al. 1995), which may result in  nonstationarity. 
The aim of using m ixture o f experts in  tim e series domain is to be able to  decompose 
m ixture processes into components. Hence, each expert may leam the mean and vari­
ance of a different process.
Temporal data has been processed using recurrent connections in  m ixture  models by 
Tabuse, et al. (1997). They used a Jordan type network w ith  context units fu lly  
connected to a ll networks. They tested the ir approach on simple synthetic data sets in ­
cluding a sinusoidal process. However, the capability o f the ir architecture to  model real 
world data sets has not been investigated. In  addition, there appears to  be no follow-up 
work regarding recurrent m ixture  models in  the tim e series domain, which may be due 
to the problems w ith  recurrent networks (Bengio et al, 1993). Recall tha t recurrent 
networks, which are trained using gradient descent are not able to learn long-term 
dependencies successfully (Bengio et al. 1993). Temporal data can be also processed 
using tapped delays in  the inpu t layer o f the experts and gating network. However, 
the delay specification of a gating network is more d ifficu lt to  specify compared to the 
delay inform ation for experts. Fancourt &  Principe (1998) argued tha t although a de­
lay parameter may be sufficient for an expert network to model a segment o f the time 
series, i t  does not mean tha t this inform ation may be sufficient fo r the gating network
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to  segment the inpu t space correctly. Moreover, assigning a larger delay than experts’ 
to a gating network as was done in  Weigend et al. (1995), does not guarantee a true 
segmentation. For th is purpose, Fancourt &  Principe (1998) added a static memory to 
the p robability  d is tribu tion  functions. They employed a chi-square d is tribu tion  func­
tion  to model the performance of the experts. They introduced a memory depth and 
calculated the goodness-of-fit o f each expert on its average last performances. How­
ever, they criticised the ir model as being static and not taking into account the tim e 
dependencies among the values.
In  tim e series analysis, well-known and widely-used threshold autoregressive (TAR) 
models (Tong 1990) can be regarded as a restricted case o f m ixture  models (Xiong S z  
Yeung 2002, Lanne &  Saiklconen 2003). A  T A R  process w ith  order d  can be described 
as
V i  =  g  +  £ t = i  o ' t ( y i - t  -  p )  +  e* i f  V i - k  >  c
(2.24)
V i  ~  M +  E t U  P t { y i - t  ~  I * )  +  Q i f  y i - k < c
where k  €E 1 ,2 ,..., d, e are independent Gaussian random variables w ith  p  =  0 and 
variance cr2, c  is the threshold and p  is the mean. TA R  and its variants such as self­
exciting threshold models (SETAR) have been applied to many tim e series problems 
such as the sunspots data set (Tong 1990). However, the decision of the threshold value 
(decision boundary) is not as straightforward as m ixture models and there are studies 
to determine the tim e delay o f threshold function such as wavelets (L i S z  X ie 1999).
The tra in ing  o f m ixture  o f experts may be considered more complex than tha t of 
tra in ing  of single models such as a m u lti layer perceptrons (M LP ), because, w hilst M E  
attempts to reduce the overall error, i t  also tries to  learn the switching process correctly. 
However, when an M LP  is considered, the aim is jus t to  reduce the error. One of the 
m ajor disadvantage o f using M E  is tha t in  case o f switching to the wrong process in  the 
case of noisy inputs, the error may be larger than expected. Because, the output w ill 
be predicted using the wrong process. This may have a significant impact, particu la rly  
in  iterative predictions. However, this is not valid for single models.
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2 .4 .3  H y b rid  A r ch itec tu r es
A time series may exhib it various features during the same time interval such as trends, 
seasonality, and cycles. These features may hinder other features such as the order o f the 
autoregressive process as they are dominant. I t  has been argued tha t breaking down 
a signal in to  many resolution components simplifies the modelling process (Aussem 
et al. 1998, Zliang &  Qi 2005, Tseng et al. 2002, Zhang 2003, M ilid iu , et al. 1999). 
However, many assumptions have to be made for th is assertion to  be true, such as 
determining the relationship between the components correctly.
There are three m ajor decomposition techniques in  the literature. In  the following 
sections, we describe these modular architectures in  detail.
2 .4.3.1 T re n d -S e a s o n a l-Ir re g u la r  (T S I)  C o m p o n e n t M o d u la rs
The TS I decomposition procedure is related to  economic theory, which distinguishes 
between long and short runs. They break down a given time series into trend, seasonal­
ity, cycles and irregular components. Chatfield (2004) argues tha t summary statistics 
may be misleading, and cannot be calculated i f  these systematic components are not 
elim inated. I f  a time series contains TSI, we can represent i t  as follows:
Let X  be the original tim e series, then
X t  =  f ( T R u S E u I R t )  (2.25)
where t  is the tim e index; /  is the combination function; T R , S E  and I R  are the trend, 
seasonal and irregular components respectively.
L in e a r  D e c o m p o s it io n  The conventional approach is to assume the relationship be­
tween the components are linear:
A dd itive  Case: X t  =  T R t  +  S E t  +  I R t  (2.26)
Note tha t before selecting any decomposition, i t  is v ita l to p lo t the tim e serial data 
and observe the variation o f the components. We w ill describe how to identify these 
components from plots in  detail in  the following chapter.
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N o n - lin e a r  D e c o m p o s it io n  The relationship between the components can be non­
linear such as in  Equation 2.27.
M ultip lica tive  Seasonality Case: X t  =  T R t S E t I R t
M ultip lica tive  Case: X t  =  T R t S E t  +  I R t
However, Hansen &  Nelson (2003a) argued tha t such combinations o f components im ­
plied by additive or m ultip lica tive  decomposition may not be optim al. Hence, they 
proposed a two layer architecture. F irst, they decomposed the tim e series by following 
the additive case (Equation 2.26). Then, in  the firs t layer, they assigned a neural net­
work to  be trained on each component (trend, seasonality, and irregular components). 
In  the second layer, they trained a neural network using the predictions of the preceding 
layer. This process is an implementation o f stack generalisation (SG) (W olpert 1992). 
They concluded tha t SG forecasts outperformed the single models such as A R IM A . 
However, i t  is not clear in the ir paper whether they are able to forecast a trend in out- 
of-sample data set such as an upward trend using NNs, since these models are known 
as bounded, which means th a t they are not able to model such characteristics because 
of the ir transfer functions (C o ttre ll et al. 1995).
2.4.3.2  W a v e le t C o m p o n e n t M o d u la rs
Wavelets are mathematical functions th a t break down a signal into different frequency 
components and then study each component w ith  a resolution matched to its scale 
(M a lla t 1989). H igh scales (low frequency component) correspond to the global view 
of the signal whereas low scales (high frequency component) give more detailed infor­
mation. Hence, wavelet analysis present different frequency in form ation th a t belong to 
different frequency subbands.
The discrete wavelet transform  (D W T) o f a one dimensional signal is defined as:
X t  =  Y j  ~ k )  +  Y 1 2  ~  k )  (2.27)
fc j=l  k
where </>(m) and r (m )  are scaling and detail wavelet functions (i.e. basis functions) 
respectively and J  is the number of levels o f the transform, a and d j ^  are the
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approximation and detail coefficients respectively, can be found as:
<*M =  (2-28)
771
 _  rn
dM  =  E ^ f c - k) (2.29)
771
Wavelets, unlike Fourier analysis, are able to reveal the spatial location (time infor­
mation) of the frequency component in the signal, hence they are able to analyse the
signal in different time and frequency resolutions. In general, frequency information in 
each subband is provided as inputs to the model which aims to forecast the next value 
in the overall signal. For example, Aussem et al. (1998) followed this strategy using 
neural networks. However, we will not talk about these models in detailed in this thesis 
as we are not interested in the spatial location of the frequency component. Hence, 
Fourier analysis is sufficient for our experiments.
2.4.3.3 Linear-Nonlinear Component Modulars
In statistics, the general assumption is that a time series can be a linear or non-linear. 
This is important in order to apply a relevant model designed according to the nature 
of a series. However, it has been argued that a time series may consist of both linear 
and non-linear components (Zhang 2003). A time series exhibiting both components is 
shown as:
X t = f ( L I t ,N L t)(2.30) 
where L I ,  N L  are the linear and non-linear components respectively.
Recall the linear-nonlinear hybrid architecture in Equation 2.30. Zhang (2003) defines 
a hybrid architecture, which exhibits an additive relationship as follows:
X t = L It +  N L t (2.31)
First, we model the linear part by fitting an AR function to the data series. Then, the 
residuals are modelled using NNs. Let r be the residual of the linear component, then:
n  =  X t -  L it ' (2.32)
2.5. Critisms of Previous Approaches 33
where L it  is the estimate of the linear AR component. For non-linear patterns, we use 
NNs:
= H yt—1, ?'t—2> q) (2.33)
where q is the number of input delays and /  is the non-linear fimction. Sp the combined 
forecast will be
X t — L it  +  It H- (2.34)
where et is the error of the combined model. Since linear AR models cannot model 
non-linearity, we assume th a t the residuals of the linear component will contain non­
linear patterns. Here, a neural network can be used to model these patterns. In this 
way, the hybrid model is exploiting the strength of both components. These hybrids 
have been used recently in many studies (Tseng et al. 2002, Zhang 2003, Zhang & 
Qi 2005, Virili & Freisleben 2000, Nelson et al. 1999). For linear modelling, SARIMA, 
ARIMA, seasonal random walk model, and AR models have been used. The neural 
network configurations to model residuals have been carried out in an ad-hoc manner.
However, in those studies, the comparisons of ARIMA hybrids with single models such 
as nonlinear NNs and linear models have not been carried out carefully.
2.5 Critisms of Previous Approaches
Some of the problems we encountered in the use and comparison of NNs with linear or 
hybrid models are:
• Zhang & Qi (2005) and Faraway & Chatfield (1998) (in the first experiment) 
compared the performances of the NNs, which were trained using raw data with 
ARIMA or SARIMA models. NNs cannot model nonstationarity, which is caused 
by the trends. On the other hand, ARIMA is a nonstationary model, where 
the integrated part (I) removes the nonstationarity by differencing. To make a 
fair comparison, the raw data should be differenced before training with NNs 
or the integrated part in ARIMA should not be used. Also, different models, 
which have been preprocessed using different detrending techniques, cannot be
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compared fairly. For example, Zhang & Qi (2005) compared NNs, which have 
been detrended using linear fitting with ARIMA process.
• Tseng et al. (2002) claimed that NNs, which were trained on the predictions of 
SARIMA models, give superior results. The predictions of both ARIMA and 
SARIMA would produce nonstationary time series in the presence of integrated 
component. Hence, this procedure is not different to training a neural network 
with the raw series.
• Zhang (2003) compared different models with varying input layer structure. For 
example, whilst NNs and subset AR models are used to model sunspot data were 
constructed using four input lags (both used different lags), the hybrid model 
eventually comprised eight lags in total as it combined the NN with the subset 
AR model. Hence, if four lags were insufficient to capture all characteristics of the 
time series using a NN, the model would probably underperform. On the other 
hand, if eight lags were sufficient, both NNs and the hybrid model may produce 
similar performance.
• Faraway & Chatfield (1998) compared the performance of time delay NNs with 
Box-Jenkins’ SARIMA(0,1, l)x (0 ,1, l ) i 2 model on airline d a tase t (Box & Jenkins 
1970), which means there are first order MA and seasonal MA components. The 
TDNN is inherently a nonlinear AR model (Wan 1994). Hence, if the process 
that generated the time series does not have any AR component, the TDNN 
may not produce comparable results. A MA process can be incorporated to the 
network using exogenous (external) inputs such as nonlinear autoregressive with 
exogeneous inputs (NARX) network (Lin et al. 1996, Kolen & Kremer 2001b). 
Here, they reported that NARX networks are computationally powerful and it 
is easier to discover long-term dependencies (Kolen & Kremer 2001b). However, 
this architecture was not tested on the airline data set.
• In the presence of seasonal variations, Zhang & Qi (2005) considered 10 different 
lag numbers: 1-4, 12-14, 24, 25, and 36 for short series. They explained the 
reason for using 12, 24, and 36 lags is that they are highly correlated. However, 
they did not justify why the lags between 5-11 were not included in the lag
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structure. For annual data, to model seasonality, all 12 lags should be provided 
unless statistically it has been shown th a t the lag is insignificant (for example, 
see pruning techniques (Reed 1993)). A similar problem has also been appeared 
in Nelson et al. (1999), Nelson et al. (1994) and Hill, et al. (1996).
• In the presence of cycles in the time series, there is no systematic way to construct 
the NNs’ input layer structure. A well-known example is the sunspots data set, 
which was modelled using 4 sequential tapped delays in Cottrell et al. (1995) 
and 12 sequential tapped delays in Weigend, et al. (1992).Rementeria & Olabe 
(2000) gathered all those different architectures used for modelling sunspot data 
set in order to provide a comparison between them and the best configuration 
was obtained with NNs having twelve input layer lags.
2.6 Summary and Discussion
In this chapter, we described linear and nonlinear methods briefly particularly to model 
seasonal and cyclic time series. We also discussed existing major model combining 
techniques.
The popularity of modular techniques has increased recently, as they are thought to 
improve generalisation and give better performance. In some conditions, despite giving 
similar results to that of single models, these architectures may provide less complex 
architectural solutions.
However, despite the variety of modular architectures, we do not still know how we can 
choose an appropriate architecture for a given problem. As the model selection tools 
are well-established in linear modelling, they are frequently used for NNs and modular 
architectures (Faraway & Chatfield 1998, Cottrell et al. 1995, Virili & Freisleben 2000). 
However, it has been shown empirically and theoretically that they are not adequate 
for NNs (Anders & Korn 1999, Qi & Zhang 2001). In addition, the input lags for NNs 
have sometimes been eliminated, or incorporated without using any proper statistics 
or technique to determine suitable lags (Zhang & Qi 2005, Nelson et al. 1999, Hill 
et al. 1996).
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In particular, when it comes to seasonal and cyclic series, there is a still debate whether 
they can be modelled using NNs. The general belief is that they are not able to model 
such features, and hence we require a hybrid model, which combines a seasonal linear 
model and a NN. However, the NNs have not been compared using an appropriate con­
figuration in these studies. In addition, it has not been investigated which components 
can and cannot be modelled exactly using NNs. For example, can a neural network 
model all types of seasonality or only some of them? If the latter is true, then we should 
investigate the main reasons behind it. In fact, nonstationarity is the principal reason 
why nonlinear NNs are not able to model certain type of features such as trend.
In the following chapter we will discuss model selection techniques and investigate the 
potential techniques that can be used in the design procedure for neural network models. 
However, before proceeding, we would like to finish the chapter with the statement of 
Clemen (1989) (p.566):
“Using a combination of forecasts amounts to an admission that the forecaster is unable 
to build a properly specified model. Trying ever more elaborate combining models seem 
to add insult to injury as the more complicated combinations do not generally perform 
all that well.”
C h a p t e r  3
M o d e l  S e l e c t i o n  T e c h n i q u e s
A model’s success depends upon the correct identification of the patterns in the time 
series. However, this procedure is often not straightforward. For example, when the 
relationship of two variables is considered, neither experience or techniques may guar­
antee to find the correct relationship. In Weakliem (2004), it has been argued that all 
models are not adequate, hence we try to find one which approximates to the underly­
ing process as much as possible. Model selection techniques are undertaken using two 
ways, either manually or automated. A basic manual approach is to use a time plot 
and identify the model by visual inspection. However, this approach is not sufficient 
by itself when real world time series are considered, which are inherently complex.
Having limited data makes model selection more difficult and results in bias and vari­
ance tradeoff (Moody 1994). A good generalisation is achieved with sufficient training 
data. The bias and variance tradeoff can be described as achieving a good fit to the 
training data, whilst obtaining a reasonably smooth function which is not overfitting 
the data. Overfitting is a term that is used to describe the model’s generalisation inca­
pability. In modelling, the ultimate aim is to obtain a model that generalises well and 
gives satisfactory performance. Hence, model selection should be carried out carefully.
Generally, weights in NN are approximated by minimising the error on the training 
data set until no reduction in the performance is obtained. Suppose that we want 
to find a model y(x) for our training data set D  which comprises N  patterns. We
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have an ensemble of possible data sets which were generated from the same fixed joint 
distribution. We can measure how close the actual mapping function to the desired 
function (t|a;) is (Bishop 1995) as:
{y(x) -  (t|a: ) }2 (3.1)
This value depends on the particular data set D  which can be eliminated by taking 
into account an average over the complete ensemble of data sets:
Ed[{v(x) ~  (/j®)}2] (3.2)
where E  is the expectation or ensemble average. If the network function is a perfect 
predictor, then the error will be always zero. However, if the error is non-zero, there 
are two main contributing factors that may explain its reason. The first one is bias, 
in which the network function is different from the regression function on average (see 
Figure 3.1.a.). The second factor is variance, in which the network function is sensitive 
to one particular data set D  which results in higher error for some data sets (see Figure
3.1.b.) and smaller error for other data sets (Bishop 1995). Too many parameters in
NN on short data sets result in high variance.
Figure 3.1: Circles represent a set of data points generated from the function h(x) and 
we want to approximate h(x) as closely as possible, a) Bias is high and variance is zero; 
g(x) is the model which does not represent the data points well, b) Bias is low and 
variance is high; the model is the exact interpolant of the data points. (Adapted from 
Bishop (1995))
Model selection techniques for linear time series are well-established. For example, a 
widely-adopted model selection technique is that of Box h  Jenkins (1970)’s technique.
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Here, they proposed a systematic and iterative approach to identify and build an appro­
priate linear model. They introduced four stages in their framework: model selection, 
estimation, diagnosis checking and consideration of alternative models if necessary. The 
first step is generally carried out by using autocorrelation and partial autocorrelation 
functions. If it is required, data transformations and differencing should be applied in 
order to stabilise the variance and the mean prior to analysis. In the second step, after 
the potential model order parameters are obtained, the parameters are estimated using 
methods such as least squares. In the third step, once the model is built and fit to the 
series, the residuals are computed and tested for noise. In the last step, if the selected 
model is not adequate, the whole procedure should be repeated until a satisfactory 
model has been found. Since it has been proposed, this method has been widely used 
for many applications. Unlike some methods such as the Akaike information criterion 
(Makridakis et al. 1998), it requires manual effort. Fourier analysis is another useful 
technique, which helps to extract cycle and seasonal information from a given series.
However, the techniques for nonlinear series modelling are not as well-established as 
linear modelling. Especially, when we consider time serial data, which is assumed 
to exhibit both linear (seasonality) and nonlinear (cycles with recession and recovery 
speeds are different) characteristics, there is no systematic way of designing NNs. In 
fact, the methods from linear domain such as information criteria and autocorrelation 
plots (Cottrell et al. 1995, Zhang &; Qi 2005) have been used for modelling such features 
for quite a while. However, the appropriateness of their use in the nonlinear domain 
has not been understood thoroughly.
In this section, we are going to discuss the widely used linear model selection methods. 
We aim to give a flavour of those models without going into detail since our focus 
is to point out th a t model selection techniques are not applicable to nonlinear NNs, 
although statistics is enriched by them. Finally, we are going to discuss the model 
selection techniques for NNs.
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3.1 Model Selection for Linear Models
3.1.1 Autocorrelation and Partial-autocorrelation Functions
The coefficients of autocorrelation functions (ACF) are regarded as im portant indicators 
in understanding the behaviour of a time series in order to build an appropriate model. 
The correlation value indicates the strength of the linear association between two values 
X  and Y . The correlation coefficient px,Y  of X  and Y  is defined by:
C o v(X ,Y )
p x ?  =  ^ ~  (3<3)O x cry
where C o v(X ,Y )  is the covariance and <rs are the standard deviation. The covariance 
between X  and Y  shows how strongly they are related to each other. Covariance is 
defined by:
C o v(X ,Y )  =  E [(X  -  px )(Y  -  p Y )\ (3.4)
where p x  and p y  are the means of X  and Y  respectively. Suppose X  and Y  are greater 
than their respective means. Both (X  — p x )  and (Y  — p y)  will be positive. If large 
values of X  tend to occur with large values of Y , then the covariance will be positive and 
high. If both are less than their means, the covariance will be negative. The correlation 
coefficient is by no means is the normalised version of this relationship, which changes 
between -1 and 1. The autocorrelation coefficient indicates the correlation between 
and where k is the lag. It shows the relationship of the process
with its past values. The correlation coefficient rk at lag k is calculated using:
Z tL k + i( X t - n ) ( X t - k - v . )  
where X  is the time series and p  is the mean of the series.
For model diagnosis, autocorrelation coefficients are plotted on a correlogram against 
the lag k for k =  0 ,1 ,..., M  and M  «  N . The correlogram illustrates different patterns 
according to the characteristics of the time series, which may be helpful in order to 
determine the order of the linear process. For example, given a seasonal time series, 
a correlogram is expected to show oscillations that are similar to a sinusoidal pattern.
3.1. Model Selection for Linear Models 41
(a)
■f § -
S3 -
l « 7 0  1 0 7 2  107*1
T im ®
M J
1 0 7 0  10 7 ©
(b) (c)
Figure 3.2: a) Monthly French industry sales of printing and writing paper (in thou­
sands of francs) b) ACF of the series c) PACF of the series
Figure 3.2.a shows an example seasonal time series, which was used in Makridakis et al. 
(1998). The sinusoidal pattern  is apparent in the ACF plot in Figure 3.2.b. The order 
of the seasonal series is found as 12 in PACF plot in Figure 3.2.c. If one would like to 
know whether the process is autoregressive or moving average, ACF and PACF plots 
on deseasonalised series should be used. The lags considered as significant are the ones 
th a t are outside the confidence level, which is determined as ± 2 /r fN .  In other words, 
the outliers, which are the points outside the confidence level in the plots, are selected. 
In general, stationary series are said to be exhibiting short-term correlations.
Partial-autocorrelation functions (PACF) are used to measure the correlation between 
two values without including the effects of other time lags. For example, highly corre­
lated lags such as X t and X t-k  should be examined carefully using PACF plots, which 
excludes the direct effect of intervening values such as X t~\, X t~2 , . . . ,X t-k+i from the 
calculation of correlation (Makridakis et al. 1998). The PACF is obtained using an
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(a)
(b) (c)
Figure 3.3: a) Series generated from AR(1) model b) ACF of the series c) PACF of the 
series
autoregressive process:
X t — bo +  b iX t- i  4- b2Xt~2 +  . . .  +  bkXt-k  (3-6)
where bf. is the partial autocorrelation coefficient. The first value in the PACF plot is 
the first autocorrelation coefficient.
Both ACF and PACF are widely used to construct an autoregressive process. In gen­
eral, the spikes in the ACF and PACF plots determine the order of the autoregressive 
(AR) process. For example, in AR processes, ACF plots exhibit exponential decays or 
damped sine-waves, whereas the spikes in the PACF plot reveal the order of the AR 
process. In Figure 3.3, time series generated from an AR(1) model, together with its 
ACF and PACF plots are shown. The model order 1 is apparent in the PACF plot. 
On the other hand, the spikes followed by a cut-off on the ACF plots show the order 
of a MA process, in addition to the exponential decay or damped sine-wave appearing 
in PACF plot. In Figure 3.4, time series generated from M A(1) model, together with
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Figure 3.4: a) Series generated from MA(1) model b) ACF of the series c) PACF of the 
series
its ACF and PACF plots are shown. The cut off in the ACF plot is apparent.
Interpreting ACF and PACF plots to produce an accurate linear model of a time series 
is often difficult, particularly for the mixture of AR and MA processes. To overcome 
this, simpler model selection techniques have been used, including Akailce Information 
Criterion (AIC) (Chatfield 2004). If the automation of the model diagnosis is required, 
AIC is of preferable .
3.1.2 Alcaike Information Criterion and Extensions
A model which produces the least errors on the training data set does not necessarily 
imply that the model is going to be successful on the unseen data set. However, if the 
number of parameters is higher than  required, overfitting is not avoidable, which causes 
performance degradation.
The Alcaike Information Criterion (AIC) does provide a solution for choosing the opti­
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mum model using model errors and the number of parameters fitted (Akaike 1973) (as 
seen in Hurvich, et al. (1998)), thus introduces a ranking of all considered models. AIC 
chooses the best fit, as measured by the likelihood function, subject to a penalty term:
A IC  =  —2 log L + 2p (3.7)
where L  denotes the likelihood and p  is the number of free parameters. A model with 
many parameters will not be selected if it does not justify the extra complexity (Navarro 
& Myung 2004). However, as AIC is biased for small samples, it has been extended 
to the bias-corrected version, called Akaike Information Criterion Corrected (AICC) 
(Hurvich et al. 1998):
A IC C P =  - 2  log(<72) +  2p + 2 p(p + 1 ) / { N - p -  1) (3.8)
where N  is the sample size, a 2 =  ( N  — p — l ) -1  YltLp e2 and <7 are the model residuals.
The AIC is a nested model. For example, the AICC value is calculated for linear
stochastic model orders p between 1 and 20. Then the model with the lowest AICC is 
selected among the results.
N
Figure 3.5: The effect of the BIC based on the number of samples. Adapted from 
Weakliem (2004).
Bayesian Information Criterion (BIC) is another technique that can be used, which is 
based on the Bayesian statistical approach (Schwarz 1978). While BIC, which is based 
on a hypothesis test, assumes that there is a true model in the candidate models, AIC
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intends to select a model th a t best represents the underlying process (Weakliem 2004). 
The difference from the AIC is th a t the term  2p  in Equation 3.7 is replaced with 
p + p ln  N . As the penalty term in the BIC is more severe than AIC, smaller models are 
favoured against the AIC. For example, for N  =  1000, whilst AIC penalises the model 
order 2 times, BIC penalises 7.9 times. Hence, AIC favours larger models contrary to 
BIC when the sample size increases. In Figure 3.5, the effect of the BIC on the number 
of samples is shown. The first line — 21og(I/) and the second line log(Ar) indicate 
the variation of the likelihood calculation and the penalty term of the BIC, based on 
the number of samples respectively. In addition, whilst the AIC aims to select an 
approximate model (the model closest to the true distribution), the BIC is based on a 
hypothesis test which is designed to find the true model (Kuha 2004).
As argued in Weakliem (2004), both the AIC and the BIC suffer in the case of larger 
sample sizes. Such data-driven model selection techniques work only on short data 
sets. When N  is greater than 2500, —21og(L) increases faster than log(iVj and favours 
saturated models (such as larger models) even in trivial problems. As a result, when 
both criteria are considered, it is crucial to provide a balance between the number of 
parameters and the number of data points.
3.1.3 Fourier Analysis
Cycles are frequently used temporal patterns as they are one of the major indicators 
to obtain a successful prediction. The frequency of a cycle aids the estimation of the 
recession and the recovery of cycle patterns. For seasonal time series, the succession 
of regular peaks can be identified by visual inspection. Unfortunately, such cycles may 
not always be apparent and regular in many time series. In such conditions, Fourier 
analysis is able to reveal the dominant sinusoidal components in the data, but does not 
give any information regarding a t what times these frequency components occur.
Fourier analysis is a decomposition of the series into a sum of sinusoidal components 
(Bloomfield 1976). In other words, in Fourier analysis, any periodic function is ex­
pressed as an infinite sum of periodic exponential functions. In particular, it indicates 
the existing frequency components in the time series. A process can be described either
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in the time domain by the values of some quantity h as a function of time X t  or in the 
frequency domain by giving its amplitude H  as a function of frequency c, th a t is Hc, 
with -o o  < c < oo (Press, et al. 1992). Actually, these two descriptions complement 
each other in a way to define the same process, which is called a Fourier transform :
Hc= MXte-^dt (3.9)
X t=  fZ o H ce27Tictdc (3.10)
If t is in seconds, then c will be in cycles per second (Hertz). As can be understood
from the function, the Fourier transform is a linear operation. The total power in a
signal can be calculated as:
/oo rco\X t \ dt =  /  \HC\2 dc (3.11)
-O O  J — OO
The higher the power a frequency component has, the more dominant it is in the time 
series.
As we have a finite number of sampled points, the discrete Fourier transform (DFT) is 
used:
H j=  y f i o X
X k = ( l / J V ) £ f = o (3.13)
where = eU 2nl)/N js ^he jyt/i root 0f unjty. X  is the original series in the time 
domain and H  denotes the signal in the frequency domain. The Equation 3.12 shows 
the DFT, whereas Equation 3.13 indicates the discrete inverse Fourier transform.
However, as the DFT is a computationally expensive operation, which takes 0 ( N 2) 
operations, the fast Fourier transform (FFT) was introduced, which is computed in 
0(N lo g 2N ) operations. The difference is particularly considerable when N  is large. 
The inherent characteristic of the FFT  is that a DFT of length N  can be written as 
the sum of two discrete Fourier transforms, each of length N /2  (Press et al. 1992). In 
addition, this calculation can be done recursively, dividing the problem into samples of 
length iV/4, then N / 8. Hence, it is required that N  should be an integer power of 2. If
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it is not, data is extended by zero padding, which may lead to leakages. Leakages are 
defined as the phenomenon in which the presence of a particular harmonic component 
causes the transform to be nonzero at other frequencies (Bloomfield 1976). The leakages 
appear as relatively large values that are close to the original peaks. To overcome this 
deficiency, it is recommended in the same reference th a t tapering or data  windowing 
should be utilised.
The motivation of FFT  analysis is that a given series is written as a summation of sine 
and cosine functions. If we express this with real coefficients, it becomes:
JV-i
N
v  1 T-Y ,27r/cnx . ,2irkn.
=  7J t o  +  sm( KF~)
k= 0 N
(3.14)
where a* =  real(H k), bk =  -im ag(H k)  and 0 <  n < N  — 1 . Once we obtain H, 
which is the output of the FFT  analysis, we find its absolute value to determine the 
magnitude. Then, we discard the second half of the I I  because of Nyquist frequency. 
The second half values correspond to the negative frequencies which are symmetrical 
and redundant.
(a) (b)
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Figure 3.6: a) Example signal b) Frequency plot of the signal
In Figure 3.6.a, an example signal generated from the following process: 
X  =  sin(2-7r50t) +  sin(27rl20t) +  e (3.15)
where t  £ [0,0.001,0.002, ...,0.6] and e is random noise with p  =  0 and cr =  1 . In Figure
3.6.b, the frequency components extracted using FFT analysis are displayed. As can
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be seen, the dominant frequencies are 50 Hz and 120 Hz, visible as strong spikes, in the 
figure. The other smaller spikes can be attributed to that of random noise.
FFT  analysis has some limitations in its use. The first limitation is th a t the low 
frequency components may prevent the other frequency components to be apparent 
if the mean of the series is not stable. Hence, the mean of the time series should be 
corrected before undertaking FFT  analysis.
Seasonality is another feature that makes a signal nonstationary. For example, in Figure
3.7.a, a stochastic seasonality component is added to the signal, which was generated 
from the process of Yt — Y t-u  +  X t, where X t is the process in Equation 3.15. As can 
be seen, the mean of the series changes over time. In the second plot, the frequency 
components are displayed. Here, both 50 Hz or 120 Hz frequencies are distinguishable, 
but not very apparent. This information is confirmed in the third plot, where we 
display the period information. Seasonality component of 12 (cycles with period 8.3 
and 20) is observable but they are not the most dominant features as nonstationarity 
hinders information to some degree. To prevent this, deseasonalising is suggested to 
be undertaken prior to analysis in order to show the other hidden cycles that are more 
apparent (Chatfield 2004). Nevertheless, as can be seen from the figures, one is still 
able to extract cycles and seasonality without deseasonalising.
One limitation of FFT  is that the input data should be sampled at evenly spaced 
intervals. However, as our series is sampled evenly, this is not a problem for our 
analysis
(a)
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Figure 3.7: a) Signal w ith stochastic seasonality of 12 b) Frequency plot of the signal 
c) Periodicity plot of the signal
3.2 Neural Network M odel Selection Techniques
NN architecture design is an im portant task in obtaining a successful estimate, partic­
ularly for NNs with short-term  memories. The most common approach is to construct, 
several networks with different configurations and select the one. which perform best 
(Sittc & Sittc 2000). If a priori knowledge exists, then construction of networks would 
become easier. For this purpose, many techniques have been proposed to reduce the 
search space and find an optimum NN configuration, which will be discussed in detailed 
in this section.
Param eter selection for time series modelling requires the optimisation of input lags, 
hidden layer nodes and weights. Ideally, we can categorise model selection techniques 
into three (see Figure 3.8). The first type of methods are the ones th a t are built by using 
a priori knowledge, which was obtained using other models such as Box and Jenkins 
(Box & Jenkins 1970) and signal processing techniques before the training. The second 
and third type of methods are the ones th a t do not need a priori knowledge, hence 
they do not employ another model’s output to construct a. NN architecture. They 
can be built during or after the training. In growing algorithms, one starts with a 
smaller architecture and expand it until there is no considerable improvement in the 
performance (Bishop 1995). In pruning algorithms, a large architecture is chosen and 
pruned until there is no significant change in the performance of the network (Reed 
1993). In hypothesis testing, the significance of the parameters of the networks (such as
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a weight) is tested using statistical tests (Anders k  Korn 1999). In regularisation, by 
introducing a network complexity term, network’s generalisation is tried to be satisfied 
(Bishop 1995). We note that this classification is a rough classification of the model 
selection techniques, in order to simplify the comparison of the methods.
Before Training During Training After Training
Box-Jenkins 
Signal processing
Penalty-term
(Pruning)
Growing
Sensitivity
(Pruning)
Sensitivity 
(Pruning) 
Hypothesis testing
Figure 3.8: Model selection techniques grouped under three phases that are before, 
during and after training
The Vapnik-Chervoncnkis (VC) (Vapnik k  Clicrvonenkis 1971) dimension is a statistic 
that can give insight into generalisation by considering the worst performance of a 
particular network and it gives us a rule-of-thumb that the number of training patterns 
should be W /e, where e is the error probability which is 0 < c < 1 and W  is the number 
of weight connections (Bishop 1995).
3.2.0.1 M odel Selection  Techniques C onstructed  B efore Training
In time series analysis, it is important to extract important features and construct the 
models accordingly. In section 3.1, we have presented what kind of techniques can be 
used for model selection of linear models. Such models are also applied in order to 
construct adequate NNs. In particular, linear identification techniques have been used 
to  select parameters governing the input layer of NNs.
The choice of the input layer size is significantly important, as to include more or less 
lags than required in the input, layer may deteriorate the performance of NNs (Aussem 
et al. 1998). NNs arc generally constructed using information criteria such as AIC and 
BIC (Cottrell ct al. 1995, Drossu k  Obradovic 1996) or Box-Jenkins' ACF and PACF
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(Zhang & Qi 2005). In the first approach, several NNs can be built and information 
criteria can be employed to pick one among the NNs. However, it has been shown 
th a t they cannot be used to find an optimum NN based on empirical results (Qi & 
Zhang 2001). In addition, Anders & Korn (1999) explained the inappropriateness of 
using these criteria for NNs as they are not theoretically justified for over-parametrised 
networks, such as NN with irrelevant hidden units. The AIC and BIC criteria were 
derived under Gaussian assumptions, however the parameters of over-parametrised net­
works may produce mixed Gaussian distributions, where the information criteria will 
not provide an optimum penalty term.
It has been suggested that linear stochastic model orders may aid the construction of 
the input lags (Drossu & Obradovic 1996). The motivation of this claim has come 
from the idea that a stochastic model can be approximated by a NN model. After an 
adequate model has been obtained using methods such as the ACF, PACF or AIC, the 
order of the model can be used to construct the NN architecture. However, as already 
concluded in Drossu & Obradovic (1996), their proposed algorithm does not guarantee 
to find an optimum architecture. A similar approach was also taken in Zhang & Qi 
(2005). To model seasonal time series, they employed the results of an autocorrelation 
function to construct the input layer lags. Then, they chose the NN, which performed 
best on the validation set. However, their claim was not based on the outcome of 
extensive experimentation.
In a review article regarding forecasting with NNs, the importance of the design pro­
cess was also indicated (Zhang et al. 1998). They claimed that there is no suggested 
systematic way to determine the number of input nodes. They also stressed that the 
learning or prediction capability of the NN is affected negatively in the case of too few 
or too many input nodes. They pointed out th a t further studies in model building 
should be required. In particular, theoretical research in nonlinear time series analysis 
was thought to be helpful.
The selection of the number of hidden layer nodes should be carried out after the input 
layer information is determined, because in the case of missing one significant lag in 
the IL may degrade the performance significantly, which will be demonstrated in the
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evaluation chapter. There are some empirical studies on multi layer perceptrons with 
one hidden layer, claiming that there is a relationship between number of nodes in the 
input and hidden layers. As seen in Zhang et al. (1998), some guidelines were proposed 
in order to determine the the hidden layer size (HLS) such as 2 IL S + 1  by Hecht-Nielsen 
(1990) and Lippmann (1987), 21L S  by Wong (1991), IL S  by Tang & Fishwick (1993), 
and I L S /2 by Kang (1991), where I L S  is the input layer size. They concluded that 
none of these guidelines were established, but they noticed that the majority of papers 
reported the superiority of using a NN with H L S  — IL S .
For forecasting purposes, one hidden layer is often of preferable as it is thought to 
be sufficient to model the underlying characteristics of economics time series (Hecht- 
Nielsen 1990, Tang & Fishwick 1993, Lippmann 1987, Kang 1991). In addition, there 
are a limited number of studies that report the benefits of using two hidden layers 
over one. For example, some performance improvement has been found between the 
networks with two and more than two hidden layers (Zhang et al. 1998).
3.2.0.2 M odel Selection  Techniques C onstructed D uring Training
During training, some remedies can be undertaken to prevent overfitting and improve 
generalisation of the selected architecture. For example, an independent data  set {the 
validation set) that is assumed to be a good representative of the training data set, 
can be used to estimate the network’s generalisation performance (Bishop 1995). The 
performance of the NN is observed on the validation set during training. In ideal case, 
it is expected that until a certain time, the error will decrease. Then, it will increase 
because NN will start to overfit the noises in the training data. At that point, training 
stops. This procedure is regarded as early stopping.
Another well-known technique that uses a validation set is called cross validation. Here, 
a NN is trained on the {P — 1) partitions of P  in turn  P  times. Then, the validation 
errors of networks are averaged over P. Here, P  segments are excluded from the training 
data and reserved for validation. Training stops when the error on the cross validation 
set is higher than the preceding validation error. However, Prechelt (1998) showed th a t 
the real generalisation curve of validation set may have some local minima. Stopping
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at the time point, where the performance increases in the validation data set does not 
imply that the performance of the NN will be optimum. Therefore, he proposed a 
criteria, called generalisation loss, which is defined as the relative increase between the 
two consecutive validation errors in percentage. If the generalisation loss is above a 
threshold, the training stops. However, the empirical evidence is limited in their paper. 
Regularisation also claims to provide smoother network mappings (Bishop 1995):
E  = E  + /3tt (3.16)
where E  is the error of the NN, (3 is the effect of the penalty term and is the penalty 
function. If we incorporate the weight information as a penalty term in Equation 3.16, 
which is regarded as weight decay.
tt  = Y wi ' (3.3.7)i
where w are the weights. During training, the least error will be obtained by minimising 
both the standard error function and penalty term. Hence, the method tends to reduce 
the magnitude of the weights that do not contribute to a reduction of the error. This 
is also used to eliminate the redundant connections of the NN after training. However, 
as mentioned in Reed (1993), weights do not always decay at a constant rate and it 
tends to favour weight vectors with many small values over ones with a single large 
component. Moody (1992) generalises the weight decay function in order to include 
not only small values but medium or large weight values:
^  = Y ,9 ( wi) (3.18)i
where g is a function of weights w . So, if g(wi) — w [  it penalises the large weights. 
If g(wi) = (w2) /  ^Wq +  w fj, it penalises the weights of intermediate values near wq. 
But, they have not explained the pitfalls and benefits of these criteria and for which 
problems they would be adequate.
All these mentioned methods deal with controlling the weights of the selected NN in 
order to- obtain a good generalisation. The NN architecture in terms of input and 
hidden layer sizes is static at all times during training. Therefore, their ability is 
limited to a certain extent, which only improves the generalisation capability of the
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selected architecture. In addition, the relative importance of inputs can be determined 
using automatic relevance determination, which is a Bayesian technique and based on 
regularisation (Mackay 1992, Neal 1993). However, we did not investigate this technique 
in this thesis.
Validation techniques are effectively used in accompanying other model selection meth­
ods. For example, growing algorithms are widely used techniques to obtain an appro­
priate architecture. First, a relatively small architecture is chosen. Then, at each time 
step, new nodes are added to the architecture until a certain criteria is met, where the 
NN’s performance is obtained using validation methods. These criteria are set in order 
to measure the significance of the included node such as naive generalisation and aver­
age elasticity (Goutte 1997, Refenes Sz Zapranis 1999). In naive generalisation, input 
delays are selected using a criteria G , which includes a penalty term with respect to the 
effective number of parameters (Goutte 1997). The calculation of parameters is said 
to be dependent on the regularisation method. However, their comparisons were too 
restricted in a sense th a t they compared their model only on one real world monthly 
data set with one another technique.
Validation techniques can also be used as part of pruning algorithms in order to measure 
overall performance. In pruning algorithms, first, a considerably large architecture is 
chosen. Then, either nodes or connections are eliminated by using a statistic, such as 
the average elasticity method or the weight elimination techniques.
In average elasticity, the significance of the input information was obtained using a 
statistic that extracts the relevance of the variables over the output (Refenes Sz Zapranis 
1999). The motivation of their approach is th a t the changes of X t  inducing large changes 
in Y  indicate the significance of that corresponding variable. For example, consider the 
simple linear equation below:
The relevance of variable X{ is computed by the magnitude of the partial derivative 
of Y  with respect to X{. However, finding the relevance is not as straightforward as 
in NNs, because the partial derivative is not constant but varies through the range of
M
(3.19)
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X{. Hence, Refenes & Zapranis (1999) have developed the average elasticity measure 
to determine the statistical significance of the explanatory variables. However, in Virili 
& Freisleben (2001), the assumption made of Zapranis & Refenes (1999) regarding the 
residual diagnostics (which needs to be reported with their respective distributions) 
was criticised, as they are generally not available.
The motivation of weight elimination is to discard the connections that do not con­
tribute to the overall performance of NNs. In particular, the most well-known weight 
elimination techniques are based on the inverse of the Hessian matrix th a t consists of 
second derivatives of error function over the weights (Bishop 1995). The significance 
of weights can also be decided using the saliency of different weights. In a standard 
weight elimination procedure, saliency of a weight is defined as the change in the er­
ror function which results from deletion of that weight (Bishop 1995). Hence, if the 
magnitude is small, it means th a t it does not effect the performance of the network. 
This approach has got various implementations and used in many applications (Cun, 
et al. 1990, Moody & Utans 1991, Cottrell et al. 1995).
The major challenge in pruning algorithms is to be able choose a sufficiently large initial 
architecture. Initial models constructed after a prior diagnosis has been carried out, 
can be of benefit in terms of reducing the requirement of computational power. Hence, 
multiple methods can be used together to obtain an optimum NN.
3.2.0.3 M odel Selection  Techniques C onstructed  A fter Training
An appropriate model can be selected using a statistic from the trained NNs, such as 
the t-test or sensitivity analysis.
Pizarro, et al. (2000) used t-test statistics to decide how many hidden layer nodes are 
required for a particular classification problem. They found misclassification errors of 
NNs with varying hidden layer sizes (HLS) (1 < H L S  < 10) based on 30 trials, where 
the network weights were initialised randomly for each time. Each configuration’s 
generated error residuals formed a distribution. The weighted standard deviation of 
two populations is therefore:
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where N \ and N 2 are the size of two data sets. o\ and cr2 are the standard deviations 
of two data sets. Here, as the number of points in both cases are the same for each 
configuration, N x and N 2 will be the same. However, note that if the sample size is 
larger, the standard deviation of the larger data set will have more impact on the overall 
result. The t-test statistics is then:
where Pi and ]i2 are ^le mean of the two populations. Pizarro et al. (2000) defined the 
null hypothesis as H a : p \ — p 2. They classified the networks th a t generated similar 
error means. Then, they chose the best architecture specification with the smallest 
hidden layer size. The advantage of using this method is th a t it does not require 
distribution assumptions. Although the method has a strong basis, its evaluation was 
restricted, being tested on only one classification problem.
Moody & Utans (1991) proposed sensitivity analysis to eliminate non significant input 
variables. First, they started with a large number of input lags, M . Then, they 
replaced each input variable X k, where 0 < k < M , with its average (1 /N )  YlfLi X k{ 
in turn and compared the network’s performance with the performance of the previous 
network, whose performance difference has denoted as Sk. Finally, they found the cross 
validation error of the architectures on each sub data set j , sorted according to their Sk 
in descending order. Note that the bigger the difference Sk implies greater importance 
of the corresponding lag k. They observed how the number of input lags affect the 
cross validation performance. In addition, they proposed the prediction risk criterion 
to improve generalisation, which is said to be the generalised version of that of the AIC 
and is defined as:
the space of perceptron architectures is computationally expensive when the number of 
observations in a data set is considerably large. A similar conclusion has also been made 
in Refenes & Zapranis (1999), who argue that the aforementioned methods tackle the
t = Mi ~ M2 (3.21)
(3.22)
where Z  is the number of weights of the model. However, the heuristic search over
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problem of searching over the specification and the parameter spaces simultaneously. 
In addition, the method has been tested in only multivariate time series to measure the 
significance of each variable.
3.3 Summary and Discussion
In this chapter, we discussed the conventional linear statistical techniques and NNs for 
time series analysis, particularly to analyse seasonal and cyclic time series.
Such series are generally analysed using linear model selection techniques such as the 
AIC, BIC, ACF or PACF, because seasonality and cycles are always thought to be 
linear features. In fact, the reason is that linear decomposition of such features are 
easy and straightforward. In addition, to determine the nature of a seasonal time 
series (whether it is additive or multiplicative) is often difficult (Chatfield 2004). For 
modelling with NNs, there is no need to make such assumptions as they are able to 
approximate to the true underlying process if they are configured correctly and the input 
data series is preprocessed appropriately. The difficulty with nonlinear NNs lies in their 
transfer functions of the nodes. They are not able to model series having increasing 
mean and variance over time successfully. Such components should be dealt with by 
detrending methods and power transformations. Once the series is preprocessed, the 
final challenge will be to obtain an appropriate NN architecture that will be able to deal 
with all these time series components. A growing algorithm or pruning algorithm may 
aid in the model building phase. However, when the series exhibit long dependencies, 
these techniques may become insufficient, as they have been often tested either in 
classification problems or time series th a t do not have such characteristics. Let us 
assume that a series comprise cycles 3 units, 12 units and 42 units. A growing algorithm 
used without providing an initial knowledge of the series may take a significant amount 
of computational power to be able to construct the input layer that will comprise 
all necessary cycle information. On the other hand, it is important to start with a 
relatively large architecture to apply pruning algorithms. Hence, an initial knowledge 
of the characteristics of the series is of benefit. Yet, this shows that merging different 
techniques cannot be avoided. Hence, we believe th a t the initial knowledge from Fourier
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analysis may aid to model time serial data exhibiting seasonal and cyclic components 
with NNs. We note that NNs are often believed to be insufficient to handle these 
components and we attem pt to prove otherwise.
C h a p t e r  4
M o d e l l i n g  P e r i o d i c  T i m e  S e r i e s  
w i t h  N e u r a l  N e t w o r k s
4.1 Motivation
Research in time series forecasting argues that predictive performance improves in 
combined models (Bishop 1994, Clemen 1989, Hansen & Nelson 2003b, Hibbert, et al. 
2000, Terui & van Dijlc 2002, Tseng et al. 2002, Weigend et al. 1995, Zhang 2003, Zhang 
& Qi 2005). The motivation for combining models comes from the assumption that 
either one cannot identify the true data generating process (Terui & van Dijk 2002) or 
th a t a single model may not be sufficient to identify all the characteristics of the time 
series (Zhang 2003). For example, a time series may exhibit both linear and non-linear 
patterns during the same time interval. In such cases, neither a linear nor non-linear 
model is able to model both components simultaneously.
Using a hybrid technique that decomposes a time series into its linear and non-linear 
form has recently been shown to be successful for single models (Zhang 2003, Zhang 
& Qi 2005). In particular, it has been argued that for seasonal time series, the sea­
sonal component is first required to be removed by a linear model such as a seasonal 
random walk or autoregressive process, before any further analysis takes place (Tseng 
et al. 2002, Zhang.& Qi 2005, Nelson et al. 1999, Virili &; Freisleben 2000). How­
ever, this assumption carries the danger of underestimating the relationship between
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the components, as there may not be any additive association between the linear and 
non-linear elements. In the case of using additive decomposition on a series having a 
multiplicative or nonlinear relationship, an inaccurate assumption regarding its nature 
would have been made, which might result in poor forecasting. In addition, one cannot 
guarantee that the residuals of the linear component may comprise valid non-linear 
patterns. We claim that a single component is able to model such seasonal series if 
the modelling procedure is carried out properly. Choosing a simpler model, which is 
able to give similar or better performance than more complex models requires fewer 
assumptions to be made about the nature of the series. In the case of inferring an 
inaccurate assumption, using a more complex model may be more costly and result in 
a degradation of performance.
In this case, we are applying Occam’s Razor, in that we are selecting the ’simplest’ 
function in the absence of any prior knowledge and has the least number of unproven 
assumptions (Haykin 1999). The ’simplest’ functions are the functions that include 
fewer parameters and generalises well. However, it has been argued that if we have 
no knowledge beyond the data, there is no reason to expect the simpler model to 
generalize better, hence Occam’s razor cannot be proven (Domingos 1999). In our 
context, hybrid models often carry various assumptions contrary to single models. The 
major argument for using such hybrids is that neither constituent element is able to 
model all the features of the time series.
However, this argument lacks any solid justification. First of all, we cannot test whether 
a given series exhibits both linear and nonlinear characteristics, although there are tests 
for linearity and nonlinearity individually (Tsay 1986). Second, there is no method 
that decomposes a series into linearity and nonlinearity except ARIMA-NN hybrids, al­
though there are methods to identify the relative contribution of a variable, i.e. whether 
it is linear or nonlinear to the multivariate regression function (Chan, et al. 2004), or to 
decompose a mixture of process whose state is changed between linearity and nonlinear­
ity (Cacciatore & Nowlan 1994). Hence, we cannot evaluate or compare the accuracy 
of this decomposition using other techniques. In fact, these hybrids are constructed in 
an ad-hoc manner, which appear to have no theoretical grounding.
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Let us consider the well-known nonlinear chaotic series, the Mackey-Glass data  set 
(Mackey & Glass 1977). If we have had no prior knowledge about its nature and 
applied a hybrid model, we would have made a wrong assumption about its nature. 
Fitting a linear model would be an incorrect move because a linear model may not 
produce a good forecast compared to  a nonlinear model.
T he basis of both linear AR. MA and nonlinear NN models is same. They consist of 
digital filters such as finite impulse response (FIR) and infinite impulse response (IIR) 
filters (Back & Tsoi 1991). W hilst a basic moving average model is regarded as a  FIR, 
an autoregressive model is described as an IIR. Dreyfus, et al. (1992) also show th a t the 
adaptive filters and NNs are formally equivalent, and that NNs, which are potentially 
capable of realising nonlinear input-output relations, are simple generalisations of linear 
filters. However, to construct an appropriate model for a given series is challenging and 
therefore we are required to use model selection techniques.
Model selection techniques are able to explain the characteristics of the time series well 
and hence are informative. The input layer size in a nonlinear NN is regarded as the 
embedding dimension in embedding theorem and it shows that the space of time-lagged 
vectors with sufficiently large dimension will capture the structure of the original phase 
space in nonlinear djoiamics (Frank, et al. 2000). A well-known method to estimate 
the embedding dimension is that of m utual information analysis, which is said to be 
equivalent to the correlation function in a  nonlinear domain (Abarbanel ct al. 1993), 
However, it is more common to use linear techniques in the design procedure for NNs. 
For example, NNs are constructed using information criteria such as AIC and BIC 
(Cottrell et al. 1995, Drossu & Obradovic 1996) or Box-Jenkins’ ACF and PACF (Zhang 
&: Qi 2005). However, Anders & Korn (1999) explained the inappropriateness of using 
such information criteria as they are not theoretically justified for nonlinear NNs.
The configuration of a nonlinear NN is further complicated by the insufficiency of ACF 
and PACF plots when the series exhibit cycles. For example, we plotted the ACF, 
PACF and FFT  for the sunspot data set as shown in Figure 4.1. The ACF plot shows 
an autoregression behaviour whilst the PACF plot indicates that a second order AR 
function will be appropriate. In fact, Box & Jenkins (1970) and Rementeria & Olabe
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(2000) have already used a linear AR(2) model for the sunspot data  set. However, this 
model did not perform as well as other models that used larger window sizes (such as 
12). A FFT analysis shows a dominant cycle of around 11 in the figure. Hence, we 
cannot discard the importance of using a spectrum analysis tool for modelling.
(a) (b) (c)
Figure 4.1: a) The autocorrelation plot of sunspot series b) The partial autocorrelation 
plot of sunspot series c)FFT of same series. The plots reveal the nature of the series, 
which is AR(2) and exhibits an 11 year cycle
There are various spectrum analysis techniques in the literature such as spectral plots, 
FFT  or wavelet analysis (Nist 2005). A spectral plot is described as a smoothed Fourier 
transform of the autocovariance function, whilst a Fourier transform decomposes the 
series into a sum of sinusoidal components (Bloomfield 1976). The spikes in both the 
FFT  and spectral plots denote the intensity of the frequencies in the signal. Wavelet 
analysis is a more advanced technique, which decomposes a signal into its frequency 
components (Mallat 1998). Unlike Fourier analysis, the signal does not need to be 
stationary. In addition, wavelets give time frequency information. However, as we shall 
show, the F FT  is sufficient for our purposes and we describe a method using FFT  
analysis in this chapter to model a seasonal and c_yclic time series using a nonlinear 
NN. We show that the frequencies inherent in a time series are im portant information 
that can be used in the design procedure of the networks and in particular in the 
construction of the input layer.
4.2. Method 63
4.2 M ethod
We propose a method to configure a nonlinear NN to model seasonality, or indeed 
any existing frequency information, in a time series. Our method comprises three 
major steps (see Figure 4.2). In the preprocessing step, we adjust the mean and the 
variance if the time serial data  is nonstationary. In the frequency analysis step, wc 
extract the intense frequencies from the series, as determined by Fisher’s g-sta.tistics 
(Priestley 1982). In the model configuration step, we select the frequency information 
with the longest period, to  use in the construction of the input layer of the NN. Here, we 
obtain the cycle information from the training data  using a fast Fourier transform. We 
choose the final configuration based upon the best performing network on the validation 
data  set.
Time Series
Figure 4.2: The flowchart of the method
4.2.1 Preprocessing
Detrending techniques are usually chosen in an ad-hoc way in many studies (Zhang Sz 
Qi 2005, Virili & Freisleben 2000). However, we claim that an inappropriate choice of 
preprocessing method may affect the performance of the NN significantly. This will be 
evaluated in the following chapter. The forecasting ability of NNs can be helpful in 
understanding whether differencing or trend fitting can be more appropriate, in order 
to make the time series stationary in the mean.
In some circumstances, nonstationarity can also be attributed to th a t of stochastic 
seasonality, and so it is required to be eliminated from the series, because NNs cannot 
extrapolate nonstationary (in the mean) seasonal components (which behave in a sim­
ilar manner to th a t of trends). AA+ have already mentioned this in chapter 2. In the
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case of using first order differencing instead of seasonal differencing, the accumulation 
of disturbances {(ts -  f-p-ij.s) allows these differences to depart from its mean over time 
(Ghyscls k  Osborn 2001). To demonstrate this, we generated 200 data points from 
SARIMA (0 ,0 .0)x (0 .1.0)3 model. In the Figure 4.3.a., the residuals after first order 
differencing was applied, is shown. As can be seen, there is still nonstationarity in 
the series. However, when a seasonal random walk was applied in Figure 4.3.b., the 
residuals become stationary.
(a) (b)
Figure 4.3: a) The residuals after first order differencing is applied b)The residuals after 
the stochastic seasonality is eliminated. The figures show that nonstationarity caused 
by stochastic seasonality, can be only removed by seasonal differencing.
The motivation of using SARIMA models prior to  NN modelling has always been 
thought that NNs cannot model seasonality (Nelson et al. 1994. Nelson et al. 1999, 
Tseng ct al. 2002, Zhang k  Qi 2005). However, the limitation of NNs is that they are 
not able to extrapolate nonstatiouary components such as trends. After these compo­
nents are removed using appropriate techniques, we claim that NNs are able to model 
the remaining components successfully. SARIMA models eliminate these components 
before fitting AR or MA models using their integrated elements. In particular, we claim 
that we can model the seasonal AR models such as SARIMA(0,0 ,0)x(l, 0,0) using NNs 
without preprocessing. This claim will be evaluated in the following chapter.
Finally, we use z-score to improve the training (Zhang et al. 1998).
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4.2.2 Frequency Analysis
Spectral analysis such as the Fourier analysis have many advantages compared to auto­
correlation and conventional trend-seasonal-cycle decomposition procedures. Reinmuth 
& Geurts (1977) explain th a t spectral analysis is said to alleviate autocorrelation prob­
lems when data are analysed in the frequency domain, whereas data in the time domain 
is often highly correlated from one time period to another. In addition, the problem 
with the decomposition procedure is said to  be entirely subjective and dependent upon 
the personal interpretations of the data analysts. Especially, in the case of complex 
series, decomposition of cyclic movement from trend and seasonal effects is not straight­
forward. On the other hand, using a spectral approach can prevent this confusion.
Leakages are the common phenomena in F FT  analysis and it is generally advised to 
apply windowing prior to FFT  analysis to prevent leakage to some degree (Bloomfield 
1976). Here, we applied a Hamming window as it has been found successful in frequency 
resolution, leakage, and amplitude accuracy (N.I. Developer Zone 2005). The Hamming 
window is computed as follows (Harris 1976):
ius[k +  1] =  0.54 -  0.46cos(27r-© -y) (4.1)
where k =  0 , 1 ,..., JV— 1 . We discussed in the third chapter that lionstationarity appears 
to affect the outcome of the F FT  analysis. Hence, it is im portant to use preprocessed 
data  for the FFT analysis.
F FT  analysis produces several peaks when a  given time series exhibits multiple peri­
odicities. The dominant cycle has the frequency whose power is the maximum in the 
spectra. If there is any inherent cycle other than seasonality, it can appear as a second 
dominant in the power spectrum. Although sometimes this information is evident by 
visual inspection, it is a challenge to extract it automatically. Hence, it is generally rec­
ommended to remove the seasonality before applying the FFT  (Chatfield 2004). Then, 
the dominant cycle is sought on the deseasonalised time serial da.ta.
To understand this concept, one may refer to the speech and audio processing literature. 
In acoustics, the distinctive quality of a sound is dependent primarily on the frequency 
of the sound waves produced by the source, called pitch (Dictionary.com 2005). For
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example, in the spectrum of a piano note, the peaks are located at the approximate 
frequencies 330 Hz, 660 Hz, 990 Hz, 1320 Hz, and 1620 Hz (Aim & Walker 2002). All 
of these frequencies are multiples of 330 Hz. Hence, the base frequency of 330 Hz is 
called the fundamental frequency, whilst the others are called overtones. An orchestra 
produces different sounds from a variety of musical instruments. Therefore a power 
spectrum of an orchestra’s output will show several peaks. In  order to identify the 
peaks automatically, we can use a spectral peak detection algorithm. For example, in 
Park (2000), the peaks are found by comparing the magnitudes with a threshold value. 
The peak whose magnitude is greater than the threshold is selected. Here, additional 
steps arc also applied to pick up the local peaks and the potential partials, which were 
deleted or missed in the previous steps. There are also advanced techniques such as 
wavelets to obtain the fundamental frequency information (Aim h  Walker 2002). We 
will return to this in our discussion.
(a) (b)
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Figure 4.4: a) The peaks identified in the first run b) The peaks identified in the second 
run. The outliers arc the frequency components th a t are 3 standard deviations away 
from the mean.
We first discussed the importance of using spectral information in configuration of NNs 
to model seasonal and cyclic series in Taskaya-Temizel, et al. (2005). We described 
the spectral peak detection algorithm in Taskaya-Temizel & Casey (2005b). In this 
method, wc followed a simple approach to identify the fundamental frequency peaks in
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the spectrum. Once we obtained the power information using a FFT, wc calculated the 
mean and the standard deviation of all the frequency powers. In general, we can regard 
the fundamental cycles as outliers in the spectra. Hence, we searched for the frequencies 
th a t are 3 standard deviations away from the mean (Mendenhall, et al. 1999). For 
example, in Figure 4.2.2, the F FT  result (windowing was not applied) of the following 
signal is shown, where t  = [0,0.001, ..,,0.3].
X =  sin(27r30£) +  0.3 sin(27r200£) (4.2)
In the first run, we obtained 30 Hz. Then, we eliminated the power of this compo­
nent and computed the new mean and standard deviation from the remaining power 
information. This is because a dominant component may hinder the other frequency 
components in the spectra, so they cannot be picked in the first run. As can be seen 
in Figure 4.2.2, the frequency component (200 Hz) is picked in the second run. Whilst 
the number of runs can be as many as possible (until there are no peaks left), we can 
set a threshold for the number of runs.
However, there is a major problem here. When the number of runs is set high, the 
algorithm finds insignificant frequency components including noise. In the case of one 
run, some fundamental frequency information may be missed. The number of runs is 
set in an ad-hoc fashion and depend on the data  set’s characteristics. Hence, instead 
of using this approach, we adopt Fisher’s g-statistics (Fisher 1929) as seen in Priestley 
(1982). This can be used to test the largest observed peak statistically. Grenander 
& Rosenblatt (1957) as seen in Priestley (1982) generalised and extended this criteria 
to test multiple peaks. To analyse a. mixed spectra, another common approach is to 
group the successive ordinates (amplitude of frequency components) and apply Fisher’s 
g-statistics for each frequency group.
The frequency levels can be extracted using FIR  filters with different bandpass fre­
quency information. The frequency range is between 0 and 1, where 1 is the Nyquist 
frequency. First, the frequency range is divided into k number of frequency levels. For 
example, if k =  2, the first filter is designed to extract the liigli frequency components 
(0.5 1) whereas the second FIR  filter is designed to extract the low frequency compo­
nents [0 0.5]. Second, the series is convolved with filters separately. This will enable
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Frequency
Figure 4.5: The peaks identified by our algorithm using Fisher’s g-statistics
us to search for peaks in different frequency levels. Third, we use Fisher’s g-statistics 
to test the significance of the peak with the highest amplitude in each frequency level. 
If it is significant we report it, otherwise we discard it. Figure 4.2.2 shows the peaks 
extracted using this way.
4.2.3 Model Configuration
After wc obtain the frequency information, we have to choose which frequency compo­
nents are dominant for use in the network configuration to  preserve the generalisation 
capability of a network. W ith a limited number of available training examples, we must 
use the smallest number of weights possible without compromising performance. We 
concentrate on configuring the number of input units first, because these also corre­
spond to the window size used for the model. As a  consequence, we eliminate frequen­
cies whose periods arc greater than N  x e, where e is the error probability. If e =  0.1, 
we eliminate frequencies whose periods arc ten times smaller than training data  set 
size. For example, let us assume that our FFT  analysis finds a period of 200 in a 600 
point series. Since our scries has to be split into training, validation and testing data 
sets, it would not be possible to have more than one cycle in each set, unless each was 
greater than 200 points, which is not feasible. If wc reduce the size of the validation 
set, the network may overfit the data as there will be insufficient patterns to  measure 
the accuracy of the model.
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If the series contains an AR process in addition to its inherent cycles and seasonality, 
we may consider increasing the number of input lags in the network. For example, 
consider the SARIMA model (1 ,0 ,0)x(0 ,1 ,1)12. As the model contains a first order 
AR and a stochastic seasonality of order 12 , the longest lag is expected to be 13 on the 
AR side.
In order to choose the number of hidden layer nodes, we have to select a number which 
will not exceed the N x e  criteria. We observe th a t for cyclic and seasonal time series, we 
require few (one or two) hidden layer nodes, which will be demonstrated in the following 
chapter. Finally, we choose the network based on the validation set performance.
Zhang 8z Qi (2005) introduced similar flexibility in their models but for a different 
reason. They increased the variety of the architectures tested after they constructed 
the input layer structure using ACF (not all significant lags were used).
4.2.4 Pseudocode of Algorithm  
Preprocessing
1. Given a time series create training validation {xi}YJrR+i and
test data sets where i is the time index.
2 . Stabilise the mean of the series by computing the first-order difference.
xi+i =  3+i+l X{ (4 .3 )
where x  is the stabilised time series.
3.
4.
Normalize the series using the z-score to improve training in the network.
=  Ei. Zj k  (4 .4)
a /X
Estimate the number of input tapped delays IL S  using the dominant cycle infor­
mation in the differenced series:
Frequency C om ponents S epara tion
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(a) Let windows be the window size of the bandpass FIR filter.
(b) Let k be some integer which shows the number of frequency bins.
(c) Let bnm be the bandpass filter with passband v l  < ui < v2 (only frequencies 
within this range are allowed) where 1 < n < windows and m  is the fre­
quency bin index, where 1 < m  < k. The frequency range for mth frequency 
component is [(m — 1) x a (m  — 1) x a +  a], where a =  (1 /k).
(d) Convolve each bnm with the {x fY J l  to extract the corresponding frequency 
components in time domain.
where w vl  =  e(~2m)lVL is a V L th root of unity.
(f) Let RT1 — |Hkm\ be the amplitude response of H km-
(g) Discard the frequencies that are greater than V L /2.
P eak D e te c t io n
(h) Set P  =  0
Compute Fisher’s g-statistics which is obtained by dividing the maxi­
mum amplitude in the mth frequency level to the sum of all amplitudes in the 
corresponding level, where Q is the number of amplitudes in the frequency 
level.
Find the exact distribution of g:
(4.5)
where xcm is a series.
F re q ue ncy  A n a ly s is
(e) Compute the fast Fourier transform of xcm'-
VL - 1
Hkrn = ^  '] XCmjwY j= 0 (4.6)
p[gm > z] -  n\
j =1
a
(4.8)
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where a is the largest integer less than (1 /z )  and n  is the VL/ 2k .
If 9m >  p[9m > z \ then the frequency peak Pm at max Ii™ is significant.
If Pm is significant then P  = P  U Pm
Repeat frequency analysis and peak detection procedures for all m.
Model Configuration
(i) Set the number of input tapped delays IL S  to the closest integer value for 
each period within P. The best number will be selected experimentally from 
these according to the validation set performance. However, the number of 
network connections cannot exceed V L  x e., where e is the error probability, 
which should be 0 < e < 1 .
(j) Restrict the number of nodes in the output layer to unity and choose a 
hidden layer size according to the V L  x e criteria. This will be selected 
experimentally according to the performance.
4.3 Summary and Discussion
In this chapter, we proposed a method to design a NN to analyse cyclic and seasonal
time series. The motivation of the method is one of simplicity: Occam’s razor should 
lead us to select a simpler solution compared to a complex solution. Recall that using 
more than one model (for example in a hybrid architecture) requires assumptions to 
be made about the nature of the given series compared to a single model. Hence, more 
complex models such as linear-nonlinear hybrids may underperform in the case of an in­
accurate assumption, because the more assumptions made introduce potential for error. 
It is im portant to understand the problem before rushing into more complex solutions. 
Hybrid techniques introduce undesired complexity to the modelling procedure.
The use of TDNNs may seem less appealing than recurrent NNs at first. However, recall 
that recurrent networks are often not able to learn long term dependencies using the 
gradient descent method (Bengio et al. 1993). Because of this reason, new architectures
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have been proposed (Tino k  Hammer 2003, Jaeger 2003). In particular, echo state 
networks have received significant attention (Rao k  Principe 2005). However, for us, 
TDNNs still offer simpler solutions. Furthermore, the transfer functions are usually 
fixed for the TDNN. Ideally, if the transfer function of NNs are designed to be adaptive 
as in Vecci, et al. (1998), the inherent characteristics of the given time series, whether 
it is linear or nonlinear can be understood easily. In their work, they describe a transfer 
function using control points of the Catmull-Rom spline function. These points help to 
determine the smoothness of the function. In addition, they are able to approximate to 
a similar function to that of sigmoid or linear. However, these methods have not been 
well-established as they have been experimented on with a limited number of data sets.
As we employed FFT analysis, our method carries the pitfalls of this analysis. FFT 
analysis is sensitive to nonstationarity and noises. The involvement of a MA process 
may introduce many artefacts in the spectrum, thus preventing the capture of the 
true underlying process. In such cases, we can take advantage of other techniques, 
such as autocorrelation functions. Recall that we are more interested in capturing 
the cyclic information and its effect on the design of NNs. In the future, we may 
consider using wavelet analysis as it is a more robust technique compared to a FFT. 
Furthermore, wavelets give time-frequency information (unlike FFT). However, for us, 
the FFT appears satisfactory as we will see in the next chapter.
We believe that the importance of spectral analysis in the model building procedure 
is significant, and therefore should not be discarded. Before demonstrating this, we 
would like to finish with a statement, made by Reinmuth k  Geurts (1977) (p. 148) in 
an earlier work:
“Consistency and uniformity in the model selection process, which cannot be guar­
anteed by traditional model selection procedures due to the inconsistency of human 
judgement, is assured when using the spectral approach.”
C h a p t e r  5
C o m p a r a t i v e  E v a l u a t i o n
5.1 Introduction
In chapters 2 and 3, we explained the common problems encountered in modelling time 
series using NNs. In chapter 4, we presented a method to configure a NN to model 
seasonal and cyclic series. In this chapter, we evaluate our assumptions regarding the 
suitability of using a NN for modelling such series, and the proposed method. The 
items we address in this chapter can be summarised as follows:
1. Are NNs able to model seasonality? If they are, what type of seasonalities? 
W ith many arguments against their ability to model seasonality (see for example 
the debate in Nelson et al. (1999)), we investigate whether it is possible using a 
simulated data set.
2. How important is preprocessing for NNs? How does detrending affect perfor­
mance? In order to overcome the limitations of NNs, detrending is used to sta­
bilise the mean of the series before training. The choice of detrending technique is 
im portant for linear model building. However, this has not yet been investigated 
for NNs. This section will demonstrate the effect of the choice of detrending 
technique on the generalisation performance of the networks.
3. How can we construct optimal architectures to model seasonal and cyclic series?
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In chapter 4, we presented our method to construct optimal architectures to model 
cyclic series. Here, we will evaluate our algorithm by using benchmark series.
4. Are ARIMA NN hybrids better than simple models such as linear ARIMA mod­
els and NNs? ARIMA-NN hybrids aim to bring the strengths of statistics and 
NN techniques together by combining them into one model. We will investigate 
these hybrid architectures further and show whether they provide a consistent 
performance improvement over single models.
Finally, we conclude by discussing the limitations of our proposed algorithm.
5.2 Are NNs able to model seasonality?
There is some debate as to whether seasonality can be modelled using NNs (Nelson 
et al. 1999). The majority view is that deseasonalising is required (Jurik 1992, Nelson 
et al. 1999, Hill et al. 1996, Virili & Freisleben 2000, Zhang & Qi 2005, Tseng et al. 2002). 
However, a few studies regard this claim as wrong (Nelson et al. 1999).
In particular, there is no systematic approach to model a seasonal series using NNs. In 
general, input lags are incorporated in an ad-hoc fashion. For example, for modelling 
short seasonal series, Nelson et al. (1999) and Zhang & Qi (2005) preferred picking 
different lags within the seasonality range. Faraway & Chatfield (1998) used only one 
AR lag of 12, even though the seasonal series is known to exhibit no AR component, 
only an MA component. Furthermore, there is no theoretical or empirical evidence to 
support these selection strategies. As a consequence, architectures can end up being 
much larger than required, compared to a linear model such as SARIMA, and they 
concluded that NNs are not able to model seasonality. We have already mentioned 
these problems in Chapter 2. In this section, we will attem pt to answer the following 
two questions:
1. Are NNs able to model seasonality? If so, what type of architecture gives the 
optimum results?
2. How does their optimum performance compare to linear models such as SARIMA?
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In the first part of the section, we will conduct our experiments on short data series. 
In the second part of this section, the same experiment will be conducted 011 a much 
larger data set in order to improve generalisation.
5.2.1 Experiment with Short Simulated Series
5.2.1.1 E xperim ent D eta ils
(a) (b)
Figure 5.1: a) The series generated from SARIMA 12 model in Equation 5.1 b) The 
residual series, which has been preprocessed using first order differencing: We used this 
series for modelling using NNs,
We chose two time series with 512 data points generated from two different SARIMA 
models: SA R IM A (l,0 ,0)x(0,1 ,1)12 (used in Chatfield (2004)) and SARIMA(2, 0 , 0)x 
(0 ,1 , 0)42 model. The second model’s seasonality order was chosen to be different to 
the first to demonstrate the importance of input lags. Our choice of 42 is motivated by 
Makridakis et al. (1998) and Tomes (1990), where they reported cycles with length of 
41 and 43 in financial time series respectively. We reserve 312 points for training, 100 
points for validation and 100 points for testing. The first model is as follows:
X t  =  12 +  0.9(Xt_i — A t—13) +  et +  0 .l e t - 12; (5.1)
where e are Gaussian random numbers with p. = 0 and <r2 =  1. The second model is:
At — A t—42 +  0.7(At_i — Af_43) +  0.3(Af_2 — A t-44) +  et (5.2)
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where e are Gaussian random numbers with p = 0 and <r2 =  0.01.
In Figure 5.1.a., we plotted the original series generated from the SARIMA 12 model 
in Equation 5.1. As can be seen, the series appears to exhibit seasonality. We also 
observe that there is an upward trend, which is eventually the result of the stochastic 
seasonality. This leads to the assumption that there is nonstationarity in the trend. 
Hence, we preprocessed the data using first order differencing (see Figure 5.1.b.) and 
as a consequence, the residuals contain the seasonal component.
In order to assess whether a seasonal component can be modelled using NNs, we 
conducted a number of experiments with network configurations of i : j  : 1 , where 
1 < i <  80 and 1 < j  <  32, a total of 2560 networks. Each network was configured to 
use a hyperbolic tangent activation function for the hidden layer and a linear function 
for the output layer. Training was performed using the gradient descent algorithm for 
a maximum of 20,000 epochs, with initial learning rate parameter A =  0.1, increased 
by 1.05% if the training error decreased, otherwise decreased by 0.7%, if the training 
error increased by over 4%. Each configuration was tested with 30 different random 
initial weights to provide an average root mean square error (RMSE). We followed the 
training procedure described in Tseng et al. (2002).
(a) (b)
Input Hidden Test RMSE
12 1 0.3521 ± 0.00033
15 1 0.3550 ± 0.00018
13 1 0.3553 ± 0.00033
16 1 0.3570 ± 0.00018
18 1 0.3573 ± 0.00020
14 1 0.3578 ± 0.00016
17 1 0.3580 ± 0.00019
19 1 0.3646 i  0.00028
12 2 0.3658 ± 0.01522
20 1 0.3661 ± 0.00025
Input Hidden Test RMSE
43 1 0.1407 ± 0.0030
44 1 0.1415 ± 0.0034
46 1 0.1417 ± 0.0023
45 1 0.1422 ± 0.0025
47 1 0.1432 ± 0.0036
49 1 0.1441 ± 0.0038
51 1 0.1457 ± 0.0024
50 1 0.1459 ± 0.0020
48 1 0.1483 ± 0.0036
52 1 0.1490 ± 0.0034
Table 5.1: The top 10 architectures which were selected according to their best average 
RMSE performances on the testing data set a) The results of SARIMA 12. b) The 
results of SARIMA 42.: These show a variation of approximately 4% for SARIMA 
12 and 6% for SARIMA 42 between the first and the tenth networks’ performance if 
the standard deviation 2.083 and 3.124 of the data series are taken into consideration 
respectively.
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5 .2 .1 .2  R esu lts
In Table 5.1, we have listed the top ten networks that produced the least average RMSE 
on the testing data set for the 30 trials. As can be seen, the configurations 12:1:1 and 
43:1:1, produce the best results and have the same input layer size as the true model 
orders on the preprocessed data set for the SARIMA 12 (AR order=13) and SARIMA42 
(AR order=44) models respectively.
(a) (b)
Input Test RMSE
12 0.3473
15 0.3495
13 0.3504
16 0.3503
18 0.3480
14 0.3513
17 0.3500
19 0.3536
20 0.3552
Input Test RMSE
43 0.1116
44 0.1132
46 0.1138
45 0.1138
47 0.1141
49 0.1147
51 0.1166
50 0.1168
48 0.1142
52 0.1182
Table 5.2: The testing data set performance of the linear AR models which comprise 
the same input lag structure in Table 5.1. a) The results of SARIMA 12. b) The 
results of SARIMA 42.: The linear AR results are better than neural network results. 
For example, the best linear AR model for SARIMA 42 series and SARIMA 12 series 
performed 20% and 1% better than neural networks respectively.
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31
Hiddan Layar
Figure 5.2: The error surface of the TDNNs based on average RMSE performance for 
SARIMA 12 data set. The illustration was created using a contour plot with isolines 
calculated from the error matrix with the number of contour levels set to fifteen.
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i SRW SARIMA RW
| SARIMAI2 
SARIMM2
0.53844
2.61723
T3W5T
0.13070
2.41300
3.33884
Table 5.3: Linear model RMSE on simulated data sets. SRW is the seasonal random 
walk model, RW is the random walk model and SARIMA is the model we used for 
generating the data sets. SARIMA12 and SARIMA42 are the series that were generated 
from SARIMA12 and SARIMA42 models respectively.
In order to show the significance of the network performance, we also used the t-test 
to compare the mean errors of the networks. A t-test compares the means of two 
networks’ error distributions and tells us whether they are similar or different (Pizarro 
et al. 2000). The t-test shows that the mean errors of the first seven architectures are 
different, whilst the eighth, ninth and tenth architectures have similar error means. 
The t-test result shows that the performance of the network with 12:1:1 configuration 
is indeed the best. However, the t-test revealed th a t the top five architectures produced 
similar RMSE distribution for SARIMA 42 data set. This means that the networks, 
which include input layer delays between 43-47 are giving similar performance.
In Figure 5.2, we plotted the error surface of the networks with varying input and 
hidden layer sizes based on their average RMSE on the testing data set. A darker 
colour indicates a lower average error. When the number of input layer nodes is below 
12, the error is high (the average RMSE of 12:1:1 network is 58% less than than 1 1 :1:1 
network), with the error increasing in proportion to the the number of hidden layer 
nodes.
Table 5.3 shows the linear AR model performances for simulated data sets. Linear 
model performances are 14% and 8% better than the best average NN performances 
for series generated from SARIMA12 and SARIMA42 respectively.
As a conclusion, TDNN gives its best performance when its number of input layer lags 
is close to the true model order. The results show that TDNN’s performance is affected 
by seasonality and they suggest th a t they are able to model seasonality.
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5.2.2 Experiment with Larger Simulated Series
5 .2 .2 .1  E x p e r im e n t D e ta ils
We generated 20000 data points from SARIMA 12 model in Equation 5.1. We reserved 
10000 points for training, 5000 points for validation and 5000 points for testing. We em­
ployed the same training scheme which was described in Section 5.2.1.1. We conducted 
a number of experiments with network configurations of 2i : 2j : 1 , where 1 <  i < 16 
and 1 < j  <  32 and 2i : j  : 1, where 1 < i < 16 and 1 <  j  <  3.
5 .2 .2 .2 R esu lts
4 6  8 10 12 14 16 18 20 22 24 26 28 30 32 
Hidden layer
4 6 8
Hidden Layer
Figure 5.3: The error surface of the TDNNs based on average RMSE performance on 
the testing data set. a) The best performance was obtained with small hidden layer 
size and the input layer size that is greater than 12. b) A close look at the darkest 
region of the first figure. The best performance was obtained when the hidden layer 
size is less than or equal to 2 and input layer size is less than 28.
In Figure 5.3.a, we plotted the error surface of the networks with varying input and 
hidden layer sizes. The TDNNs give their best performance when the input layer size 
is greater than or equal to 12 and hidden layer size less than or equal 10. The average 
RMSE test errors decrease in proportion to the hidden layer size. To investigate further, 
we also plotted the error surface of TDNN with input layer size greater than or equal 
to 12 and hidden layer size less than or equal to 10. The least errors were obtained
80 Chapter 5. Comparative Evaluation
when the hidden layer size is less than or equal to 2 .
Input Hidden Test RMSE
12 1 0.3476 ± 0.00018
14 1 0.3683 ± 0.00031
16 1 0.3730 ± 0.00016
18 1 0.3796 ± 0.00060
20 1 0.3860 ± 0.00043
12 0.3933 ± 0.10076
24 1 0.3942 ± 0.00030
22 1 0.3945 ± 0.00962
12 2 0.3961 ± 0.05054
18 2 0.3974 ± 0.05075
Table 5.4: The top 10 architectures th a t gave the best performance on the testing data 
set of SARIMA 12 data  set. The best architecture has the same number of input layer 
lags as the original model.
Table 5.4 shows the top 10 architectures that gave the best performance on the testing 
data set. The t-test shows th a t the first five architectures give different error per­
formance whilst the rest five architectures produced similar RMSE errors. The best 
architecture 12 :1:1 has the same number of input layer lags as the original model.
We also investigated linear AR models having same input layer structure in Table 5.4. 
We found that the RMSE of a linear AR model with 12 input lags is 0.1042 whilst the 
RMSE of the rest of the architectures is 0.0995 on testing data set.
5.2.3 Discussion
In this experiment, we showed that NNs give their best performance when the sea­
sonality information is included in the input lags. In the case of using less lags, their 
performance degrades significantly. Using more input and hidden layer nodes than re­
quired also has a negative impact on their performance. We obtained the best results 
when the NN configuration is close to the true model order. Hence, the results sug­
gests that NNs are able to model seasonality, which is contrary to the claims made in 
Nelson et al. (1999). The results of experiments on both short and long data  sets are 
equivalent.
We found that linear SARIMA models outperform NNs by around 14% in the first 
simulated short series. The reason of this can be attributed to the inaccurate model
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selection, because we applied first order differencing to a seasonal series which exhibits 
stochastic seasonality but not stochastic trend. When we fit a linear AR model of order 
12 on the detrended data, we obtain 0.34 RMSE, which is similar to NN performance. 
Hence, when stochastic seasonality is present, we suggest that it is necessary to desea- 
sonalise the series for NNs as we normally do for building SARIMA models. However, 
the best results indicate that if the seasonality appears to be stationary, then there is no 
necessity to eliminate the seasonality component. As a consequence, the nonstationary 
(in the mean and variance) patterns should be eliminated before training. This can be 
a stochastic trend or stochastic seasonality.
Jurik (1992) argued that NNs’ learning can be degraded by behavioural patterns and 
hence, removing those components will enable the network to concentrate on more com­
plex patterns. In this experiment, our simulated series comprised both a seasonal and 
an AR component (on the residuals) which can be regarded as two different behavioural 
patterns. However, NNs gave their best performance when the input lags included the 
correct number of AR lags (sum of AR and seasonal components), which can be shown 
as an empirical evidence of their ability to handle different components simultaneously.
5.3 How important is preprocessing for neural networks?
It has been suggested th a t there is no method that can determine which detrending 
method is suitable for a given series (Zhang & Qi 2005). Detrending is im portant 
to stabilise the mean. In the case of the choice of a wrong detrending technique, 
nonstationarity may be seen in the data set and affect the performance of the fitted 
model. Although significant attention is shown for linear models, the same attention 
has not normally been shown for NNs. For example, whilst Virili Sz Freisleben (2000) 
adopted differencing, Zhang & Qi (2005) employed trend fitting. Hence, this has yet to 
be fully investigated. The forecasting ability of NNs can be helpful in understanding 
whether differencing or trend fitting can be more appropriate in order to make the time 
series stationary in the mean.
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5.3.1 Experiment Details
In this experiment, we used nine seasonal benchmark time series as per Hansen & Nelson 
(2003a) and Zhang & Qi (2005), which were taken from U.S. Census Bureau Monthly- 
Trade and Food Services D ata Sets (2005) and Federal Reserve Time Serial D ata (2005). 
Table 5.5 shows all the data sets used for this and forthcoming experiments.
Data Sets Start Date Data Points Validation Set Test Set
USBC Retail Jan-1992 120 12 12USBC Hardware Jan-1992 120 12 12USBC Clothing Jan-1992 120 12 12USBC Furniture Jan-1992 120 12 12USBC Bookstore Jan-1992 120 12 12FR Durable Goods Jan-1947 660 12 12FR Fuels Jan-1947 576 12 12FR Consumer Goods Jan-1970 384 12 12FR Total ProducUon Jan-1947 660 12 12Sunspot Jan-1700 268 11 67Lynx Jan-1821 114 14 14BP/USD Jan-1980 731 52 52
Table 5.5: The data sets used in the experiments
The last three data sets have also been used in many studies (Box & Jenkins 1970, Rao 
Sz Sabr 1984, Cottrell et al. 1995, Rementeria & Olabe 2000, Zhang 2003, Rao & 
Sabr 1984, Zhang 2003). The logarithmic transformation was applied to the Canadian 
lynx data set as per Rao & Sabr (1984) and Zhang (2003). One-step-ahead forecasting 
is considered in the experiments. The validation set is used for choosing the model and 
the testing set is used for evaluation of the selected architecture. The split of the data 
set is carried out inline with Zhang (2003) that considers the seasonal nature of the 
series.
In order to compare the architectures, we conducted a number of experiments with 
network configurations of 2i : 2j : 1, where 1 <  i < 16 and 1 <  j  <  16, a total of 256 
networks. The training parameters are same as the ones we used in Section 5.2.1.1.
5.3.2 Results
Figure 5.4 shows the TDNN testing data set RMSE when trained using data prepro­
cessed with differencing or first order polynomial trend fitting. The mean result is 
shown based on training 256 different TDNN architectures for 30 trials, each starting 
with different random initial conditions. Eight out of nine data sets preprocessed with
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(b)
Figure 5.4: a) TDNN mean and standard deviation RMSE for testing d ata  sets prepro­
cessed with differencing and trend fitting, b) The comparison between the preprocessing 
results in percentages.
differencing performed significantly better than with trend fitting. However, USBC 
clothing data set performed better when it was prcprocessed using trend fitting.
Our results show that choosing the right detrending method is im portant to obtain a 
good performance with NNs, as the inaccurate detrending method degrades the overall 
performance regardless of the TDNN configuration.
(a)
Data Sets Differencing Trend Fitting
U S B C  Retail 
U S B C  H ardw are  
U S B C  Clothing  
U S B C  Furniture 
U S B C  Bookstore  
F R  D urab le  G oods  
F R  Fuels
F R  C o n su m er G oods  
F R  Total Production
1 4 4 6 .7 7  ±  4 5 7 .8 4  
7 3 .2 6  ±  2 0 .9 9  
1 1 4 8 .5 8  ±  4 2 7 .1 7  
2 79 .91  ± 4 4 .1 9 6  
2 2 4 .8 6  ±  3 6 .9 7  
4.31  ±  0 .5 3  
2 .2 8  ±  0 .3  
1 .8  ±  0 .2 2  
1.9 5  ±  0 .1 9
2 1 7 7 .0 4  ± 5 42 .28  
1 1 1 .0 6  ±  3 1 .3  
8 4 8 .5 9  ±  2 0 7 .9 8  
2 8 5 .9 7  ±  2 4 .0 9  
2 9 6 .0 8  ±  3 8 .1 8  
7 .8 3  ±  1 .27  
2.51 ±  0 .5 4  
2 .5 8  ±  0 .5 2  
3 .4 2  ±  1 .42
5.3.3 Discussion
For NNs, preprocessing helps by making the data  have a constant mean and variance. 
The experiments indicate that the trends in the data sets caimot be adequately captured 
by first order polynomial fitting, which means a deterministic trend is too restrictive 
(inline with the Harvey’s (1997) result). If the slope of the trend changes over time, it 
is possible th a t nonstationarity may not be removed properly in the unseen d a ta  set. 
Hence, this may explain the performance degradation of the NNs.
Wc can conclude that one should consider both detrending techniques for modelling
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with NNs and choose the best-performing from the results, because this will typically 
depend upon the characteristic of the data set. For the nine data sets, differencing 
appears to give the best results, and hence we use this in subsequent experiments. 
However, we note that if the time series evolves in exponential or multiplicative form, 
the first step should be to apply transformations such as taking the logarithm of the 
series, because detrending using differencing or trend fitting is not able to deal with 
these components.
5.4 How can we construct optimal architectures to model 
periodic series?
Wc showed in the Section 5.2 that NNs appear to give their best performance when 
( lie configuration of the architecture gets closer to the true model structure. Including 
more or less input layer nodes than required results in performance degradation. Here, 
we present the results of our method to configure a NN to model seasonal and cyclic 
time scries using F FT  analysis. In addition, we show how to capture this information 
from FFT  results automatically.
Our motivation for choosing the F FT  is that it is able to  give information regarding the 
degree of seasonality and other inherent cycles, without the need of any prior knowledge 
regarding the series. For NNs, it is crucial to incorporate such information in the input 
lags. If not, wc may miss im portant dependencies between the future and past values. 
So, once wc obtain the frequency information, we select the longest cycle in our spectra. 
However, the cycle length should be selected carefully by preserving the generalisation 
capability of the NN. We have made certain assumptions in our analyses:
1 . We deal with relatively short series. Hence, this limits us to small validation and 
testing data  sets.
2. To preserve the generalisation capability of the network, we use the rule of thumb 
developed from the VC dimension (Bishop 1995):
TV
Nmin a  —  (5.3)
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where e is the error probability, W  is the number of connections and N  is the 
length of the training data  set. This was obtained from the generalisation analysis 
of Korian & Sontag (1997), who adapted the criteria of Vapnilc &; Chervonenkis 
(1971) to sigmoid units. Here, we chose e =  0.15, which means we need around 
seven times as many training patterns as there are weights in the network. We 
did not consider a NN with connections larger than those meeting this criteria 
including the cycle length and this limited our choice of architectures. In contrast, 
Bishop (1995) gave an example of larger data  sets and chose e =  0.1. However 
for us with short series, this restricts the architectures we can use.
5.4.1 Spectral Peak Detection
F FT  analysis is an effective tool for extracting inherent frequency information from a 
series. The periodical patterns are easier to capture in the frequency domain compared 
to the time domain (Reinmuth & Geurts 1977). By using an effective spectral peak 
detection algorithm, one may obtain both information regarding the seasonality and 
cycles without using a deseasonalising technique.
In  our algorithm, we used Fisher’s g-statistics (Fisher 1929) to find the significant peaks 
on the spectrum as seen in Priestley (1982). As we assume that the time series may 
contain both seasonality and cycles, which is also regarded as mixed spectra (Priestley 
1982), we divide the F FT  ordinates into k sets, where k is the number of ordinates 
with each containing [JV/2fc] points, and applying g-statistics to each frequency bin. The 
difficulty with seasonal series is that they cause several peaks to appear in the spectrum. 
To demonstrate this issue, we will consider the two seasonal series SARIMA12 and 
SARIMA42, as used before (in Equation 5,1 and Equation 5.2).
Figure 5.5 show the spectrum information of these two synthetic time series. Whilst 
the horizontal axis shows the frequency, the vertical axis show the power (amplitude) 
information. The red circles indicate the extracted peaks from onr algorithm, which 
will be explained at. the end of this section. If the seasonal component S E t maintains 
a constant pattern  from year to year, then S E t will be a periodic function of t  with a.
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(a) (b)
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Figure 5.5: a) FFT  result of SARIMA 12 model (seasonality peat a t frequency 0.0833) 
b) FFT result of SARIMA 42 model (seasonality peak at frequency 0.0238)
period of one year and can be represented as a harmonic series (Priestley 1982):
Cl
,2kpt . 2?rpt, (5.4)
where t is measured in months. As can be seen from the plots in Figure 5.5, there 
arc repetitive harmonic elements. Hence, we see occurrences at frequencies 0, ±27r/12, 
± 47r / 12, .... ± 7t / 2 , which constitute a mixed spectra.
The amplitude of the seasonality harmonics is related to the coefficients a and b in 
Equation 5.4. If the coefficients are small, then the amplitude of the corresponding 
spectral peak at period p will be small. For example, we replaced both coefficients ap 
and bp with the following [1,2, 3 ,4 ,5 ,6] to give a lower amplitude of the high frequency 
components compared to the lower frequene.y components. Figure 5.6.a. shows each 
harmonic variation resulting from this. The series at the top of the figure has a period 
12, the subsequent elements show the other harmonic series in order, ending with the 
sum of all these harmonies. Figure 5.6.b. show the frequency components. Notice that 
the amplitudes of those frequency components in the plot change in proportion to  the 
a and b coefficients.
Mixed spectra can be analysed by grouping the frequency components and applying
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Figure 5.6: a) The seasonality harmonics. The low frequency component is at the top, 
whereas the sum of all frequency components is a t the bottom, b) The coefficients 
of the cos and sin function are reflected as amplitudes in the frequency domain. For 
example, the coefficient of the harmonic series at 57t /1 2  (0.416) is greater than the 
coefficient at 47r/1 2  (0.333).
g-statistics to each frequency bin. Here, to achieve the frequency decomposition, wc 
employed a window-based finite impulse response filter. We used M atlab’s (Mathworks, 
Inc. 2005) function firl() for generating a truncated impulse response for implementing 
low-pass, higli-pass and band-pass filters. To apply this filter, we specify the length 
of the filter, and cutoff frequency. Chatfield (2004) suggests the following criteria for 
choosing the length of the filter. Using a Hamming-window, the choice of the window 
size is difficult and it has to be chosen subjectively so as to balance 'resolution against 
vanance’. If the window size is small, the estim ator variance will be small but the 
bias will be large and the im portant features in the spectra will be smoothed out. But
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if the window size is large, the behaviour of the estimator becomes more like th a t of 
the pcriodograin with erratic variation. Hence, 2y /N  is suggested as a rough guide, 
where N  is the length of the series and therefore, we use this criteria in om* algorithm. 
We decomposed the frequency components into 10 equal frequency intervals. Priestley 
(1982) suggests a decomposition level of 10 for time series having similar length to our 
data  scries.
Data Set Errori Error2 Average
Sunspot
SARIMA12
SARIMA42
17%
0%
48%
29%
13%
0%
23%
6%
24%
Table 5.6: The error percentages for spectral peak detection algorithm. The first col­
umn shows the missed peak information (ffequency information reported as significant) 
percentage. For example, we found five out of six reported peaks for sunspot series cor­
rectly. The second column shows the percentage of peaks we found th a t are different 
from reported significant peaks. For example, we found two additional peaks that were 
not reported as significant for the sunspot series. Hence, our error percentage is 2/7. 
The average colum shows the average of both error percentages.
Wc take a data series with known seasonality (SARIMA12 and SARIMA42) and cycles 
(sunspot scries (Tomes 1990)) and compare this with our m ethod’s ability to extract 
seasonality and cyclic components. The percentage difference between the known and 
extracted cycles arc shown in Table 5.6. Our error increases when the number of 
significant frequency components increase. For example, whilst our error percentage is 
low for the series generated from SARIMA 12 series, our error increases for the series 
generated from SARIMA 42 series. However, in all three series, we obtained the most 
significant frequency components successfully, which are 12, 42 and 11 for SARIMA 12, 
SARIMA 42 and sunspot series.
5.4.1.1  D iscuss ion
Our spectral peak detection algorithm finds all significant frequency components suc­
cessfully and the error percentages per data set are low. Although finding harmonic 
occurences for seasonal series is not crucial (as our true model order is always equal to
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the seasonality length), it is im portant to find all the significant cycles for any given 
mixed spectra, because, this information can be of benefit for modelling, which will be 
demonstrated in Section 5.4.2.
However, the method has some drawbacks. The frequency components are split into 
bins and the largest ordinate on each frequency bin is extracted. The significance of 
each largest ordinate per frequency bin is tested using g-statistics. Hence, if there is 
more than  one significant frequency peak in the frequency bin, the algorithm will not 
pick the second. This is also why we could not mark some of the peaks in Figure 
5.5. In addition, we observed how noise interfered with low level frequencies (Vauglian 
(2005) provides a review about how to analyse these frequency components.) However, 
our algorithm generates satisfactory results for us in order to carry out our modelling 
procedure as we are able to pick the most significant peaks.
5.4.2 Evaluation of Architecture Selection
The major difficulty we encountered with modelling benchmark seasonal and/or cyclic 
d ata  sets using NNs, such as the sunspot data, is th a t there is no TDNN configuration 
benchmark that can be used for comparison. For example, for sunspot series, a variety 
of TDNN configurations have been recommended (Cottrell et al. 1995, Weigend et al. 
1992, Zhang 2003) with different input and hidden layer sizes, and training parameters. 
However, the evaluation of these architecture selections is limited.
In this section, by using our spectral peak detection algorithm, we construct a NN 
architecture according to our proposed selection criteria. Then, we evaluate the se­
lected architecture according to  the best performing architecture out of all possible 
architectures in the given range.
5.4.2.1 Experiment Details
In order to compare the architectures, we conducted a number of experiments on the 
twelve data  sets (Section 5.3.1). For USBC retail, USBC clothing, USBC furniture, 
USBC bookstore, FR  fuels, and FR. consumer goods data sets, we experimented TDNN
90 Chapter 5. Comparative Evaluation
configurations of 2i : 2j : 1, where 1 <  i < 33, 2 < j  <  16 and configurations of i : j  : 1, 
where 1 <  z <  80, 1 <  j  <  3, a total of 735 networks. For USBC hardware, FR  durable 
goods, FR total production, sunspot, Canadian tynx and BP/USD data sets, we used 
configurations of i : j  : 1 and 1 <  i  < 80, 1 <  j  < 32, a  to tal of 2560 networks (for 
a more detailed performance analysis). The training parameters are the same as the 
ones wc used in Section 5.2.1.1. We detrended all the data  sets except the sunspot and 
lynx data sets as there appears no trend in the series.
5.4.2.2 R esu lts
Data Sets Cycles
USBC Retail 2,3,4,6,13
USBC Hardware 2,3,4.6,12
USBC Clothing 2,3,4,6,13
USBC Furniture 2,3,4,6,13
USBC Bookstore 2,3,4,6,12
FR Durable Goods 2,3,4,6,12,64
FR Fuels 2,3,4,6,12
FR Consumer Goods 2,3,4,6,12
FR Total Production 2,3,4,6,8,12
Sunspot 3,4,6,8,11,107
Lynx 4,5,10
BP/USD 2,3,46
Table 5.7: The cycles extracted using our algorithm. The period information is rounded 
to the nearest integer for use in constructing input layer lags of the TDNN.
Wc obtain cycle information for each series, as shown in Table 5.7 in Section 5.4.1 
with our algorithm. These results correspond with the extracted seasonal information. 
However, wc note that 13 appears to be selected in 3 out of the 9 monthly series. This 
is partly through rounding (12.51 to 13).
Configuration Validation RMSE Test RMSE
12:1:1 1.3868 ± 0.0204 1.3690 ±  0.0412
12:2:1 1.3862 ±  0.0460 1.2773 ± 0.1496
123:1 1.3534 ±  0.0957 1.3845 ±  0.0839
12:4:1 1.2496 ±  0.1365 1.1708 ±  0.2136
Table 5.8: The TDNN configurations considered for model selection for FR  consumer 
goods data set (the maximum number of connections is 55.8). The best performing in 
the validation set is chosen.
After we find the inherent cycle information, we choose the longest cycle (its size should
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be less than around seven percent of the training set according to our generalisation 
criteria) to construct the input layer. Then, we consider all possible hidden layer 
sizes th a t satisfy our selected generalisation criteria. For example, for FR  consumer 
goods data  set, we set the maximum threshold for the number of connections as 55.8 
(0.15x(384-12)) according to our criteria. As our largest lag is 12, we considered the 
TDNN configurations in Table 5.8 for model selection. As can be seen, we have four 
possibilities and we select tlie one that performed best in the validation data  set.
(a) (b)
Data Sets Configuration Test RMSE
USBC Retail 13:1:1 665.5385 ± 15.786
USBC Hardware 12:1:1 35.2400 + 0.5858
USBC Clothing 13:1:1 341.7092 ± 0.2981
USBC Furniture 13:1:1 173.2707 ± 2.9649
USBC Bookstore 12:1:1 91.8283 + 0.5874
FR Durable Goods 64:1:1 3.0175 ± 0.1600
FR Fuels 12:4:1 1.6396 ± 0.2257
FR Consumer Goods 12:4:1 1.1708 ± 0.2136
FR Total Production 12:4:1 1.2246 ± 0.1000
Sunspot 11:1:1 29.7073 ± 1.2510
Lynx 10:1:1 0.1872 ± 0.0072
BP/USD 46:1:1 0.0218 ± 0.0006
Data Sets Configuration Test RMSE
USBC Retail 17:1:1 630.6577 ± 7.4115
USBC Hardware 14:1:1 31.4625 J; 0.2287
USBC Clothing 13:1:1 341.7092 ± 0.2981
USBC Furniture 37:1:1 140.3589 ± 7.7948
USBC Bookstore 16:1:1 91.5912 ± 16.065
FR Durable Goods 15:1:1 2.7166 ± 0.0102
FR Fuels 33:1:1 1.4967 + 0.0387
FR Consumer Goods 41:1:1 1.0409 ± 0.0695
FR Total Production 41:1:1 0.8690 i  0.0116
Sunspot 9:7:1 22.2645 ± 2.7013
Lynx 3:2:1 0.1311 + 0.0100
BP/USD 40:1:1 0.0207 + 0.0006
Table 5.9: a) The best TDNN configurations based on their average RMSE of the 
testing data  set performances, b) The architectures selected by our algorithm.
Table 5.9 compares the performance difference between the selected architectures (based 
oil the performances oil the validation data  set in Table 5.9.b) and the best results (in 
Table 5.9.a). We also show the percentage of our m ethod’s errors compared to the best 
results on the testing data  set in Figure 5.7. We calculated the performance percentage 
by considering tlie worst average performance of tlie networks which is calculated for 
each series as (S P  — B P ) / ( W P  — BP) ,  where SP,  B P ,  and W P  are the selected 
networks’, best network’s and worst network’s performance respectively. The divisor is 
used for scaling. We obtained the worst result on the FR, Total Production, Canadian 
lynx and sunspot, data  sets. The best results we obtained were on the USBC clothing 
and bookstore data sets. Note th a t a value less than 50% means that our algorithm 
works better than selecting a model randomly.
We also investigated the performance of our selected architectures using the t-test. Ac­
cording to the t-test, we obtained the same error performance compared to the best 
NN configuration on the USBC clothing and bookstore data  sets. On the USBC retail,
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Error Percentage
BP/USD ■ ■ ■ ■ 2 3 %
Lynx E H 93  10%
Sunspot
FR Total Production ■ ■ ■ ■ ■ ■ 2 0 %
FR Consumer Goods ■ ■ 8 %
FR Fuels ■ ■ ■ 1 1 %
FR Durable Goods E H  6%
USBC Bookstore 0%
USBC Furniture ■ ■ ■ ■ 1 3 %
USBC Clothing 0%
USBC Hardware ■  3%
USBC Retail 11%
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Figure 5.7: The percentage errors of our algorithm compared to the best results on the 
testing data set. A lower percentage shows a better performance than using a random 
model.
USBC hardware, FR consumer goods and FR durable goods sets, our selected architec­
ture’s error performance is similar error performance within the seven best performing 
architectures on the testing data set. As a result, our average error percentage com­
pared to the best network architectures is 13% (average of all data set results in Figure 
5.7). This is indeed a much better result than selecting a model randomly as we expect 
the average error would be 50%.
5.4.3 Case Study: A Close Look at the USBC Hardware Data Set
In p u t H id d en T e s t R M S E
14 1 3 1 .48  ± 0 .23
15 1 3 2 .0 9  ± 1.56
15 3 34 05 ± 4 .26
Table 5.10: The best performing three architectures for the USBC hardware D ata Set
In section 5.4.2.2, we showed that our proposed method selects an architecture com­
parable with the best performing architecture on the USBC hardware testing data set 
according to t-tcst statistics. However, we observe th a t whilst the best architecture is 
found when the input layer size is 14, our algorithm suggests an input layer size of 12.
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Here, wc will provide more evidence with respect to both network's (selected and best) 
similarities.
When wc investigate the top three architectures that produced the best average RMSE 
011 the testing d ata  set. (as seen in Table 5.10), the best architectures are the ones with 
ILS close to the seasonal component (12).
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Figure 5.8: Box plot, of the error performance on the USBC Hardware for 30 trials
Figure 5.8 shows a box plot for the variation of the TDNN RMSE on the USBC hard­
ware data  set according to the input layer size. The outliers, medians, and means arc 
illustrated as red dots, red horizontal lines, and green pluses, respectively. Tlie box 
has lines at the lower and upper quartile values. The lower quartilc. Q\  is the value of 
RMSE th a t exceeds one-quarter of the measurements, and is less than the remaining 
three-quarters. Upper quartile Q2 is the value of RMSE that exceeds three-quarters of 
the measurements and is less than  one-quarter (Mendenhall et al. 1999). The whiskers 
extending from each end of the boxes indicate the interquartile range, which is defined 
as 1.5(Qi - Q i). The values between Q2 -  Qi  consist of 50% of the RMSE distribution.
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The box plot shows th a t the  best perform ing architectures are clustered around the 
network having between 12 and 17 input nodes. The perform ance worsens when the 
num ber of input layer nodes increases or decreases beyond this. In addition, the s tan ­
dard deviation is high particularly  w hen the input layer size is greater th an  35, which 
was found by using the t-test. The lowest value of the  whisker is obtained w hen ILS=13.
Census Hardware
Figure 5.9: T he error surface of USBC Hardware. The red box shows where the best 
RMSE results were obtained.
Figure 5.9 shows the average RM SE errors as a two dim ensional plot. T his indicates 
clearly th a t the best perform ance is obtained when the 12 <  I  L S  <  17 and 1 <  
H L S  <  4. Incorporating more hidden layer nodes than  required results in perform ance 
degradation, w ith the effect of the  increased num ber of connections apparen t when we 
consider the networks w ith  inpu t layer including a t least the seasonality inform ation. 
For example, the networks w ith 12:5:1, 30:2:1 and 60:1:1 configuration all appear to 
have sim ilar perform ance between 40 and 60 RM SE. This indicates th a t the 14:1:1 
architecture gives the  best overall performance. However, our selected architecture 
12:1:1 is w ithin the suggested configuration range.
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5.4.3.1 Discussion
In  this section, we have dctaiiecl th e  evaluation of our algorithm ’s perform ance by 
com paring it w ith  the best results for a  num ber of benchm ark d a ta  set. The results we 
present were based on experim enting w ith a  comprehensive set of architectures w ith a 
different num ber of inpu t and hidden layer nodes. O ur algorithm  can construct close (on 
average 13%) to  optim al architectures for m odelling seasonal and  cyclic series by using- 
spectral inform ation. T his is indeed significant if we take into account th a t there is no 
system atic approach for m odelling seasonal and cyclic series using NNs autom atically.
However, we found the following lim itations for our m ethod th a t lead to perform ance 
degradation  for some of th e  d a ta  sets:
1. Cycles th a t were missed: For the  FR, consum er goods, F R  to ta l production, and 
B P /U SD  exchange ra te  d a ta  sets, we found the optim um  num ber of inpu t layer 
lags as 40 or 41. T his shows th a t there  can be an  inherent cycle th a t we missed 
in our spectral peak detection algorithm . We will investigate th is issue in detail 
in  section 5.7.1 under lim itations of our algorithm .
2. Linearity; For all the  seasonal series (USBC and FR ), the  num ber of hidden layer 
nodes obtained was one. This suggests th a t the n a tu re  of the series could be 
linear. We will investigate this issue in  th e  section 5.4.4 in detail.
3. R ounded cycle inform ation: We obtained 2.78, 3.16, 3.63, 5.71, 8.42, 11.03 and 
106.66 periods for the  sunspot series using the spectral peak detection algorithm . 
W hen we rounded the cycle inform ation to  construct the  input layer lags, we only 
considered th e  closest integer. However, we notice th a t it wall be of benefit to take 
into account the  closest lower and  upper integers, as recom m ended by Priestley 
(1982).
4. Longest lag: We notice th a t  it m ay be of benefit to  consider all cycles blit, not 
only the longest one for building th e  network input layer lags. For example, for 
the sunspot series, the  best perform ing arch itecture was obtained w hen the input 
layer size was 9, b u t no t 11.
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5. Validation d a ta  set: For model selection, we took into consideration the per­
formance of th e  network on the validation d a ta  set. However, th e  size of the 
validation d a ta  set is small and hence may affect the perform ance of our model 
selection strategy. We will investigate th is issue in  section 5.7.3 in detail.
5.4.4 Performance Comparison with Linear Models 
(a)
Data Sets AR Order Test RMSE
USBC Relail 11 551.84
USBC Hardware 12 25.75
USBC Clothing 14 350.49
USBC Furniture 13 179.65
USBC Bookstore 12 111.17
FR Durable Goods 15 2.72
FR Fuels 13 1.53
FR Consumer Goods 13 0.97
FR Total Production 15 0.85
The best results we obtained for seasonal series had one th ing in common: they all 
perform ed well when the num ber of hidden layer nodes is one. This suggests th a t 
a  linear model could perform  well. For th is purpose, we constructed  AR(i) models, 
where 1 <  i  <  20, and com pared the  AICC RM SE on the  validation d a ta  sets. Recall 
th a t AICC is a  well-known m odel selection technique for short linear series which we 
discussed in chapter 3. Then, we chose th e  architecture th a t gave the best perform ance 
on the validation d a ta  set. Here, we note th a t we fitted  th e  A R models to  th e  first order 
differenced d a ta  set w ith no m ean adjustm ent, which also corresponds to  A R I(i,l) or 
an A R IM A (i,l,0) model. F igure 5.10.a. shows the results on the testing  d a ta  sets.
Wc com pared the average RM SE of our selected TD N N  m odel w ith  selected linear 
models in F igure 5.10.b. We found th a t the TD N N  outperform ed linear models in 
three out of nine d a ta  sets. We also com pared all th e  best fit results of TD N N  on the  
testing d a ta  set w ith linear models. A sim ilar approach was also undertaken by Tseng 
ct al. (2002). According to  the results, th e  TD N N  produced a lower RM SE th an  the 
AR fits on the  USBC retail (6%), hardw are (31%), clothing (28%), furn iture (29%), 
bookstore (38%), F R  durable goods (28%), fuels (45%), and consum er goods (13%)
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Figure 5.10: a) The linear models constructed  using AICC. b) T he linear m odel’s 
im provem ent com pared to  our selected models.
d a ta  sets, bu t not on the to ta l production  ( — 1%).
This shows th a t a linear model som etim es gives b e tte r  results th an  a NN. This can be 
explained under the  no free  lunch, th eorem  (W olpcrt & M acready 1995), where they 
describe it as if algorithm  A outperform s the algorithm  B on some d a ta  sets, there 
m ust exist some o ther d a ta  sets, where B outperform s A.
5.5 Are A R I M A  N N  Hybrids Better than Single Models?
ARIMA-NN hybrids are designed to m odel a tim e series by combining a linear (ARIMA) 
anti a nonlinear (NN) model sequentially (Zhang 2003). The aim is to  combine the 
streng th  of both  techniques, assum ing th a t the given scries will always exhibit both  
linearity  and  nonlinearity simultaneously. As such they  have rem ained a popular choice 
of m odelling technique.
In order to com pare hybrid models w ith single linear and TDNN models, we con­
structed  ARIMA NN hybrids (Taskaya-Temizel Sz A hm ad 2005, Taskaya-Temizel & 
Casey 2005a) and experim ented w ith these using the same procedure as described in 
section 5.3.1.
F irst, we used tlie linear AR models wc constructed in section 5.4.4, in order to model 
the linearity in the  given scries. Then, we obtained the  residuals of the  linear models.
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Data Set Configuration AR+TDNN
USBC Retail 
USBC Hardware 
USBC Clothing 
USBC Furniture 
USBC Bookstore 
FR Durable Goods 
FR Fuels
FR Consumer Goods 
FR Total Production
28:2:1
2:10:1
2:4:1
22:10:1
2:6:1
2:2:1
18:4:1
4:2:1
2:2:1
726.56 ±  81,16 
25.39 ±  3.8 
381.76 ±  10.7 
173.03 ±  19.55 
99.33 ±  6.99 
1.48 ±  0.05 
1.52 ± 0 .1 2  
0.98 ±  0.03 
0.83 ±  0.02
Tabic 5.11: The best average RM SE perform ance of ARIM A-NN hybrids
Finally, we constructed TD N N  models for the residuals. We calculated th e  average 
RM SE of the hybrid models as shown in Table 5.11.
Autoregressive hybrids perform  b e tte r  t.lian single A R models on six out of th e  nine 
data  sets, as can be seen in  Figure 5.11. However, we observed a  big degradation in 
perform ance in  the USBC retail (24% and  15% higher RM SE th a n  linear A R  and  best 
TDNN models RM SE respectively) and clothing d a ta  sets (8% and  12% higher RM SE 
th an  linear A R and best TDNN models RM SE respectively). In  addition, the num ber 
of TDNN weight connections is considerably high for th ree architectures: the USBC 
retail (61), USBC hardw are (41), USBC furn iture  (241) and F R  fuels (81) d a ta  sets. 
W ith  the addition of the A R connections, it  is perhaps difficult to fully evaluate the 
accuracy of these hybrid models based on only 12 validation and  testing  d a ta  points. 
The hybrid outperform s the single models in F R  durable goods significantly having 
84% and 46% lower RM SE th an  linear A R  and the best TD N N  models respectively.
In the hybrid model, while the linear com ponent is estim ated by th e  A R  model, the 
residual error ( th a t is the error between the A R estim ate and the original da ta) is 
estim ated by the TDNN. However, this residual error exhibits random ness, lacking 
the properties for a  successful estim ate by a NN. T he residual error and the  residual 
error predicted by the NN are shown in  Figure 5.12. This plot indicates th a t the 
error between the predicted residuals and the original is g reater th an  the  error between 
zero (representing the case of no prediction, or in  o ther words th e  A R only case) and 
the residuals. T his m eans th a t the prediction of th e  residuals adversely affects the  
perform ance of the AR estim ate, resulting in a poorer perform ance overall.
A nother in teresting result is th a t in five out of nine d a ta  sets, th e  input layer size of
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Performance Improvement
FR Total Production M 2%
FR Consumer Goods
FR Fuels 
FR Durable Goods 
USBC 1
11 lh I  in ■■ I I|D%
USBC Hardware
-24%
-40% -20%
I Best TDNN■ Selected Linear AR■ Selected TDNN
Figure 5.11: Perform ance im provem ent of ARIMA-NN hybrids versus our selected 
TDNN models, linear AR models, and  the best m ean perform ing TDNN configuration 
on testing  d a ta  set. As can  be seen, for th e  USBC retail and clothing d a ta  sets, hybrids 
underperform  com pared to  all single models. For example, for FR  to ta l production 
d a ta  set, hybrids perform ed 48% b e tte r  th an  the our selected model, 4%> b e tte r than  
the best TDNN m odel and 2% th an  the linear model.
th e  best TDNN and ARIM A-NN is close. For example, for the FR  fuels d a ta  set, the 
ILS of the  best TDNN is 33, whereas the  ILS is 31 (13 for lincar+18 for TDNN) for 
the ARIM A-NN hybrid. For the USBC hardw are d a ta  set, the  ILS is 14 for the  best 
TDNN, whereas the ILS is 14 (12 for AR +  2 for TDNN) for the ARIM A-NN hybrid. 
For the USBC furniture d a ta  set, the  ILS is 37 for the best TDNN, whereas the ILS is 
35 (13 for AR +  22 for TD N N ) for the ARIMA-NN hybrid.
For five of the nine data  sets, the linear AR and TDNN models outperform  the ARIMA 
NN hybrids, albeit w ith sim ilar levels of perform ance for two of these d a ta  sets. This 
dem onstrates th a t, despite the popularity  of hybrid models, which rely upon the success 
of the ir com ponents, single models them selves can  be sufficient. One may not guarantee 
th a t the residuals of the linear com ponent may comprise valid non-linear patterns.
These results show th a t hybrids axe not always better, and hence th a t the model selec­
tion process still rem ains an  im portan t step despite the popularity  of hybrid models.
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Figure 5.12: The AR. residuals and the prediction of the TD N N  of the residuals, on 
the USBC retail testing d a ta  set.
Wc have focused on a  lim ited subset of hybrid models, and therefore fu rther work is 
required to assess the generated perform ance of these in com parison to  single models. 
In addition, although hybrids appear to  perform  b e tte r in  m ost cases, we note th a t 
the these results were based on the ir best testing  d a ta  set perform ance. There is no 
system atic way of constructing ARIM A-NN hybrids except b ru te  force search (see for 
example Zhang & Qi (2005)). Hence, to  obtain  such good results is no t guaranteed.
5.6 Comparison with the State-of-the-Art Literature
So far, wc have com pared our selected netw orks’ perform ance w ith the  best perform ing 
NN. In this section, we will present the results of o ther studies on the same benchm ark 
d a ta  sets and make a  comparison.
D a ta S e ts
S e lec ted
Network
USBC Retail 6:14 1
FR Durable Goods 7:6 1
FR Consumer Goods 10:8 1
Sunspot 4:4 1
Lynx 7:5 1
BP/USD 7:6 1
Table 5.12: Network configurations used by Zhang (2003) and Zhang & Qi (2005)
Table 5.12 show the network configurations selected by Zhang (2003) and Zhang & Qi 
(2005) for their experim ents on the  selected d a ta  sets. For seasonal tim e series, they
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chose 10 lags, which are 1-4, 12-14, 24, 25, and 36 for input layer construction whilst 
they  considered between 2 and 14 hidden layer nodes for the  h idden layer. They did 
no t explain why they chose all these lags and  why they om itted  the  nodes betw een 5 
to 11, 15 to 23 and 26 to  35, although they sta ted  th a t 12, 24 and  36 lags were used as 
they are correlated ap art. For the  sunspot d a ta  set, a  TD N N  configuration -was selected 
as sim ilar to  C ottrell ct al. (1995). For the  C anadian  lynx and B P /U S D  exchange ra te  
d a ta  sets, the networks were selected as random  (no reason was given why they  were 
selected).
D ata  S e t s
ARIMA
T e s t in g  R M SE  
NN H ybrid
U SBC  Retail 1 0 0 5 .4 ! 1 7 8 5 .7 7 9 7 5 .5 5
U SB C  Hardware 100 .71 1 0 5 . 12 4 9 .  17
U SBC  Clothing 5 1 9 .6 0 1 1 1 7 .7 2 3 1 5 .4 3
U SBC  Furniture 1 2 4 .4 4 2 2 6 .6 8 9 9 .4 5
U SBC  Bookstore 9 8 .1 7 1 7 0 .4 9 8 8 .7 4
FR Durable G oods 5 . 6 1 5 . 9 8 3 . 63
FR Fuels 1 . 6 2 1 . 83 0 . 8 1
FR Consumer G oods 3 . 9 6 1 . 48 0 . 6 8
FR Total Production S . 94 1 .6 2 0 . 8 5
Sunspot 17 .5 0 IS .7 4 1 6 . 7 4
Lynx 0 . 14 0 .1 4 0 .  13
BP/U SD 0 . 0 0 6 7 3 0 .0 0 6 7 2 8 0 .0 0 6 6 0 2
Table 5.13: T he best RM SE resu lts of Zhang et.al. (2005) on testing  d a ta  sets. The 
NN column shows the RM SE of th e  networks, which were trained on th e  detrended 
d a ta  set. The hybrid colum n refers to  the resu lts obtained from th e  residuals of the 
deseasonalised model.
Table 5.13 shows the RM SE resu lts per d a ta  set of Zhang (2003) and  Zhang & Qi 
(2005) 1. The ARIM A, NN and  hybrid columns show the RM SE of ARIM A, TDNN 
and ARIM A-NN hybrid fits. For seasonal series, they constructed  the ir ARIM A fits 
using Forecast P ro  (G oodrich 2000), as seen in Zhang & Qi (2005). For the sunspot 
and C anadian  lynx d a ta  sets, the  ARIM A m odel was built by using the  best subset 
A R  model of R ao & Sabr (1984), which are actually  ARI models (no MA p a rt was 
used). For the  B P /U S D  exchange ra te  d a ta  set, a random  walk model was used. For 
all seasonal series (USBC and  F R ), they  detrended using a  first order polynom ial fit
1We realised that in Zhang (2003), the BP/USD exchange rate results were reported with a missing 
decimal point, in which the results should be 4.52977xl04 instead of 4.52977xl05. In particular, this 
became obvious when we fitted the random walk model to the data set and it was corrected here.
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before train ing w ith NNs. Tlie linear p a r t of tlie hybrids (seasonality) was modelled 
using the X-12-AR.IMA program  (Findley et al. 1996) as seen in Zhang Sz Qi (2005).
In  the sunspots, C anadian lynx and B P /U S D  exchange ra te  d a ta  sets, Zhang (2003) 
used generalised reduced gradient (GRG2) based tra in ing  for his experim ents, which 
is only available in a commercial package (Subram anian Sz H ung 1993). For seasonal 
scries, Zliang Sz Qi (2005) employed the Levenberg and M arquard t algorithm  provided 
by the M athworks, Inc. (2005) for training. The transfer functions of the hidden layer 
nodes and o u tp u t layer node were logistic and  linear functions, respectively. T he NNs 
were selected based on their perform ance cither on validation (USBC and FR ) and 
train ing d a ta  sets (sunspot, C anadian lynx, and  B P /U SD ).
5.6.1 R e s u lts
Table 5.13 clearly shows th a t the  hybrid models outperform  single models in all d a ta  
sets. Wc also com pared our selected TD N N  perform ance w ith  th e  reported  results, 
as shown in Figure 5.13. O ur selected TD N N  produced b e tte r  RM SE on nine out of 
twelve d a ta  sets com pared to the  TD N N  results reported  in  Zhang Sz Qi (2005) and 
Zhang (2003). In  addition, our selected TDNN outperform ed on three out of twelve 
d a ta  sets com pared to  their ARIM A-NN hybrids.
We first com pared our linear model resuls w ith  Zhang Sz Qi (2005)’s linear models. For 
seasonal scries, our seven out of nine autoregressive models perform ed considerably be t­
ter th an  the ARIM A models constructed by them . We also p lo tted  the im provem ent 
of the  best TDNN perform ances on th e  testing  d a ta  set versus the results of Zhang 
(2003) and Zhang Sz Qi (2005) in Figure 5.14. T he best average RM SE TD N N  pro­
duced b e tte r RM SE on eleven out of twelve d a ta  sets com pared to  the TD N N  results 
reported  in Zhang Sz Qi (2005) and Zhang (2003). In  addition, the best average TD N N  
outperform ed on four out of twelve d a ta  sets com pared to their ARIM A-NN hybrids.
We noticed th a t the reported  TDNN configurations are significantly different in term s 
of the num ber of inpu t and hidden layer nodes th a n  our best perform ing architectures. 
For example, our experim ents clearly dem onstrated  th a t for m odelling the  seasonal
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Figure 5.13: The percentage com parison of our m ethod w ith Zhang(2003) and Zhang, 
et.al. (2005)
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Figure 5.14: The percentage com parison of the  best results on the  testing  d a ta  sets 
w ith Zhang, et.al. (2005)
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series here, a  larger hidden layer size, such as 14, does no t give as good perform ance as 
networks having a  smaller hidden layer size, such as one.
As a conclusion, the m ajority  of our selected TDNNs outperform  the  reported  TDNN 
perform ance, and give com parable results w ith th a t of ARIM A-NN hybrids. The results 
show the im portance of selecting an  adequate TDNN configuration. If  an  appropriate  
configuration is chosen, the results m ay be biased in  favour of ARIM A-NN hybrids a t 
all times.
5.6.2 Discussion
Wc found the following problems in the state-of-the-art. literature:
1. N um ber of connections in TDNN: The apparen t problem  w ith the selected ar­
chitectures in Figure 5.12 is th a t th e  num ber of connections for some of these 
networks is quite  large, given the size of th e  tra in ing  d a ta  set. For example, 
for the USBC retail series, a  6:14:1 (architecture incorporating the  lags of 1-4, 
12, 13) was selected, corresponding to a to ta l num ber of 113 connections w ith 
only 108 tra in ing  d a ta  points. Wc observed in the  testing  error surface to  the  
their selected configuration is an inappropriate  choice (similar error surface to  the 
USBC hardw are d a ta  set as in Figure 5.9). In  contrast, for the sunspot da ta , the 
num ber of input lags appears too little  although this is the sam e as th a t used by 
C ottrell e t ai. (1995). For the sam e d a ta  set, Weigend, et al. (1990) suggested 
a  configuration of 12:3:1 (see R em enteria & Olabe (2000) for a  com plete list of 
suggested architectures). W hilst cyclic inform ation is incorporated  as a  p a r t of 
the modelling procedures (Rao & Sabr 1984, R em enteria & Olabe 2000), o th ­
ers usually discard it (Box & Jenkins 1970, Zhang 2003). We show the RM SE 
perform ance of the TDNN on the sunspot testing d a ta  set in section 5.7.3.
2. Preprocessing: D etrending using first order polynom ial fitting was employed for 
NNs in Zhang (2003) and the  results were com pared w ith SARIM A models, which 
inherently employ detrending using differencing. We dem onstrated  the im por­
tance of detrending in  section 5.3 and  showed th a t  detrending using differencing
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gives significantly b e tte r  results overall. Hence, the TD N N  results are biased 
from the s ta rt, which m eans they  are no t able to  produce as good perform ance 
as the  TD N N  detrended using differencing. T he inadequate choice m ay affect the  
comparisons of the  TDNN, and be biased in  favour of hybrid models.
3. A utocorrelation: Zhang & Qi (2005) used various lags for construction  of the 
inpu t layer lags, based on the ACF and PA CF results on the  detrended d a ta  set. 
However, in  our analysis (Figure 5.15) for the  USBC hardw are d a ta  set, not all the  
chosen lags (1-4, 12-14, 24-25, 36) appeal- in bo th  plots, although the seasonality 
com ponent is apparen t in the  A CF and th e  seasonality order is shown as 12 in the  
PACF. We cannot see any evidence regarding the significance of these selected 
lags on the plots. Hence, the ir selection technique is not system atic, and therefore 
cannot be applied to  any given cyclic and seasonal series like our m ethod.
40
Lag
60 80
Figure 5.15: The A C F and PA CF plots of the USBC H ardw are d a ta  set
4. Training param eters: These arc im portan t factors in improving th e  perform ance 
of a  NN. In the sunspot and C anadian lynx d a ta  sets, our architectures did not 
outperform  the reported  results. T here are significant factors th a t m ay affect per­
formance such as inappropriate  arch itecture selection and learning param eters. 
In  order to  investigate th is issue further, we com pared these reported  configura­
tions’ perform ance using our tra in ing  param eters. According to  our results, whilst 
4:4:1 and 12:3:1 networks produced 29.4021 +  2.8322 RM SE and  24.1837 +  3.0831 
RM SE respectively, our selected algorithm  and  the best perform ing architecture
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produced 29.7073 ±  1.2510 RM SE w ith  11:1:1 configuration and  22.2645 ±  2.7013 
RM SE w ith 9:7:1 configuration respectively. We can conclude th a t  a  4:4:1 ne t­
work is not an appropriate  choice to  m odel the  sunspot series. In  addition, using 
one hidden layer node for the  sunspot series lim its the perform ance, and this is 
discussed further in section 5.7.3.
5.7 Limitations
D uring the evaluation of our proposed m ethod, we found a  num ber of areas th a t  could 
be improved.
F irst, wc investigate the  significance of 41 inpu t layer size, which was found as th e  best 
TDNN configuration in th ree d a ta  sets. Second, we explain one of the  reasons of th e  
TD N N  underperform ance com pared to  linear models. T hird , we show the  problem s 
regarding model selection based on th e  validation d a ta  set perform ance.
5.7.1 41: W h a t  is so special about this number?
In  section 5.4.2.2, the sam e inpu t lag structu re  (41) was found for th ree tim e series (the 
F R  consum er goods, F R  to ta l production, B P /U S D  exchange ra te  d a ta  sets) based on 
their testing  d a ta  set perform ance in  our experim ents. T his could represent inform ation 
abou t po ten tia l cycle inform ation. However, our spectral peak detection algorithm  did 
not identify 41 as a  significant peak.
Wc plo tted  the average RM SE testing d a ta  set perform ance for the  F R  to ta l production 
series in Figure 5.16. The perform ance improvem ent is apparen t w hen the  num ber of 
input layer lags arc 41 ±  5 and the error is highest when th e  seasonality inform ation 
is no t incorporated in  the inpu t lags (the 11:1:1 configuration has 81% higher RM SE 
than  the 12:1:1 configuration). T he TD N N  perform ance decreases when the num ber 
of hidden layer nodes and input layer nodes (greater th an  41) increase. We also found 
th a t the t-tcst confirms th a t  the  TD N N  incorporating this lag inform ation produces 
sta tistically  b e tte r  results. However, the spectral peak detection algorithm  did no t find 
this inform ation even though 41 is im portan t.
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Total Production Testing RMSE
Hidden Layer
Figure 5.16: The error surface of the  FR  to ta l production scries.
To investigate th is issue further, wc decided to  use wavelet analysis to  decompose 
the  series into frequency levels and  investigate the  behaviour of th e  series. Briefly, 
wavelet analysis decomposes the signal into its frequency com ponents (M allat 1989). 
The m ajor advantage of wavelets is th a t they give inform ation both  in the  tim e and 
frequency dom ain. In Figure 5.17. the decom position of the  FR  to ta l production  series 
is p lo tted  using the D aubercies 3 wavelet (Daubechies 1992), w ith level 5 in the tim e 
and frequency dom ain. Here. A (the top  plot in Figure 5.17.a) corresponds to  the 
approxim ation to  the function, which is th e  lowest level frequency com ponent. The 
com ponent details D (1) and D(5) appear in th e  second and fifth plots in Figure 5.17.a 
respectively. These correspond to  the  lowest and highest frequencies. Interestingly, in 
the low frequency decom position (detail D (5)), wc found the m axim um  cycle a t 41. We 
observe sim ilar behaviour for the B P /U S D  exchange ra te  da ta  set. This dem onstrates 
th a t there  is a  significant cycle a t 41 th a t could not be detected by our algorithm .
There are two explanations of this. F irst, th is cycle inform ation can be regarded as a 
business cycle (see M akridakis e t al. (1998) and Tomes (1990)). There is a 41 m onth 
cycle in stock prices w ith a phase m odulated  by a 22 year cycle. Second, the  41 can
108 Chapter 5. Com parative Evaluation
(a) (b)
1JJ i  ' ■ i -  • „  -4 - 1 1 ........
71 “ ra a SX 52) n
»'{ '
* n IQ sr a: n
-
oo 22) K «£ 50c eo fa
'• A
V,
\  A A A A A . . t\••. \i — v v  ; .a/ rf'Aj \ 
v 1 1 , 1 ‘ ’ } V
J M a A a a V  -
233 3C ^ S3
. ... 1 , . ........ 1____ _1 - i i
Figure 5.17: T he wavelet decom position of F R  to ta l production  series a) T he decom­
position in frequency dom ain b) The decom position in tim e dom ain
be a random  com ponent. To support this hypothesis, we generated 6000 points from 
a G aussian random  series having p  =  0 and  cr2 =  1. We then  decomposed the  series 
using wavelet analysis by following the same procedure as before. Figure 5.18 shows 
the resulting decomposition.
As can be scon in Figure 5.18, the behaviour of the D5 level resembles to  th a t of the  
F R  to ta l production scries1 D5 level. Here, we get the sam e frequency inform ation 
around 41 and this shows th a t this could be a ttr ib u ted  to random  noise. Recall th a t 
Ju rik  (1992) and Nelson ct al. (1999) sta ted  th a t NNs are not able to  learn  complex 
processes w ithout dcseasonalising the series. However, the  results here dem onstrate 
well th a t NNs are able to  learn no t only seasonality b u t correlated random  noise as 
well. We arc also aware th a t we may require m uch larger testing  d a ta  sets to  evaluate 
this hypothesis further, such as larger economic series. However, these in itia l results a t 
least show the relationship between a 41 unit cycle length and  random  noise.
5.7. Lim itations 109
a) (b)
t ..........................: ■s o  m m gf m m m
4
•* « •• g.
'
o o  m m g, m ro e.
t ifltofii • jg m m a,"r 1 — r ■" ' -T" i i i k r i i
* j k . •:• a, ■ » g u us * .<*' ' 1 * t J i i " T--f 'I .
: A  ~  ... _ __ , .
Figure 5.18: The wavelet, decom position of a random  series a) The decom position in 
frequency dom ain b) The decom position in tim e domain.
5.7.2 Nonstationarity Problem
In  section 5.4.2, we showed th a t a  linear AR model outperform s a TD N N  for the  sunspot 
series. In this section, wc investigate why the  TDNN underperform cd when com pared 
to  the linear model on the well-known nonlinear sunspot series.
W hen we look a t the  series more closely, wc observe th a t the T D N N 's perform ance 
degrades particularly  a t the points betw een 37 and 40 in the  67-point testing  d a ta  
set. However, the AR m odel still produces b e tte r  forecasts a t these d a ta  points. In 
the train ing d a ta  set, the  m inim um  to  m axim um  range of the output, forecast range is 
[0 : 154.5] and a  =  34.26. However, when we consider all the  d a ta , this range becomes 
[0 : 190.2] and cr =  39.42. This m axim um  value of 190.2 appeals a t the 38th point of 
the testing  d a ta  set. To predict, th is point using a  lineai- AR model is possible because 
they  are not constructed  by transfer functions. However, to  tra in  a TD N N  we must, 
transform  the ou tpu t from a  range of (0,1) to  the  expected minimum and m axim um . In 
this case, the m axim um  expected is too low. Hence, this lim its the perform ance of our
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TDNN and explains one of the reasons of why we did not outperform  linear models.
5.7.3 Validation Set Size Problem 
(a) (b)
Figure 5.19: a) The error surface for the  sunspot average RM SE test d a ta  b) The error 
surface for the  sunspot average RMSE validation data . T he red boxes show where the 
minimum RMSE is obtained. The m inim um  errors in validation and testing d a ta  sets 
occur in different p arts  of the error surface. This shows th a t m odel selection based on 
validation da ta  set does not guarantee for finding the optim al solution in testing  d a ta  
set.
Recall th a t our experim ents have been short series as they are common particularly  
in the dom ains, where seasonal variations arc present such as macroeconomic series. 
Hence it is not possible to  have m any d a ta  points for validation and testing and our 
choice of 12 is therefore m otivated by this and is also the sam e as used in Zhang & Qi 
(2005).
O ur TDNN model selection is based on validation d a ta  set perform ance. However, we 
realise th a t the validation d a ta  set perform ance does not necessarily guarantee th a t 
the selection is the best because of this shortage of da ta . To investigate th is further, 
we look a t the sunspot series. F igure 5.19 shows the error surfaces of bo th  series on 
the testing  and  validation d a ta  sets. As can be seen, the darkest regions appear a t 
approxim ately 9 ILS and 7 HLS on the testing d a ta  set bu t a t approxim ately 40 ILS
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and 23 HLS on the validation d a ta  set. Hence, trusting  solely to the  validation d a ta  set 
perform ance to choose an  adequate architecture can be misleading. Techniques such as 
cross-validation may help it (Bishop 1995).
5.8 Conclusion
In  this chapter, we have a ttem pted  to investigate w hether we are able to  construct opti­
m al architectures to model seasonal and cyclic series. O ur findings can be sum m arised 
as follows:
A) Are NNs able to  model seasonality? If they  are, w hat type of seasonalities?
NNs are able to  m odel seasonality if the  NN architecture is properly configured. It 
appears th a t NNs give b e tte r forecasts when the input layer size is equal to  the true 
model order of the given series. T he best architectures appear to have the num ber 
of hidden layer nodes around one. Using different configurations may degrade perfor­
mance, particularly  w ith less lags th an  the length of the seasonality and a  high number 
of hidden layer nodes. NNs have been used to model cyclic series (Rem enteria Sz 
Olabe 2000, C ottrell et al. 1995, W eigend et al. 1990, Weigend et al. 1992). B oth cyclic 
series and seasonal series have spectral com ponents th a t exhibit similar behaviour in 
the frequency domain. Therefore, it is not surprising to see th a t we can model sea­
sonality. However, the problem  w ith seasonal series is th a t NNs are not able to model 
(and ex trapolate) nonstationarity  in the m ean of seasonality, b u t can be used to model 
a  sta tionary  seasonal autoregressive com ponent.
B) How im portan t is preprocessing for NNs? How does detrending affect the perfor­
mance?
If a  given tim e series exhibits trend, one should employ detrending. T he selection of 
the  detrending process is also v ital for train ing w ith NNs. We found th a t differencing 
generally gives superior results th an  th a t  of trend  fitting. Using an inappropriate 
detrending technique affects the  perform ance of NN adversely and in the comparisons
112 Chapter 5. Comparative Evaluation
w ith different models, the results can be biased against NNs. We suggest th a t  the  
reason for their underperform ance when using an inappropriate detrending m ethod is 
th a t of nonstationarity  appearing in the unseen data . For example, when we use linear 
trend fitting, we assume th a t the trend  will continue its behaviour (slope and intercept) 
in the unseen d a ta  as in the seen data. However, if it does not, nonstationary  (in the 
m ean) cannot be removed properly and th is affects the  perform ance of the  NN.
C) How can we construct optim al architectures to model seasonal and cyclic series?
Spectral analysis is a  well-known way of extracting inherent frequency com ponents of 
a given series. T he significant frequencies in a  mixed spectra  comprising seasonality 
and cyclic inform ation can be found using Fisher’s g-statistics. Then, we can construct 
the input layer lags of NNs by using the significant frequency inform ation. We showed 
in our experim ents th a t we can obtain  close (on average 13%) to optim al networks by 
using spectral information. This is particularly  im portan t as there is no autom atic way 
of constructing NNs to analyse such series.
D) Are ARIMA NN hybrids b e tte r th an  single models?
We showed th a t using hybrid models does no t always guarantee the best perform ance at 
all times. We also showed th a t the perform ance of these hybrids degrades com pared to 
the constituents’ performance. This suggests th a t the problem  w ith the hybrids we have 
looked a t is w ith generalisation. If the num ber of to tal connections (for bo th  ARIMA 
and NN) is high, the hybrid architecture may overfit the d a ta  and learn the noise. 
Hence, our simpler TDNN architectures should give b e tte r generalisation perform ance 
and our results suggest th a t this is true. In addition, although in some cases the best 
testing results appear to be in favour of hybrid models, there is no reported  way of 
constructing them  in a system atic way except by b ru te  force search.
We identified some lim itations for our algorithm . T he first lim itation  is th a t there 
is an apparent problem in selecting a model for short series using NNs based on the 
validation d a ta  set performance, which was also undertaken in m any studies (Nelson 
et al. 1999, Zhang 2003, Zhang & Qi 2005). NNs can overfit to  the validation d a ta
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set easily in the case of sm all d a ta  sets. In  addition, testing the capability of a  NN 
to  learn the long-term  cycles can be problem atic as the validation d a ta  set may not 
include the complete long-term  cycle inform ation. Techniques such as cross-validation 
may help to improve this. The second lim itation we encountered is th a t NNs are not 
only capable of learning nonstationary  (in the  mean) trend, seasonality and cycles. The 
th ird  lim itation is th a t our spectral peak detection algorithm  cannot distinguish the 
long-term  cycles from noise. Some techniques th a t are particularly  related  w ith dealing 
w ith  such problem s including V aughan (2005), m ay prove beneficial.
As NNs are said to be the generalisations of linear models (Dreyfus et al. 1992), we 
believe th a t the  choice of th e  transfer function can be significant in tim e series mod­
elling. Thus, adaptive transfer functions such as proposed in Vecci et al. (1998) can be 
of benefit to  show the  convergence of the transfer functions accordingly to  the  nature  
of the series.
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C hapter 6
C o n c l u s i o n
T he m ain contribution of th is thesis is to show the im portance of spectral inform ation 
to  configure a tim e delay NN to  model a  short seasonal or cyclic tim e series. In  addi­
tion  to this contribution, we have also tried  to answer several questions, including the 
im portance of detrending, how spectral inform ation can be used, and the  lim itations of 
NNs and ARIM A NN hybrids. In  this section, we sum m arise our contribution in detail 
and discuss the possible directions and im plications of our fu ture work.
6.1 What we have learnt so far?
6.1.1 Using Spectral Analysis for Configuration of Neural Networks
The main reason for our preference for using spectral analysis in this thesis is th a t it 
is able to show inherent cycle inform ation in the frequency domain, by decomposing 
the series into com ponents th a t are not apparent in  the tim e dom ain. Conventional 
tim e series analysis techniques such as Box and Jenkins’ m ethod (Box Sz Jenkins 1970) 
undertake a  similar decom position procedure (such as separating the signal into trends, 
seasonality, cyclic and irregular com ponents) in the time domain, bu t in an  ad-hoc way. 
NNs are generally thought as different to  seasonal autoregressive models, and hence it 
is claimed th a t they are no t able to  model such components (Nelson et al. 1999, Zhang 
Sz Qi 2005). However, in this thesis we have dem onstrated th a t they are able to  model
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seasonality w ithout decomposition. The best perform ance was obtained when we used 
one hidden layer node for seasonal series. This suggests th a t a linear model may some­
times be more adequate than  using nonlinear models in the case of modelling seasonal 
series. Using a  different configuration may result in worse performance. In  addition, 
NNs are able to model mixed spectra, such as a series containing bo th  seasonal and 
cyclic com ponents simultaneously. This shows th a t we are not required to decompose 
the series into frequency com ponents and then model each frequency com ponent sep­
arately. This result is contrary to the claims of Zhang & Qi (2005) and Nelson et al. 
(1999). I t may also cause perform ance degradation, which means hyrid models may 
underperform  com pared to its constituen ts’.
We also discussed various model selection techniques for linear autoregressive models 
and NNs. Despite existing model selection m ethods for linear models, such as the 
Akaike inform ation criteria or autocorrelation plots, we cannot simply use these tech­
niques for NNs as they are not designed for them. Hence, we require a system atic 
approach to model a NN, and spectral analysis appears to  be a good candidate to  fill 
this gap.
6.1.2 Seasonality, Trends and Cycles
The algorithm  we proposed in chapter 4 aims to  configure a seasonal an d /o r cyclic 
series by using the rule of thum b generalisation criteria  developed by Bishop (1995). 
This builds upon the work of K orian & Sontag (1997) and uses the criteria proposed 
by Vapnik & Chervonenkis (1971). Our evaluation of the m ethod dem onstrates th a t 
spectral inform ation can be used to configure a  NN and can give well-compared results 
w ith th a t of ARIMA-NN hybrid models.
Cottrell et al. (1995) showed th a t NNs w ith nonlinear functions such as the sigmoid 
function are not able to extrapolate a  nonstationary com ponent such as an upward 
trend. In this thesis, we found th a t nonstationary  (in the  m ean and variance) in the 
seasonality and cycles also lead to similar consequences. Hence, NNs are able to  model 
seasonality and cycles th a t are sta tionary  in nature.
We also investigated the im portance of detrending, which is typically carried ou t in an
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ad-hoc fashion when using NNs. We found th a t in the case of using an  inapproapriate 
detrending technique, nonstationary  (in the  mean) appears to  rem ain in the  residuals, 
and thus degrades perform ance.
6.1.3 Are A R I M A  Neural Network Hyrids Better than Single M o d ­
els?
T he m otivation for using ARIM A NN hybrids is th a t a tim e series is assumed to 
exhibit bo th  linear and nonlinear com ponents a t the same time. Hence, b o th  models 
are applied sequentially w ith the  la tte r fitted  to  the residuals of the former. There 
are two im portan t problem s here. F irst, the  models are fitted  to  the overall tim e series 
ra th e r th an  its linear com ponents. However, there appears to  be no theoretical grounds 
for the decom position procedure. If the series is nonlinear, a  wrong assum ption would 
be m ade by fitting a linear model as a  p a rt of the  hybrid model construction, and this 
may result in a  worse perform ance result com pared to its constitu tents. Second, there is 
no definitive way of constructing such hybrids. For example, in chapter 5, we explained 
th a t ARIMA-NN hybrids outperform  linear models and NNs a t all times in the  studies 
(Zhang 2003, Zhang & Qi 2005). We dem onstrated  th a t when we choose a different 
linear autoregressive m odel (selected by a different linear m odel selection technique) 
for the hybrid, the residuals appear to exhibit pa tte rn s th a t cannot be adequately 
cap tured  using a  NN. Hence, the  hybrid m odel’s perform ance gets worse com pared to 
its constitu tents.
In  addition, following O ccam ’s Razor, we showed th a t using single models such as a 
linear autoregressive model or a  NN gives results th a t compare well to th a t of hybrid 
models when they are appropriately configured. For a complex hybrid model we are 
required to make more assum ptions regarding the natu re  of the  series th an  for a  single 
model, which may result in undesired perform ance degradations.
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6.2 Future Work
In this thesis, we proposed a m ethod to configure a NN using spectral analysis tech­
niques. A lthough the model gives com parable results to complex ARIMA NN hybrids, 
there are potential enhancem ents to be made, which can be sum m arised as follows:
A. A spectral peak detection algorithm  is necessary in order to identify the signif­
icant peaks in the given spectra. A lthough we have used F isher’s g-statistics in 
this thesis, it is not prone to so-called red noises, where the noises are interfered 
w ith a low frequency com ponent (Vaughan 2005). In  such conditions, the  con­
fidence levels for the spectra  can be calculated based on the noise. Then, the 
peaks can be identified using a chi-square analysis (Chatfield 2004). However, 
the identification of the type of the background process, such as w hether it is a 
Gaussian or a uniform random  process is not easy. In  addition, for mixed spectra, 
there is no definitive guide to  choosing the optim um  frequency block size for the 
g-statistics. W hen selecting a very large or short block size, the  second significant 
peak inform ation may be missed. O ther techniques, such as least square fit to 
log-periodogram and its extended versions, can be investigated to  deal w ith this 
problem.
B. An adaptive activation function during the train ing procedure can be of benefit 
as it may indicate the natu re  of the process being modelled. For example, an 
adaptive spline activation function NN (Vecci et al. 1998) can be used, where the 
shape of the each activation function is formed using the six critical points of a 
spline function for each neuron. We speculate th a t a series exhibiting b o th  linear 
and nonlinear com ponents can be best modelled w ith such adaptive functions. 
For similar purposes, wavelet networks (P ati & K rishnaprasad 1992) can also be 
used. Here, the activation functions are replaced w ith wavelets, where the  dila­
tion, translation and weights are optimised during training. In  addition, wavelet 
analysis can be an ideal candidate for construction of the input layer lags.
C. T he choice of the size of validation d a ta  set is actually a compromise between the 
fitted m odel’s accuracy, and model selection accuracy particularly  for short d a ta
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sets. We will also investigate o ther techniques such as cross-validation to improve 
modelling and model selection perform ance (Bishop 1995) or bayesian NN models 
where no validation set is required for single networks (Maclcay 1992, Neal 1993).
D. T im e delay NNs can be thought of as an extension of nonlinear autoregressive 
models (W an 1994). In  this thesis, we did not consider moving average models. 
However, such inform ation can be incorporated to the NN configuration using 
exogeneous inputs such as in NARX networks in order to improve the perform ance 
(Lin et al. 1996).
E. We have used a probability  of errors as 0.15 for the generalisation criteria  (Bishop 
1995). W hen short series are considered, th is setting can be restrictive as we do 
not have the luxury of reserving m any points for training. Hence, we would like 
to  exploit this criteria in detail, particularly  for relatively short series.
P. We will investigate w hether we can apply our technique to  support vector m a­
chines (Vapnik k  Chervonenlcis 1971) and Bayesian point machines (Herbrich, 
et al. 2001).
Chapter 6. Conclusion
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