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THE EFFECT OF DISORDER ON POLYMER DEPINNING
TRANSITIONS
KENNETH S. ALEXANDER
Abstract. We consider a polymer, with monomer locations modeled by the trajectory of a
Markov chain, in the presence of a potential that interacts with the polymer when it visits a
particular site 0. We assume that probability of an excursion of length n is given by n−cϕ(n)
for some 1 < c < 2 and slowly varying ϕ. Disorder is introduced by having the interaction
vary from one monomer to another, as a constant u plus i.i.d. mean-0 randomness. There
is a critical value of u above which the polymer is pinned, placing a positive fraction (called
the contact fraction) of its monomers at 0 with high probability. To see the effect of disorder
on the depinning transition, we compare the contact fraction and free energy (as functions
of u) to the corresponding annealed system. We show that for c > 3/2, at high temperature,
the quenched and annealed curves differ significantly only in a very small neighborhood of
the critical point—the size of this neighborhood scales as β1/(2c−3) where β is the inverse
temperature. For c < 3/2, given ǫ > 0, for sufficiently high temperature the quenched and
annealed curves are within a factor of 1 − ǫ for all u near the critical point; in particular
the quenched and annealed critical points are equal. For c = 3/2 the regime depends on the
slowly varying function ϕ.
1. Introduction
We consider the following model for a polymer (or other one-dimensional object) in a
higher-dimensional space, interacting with a potential located either at a single site or in
a one-dimensional subspace. There is an underlying Markov chain {Xi, i ≥ 0}, with state
space Σ, representing the “free” trajectories of the object in the absence of the potential.
We assume the chain is irreducible and aperiodic. There is a unique site in Σ which we call 0
where the potential can be nonzero; we consider trajectories of length N starting from state
0 at time 0 and denote the corresponding measure PX[0,N ]. The potential at 0 at time i has
form u+ Vi where the Vi are i.i.d. with mean zero; we refer to {Vi : i ≥ 1} as the disorder.
For N and a realization {Vi, i ≥ 1} fixed, we attach a Gibbs weight
(1.1) exp
(
β
N∑
i=1
(u+ Vi)δ{xi=0}
)
PX[0,N ](x[0,N ])
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to each trajectory x[0,N ] = {xi : 0 ≤ i ≤ N}, where β > 0 and u ∈ R. Here δA de-
notes the indicator of an event A. This incorporates both the directed case in which we
view the object as existing in Z × Σ with configuration given by the space-time trajec-
tory (0, 0), (1, X1), .., (N,XN), and the undirected case in which the object exists in Σ with
configuration given by the trajectory 0, X1, .., XN , with i merely an index.
A number of physically disparate phenomena are subsumed in this formulation, which was
studied in [1], [10] and [12] in the mathematics literature; closely related models have been
studied extensively in the physics literature, for example in [5], [8], [16], [17] and [18]. Taking
Σ = Zd we obtain a directed quenched random copolymer in d + 1 dimensions interacting,
with strength that depends on the random monomer types, with a potential located in the
first coordinate axis. Here the (i + 1)st monomer is located at (i, Xi) and the realization
{Vi}, representing the random sequence of monomer types, is fixed. Alternatively, we may
have a uniform polymer but spatial randomness in the potential (as when the “polymer”
is actually a flux tube in a superconducting material with one-dimensional defects–see [13],
[19].) When d = 1 and Xi ≥ 0, the state Xi may represent the height at location i of an
interface above a wall in two dimensions, which attracts or repels the interface with randomly
spatially varying strength–see [5], [7].
For consistency, here we always view the index i as time.
The main questions of physical interest are (i) whether for given β, u the polymer is
“pinned”, meaning roughly that it places a positive fraction of its monomers at 0 for large
n with high probability; (ii) the location and nature of the depinning transition, if any, as
we vary β and/or u; and (iii) the effect of the disorder, as seen by comparing the transition
to the annealed case (which is effectively the same as Vi ≡ constant.)
The partition function and finite-volume Gibbs distribution on length-N trajectories, cor-
responding to (1.1), are denoted Z
{Vi}
[0,N ](β, u) and µ
β,u,{Vi}
[0,N ] , respectively; the corresponding
expectation is denoted 〈·〉
β,u,{Vi}
[0,N ] . We omit the {Vi} when Vi ≡ 0. We write P
V
[a,b] for the
distribution of (Va, .., Vb) and P
V for P V[0,∞). (Here and wherever we deal with indices, we
take intervals to mean intervals of integers.) The corresponding expectation and conditional
expectation are denoted 〈·〉V[a,b] and E
V
[a,b](· | ·). Let
LN =
N∑
i=1
δ{Xi=0}.
For fixed β, u we say the polymer is pinned at (β, u) if for some δ > 0,
lim
N
µ
β,u,{Vi}
[0,N ] (LN > δN) = 1, P
V − a.s.
There is a (possibly infinite) critical uc(β, {Vi}) such that the polymer is pinned for u >
uc(β, {Vi}) and not pinned for u < uc(β, {Vi}). In [1] it was established that self-averaging
holds in the sense that there is a nonrandom quenched critical point uqc = u
q
c(β) such that
uc(β, {Vi}) = u
q
c(β) with P
V -probability one. The deterministic critical point udc = u
d
c(β)
is the critical point for the deterministic model, which is the case Vi ≡ 0. The annealed
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model is obtained (provided the moment generating function MV (β) = 〈e
βV1〉V is finite) by
averaging the Gibbs weight (1.1) over the disorder; the annealed model at (β, u) is thus the
same as the deterministic model at (β, u+ β−1 logMV (β)), and the corresponding annealed
critical point is uac = u
a
c(β) = u
d
c(β)− β
−1 logMV (β). It is not hard to show that
(1.2) uac ≤ u
q
c ≤ u
d
c ;
see [1]. For the annealed case, we denote the partition function and finite-volume Gibbs
distribution by Z[0,N ](β, u) and µ
β,u
[0,N ], respectively, and for the deterministic case we denote
them by Z0[0,N ](β, u) and µ
β,u,0
[0,N ], respectively. The free energies for the deterministic, annealed
and quenched models are given by
f d(β, u) =
1
β
lim
N
1
N
logZ0[0,N ](β, u),
fa(β, u) =
1
β
lim
N
1
N
logZ[0,N ](β, u) = f
d(β, u+ β−1 logMV (β)),
f q(β, u) =
1
β
lim
N
1
N
logZ
{Vi}
[0,N ](β, u).
The P V -a.s. existence and the nonrandomness of the last limit are proved in [12], for the
cases we consider here. Clearly f d(β, u) depends only on βu, and fa(β, u) depends only on
βu+ logMV (β). The specific heat exponent αd in the deterministic case is given by
2− αd = lim
∆ց0
log f d(β, udc(β) + ∆)
log∆
;
clearly we get the same annealed exponent αa if we replace d with a in this definition. For
the quenched case the same definition applies with d replaced by q, provided the limit exists.
A related quantity of interest is the contact fraction, defined in the deterministic model
to be the value C = Cd(β, u) for which
(1.3) lim
ǫց0
lim
N
νβ,u[0,N ]
(
LN
N
∈ (C − ǫ, C + ǫ)
)
= 1;
the existence of such a C is established in [1]. In the annealed case the contact fraction is
Ca(β, u) = Cd(β, u+ β−1 logMV (β)).
Now f d and fa are convex functions of u, and we have by standard methods that
Cd(β, u) =
∂
∂u
f d(β, u), Ca(β, u) =
∂
∂u
fa(β, u)
for all non-critical u; the necessary differentiability of fa(β, ·) follows readily from the differ-
entiability and strict convexity established in the proof of Lemma 2.2 of [1] for the function
F defined in (2.13) below. In the quenched case, differentiability of f q(β, ·) is proved in [11]
when the underlying Markov chain is simple random walk on Z, but is not known in general,
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forcing us to define Cq,−(β, u) and Cq,+(β, u) to be the left and right derivatives respectively
of the convex function f q(β, ·) at u, and then define
D(β) = {u ∈ R : uqc(β) : C
q,+(β, u) = Cq,−(β, u)},
a set for which the complement is at most countable. For u ∈ D(β) we denote the common
value ∂
∂u
f q(β, u) by Cq(β, u). From convexity we have for fixed β that〈
LN
N
〉β,u,{Vi}
[0,N ]
=
1
β
∂
∂u
(
1
N
logZ
{Vi}
[0,N ](β, u)
)
→
∂
∂u
f q(β, u) for all u ∈ D(β)
and
Cq,−(β, u) ≤ lim inf
N
〈
LN
N
〉β,u,{Vi}
[0,N ]
≤ lim sup
N
〈
LN
N
〉β,u,{Vi}
[0,N ]
≤ Cq,+(β, u) for all u /∈ D(β),
both P V -a.s.
The case most commonly considered in the literature has Σ = Zd and {Xi} a symmetric
simple random walk. In keeping with our requirement of aperiodicity we modify this by
considering the case in which Xi is the location of the walk at time 2i; we call this the
symmetric simple random walk case in d+1 dimensions. Let τi denote the time of the ith
return to 0 by the chain, with τ0 = 0, and let Ei = τi− τi−1 denote the ith excursion length.
Our interest here is in general Markov chains {Xi} which satisfy
(1.4) PX(E1 = n) = n
−cϕ(n)
for some c ∈ (1, 2) and slowly varying function ϕ on [1,∞). This includes the symmetric
simple random walk case in one and (by virtue of Theorem 1.5) three dimensions, where
c = 3/2 and ϕ(n) ∼ K for some K > 0. We do not, however, include the cases of c = 1
and c ≥ 2, because the technical details, and many of the heuristics, are quite different in
these cases, as we will discuss further in Section 5. We focus instead on our main purpose
which is to understand the role of the tail exponent c in the effect of quenched disorder;
as we will see, the main distinction is between c < 3/2 and c > 3/2. Among excluded
examples are the symmetric simple random walk case in 2 + 1 dimensions (where c = 1 and
ϕ(n) ∼ K(log n)−2), and in d + 1 dimensions for d ≥ 4 (where c = d/2 ≥ 2.) For recurrent
chains satisfying (1.4) it is easily seen (see [1]) that udc(β) = 0 for all β > 0, and hence
(1.5) uac(β) = −β
−1 logMV (β),
and, again from [1], for the deterministic or annealed model the transition is first order if
and only if 〈E1〉
X < ∞; in particular it is first order for c > 2 but not for c < 2. It is
proved in [12] that (again as known nonrigorously from the physics literature–see e.g. [6])
the annealed specific heat exponent is (2c− 3)/(c− 1). Based on the physics literature ([5],
[6]), the following is believed for the non-first-order cases:
(i) for 3/2 < c < 2 (positive annealed specific heat exponent) the depinning transition
is altered by the disorder;
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(ii) for c < 3/2 (negative annealed specific heat exponent) the depinning transition is not
altered by the disorder.
Here physicists generally take “altered” to mean that the specific heat exponent is different,
but a disorder-induced change in the critical point is also of interest ([4], [5], [14], [17]). This
produces the question, “change relative to what, uac or u
q
x?” It appears most natural to ask
whether the factor eβ(u+Vi) in (1.1) gives the same critical u as if it were replaced by its
mean eβu〈eβVi〉V , which is equivalent to asking whether uqc(β) = u
a
c (β). The question is of
interest in part because it is intertwined with questions of just how the polymer depins as the
quenched critical point is approached, or, put differently, of what “strategy” the polymer
uses to stay pinned when near the critical point–see [4]. For example, do long stretches
depin, leaving the polymer attached only where the disorder is exceptionally favorable, or
is the depinning more uniform? Some of our results may be interpreted as saying that for
1 < c < 3/2 the depinning is quite uniform in the quenched system all the way to the critical
point, and for 3/2 < c < 2 the depinning is quite uniform at least until very close to the
critical point, at least for high temperatures.
It was proved in [12] that disorder does alter the critical behavior when 3/2 < c < 2, in
that the quenched specific heat exponent (assuming it exists) becomes non-positive, i.e. the
free energy increases no more than quadratically as u increases from uqc. This brings us to
one of the main questions we consider here: just how are the free energy and contact fraction
curves (as functions of u) altered by the disorder? When the disorder changes the specific
heat exponent from an annealed value αa > 0 to a quenched value αq ≤ 0, does a large
section of the contact fraction curve ∆ 7→ Ca(β, uac(β)+∆) ∼ ∆
1−αa change to approximate
∆ 7→ ∆1−αq instead, or does significant change only occur very close to ∆ = 0? We will show
that the latter is the case, at least for small β.
Regarding the possible difference in critical points between quenched and annealed sys-
tems, since udc(β) = 0, it is reasonable to ask how close u
q
c(β)/u
a
c(β) is to 1. As discussed in
[1], this is related to the following “sampling” point of view. We may think of the Markov
chain as choosing a sample from the realization {V1, .., Vn} through the times of its returns
to 0. This sample is of course not i.i.d., and we expect that the probabilities for large devia-
tions of the average of the sampled Vi’s will be smaller than the corresponding probabilities
for an i.i.d. sample. Roughly, the more this sampling procedure is “efficient” in the sense
that certain large-deviation probabilities are not too different from the i.i.d. case, the closer
uqc(β)/u
a
c(β) is to 1. For small β, the size of the relevant large deviations is of order β (see
[1].)
The analogous question has been considered for a related model, a polymer at a selective
interface in 1+1 dimensions. Here the horizontal axis represents an interface separating two
solvents which differentially attract or repel each monomer, with u+Vi representing roughly
the preference of monomer i for the solvent above the interface. The Markov chain {Xi} is
symmetric simple random walk on Z, so the excursion tail exponent is c = 3/2. The main
mathematical difference from the model here is that the factor δ{xi=0} in (1.1) is replaced by
−δ{xi<0}. It has been conjectured in the physics [14] and mathematics ([3], [10]) literatures
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that for this model,
(1.6) lim
β→0
uqc(β)
uac (β)
< 1.
The limit being less than 1 says that the above-discussed sampling procedure does not
become fully efficient even in the high-temperature limit, where the size of the relevant large
deviation approaches 0.
For technical convenience and clarity of exposition, we will restrict attention here to Gauss-
ian disorder, but our results are easily extended to other distributions with a finite exponen-
tial moment. Our results imply that, in contrast to (1.6), for the model (1.1) with 1 < c < 2,
the limit in (1.6) is 1; in fact for c < 3/2 the ratio is equal to 1 at least for sufficiently
small β. We do not view this as casting any doubt on the conjecture (1.6) for the selective
interface model, however, for the following reason: the factor δ{xi<0} in the Gibbs weight
means that the sample selected by the Markov chain from {V1, .., Vn} consists of blocks
Vj, Vj+1, .., Vj+k of consecutive disorder values, corresponding to excursions of {Xi} below
the axis. This “block” aspect may make the sampling procedure inherently less efficient (for
large deviations) in the selective interface model, compared to our model (1.1).
From (1.5), in the Gaussian case we have uac(β) = −β/2 for all β > 0.
Associated to a slowly varying function η there is a conjugate slowly varying function η∗
characterized (up to asymptotic equivalence) by the property that
η∗(xη(x)) ∼
1
η(x)
as x→∞;
see [20]. Here “∼” means the ratio converges to 1. For many common slowly varying
functions such as η(x) = (log x)a with a ∈ R, we have η∗ = 1/η, but this is not the case for
some functions which are “barely slowly varying” such as η(x) = x1/ log log x. Given ϕ as in
(1.4) and a > 0, define
ϕa(x) =
1
ϕ(x1/a)
, ϕˆa(x) = ϕ
∗
a(x)
−1/a, ϕ˜(x) =
∑
n≤x
n−1ϕ(n)−2,
which are all slowly varying.
Our first result is for the annealed case, included mainly so that the quenched case can
be compared to it. Most of this result appeared in [12]; we have made only minor additions.
Throughout the paper, K1, K2, ... are constants which depend only on the distributions of
V1 and {Xi}, unless otherwise specified.
Theorem 1.1. Suppose that {Vi, i ≥ 1} are i.i.d. standard Gaussian random variables, and
the Markov chain {Xi} is recurrent, satisfying (1.4) with 1 < c < 2. Then u
a
c (β) = −β/2
for all β > 0, and there exist constants Ki, depending only on c, ϕ, such that
βfa
(
β,−
β
2
+ ∆
)
∼ K1(β∆)
1/(c−1)ϕˆc−1
(
1
β∆
)
as β∆→ 0,
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and
Ca
(
β,−
β
2
+ ∆
)
∼ K2(β∆)
(2−c)/(c−1)ϕˆc−1
(
1
β∆
)
as β∆→ 0.
In particular, the annealed specific heat exponent is (2c− 3)/(c− 1).
Note that writing the parameter u as −β
2
+ ∆ in Theorem 1.1 makes the annealed free
energy and contact fraction functions of β∆ only, as is reflected in the asymptotic approxi-
mations given there.
The next theorem confirms the prediction that disorder does not alter the critical behavior
when c < 3/2, at high temperatures; we can even include certain cases when c = 3/2, though
not the symmetric simple random walk case in 1+1 dimensions.
Theorem 1.2. Suppose that {Vi, i ≥ 1} are i.i.d. standard Gaussian random variables, and
the Markov chain {Xi} is recurrent, satisfying (1.4) with either 1 < c < 3/2, or c = 3/2 and∑
n n
−1ϕ(n)−2 < ∞. Then given ǫ > 0, provided β > 0 and β∆ > 0 are sufficiently small
we have
(1.7) 1− ǫ ≤
f q
(
β,−β
2
+∆
)
fa
(
β,−β
2
+∆
) ≤ 1, ∣∣∣∣∣Cq,±
(
β,−β
2
+∆
)
Ca
(
β,−β
2
+∆
) − 1∣∣∣∣∣ ≤ ǫ,
so that in particular uqc(β) = u
a
c (β) = −β/2.
As we will see, when c = 3/2, ϕ˜(n) is proportional to the mean overlap under PX between
{Xi} and an independent copy {Yi} of the chain over length n, that is, the mean number
of i ≤ n with (Xi, Yi) = (0, 0). The condition in Theorem 1.2 that
∑
n n
−1ϕ(n)−2 < ∞, i.e.
that ϕ˜ is bounded, is thus equivalent (for c = 3/2) to the condition that (Xi, Yi) is transient.
The next theorem quantifies the change in the critical curve caused by the presence of
disorder, for 3/2 < c < 2. It shows that at high temperatures, the significant alteration is
confined to a very small interval above uac , with length of order β
1/(2c−3)ϕˆc− 3
2
(β−1)1/2. In
particular, the critical points uqc and u
a
c differ by no more than β
1/(2c−3)ϕˆc− 3
2
(β−1)1/2. Note
the exponent 1/(2c− 3) here is greater than 1.
Theorem 1.3. Suppose that {Vi, i ≥ 1} are i.i.d. standard Gaussian random variables, and
the Markov chain {Xi} is recurrent, satisfying (1.4) for some 3/2 < c < 2. Then there exists
K3 as follows. Let
∆0 = ∆0(β) = K3β
1/(2c−3)ϕˆc− 3
2
(
1
β
)1/2
.
Given ǫ > 0, there exists K4(ǫ) such that for all sufficiently small β > 0 and β∆ > 0 we
have
(1.8) βf q
(
β,−
β
2
+ ∆
)
≤
∆2
2
, Cq,±
(
β,−
β
2
+ ∆
)
≤
2
β
∆ if ∆ ≤ ∆0,
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(1.9) 1− ǫ ≤
f q
(
β,−β
2
+∆
)
fa
(
β,−β
2
+∆
) ≤ 1, ∣∣∣∣∣Cq,±
(
β,−β
2
+∆
)
Ca
(
β,−β
2
+∆
) − 1∣∣∣∣∣ ≤ ǫ if ∆ ≥ K4∆0.
Consequently we have
(1.10) −
β
2
≤ uqc(β) ≤ −
β
2
+K4∆0(β),
and therefore
(1.11) lim
β→0
uqc(β)
uac (β)
= 1.
The critical behavior differs from the annealed case in that either uqc(β) 6= −β/2 or the
specific heat exponent, if it exists, is not (3− 2c)/(c− 1).
The free-energy and contact-fraction bounds in (1.8) are actually valid for all ∆ > 0,
but when ∆ > ∆0(β) the free-energy upper bound ∆
2/2 exceeds the trivial upper bound
βfa
(
β,−β
2
+∆
)
, as we will obtain from Theorem 1.1, so it provides no useful information.
∆0(β) is also (up to a constant) the magnitude of ∆ for which the upper bound 2∆/β is
equal to the annealed contact fraction, as we will show. We will also see later that a value
M = M(β∆) of order 1/βfa(β, u) makes a natural (annealed) correlation length for the
problem. For a block of length M we may view the average value of u+ Vi in the block as a
sort of “effective u” for that block; this effective u fluctuates by order M−1/2 from block to
block. ∆0, as we will show, can be characterized (up to a constant) as the value such that
for ∆ ≪ ∆0 the fluctuations of the effective u are M
−1/2 ≫ ∆, while for ∆ ≫ ∆0 we have
M−1/2 ≪ ∆. Thus for ∆ ≤ ∆0 a substantial fraction of blocks have an effective u below u
a
c ,
but this does not occur for ∆≫ ∆0.
In the borderline case c = 3/2, where the annealed specific heat exponent is 0, outside of
the case covered by Theorem 1.2 we are unable to say whether the critical behavior is altered
by the disorder; there is disagreement on this question even in the physics literature ([5], [7]).
However, in this case the free energy changes significantly in at most an even smaller interval
above uac , with length of order o(β
r) for all r > 1, in fact O(e−K/β
2
) for some constant K in
the case of simple random walk in 1 + 1 or 3 + 1 dimensions. This may help explain why
nonrigorous techniques such as renormalization group methods and numerical simulation do
not provide consistent predictions for the c = 3/2 case.
Theorem 1.4. Suppose that {Vi, i ≥ 1} are i.i.d. standard Gaussian random variables, and
the Markov chain {Xi} is recurrent, satisfying (1.4) with c = 3/2 and
∑
n n
−1ϕ(n)−2 =∞.
Then given 0 < ǫ < 1, there exists K5 = K5(ǫ) as follows. Let
(1.12) ∆0 = ∆0(β, ǫ) =
K5ϕ
(
ϕ˜−1
(
K6
β2
))
ϕ˜−1
(
K6
β2
)1/2 .
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Provided β and β∆ are sufficiently small and ∆ ≥ ∆0, we have
1− ǫ ≤
f q
(
β,−β
2
+∆
)
fa
(
β,−β
2
+∆
) ≤ 1, ∣∣∣∣∣Cq,±
(
β,−β
2
+∆
)
Ca
(
β,−β
2
+∆
) − 1∣∣∣∣∣ ≤ ǫ.
In particular we have
−
β
2
≤ uqc(β) ≤ −
β
2
+ ∆0(β, ǫ),
and therefore
(1.13) lim
β→0
uqc(β)
uac (β)
= 1.
As we will see, the condition ∆ ≥ ∆0 says that the mean overlap mentioned above is at
most of order 1/β2, over one correlation length M .
In the symmetric simple random walk case in 1 + 1 or 3 + 1 dimensions, we have c = 3/2
and ϕ asymptotically constant, so
ϕ˜(x) ∼ log x and ∆0 ≤ K7e
−K8/β2 .
For a transient chain satisfying (1.4), it is proved in [1] that
(1.14) udc(β) = −β
−1 logPX(E1 <∞).
To make Theorems 1.2–1.4 useful in the transient case, we need a stronger result. Given
a measure PX which makes {Xi} a transient Markov chain, we define a modified measure
PX,R by
PX,R(E1 = n) = P
X(E1 = n | E1 <∞),
keeping the independence of the Ei’s and the same conditional distribution given the Ei’s.
It is easily checked that the resulting “recurrent-ized” process is still a Markov chain, so
Theorems 1.2–1.4 apply to it. We denote the corresponding free energy and contact fraction
by f qR(β, u) and C
q,±
R (β, u) (or C
q,±
R (β, u) at points of differentiability), respectively.
Theorem 1.5. Suppose that {Vi, i ≥ 1} are i.i.d. standard Gaussian random variables, and
the Markov chain {Xi} is transient, satisfying (1.4) for some 1 ≤ c < 2. Then
f q(β, u) = f qR(β, u− u
d
c(β)), C
q,±(β, u) = Cq,±R (β, u− u
d
c(β)) for all β > 0, u ∈ R.
2. Preliminaries on Large Deviations and Asymptotics
In this section we summarize various basic results on large deviations specialized to our
context, and certain asymptotics including Theorem 1.1, for ready reference later. We assume
throughout that (1.4) holds with 1 < c < 2. Let ME denote the moment generating function
of E1 and
(2.1) IE(t) = sup
x≤0
(tx− logME(x))
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the large-deviation rate function of E1. Fix β > 0 and u > −
β
2
, and define ∆ by u = −β
2
+∆.
From [1], we have
lim
N→∞
1
N
logPX(LN ≥ δN) = −δIE(δ
−1),
and the free energy of the deterministic model is given by
βf d(β, u) = lim
N
1
N
logZ[0,N ](β, u) =
1
β
sup
δ∈(0,1)
(βuδ − δIE(δ
−1)).
Hence the annealed free energy is given by
βfa(β, u) = βf d(β, u+ β−1 logMV (β))(2.2)
= sup
δ∈(0,1)
(
δ (βu+ logMV (β))− δIE(δ
−1)
)
= sup
δ∈(0,1)
(
β∆δ − δIE(δ
−1)
)
.
Let δ∗ = δ∗(β∆) be the unique value of δ which achieves the supremum in (2.2); it is easily
shown that δ∗ = Ca(β, u). The uniqueness here follows from strict convexity of δIE(δ
−1);
see [1]. Let δn = E
X(Ln/n). From Lemma 3.1 below (applied with ϕ(n)/(c− 1) in place of
ϕ(n)) we see that
(2.3) δn ∼
(c− 1)Γ(2− c)
Γ(c− 1)
n−(2−c)ϕ(n)−1.
Let
(2.4) M =M(β∆) = min{n : δn ≤ δ
∗},
and observe that δ∗ ≥ δM ≥ (1 −M
−1)δ∗. M serves as a correlation length for the pinned
polymer–we will see that the free energy gain from pinning is of order 1 over length M . It
can also be shown that excursions much longer thanM are rare, and on length scales shorter
than M , the pinned Markov chain in many senses “looks like” the underlying “free” chain
with law PX , but we will not formalize or prove these statements here.
Since 〈E1〉
X =∞, there exists α0 = α0(β∆) > 0 such that
(2.5) (logME)
′(−α0) =
〈E1e
−α0E1〉X
〈e−α0E1〉X
=
1
δ∗
.
From basic large-deviations theory, as shown in [12] we have
(2.6) α0 = βf
a(β, u) and β∆ = − logME(−α0).
By (2.3),
(2.7) (logME)
′(−α0) =
1
δ∗
∼
1
δM
∼
Γ(c− 1)
(c− 1)Γ(2− c)
M2−cϕ(M) as β∆→ 0.
A routine calculation shows that the derivatives of logME satisfy
(2.8) (logME)
(k)(−x) ∼ M
(k)
E (−x) ∼ Γ(k + 1− c)x
−(k+1−c)ϕ(x−1) as − xր 0, k ≥ 1,
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so for every fixed ν > 0,
(2.9) (logME)
′
(
−
ν
M
)
∼
Γ(2− c)M2−cϕ(M)
ν2−c
as β∆→ 0 (equivalently, as M →∞.)
Taking ν to be K9 given by
Γ(2− c)
K2−c9
=
Γ(c− 1)
(c− 1)Γ(2− c)
,
we see from (2.7) and (2.9) that
(2.10) Mβfa(β, u) =Mα0 → K9 as β∆→ 0.
For δ > 0 let
x0 = x0(δ) = ((logME)
′)−1(δ−1),
that is, x0 < 0 is the point where the sup in (2.1) is achieved for t = δ
−1. Note that
x0(δ
∗) = −α0. From (2.8) we have as δ → 0
(2.11)
1
δ
= (logME)
′(x0) ∼
Γ(2− c)
|x0|2−c
ϕ
(
1
|x0|
)
=
Γ(2− c)
|x0|2−c
(
1
ϕ
)
2−c
(
1
|x0|2−c
)
,
so
1
δ
(
1
ϕ
)∗
2−c
(
1
δ
)
∼
Γ(2− c)
|x0|2−c
so
(2.12) x0(δ) ∼ −K10δ
1/(2−c)
(̂
1
ϕ
)
2−c
(
1
δ
)
.
Letting
(2.13) F (δ) = β∆δ − δIE(δ
−1)
we have
−δ2F ′′(δ) = δ−1I ′′E(δ
−1),
and by a standard computation and (2.8),
(2.14) I ′E(δ
−1) = x0, I
′′
E(δ
−1) =
1
(logME)′′(x0)
∼
|x0|
3−c
Γ(3− c)ϕ(|x0|−1)
as δ → 0.
It follows from these and (2.11) that
(2.15) δ2F ′′(δ) ∼ K11x0(δ).
Next observe that integrating (2.8) with k = 1 gives
(2.16) logME(−x) ∼ −
Γ(2− c)
c− 1
xc−1ϕ(x−1) as − xր 0.
With (2.10) and (2.6) this shows that
(2.17) β∆ ∼ K12M
−(c−1)ϕ(M) as β∆→ 0.
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Observe that by (2.16) and (2.11) we have
(2.18) IE(δ
−1) = δ−1x0 − logME(x0) ∼
Γ(3− c)
c− 1
|x0|
c−1ϕ(|x0|
−1) as δ → 0,
so by (2.11) and (2.12),
(2.19) δIE(δ
−1) ∼
2− c
c− 1
|x0| ∼ K13δ
1/(2−c)
(̂
1
ϕ
)
2−c
(
1
δ
)
as δ → 0.
If we take δ = δ∗ in (2.19), we have |x0| = α0 and thus
(2.20) β∆δ∗− δ∗IE((δ
∗)−1) = α0, β∆δ
∗ ∼
α0
c− 1
, δ∗IE((δ
∗)−1) ∼
2− c
c− 1
α0 as β∆→ 0.
From (2.10) and (2.20) we have both
(2.21) β∆δ∗M → K14 as β∆→ 0,
and
(2.22) βfa(β, u) = α0 ∼ (c− 1)β∆δ
∗ as β∆→ 0.
From (2.17) we have
1
β∆
∼ K15
1
αc−10
ϕc−1
(
1
αc−10
)
as β∆→ 0.
By (2.20) and Lemma 1.10 of [20] this means that
1
(β∆δ∗)c−1
∼
K16
αc−10
∼ K17
1
β∆
ϕ∗c−1
(
1
β∆
)
,
or equivalently
δ∗ ∼ K18(β∆)
(2−c)/(c−1)ϕˆc−1
(
1
β∆
)
,
and then also, by (2.10) and (2.22),
(2.23)
K9
M
∼ α0 ∼ K19(β∆)
1/(c−1)ϕˆc−1
(
1
β∆
)
.
Thus Theorem 1.1 is proved.
For the remainder of this section we consider c > 3/2. Define ∆1 = ∆1(β) to be the
unique positive ∆ where δ∗(β∆) = 2∆/β (i.e. where the linear upper bound intersects the
contact fraction curve) and let M1 = M(β∆1); see the discussion after Theorem 1.3. Using
(2.17) we get that for ∆ ∼ ∆1(β),
2∆
β
∼ K12
ϕ(M)
β2M c−1
, δ∗ ∼ δM ∼
K20
M2−cϕ(M)
as β → 0,
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so for ∆ ∼ ∆1, or equivalently, 2∆/β ∼ δ
∗, we have
(2.24)
1
β2
∼ K21
M2c−3
ϕ(M)2
as β → 0,
and therefore from (2.17) again,
(2.25) ∆21 =
(β∆1)
2
β2
∼
K22
M1
.
A similar argument shows that for ∆ ≪ ∆1 we have ∆
2 ≪ 1/M , and for ∆ ≫ ∆1 we have
∆2 ≫ 1/M , confirming comments after Theorem 1.3. Taking ∆ = K∆1 for some K, we
have from (2.6), (2.23) and (2.25) that
∆2
2
∼
K2K22
2M(β∆1)
∼
K2−
1
c−1K22
2M(β∆)
as β → 0.
Letting K23 be defined by K
2− 1
c−1
23 K22 = 2K9, and letting ∆2 = K23∆1, we see that ∆
2/2 ∼
rβfa(β, u) with r < 1 if K < K23, r > 1 if K > K23, and r = 1 if K = K23, i.e. if ∆ ∼ ∆2.
Thus asymptotically, the annealed free energy curve intersects the upper bound ∆2/2 at
approximately ∆ = ∆2.
To complete verification of the comments after Theorem 1.3, we show that K3 can be
chosen (in the definition of ∆0) so that ∆0 ∼ ∆2. From (2.23) and (2.25) we have
1
∆21
∼
K9
K22K19
(
1
β∆1
)1/(c−1)
ϕ∗c−1
(
1
β∆1
)1/(c−1)
as β → 0,
or equivalently,
1
∆2c−21
∼ K24
1
β∆1
ϕ∗c−1
(
1
β∆1
)
,
or
1
∆2c−21
ϕc−1
(
1
∆2c−21
)
∼
K24
β∆1
,
or from (2.24) and (2.25), since c > 3/2,
1
∆2c−31
ϕc− 3
2
(
1
∆2c−31
)
=
1
∆2c−31
ϕ
(
1
∆21
)−1
∼
K24
β
,
or
1
∆2c−31
∼
K24
β
ϕ∗
c− 3
2
(
1
β
)
=
K24
β
ϕˆc− 3
2
(
1
β
)−(c− 3
2
)
.
Thus taking K3 = K23K
−1/(2c−3)
24 we get
∆2 = K23∆1 ∼ K3β
1/(2c−3)ϕˆc− 3
2
(
1
β
)1/2
= ∆0 as β → 0,
as desired.
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3. Proof of Theorem 1.3
We may assume that −β
2
+∆ ∈ D(β), i.e. a unique quenched contact fraction exists.
We begin with the proof that the quenched free energy is close to the annealed when ∆ is
not too small, which is the first part of (1.9).
For a disorder realization {vj} and Markov chain trajectories {xn}, {yn} define
LN ({xn}) =
N∑
n=1
δ{xn=0}
RN ({vn}, {xn}) =
N∑
n=1
(u+ vn)δ{xn=0}
BN({xn}, {yn}) =
N∑
n=1
δ{xn=yn=0}.
We write only LN , BN when confusion is unlikely.
We first consider the free energy with a modified measure PˆX in place of PX in (1.1). Let
M be the correlation length from (2.4). PˆX is defined by the specification that under PˆX , E1
is uniform in {1, ..., l0M} and E2, E3, ... are iid with distribution P
X(E1 ∈ ·), independent
of E1. Here l0 is an integer to be specified. In a harmless abuse of notation, we denote the
corresponding expectation and conditional expectation by 〈·〉Xˆ and EXˆ(·|·), respectively. We
use Zˆ
{Vi}
[0,N ](β, u) and µˆ
β,u,{Vi}
[0,N ] to denote the corresponding quenched partition function and
finite-volume Gibbs distribution, respectively. In the annealed case when PˆX is in effect we
use the notation Zˆ[0,N ](β, u) and µˆ
β,u
[0,N ].
For ΞN ⊂ {0} × Σ
N a set of length-N Markov chain trajectories with x0 = 0, let
Z
{Vi}
[0,N ](β, u,ΞN) denote the contribution to Z
{Vi}
[0,N ](β, u) from trajectories in ΞN , and simi-
larly for Zˆ in place of Z.
Fix an integer k0 > 6l0 to be specified, and define a block length N = k0M . The kth
block is then ((k− 1)N, kN ]∩Z. We would like to choose events ΞmN , m ≥ 1 such that such
that Z
{Vi}
[0,mN ](β, u,ΞmN) is a “not too small” fraction of Z
{Vi}
[0,mN ](β, u), and Z
{Vi}
[0,mN ](β, u,ΞmN)
approximately factors into a product of contributions from each block. Such a product form
can be made exactly true, as in [1] and [12], by conditioning on a return to 0 at the end of
every block, but the fact that the entropy cost of such conditioning grows large as ∆→ 0 (i.e.
as N → ∞) makes it unworkable in our context. Here we modify the product requirement
slightly, to allow trajectories to bypass “bad” blocks. To that end, in the kth block there is a
landing zone ((k− 1)N, (k− 1)N + l0M ]∩Z at the beginning of the block, a prohibited zone
(kN − l0M, kN ] ∩ Z at the end of the block and a takeoff zone (kN − 5l0M, kN − l0M ] ∩ Z
just before the prohibited zone. Let m ≥ 1 and J ⊂ {1, .., m} with 1 ∈ J , and label the
elements of J as j1 < .. < j|J |. For m ≥ 1 we define Ξ
J
mN to be the set of trajectories x[0,mN ]
satisfying the following criteria:
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(a) for each 2 ≤ k ≤ |J | there is an excursion which starts in the takeoff zone of block
jk−1 and ends in the landing zone of block jk;
(b) for each k ≤ |J | there is at least one return to 0 in the first half of the takeoff zone
of block jk;
(c) there are no returns to 0 after the takeoff zone of block j|J |.
We write ΞN for Ξ
{1}
N .
Let 0 < ǫ < 1/2. Suppose that we can choose k0, l0 such that for constants Ki (not
depending on ǫ) to be specified, we have the following properties:
(P1) The partition function approximately factors, in that for all m ≥ 1 and J ⊂ {1, .., m}
with 1 ∈ J ,
Zˆ
{Vi}
[0,mN ](β, u,Ξ
J
mN) ≥ e
−K25l0m
∏
k∈J
Zˆ
{V(k−1)N+i}
[0,N ] (β, u,ΞN).
(P2)
µˆβ,u[0,N ] (ΞN) ≥ e
−K26l0.
(P3) For {Xn} and {Yn} two independent realizations of the Markov chain,
µˆβ,u[0,N ]
(
eβ
2BN ({Xi},{Yi}) − 1
∣∣∣∣ {Xi}, {Yi} ∈ ΞN) ≤ ǫ8 .
Here {V(k−1)N+i} denotes the sequence {V(k−1)N+1, V(k−1)N+2, ...}. Note that (P3) says that
two randomly chosen trajectories from ΞN intersect each other at 0 only rarely. Also, there
is some competition between (P3) and (P2), in that for (P3) we would like N not too big
so that BN is not too big, while for (P2) to be a workable lower bound, we must have the
number N/M of correlation lengths be much greater than l0.
Our basic technique for proving the first part of (1.9) from (P1)–(P3) is the second moment
method. Note first that
(3.1)
〈
Zˆ
{Vi}
[0,N ](β, u,ΞN)
〉V
=
〈
eβ∆LNδΞN
〉Xˆ
= µˆβ,u[0,N ](ΞN)
〈
eβ∆LN
〉Xˆ
= µˆβ,u[0,N ](ΞN)Zˆ[0,N ](β, u).
We have for trajectories {xi}, {yi} that〈
eβRN ({xi})eβRN ({yi})
〉V
= exp
(
β∆(LN({xi})− BN({xi}, {yi}))
)
exp
(
β∆(LN({yi})−BN ({xi}, {yi}))
)
· exp
(
(2βu+ 2β2)BN ({xi}, {yi})
)
= eβ∆LN ({xi})eβ∆LN ({yi})eβ
2BN ({xi},{yi}),(3.2)
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so by (P3), provided β is small,
varV
(
Zˆ
{Vi}
[0,N ](β, u,ΞN)
)
=
∑
{xn}∈ΞN
∑
{yn}∈ΞN
eβ∆LN ({xi})eβ∆LN ({yi})
(
eβ
2BN ({xi},{yi}) − 1
)
PˆX({xi})Pˆ
X({yi})
=
(〈
Zˆ
{Vi}
[0,N ](β, u,ΞN)
〉V)2
µˆβ,u[0,N ]
(
eβ
2BN ({Xi},{Yi}) − 1
∣∣∣∣ {Xi}, {Yi} ∈ ΞN)
≤
ǫ
8
(〈
Zˆ
{Vi}
[0,N ](β, u,ΞN)
〉V)2
.(3.3)
Also, by (3.1) and (P2),〈
Zˆ
{Vi}
[0,N ](β, u,ΞN)
〉V
≥ K27e
−K26l0Zˆ[0,N ](β, u).
Therefore by Chebyshev’s inequality and (3.3),
(3.4) P V
(
Zˆ
{Vi}
[0,N ](β, u,ΞN) ≤
1
2
K27e
−K26l0Zˆ[0,N ](β, u)
)
≤
ǫ
2
.
We say the kth block is good if k = 1 or
Zˆ
{V(k−1)N+i}
[0,N ] (β, u,ΞN) >
1
2
K27e
−K26l0Zˆ[0,N ](β, u),
and bad otherwise, and we let Jm = Jm({Vi}) = {k ≤ m : block k is good}. By (P1),
1
mN
log Zˆ
{Vi}
[0,mN ](β, u) ≥
1
mN
Zˆ
{Vi}
[0,mN ](β, u,Ξ
J
mN)(3.5)
≥
log(K27/2)
N
− (K26 +K25)
l0
N
+
|Jm|
mN
log Zˆ[0,N ](β, u),
so with P V -probability one,
βf q(β, u) = lim
m→∞
1
mN
log Zˆ
{Vi}
[0,mN ](β, u)(3.6)
≥
log(K27/2)
N
− (K26 +K25)
l0
N
+
(
1−
ǫ
2
) 1
N
log Zˆ[0,N ](β, u).
To compare N−1 log Zˆ[0,N ](β, u) to βf
a(β, u) we use subadditivity and the representation
Zˆ[0,N ](β, u) =
〈
eβ∆LN
〉Xˆ
. It is easily seen that for all n, k,
(3.7)
〈
eβ∆Ln+k
〉X
≤
〈
eβ∆Ln
〉X 〈
eβ∆(1+Lk)
〉X
,
so an = β∆ + log
〈
eβ∆Ln
〉X
, n ≥ 1, defines a subadditive sequence. Therefore ak/k ≥
limn an/n = βf
a(β, u) for each fixed k. Hence for each u ≤ l0M we have
EXˆ(eβ∆LN | E1 = u) = e
β∆
〈
eβ∆LN−u
〉X
≥ e(N−l0M)βf
a(β,u),
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and therefore
Zˆ[0,N ](β, u) =
〈
eβ∆LN
〉Xˆ
≥ e(N−l0M)βf
a(β,u).
It follows that
(3.8)
1
N
log Zˆ[0,N ](β, u) ≥
(
1−
l0
k0
)
βfa(β, u).
From (2.6) and (2.10) we have
1
N
≤
l0
N
≤ K29
l0
k0
βfa(β, u),
which with (3.6) and (3.8) shows that, provided k0/l0 is sufficiently large (depending on ǫ),
we have
βf q(β, u) ≥ (1− ǫ)βfa(β, u),
completing the proof of the first part of (1.9).
Our remaining task to prove the first part of (1.9), then, is to establish (P1)–(P3). We
begin with (P1). Fix m, J as is (P1), and assume |J | ≥ 2. Let Uk and Tk denote the location
of the first and last returns, respectively, in the kth block (when such exist), necessarily in the
landing and takeoff zones, respectively, for trajectories in ΞJmN and good blocks k. Suppose
j|J | < m; we then first deal with the final excursion initiated before time mN , necessarily
from the takeoff zone of the last good block, as follows. We have
Zˆ
{Vi}
[0,mN ](β, u,Ξ
J
mN) =
∑
t
Zˆ
{Vi}
[0,j|J|N ]
(β, u,ΞJj|J|N ∩ {Tj|J| = t})
PX(E1 > mN − t)
PX(E1 > j|J |N − t)
,(3.9)
where the sum is over t in the takeoff zone of block j|J |. Since j|J |N− t ≥ l0M and mN− t ≤
(m − j|J |)k0M + 5l0M , there exist constants Ki such that provided l0 ≥ K30, k0 ≤ l0e
K31l0
and β∆ is sufficiently small (depending on ǫ) so that M is large, we have
PX(E1 > mN − t)
PX(E1 > j|J |N − t)
≥
1
2
(
l0
(m− j|J |)k0 + 5l0
)c−1
≥ e−K32(m−j|J|)l0 .
Then by (3.9),
(3.10) Zˆ
{Vi}
[0,mN ](β, u,Ξ
J
mN) ≥ e
−K32(m−j|J|)l0Zˆ
{Vi}
[0,j|J|N ]
(β, u,ΞJj|J|N).
Having effectively replaced m with j|J |, we next decompose according to the starting and
ending points t, u of the excursion from block j|J |−1 to block j|J |, as follows:
Zˆ
{Vi}
[0,j|J|N ]
(β, u,ΞJj|J|N) =
∑
t,u
Zˆ
{Vi}
[0,j|J|−1N ]
(β, u,ΞJj|J|−1N ∩ {Tj|J|−1 = t})(3.11)
· Zˆ
{V(j|J|−1)N+i
}
[0,N ] (β, u,ΞN ∩ {U1 = u− (j|J | − 1)N})
·
PX(E1 = u− t)
PX(E1 > j|J |−1N − t)PˆX(E1 = u− (j|J | − 1)N)
.
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Note that (
l0 + (j|J | − j|J |−1 − 1)k0
)
M ≤ u− t ≤
(
6l0 + (j|J | − j|J |−1 − 1)k0
)
M,
j|J |−1N − t ≥ l0M and Pˆ
X(E1 = u − (j|J | − 1)N) = 1/l0M . Assuming again that l0 ≥ K30,
k0 ≤ l0e
K31l0 and β∆ is sufficiently small, it follows readily that
PX(E1 = u− t)
PX(E1 > j|J |−1N − t)PˆX(E1 = u− (j|J | − 1)N)
≥ K33
(
6 + (j|J | − j|J |−1 − 1)
k0
l0
)−c
≥ e−K34(j|J|−j|J|−1)l0 .(3.12)
Note it is essential that the correlation length M cancels out in (3.12), so that the lower
bound does not depend on β∆. From (3.11) and (3.12),
Zˆ
{Vi}
[0,j|J|N ]
(β, u,ΞJj|J|N) ≥ e
−K34(j|J|−j|J|−1)l0Zˆ
{Vi}
[0,j|J|−1N ]
(β, u,ΞJj|J|−1N)Zˆ
{V(j|J|−1)N+i
}
[0,N ] (β, u,ΞN).
Iterating this we obtain
Zˆ
{Vi}
[0,j|J|N ]
(β, u,ΞJj|J|N) ≥ e
−K34j|J|l0
∏
k∈J
Zˆ
{V(k−1)N+i}
[0,N ] (β, u,ΞN),
which with (3.10) completes the proof of (P1).
We next prove (P2), for which we need only consider one length-N block. Let DN denote
the event that there is at least one return to 0 in the first half of the takeoff zone, i.e. in
(N − 5l0M,N − 3l0M ], and let CN denote the event that there are no returns to 0 after
the takeoff zone, i.e. after N − l0M , so ΞN = DN ∩ CN . We introduce the tilted measure
Q = QX , on trajectories of the Markov chain, given by
QX(E1 = k1, .., Em = km)(3.13)
=
e−α0(k1+..+km)
(〈e−α0E1〉X)m
PX(E1 = k1, .., Em = km) for all m, k1, .., km,
which by (2.5) satisfies
(3.14) 〈E1〉
Q =
1
δ∗
,
where 〈·〉Q denotes expected value under QX . Equation (3.13) does not of course completely
determine a distribution for trajectories–we complete the definition by specifying that the
conditional distribution of the trajectory under QX given E1 = k1, E2 = k2, ... is the same as
the corresponding conditional distribution under PX. Observe that µˆβ,u[0,N ] tilts P
X so that
the contact fraction becomes δ∗, i.e. so that the mean excursion length is approximately 1/δ∗
for large N , so from (3.14) we expect the measures µˆβ,u[0,N ] and Q
X to be similar, a relation
we will now make precise. Given n ≤ k ≤ r we have from (2.6) that
(3.15) µβ,u[0,r](τn = k) =
eβ∆n
〈
eβ∆Lr−k
〉X
〈eβ∆Lr〉X
PX(τn = k) =
eα0k
〈
eβ∆Lr−k
〉X
〈eβ∆Lr〉X
QX(τn = k).
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Fix u ≤ l0M and let v = N − 4l0M − u. We now specify n = ⌊vδ
∗⌋. Then by (3.15),
µˆβ,u[0,N ](DN | E1 = u) ≥ µ
β,u
[0,N−u]
(
(k0 − 5l0)M − u < τn ≤ (k0 − 3l0)M − u
)
≥
eα0(N−6l0M)
〈eβ∆LN 〉X
QX
(
v − l0M < τn ≤ v + l0M
)
.(3.16)
By (3.14) we have
〈τn〉
Q ∼ v as β∆→ 0,
and the variance of E1 under Q
X is easily shown (using (2.10)) to satisfy
(3.17) varQ(E1) ∼ 〈E
2
1〉
Q = eβ∆
∞∑
j=1
e−α0jj2−cϕ(j) ∼ K35M
3−cϕ(M),
so using (2.7),
(3.18) varQ(τn) ∼ K35δ
∗vM3−cϕ(M) ≤ K36k0M
2,
also as β∆→ 0. Therefore provided k0 ≤ l
2
0/4K36, by Chebyshev’s inequality and (3.16) we
have for β∆ small that
(3.19) µˆβ,u[0,N ](DN) ≥
eα0(N−6l0M)
2 〈eβ∆LN 〉X
.
Let GN denote the time of the first return to 0 in the takeoff zone (necessarily in (N −
5l0M,N−3l0M ], if the event DN occurs), when such a return exists. For g ∈ (N−5l0M,N−
3l0M ] we have using (2.3) that
µˆβ,u[0,N ](CN | GN = g)
≥ µβ,u[0,N−g](τi = k, LN−g = i for some k ≤ N − g − l0M and i ≥ 1)(3.20)
=
∑
k≤N−g−l0M
∑
i≥1
eβ∆i
〈eβ∆LN−g〉
X
PX(τi = k)P
X(E1 > N − g − k)
≥
PX(E1 > 5l0M)〈
eβ∆L5l0M
〉X ∑
k≤2l0M
PX(Xk = 0)
≥
PX(E1 > 5l0M) 〈L2l0M〉
X〈
eβ∆L5l0M
〉X
≥
K37〈
eβ∆L5l0M
〉X .
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Combining this with (2.10) and (3.19) we get
µˆβ,u[0,N ](ΞN) = µˆ
β,u
[0,N ](DN)µˆ
β,u
[0,N ](CN | DN)(3.21)
≥
K37e
α0(N−6l0M)
2 〈eβ∆LN 〉X
〈
eβ∆L5l0M
〉X .
We claim that for some K38,
(3.22)
〈
eβ∆LkM
〉X
≤ K38ke
α0kM for all k ≥ 1.
Presuming this is proved, we have from (3.21), presuming once more that k0 ≤ l0e
K31l0 and
l0 is sufficiently large,
(3.23) µˆβ,u[0,N ](ΞN) ≥
K37
50K238k0l
2
0
exp
(
α0(N − 6l0M)− α0N − 10l0α0M
)
≥ e−K39l0,
so (P2) is proved. It should be pointed out that the various conditions we have required on
l0 and k0 are compatible and can be summarized as follows: there exist K40, K41, K42 and
K43 = K43(ǫ) > 1 such that k0, l0 must satisfy
K40 ≤ K43l0 ≤ k0 ≤ K41min(l
2
0, l0e
K42l0).
To prove (3.22), fix k ≥ 1 and observe that F (δ) = β∆δ−δIE(δ
−1) is concave with F (0) = 0
and maximum value F (δ∗) = α0 > 0, so δ0 given by IE(δ
−1
0 ) = β∆ is the unique positive
solution of F (δ) = 0. By (2.14) we have F ′(δ0) = δ
−1
0 x0(δ0). By concavity F is below its
tangent line at δ0, so we have the bound
(3.24) F (δ) ≤
{
α0 = |x0(δ
∗)|, δ ≤ δ0,
x0(δ0)
δ0
(δ − δ0), δ > δ0.
Let j0 = ⌊δ0kM⌋. Using the equivalence of LkM ≥ j and τj ≤ kM we obtain from (3.24)
that 〈
eβ∆LkM
〉X
= 1 + β∆
kM∑
j=1
eβ∆jPX(τj ≤ kM)
≤ 1 + β∆
kM∑
j=1
eF (j/kM)kM(3.25)
≤ 1 + β∆j0e
α0kM + β∆
∑
j>j0
exp
(
x0(δ0)
δ0
(
j
kM
− δ0
)
kM
)
≤ 1 + β∆δ0kMe
α0kM + β∆
∞∑
r=2
∑
(r−1)δ0kM<j≤rδ0kM
e(r−2)x0(δ0)kM
≤ 1 + β∆δ0kM(e
α0kM +K44),
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where the last inequality follows from x0(δ0) ≤ −α0 together with (2.10). Now we need to
compare δ0 to δ
∗. From (2.19) and (2.20) we have
δ0
δ∗
=
β∆δ0
β∆δ∗
∼ (2− c)
x0(δ0)
x0(δ∗)
∼ (2− c)
(
δ0
δ∗
)1/(2−c)
ψ(δ−10 )
ψ((δ∗)−1)
,
with ψ slowly varying, which implies that
δ0
δ∗
∼ (2− c)−(2−c)/(c−1).
With (3.25) and (2.21) this proves the claim (3.22), completing the proof of (P2).
Next we prove (P3). We use 〈·〉µ to denote expectation under a measure µ. By (P2),
µˆβ,u[0,N ]
(
eβ
2BN ({Xi},{Yi}) − 1
∣∣∣∣ {Xi}, {Yi} ∈ ΞN)(3.26)
≤
1
µˆβ,u[0,N ](ΞN)
2
〈
eβ
2BN ({Xi},{Yi}) − 1
〉µˆβ,u
[0,N]
≤ e2K26l0
〈
eβ
2(BN ({Xi},{Yi})+1) − 1
〉µβ,u
[0,N]
.
We can shift the problem from length scale N to the length scale M , on which the measures
µβ,u[0,M ] and P
X are comparable, via the inequality
(3.27)
〈
eβ
2BN ({Xi},{Yi})
〉µβ,u
[0,N]
≤
(〈
eβ
2(BM ({Xi},{Yi})+1)
〉µβ,u
[0,M]
)k0
.
To quantify the comparability, by (3.22) (with trivial modifications to deal with the 2 in the
exponent) and (2.10), using the fact that (x− 1)2 ≤ x2 − 1 for x ≥ 1 we have(〈
eβ
2(BM ({Xn},{Yn})+1) − 1
〉µβ,u
[0,M]
)2
(3.28)
≤
(〈
eβ∆LM ({Xn})eβ∆LM ({Yn})
(
eβ
2(BM ({Xn},{Yn})+1) − 1
)〉X)2
≤
〈
e2β∆LM ({Xn})
〉X 〈
e2β∆LM ({Yn})
〉X 〈
e2β
2(BM ({Xn},{Yn})+1) − 1
〉X
≤ K45
〈
e2β
2(BM ({Xn},{Yn})+1) − 1
〉X
.
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Combining (3.27) and (3.28) we obtain〈
eβ
2(BN ({Xi},{Yi})+1) − 1
〉µβ,u
[0,N]
(3.29)
≤ eβ
2
(〈
eβ
2(BM ({Xi},{Yi})+1)
〉µβ,u
[0,M]
)k0
− 1
≤ eβ
2
(
1 +K
1/2
45
(〈
e2β
2(BM ({Xn},{Yn})+1) − 1
〉X)1/2)k0
− 1.
To bound the expectation on the right side of (3.29) we will need some lemmas. The first
is a result of Garsia and Lamperti [9] on renewal processes, which we specialize here to our
situation.
Lemma 3.1. ([9]) Suppose that for some slowly varying function ϕ and constants K <
∞, 1 < c < 2, the excursion length distribution of an aperiodic Markov chain {Xn} satisfies
P (E1 = n) ≤ Kn
−cϕ(n) for all n
and
P (E1 > n) ∼ n
−(c−1)ϕ(n) as n→∞.
Then
P (Xn = 0) ∼
Γ(2− c)
Γ(c− 1)
n−(2−c)ϕ(n)−1 as n→∞.
Let E˜i denote the length of the ith excursion from (0, 0), L˜n the number of returns to 0
by time n and τ˜n the time of the nth return to (0, 0), for the chain {(Xi, Yi)}.
Lemma 3.2. Let {Xi} and {Yi} be independent copies of an aperiodic recurrent Markov
chain starting at 0 and satisfying (1.4) with 3/2 < c < 2, or with c = 3/2 and
∑∞
i=1 i
−1ϕ(i)−2
=∞. Then there exist constants Ki such that for all sufficiently large n,
(3.30) P (E˜1 > n) ≥
K46〈
L˜n
〉X ≥
{
K47n
−(2c−3)ϕ(n)2 if c > 3
2
,
K48∑n
i=1 i
−1ϕ(i)−2
if c = 3
2
.
Proof. We use E1, E2, ... to denote excursion lengths for {Xi}, as usual. Define
σ1 = min{i ≥ 1 : Ei > n}, σ2 = min{i ≥ 1 : E˜i > n}.
Let Tn1 and Tn2 denote the starting times of excursions σ1 and σ2 for the chains {Xi} and
{(Xi, Yi)}, respectively. Then
(3.31)
〈
L˜n
〉X
≥
〈
L˜nδ{Tn2≤n/2}
〉X
=
〈
σ2δ{Tn2≤n/2}
〉X
.
Suppose we can show that for some K49 > 0,
(3.32) PX
(
Tn2 ≤
n
2
)
≥ K49 for all sufficiently large n.
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Since σ2 has a geometric distribution, this shows that〈
σ2δ{Tn2≤n/2}
〉X
≥ K50 〈σ2〉
X =
K50
PX(E˜1 > n)
,
which with (3.31) completes the proof of the first inequality in (3.30). The second inequality
is a consequence of Lemma 3.1 and the relation〈
L˜n
〉X
=
n∑
i=1
PX(Xi = 0)
2.
To prove (3.32) we observe that
PX
(
Tn2 ≤
n
2
)
≥ PX
(
Tn1 ≤
n
2
)
,
and proceed analogously to (3.20). Using (2.3) we have
PX
(
Tn1 ≤
n
2
)
=
∑
j≥0
PX
(
τj ≤
n
2
)
PX(Ej+1 > n)(3.33)
≥ PX(E1 > n)
〈
Ln/2
〉X
≥ K51,
so (3.32) is proved. 
Lemma 3.3. Let {Xi} and {Yi} be independent copies of an aperiodic recurrent Markov
chain starting at 0 and satisfying (1.4) with 1 < c < 2. Then
(i) if c > 3/2 then there exists K52 <∞ such that
(3.34) P (BN ≥ k) ≤
(
1−
ϕ(N)2
K52N2c−3
)k
for all N, k ≥ 1;
(ii) if c = 3/2 and
∑
n n
−1ϕ(n)−2 =∞, then there exists K53 <∞ such that
(3.35) P (BN ≥ k) ≤
(
1−
1
K53ϕ˜(N)
)k
for all N, k ≥ 1;
(iii) if c < 3/2, or if c = 3/2 and
∑
n n
−1ϕ(n)−2 <∞, then there exists ǫ1 > 0 such that
(3.36) P (BN ≥ k) ≤ (1− ǫ1)
k for all N, k ≥ 1.
Proof. By Lemma 3.1 if 1 < c < 2 we have for some K54
(3.37) P
(
(Xi, Yi) = (0, 0)
)
≤ K54i
−(4−2c)ϕ(i)−2 for all i ≥ 1.
If 1 < c < 3/2, or if c = 3/2 and
∑
n n
−1ϕ(n)−2 < ∞, then by (3.37) we have∑
i P
(
(Xi, Yi) = (0, 0)
)
<∞ so the chain {(Xi, Yi)} is transient and (3.36) follows.
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If c > 3/2, then by Lemma 3.2, we have
P (BN > k) ≤ P
(
max
j≤k
E˜j ≤ N
)
≤
(
1−
ϕ(N)2
K52N2c−3
)k
,
which proves (3.34). Similarly, if c = 3/2 and
∑
n n
−1ϕ(n)−2 = ∞ then Lemma 3.2 gives
(3.35). 
We can now continue with the bound on the expectation on the right side of (3.29).
By Lemma 3.3(i) we have BM({Xn}, {Yn}) + 1 stochastically smaller (under P
X) than a
geometric random variable with parameter of form pM = K
−1
52 M
−(2c−3)ϕ(M)2. Let
a =
ǫe−2K26l0
32k0K
1/2
45
,
where K26 is from (P2) and K45 from (3.28), and suppose that, for K55 to be specified,
(3.38) ∆ ≥ K55a
−(2c−2)/(2c−3)β1/(2c−3)ϕˆc− 3
2
(
1
β
)1/2
,
which is a version of the assumption in (1.9). From (2.24) and the discussion following
it, for each fixed K there exists g(K), with g(K) ր ∞ as K → ∞, such that if we let
∆ = ∆(β) → 0, then the statement that ∆ ∼ K∆0 is equivalent to the statement that
pM ∼ g(K)β
2 as β → 0. Thus if K55 is large enough then
(3.39) pM ≥
4β2
a2
≥
(
1 +
1
a2
)(
1− e−2β
2
)
,
so from the bound by a geometric random variable,〈
e2β
2(BM ({Xn},{Yn})+1) − 1
〉X
≤
e2β
2
− 1
1− (1− pM)e2β
2 ≤ a
2.(3.40)
Plugging this into (3.29) we obtain from (3.26) that provided β is small enough (depending
on l0),
µˆβ,u[0,N ]
(
eβ
2BN ({Xi},{Yi}) − 1
∣∣∣∣ {Xi}, {Yi} ∈ ΞN) ≤ e2K26l0 [exp(β2 + ǫe−2K26l032
)
− 1
]
<
ǫ
8
.(3.41)
The proof of (P3), and thus of the free-energy inequality in (1.9), is now complete.
We next consider to the contact-fraction inequality in (1.9). Recall that for F from (2.13),
we have F maximized at δ∗ with x0(δ
∗) = −α0 = −F (δ
∗) (see (2.6).) Hence from (2.12) and
(2.15), for all |γ| < 1
2
, we have as β∆→ 0 that
−(1 + γ)2(δ∗)2F ′′((1 + γ)δ∗) ∼ (1 + γ)1/(2−c)K56F (δ
∗).
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This shows that −δ2F ′′(δ)/F (δ∗) is bounded away from 0 on [δ∗/2, 3δ∗/2], uniformly for
small β∆. It follows that given 0 < λ < 1/2 there exists θ > 0 such that
(3.42) |δ − δ∗| ≥ λδ∗ implies F (δ) ≤ (1− θ)F (δ∗).
Fix 0 < λ < 1
2
and define the events
Φ1N =
{
{xn} :
LN ({xn})
N
≤ (1− λ)δ∗
}
, Φ2N =
{
{xn} :
LN ({xn})
N
≥ (1 + λ)δ∗
}
.
From trivial modifications of Theorem 2.1 of [1] and from (3.42), we obtain that the contri-
butions to the quenched and annealed free energy from trajectories in ΦiN satisfy
lim sup
N
1
N
〈
logZ
{Vi}
[0,N ](β, u,ΦiN)
〉V
(3.43)
≤ lim sup
N
1
N
log
〈
Z
{Vi}
[0,N ](β, u,ΦiN)
〉V
≤ sup{F (δ) : |δ − δ∗| > λδ∗}
≤ (1− θ)F (δ∗),
for i = 1, 2. From straightforward modifications of Theorem 3.1 of [1], the limits
lim
N
1
N
logZ
{Vi}
[0,N ](β, u,ΦiN), i = 1, 2,
both exist as nonrandom constants a.s. By (3.43) these constants are at most (1− θ)F (δ∗),
while by the free energy inequality in (1.9), provided β is sufficiently small (depending on
k0, l0) we have βf
q(β, u) > (1− θ)F (δ∗). This means that
lim sup
N
1
N
logµ
β,u,{Vi}
[0,N ]
(∣∣∣∣LNN − δ∗
∣∣∣∣ > λδ∗) < 0,
which establishes the contact-fraction inequality in (1.9).
We turn next to (1.8). Let η, ν > 0 and let {kN} be a sequence of integers with χN =
kN/N ≥ η for all N . Define the events
AN =
{
{vi} :
∣∣∣∣∣
N∑
i=1
vi
∣∣∣∣∣ ≤ ν2βηN
}
, ANk = AN ∩ {LN = k}.
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Now for large N , since P V (AN) ≥
1
2
, for all λ > βν,
P V
(
kN∑
i=1
Vi ≥ λkN
∣∣∣∣ AN
)
≤ 2P V
(
kN∑
i=1
Vi ≥ λkN ,
N∑
i=kN+1
Vi ≤ −(λkN − ν
2βηN)
)
≤ 2 exp
(
−kNIV (λ)− (N − kN)IV
(
−
λkN − ν
2βηN
N − kN
))
(3.44)
= 2 exp
(
−
(
IV (λ) +
1− χN
χN
IV
(
−
λχN − ν
2βη
1− χN
))
kN
)
≤ exp
(
−
λ2 − 2ν2βηλ
2(1− χN)
kN
)
≤ exp
(
−
λ2(1− 2νχN )
2(1− χN)
kN
)
≤ exp
(
−
λ2
2(1− (1− 2ν)χN)
kN
)
.
Note that conditioning on the event AN of a “typical disorder” effectively imposes an extra
cost in the form of the second large deviation on the right side of the first line of (3.44), and
this extra cost is reflected in the term (1−2ν)χN on the right side of (3.44). Conditioning on
AN is related to what is called the Morita approximation, in which moments of the disorder
are effectively held fixed, or nearly fixed ([15],[21].) We have using (3.44) that for large N ,
EV
(
eβ
∑kN
i=1 Vi
∣∣ ANkN)
≤ 1 +
∫ βν
0
βkNe
βkNλP V
(
kN∑
i=1
Vi ≥ λkN
∣∣∣∣ AN
)
dλ
+
∫ ∞
βν
βkNe
βkNλP V
(
kN∑
i=1
Vi ≥ λkN
∣∣∣∣ AN
)
dλ
≤ 1 + β2νkNe
β2νkN + βkN
∫ ∞
−∞
exp
((
βλ−
λ2
2(1− (1− 2ν)χN )
)
kN
)
dλ
≤ exp
((
β2(1− (1− 2ν)χN )
2
+ ν
)
kN
)
,
and hence
EV
(
Z
{Vi}
[0,N ](β, u, {LN ≥ ηN})
∣∣ AN)
≤
〈
exp
((
βu+
β2(1− (1− 2ν)LN
N
)
2
+ ν
)
LN
)
δ{LN≥ηN}
〉X
.(3.45)
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Since ν is arbitrary it follows that
lim sup
N
1
N
EV
(
logZ
{Vi}
[0,N ](β, u, {LN ≥ ηN})
∣∣ AN)(3.46)
≤ lim sup
N
1
N
logEV
(
Z
{Vi}
[0,N ](β, u, {LN ≥ ηN})
∣∣ AN)
≤ sup
{(
βu+
β2
2
)
δ −
β2δ2
2
− δIE(δ
−1) : δ ≥ η
}
= sup
{
β∆δ −
β2δ2
2
− δIE(δ
−1) : δ ≥ η
}
.
One may view the two negative terms on the right side of (3.46) as two separate costs: the
first, of order δ2, is the above-mentioned cost of the second “compensating” large deviation
on the right side of the first line of (3.44). The second is the cost of lowering the average
excursion length enough to get LN ≈ δN . By (2.19), since c > 3/2, when δ is small the cost
of the compensating large deviation (which does not exist in the annealed model) exceeds
the cost of lowering the average excursion length. This is what underlies (1.8).
For η > 2∆/β the right side of (3.46) is at most
(3.47) sup
{
β∆δ −
β2δ2
2
: δ ≥ η
}
< 0.
As in the proof of Theorem 3.1 of [1], there exist constants βf q(β, u, η−) ≥ 0 and βf q(β, u, η+)
such that
lim
N
1
N
logZ
{Vi}
[0,N ](β, u, {LN ≥ ηN}) = limN
1
N
EV
(
logZ
{Vi}
[0,N ](β, u, {LN ≥ ηN})
)
= βf q(β, u, η+) a.s.(3.48)
and
lim
N
1
N
logZ
{Vi}
[0,N ](β, u, {LN ≤ ηN}) = limN
1
N
EV
(
logZ
{Vi}
[0,N ](β, u, {LN ≤ ηN})
)
= βf q(β, u, η−) a.s.(3.49)
Further, again as in the proof of Theorem 3.1 of [1], by truncating the Vi at some large M
to obtain random variables V˜i and applying Azuma’s inequality [2] to
logZ
{V˜i}
[0,N ](β, u, {LN ≥ ηN}),
since lim infN P
V (AN ) > 0 we obtain using (3.48) and (3.49) that
(3.50)∣∣∣EV (logZ{Vi}[0,N ](β, u, {LN ≥ ηN}) ∣∣ AN)−EV (logZ{Vi}[0,N ](β, u, {LN ≥ ηN}))∣∣∣ = o(N).
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With (3.46) and (3.49) this shows that βf q(β, u, η+) < 0. We can then conclude from (3.48)
and (3.49) that
µ
β,u,{Vi}
[0,N ] (LN ≥ ηN)→ 0 as N →∞,
proving the contact-fraction inequality in (1.8).
It follows from (3.46) and (3.50) (with η = 0) that
βf q
(
β,−
β
2
+ ∆
)
≤ sup
{
β∆δ −
β2δ2
2
: δ ≥ 0
}
=
∆2
2
,
which is the free-energy inequality in (1.8).
4. Proof of Theorems 1.2, 1.4 and 1.5
Proof of Theorem 1.4. For the free-energy inequality, the only changes needed from the case
3/2 < c < 2 in Theorem 1.3 involve the definition of pM and the fact that for c = 3/2, (3.38)
is not a sufficient condition for the first inequality in (3.39). From Lemma 3.3 the proper
choice is now pM = 1/K53ϕ˜(M), and for some K57 = K57(ǫ) the first inequality in (3.39)
then holds provided
ϕ˜(M) ≤
K57
β2
,
for which, by (2.23), it suffices that
K58ϕ
∗
1/2
(
1
β∆
)2
(β∆)2
=
K58
(β∆)2ϕˆ1/2
(
1
β∆
) ≤ ϕ˜−1(K57
β2
)
,
or
K59
β∆
≤ ϕ˜−1
(
K57
β2
)1/2
ϕ1/2
(
ϕ˜−1
(
K57
β2
)1/2)
=
ϕ˜−1
(
K57
β2
)1/2
ϕ
(
ϕ˜−1
(
K57
β2
)) ,
which is equivalent to ∆ ≥ ∆0, for an appropriate choice of K5. Here all Ki depend on ǫ.
The proof of the contact-fraction inequality in (1.7) from the free-energy inequality remains
unchanged from Theorem 1.3. 
Proof of Theorem 1.2. Most of the proof of the free-energy inequality in (1.7) is the same as
that of the free-energy inequality in (1.9), but we have the following changes. As in the proof
of (1.9), let {Yi} be an independent copy of the Markov chain {Xi}, under the distribution
PX . Under the hypotheses of the theorem, it follows from Lemma 3.1 that {(Xi, Yi)} is
transient. This means that BM({Xn}, {Yn}) + 1 is stochastically smaller than a geometric
random variable with parameter p˜ = PX(E˜1 =∞), where we recall that E˜1 is the length of
the first excursion for the chain {(Xi, Yi)}. Thus the dependence of pM on M is effectively
removed–we can achieve (3.39) (with pM replaced by p˜) merely by taking β sufficiently small,
and (3.38) is not needed.
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The proof of the contact-fraction inequality in (1.7) from the free-energy inequality remains
unchanged from Theorem 1.3. 
Proof of Theorem 1.5. We have
Z
{Vi}
[0,N ](β, u) =
〈
eβu
d
cLN
〉X∑
{xi}
exp
(
β
N∑
i=1
(u− udc + Vi)δ{xi=0}
)
µ
β,udc ,0
[0,N ] (x[0,N ])
and by definition of udc and continuity of the free energy,
lim
N
1
N
log
〈
eβu
d
cLN
〉X
= 0.
Hence to show the free energies are equal, it suffices to show that there exist constants aN
with log aN = o(N) and
(4.1)
1
aN
≤
dµ
β,udc ,0
[0,N ]
dPX,R[0,N ]
({xi}) ≤ aN for all {xi}.
Let TN denote the time of the last return to 0 in [0, N ], and let F (x) = P
X(x < E1 <∞), so
F (x) ∼ (c−1)−1x−(c−1)ϕ(x). The main observation is that by (1.14), the difference between
µ
β,udc ,0
[0,N ] and P
X,R
[0,N ] involves only the final excursion in progress at time N , in the sense that
dµ
β,udc ,0
[0,N ]
dPX,R[0,N ]
= qN
F (N − TN) + P
X(E1 =∞)
F (N − TN )
where
1
qN
=
〈
F (N − TN) + P
X(E1 =∞)
F (N − TN)
〉X,R
.
Here 〈·〉X,R denotes expectation with respect to PX,R. We have
1
qN
≥ K60
〈
(N − TN )
c−1ϕ(N − TN)
−1
〉X,R
≥ K61N
c−1ϕ(N)−1PX,R
(
TN ≤
N
2
)
,
and as in (3.20) and the calculations following it we have (since c < 2)
PX,R
(
TN ≤
N
2
)
≥ K62 for all N.
Therefore
dµ
β,udc ,0
[0,N ]
dPX,R[0,N ]
≤
qN
F (N)
≤ K63.
In the other direction,
1
qN
≤
〈
1
F (N − TN )
〉X,R
≤ K64
〈
(N − TN)
c−1
ϕ(N − TN )
〉X,R
≤ K65
N c−1
ϕ(N)
,
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so
dµ
β,udc ,0
[0,N ]
dPX,R[0,N ]
≥ K66
ϕ(N)
N c−1
,
so (4.1) is proved.
Equality of the contact fractions follows immediately from equality of the free energies,
by definition of the contact fraction. 
5. The Excluded Cases c = 1 and c ≥ 2
We conclude with a few remarks about the cases c = 1 and c ≥ 2 not covered by our
results.
For c = 1, the left side of (3.12) is not bounded below uniformly in ∆, so a new proof of
(P1) is needed. More importantly, in this case there are two disagreeing definitions of the
correlation length. One, which we denote here by M∗, is given by (2.4) (i.e. M∗ is the M we
used above), and the other, which we denote by M0, is suggested by (2.10): M0 = K9/α0,
the inverse of the free energy. For c > 1 these two values are (by (2.10)) asymptotically the
same as ∆ → 0, but for c = 1 we have M0/M
∗ → ∞ as β∆ → 0. Inequality (P2) can be
interpreted as saying that the entropy cost of the event ΞN is at most a small mulltiple of
1/M∗ per unit length, but for c = 1 a small multiple of 1/M∗ becomes an unacceptably large
multiple of 1/M0. Thus for c = 1 something else must substitute for the event ΞN , which
plays the role of creating an approximate renewal at the start of each block of length N ,
leading to the factoring of the partition function expressed in (P1).
The case c ≥ 2 is really two cases: c = 2 with 〈E1〉
X =∞, which means the transition in
the annealed system is continuous, and 〈E1〉
X <∞ which means the transition is discontin-
uous. For c < 2, the idea of Lemma 3.2 is that L˜n = k typically means the kth excursion
was one of the first few excursions of length at least of order n, so L˜n is of the same order
as a geometric random variable with parameter 1/PX(E˜1 > n). This will not be valid for
c ≥ 2, so a different approach is required. Overall, though, despite significant changes in
the details, the core ideas of our proof should carry over well to the case of c = 2 with
〈E1〉
X =∞. Recall that ∆0(β) is (up to a constant) the magnitude of ∆ for which the upper
bound 2∆/β is equal to the annealed contact fraction. When the transition is discontinuous
(i.e. when 〈E1〉
X <∞), we have Ca(β, u) > 1/〈E1〉
X for all u > uac(β), and therefore ∆0(β)
is not o(β) (and hence not o(uac(β)) as β → 0. Thus for c > 2 it is not accurate to describe
the disorder-induced changes as being confined to a very small interval above uac .
References
[1] Alexander, K.S. and Sidoravicius, V.: Pinning of polymers and interfaces by random potentials. Ann.
Appl. Probab. 16, 636–669 (2006)
[2] Azuma, K.: Weighted sums of certain dependent random variables. Tohoku Math. J. 19, 357-367 (1967)
[3] Bodineau, T. and Giacomin, G.: On the localization transition of random copolymers near selective
interfaces. J. Stat. Phys. 117, 801–818 (2004)
DISORDER AND POLYMER PINNING 31
[4] Caravenna, F., Giacomin, G. and Gubinelli, M.: A numerical approach to copolymers at selective
interfaces. J. Stat. Phys. 122, 799–832 (2006)
[5] Derrida, B., Hakim, V. and Vannimenus, J.: Effect of disorder on two-dimensional wetting. J. Stat.
Phys. 66, 1189–1213 (1992)
[6] Fisher, M. E.: Walks, walls, wetting, and melting. J. Stat. Phys. 34, 667–729 (1984)
[7] Forgacs, G., Luck, J.M., Nieuwenhuizen, Th. M. and Orland, H.: Exact critical behavior of two-
dimensional wetting problems with quenched disorder. J. Stat. Phys. 51, 29–56 (1988)
[8] Galluccio, S. and Graber, R.: Depinning transition of a directed polymer by a periodic potential: a
d-dimensional solution. Phys. Rev. E 53, R5584–R5587 (1996)
[9] Garsia, A. and Lamperti, J.: A discrete renewal theorem with infinite mean. Comment. Math. Helv.
37, 221–234 (1963)
[10] Giacomin, G.: Random Polymer Models. Cambridge: Cambridge University Press, in press, 2006
[11] Giacomin, G. and Toninelli, F. L.: The localized phase of disordered copolymers with adsorption. Alea
1, 149–180 (2006)
[12] Giacomin, G. and Toninelli, F. L.: Smoothening effect of quenched disorder on polymer depinning
transitions. Commun. Math. Phys. 266, 1–16 (2006)
[13] Gotcheva, V. and Teitel, S.: Depinning transition of a two-dimensional vortex lattice in a commensurate
periodic potential. Phys. Rev. Lett. 86, 2126–2129 (2001)
[14] Monthus, C.: On the localization of random heteropolymers at the interface between two selective
solvents. Eur. Phys. J. B 13, 111–130 (2000)
[15] Morita, T.: Statistical mechanics of quenched solid solutions with applications to diluted alloys. J.
Math. Phys. 5, 1401–1405 (1964)
[16] Mukherji, S. and Bhattacharjee, S. M.: Directed polymers with random interaction: An exactly solvable
case. Phys. Rev. E 48, 3483–3496 (1993)
[17] Naidenov, A. and Nechaev, S.: Adsorption of a random heteropolymer at a potential well revisited:
location of transition point and design of sequences. J. Phys. A: Math. Gen. 34, 5625–5634 (2001)
[18] Nechaev, S. and Zhang, Y.-C.: Exact solution of the 2D wetting problem in a periodic potential. Phys.
Rev. Lett. 74 1815–1818 (1995)
[19] Nelson, D.R. and Vinokur, V.M.: Boson localization and correlated pinning of superconducting vortex
arrays. Phys. Rev. B 48, 13060–13097 (1993)
[20] Seneta, E., Regularly Varying Functions. Lecture Notes in Math. 508. Berlin: Springer-Verlag, 1976.
[21] Orlandini, E., Rechnitzer, A. andWhittington, S. G.: Random copolymers and the Morita aproximation:
polymer adsorption and polymer localization. J. Phys. A: Math. Gen. 35, 7729–7751 (2002).
Department of Mathematics KAP 108, University of Southern California, Los Angeles,
CA 90089-2532 USA
E-mail address : alexandr@usc.edu
