Abstract. In this paper, we study entire solutions of some nonlinear difference equations and transcendental meromorphic solutons of some nonlinear differential equations. Our results generalize the results due to [11] , [17] .
Introduction and main result
We assume that the reader is familiar with the standard notations and fundamental results in Nevanlinna theory. For example, we use the following notations in value distribution such as T (r, f ), m(r, f ), N (r, f ), S(r, f ), where as usual S(r, f ) denotes any quantity satisfying S(r, f ) = o{T (r, f )} as r → ∞ outside a possible exceptional set of finite logarithmic measure. We refer the reader to the books [3, 6] , and [7] . For an element η in complex plane C, we will use f (z + η) and ∆ η f (z) := f (z + η) − f (z) to denote the shift and difference of f (z) respectively.
As we know, Nevanlinna theory is an efficient tool in the research of complex differential theory. It is interesting to use the Nevanlinna theory to study complex equation of various types. Many results about complex difference equations (cf. [1, 2, 4, 5] ), complex differential equations (cf. [14] ) or complex differential-difference equations (cf. [10] , [12] and [15] ) were rapidly obtained, respectively.
In 2004, Yang and Li [15] studied some certain types of nonlinear equations, and proved the following results.
Theorem A ( [15] ). Take a positive integer n. Let a, b 0 , b 1 , . . . , b n−1 be polynomials, and let b n be a nonzero constant. Set L(f ) = n k=0 b k f (k) . If a(z) ≡ 0, then a transcendental meromorphic solution of the following equation
must have the form f (z) = 1 2 (P (z)e R(z) + Q(z)e −R(z) ), where P, Q, R are polynomials with P Q = a.
Theorem B ( [15] ). Let a 1 , a 2 and a 3 be nonzero meromorphic functions. Then a necessary condition for the differential equation
to have a transcendental meromorphic solution satisfying T (r, a k ) = S(r, f ), k = 1, 2, 3, is a 1 /a 3 ≡ constant.
In the same paper, Yang and Li conjectured that the equation
has no transcendental meromorphic solution when P 1 /P 3 is a nonzero constant and P 2 /P 3 is not the square of any rational function, where P 1 , P 2 , P 3 are nonzero polynomials. Later, Tang and Liao [13] found that the answer to this conjecture was negative by some examples. Moreover, they had studied the differential equation as following
where P (z) and Q(z) are rational functions. Recently, Zhang and Liao [17] improved the results of Tang and Liao [13] , and found all forms of transcendental meromorphic solutions of the differential equation (1.3) by proving the following result:
admits a transcendental meromorphic solution, then we have Q(z) ≡ C, where C is a constant, the multiplicity of zero of R(z) is no greater than 2 and f (z) = √ C cos α(z), α(z) is a primitive function of
such that √ C cos α(z) is a transcendental meromorphic function.
In this paper, we consider the following nonlinear differential equation
where Q(z), R(z) are rational functions such that R(z) has a square root, and α(z) is a polynomial. We get the following theorem.
Theorem 1.1. If the differential equation (1.5) admits a transcendental meromorphic solution f , we get either (i) if α is a constant or f is of infinite order and if R has no zeros or all its zeros are of multiplicity 2, then f (z) = √ C cos γ(z), where C is a constant such that C = Q(z)e α(z) , and γ(z) is a primitive function of
Now, we give the following examples to show that case (ii) above does exist.
Example 1. Consider the equation
We can see that f (z) = z 3 e z is a finite order solution.
Example 2. Consider the equation
We can see that f (z) = z (z−1) 2 e z is a finite order.
Remark 1.2. Obviously, 1.1 generalizes Theorem C. It is easy to check that a similar result can be got for the following equation
where β(z) is a polynomial.
Generally, we suggest the following question:
What forms do the transcendental meromorphic solutions have for the differential equation
Next, we will consider similar questions on difference equations. Based on Theorem A, we know that the transcendental meromorphic solutions of following equation
P e −λz , where P, λ are nonzero constants. In 2009, Liu [9] replaced f ′ in above equation by f (z + η) and considered the entire solutions of following equation
by proving that the transcendental entire solutions of finite order of equation (1.7) have the form
h2(z) = −i and h 1 (z)h 2 (z) = 1. Later, Liu et al. [10] proved a precise result as follows:
, and B is a constant, k is an integer.
Recently, Liu and Yang [11] generalized above result by proving the following results. 
Theorem E ([11]
). Let P (z), Q(z) be two non-zero polynomials. If difference equation
admits a transcendental entire solution f (z) of finite order, then P (z) ≡ ±1 and Q(z) reduces to a constant q. Moreover, f (z) = √ q sin(Az + B), where
Theorem F ([11]
). Let P (z), Q(z) be two non-zero polynomials. Then the following difference equation
has no transcendental entire solutions of finite order.
z is a solution of entire function with finite order, which satisfies
and
From above example, we can see that if the polynomial Q in (1.8) and (1.9) is replaced by Qe α , then we may get different results from Theorem E and Theorem F. Now, we consider this problem, and obtain the following results. Theorem 1.3. Let P (z), Q(z) be two non-zero polynomials and let α(z) be a polynomial. If the following difference equation
admits a transcendental entire solution f (z) of finite order, then f (z) and α must be one of the following two cases:
, where A is a nonzero constant and β(z) is a polynomial satisfies
, then f will be a polynomial, which contradicts with the assumption that f is a transcendental entire function. Hence, P 2 = 1. Then by Theorem D, Theorem E follows from Theorem 1.3. Theorem 1.5. Suppose P (z), Q(z) are two non-zero polynomials. Let α(z) be a polynomial. If the following difference equation
(ii) f (z) = β(z)e Az , α(z) = 2Az, where A is a nonzero constant and β(z) satisfies
Remark 1.6. If α = 0 in Theorem 1.5, then A 1 + A 2 = 0 or A = 0. Moreover, if A = 0, then f will be a polynomial, which contradicts with the assumption that f is a transcendental entire function. Therefore, A 1 +A 2 = 0, which implies that e (A1+A2)η = 1. Then there doesn't exit P (z) satisfy P 2 (z)(e (A1+A2)η − 1) = 1. Hence, differential equation (1.11) has no solution. Hence Theorem 1.5 generalizes Theorem F.
Some lemmas
In order to prove our results, we will need the following lemmas.
if f is of finite order, and
possibly outside a set E of r with finite linear measure if f is of infinite order.
Lemma 2.2 ([16]
). Suppose that f 1 (z), f 2 (z), . . . , f n (z) (n ≥ 3) are meromorphic functions which are not constants except for f n (z). Furthermore, let
where λ < 1 and k = 1, 2, . . . , n − 1, then f n (z) ≡ 1.
Proofs of main results
Proof of Theorem 1.1. Suppose that (1.5) admits a transcendental meromorphic solution f . We can easily deduce that f has finitely many poles from (1.5), and hence N (r, f ) = S(r, f ) = O(log r). If α is a constant, it follows from Theorem B that Qe α is a constant. Then, from the subcase (ii) of Theorem 1 of [8] , we can get the first conclusion of Theorem 1.1. Next we assume α is not a constant.
If f is of infinite order, we know that Qe α is a constant from Theorem B. Then, the first conclusion of Theorem 1.1 follows easily from the subcase (ii) of Theorem 1 of [8] .
If f is of finite order. Differentiating (1.5), we have
We will distinguish the following two cases:
where C 1 is a constant. We can deduce that Q is a constant. Otherwise, we will get α is not a polynomial, which contradicts with the condition that α is a polynomial. Then Q is a constant, which implies that α is also a constant, a contraction.
(II) If
, then from (1.5) and (3.1), we get
We distinguish two subcases: (II-1) If f has infinitely many zeros. Let z 0 be a zero of f which is not a zero and pole of R and Q. Then, by (1.5) and (3.2), we have
It follows that z 0 is a simple zero of f and zero of [R(
′′ f has only finitely many poles. Noting that f is of finite order, by Lemma 2.1, we have
Hence, β(z) is a rational function. If β(z) ≡ 0, then
, where C 2 is a constant. By substituting it into (1.5), we have
it contradicts with the assumption that f has infinitely many zeros.
Therefore, β(z) ≡ 0, and
By substituting (3.6) into (3.2), we get
Obviously, β(z) ≡ 2. Substituting (3.7) into (1.5), we obtain that
It implies that f has only finitely many zeros, a contradiction.
(II-2) If f has finitely many zeros, we can assume that f (z) = H(z)e h(z) , where H(z) is a rational function, and h(z) is a nonconstant polynomial. Substituting it into (1.5), we get 2h(z) = α(z),
Proof of Theorem 1.3. Suppose that f (z) is a transcendental entire solution of (1.10) with finite order, then
Under the assumption of f (z), we know that f (z) + iP (z)f (z + η) and f (z) − iP (z)f (z + η) are all entire functions which having finitely many zeros from (3.9). By Hadamard factorization theorem , we may assume that
where Q 1 (z), Q 2 (z) are two non-zero polynomials, and α 1 (z), α 2 (z) are two polynomials.
From above two equations, we obtain
2 and
From (3.10), we can see that α 1 (z), α 2 (z) can not be constants at same time. Otherwise, f (z) will be a polynomial, which contradicts with the assumption that f is a transcendental entire solution.
From (3.10) and (3.11), we have (3.12)
Rewriting (3.12), we get (3.13)
Next, we will distinguish two cases:
(1) e α2(z)−α1(z) is not a constant; (2) e α2(z)−α1(z) is a constant.
(1) If e α2(z)−α1(z) is not a constant, which implies that α 2 (z) − α 1 (z) is a nonconstant polynomial. Then we claim that
are not constants. Otherwise, we may assume
where c 1 , c 2 are two non-zero constants. Hence
We can see that the left side of (3.16) is a transcendental entire function, but the right side of it is a rational function, a contradiction. Therefore,
also is not a constant. Then by Lemma 2.2, we have
Hence, α 1 (z) = A 1 z +B 1 , where A 1 is a non-zero constant and B 1 is a constant. So, we obtain
where k is a nonnegative integer, a k ( = 0), a k−1 , . . . , a 0 , b s ( = 0), b s−1 , . . . , b 0 , are complex constants. Comparing the degree and the coefficients of highest degree of two sides of (3.19), we can deduce that P (z) and Q(z) are constants, we denote them by c and d 1 respectively. Moreover, P (z) = c = 1 ie A 1 η . Then, combining (3.13) with (3.18), we have
which implies that
Thus Q 2 (z) = A 2 z + B 2 , where A 2 is a non-zero constant and B 2 is a constant. Then we get
where l, c l ( = 0), c l−1 , . . . , c 0 are constants. Comparing the coefficients of highest degree of two sides of (3.22), we can obtain that ice A2η = e (A2−A1)η = −1. Then we can deduce that Q 2 (z + η) = Q 2 (z) is a constant, we may denote it by d 2 . Hence, f (z) =
. From (3.18) and (3.20), we have
is a constant, which implies that α 2 (z)−α 1 (z) is a constant. Then by (3.13), we deduce that e α1(z+η)−α1(z) is also a constant. Otherwise, we will get a contradiction easily. So we can deduce that α 1 (z) = Az + B 1 and α 2 (z) = Az + B 2 , where A is a nonzero constant and B 1 , B 2 are constants. Therefore, we have f (z) = β(z)e Az , α(z) = 2Az, where β(z) satisfies β 2 (z) + e Aη β 2 (z + η)P 2 (z) = Q(z). Theorem 1.3 is proved.
Proof of Theorem 1.5. Assume that f (z) be a finite order transcendental entire solution of (1.11), then
Similar as in the proof of Theorem 1.3, we may assume that
where Q 1 (z), Q 2 (z) are two non-zero polynomials, and α 1 (z), α 2 (z) are two polynomials. Then 
It follows form (3.24) that α 1 (z), α 2 (z) can not be constants at same time, otherwise, f (z) will be a polynomial, a contradiction. By (3.24) and (3.25), we have (3.26)
Rewriting (3.26), we get
Next, we will consider two cases:
is not a constant, which implies that α 2 (z) − α 1 (z) is a nonconstant polynomial. Similar as in the proof of Theorem 1.3, we also get that
α2(z+η)−α1(z) and
are not constants. Then by Lemma 2.2, we have
Hence, α 1 (z) = A 1 z +B 1 , where A 1 is a non-zero constant and B 1 is a constant, and α 2 (z) = A 2 z + B 2 , where A 2 is a non-zero constant and B 2 is a constant. So, we obtain (3.30) iP (z)Q 1 (z + η)e A1η = (iP (z) + 1)Q 1 (z) and (3.31) iP (z)Q 2 (z + η)e A2η = (iP (z) − 1)Q 2 (z).
Moreover, we will divide into two subcases.
(I-1) If P (z) is a constant, we use c to denote it, then we deduce that P (z) = c = , where e A1η = 1 and Q 1 (z + η) = Q 1 (z) is a constant, we may denote it by d 1 . From (3.31), we have (3.32) ice A2η Q 2 (z + η) ≡ (ic − 1)Q 2 (z).
Then, we can see that ic(e A2η − 1) = . From (3.30) and (3.31), we have P 2 (z)(e (A1+A2)η − 1) = 1 . (I-2) If P (z) is not a constant, from (3.30) and (3.31), we can see that e A1η = e A2η = 1. Noting that Q(z) = Q 1 (z)Q 2 (z), by (3.30) and (3.31), we obtain that P 2 (z)(Q(z + η)e (A1+A2)η − Q(z)) = Q(z).
Comparing the degree of above equations, we will get a contradiction.
(II) If e α2(z)−α1(z) is a constant, which implies that α 2 (z) − α 1 (z) is a constant. Then by (3.27), we deduce that e α1(z+η)−α1(z) also is a constant. Otherwise, we will get a contradiction easily. So we can deduce that α 1 (z) = Az + B 1 and α 2 (z) = Az + B 2 , where A, B 1 , B 2 are constants . Therefore, we have f (z) = β(z)e Az , α(z) = 2Az, where β(z) satisfies β 2 (z) + e Aη (β(z + η) − β(z)) 2 P 2 (z) = Q(z).
