Being able to accurately predict what a customer will purchase next is of paramount importance to successful online retailing. In practice, customer purchase history data is readily available to make such predictions, sometimes complemented with customer characteristics. Given the large assortments maintained by online retailers, scalability of the prediction method is just as important as its accuracy. We study two classes of models that use such data to predict what a customer will buy next: A novel approach that uses latent Dirichlet allocation (LDA), and mixtures of Dirichlet-Multinomials (MDM). A key benefit of a model-based approach is the potential to accommodate observed customer heterogeneity through the inclusion of predictor variables. We show that LDA can be extended in this direction while retaining its scalability. We apply the models to purchase data from an online retailer and contrast their predictive performance with that of a collaborative filter and a discrete choice model. Both LDA and MDM outperform the other methods. Moreover, LDA attains performance similar to that of MDM while being far more scalable, rendering it a promising approach to purchase prediction in large assortments.
Introduction
The ability to predict what a customer will purchase next is valuable in many marketing applications and this holds especially true for online retailing. Adequate predictions for the next products to be purchased enable online retailers to: implement a product recommendation system; determine the positions of products in the result of a customer's search query; optimize the collection of products to be displayed on a personalized landing page; or suggest products to complement the contents of a customer's shopping basket.
Examples of personalization in practice are Amazon's "Customers Who Bought This Item Also Bought" section, Apple's iTunes Genius and the Netflix recommendation system. There is also clear evidence that such personalized configurations influence behavior (Ghose et al., 2014; Pan et al., 2007; Salganik et al., 2006) . All these applications have in common that they require a personalized selection of products out of a potentially large assortment. Ideally, the selection contains those products that are most likely to be of interest to the customer. Moreover, the selection should be relatively small as the available space to show products is often limited.
The effectiveness of personalization attempts crucially depends on the accuracy of the predictions. A complicating factor in purchase prediction is the fact that the typical online retailer sells items from a very broad assortment to an even larger customer base. Hence predictions should not only be accurate, but the prediction method should scale to large applications as well (Naik et al., 2008) . Additionally, in order to be useful in an online setting the predictions should be available in near real-time. Obtaining predictions, and updating them as new information comes in, should therefore be fast.
The typical data available at an online retailer for purchase prediction are the customer purchase histories. In some cases additional customer characteristics (e.g. demographics) are also available. However, on the product level characteristics are often absent and if such product descriptions are available, it is not obvious how to extract useful predictors from this information. In this paper we therefore focus on predicting purchase behavior based on purchase history data, possibly complemented with customer characteristics.
Many online retailers predict a customer's next purchase using collaborative filtering algorithms, for example, by relying on counts of the co-occurrence of items in purchase history data (Jannach et al., 2011; Liu et al., 2009 ). In such a count-based approach a decision has to be made on how to measure the co-occurrence of items, as one can count pairs, triplets, or even higher-order product combinations. A choice for small sets of items results in information loss, i.e. purchase patterns that span many products might not be easily identified. On the other hand, for large combinations of products the matrix of co-occurrence counts becomes very sparse, resulting in predictions that are based on just a few matches in the customer base. Another challenge in collaborative filtering algorithms is incorporating customer characteristics. One possible approach is to partition the customer-base using such characteristics. However, this can only be done for a couple of variables with a limited number of levels, as otherwise sample sizes per subgroup become too small.
In contrast, model-based approaches to predict individuals' choices have a long history in marketing (Guadagni and Little, 1983; McFadden, 1986; Wagner and Taudes, 1986; Fader and Hardie, 1996) and such methods are well-suited to include customer characteristics. However, the usual implementations of these models tend to break down in the typical online retail setting, where a wide variety of products is sold to a large number of customers (Naik et al., 2008) . One way to make methods more scalable is to consider only a subset of the data in terms of customers and/or products (Zanutto and Bradlow, 2006) . Clearly, this is not a viable solution if the aim is to predict purchase behavior for each individual customer across the entire product assortment.
In this paper we try to bridge the gap between retail practice and marketing academia by discussing model-based prediction methods that do work in the context of large assortments. By developing such methods we open up an avenue for future research on marketing interventions in large-scale assortments, for example on the effectiveness of product recommendations, extending the work of Bodapati (2008) . Note that this would not be feasible with the heuristic, count-based approaches currently used in practice. We consider two model-based approaches. In addition, we present (an implementation of) a count-based collaborative filter and a scalable version of a discrete choice model that will serve as benchmarks. We compare the methods on their (i) heterogeneity assumptions, (ii) estimation complexity, (iii) memory requirements for real-time online predictions, and (iv) predictive performance.
The first method we present is a novel approach inspired by topic models as used in the text modeling literature. Traditionally, a topic model describes a document by relating the words in the text to latent topics. We adapt this class of models to the purchase prediction context: Words become product purchases, a document is a customer's purchase history, and a topic represents a certain preference for products in the assortment. Given that the word "topic" does not make much sense in a retailing context, we refer to topics as motivations.
1 Naturally, customers can have more than one motivation, just like a document can cover multiple topics. This idea leads to a class of models that can describe and predict customer purchase behavior in large assortments.
The most frequently used topic model is latent Dirichlet allocation (LDA) by Blei et al. (2003) . This model has been used to analyze very large text corpora (Ramage et al., 2010; Mimno et al., 2012) , showing that LDA provides the necessary scalability. In contrast to the text modeling literature, where documents tend to contain many words, customers often have only a couple of purchases, or they might even be entirely new to the retailer. Given such limited information per customer, we need to formally estimate the population-level a-priori probabilities of having particular motivations. This extends the text modeling implementation of LDA, where these probabilities are typically considered to be known, or at best calibrated using heuristics (Wallach et al., 2009; Asuncion et al., 2009) .
To account for observed heterogeneity, we extend LDA by relating customer characteristics to the a-priori motivation probabilities. This can capture heterogeneity that is related to variables such as referrer site, demographics, or other customer characteristics. Most likely this increases the predictive power of the model, in particular for the customers with few or no observed purchases. We refer to this model as LDA-X.
The next method we consider is a mixture of Dirichlet-Multinomials (MDM) (Jain et al., 1990) . MDM specifies individual-specific probability vectors that contain a customer's purchase probabilities over all products in the assortment. In turn, these probability vectors follow a discrete mixture of Dirichlet distributions. MDM has previously been applied in marketing (Jain et al., 1990 ), but to the best of our knowledge never to a large product assortment. Although, in theory customer characteristics can also be included in MDM we will argue that the resulting model will no longer be feasible in terms of estimation complexity, given the setting of our application.
The predictive performance of LDA(-X) and MDM is compared to that of a countbased collaborative filter and a discrete choice model. We assess the predictive performance using data from an online retailer. For each method, we create customer-specific prediction sets that contain the products that are most likely to be purchased. These sets are next matched with hold-out purchase data. To gain more insight into the differences between the methods, we also consider the predictive performance for groups of customers that differ in the length of their observed purchase history. Furthermore, in a setting where repeat purchases are frequently made, e.g. fast moving consumer goods, performing well by correctly predicting frequently purchased products or repeat purchases might not be too difficult. Such recommendations might even be perceived as trivial or boring (Fleder and Hosanagar, 2009 ). We therefore also study the predictive performance for unexpected products, which we define as products that have not previously been purchased by the customer and are in the tail of the assortment.
The remainder of this article proceeds as follows: In Section 2 we present the methods used in this research and discuss their heterogeneity assumptions and scalability. Tech-nical details are available in appendices. Subsequently, we apply the methods to data of an online retailer. An overview of this data is provided in Section 3 and the results are reported in Section 4. To conclude, we summarize our findings and provide directions for future research in Section 5.
Methods
In this section we present the prediction methods we consider in this paper. First, we introduce two model-based prediction methods, LDA(-X) and MDM, that infer latent customer traits from purchase data. We compare these methods on their heterogeneity assumptions and estimation complexity. Next, the two benchmark methods are introduced: a set of collaborative filters (CF) and a model built on discrete choice methodology (DCM) that captures customer heterogeneity through constructed, but observed predictor variables.
Subsequently, all methods are compared on their suitability to update predictions in a real-time setting. Finally, we discuss how we assess the quality of predictions.
All methods share the following notation: The products from the J-dimensional assortment are numbered j = 1, . . . , J. For each customer i = 1, . . . , I we observe n i product purchases from this assortment. The purchase history of customer i is denoted by the vector y i = [y i1 , . . . , y in i ], where y in ∈ {1, . . . , J} represents the n-th purchase of customer i. In addition we have customer-level characteristics coded in the K-dimensional vector x i = [x i1 , . . . , x iK ] . We combine the purchase histories in Y = {y 1 , . . . , y I } and the predictor variables in X = {x 1 , . . . , x I }.
Latent Dirichlet allocation
Our first model is inspired on topic models. The key idea underlying our application of these models to the context of purchase history data is that customer purchases are driven by a (small) set of latent motivations (the topics). Each motivation then drives preferences for a subset of products in the assortment, for example, a preference for eco-friendly products, for low-fat products, or for products for the sensitive skin.
In general, customers are likely to be driven by different motivations over time and even within a single purchase occasion. Additionally, the same product purchased by different customers may be driven by different underlying motivations: A movie can be purchased by a fan of the lead actor, or by a customer that is fond of the movie's genre. These features are embedded in topic models, in which customers may have multiple motivations and products may be associated with more than one motivation.
The basis for our method is latent Dirichlet allocation (LDA) introduced by Blei et al. (2003) . LDA has been proven to scale to applications well beyond the dimensions of a typical online retailer. For example, it has been used to analyze over 8 million posts on Twitter that contain words from a vocabulary of more than 5 million entries (Ramage et al., 2010) , or for the analysis of 1.2 million out-of-copyright books (Mimno et al., 2012) . Below, we first present the details of our adaptation of LDA in the context of predicting customer purchase behavior. Next, we extend LDA by including customerlevel predictor variables.
In LDA each latent motivation m = 1, . . . , M is represented by a probability vector φ m over the complete J-dimensional assortment. Given that a purchase is driven by motivation m, the probability of buying product j is simply φ mj . The motivation-specific probability vectors are distributed as
A priori there is no reason to favor one product over another in a motivation. This is reflected in the parameterization of β, where we set each element equal to a common value β 0 . This value determines whether the distribution in (1) tends to favor more narrow (β 0 close to zero) or more broad (large β 0 ) motivations (Wallach et al., 2009) . Even though each purchase is driven by a single motivation, a customer's entire purchase history may be driven by multiple motivations. This variation is described by an individual-specific discrete mixture θ i over the M motivations. The probability that a product purchase of customer i is driven by motivation m is then given by θ im . These probabilities differ across customers and are modeled as
Here, α is an M -dimensional vector that captures the relevance of each motivation across the customer base. The expected value of the probability that motivation m drives a purchase equals
Therefore, the larger the value of α m , the more likely it is that a customer will make a purchase driven by motivation m. The last step is to link motivations to actual purchases. We denote by z in ∈ {1, . . . , M } the actual motivation that drives purchase y in . As motivations are latent, we have to account for all possible motivations to obtain the marginal probability that customer i will purchase product j, resulting in
In the topic modeling literature it is common practice to determine the parameters of the Dirichlet distributions α (for θ i ) and β 0 (for φ m ) by means of heuristics, rather than formally inferring their values from available data (Wallach et al., 2009) , for example, imposing α = 50/M (Griffiths and Steyvers, 2004 ) and β 0 = 0.01 (Steyvers and Griffiths, 2013) , or by applying a grid search for α and β 0 (Asuncion et al., 2009 ). These heuristics are not directly applicable in our setting as they have been designed for text modeling.
Given that purchase histories tend to be much shorter than documents, we expect the LDA predictions to be more sensitive to the values of α and (to a lesser degree) of β 0 . We therefore extend the common LDA model and place proper prior distributions on both parameters and formally estimate α and β 0 in a Bayesian setting.
We specify a log-normal distribution for α m , that is, we define
and set a normal prior for γ m . We set the mode of the log-normal distribution equal to M −1 , which is within the range of values frequently used in the literature on text modeling, and place 10% of its probability mass above 1.
2 This prior specification favors θ i -vectors that allocate the majority of the probability mass to a small number of motivations, while it still allows for more uniformly distributed θ i -vectors. Similarly, we place a log-normal distribution on β 0 with its mode equal to 0.01 and 10% of its probability mass above 1. This specification supports φ m -vectors where only a few products from the assortment receive significant probability mass, representing fairly specific motivations. Still, this prior is rather uninformative and broader motivations that spread the probability mass more equally over the assortment remain quite likely.
These prior specifications also allow us to easily extend LDA by including customer characteristics, coded in x i . Such variables are likely to improve the predictive performance of the model. We extend the log-linear specification for α m in (5) to α im as follows:
This links customer preferences -represented by the likelihood of each of the motivations -to the additional customer-level information, resulting in LDA-X. To illustrate the effect of this specification on the distribution of θ i consider the expected value of θ im , which gives the probability that a typical customer with characteristics x i makes a purchase driven by motivation m:
The δ m parameters capture the dependence of the probability that motivation m is used, on the customer-specific variables x i . The prior distribution of γ m and δ m can only be sensibly determined if the level and scale of the x i variables are known. We therefore standardize the customer-level variables such that they have mean zero and unit variance. Given this scale, we assume that all elements in δ m are normally distributed with zero mean and variance equal to 0.04. This corresponds to a prior 95% confidence interval that is approximately equal to [−0.4, +0.4] . Note that this prior distribution is chosen to be relatively narrow on purpose, as the effect of δ m on α im is exponential. As x i is mean-centered, we use the same prior for γ m as in LDA.
To obtain customer-specific predictive distributions, we condition on the model structure of LDA. In particular, given the model parameters α, β 0 and the latent purchase assignments Z, the predictive distribution for a new purchaseỹ in can be shown to equal (Griffiths and Steyvers, 2004) :
where c MJ mj is the number of times a purchase of product j is driven by motivation m and c IM im is the number of purchases made by customer i that are driven by motivation m. To obtain the predictive distribution for the LDA-X model one simply replaces α with α i in (8).
Dirichlet-Multinomial models
The Dirichlet-Multinomial (DM) model (Jeuland et al., 1980; Goodhardt et al., 1984 ) is a known model-based approach to capture heterogeneity in purchase behavior. Applications of this model can be found in Grover and Srinivasan (1987); Fader (1993) and Fader and Schmittlein (1993) . In this model, each customer is endowed with an individual-specific vector ϕ i containing the purchase probabilities for each product in the J-dimensional assortment, where J p=1 ϕ ip = 1. The probability that customer i purchases product j at a specific purchase occasion n is given by:
Large values for the purchase probability ϕ ij imply that customer i is likely to buy product j. In the DM model the customer-specific ϕ i -vectors are assumed to arise from a single Dirichlet distribution:
The β-vector describes the overall purchase behavior in the customer base: If product j is frequently purchased, β j will have a large value relative to the other values in β and vice versa. The original DM model has been extended such that the probability vectors ϕ i originate from a finite mixture of Dirichlet distributions (Jain et al., 1990) , not from a single Dirichlet distribution. This extension is known as a mixture of Dirichlet-Multinomials (MDM).
In MDM, each customer is assigned to one of M segments and each segment is characterized by its own Dirichlet distribution. Given that customer i is allocated to segment m, denoted by s i = m, the customer's purchase probabilities ϕ i are distributed as
The β m -vectors are segment specific, describing the distribution of the purchase probability vectors for customers in segment m. Customers are hence expected to be similar, although not identical, within a segment, but rather different across segments. Segment membership in MDM is described by an M -dimensional Categorical distribution with probability vector π. The element π m gives the a-priori probability that a customer is a member of segment m, that is,
As we consider MDM within the Bayesian paradigm we also specify prior distributions over π and the β m -vectors. For π it is natural to favor no segment over any other a priori, therefore we use a uniform distribution over the (M − 1)-dimensional simplex. This corresponds to an M -dimensional Dirichlet distribution, parameterized by a vector of ones. For each β mj we use a log-normal prior distribution with its mode located at 0.01 and 10% of the probability mass located above 1. This specification allows for ϕ ivectors that allow many products to be purchased with a large probability, but it favors segments of customers who purchase from a more limited subset of the assortment.
Similar to the approach in LDA, we obtain customer-specific predictive distributions of a new purchaseỹ in conditional on the data, parameters, and segment allocations. In MDM this requires a prediction of segment membership of the customer, combined with the purchase probabilities, conditional on segment membership:
where
, y i is specified in Appendix A (see equation (32)) and c IJ ij equals the number of times customer i has purchased product j. If i is a new customer c IJ ij = 0 for all j by definition. Note that both components in (13) depend on the customer's purchase history, unlike LDA where only the motivation probabilities are customer specific.
Model inference
The predictive distributions specified above are conditional on the number of segments/motivations M , the model parameters, and segment/motivation allocations to customers/purchases. For a given number of M , we rely on Bayesian methodology to infer the model parameters and latent variables of the models. Direct inference on the posterior distribution is not tractable and therefore we derive Markov Chain Monte Carlo (MCMC) methods to generate samples from the posterior distribution. To be specific, we use a random walk Metropolis-Hastings within Gibbs sampler to draw samples from the target posterior distribution. The predictive distributions can then be obtained by averaging over these draws. The full posterior of LDA(-X) is given by:
is only relevant when customer characteristics X are included. Straightforward use of a Gibbs sampler for this posterior distribution is very inefficient. This is the result of a strong dependence between the latent motivation assignments Z on the one hand and the parameters φ m and θ i on the other hand. A Gibbs sampler would therefore require an excessive number of draws to properly explore this posterior. Instead, we take advantage of the fact that the Dirichlet distribution is the conjugate prior for a Categorical random variable. This allows us to marginalize over the φ m and θ i parameters, while retaining closed-form expressions for the conditional distributions of the other parameters in LDA. By doing so we substantially improve the mixing properties of the Gibbs sampler (Griffiths and Steyvers, 2004) . Hence, we examine the so-called collapsed posterior distribution of LDA(-X), defined as:
The elements of Z are sampled using a Gibbs sampler, while for the other parameters we implement a random walk Metropolis-Hastings sampler. The set-up for inference in MDM is very similar to LDA(-X). The complete posterior distribution is given by:
Again, we marginalize over the discrete distributions ϕ i and π, resulting in a collapsed posterior distribution of MDM:
Here the segment allocations s can be sampled in a Gibbs step, while the β l parameters require a random walk Metropolis-Hastings sampler. LDA(-X) and MDM are both members of the general class of mixture models. This class of models is well known to be susceptible to end up in an area around a local maximum of the posterior distribution. As is common in this literature, this risk is reduced by using multiple random starts (Wedel and Kamakura, 2000; Train, 2009 ). For each value of M , we consider 250 different random starts. We reduce the computational burden of this approach by evaluating each random start at several intermediate steps of the estimation routine. At each step, we continue only with the best performing candidates. The performance is measured by the likelihood that results from the model's predictive distributions, averaged over purchases in a model-selection data set. This measure is closely related to the goal of predicting a new purchase as accurately as possible.
The same performance measure is also used to determine the number of motivations (for LDA(-X)) or segments (for MDM). In particular, for each model we increase the value of M until we find a decrease in the average predictive likelihood of the modelselection data.
3 More details on the estimation routines are provided in Appendix A.
Comparison of LDA(-X) and MDM
Although the structures of LDA(-X) and MDM might appear quite similar at first sight, these models differ fundamentally on various grounds. In this subsection we first discuss this difference in terms of customer heterogeneity. Next, we consider the estimation complexity of the LDA(-X) and MDM models.
Heterogeneity assumption
MDM assumes that heterogeneity in purchase behavior can be described by segmenting the customer base in groups of customers. Customers across segments are expected to be dissimilar, while customers within a segment are expected to be rather similar. Hence, similarity between customers is mainly driven by segment membership. In LDA(-X) purchase behavior is described by motivations, where each motivation represents a preference for certain products in the assortment. Heterogeneity in purchase behavior is described by customer-specific probabilities for these motivations. This leads to a model where the purchases of a single customer are driven by multiple motivations. Here similarity between customers is motivation specific. Customers can have very similar purchase behavior for one set of products -corresponding to a shared motivation -and be very different for a set of products that belong to another motivation. Which heterogeneity structure fits best depends on the specific situation. If customers typically have one or very few motivations, grouping customers in segments might be beneficial. If many combinations of motivations are present, the continuous mixture of motivations in LDA(-X) will be more parsimonious. Therefore, if a retailer has many different (latent) subcategories in its product assortment, and preferences across these subcategories vary rather independently across individuals, it is likely that the heterogeneity can be specified more parsimoniously by LDA(-X).
Although MDM assumes a hard clustering of customers into segments, one will use posterior segment probabilities to eventually make predictions. This will typically lead to a form of soft clustering, where a weighted combination of different segments is used. This brings the heterogeneity structure of MDM closer to that of LDA(-X). As we observe more purchases, the posterior segment probabilities in MDM will of course become more and more extreme, and in the end this converges to strictly assigning a customer to a single segment.
Estimation complexity
The different heterogeneity assumptions underlying LDA(-X) and MDM have a large impact on estimation complexity through the number of customer-specific parameters. In MDM each customer is endowed with a distribution over the J-dimensional assortment, while in LDA(-X) a customer is described by a probability distribution over the M motivations, where M is generally much smaller than J. Even though we marginalize over these customer-specific distributions, this still affects the scalability of the models. Table 1 summarizes for each model the parameters that need to be sampled to infer the model structure after marginalization. We differentiate between the sampling technique required, as Gibbs steps tend to be much faster and have better mixing properties than Metropolis-Hastings steps (Damien et al., 1999) . 
where I: number of customers M : number of segments/motivations J: assortment size K: number of predictor variables in x i N : total number of purchases
In LDA(-X) we need as many motivation allocations as purchases (N in total), whereas for MDM we only need to sample one segment allocation per customer (I in total). Although the number of allocations is larger in LDA(-X), this does not imply that the total allocation in LDA(-X) is computationally more demanding. The sampling step for each motivation assignment in LDA(-X) involves only elementary arithmetic operations, while for each segment allocation in MDM we have to evaluate complex Gamma functions. It is difficult to exactly quantify the difference in computational complexity as it also depends on the (latent) structure in the data, but we anticipate that MDM will be slightly more complex for these Gibbs sampling steps.
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The remaining model parameters are sampled using Metropolis-Hastings steps and each of these steps is computationally demanding. For LDA we sample 1+M parameters and for LDA-X this increases to 1 + M × (1 + K) parameters. These numbers are in sharp contrast to MDM in which M × J parameters are sampled. This renders MDM much more demanding in terms of estimation time, as the assortment size J is large. This is the price that has to be paid for the many degrees of freedom per customer. The number of Metropolis-Hastings steps in LDA(-X) is largely insensitive to the size of the assortment, the number of customers, and the number of purchases. In MDM, on the other hand, the number of Metropolis-Hastings steps linearly increases with the assortment size. This limits the scalability of MDM, which is why we can only extend LDA by including observed heterogeneity through x i .
Benchmark methods
In this section we present the two benchmark methods to which we will compare the predictive performance of LDA(-X) and MDM. The first benchmark is a collaborative filter while the second is built on standard discrete choice modeling.
Collaborative filtering
A collaborative filter is a deterministic algorithm that predicts purchases by matching customers to each other based on purchase histories. There are many possible ways to implement a collaborative filter. Details of the actual implementations used in industry are not common knowledge. Therefore, below we develop our own implementation of a collaborative filter.
Ideally, a focal customer is matched to customers who purchased the focal customer's previously purchased products and at least one additional item. However, such a matching on the complete purchase history is in general not feasible due to the curse of dimensionality; the larger the purchase history, the less likely it matches with other customers' histories.
We alleviate this curse of dimensionality by instead matching on parts of the purchase history. First, for each customer i we replace the complete purchase history vector y i by the set of unique sorted subvectors of length k that can be created from y i . We denote this set of vectors by H k i . For example, for k = 2 a customer's purchase history is replaced by all the unique sorted pairs that can be formed using the purchase history, so y i = [1, 1, 1, 2, 3] would be reduced to the set H 2 i containing the pairs (1, 1), (1, 2), (1, 3), and (2, 3).
5 Next, for each subvector in this set we match the focal customer against all customers. If k is relatively small, this will result in many more matches compared to a matching on the complete purchase history. This solves the curse of dimensionality problem at the cost of a loss of information.
We refer to a subvector of a customer's purchase history as a product combination, denoted by h, and c(h) gives the number of customers who purchased product combination h, that is,
where dim(h) denotes the dimension of h and I[A] equals 1 if condition A is true and 0 otherwise. To obtain purchase predictions for customer i, using product combinations of size k, we score all products in the assortment based on their co-occurrence with each of the product combinations in H score for product j equals the number of customers who purchased j and the products in h, normalized by the sum of the score for h and any product p = 1, . . . , J. This normalization ensures that each product combination h ∈ H k i receives the same weight, independent of the prevalence of h in other customers' purchase histories. The final product score is the sum of the normalized scores across all h ∈ H k i . Formally, for combination size k, the overall score of product j for customer i equals
where the arguments between angle brackets represent a single product combination of size k + 1. 6 Hence, to obtain product scores s k ij , by matching customers based on purchase histories that are reduced to combinations of size k, we need the summary of all purchase histories reduced to product combinations of size k + 1. So, matching customers on pairs of products requires counts over triplets of products as input for the purchase predictions.
The product ranking for each customer is constructed by sorting the products on the product score defined above.
7 This ranking obviously depends on k. In our application we consider collaborative filters with two combination sizes, k = 1 and k = 2, denoted by CF-1, and CF-2 respectively. Using k = 1, customers are matched on the presence of single products in their purchase history. For k = 2 customers are matched on the presence of pairs of products in their purchase history. Larger product combinations are not desirable in our application, both in terms of computational feasibility and the degree of sparseness in these larger combinations.
Discrete choice models
Random utility based multinomial choice models (Maddala, 1983; McFadden, 1986) have been extensively used in marketing to model discrete choices from a set of given alternatives. Implementing a traditional discrete choice model that directly uses purchase history data from a large assortment, however, is not feasible. Such a model would have to predict purchases for J products based on J predictor variables, where each predictor variable describes whether a product was purchased by the customer in the past, or not. This model specification would require the simultaneous estimation of J(J − 1) parameters, which is infeasible from a computational perspective and will also likely result in identification issues due to sparse data. Hence, traditional discrete choice models do not scale well when the number of products J becomes large.
The benchmark discrete choice model that we propose, resolves these problems by constructing the predictor variables in a smart way, enabling a huge reduction in the number of parameters to be estimated. To get there, we first review the structure of the regular logit model.
In the binary logit model, the probability that customer i purchases product j is specified by:
.
Here, θ ij represents the log odds of having purchased product j. Ignoring heterogeneity among customers for the moment, these odds will largely be driven by the log of the number of (unique) products purchased by customer i, denoted by u i , and the relative attractiveness of product j. We capture the relative attractiveness of product j using the log odds of this product based on the observed product-purchase frequencies in the purchase data at the customer-base level. This leads to the following expression for the log odds of customer i buying product j:
The product ranking resulting from this specification will be the same for all customers as the product attractiveness is defined at the customer-base level, not the customer level. To obtain predictions that do differ across customers, we need to introduce heterogeneity in the model. To achieve this without resorting to a model with unobserved heterogeneity, as in LDA(-X) or in MDM, or requiring an excessive number of parameters, as in a regular choice model implementation, we construct variables at the customer-product level that characterize the attractiveness of product j for customer i using the available purchase history data.
The first step is to characterize customers based on their purchase history. We describe each customer's purchases by v i , a J-dimensional vector containing the proportions of each product in the customer's purchase history, with J p=1 v ip = 1.
8 We then perform kmeans clustering on these proportion vectors using M clusters. Customer heterogeneity can now be characterized by a customer's similarity with respect to each of the cluster means. We define the similarity of customer i with cluster m as:
where ||v i −v (m) || measures the Euclidean distance between customer i's proportion vector and the m-th cluster meanv (m) . We can now introduce customer-level heterogeneity in a parsimonious way by combining the cluster-level product attractiveness and the similarity measures w im , that capture the relevance of each cluster for each customer. In particular, we can specify the log odds of customer i purchasing product j as:
where o mj denotes the odds for product j that corresponds to the purchase proportions in cluster meanv (m) . Note that in this model specification, the parameters are not product specific, as the relative attractiveness of each product is captured through the summary of the purchase behavior of the various clusters.
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Maximum Likelihood estimation of this parsimonious discrete choice model (DCM) is relatively straightforward and including the other available predictor variables is therefore feasible. To do so, we extend the specification in (21) to include interactions with the customer-specific predictor variables in x i , resulting in:
Real-time online predictions
For each of the prediction methods, it is straightforward to construct a product ranking over the assortment for each individual customer. In the context of online retailing it is important to continuously update this ranking based on the customer's new purchases. Re-estimating the (population-level) parameters can be done offline after a substantial amount of new data has been collected. However, updating the predictions for a specific customer should be feasible online. This allows the retailer to update predictions while customers select products during a shopping trip. For all methods, the real-time update step itself consists of simple arithmetic operations with the details provided in Appendix B. A possible bottleneck could be the amount of data that has to be available, retrieved and processed to enable the updates. In the top half of Table 2 we display the number of elements needed in order to update a single customer's product ranking in real-time, for each new product purchase that is observed. The bottom half of the table provides information on the amount of data that needs to be stored for the entire customer base to enable the aforementioned real-time update step.
The first row in Table 2 mimics the context of our application: A medium-sized online retailer with an assortment of 500 products, 10,000 customers, and on average 10 purchases per customer. The number of segments/motivations/clusters (M ) is set to 20, which is slightly larger than our empirical findings in this paper, and we consider our implementation of a collaborative filter with combination size k = 2. In this context, the number of elements that have to be selected for the real-time update step is of the same order of magnitude across the prediction methods. The storage requirements, on the other hand, are of a different order of magnitude, i.e. millions for the collaborative filter versus thousands for the model-based approaches. However, for these settings all methods can easily be used in practice.
To illustrate the scalability of the various methods we increase the size of the assortment and customer base by a factor of ten and we double both the average purchase history size and M . Naturally, all memory requirements increase in this setting, but the where I: number of customers M : number of segments/motivations/clusters J: assortment size n i : number of purchases made by customer i N : total number of purchases rate of growth differs significantly. For the collaborative filter the storage requirements increase approximately by a factor of thousand, while the model-based approaches only increase by a factor of twenty. The same holds for the third context, in which we again increase the dimensions. This illustrates that the dimension reduction achieved by the model-based approaches ensures that they are suitable for real-time predictions in large scale applications, even if the number of underlying dimensions grows with the amount of available data. In addition, it is not feasible to use a combination size larger than k = 2 in our implementation of a collaborative filter, as in that case the storage requirements would increase even faster. For very large applications, one might even need to rely on the simpler CF-1, which only matches purchase histories on the presence of single products. 
Performance measures
To evaluate the methods for a range of different customization applications, we consider prediction sets of different sizes. A prediction set of size S contains the S highest ranked products for a customer. In case one is interested in recommending a single product, the prediction set of size 1 is most relevant. However, when customizing a page with search results the prediction set of size 10 may be more relevant. We assess the quality of a prediction set by matching its contents against hold-out purchase data. These purchases are denoted by y i for customer i and the number of unique purchased products in y i is given by u i .
We denote a complete ranking of all J products for customer i by the vector r i . The first element, r i1 , is the product that has the highest predicted purchase probability for the model-based rankings, the highest product score for the collaborative filters, and the highest odds for DCM. The quality of a prediction set of size S can be measured by the number of products in the prediction set that overlap with the hold-out purchases: S s=1 I[r is ∈ y i ]. This number should be seen relative to the maximum number of hits possible in order to obtain a hit rate that may be compared across prediction sets of different sizes. This maximum is bounded by S, the size of the prediction set, and the number of unique hold-out purchases u i . Hence, the hit rate for customer i could be defined as:
If a prediction set is presented to a customer in an application, such as a recommendation list, the positions within the set are also of importance (Xu and Kim, 2008) . We incorporate this notion in our hit rate by weighing the hits according to their ranks. For the s-th ranked product in a prediction set of size S this weight is specified as:
. Combining the above, we obtain our final performance measure, the weighted hit rate:
Data
We apply the prediction methods to purchase data from a medium-sized online retailer in the Netherlands. 11 The data starts at the launch of the retailing platform and it covers a period of approximately 67 weeks. The product assortment primarily consists of non-food fast-moving consumer goods, such as detergents, deodorants and shampoo. The assortment is complemented with a small selection of high turnover products for infants and toddlers, such as diapers and baby food. As a consequence, the data contains many repeat purchases.
Initially, the data contains 3,226 unique products IDs. These IDs correspond to a very fine-grained classification, e.g. different package sizes of the same product each receive a unique ID. We opt for a more coarse-grained classification and combine products on the category-brand level. For example, different fragrances of the same deodorant brand are aggregated to one category-brand combination. This approach results in a total of 440 unique category-brand combinations. Additionally, this aggregation step is applied to the customer orders: if an order contains multiple products from the same category-brand, we consider this as a single purchase from this category-brand. Finally, the category-brands that are purchased five times or fewer across all purchases are removed from the data. Below we will simply refer to the category-brand combinations as "products". After the aggregation steps the data contains 95,208 product purchases of 394 products made by 11,783 distinct customers.
We chronologically split the data in two parts: The first 80% of the purchases are used as in-sample data, while the hold-out data comprises the last 20% of the purchases. The hold-out data is used to assess the predictive performance of the methods. This division mimics the setting of predicting future purchase behavior. Subsequently, we split the insample data into an estimation and a model-selection subset. We randomly select half of the customers from the in-sample data and for each of these customers, a single product purchase is randomly selected as model-selection data. The remaining in-sample data is used to estimate LDA(-X), MDM, DCM, and to create the collaborative filters. The model-selection data is used to determine the number of motivations/segments/clusters (M ) in LDA(-X), MDM and DCM respectively. Table 3 summarizes the three subsets of the data, in terms of number of customers, unique products, and number of product purchases. It is quite likely that the type of customer acquired by the retailer changes over time, for example due to (a shift in) brand awareness or the mix of advertising channels that are used. Therefore, we investigate whether the customer's time of adoption at the retailer systematically shifts customer preferences. Model-free evidence for such a shift is provided in Table 4 , which shows the purchase frequencies of the 10 most frequently purchased products in the estimation data for the first 25% of the estimation customer base, the early adopters, and similarly for the late adopters, the last 25% of the estimation customer base. The ordering of the 10 products for early versus late adopters is not only different, but the relative difference in purchase frequencies is quite substantial as well. For example, the product 'Baby/toddler nutrition -Olvarit' is purchased more than twice as often by early adopters relative to late adopters. In the tail of the assortment such relative shifts may even be larger.
This model-free evidence suggests that the predictive performance could be improved by including customers' time of adoption. We define the time of adoption as the number of days between a customer's first order, and the starting date of the retailing platform. We take the natural logarithm of this variable to allow for larger shifts in the preferences of customers acquired during the early stages of the retailing platform. Finally, this variable is standardized using the mean and variance in the in-sample data. 
Results
In this section we present the results of the prediction methods considered in this paper. First, for LDA(-X), MDM, and DCM we determine M , the number of motivations, segments, and clusters respectively. Next, we focus on some details of the model results to highlight the concepts that underlie LDA(-X) and MDM. In this part we also illustrate how predictions are updated when a new purchase is observed for a customer. Finally, we compare the prediction methods by evaluating their predictive performance on the hold-out data, using the weighted hit rate.
Model selection
In all model-based approaches we have to determine M : the number of motivations, segments, and clusters. We evaluate LDA(-X) for M = 3, . . . , 30 and MDM for M = 1, . . . , 30, where MDM with M = 1 corresponds to the DM model. For each of these model configurations (choice of model plus a value of M ) we use 250 different random starts to avoid local maxima. Throughout the estimation procedure the performance of each random start is measured by the average predictive likelihood for the modelselection data and, as discussed in Section 2.3, at several points during the procedure we drop the worst-performing starting values (see Appendix A). At the end of the estimation routine we use the parameter estimates that result from the random start that has the highest average predictive likelihood. We evaluate DCM for M = 2, . . . , 30.
To avoid local maxima in the k-means algorithm used in DCM, we use 1000 different random cluster initializations. For each value of M , the clustering that obtains the lowest within cluster sum-of-squares is selected. The average predictive likelihoods for the model-based approaches are displayed in Figure 1a . We find that for each method the average predictive likelihood steeply in- Note that the average predictive likelihood is merely an indicator for the actual predictive performance in our application, as we will consider the rank assigned to purchased products to evaluate the predictive performance and not the actual purchase likelihoods.
To determine the number of motivations and segments in LDA(-X) and MDM, we select the first value of M for which the average predictive likelihood decreases when M is increased by 1, i.e. we select the first local maximum. As the graphs in Figure 1a stabilize after their first local maximum, this approach results in a parsimonious, yet high performing model specification. Figure 1b shows the differences in performance between subsequent values of M . The first negative value -corresponding to a decrease in performance -is obtained at M = 14 for LDA, M = 16 for LDA-X, and M = 12 for MDM. Hence, we select M = 13 for LDA, M = 15 for LDA-X, and M = 11 for MDM. The average predictive likelihood is more volatile across values of M for DCM, resulting in the first local maximum for M = 4. In the spirit of our M selection criterion for LDA(-X) and MDM, we instead select the smallest value of M that corresponds to a local maximum in the range of the values of M where the predictive likelihood has leveled off. For DCM, this happens at M = 14.
Model results for LDA(-X) and MDM
Both LDA(-X) and MDM require quite a large number of parameters to capture the heterogeneity in preferences across the full assortment. For example, to characterize purchase behavior across the segments/motivations the models use M × J parameters. Clearly it does not make sense to display all these parameters. However, as LDA(-X) and MDM approach heterogeneity in a very different way, it is interesting to consider some differences in the estimation results across the models. In MDM heterogeneity is defined at the customer-segment level, while LDA(-X) models heterogeneity through motivations, i.e. preferences for a set of coherent products, with customers differing in the strength of these motivations. To illustrate this difference, we display the 10 most likely products in the two most likely segments/motivations for each model in Table 5 . The top 10 most likely products are primarily baby related for the largest as well as the second largest segment in MDM. Additionally, there is much overlap at the product level: 7 products appear in both top 10 lists. For LDA and LDA-X the largest motivation relates to baby products and the order of the top 10 is the same, with only minor differences between the purchase probabilities. The second motivation for LDA-X is driven by cleaning products, while in LDA it is a mix of cleaning and personal care products (and one baby related product). So, for both LDA and LDA-X the second motivation is very different from the first, which contrasts with the results for MDM.
This difference can be explained by the distinction between a motivation and a segment. Motivations represent coherent sets of products, where customers can be interested in multiple of these sets. Segments capture the purchase behavior of groups of customers, and purchase behavior across groups likely overlaps. In other words, the motivations in LDA(-X) correspond to a clustering on the product level, whereas the segments in MDM represent a clustering on the customer level.
As the models differ substantially in terms of the underlying data structures that are captured, their predictions are also likely to be different. We investigate these differences in a hypothetical scenario. First, let us consider a customer with average customer characteristics who is new to the store, i.e. without previous observed purchases. Each model approximately yields the marginal distribution as predictive distribution for this customer. The top 5 products in the marginal distribution of the estimation data are displayed in Table 6 . Table 6 : Purchase frequencies of the 5 products that are most frequently purchased in the estimation data.
Rank Product Frequency
1 Diapers -Pampers 9.20 % 2 Baby/toddler nutrition -Nutrilon 4.09 % 3 Laundry -Ariel 4.07 % 4 Dishwashing -Dreft 3.65 % 5 Baby/toddler nutrition -Olvarit 3.47 % Next suppose that the customer purchases 'Shampoo -Herbal Essences'. For each model the updated top 5, conditional on this purchase, is displayed in Table 7 . Indeed, each model now provides a different ranking. It is interesting to focus on the new rank of the shampoo itself and the complementary conditioner of the 'Herbal Essences' brand. In the marginal distribution the shampoo and conditioner are ranked 113 and 119, respectively. Conditional on the purchase of the shampoo, these two products reach the top 5 in LDA (they get rank 3 and 2). For LDA-X the products do not occur in the top 5 but receive rank 17 and 16. Finally, in MDM the rank of the shampoo shifts to 26, while the rank of the conditioner barely changes and reaches only 117. This indicates that MDM fits the observed purchase well, but is hardly able to discover that the conditioner is a complement to the shampoo. Table 7 : Purchase probabilities of the 5 most likely product for each model, conditioned on the purchase of a single product. 
Predictive performance
To assess a method's predictive performance we evaluate its weighted hit rate for the hold-out data, see (23). In the weighted hit rate, each hit receives a weight that depends on the rank assigned to the prediction. A better (numerical lower) rank receives a larger weight than a worse (numerical higher) rank. Figure 2 presents the predictive performance on the complete hold-out data for the model-based approaches, LDA(-X), MDM, DCM, and the two count-based collaborative filters, CF-1, and CF-2.
LDA ( In case we predict only a single product for each customer, i.e. a prediction set of size one, LDA-X has the best performance with a hit rate close to 0.45. For most prediction set sizes, LDA(-X) and MDM outperform the collaborative filters. The best performing collaborative filter is CF-2, which matches customers on the presence of pairs of products in their purchase history.
Given the decent predictive likelihoods generated by DCM (see Figure 1) , it has an unexpected poor performance in terms of ranking the purchased products.
Note that the average hit rate declines for the first few prediction set sizes. This is a direct consequence of the denominator in the definition of the hit rate in (23), which divides the total number of hits by the maximum number of hits possible for a given customer and prediction set size. This number increases with the size of the prediction set until it reaches the number of unique products purchased by the customer. As the average number of unique purchases per customer in the hold-out data is almost 5, we indeed see the hit rates increase beyond that value for most methods.
We study the difference in performance for the prediction methods in more detail by separately considering specific groups of customers and products. In particular, we first divide the customers in the hold-out data into three groups based on the number of purchases in the estimation data: (i) 2185 customers with no prior observed purchases ( Figure 3) ; (ii) 809 customers with a moderate amount (1-9) of purchases ( Figure 4) ; and (iii) 751 customers with many (10 or more) purchases ( Figure 5) .
The most apparent difference in performance between these groups is visible in the range of the y-axis. If we observe many purchases for a customer the average hit rates are twice as large for the smaller prediction sets, compared to those for customers with no purchases in the estimation data. This is exactly according to our expectations, and provides empirical evidence that purchase history data is indeed very informative about a customer's future purchases.
By examining Figure 3 we see that for customers without previous purchases the collaborative filters perform very well (particularly for moderate-sized prediction sets). Note that for this specific group of customers the collaborative filters rank the products according to their market penetration in the customer base. Also for LDA and MDM there is no information that can be used to make a personalized prediction. LDA-X uses the time of adoption, although this does not seem to shift the baseline predictions a lot. Hence, the performance differences between LDA(-X) and MDM are small. In the absence of a purchase history, the similarity of a customer to each of the M clusters, used to create predictor variables in DCM, is rather meaningless. As a result, the DCM's predictive power is low for these customers. In fact, a large part of the performance gap on the complete hold-out data between DCM and the other prediction methods is driven by the poor performance for the group of customers without a purchase history.
LDA ( We observe a different pattern for customers with a moderate number of past purchases in Figure 4 , where LDA(-X) and MDM consistently outperform the collaborative filters. This indicates that these model-based methods are better able to learn from a customer's previous purchases than the collaborative filters. Comparing the methods, LDA(-X) attains the highest overall performance and performs best when we predict only a single product, while MDM performs better for larger prediction sets. The performance of DCM is competitive for the smaller prediction sets, although its relative performance drops substantially for larger prediction set sizes.
The final group of customers that we consider consists of those who made many purchases, displayed in Figure 5 . The general conclusion is similar to that of the customers with a moderate number of purchases. However, in this case MDM obtains the highest performance for prediction sets that contain more than one product. This result, combined with the previous findings, may be explained by the flexibility of the customer-level heterogeneity structure. In MDM preferences are modeled by a customer-specific probability vector over the product assortment. On the other hand, in LDA(-X) a customer's individual preferences are described by a lower-dimensional probability vector over the M motivations. Both models learn from previous purchases, but in MDM this learning is directly incorporated in the preferences over the assortment, while in LDA(-X) it is done indirectly through the probabilities for the motivations. As a consequence, MDM in the estimation data.
has more degrees of freedom at the level of the individual customer as the assortment size J is much larger than the number of motivations M . This additional flexibility turns out to pay off when many purchases are observed for a customer. The results above highlight the performance of the methods for the complete assortment. However, many of the highly-ranked products are products that are frequently purchased, or products that have been previously purchased by the focal customer. Customers can easily anticipate such recommendations and might even be bored by them (Fleder and Hosanagar, 2009) . It is therefore interesting to evaluate the performance of the methods when predicting products that may be more unexpected.
To assess the performance of the methods for predicting such unexpected products, we evaluate the predictive performance for a restricted subset of the product assortment. This subset is constructed as follows: First, we remove 20% of the products in the assortment that are most frequently purchased in the estimation data. Second, we create a customer-specific restriction by removing the products that have previously been purchased by this customer. Subsequently, for each individual customer, we only consider the predictions and hold-out purchases for products that are contained in this restricted subset of the assortment. As customers are less likely to be aware of these products, performing well on this aspect could potentially increase the cross-selling performance of marketing actions that are based on such predictions.
The predictive performance for the restricted set of products is displayed in Figure 6 . LDA and MDM perform better than the collaborative filters and DCM, but LDA-X clearly outperforms all the other prediction methods. This remarkable performance difference primarily arises for the highly-ranked products. By examining these products, we find that the product 'Slimming nutrition -Weight Care' appears in the top of many of the LDA-X customer-level prediction sets. The prediction sets resulting from the other methods, however, do not contain this product. In fact, it turns out that 'Slimming nutrition -Weight Care' is the most frequently purchased product in the hold-out data. Its purchase frequency has shifted from 0.04% in the estimation data to 4.88% in the hold-out data. LDA-X is able to capture this shift through the time of adoption variable.
12 This shows that the inclusion of predictor variables has merit in the context of purchase prediction, even though the time of adoption variable in general does not add much explanatory power. The reason why we do not see a similar shift for DCM can be explained by the way the predictor variables enter the model. In LDA-X, it directly influences the likelihood of a certain motivation, in effect being able to boost a motivation that is relevant for customers who adopted later in time. In this case, it boosts the motivation that contains products that are purchased more frequently later in the observation period, including the period of the hold-out predictions. In contrast, in DCM the clusters are determined 'outside' the model, using the k-means algorithm. The performance of the clustering algorithm does not benefit from selecting a cluster that is linked to the other prediction variables, as the predictor variables are not included when constructing the clusters. In the absence of such clusters of customers, inclusion of the predictor variables cannot shift the importance of these products, as they are not contained in a separate cluster.
Conclusion
In this paper we have evaluated several methods for purchase prediction in large assortments using purchase history data. Inspired by the text modeling literature, we have introduced a novel model-based approach that uses latent Dirichlet allocation (LDA(-X)) to predict purchases. In addition, we have considered mixtures of Dirichlet-Multinomials (MDM), a framework well known in the brand-choice modeling literature. The performance of these model-based approaches has been contrasted against two benchmarks: a set of count-based collaborative filters, in which customers are matched on the contents of their purchase history, and a scalable implementation of a discrete choice model (DCM), that does not break down when used with a large product assortment. All methods are able to construct customer-specific product rankings over the assortment that can be used for purchase prediction.
Naturally, the prediction methods differ in their heterogeneity assumptions, estimation complexity, and memory requirements. In MDM purchase heterogeneity is specified at the customer level by segmenting the customer base. In LDA(-X), on the other hand, this heterogeneity is specified at the motivation level, which groups products, not customers. These heterogeneity assumptions also affect the estimation complexity of the models. MDM has more flexibility to model an individual customer's purchase behavior than LDA(-X), but this comes at the price of increased estimation complexity as more parameters have to be estimated. The estimation complexity of the logit part of the DCM is relatively low, but it does depend on customer clusters from an external method (i.e. the k-means algorithm). The collaborative filter has as advantage that no (latent) model structure has to be estimated, but its storage requirements for generating real-time online predictions rapidly increase for large applications. In contrast, the model-based approaches require less storage and additionally this grows much slower with the size of the application.
The performance of the methods was assessed based on purchase prediction sets derived from the product rankings, and comparing these sets to actual hold-out purchases. In general, LDA(-X) and MDM perform best and, even though these two models are conceptually rather different, their predictive performance is comparable. In addition, we have considered the setting where we focus on the predictive performance for products in the tail of the assortment that have not been purchased yet by the customer. In this case LDA-X clearly outperforms the other methods, which can be attributed to the time of adoption variable that is included in LDA-X. Although DCM also includes this predictor variable, its dependence on the k-means algorithm prevents it from effectively using the additional information to generate better predictions.
In summary the LDA(-X) prediction method that we have introduced in this paper is the most promising approach to purchase prediction, particularly in the context of large online retailers. Its predictive performance is very competitive compared to the other methods and it scales well with the size of the application. Finally, it is a self-contained prediction method that can readily accommodate additional information available to the retailer. In our application we only had access to a fairly weak predictor, but the potential benefits of including stronger predictors of customer preferences into the model could be large.
To conclude, LDA(-X) can be readily used as a stepping stone for further modelbased research that quantifies and optimizes the impact of marketing interventions in large-scale retailing environments. For example, one could optimize a recommendation system that differentiates between the likelihood of purchasing a product and the added benefits from recommending that product (Bodapati, 2008; Wagner and Taudes, 1986) ; something that is difficult to implement in a count-based method such as a collaborative filter. We obviously consider such extensions an interesting avenue for further research.
A. Estimation details for LDA(-X) and MDM
In this appendix we present the estimation details for LDA(-X) and MDM. First, we discuss our random start routine, aimed at minimizing the risk of ending up in locally optimal solutions. Second, we present the conditional posterior distributions that are used in the MCMC samplers. Finally, at the end of this appendix we provide a high-level description of the inference algorithm for LDA(-X) in pseudocode.
A.1. Random start routine LDA(-X) and MDM are both members of the general class of mixture models. This class of models is well known to be susceptible to end up in an area around a local maximum of the posterior distribution. We reduce this risk by considering multiple random starts. For MDM a random start is an initialization of the segment assignments s, while in LDA(-X) it is an initialization of the motivation assignments Z.
For each model, we initially consider 250 different random starts. For each of these starts we draw 1,000 samples using our MCMC methodology. These samples are used to infer each customer's posterior predictive distribution and to calculate the average predictive likelihood of the model-selection data. The 50 starts that obtain the highest average predictive likelihood are selected. For these starts, we repeat the above procedure and next select the 15 best performing starts. Again, we repeat the procedure but this time draw 20,000 samples. Finally, we continue with the random start that obtains the highest average predictive likelihood.
The 22,000 draws that are generated within the random start routine for the single remaining model are considered as the burn-in period of the chain. For this selected random start we finally draw another 10,000 samples. We thin this chain by selecting every tenth draw, resulting in 1,000 posterior samples.
A.2. Conditional posterior distributions
In this section we present the details of our MCMC sampler. For each sampling step in each model, we present the corresponding conditional posterior distribution. In the presentation below we use the notation superscript \n to indicate that the n-th element is excluded from a vector, matrix, or set. A general density function is denoted by p(), while we use π() in case the density corresponds to a prior distribution in which the parameters are fixed. The probability density function of the standard normal distribution is denoted by φ() and the Gamma function is denoted by Γ(). Finally, in LDA-X we replace γ and {δ l } M l=1 by {α i } I i=1 , whenever this simplifies notation. As the derivations in this appendix rely heavily on the Dirichlet-Multinomial distribution, we first provide its density in terms of Gamma functions. The DirichletMultinomial distribution corresponds to a data generating process where first a probability vector θ ∼ Dirichlet(α) is generated and subsequently, this vector is used to generate a set of Categorical random variables, denoted by z. The marginal density of z where the priors are given by π ∼ Dirichlet(1, . . . , 1) and β mj ∼ logN(µ β , σ Algorithm 4 Calibration of the Metropolis-Hastings proposal variance s 2 n: number of samples drawn in this calibration window n A : number of accepted samples in this calibration window w: size of the calibration window s 2 : current proposal variance AR: target acceptance rate procedure Calibration if n is equal to w then // Calculate the 95% confidence bounds of the Binomial(n, w × AR) distribution bounds = quantile function for Binomial(n, w × AR) evaluated at 0.025 and 0.975 if n A is outside these bounds then calibrate the proposal variance if n A > w × AR then the variance is increased
else if n A < w × AR then the variance is decreased
end if end if // Reset n and n A for new calibration window and increase w n = 0, n A = 0 if w < 500 then w = w + 10 end if end if end procedure
B. Real-time online predictions
Once we observe a new purchase for a customer we naturally want to update the predictions based on this new information. However, in an online setting it is not feasible to re-estimate a complete model in real-time. Instead, we update the customer-specific elements in real-time based on the new information, and fix the parameters that are specified at the customer-base level to their posterior means. Naturally, after observing new purchases for many customers, it makes sense to re-estimate the model structure including this new data. In this appendix we discuss for each of the prediction methods how the predictions may be updated in real-time and what the corresponding memory requirements are.
B.1. LDA(-X)
The predictive distribution for customer i in LDA(-X) is given in (8). To calculate the predictive distribution we need to evaluate two expectations: E[ φ mj |Z, β 0 , Y ] and E[ θ im |z i , α ]. The first expectation is the expected value of the purchase probability for product j under motivation m. As this expectation is specified at the customer-base level, we fix it to its posterior mean. The second expectation is the expected value of the individual-specific discrete mixture over the M motivations. This expectation is customer-specific and hence we update it after observing a new purchase.
For this update of E[ θ im |z i , α ] we use an approximation step. First we define η im = α m + c IM im and use the property of the Dirichlet distribution that E[ θ im |z i , α ] is proportional to η im . To update η im , we add the expected value of the motivation allocation of the new purchase (denoted byỹ in ) to its previous value. To be more precise, after each new purchaseỹ in we increase η im by:
for m = 1, . . . , M . Subsequent updates of the posterior mean of θ i can be obtained by sequentially updating the value of η i . This approximating update procedure provides an effective and efficient way to incorporate new information from purchases in LDA(-X). The number of elements that have to be retrieved for an individual update step is equal to (M × J) + M , namely the {φ l } M l=1 vectors and the individual-specific η i vector. To be able to perform this step for each customer, (M × J) + (I × M ) elements have to be stored in total.
